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Abstract 
This Masters’ Thesis aimed to explore the possibilities that the new generation of portable 
hardware called wearables presents us with. More powerful and smaller devices with a wide 
array of sensors and cameras are not only becoming possible, but available at prices that are 
affordable to the average consumer in the first world. But as powerful as modern day technology 
is, things such as advanced data processing and data storage take space, generate head, and 
requires power. If this can be done somewhere else than on the small devices the consumer is 
willing to carry with them, many previously impossible things become possible.  
 
In this Thesis we used the Oculus Rift and the Raspberry PI to create a portable augmented 
reality device and test the effects of stereoscopic vision on the quality of perception. We also 
tried to displace the processing and calculations to a Cloud server, theoretically allowing us to 
perform tasks previously impossible for a Raspberry PI.   
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1. Introduction 
As components, bandwidth and memory becomes cheaper and internet speeds go up, many 
solutions that have been lying on the shelves for decades now find themselves on the consumer 
market as demand, price and supply align.  
 
The interesting thing about technology, is that while each independent invention, such as the 
Oculus Rift, the Raspberry Pi, 3 and 4G internet, and the concept of Cloud computing are 
impressive and spell an interesting future, their potential when used in combination could be 
even more endless. With the advent of tiny, cheap portable computers, one could not only 
perform tasks on the unit itself, but you could connect to the Cloud, distant servers with infinitely 
more power and capacity than the Raspberry Pi, and use those resources in addition to its own. 
As long as the internet connection is fast enough, and the hardware is fast and powerful enough 
to use it, the Raspberry Pi might become as powerful as or more so than a stationary computer.  
 
Imagine walking down the street in the future while wearing the newest in smart glasses. You 
encounter an old friend, but have forgotten his name. An application you have downloaded sends 
the image of this person to a server far away, where his face is compared with known friends 
from Facebook. Quickly thereafter it provides you with the name of your old friend, perhaps 
through a Bluetooth earpiece. Facial recognition algorithms place a heavy burden on processors, 
and it will be a long time before portable devices will be able to handle such things on the device 
itself. Processing an image sent to a powerful server, however, is much easier 
 
The goal of this project was to explore the maturity of the technology of some of these products, 
the Oculus Rift, 4G networks, the Raspberry PI, and the opportunities that they present, 
especially in the use of wearables. This includes the impact of latency and its effects on user 
performance, as well as what limitations that are placed on such systems.   
 
 
The following questions were explored throughout the Master Thesis and then finally discussed 
in Chapter 7 of this report. 
1. How does latency affect the performance of the user, and what levels of latency are 
acceptable before the solution becomes unusable?  
2. Is it possible to use Cloud services to boost rather simple platforms such as the Raspberry 
Pi, allowing it to perform tasks that are beyond their capacity? 
3. Can any guidelines be established to facilitate anyone else making such a project? 
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The following chapters make up the rest of this report 
● Chapter 2: Herein is provided the information necessary to understand the technology 
used during the development and in the final prototype.  
● Chapter 3: Short summary of the different methodologies used in the project. 
● Chapter 4: Descriptions of the hardware and software used in the prototype 
● Chapter 5: The Iterations, the development cycles and the immediate results 
● Chapter 6: Tests and results on the prototype 
● Chapter 7: Discussion and future work ideas.  
 
 
2. Background 
2.1 LTE and the Cloud 
2.1.1 The Cloud 
Cloud Computing, or simply the Cloud, is a concept that has been discussed for almost two 
decades, tracing back to documents from 1996 [19]. The idea is to provide storage or even 
services online, keeping the customers data online. To do this, however, the internet must be fast, 
much faster than the commercially available internet connections in the late 90’s. No customer 
will store his documents online if it takes too long time to access them, and neither will they use 
online programs if the latency is too high.  
 
With the advent of fast ADSL, and especially fiber, many of the proposed solutions once again 
became the topics of discussion, and now when the internet speeds of handheld devices is 
catching up, many new and old ideas become a possibility. 
 
2.1.2 LTE 
Long Term Evolution, or LTE for short, is a standard for high­speed wireless communication for 
cellular phones and other devices. It is the successor to the 3G network, and has not only faster 
transfer speeds, but more importantly, lower latency and improved support for physically moving 
the devices without losing connection or speed. 
 
To a certain degree, many Cloud based concepts rely on speed of transfer, such as 
down/uploading data to and from servers. Cloud­based applications, however, are much more 
reliant on the communication being as fast as possible. In order to play games, pressing buttons, 
or update worksheets in real time, the process has to be fast enough to feel instantaneous. Being 
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able to maintain connection and transfer speeds despite travelling in a train or bus while surfing 
or working is also very important for the establishment of the Cloud. Since the customers data is 
online, and ideally not at all on their devices, the data has to be available at all times, regardless 
of where the customer is or what he is doing. 
2.2 TCP/UDP and the Network model 
The Open System Interconnection model (OSI) conceptualizes and explains how two or more 
systems work together through a series of abstract layers. There are seven layers, from actual 
hardware to the software itself, and they are used to explain and classify the functions of said 
system [13]. If a system is on the network and application level, like this project, it means that 
there is no need to concern oneself with or try to implement functions and the running of the 
other layers in the OSI model.   
 
There are primarily two protocols used for transfer of data at the desired sizes and those are TCP 
and UDP. TCP is a transfer control protocol, and guarantees not only the integrity of the data, but 
that it arrives in order, and that nothing is lost [6]. In layman’s terms, a connection is established, 
and through a series of acknowledgements from both sides, the data will be delivered in the best 
way possible, but not always the fastest.  
 
UDP is best effort, and guarantees nothing [5] in terms of safe delivery. Data is sent, and if it 
arrives, that is a good thing. Understandably, these protocols have their uses, and fill different 
purposes. In the case of streaming video or sound, the loss of a few frames or sound may be 
negligible, depending on the product of course. For transfer of data, loss of packets is far more 
serious. A word document that is missing 10% of its data may not even be able to open at all. As 
such, UDP was generally used for generic internet traffic and streaming, while TCP is used for 
actual data transfer. The current systems of today, especially consumer grade stationary 
computers, have fast enough internet to run everything via TCP. 
 
Another fundamental of the internet is that standard communication does not follow maps nor 
does it necessarily even travel the shortest necessary route. This is noticed particularly well when 
one tries to communicate via the internet between two computers or units that are in the same 
room, more so when one uses programs or software hosted in other countries.  
 
What happens is that first the communication is passed through the medium of your connection, 
be it a landline, or in the case of 3G/4G modem in which case it travels to a base station owned 
by or lent by the operator that you pay for your mobile internet. These base stations operate on 
the physical and data link layer of the OSI model, so regardless of how our software is built, it is 
completely ignored by the base stations. The traffic then travels to the internet itself, only to be 
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relayed back to the very base station and thus back to the laptop or cellphone sitting just next to 
me. Depending on what the user is trying to do, and if they are using services on possibly even 
other continents, this will take a certain amount of time. This means that even though two people 
may be sitting in the same room, there can still be considerable delay in transmission between 
their two computers. 
2.3 Web­cameras & Streaming video 
The first webcam was developed in 1991 [18] at the Cambridge University Computer 
Department to monitor the level of the coffee pot. The technology became commercially 
available just a few years later, quickly finding its use in many places until finally becoming 
integrated into almost all laptops in the first decade of the 21st century. The standard frame rate 
of modern webcam’s is 30 frames per second, although systems with up to 120 fps or more can 
be purchased for premium cost.   
 
It is important to understand that the number of frames per second is an average, and depends on 
many things. Since not every single pixel changes every 30 milliseconds, it becomes easier to 
send one image, called a key­frame a few times per seconds, and then track the relatively few 
pixels that change between these images rather than take, process, send and display a whole new 
image 30 times per second. By using such techniques, higher resolutions can be achieved as long 
as there is not too much motion or lack of lighting.  
 
When using communication systems to send webcam video feeds across the internet, the need 
for infrastructure increases and the rules change. Images that arrive out of order are pointless and 
thus discarded. Incomplete images can be displayed anyway, since they only appear on the 
screen for fractions of a second. The quality of the video and its frame rate is also often reduced 
to account for slow internet or packet loss. Many of these issues can even be present when the 
communication is between computers that are close to each other physically, since the software 
handling the transfer often has their servers far away.  
2.4 Raspberry PI & Wearables 
2.4.1 The Raspberry Pi 
The Raspberry Pi is a credit card­sized “mini” computer that was released by the Raspberry PI 
foundation the 29th February of 2012. The purpose was to facilitate the teaching of programming 
and basic computer science in schools. Due to its cheap price (25­35 dollars), small size, and 
relative user friendliness, it has gained some popularity amongst many technology interested 
people. Many have found their uses as amateur media centers, surveillance cameras and UAV 
hardware. 
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Compared to a modern computer, its specs are nothing impressive. Its ARM1176JZF­S 700 MHz 
processor, a VideoCore IV GPU, between 256 and 512 MB RAM, and SD card used as main 
storage means it cannot be used as a stationary computer for today’s needs, but its credit­card 
size and cheap price creates a niche of its own. 
 
Today the Raspberry Pi is a common plaything for hardware and programming enthusiasts. Due 
to its comparatively small size and low cost, it has found its place as a makeshift surveillance 
camera hub, media player, on­board logic on home­made UAVs, and anywhere else where users 
have been able to put it. 
 
The Raspberry PI uses Linux in some form, depending on the choice of the user. Several 
versions are commonly available, ranging in difficulty to install and use. In this project a 
Raspberry PI version B was used with 512 MB ram and a 16 GB SD card running Raspbian OS 
version. 
 
2.4.1 Wearables 
Wearables are by definition a computer which can be worn on the body, which interestingly 
enough includes anything with computational powers, including abacuses mounted on rings [17]. 
In this report, however, the focus will be on electronic wearables.  
 
There has been a wide variety of hardware released by companies over the years, such as 
wristwatches arm­mounted tablet computers and head­mounted displays such as the Google 
Glass. In consumer markets, so far, most of these attempts have been met with meager success. 
The products have been considered too clunky, slow or fragile. In reality, consumers carry very 
few things attached to their body at all times, and no company has yet been able to create a 
product that is used often enough to warrant being attached to your body most of the day. The 
exception is wristwatches, and many companies trying to create wearables have attempted to 
expand on the concept of the wrist­mounted things. The military has seen some successes, such 
as pilot helmets with displays and other functions. 
2.5 Augmented Reality 
Although the term Augmented Reality is believed to have been coined 1990 by Tom Caudell [21], who 
was employed at Boeing at the time, the concept had been explored by many before that. The basic idea 
is to create a window into a virtual world, which may even be a virtual representation of our own. 
 
Many different applications have been proposed and even implemented, such as soldiers receiving 
targeting data on their visors, on top of the image they are seeing in real life, or using smartphones and 
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their cameras to display map directions onto video of streets taken in real­time. The number of 
applications seems endless, but technology is struggling to catch up, especially for the solutions 
requiring hand­held devices used outside, and all the limitations that presents. 
 
There are many different products that have caught the eyes of those researching Augmented Reality, 
such as head mounted displays and different kinds of wearables. 
2.6 Virtual Reality 
2.6.1 The Oculus Rift & other head mounted displays  
In this Masters’ Thesis the Oculus Rift was chosen due to being affordable, easy to use and easy 
to procure. The Oculus Rift is a Virtual Reality head­mounted display developed by Oculus VR. 
The idea was originally thought up by Palmer Luckey, the founder of Oculus, and the aim was to 
produce a cheap and easily available product, primarily for use in gaming [11]. The product 
raised millions of dollars in donations and pre­orders via the crowdfunding website Kickstarter 
before the company secured additional funding via large­scale investors, before finally being 
bought up by Facebook. 
 
At the time of writing there are three versions of the Oculus Rift:: The Development Kit (DK1), 
Development Kit 2 (DK2) and the consumer version. The model used in this Thesis is the Oculus 
Rift DK1, with 1280x800 (640x800 per eye) resolution [12]. The soon available model is the 
DK2 and is supposed to ship in October 2014, with a 1920x1080 resolution (960x1080 per eye), 
considerably better head­tracking than its predecessor, faster refresh rates and several hardware 
improvements such the omission of the control box and the ability to detach several previously 
permanently attached cables. There is going to be a consumer version called the Crescent Bay, 
but nothing concrete is yet known about its specs. The DK1 has 90 degrees horizontal and 110 
degrees diagonal Field of View [12]. The price, one of the main selling points, is 300 dollars for 
the DK1 and 350 for DK2. 
 
2.6.2 Stereopsis 
The reason not only ours but most other species have more than one eye is because multiple 
points of observation allow the brain to judge several important factors, one of which is depth of 
perception. In other terms our species is capable of stereopsis [7]. Unlike a camera that has a 
single point of observation, and thus a flat image, our brain is capable to combining these two 
images into a single cyclopean image.  
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As the difference between the two images we receive decreases with distance from us, it allows 
our brain to calculate a series of things that would not have been possible with a single point of 
perception, such as catch objects thrown at us, judge size of objects or target and hit things at a 
distance. It also aids us in identifying what objects are in the foreground and part of the 
background scenery.  
 
However, with the modern age of computers and single flat screens, this particular evolutionary 
advantage is wasted and our brain must instead fall back to monocular depth cues [20] such as 
motion parallax, defocus blur, our own experiences and memories of how large certain objects 
are and so on. 
 
There exists a number of optical illusions based on this, and many artists play with this by 
placing larger or smaller variants on things with normally fix sizes, and interfering with our 
perception this way. Examples being miniature motorbikes standing in front of the camera with a 
person in the foreground, and our perception telling us that the person is in fact closer, since we 
are used to the motorbike being far larger. Another example is from the Lord of the Rings trilogy 
where a race called hobbits are portrayed as very short despite being full­sized humans in real 
life by clever use of camera angles and techniques. 
 
Another thing to note is that if we hope to perfect augmented reality or place miniature monitors 
in front of users eyes, we lose a lot of the depth of vision [8]. This can severely inhibit the user’s 
ability to judge distances to the objects around him, possibly leading to harm and impaired 
functions. 
 
2.6.3 Cyber­sickness 
Once the prototype is done, the subjects will be wearing the Oculus Rift for prolonged periods 
and it is likely that they will experience something called cyber­sickness, a condition that is 
common when using virtual reality products. Common symptoms of cyber­sickness are nausea, 
discomfort and possibly even vomiting.  
 
Equilibrioception, our perception of orientation and motion, is based on a combination of input 
from our eyes and the inner ear [9]. When the input from these two senses provide conflicting 
information, we feel motion sickness and it occurs during many different times, such as during 
travel by vehicle, intoxication, lack of certain essentials nutrients and water, and then of course, 
when using virtual reality headgear [10]. There are multiple ideas as to why this happens, such as 
the poison theory, cue conflict theory and postural instability theory [14]. 
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2.6.1 Poison Theory 
Poison theory is a concept grounded in evolutionary terms, theorizing that toxic substances in 
our diet are one of the few things that could impact our senses, and thus the body creates a 
nausea response to vomit up the harmful substance. One of the main arguments against this 
theory is that children, who normally are less resistant to toxins, report less issues with nausea 
than adults.  
 
 2.6.2 Cue Conflict Theory 
In short, to minimize effort, humans tend to make routines out of commonly occurring situations 
such as turning off stoves, locking your door, or pressing your pin code or even driving your car 
to work. This is called procedural memory [15], and is an important part of how we interact with 
the world. As such, in any familiar situation, the mind has certain expectations, and when these 
are not met, such as the view not turning fast enough, motion sickness may occur. 
  
This is one of the more dominant theories and there are many things that support it, such as that 
people who have high familiarity with systems, experience higher degrees of motion sickness 
when the activity is simulated wearing virtual reality headsets. The fact that one can get used to 
and experience less motion sickness with time also speaks in favor of this theory. 
 
What this theory does not account for is why the reaction is so strange. Why would a dissociation 
between expected and actual events provoke a loss of balance and vomiting, and how does it 
make sense evolution wise? 
 
2.6.3 Postural Instability Theory 
This theory has a lot of similarities with cue conflict theory, and has its roots in that loss of 
balance is more prevalent than nausea when it comes to virtual reality sickness symptoms [14]. 
The idea is that the body constantly makes minimal adjustments to our posture to avoid falling 
over, and that a slight delay impedes this.  
 
This explanation is also similar as to why the symptoms seem to affect users who are familiar 
with the process that is being simulated to a greater extent, as well as the fact that the symptoms 
can be trained away with frequent use. The user simply trains away the issue, just like learning to 
ride a bicycle or improve at a skill. Once again one of the main arguments against this theory is 
the question of why throwing up and would be a good answer to falling over, as well as the fact 
that postural instability not always occurs before nausea in test persons.  
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In short, the reasons as to why some people are overcome by nausea when using virtual reality 
equipment is much debated, but there are some things that do make it objectively worse. 
Amongst these some of the main offenders are when the virtual environment shows movement 
when there is none, low frame rate,  and latency, as in, when the displayed image does not match 
the motions of the head during head tracking. As such, a lot of resources and research is put into 
improving those two factors [14].  
 
2.7 Latency 
In the end, the one constant we cannot bend Moore’s law around, yet, is the speed of light. 
Although it travels the circumference of the world almost eight times in one second it is worth 
mentioning that modern day internet traffic packets sometimes end up going not far from such 
distances. Not only that, data traffic travels at roughly half the speed of the speed of light [3]. 
Combined with the slight delays in each node that the data traverses, as well as the initial routing 
and data processing on top of that, milliseconds quickly add up. 
 
The human eye perceives motion and imagery very quickly, with individuals being able to pick 
images lasting only 13 milliseconds out of a reel [15]. However, the human perception also has a 
tendency to cluster images into a continual flow, even going as far as merging non­matching 
images into a moving picture that is the mix of the two.   
 
As a result, companies spend considerable time and resources to reduce latency, especially when 
it comes to products that focus heavily on interaction. A relevant example would be Oculus 
Rift’s development of its consumer version, where much effort was expended to lower latency to 
a more acceptable level [4]. While Oculus targets numbers as low as 20 milliseconds, anything 
above 40 or so milliseconds is said to cause inconvenience and issues [14].  
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2.8 The Agile development method 
 
Fig 1. The Agile development cycle 
 
Originally most software companies used something called the Waterfall model. The 
development of a product was sectioned into blocks that would take several months, and the end 
result wouldn’t be visible or presentable to a customer until all the steps were complete. The 
name came from the process of moving “downwards” from one block of work to another, and, 
ironically, the difficulty of going backwards and returning to previous blocks. The problems 
were plentiful, as the costs of changing important things were exponential, and if the 
requirements were not properly researched, or if the customer changed his opinion, the whole 
process could have to be redone from scratch.  
 
Today the Agile model, or Iterative model as it is sometimes called, is more common as it solves 
a lot of the issues that its predecessor had. As one races to complete a visible prototype as soon 
as possible, it becomes easier to find discrepancies in the requirements acquisition, as the 
customer can quickly see things he hadn’t thought of before, or react to things the developer 
might have misunderstood. 
 
The method is often represented as a cycle or a wheel (see figure 1), where each turn visits all the 
different phases of development, and the software grows in complexity with each step.  
 
A non­graphical representation of Agile development would be a modular website design, where 
the team first produces a nearly blank website, and then adds the different components one by 
one as the customer is consulter before or after each new addition. 
15 
3. Methodology 
Here follows a brief description of the different methods used by the developers during this Masters’ 
Thesis. The detailed descriptions are in chapter 5: Development.  
3.1 Collecting requirements 
Given that the Masters’ Thesis was done with Ericsson as the customer, more priority than usual 
had to be given to the requirements and the procurement thereof. In order to ensure that the 
prototype would match the customer representative’s (CR’s) requirements throughout the Thesis, 
the CR would frequently be consulted during the development process. During the later phases 
of the Thesis, the developers were working in­house, making it very easy to probe the CR for 
further requirements and permission to pursue certain points, as well as ask for new hardware, 
and in many occasions, advice and help. 
The initial meetings were very important for establishing the first goals and the very idea behind 
the project, such as; 
● The logic driving and using the sensors lies in the cloud, thus the sensors and wearables 
reduce in size 
● Perceptive differences on stereoscopic vs non stereoscopic display. 
 
3.2 Software development of the prototype 
The software in the prototype was developed with the Agile method with quick iterations of a 
few weeks. This was necessary since large parts of the project lay in figuring out how to actually 
succeed and not just implementing a series of components. Luckily enough the development of 
the prototype was in­house, so constant dialogue with the CR allowed quick development cycles. 
Throughout the process, focus lay in connecting existing solutions and libraries rather than 
writing all the necessary code. 
 
3.3 User tests on prototype 
The two series of quantitative user tests were done as part of the results chapter once the 
prototype was done and ready to be tested. They were asked to perform tasks and the results 
were recorded by the developers. No questions were asked of the users, but they were allowed to 
comment on difficulties they had.  
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4. Project components 
4.1 Software 
Since the Raspberry Pi ended up being the portable computer for this project, the operative 
system of choice became Linux. The development environment was chosen to be Eclipse due to 
developer familiarity with the program. C was chosen due to performance issues in Java. 
OpenCV, Glib and GStreamer were necessary for the functionality presented in the prototype. 
4.1.1 Libraries 
● Glib 
● OpenCV 
● GStreamer 
 
4.1.2 Languages 
● C++ 
● C 
● Java 
4.1.3 Developing Environment 
● Visual Studio  
● Eclipse Standard 4.4 
4.1.3 Operative system 
● Windows 
● Linux 
4.2 Hardware 
4.2.1 The Raspberry PI 
For the project a small, cheap and well­supported portable computer was needed, and the 
Raspberry PI version B qualified on all these points. With a large community of technically 
proficient users there was a lot of material available on the internet, and any issues could be 
solve by browsing such forums for help and people who had similar problems. The Raspberry Pi 
also turned out to be easy to get started with, several guides and tutorials were available, as well 
as operative systems in many configurations. Figure 2 shows the Raspberry Pi without its plastic 
protective shell. 
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Fig 2: The Raspberry Pi  
 
4.2.2 The Oculus Rift 
The Oculus Rift is an affordable commercially available product that was necessary for the 
augmented reality part of the project. The DK1 was the only available version when the project 
began, but sufficed for our intentions. Figure 3 shows the Oculus Rift DK1, from the front. 
 
Fig 3: The Oculus Rift DK1 
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4.2.4 The cameras 
For the stereo effect two web cameras, or a single web camera with stereo recording capabilities 
was needed. The product of choice was the Minoru 3D webcam seen in figure 4 below 
 
Fig 4: The Minoru 3D webcam used in the project. 
5 Development 
5.1 Requirements 
The project began shortly before the first meeting with Ericsson. All that was available was a 
quick ascii sketch provided by one of the contacts at Ericsson Research containing the words 
Cloud, LTE and Oculus connected by ascii arrows. As the meeting neared, it was decided that 
the first research period would be devoted to learning more about all these components, as well 
as Ericsson’s connection to these concepts.  
 
The first thing to note was that Ericsson in effect became a kind of employer, where they would 
pay us and thus own the rights to any results that were produced. This meant a higher priority 
was assigned to their requirements rather than our own. Halfway through the meeting it became 
clear that there were in fact a number of requirements, demands and ideas that needed 
clarification, as the CR kept presenting scenarios and other products and projects that they found 
19 
relevant. At this point the need for some requirements polling became apparent, and had to be 
improvised as no such thing had been prepared. 
Each party was asked to provide a few keywords on what they wanted to be present in the project 
(see table 1) 
 
As the meeting concluded, the next step was to create a series of ideas, which would then be 
pitched to Ericsson. One of these ideas, albeit possibly modified, would then become the project. 
As such, it was decided to present an as wide array of solutions as possible, although still based 
on the keywords provided us. 
5.2 Goals  
The goal of the development process was to create a prototype of an Augmented Reality system 
using the Oculus Rift as a head­mounted display, and using a server to displace workload from 
the relatively weak Raspberry Pi’s. This server would be accessed via the internet. 
  
5.3 Increments 
As the project would thread for us unknown territories, and the requirement most likely change 
during the run­time of the project, it became apparent that a standard waterfall model was not 
sufficient. The task itself shared more similarities with research than the production of a product 
after the specifications of the customer, and much time would be spent figuring out if the current 
solution could even be implemented to begin with. Concerns were also raised on whether it be 
possible to follow the standard model for reports as each iteration of the processes described in 
method would yield different results, and in turn different method and results chapters. 
 
The method of choice became AGILE, with quick loop­through with quick development cycles 
and possible severe changes to both the report and project at little notice. These iterations took 
place between February and August 2014.  
 
5.3.1 The first increment: First Contact 
 
The first contact with the customer representative (CR) was a short email with an ASCII diagram 
mentioning a few keywords; The CLOUD, Oculus Rift, and LTE. The first actual meeting was 
preceded by a short research period into these keywords, and the meeting in itself was used to 
mine for requirements and negotiate terms. The results of the requirements mining is presented 
in table 1 below. These would be used to create a set of concepts for CR to choose from at the 
next meeting. 
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Table 1: Requirements mining results 
Demonstrability(latency) 
Demonstrability(wow factor) 
Intuitive user interface 
Interaction with the cloud 
On/off switch for latency 
Controlling things with the Oculus Rift 
Overlays on the field of vision/augmented 
reality 
 
 
 
Based on the requirements in table 1 and personal interests from the developers, two concepts 
were chosen to be pitched at the second meeting, visible in figure.5. At this point the idea was to 
control an unmanned vehicle (UV) with an on­board camera. NUC refers to the Intel 
mini­computer that goes by that name. 
 
Alt 1 meant that all the communication was done via the on­board NUC, whereas alt 2 meant 
that the controlling of the vehicle was done by direct means, like a radio­controlled vehicle, and 
only the video feed travelled through the cloud. The main difference lay in that alternative 1 
would have the same latency on both controls and video output, and that it would have forced us 
to implement an entirely new digital control system instead of relying on already calibrated 
controls, like a remote control.  
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Fig 5: Sketches of the different concepts 
5.3.2. The second increment: Proof of concept part 1 
 
Pretext and current goals 
Out of the three concepts presented to CR at the second meeting, the UV idea was chosen. CR 
has expressed that they wanted the development to occur in­house, but the bureaucracy would 
take some time. The Oculus Rift was ordered at this point, but no other hardware was available. 
Until the next meeting some manner of software serving as proof of concept was to be presented. 
The aim with this increment was to present a solution where a video stream would be taken by a 
camera, processed with some form of filter, then sent and displayed on a second computer or 
unit. 
 
Method 
The first choice was to implement the solution in Java on a windows operating system, using 
eclipse as a working environment. These solutions were chosen due to developer familiarity and 
perceived ease of implementation. The OpenCV library was chosen because there was a number 
of available image filters that were supposedly easy implement. Implementing the use of the 
Oculus Rift was postponed until the software component had produced useable visual results.  
 
Results 
Implementing the solution in Java was easily done but the latency was crippling, an 8 second 
delay made the whole solution virtually unusable. This solution was discarded. 
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5.3.3 The third increment 3: Proof of concept part 2 
 
Pretext and current goals 
Java was too slow, possibly because of excessive overhead. The goals for this increment were 
the same as in the second increment, but a change of code language or system was necessary. 
 
Method 
C and C++ were less familiar, but for these kinds of problems they were faster and with less 
overhead. Visual studio and C++ was chosen due to familiarity and previous experience with the 
platform.  
The programming and configuration took far longer and was more complicated than previously, 
and it took time to configure Visual Studio to work properly with OpenCV. Meanwhile the 
Oculus Rift and its use was being investigated, since the Java solution, albeit slow, had still 
presented useable visual results.  
The network solution had to be redone as well, as it was no longer possible to use the built­in 
versions of socket and threads from the extensive Java library. Instead we turned to TCP/IP using 
windows sockets and synchronized them with windows threads. 
 
Results 
Eventually the solution worked, and the result was considerably faster than with Java. There 
were some synchronization issues with Windows threads, but it worked regardless. The C++ 
solution was presented at the Third Meeting with CR. With a working proof of concept, CR 
cleared the purchase and acquiring of the necessary hardware for the next step of the project. The 
solution was still too slow for CR, and the provided hardware was Linux­based, so the software 
components needed to be redone. 
 
5.3.4 Increment 4: Rebuild 
 
Pretext and current goals 
The solution had to be remade for a Linux based system, as well as made faster. Since the code 
couldn’t just be ported, and Visual studio did not exist for Linux, this increment was more about 
discovering the goals and requirements on the go. In essence the whole project to this point had 
to be redone entirely. 
 
Method 
The server as well as Raspberry PI’s were installed and configured. Visual studio was no longer 
useable, so Eclipse was used instead. The solutions with Windows sockets and Threads had to be 
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thrown out, and instead POSIX Threads (Pthreads) had to be used for parallel threads, and Linux 
sockets used instead of the Windows alternative. At this point it was decided to implement a 
quick and dirty version of TCP to get the different components speaking to each other.  
 
The first method was to try and use GStreamer version 0.1. This generated completely 
unamendable delays of up to 20 seconds, and as a result the idea of using GStreamer was 
abandoned in its entirety. 
So it was decided that OpenCV Mats would be sent, unencoded, from computer to computer and 
OpenCV would interpret and display the image. This required that OpenCV was installed on the 
Raspberry PI’s. 5 Raspberry’s had been provided, whereof 3 had been used previously by a 
group of students for some project. These three pi’s had been configured to connect to the 
internet via 4G usb­mounted network units.  
 
Results 
The solution was successfully implemented, but concerns were voiced over the size of the Mat, 
and although the transfer was relatively fast over the fast workplace network, it was unclear as to 
how well the solution would perform on a 4G network. There was also the issue of installing 
OpenCV on the Raspberry Pi’s. The three previously used Pi’s did have functioning 4G wireless 
internet, but they had been poorly installed, with a single 4GB partition out of the 16 GB 
available on the SD cards. With the Linux install and all the libraries already taking up a 
considerable amount of space, OpenCV did not fit as well. These Pi’s could not be neither 
updated or upgraded either, making their use pretty much impossible. To make matters more 
complicated, the software and configuration used by these previous users was no longer available 
on the internet, nor was any other such solution to be found.  
 
5.3.5 Increment 5: Best Effort 
Pretext and current goals 
It was decided that since the end goal was a streaming service of sort, the solution would be 
accommodated to use UDP instead. Being a best­effort protocol, it was figured that time could 
be saved by skipping the parts where old or missing frames would be resent. If the project was 
meant to be an observation or navigation aid, only the most recent frame was of any relevance. 
To further reduce bandwidth requirements the images where encoded before being sent.  
 
Method: 
The current solution had to be redone almost entirely to use the UDP protocol instead, and this 
time encoding was implemented as well. This would work better on slower or more unstable 
connections such as 4G or even 3G. During this period the fourth large meeting with CR, where 
a lot of changes were presented. 
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Results 
This solution worked well on fast systems where the encoding took no noticeable amount of 
processing power, and as a result the network transfer speed was greatly improved. 
Unfortunately this was too resource­consuming for the Raspberry Pi’s, where a 4 second delay 
occurred just for the encoding of a single frame. This lead to this solution being discarded as 
well.  
 
The core of this increment, however lay in the meeting with all of the CR’s. First of all the scope 
of the project would change from an UAV based solution to something more akin to pure 
augmented reality that was code­named “terminator­vision”. The meeting with CR also revealed 
that there could be no large­scale software on the Raspberry Pi’s, namely OpenCV. This changed 
a lot of things, as the ability to handle mats on Raspberry Pi’s was at the core of the whole 
solution of increment 5. Luckily hopes were renewed for using GStreamer instead, there being a 
newer version apparently worked a lot better than the one attempted earlier in development.  
 
5.3.6 Increment 6: Return to GStreamer 
Pretext and current Goals 
The whole idea with UAVs was scrapped, as well as the current software solution.  
Instead a solution using GStreamer to stream the video from one Raspberry Pi would be 
implemented. This stream would then be processed at the server, an image­filter applied and then 
the stream would once again be sent to yet a second Raspberry Pi. 
 
Method 
The initial attempts were successful, although complicated. First of all, GStreamer turned out to 
use C rather than C++. This was possible to solve by using methods that allowed the inclusion of 
C code in a C++ program. Once this was solved, it proved possible to transport and encrypt the 
video captured on a Raspberry Pi, as well as display it on the receiving computer. The encoding 
was faster than before, and due to licensing agreements by the Raspberry Pi creators, h264 
encoding and omxh264 could be used to great effect. The decoding, however, proved a lot more 
difficult. Compromises were made concerning quality, and in the end two 320x240 images could 
be processed, sent and received from raspberry 1 to raspberry 2.  
 
 
Result 
Successfully receiving two images and displaying them on a Raspberry Pi meant the cycle was at 
last complete. Connecting the Oculus Rift to the Raspberry Pi’s was easy, and after some 
adjustments and repositioning of these images, a 3D­view was enabled. It was at this time, 
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however, still not possible to run the stream through OpenCV. GStreamer has a very rigid 
method of operation, and two complicated methods, appsink and appsource had to be researched 
in the pursuit of possible solutions. 
 
 
5.3.7 Increment 7: Raspberry to Server 
Pretext and current goals 
The goal of this increment was to successfully connect the video stream from the Raspberry Pi to 
OpenCV running on the server. Two methods; appsink and appsource might provide the 
solutions to this problem, but at the beginning of this increment this was not yet confirmed. 
 
Method 
The first obstacle that emerged was that the previous solution where C code was included in a 
C++ program became more of a problem than it was worth. The C++ methods also slowed down 
a process that already had latency issues. Thus the first thing that had to be done was to translate 
the whole program in its entirety to C.  
 
Once this was done, the next problem emerged, as appsink and especially appsource were 
considered as “advanced” methods of solving the issues. At this point, however, all other 
solutions had failed, forcing the attempt to implement these methods. Other issues include proper 
sequencing on the server when preparing and buffering images. This went from ideal to 
necessary due to appsource using the glib library, whose main loop uses asynchronous threads. 
The unexpected side effect of this was that this main loop’s signaling interfered with the 
cvWaitKey(1) method from OpenCV. This method was essential for debugging, being necessary 
to perform ImShow and cvShowImage, the two methods that display images on the server 
computer. This resulted in a catch 22 problem, halting progress for weeks as the debugging 
failed, causing a belief that there was a bug, which was impossible to find since there was none.  
 
Results 
Eventually the implementation succeeded, and after an initial issue with memory leaks that 
caused the program to stall after a few minutes, it was finally fixed and the memory leaks 
eliminated. After a lot of issues, using GStreamer was once again investigated 
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5.3.9 Iteration 8: Pi to Pi 
Pretext and current goals 
The goal in this iteration was to finally close the loop, to send an image through the whole 
system. With new information, GStreamer should solve all of the issues plaguing the soon­to­be 
prototype.  
 
Method 
Send images from the filming Raspberry Pi to the one connected to the Oculus Rift via the 
server. Once this was working, send a single image via the server as well, through OpenCV as 
well.  
In short: 
1. Pi to server using GStreamer 
2. on server connect GStreamer to OpenCV 
3. From OpenCV to GStreamer and to the Raspberry Pi with the Oculus Rift. 
 
Results 
The phase was a success. Just proceed to step 2. 
 
5.3.9 Iteration 9: Pi to Pi part 2 
Pretext and current goals 
This would be a long iteration and the last one. The goal here is to send both images through the 
whole system, perform face detect, as well as displaying it in the Oculus Rift.  
 
Method 
Repeat the steps in iteration 8, but also perform face detect. If that works, send two images. 
 
Results 
The phase was a success but it took a lot of time. Sending a single image through the whole loop 
as well as applying face detect worked, but with two images the load on the Raspberry Pi at the 
receiving end became too much, and required several weeks of working with audiovideosink and 
different mix solutions.  
5.4 The final prototype 
The prototype is visible in figure 6. Inside the backpack worn by the user, there are two 
Raspberry Pi’s acting as senders and receivers of video. The computer visible in the background 
acts as the server. The user is wearing an Oculus Rift DK1, and a stereoscopic camera duct­taped 
to the front of the Oculus Rift. The cameras placement on the oculus important, since increased 
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distance from the axis of rotation, (the neck), causes higher speed when turning. A few degrees 
worth of turning moves the point of view a considerable distance, instead of 1:1 like with the 
eyes. This both serves to disorient the user, and cause problems as the system already struggles 
with the frequency of key­frames.  
 
Fig 6: the prototype being worn by one of the developers 
6. User tests of prototype 
One of the main goals of the project was to monitor the amount of latency in a cloud­based 
solution, and how it would affect the end­user. Once the final prototype was complete, and the 
video feed was successfully processed and displayed through the Oculus Rift, it was finally 
possible to test the hypotheses. Since the Oculus Rift is a wearable, the user could not only move 
his eyes but also his body.  
 
6.1 Hypothesis 
Latency on a fixed screen is merely a delay, and can be adjusted for by manipulating the controls 
a fraction of a second before you actually need to. Latency when moving your field of view, 
however, is hypothesized to have an entirely different effect. Since the user cannot see where he 
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is aimed or positioned, and instead views where he was a fraction of a second before, there 
should be an increase in difficulty involving tasks like finding targets or getting to different 
places. In essence, he would overshoot or undershoot the target, and then have to adjust 
afterwards, possibly overshooting again. 
Moving too fast generates a blurry image, as the changes between each alpha­frame would be 
great, and will make it harder to perceive your surroundings.  
 
6.1.1 The Hypothesis 
Latency will have a far greater effect on performance in the tests with a user who is moving his 
body. 
 
6.2 Method 
6.2.1 The participants 
12 people were chosen from friends of the developers and varied in age from 24 to mid­40 and 
all but one of the subjects was male. The subjects were experienced with computers and 
regularly used them in both work/education and as entertainment.  
 
6.2.2 Setup and materials 
As partially visible in figure 6, the Oculus Rift was worn by the test subjects, and connected to a 
Raspberry Pi in the backpack which we will call the receiver. The receiver was connected 
wirelessly to the computer visible in the background of figure 6, which acted as the Cloud server. 
The Cloud server in turn was connected wirelessly to the Raspberry Pi collecting the feed from 
the camera mounted to the front of the Oculus Rift. Both raspberry Pi’s were in the backpack, 
and a power cable (visible above the person in fig 6) provided makeshift rig with electricity. 
 
6.2.3 Procedure 
The tests were designed to be quantitative, collecting data from the actions and performance of 
the test subjects as opposed to asking the test subjects questions about how they felt or perceived 
the situation. This choice was due to the low number of participants, and difficulty in extracting 
proper results from the opinions of so few people. It is important to note that the tests were 
designed to measure the difference in performance between the tests of each test subject 
individually, and then compare those differences to those of other test subjects. 
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To address the hypothesis, two degrees of latency were used throughout this chapter: the Fast 
with ~600 milliseconds, and the Slow with ~800 milliseconds. Slow is essentially the same as 
Fast, but with an artificial delay of 200 milliseconds added by the developers to simulate a larger 
distance or a worse connection. 
 
Since it was hypothesized that there would be a large difference in the effects of latency on the 
user if the user moved his head and body or not, two series of tests were generated. These will be 
referred to as Mobile and Immobile. 
 
For the Immobile test series, one by one, the twelve test subjects were seated on a chair in front 
of a monitor and tasked with playing Snake while wearing the product. They were given two 
minutes to get used to the control with the “Fast” setting. Once the warm­up was completed, the 
test began. They were given two minutes with the Fast, followed by two minutes at the Slow 
setting. Score and amount of deaths was recorded. The prototype was worn in a backpack and 
powered by an extension cord suspended from the roof, see figure.5. Once the subject was done 
with both the Fast and Slow version, he or she continued to the second series of tests, also called 
the Mobile test series. 
 
In the Mobile series of tests the subjects would be asked to stand in a marked area (figure 6) and 
look into the roof until a signal was given. Once the signal was received, they would loudly 
count to ten, and then try to find, identify and point straight at the two targets, who were the 
developers standing in the room at one of four different target positions, marked like in figure 7. 
These four points were grouped into two target configurations: A and B. Once the countdown to 
ten was done, the timer was started, and then halted when the test­subject had found, identified 
and correctly pointed out both the targets.  
Music was played at high volume on one of the computers to make it harder for the test­subjects 
to hear the targets move to their mark. Each test subject was asked to find the targets in both 
variation with both “Slow” and “Fast” latency settings. The difference in time would determine 
the results.   
This created four sets of results from this test series: Slow A, Fast A, Slow B and Fast B, which 
are presented in table 3 in the appendix, and in figures 8 and 9. 
 
Upon completion of the second series of tests, the next subject would start from the top with the 
Immobile test series. 
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Fig 6: box where test subject would stand for test series 2, also called the Mobile test series 
 
 
Fig 7: mark G2 where one of the targets would stand during the Mobile test series (test 
configuration Slow and Fast B) 
 
6.3 Results: Tests on prototype 
6.3.1 Immobile user 
It was hard to draw any meaningful conclusions from table 1. Even though table 1 shows a 4.3% 
lower score for the Slow setting, there were only 8.5% fewer deaths. Table 4 and figure 8 show 
the amount of scored points per “game” instead, and there is a visible improvement in the game 
type with the Slow latency setting, although slight.  
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6.3.2 Mobile user 
From table 3 and figure 8 and 9 it becomes very clear that increasing the latency by 33% to 
800ms greatly affected the performance of the test. 10/12 subjects performed better in Fast A 
than Slow A, where the only difference lay in a lesser delay, and 12/12 subject performed better 
in test Fast B than Slow B. Once again, the only difference was in the delay. 
 
Table 3 also tells us that the 33% increase from 600 to 800 milliseconds increased the time to 
find a target with 55.4% between Slow A and Fast A, and with 56% between test series Slow B 
and Fast B. 
 
 
 
Fig 8: Results from target configuration A, tests on mobile users 
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Figure 9: Results from target configuration B, tests on mobile user. 
 
Fig 10: Score per game played, with Slow or Fast latency setting 
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6.3.3 Influencing factors 
In the Immobile test series, five of the users commented that the “Fast” setting had irregular 
delay, and expressed a difficulty in adjusting their controls because of it. The snake would 
“speed up” randomly and travel faster for split seconds as the video feed caught up. Since the 
game snake places the orbs randomly, some were placed in a “dead zone”, the area closest to the 
edges of the screen, where because of the delay the snake would already have hit the wall and 
caused game over. Especially the corners could cause issues.  
 
Experienced players would line up the snake to be on the same latitude or longitude as an orb 
beforehand, and then turn after getting visual confirmation that the orb was taken, but this 
method meant hunting any orb near the edge ran the risk of game over. 
 
The pixels in the Oculus Rift would sometimes not be aligned with the pixels in the Snake game 
if the camera was not precisely level with the screen. This resulted in some troubles when the 
user would think the snake was on the same longitude or latitude as the orb, when it was in fact 
not. 
 
In the tests with the Mobile user, it was found that the test subjects would use one of two strategies, 
overshoot and then compensate, or slowly move the field of view to the target and then stop. The 
subjects did use the same method for all of their tests in this series. Several of the test­subjects also 
commented afterwards that they could hear the targets moving despite the music playing.   
 
No comments were recorded about cyber­sickness during the actual tests. Whether this was 
because the test subjects were concentrating on the task at hand, or simply did not feel it was 
worth mentioning is unclear. Perhaps the issue of cyber­sickness was overestimated.  
6.4 Results: Prototype specifications 
The average delay on the prototype was 600ms. 370ms was spent capturing and sending the 
video feed to the server, 60ms were spent on different processes on the server, and finally 170ms 
were spent transferring and displaying the video feed on the Raspberry Pi with the Oculus Rift. 
Note that this was while running the software on the CPU, both on the raspberries and the server, 
and thus considerably slower than if it had been run on the GPU instead. 
 
The Raspberry PI has severely limited power to the USB ports, and some external cameras will 
not get enough power through USB to function properly, so individually powered USB splitters 
are useful if you are going to connect USB powered hardware. 
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7. Discussion 
7.1 The prototype 
In order to explore the questions presented in the first chapter, a prototype wearable augmented 
reality device was developed and tested. The prototype transmits a stereo video stream from an 
independent computer, applies filters and calculations on a server, and sends the image to be 
displayed on an Oculus Rift  DK1, connected to a third computer. All transfer of data passes 
through the internet. The current prototype is set up so that the camera is attached to the Oculus 
Rift itself, but the feed runs through a different computer. The prototype in its current form has 
limited mobility, requiring an extension cord to power the Raspberry Pi’s.  
The system runs several OpenCV libraries, and the code is modular, being that extra 
functionality can be added without rewriting any large part of the code.  
While in theory the display and camera could have been connected to the same computer, there 
were limitations on the processing power on the Raspberry Pi’s used in the project. This current 
setup also provides the option to have the camera in a different city or country entirely, or 
strapped to another person.  
The prototype allows for testing how latency affects the user of an Augmented Reality system, as 
well as frame rate and the motion sickness some users experience when operating virtual reality 
goggles. It also provides the ability to test the effects stereo vision provides on perception and 
detection ability. 
The greatest bottlenecks in the project turned out to be on the Raspberry Pi, causing several 
solutions to be discarded in a late stage of development. As is visible in table 5 & 6, 370 out of 
the roughly 600ms delay were taken up by just the processes of recording and sending the twin 
video streams.   
7.2 User tests 
The results from the immobile user tests (table 4 in appendix, and figure.10), being that an 
increase in latency from 600 to 800 milliseconds would increase performance per played game, 
are counterintuitive. There were many factors that affected the performance of the test persons, 
such as the irregular latency plaguing the Fast latency series. Other reasons might be a higher 
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degree of caution, prompting less risk­taking. The Mobile user tests presented the expected 
results, with both tables and graphs showing a clear improvement with reduced latency. Not only 
that, but almost all subjects experienced this improvement. To address the hypothesis in chapter 
6, the results indicate that higher latency affects users to a greater extent when moving around in 
a 3­dimensional space than if he is stationary and only moves his eyes. 
 
One of the theories behind the considerably higher time to find the target with just a 200 
millisecond delay (up to 19 seconds longer, see table 3 in appendix) is that the user would 
overshoot the target, then overshoot again when trying to compensate. Each turn like this would 
at least take 0.8 seconds, given that the user would not know he overshot until the display 
showed it that much later. The user then has to move his field of view back again, miss, see that 
he missed 0.8 seconds later and so on.  
The other strategy used by some of the users, to slowly move the field of view, was noted too 
late in the tests. Since we were unable to record which users used which strategy, no quantifiable 
data could be extracted from this observation. 
 
As for the acceptable limits on delay, the lowest possible delay in our prototype was far too great 
at roughly 600 milliseconds. Unable to catch a ball, or walk without hitting things meant it was 
not possible to make any estimates of where the acceptable limits on delay are for a system of 
this kind except for guesswork. All that is known is that 600 milliseconds is too much to do 
anything useful in real­time when moving. An example taken from table 3 in the index gives us a 
8­36 seconds estimate to find and point out a person in the same room as you. For non­time 
critical tasks, however, such as identifying robbers on a video feed from a surveillance camera, 
such delays might be acceptable. Calling the police now or in a few seconds makes little 
difference in many cases. 
 
Although there were some issues with the tests, such as the test subjects hearing the targets move 
in the Mobile test series, we believe that the design of the tests allows us to partially ignore such 
problems. A user that scored well on both Slow and Fast versions of the tests should according to 
our hypothesis still display a difference in score between those two versions, and it was this 
difference that we were interested in. If a user heard the footsteps of the targets, assumingly he or 
she would do so in both tests, and perform better by the same factor in both tests, leaving the 
effects of high and low latency to be registered in the results. 
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7.3 The design method 
The choice to use the Agile development method proved to be ideal for the project. The initially 
unclear information on scope, theme or goal in the early stages of the Thesis set a precedent that 
would hold until the end. The process bordered on research and many plans were made without 
actually knowing if they could be done at all, so it was concluded that using a non­incremental 
design method would be very time­consuming and it was decided against it. With incremental 
design, and easy access to the CR for feedback and new requirements or revisions, the 
development could still continue despite very sudden and dramatic changes. 
A clear example were the issues that stemmed from processing two images on the receiving 
Raspberry Pi when the prototype was nearing completion. The first attempts failed as the 
solution at the time would have required more processing power than the raspberry had 
available. This happened multiple times throughout the development. A successful 
implementation of one part was later followed by a realization that another method, class, 
library, coding language, or even operative system needed to be changed. Since the project was 
based on an iterative design method, scrapping parts of the code and redoing a bit of the system 
became routine. 
The conclusion is that in exploratory projects such as these, where the question might not be 
how, but rather can it even be done, it becomes important to avoid rigid development methods. 
Arriving at the end of the project only to realize that it fails on step three out of five might 
jeopardize the whole project in its entirety.  
7.4 Future Work 
Due to a fairly modular design, almost all components can be replaced for the better, given time 
and resources. All implementations took place on the application layer, meaning that the 
hardware is completely interchangeable, provided that it is installed properly.  
 
7.4.1 Software 
Due to the server sending a stream of frames to the end­node, it is possible to build very complex 
systems on the server without changing any other hardware or software. As long as the server 
can handle the work­load, many additional filters or functions can be added, such as improved 
face detection, face recognition, edge detection or other functions. 
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As of current status, the software runs on the CPU for all units. With more time, it would be 
possible to implement the code to run on the GPU instead, allowing improvements in frame­rate 
and resolution.  
Other possible improvements include configuring and using OProfile to measure the exact delays 
on the Raspberry Pi’s, facilitating the process to eliminate bottlenecks and possibly improving 
performance.  
 
7.4.2 Hardware 
There were several decisions throughout the design process that were motivated by the hardware 
restrictions on the Raspberry Pi’s used in this project. If a more powerful unit was used in the 
end­nodes, such as a laptop or custom system, it would be possible to improve frame­rate, 
resolution, amount of key­frames, as well as support one of the newer Oculus development kits 
without changing a single line of code. The current prototype with Raspberry Pi’s cannot provide 
higher resolutions, and thus making it pointless to connect the newest model of Oculus Rift 
development kit. With a more powerful server, more functions can be added to the video stream.  
 
There are many steps that can be taken to make the prototype more mobile. Internal battery 
sources and wireless internet connectors can be installed without altering the rest of the system, 
and will allow outdoor use.  
 
7.4.3 Future tests 
Since the prototype delivers full stereoscopic vision of a scene, tests could be made measuring 
how fast the user can detect, identify or target a person or object in the room. Since stereoscopic 
vision is one of the basis for depth perception, this could be tested as well. If a similar test is 
performed while feeding only one video stream at the time to the Oculus Rift, a basis for 
determining the possible benefits of stereoscopy in surveillance systems could be established. 
 
7.4.4 Further concepts   
One of the currently possible uses of the prototype is for remote viewing. Since the camera is on 
an independent system, there is no problem moving it to another place entirely. If several 
cameras are placed in a building, a distant surveillance system with any amount of filters is 
possible. All that is needed is a camera or stereo camera connected to a Raspberry Pi with an 
internet connection. All of this will be fed directly into the Oculus Rift. If further development is 
done, such as facial recognition libraries and code, as well as a rotation platform that is moved 
by receiving the axis data from the Oculus Rift, a system could be created where a user could 
turn a remote stereo camera with his head, and identify people as they appeared on screen.   
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8 Conclusions 
8.1 Wearables 
As a conclusion, it is possible to perform tasks exceeding the limitations of a small portable 
device, for example the Raspberry Pi, by displacing the workload to servers elsewhere through 
the internet. Despite high latency issues, the prototype successfully performed tasks that would 
have been impossible to do with just the two Raspberry Pi’s and an Oculus Rift.  
 
As of now the greatest issues still lay in the hardware of the Raspberry Pi. In order to record, 
receive and display the images processed by the server, the hardware needs to be upgraded or 
custom made. The system could in its current stage handle both greater frame rate and resolution, 
but was limited by the hardware on the Pi. 
8.2 Latency and effects on user 
The effects of high latency become much more detrimental to the performance if you have to 
move your body or field of view than if you only have to move your eyes. The 600ms latency of 
the prototype in its current stage is considered far too impeding to be used commercially for 
cloud­based Augmented Reality.  
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Appendix 
1. Tables 
Table 1: Tests on immobile user 
  Fast (600ms)    Slow (800ms)   
Test Series 1  Deaths  Score  Deaths  Score 
p.1  2  17  3  12 
p.2  4  11  2  12 
p.3  4  6  4  4 
p.4  5  6  13  4 
p.5  6  3  4  4 
p.6  6  9  5  9 
p.7  2  3  1  1 
p.8  5  7  6  5 
p.9  7  7  5  11 
p.10  9  5  5  2 
p.11  4  9  2  13 
p.12  5  11  4  13 
Average  4.916666667  7.833  4.5  7.5 
Standard Deviation  1.975225342  3.92737093  3.060005942  4.582575695 
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Table 2: Adjusted score for immobile users (Score minus deaths) 
  Fast (600ms)  Slow (800ms) 
Test Series 1  Adjusted Score  Adjusted Score 
p.1  15  9 
p.2  7  10 
p.3  2  0 
p.4  1  ­9 
p.5  ­3  0 
p.6  3  4 
p.7  1  0 
p.8  2  ­1 
p.9  0  6 
p.10  ­4  ­3 
p.11  5  11 
p.12  6  9 
 
Table 3: Tests on Mobile user 
Test Series 2  Slow (800ms)    Fast (600ms)   
Participant nr  Slow A  Slow B  Fast A  Fast B 
p.1  16  22  8  10 
p.2  14  22  12  16 
p.3  10  24  16  12 
p.4  36  25  17  14 
p.5  20  13  12  11 
p.6  16  18  9  11 
p.7  18  17  10  10 
p.8  24  23  12  14 
p.9  16  17  18  15 
p.10  27  18  15  13 
p.11  12  12  8  9 
p.12  21  20  11  13 
Average  19.16666667  19.25  12.33333333  12.33333333 
Standard Deviation  7.171069824  4.158780416  3.446561747  2.188122206 
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Table 4: Score per death/game 
Test Series 1  Fast (600ms)  Slow (800ms) 
Test person nr  Score per death   
p.1  8.5  4 
p.2  2.75  6 
p.3  1.5  1 
p.4  1.2  0.3 
p.5  0.5  1 
p.6  1.5  1.8 
p.7  1.5  1 
p.8  1.4  0.83 
p.9  1  2.2 
p.10  0.56  0.4 
p.11  2.25  6.5 
p.12  2.2  3.25 
Average  2.071666667  2.356666667 
Standard Deviation  2.130449519  2.135944898 
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Table 5: amount of time spent in the different parts of the system shown in percent 
  CPU clk's unhalted (in %) 
CloudServerC  3.24 
   
GStreamer  1.43 
  0.01 
  0.09 
  0.02 
GObject  1.67 
GLib  2.22 
   
OpenCV objdetect  75.25 
OpenCV imgproc  0.29 
OpenCV core  2.58 
   
pthreads  0.49 
   
libc  4.19 
ld  3.24 
   
other system resources  5.28 
 
 
Table 6: Origin of latency. 
 
Camera to Server  ~370ms 
Time spent on Server  ~ 61.25ms 
Server to Oculus  ~170ms 
 
 
Table 7: Latency on Server. The 3 averages and standard deviation are based on a sample of 
500 frames each. The total average is based on 10000 frames with varied use.  
  0 faces detected  1 face detected  2 faces detected  average: (1,1 faces detected) 
averages  72.63  42.78  54.2  61.25 
standard deviation  47.73  29.34  22.3  36.24 
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Table 8: Delays throughout development 
  Camera to Server  Server to Oculus  Total    notes 
Increment 2  ~8000ms    >1000ms    Java 
Increment 3  ~1100ms    >1000ms    windows TCP 
Increment 4 GStreamer 0.1  ~20000ms    >1000ms    GStreamer 
Increment 4 Linux TCP/IP  ~990ms         
Increment 5 no encoding  ~850ms         
Increment 5 with encoding  ~4000ms    >1000ms     
Increment 7 Step 1  no results         
Increment 7 Step 2  ~140ms  ~180ms  ~320ms     
Increment 7 Step 3  ~160ms  ~1800ms  ~1960ms     
Increment 7 Step 4  no results         
Increment 7 Step 5  ~160ms  ~1570ms  ~1730ms     
Increment 7 Step 6  ~440ms  ~170ms  ~610ms     
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