Abstract. Given 0 < p < 2 and a strictly positive continuous function ϕ on the unit circle, we construct a bounded analytic function g such that |g * | = ϕ a.e., and g is in the Besov space A 1 p on the unit disc.
Introduction
Let D = {z ∈ C : |z| < 1}, T = {ζ ∈ C : |ζ| = 1} be the unit disc and the Remark. This theorem holds also for some non-continuous functions ϕ and for nonnegative ϕ with some zeros. Moreover, these results are true in the unit ball of C n , n ≥ 2. We will not discuss these generalizations in the present paper. If p = 1, then the result under question was obtained in [2] . Note that the theorem is interesting for small p > 0, since
To prove the theorem, we apply, as in [2] , the approximation construction of A. B. Aleksandrov in L p (T), 0 < p < 1 (see [1] ). Recall that in [1] this construction yields a solution of the inner function problem in the unit ball of C n .
Comments.
1.
The point of the theorem is the restriction g ∈ A 1 p (D). Indeed, given a bounded modulus ϕ ≥ 0, log ϕ ∈ L 1 (T), the classical outer (in sense of Beurling) function is defined by the formula
Recall that O ϕ satisfies the equality under consideration |O * ϕ | = ϕ m 1 -a.e. (for further details about the inner-outer factorization see [3] ). Therefore, it is important to note that there exists ϕ ∈ C(T), ϕ > 0, such that O ϕ ∈ A 1 p (D) for all 0 < p < 2 (this has been known for a long time, at least for p = 1, see [5] and [6] ). For example, the following argument gives the proof:
On the other hand, given a sequence {x n } n≥0 ∈ 2 , there exists g ∈ A(D) such thatĝ(2 n ) = x n , n ∈ Z + . Hence, if we take {x n } ∈ 2 \ p for all 0 < p < 2, we obtain a function g ∈ A(D) \ A 1 p (D) for all 0 < p < 2. To finish the argument, put h = g + 2 g ∞ ; then |h| > 0 and h is outer.
2.
The theorem has an interpretation in terms of the inner-outer factorization. Indeed, let 0 < q < 2, ϕ ∈ C(T), ϕ > 0, and
. In other words, the outer function O ϕ is corrected by I ϕ . Given a space E ⊂ H(D), recall one notion which is important for investigation of z-invariant subspaces of E.
Definition. Let I be an inner function. We say that I divides E if
Let ϕ be as above; then the theorem says, in particular, that I ϕ does not divide
. We refer the reader to the paper [8] for other results on division and non-division by inner functions in the spaces
3. Let 0 < p, q < ∞. Then define
It is necessary to explain why we consider the case q = p only. Indeed, let q > p and f ∈ H ∞ ; then
, and the theorem is trivial in this case. On the other hand, let p > q > p − 1, q ≥ 1 and
Since there exists a modulus ϕ ∈ C(T), ϕ > 0, such that
the theorem is not valid for all q < p.
Auxiliary results
Lemma 2.1 (see, e.g., [7, p.17] , where the proof is given even in the ball of
Then there exist constants
for all ∆ ∈ (0, π/4).
Proof. 1. To prove (2.1), we estimate the value of
On the other hand, there exists
(we killed the higher degrees of |tθ|).
Let 0 < p < 1 and x ∈ [−1, 1]; then
Note that Re h(t, e −iθ ) = −Re h(t, e iθ ); thus 1 2π
Now we estimate the complementary integral.
follows from (2.4) and (2.5).
2. Lemma 2.1, with a = pd − 1 > 0, yields
Hence, by Lemma 2.1, with a = pd − 1 > 0 and b = p − 1 > −1, we obtain
Elementary functions
Given R > 0, define D(R) = {z ∈ C : |z| < R}. Lemma 3.1. Suppose that p ∈ (0, 1). Then there exists a constant β = β(p) ∈ (0, 1) with the following property: Let r ∈ (0, 1/4) and Q = (e −3ri , e 3ri ) ⊂ T. Let κ ∈ (0, 1), R ∈ (0, 1). Then there exists a function f ∈ A(D) such that Re f < 1 on Q, and Re f < κ on T \ Q, (3.1)
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Remark. We will use this lemma when m 1 (Q) and κ are small and R is close to 1.
Proof. Let 0 < δ < κ min{r, (1 − R) 2 } and rδ
and let α and M 0 be those given by Lemma 2.2. We claim that the function
satisfies the conditions of the lemma.
1. Let ζ ∈ T; then
Now, assume that ζ ∈ Q and min{j :
Analogously,
Since M 0 ≥ 4, the first part of (3.1) holds.
2. The estimate (2.1) from Lemma 2.2, for ∆ = δ, gives
The property (2.3) yields
The proof is complete.
Approximation construction
Lemma 4.1. Let 0 < p < 1. Then there exists a constant γ = γ(p) ∈ (0, 1) with the following property: Suppose that ψ ∈ C(T), ψ > 0, R ∈ [0, 1), ε > 0; then there exists a function F ∈ A(D) such that 
Put c 0 = max{c j : 1 ≤ j ≤ J} and κ = min{ε, η}/(2c 0 J). Given the arcs Q j , κ and R, Lemma 3.1 provides the functions f j .
We claim that the function F := J j=1 c j f j satisfies the conditions of the lemma with γ = (1 + β)/2.
Since 2c 0 Jκ ≤ η, (3.1) and (4.7) yield the inequality ψ − Re F ≥ η/2, so (4.1) holds. By (3.2) and (4.6), we have (4.2). Indeed,
The same argument shows that (3.4) implies (4.4). At last, (3.5) ⇒ (4.5), since 2c 0 Jκ < ε.
Proof of the theorem
Proof. Given a strictly positive continuous modulus ϕ, put ψ 0 = log ϕ. Without loss of generality, we suppose that ψ 0 > 0 and 0 < p < 1.
Put ψ = ψ 0 and R = R 0 := 0; then Lemma 4.1 yields a function F ∈ A(D). Define Step m + 1. Define R m such that (5.5) holds for m k=1 and γ m . Take ε m > 0 such that
Given p ∈ (0, 1) and We claim that g satisfies the conditions of the theorem. Put Φ := max(ϕ) < +∞. Then (5.1) implies the estimate |g| ≤ Φ on the disc D, and therefore g ∈ H ∞ . On the other hand, (5.2) yields the equality |g * | = ϕ m 1 -a.e. 
