Abstract. In classification, when the distribution of the training data among classes is uneven, the learning algorithm is generally dominated by the feature of the majority classes. The features in the minority classes are normally difficult to be fully recognized. In this paper, a method is proposed to enhance the classification accuracy for the minority classes. The proposed method combines Synthetic Minority Over-sampling Technique (SMOTE) and Complementary Neural Network (CMTNN) to handle the problem of classifying imbalanced data. In order to demonstrate that the proposed technique can assist classification of imbalanced data, several classification algorithms have been used. They are Artificial Neural Network (ANN), kNearest Neighbor (k-NN) and Support Vector Machine (SVM). The benchmark data sets with various ratios between the minority class and the majority class are obtained from the University of California Irvine (UCI) machine learning repository. The results show that the proposed combination techniques can improve the performance for the class imbalance problem.
Introduction
In recent years, many research groups have found that an imbalanced data set could be one of the obstacles for many Machine Learning (ML) algorithms [1] , [2] , [3] , [4] . In the learning process of the ML algorithms, if the ratio of minority classes and majority classes is significantly different, ML tends to be dominated by the majority classes and the features of the minority classes are recognize slightly. As a result, the classification accuracy of the minority classes may be low when compared to the classification accuracy of the majority classes. Some researchers have examined this problem under the balancing of the bias and variance problems [5] .
According to Gu et al. [4] , there are two main approaches to deal with imbalanced data sets: data-level approach and algorithm approach. While the data-level approach aims to re-balance the class distribution before a classifier is trained, the algorithm level approach aims to strengthen the existing classifier by adjusting algorithms to recognize the smaller classes. There are three categories of data-level approach. In order to evaluate the classification performance of an imbalanced data set, the conventional classification accuracy cannot be used for this purpose because the minority class has minor impact on the accuracy when compared to the majority class [4] . Therefore, alternative measures have to be applied. The Geometric mean (G-mean) and the area under the Receiver Operating Characteristic (ROC) curve have been applied to evaluate the classification performance for imbalanced data set [4] . They are good indicators for the class imbalance problem because they attempt to maximize and balance the performance of ML between the minority class and the majority class. G-mean and the area under ROC curve (AUC) are also independent of the imbalanced distribution [9] .
In the reported literature, most research dealt with this problem with an aim to increase the classification performance of imbalanced data. They focused on examining the feasibility of re-distribution techniques for handling imbalanced data [9] . Furthermore, several cases in the literature have presented that the combination of under-sampling and over-sampling techniques generally provides better results than a single technique [1] . By considering in a similar direction, this paper takes an approach by proposing alternative re-distribution techniques to enhance the classification performance. A combined technique based on both sampling techniques is also proposed.
In this paper, in order to re-balance the class distribution, the combined approaches of two techniques, Complementary Neural Network (CMTNN) and Synthetic Minority Over-Sampling Technique (SMOTE), are proposed. While CMTNN is applied as an under-sampling technique, SMOTE is used as an over-sampling technique. CMTNN is used because of its special feature of predicting not only the "truth" classified data but also the "false" data. SMOTE is applied because it can create new instances rather than replicate the existing instances. SMOTE is also the successful over-sampling technique applied commonly to the class imbalanced problem in the literature [1], [4] .
The Proposed Techniques
In this section, the concepts of CMTNN and SMOTE are described. The proposed combined techniques will then be presented.
Complementary Neural Network (CMTNN)
CMTNN [10] is a technique using a pair of complementary feedforward backpropagation neural networks called Truth Neural Network (Truth NN) and Falsity Neural Network (Falsity NN) as shown in Fig 1. While the Truth NN is a neural network that is trained to predict the degree of the truth memberships, the
