In this paper, we develop simple, yet efficient, procedures for sampling approximations of the two-Parameter Poisson-Dirichlet Process and the normalized inverseGaussian process. We compare the efficiency of the new approximations to the corresponding stick-breaking approximations of the two-parameter Poisson-Dirichlet Process and the normalized inverse-Gaussian process, in which we demonstrate a substantial improvement.
Introduction
The objective of Bayesian nonparametric inference is to place a prior on the space of probability measures. The Dirichlet process, formally introduced in Ferguson (1973) , is considered the first celebrated example on this space. Ferguson's (1973) original definition of the Dirichlet process was based on specifying its finite-dimensional marginals to be Dirichlet distributions. An alternative definition of the Dirichlet process, due to Ferguson (1973) , was relied on normalizing the gamma process. A different constructive definition of the Dirichlet process was given by Sethuraman (1994) using a "stick-breaking" approach. We refer the reader to the Zarepour and Al Labadi (2012) for more discussion about different representations of the Dirichlet process.
Several alternatives of the Dirichlet process have been proposed in the literature. In this paper, we focus on two such priors, namely the two-parameter Poisson-Dirichlet process (Pitman and Yor, 1997 ) and the normalized inverse-Gaussian process (Lijoi, Mena and Prünster, 2005) . We begin by introducing the stick-breaking definition of the two-parameter Poisson-Dirichlet process defined on an arbitrary measurable space (X, A). See for more details Pitman and Yor (1997) . Definition 1. For 0 ≤ α < 1, θ > −α, let (β i ) i≥1 be a sequence of independent random variables with a Beta(1 − α, θ + iα) distribution. Define
Let p 1 ≥ p 2 ≥ . . . be the ranked values of (p i ) i≥1 . Moreover, let (Y i ) i≥1 be a sequence of independent and identically distributed (i.i.d.) random variables with common distribution H, independent of (β i ) i≥1 . Then the random probability measure
is called a two-parameter Poisson-Dirichlet process on (X, A) with parameters α, θ and H, where δ x denotes the dirac measure at x.
It is worth mentioning that Ishwaran and James (2001) referred to the process P H,α,θ (·) = ∞ i=1 p i δ Y i (·) as the Pitman-Yor process, where (p i ) i≥1 and (Y i ) i≥1 are as defined in Definition 1. The two-parameter Poisson-Dirichlet process with parameters α, θ and H is denoted by P DP (H; α, θ), and we write P H,α,θ ∼ P DP (H; α, θ). In the literature, the probability measure H is called the base measure of P H,α,θ , while the parameters α and θ are called the discount parameter and the concentration parameter, respectively (Buntine and Hutter, 2010; Teh, 2006) . The representation (1.1) clearly shows that any realization of the two-parameter Poisson-Dirichlet process must be a discrete probability measure.
Note that, the special case P DP (H; 0, θ) represents the Dirichlet process. The calculations of the moments for the two-parameter Poisson-Dirichlet process are carried out in Carleton (1999). Let A be a measurable subset of X. Then
It follows from (1.2) that the base measure H plays the role of the center of the process, while both α and θ control the variability of P H,α,θ around H. Observe that, for any fixed set A ∈ A and > 0, we have
(1.3)
as θ → ∞ (for a fixed α) or as α → 1, α < 1 (for fixed θ). In this paper, " p →" and " a.s.
→" denote convergence in probability and almost sure convergence, respectively.
Analogous to the Dirichlet process, Lijoi, Mena and Prünster (2005) defined the normalized inverse-Gaussian process P H,θ = {P H,θ (A)} A∈A by specifying the distribution One of the basic properties of the normalized inverse-Gaussian process is that for any
where here and throughout this paper is, the more likely it is that the realization of P H,θ is close to H. Specifically, for any fixed set A ∈ A and > 0, we have P H,θ (A) 
where 8) and δ X denotes the Dirac measure at X (i.e. δ X (B) = 1 if X ∈ B and 0 otherwise).
Observe that, working with (1.7) is difficult in practice because no closed form for the inverse of the Lévy measure (1.8) exists. Moreover, to determine the random weights in (1.7) an infinite sum must be computed.
A radically different constructive definition of the normalized inverse-Gaussian process was recently established by Favaro, Lijoi and Prünster (2012) using a "stick-breaking" approach. Let (Z i ) i≥1 be i.i.d. random variables with Z i is 1/2-stable random variable with scale parameter 1. Define a sequence of dependent random variables (V i ) i≥1 as follows
where the sequences (X i ) i≥1 and (Z i ) i≥1 are independent and GIG denotes the generalized inverse Gaussian distribution (see equation (2) of Favaro, Lijoi and Prünster, 2012). Define
Then P H,θ is a normalized inverse-Gaussian process with parameter θ and H.
This paper is organized as follows. In Section 2, we use the stick-breaking representations (1.1) and (1.11) to sample approximations of the two-parameter Poisson-Dirichlet
Process and the normalized inverse-Gaussian process, respectively. We also show in this section that the stick-breaking representations are inefficient for simulation purposes. In we can approximate the stick breaking representation by
where
, and (α i ) i≥1 are as given by Definition 1 with β n = 1 (hence β n does not have a beta distribution). The assumption that β n = 1 is necessary to make the weights add to 1, almost surely (Ishwaran and James, 2001). A random stopping rule for choosing n = n( ), where ∈ (0, 1), is:
The random stoping rule in (2.2) is similar to the one in (2.2) proposed by Muliere and Tradella (1998) for the Dirichlet process. The following lemma shows that the weights (p i ) ı≥1 in the stick-breaking representation are not strictly decreasing, almost surely (they are only stochastically decreasing). This makes the truncated stick-breaking representation inefficient for simulation purposes.
Proof.
Since β i is a random variable with the Beta(1 − α, θ + iα) distribution, it follows that
has the beta distribution of the second kind with parameters α 1 = 1 − α and
The lemma follows from the fact that (β i ) i≥1 is a sequence of independent random variables with a Beta(1 − α, θ + iα) distribution.
It follows clearly from Lemma 1 that the probability Pr p i+1 < p i depends on i, α and θ. Table 1 depicts some values for this probability. Similar to the two-parameter Poisson-Dirichlet process, the stick-breaking representation of the normalized inverse-Gaussian process can be used to approximately simulate the normalized inverse-Gaussian process process using a truncation argument. By truncating the higher order terms in the sum (1.11), we can approximate the stick breaking representation by
where (V i ) i≥1 , (p i ) i≥1 are as given by Definition 1 with V n |V 1 , . . . , V n−1 = 1. The assumption that V n |V 1 , . . . , V n−1 = 1 is necessary to make the weights add to 1, almost surely. A random stopping rule for choosing n = n( ), where ∈ (0, 1), is similar to (2.2) with β i is replaced by V i . Note that, since the (V i ) i≥1 are not independent and the joint density of
) is complex for a direct calculation, establishing a lemma similar to Lemma 1 for the normalized inverse-Gaussian process is not an easy task. The next table gives values of Pr {p i+1 < p i } based on simulation where, the values of the probability is based on 500 simulated values of each weight with θ = 1 and n = 50. The other selection of parameters is when θ = 0, which yields a measure whose random weights are based on a stable law with index 0 < α < 1. Therefore, the Dirichlet process P H,0,θ and the stable law process P H,α,0 are two essential processes in simulating the twoparameter Poisson-Dirichlet process. First we consider simulating these two key processes.
A simple, yet efficient, procedure for approximating the Dirichlet process was was recently developed by Zarepour and Al Labadi (2012). Specifically, let X n be a random variable with distribution Gamma(θ/n, 1). Define
Let (Y i ) i≥1 be a sequence of i.i.d. random variables with values in X and common distribution H, independent of (Γ i ) i≥1 . Let
variables with exponential distribution of mean 1, independent of (Y i ) i≥1 Then as n → ∞, 2) where N (x) = θ 
of the new representation given in (3.2) decrease monotonically for any fixed positive integer n. They also provided a strong empirical evidence that their new representation yields a highly accurate approximation of the Dirichlet process.
The next algorithm uses Zarepour and Al Labadi approximation (3.2) to generate a sample from the approximate Dirichlet process with parameters θ and H.
Algorithm A: Simulating an approximation of the Dirichlet process.
(1) Fix a relatively large positive integer n .
∼ H for i = 1, . . . , n. On the other hand, for the stable law process, Pitman and Yor (1997, Proposition 10) proved that
random variables with an
exponential distribution with mean of 1. Therefore, the following representation can be used to simulate an approximation of the stable law process
are strictly decreasing.
Thus, simulating the stable law process through the representation (3.4) is very efficient.
The next algorithm can be used to sample from an approximation of the stable law process.
Algorithm B: Simulating an approximation of the stable law process.
(1) Fix a relatively large positive integer n.
∼ H for i = 1, . . . , n.
(3) For i = 1, . . . , n + 1, generate E i from an exponential distribution with mean 1, independent of (Y i ) 1≤i≤n and let (1) Use Algorithm A to generate n weights of the Dirichlet process. Denote these weights by (p 1 (0, θ) , . . . , p 2 (0, θ)) .
(2) Use Algorithm B to generate m weights for an approximation of the stable law process.
Denote these weights by (p 1 (α, 0) , . . . , p m (α, 0)). ∼ H for i = 1, . . . , nm.
(7) The approximated two-parameter Poisson-Dirichlet process is given by the representation (2.1) with n in the summation replaced by nm.
Monotonically Decreasing Approximation to the Normalized Inverse-Gaussian Process
Mimicking Theorem 1 of Zarepour and Al Labadi (2012), we can construct a similar approximation for the normalized inverse-Gaussian process. Specifically, let X n be a random variable with distribution IG(θ/n, 1). Define
Let (Y i ) i≥1 be a sequence of i.i.d. random variables with values in X and common distribution H, independent of (Γ i ) i≥1 , then as n → ∞
n is a decreasing function, we have Q (1) Fix a relatively large positive integer n.
(3) For i = 1, . . . , n + 1, generate E i from an exponential distribution with mean 1, independent of (Y i ) 1≤i≤n and let
, which is simply the quantile function of the inverse-Gaussian distribution with parameter a/n and 1 evaluated at 1 − Γ i /Γ n+1 .
Computing such values is straightforward in R. For example, one may use the package "GeneralizedHyperbolic". .1) and (2.3). First we consider the two-parameter Poisson-Dirichlet process. In the simulation, we set n = 100, m = 500 in Algorithm C and n = 100 × 500 = 50000 in (2.1).
We take H to be the uniform distribution on [0, 1]. We generate 1000 sample paths from the two-parameter Poisson-Dirichlet for different values of α and θ by using the two approximations. The sample means of generated processes at x = 0.1, 0.2, . . . , 0.9, 1.0 are compared with the true mean of the two-parameter Poisson-Dirichlet process H(x) = x. Table 3 shows the maximum mean error (the absolute maximum of the differences between the sample means and the true means). For instance, for α = 0.9 and θ = 10, the maximum mean error is 0.00245 in the new approach, while it is 0.01149 in the stick-breaking approximation. Similarly, sample standard deviation and the population standard deviation can be compared and their maximum errors are reported in Table 3 . It is clear from the simulation results in Table 3 that both the maximum mean error and the maximum standard deviation error in the new approach are smaller than that obtained by the stick-breaking approximation. Thus, empirically, simulating the two-parameter Poisson-Dirichlet process by using the the new approximation (Algorithm C) gives very accurate results. 
