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a b s t r a c t
Let G be a simple graph of order n. The domination polynomial of
G is the polynomial D(G, x) = ∑ni=1 d(G, i)xi, where d(G, i) is the
number of dominating sets of G of size i. A root of D(G, x) is called a
domination root ofG.Wedenote the set of distinct domination roots
by Z(D(G, x)). Two graphs G and H are said to be D-equivalent,
written as G ∼ H , if D(G, x) = D(H, x). The D-equivalence class
of G is [G] = {H : H ∼ G}. A graph G is said to be D-unique
if [G] = {G}. In this paper, we show that if a graph G has two
distinct domination roots, then Z(D(G, x)) = {−2, 0}. Also, if G is
a graph with no pendant vertex and has three distinct domination
roots, then Z(D(G, x)) ⊆ {0,−2 ± √2i, −3±
√
3i
2 }. Also, we study
theD-equivalence classes of some certain graphs. It is shown that
if n ≡ 0, 2 (mod3), then Cn isD-unique, and if n ≡ 0 (mod 3), then
[Pn] consists of exactly two graphs.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let G = (V , E) be a simple graph. The order of G is the number of vertices of G. For any vertex
v ∈ V , the open neighborhood of v is the set N(v) = {u ∈ V |uv ∈ E} and the closed neighborhood is
the set N[v] = N(v) ∪ {v}. For a set S ⊆ V , the open neighborhood of S is N(S) = ⋃v∈S N(v) and
the closed neighborhood of S is N[S] = N(S) ∪ S. A set S ⊆ V is a dominating set if N[S] = V , or
equivalently, every vertex in V \ S is adjacent to at least one vertex in S. The domination number γ (G)
is the minimum cardinality of a dominating set in G. A dominating set with cardinality γ (G) is called
a γ -set. For a detailed treatment of this parameter, the reader is referred to [5]. An i-subset of V (G) is a
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subset of V (G) of cardinality i. LetD(G, i) be the family of dominating sets ofGwhich are i-subsets and
let d(G, i) = |D(G, i)|. The polynomial D(G, x) =∑|V (G)|i=1 d(G, i)xi is defined as domination polynomial
of G [1]. A root of D(G, x) is called a domination root of G. In this paper, the set of distinct roots of
D(G, x) is denoted by Z(D(G, x)).
The corona of two graphs G1 and G2, as defined by Frucht and Harary in [4], is the graph G = G1 ◦G2
formed from one copy of G1 and |V (G1)| copies of G2, where the ith vertex of G1 is adjacent to every
vertex in the ith copy of G2. The corona G ◦ K1, in particular, is the graph constructed from a copy of
G, where for each vertex v ∈ V (G), a new vertex v′ and a pendant edge vv′ are added. The join of
two graphs G1 and G2, denoted by G1 ∨ G2, is a graph with vertex set V (G1) ∪ V (G2) and edge set
E(G1) ∪ E(G2) ∪ {uv|u ∈ V (G1) and v ∈ V (G2)}.
Non-isomorphic graphsmayhave the samedomination polynomial. Two graphsG andH are said to
be dominating equivalent, or simplyD-equivalent, written as G ∼ H , if D(G, x) = D(H, x). It is evident
that the relation ∼ of being D-equivalent is an equivalence relation on the family G of graphs, and
thus G is partitioned into equivalence classes, called theD-equivalence classes. Given G ∈ G, let
[G] = {H ∈ G : H ∼ G}.
We call [G] the equivalence class determined by G. A graph G is said to be dominating unique or, simply
D-unique, if [G] = {G}. There are two interesting problems on equivalence classes:
(i) Which graphs areD-unique?
(ii) Determine theD-equivalence classes for some families of graphs.
As usual we denote the complete graph, path and cycle of order n by Kn, Pn and Cn, respectively. Also
K1,n is the star graph with n + 1 vertices. For a graph G, a connected component isomorphic to K2, is
called a K2-component.
In the next section, we study the domination polynomial of G ◦ K1, for any graph G, and we
characterize the class [G ◦ K1]. In Section 3, we characterize all graphs with at most two domination
roots, and in Section 4, we do the same for all graphs with exactly three domination roots. Finally, in
the last section we study theD-equivalence classes of certain graphs.
2. The domination polynomial of G ◦ K1
Let G be any graphwith vertex set {v1, . . . , vn}. Add n new vertices {u1, . . . , un} and join ui to vi for
every i, 1 ≤ i ≤ n. By definition this graph is G ◦ K1. We start this section with the following lemma.
Lemma 1. For any graph G of order n, γ (G ◦ K1) = n.
Proof. If D is a dominating set of G, then for every i, 1 ≤ i ≤ n, ui ∈ D or vi ∈ D. This implies that
|D| ≥ n. Since {u1, . . . , un} is a dominating set of G ◦ K1, we have the result. 
By Lemma 1, d(G ◦ K1,m) = 0, for every m, m < n, so we shall compute d(G ◦ K1,m) for each m,
n ≤ m ≤ 2n.
Theorem 1. For any graph G of order n, and everym, n ≤ m ≤ 2n, we have d(G◦K1,m) =
( n
m−n
)
22n−m.
Hence D(G ◦ K1, x) = xn(x+ 2)n.
Proof. Suppose that D is a dominating set of G ◦ K1 of size m, and |D ∩ V (G)| = i, for 0 ≤ i ≤ n.
Without loss of generality, suppose thatV (G)∩D = {v1, . . . , vi}. ThereforeD containsui+1, . . . , un. For
extending {v1, . . . , vi, ui+1, ui+2, . . . , un} to a dominating setD of sizemwith V (G)∩D = {v1, . . . , vi},
we have
(
i
m−n
)
possibilities. Therefore
d(G ◦ K1,m) =
n∑
i=0
(n
i
)( i
m− n
)
.
It is not hard to see that the above sum is equal to
( n
m−n
)
22n−m. 
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We recall the following lemma:
Lemma 2 ([1]). For any graph of order n, d(G, n) = 1. If G has no isolated vertex, then d(G, n− 1) = n.
In our proofs, we need the following theorem.
Theorem 2 ([1]). If a graph G has m components G1, . . . ,Gm, then D(G, x) = D(G1, x) · · ·D(Gm, x).
Here, we consider the following lemma.
Lemma 3. Let G be a graph of order n with t vertices of degree 1 and r isolated vertices. If D(G, x) =∑n
i=1 d(G, i)xi is its domination polynomial, then the following hold:
(i) r = n− d(G, n− 1).
(ii) If G has s K2-components, then d(G, n− 2) =
( n
2
)− t + s− r(n− 1)+ ( r2 ).
(iii) If G has no isolated vertices and D(G,−2) 6= 0, then t = ( n2 )− d(G, n− 2).
(iv) d(G, 1) = |{v ∈ V (G)|deg(v) = n− 1}|.
Proof. (i) Suppose that A ⊆ V (G) is the set of all isolated vertices. For any vertex v ∈ V (G) \ A, the
set V (G) \ {v} is a dominating set of G. Therefore d(G, n− 1) = |V (G \ A)| = n− r .
(ii) Suppose that D ⊆ V (G) is a set of cardinality n − 2 which is not a dominating set of G. We have
two cases for D:
Case 1.D = V (G)\{v,w}, where v is an isolated vertex andw ∈ V (G)\{v}. Thus for every isolated
vertex v, there are n − 1 vertices such that V (G) \ {v,w} is not a dominating set. Therefore, the
total number of (n− 2)-subsets of V (G) of the form V (G) \ {v,w}which is not a dominating set
(v or w is an isolated vertex) is r(n − 1) − ( r2 ), since if v and w are isolated vertices, then we
count V (G) \ {v,w} for both v andw.
Case 2. D = V (G) \ {v,w} for two adjacent vertices v and w with deg(v) = 1. Since we have s
K2-components, the number of such {u, w} is t − s and the proof is complete.
(iii) Since D(G,−2) 6= 0, by Theorem 2, G has no K2-component, and so by Part (ii), we obtain the
result.
(iv) For every v ∈ V (G), {v} is a dominating set if and only if v is adjacent to all vertices. The proof is
complete. 
Corollary 1. If the domination polynomial of a graph G is xn(x+ 2)n, then G has no isolated vertices.
Proof. By Lemma 3, Part (i), the number of isolated vertices, r = 2n− d(G, 2n− 1) = 2n− 2n = 0.
Therefore we have the result. 
We recall the following two theorems.
Theorem 3 (Ore [5], p.41). If G is a graph of order n with no isolated vertex, then γ (G) ≤ b n2c. 
Theorem 4 (Payan and Xuong [6]). For a graph G with even order n and no isolated vertices, γ (G) = n2 if
and only if the components of G are the cycles C4 or the coronas H ◦ K1 for some connected graph H. 
Now, we determine all graphs with domination polynomial xn(x+ 2)n.
Theorem 5. Let G be a graph. Then D(G, x) = xn(x+ 2)n if and only if G = H ◦ K1 for some graph H of
order n.
Proof. One side is a consequence of Theorem 1. For the other side let G be a graph with D(G, x) =
xn(x + 2)n. Thus |V (G)| = 2n. By Corollary 1, G has no isolated vertex. Since γ (G) = n, by
Theorem 4, every component of G is a cycle C4 or a corona L ◦ K1 for some connected graph L. Since
D(C4, x) = x2(x2 + 4x+ 6) does not divide xn(x+ 2)n, we conclude that there exists a graph H such
that G = H ◦ K1 and the proof is complete. 
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3. Graphs with two domination roots
In this section, we characterize all graphs with at most two domination roots.
First, we characterize graphs with exactly one domination root. Since 0 is a root of any domination
polynomial of graph G, by Lemma 3, Part (i), we conclude that a graph G has one domination root if
and only if G is a union of isolated vertices.
We now characterize all graphs with two domination roots.
Theorem 6. Let G be a connected graph with exactly two distinct domination roots. Then D(G, x) =
xn(x+ 2)n, where n is a natural number. Indeed G = H ◦ K1 for some graph H of order n.
Proof. Since 0 is a domination root with multiplicity γ (G) for every graph G and D(G, x) has two
distinct roots, we have D(G, x) = xi(x+a)m−i for some i ∈ N and a > 0, wherem = |V (G)|. Therefore
the coefficient of xm−1 is (m− i)a, and so (m− i)a ∈ N∪ {0}. This means a is a rational number. Since
every rational algebraic integer is an integer, we have a ∈ N. Now, we show that a = 2 and i = m2 .
Since G is connected, the coefficient of xm−1 ism. Hence,m = (m− i)a. But i 6= 0, so we have a ≥ 2. By
Theorem 3, i = m(a−1)a = γ (G) ≤ m2 . Thus we have a = 2 and i = m2 . Therefore D(G, x) = xn(x+ 2)n
for some n ∈ N. By Theorem 5, G = H ◦ K1, for some graph H and the proof is complete. 
Let H be an arbitrary graph with V (H) = {v1, . . . , vn}. By Theorems 1 and 2, for any graph G of the
form H ◦ K1, D(G, x) = ∏ni=1 D(K2, x). By an argument similar to that in the proof of Theorem 1, we
have the following theorem:
Theorem 7. Let Hi, 1 ≤ i ≤ n, be a graph containing a vertex vi of degree |V (Hi)| − 1, |V (Hi)| ≥ 2, and
H be a graph with vertex set V (H) = {u1, . . . , un}. If G is the graph formed by identifying the vertex vi
with ui for every 1 ≤ i ≤ n, then D(G, x) =∏ni=1 D(Hi, x). In other words, the domination polynomial of
such graph does not depend on the geometrical structure of H.
4. Graphs with three domination roots
In this section, we shall characterize all graphs with exactly three distinct domination roots. First,
in the following theorem, we characterize all graphs with Z(D(G, x)) = {0, −3±
√
5
2 }.
Theorem 8. Let G be a connected graph of order n. Then, Z(D(G, x)) = {0, −3±
√
5
2 } if and only if
G = H ◦ K 2, for some graph H. Indeed D(G, x) = x n3 (x2 + 3x+ 1) n3 .
Proof. Suppose that G = H ◦ K 2; then by Theorem 7, D(H ◦ K 2, x) = D(K n3 ◦ K 2, x) = (D(P3, x))
n
3 =
x
n
3 (x2 + 3x+ 1) n3 . Therefore Z(D(G, x)) = {0, −3±
√
5
2 }.
Now, we prove the necessity. Since the minimal polynomial of −3±
√
5
2 over Q is x
2 + 3x + 1, we
have D(G, x) = xi(x2 + 3x + 1)j. We have i + 2j = n. On the other hand, since for every connected
graph of order n, d(G, n − 1) = n, we have i = j = n3 . Therefore D(G, x) = x
n
3 (x2 + 3x + 1) n3 , and
so G has a unique γ -set. Note that for every connected graph H , if d(H, γ (H)) = 1, then no vertex
of degree 1 is contained in the γ -set. This is because one can replace the vertex of degree 1 with its
neighbor to obtain another γ -set. Assume that D ⊆ V (G) is the unique γ -set of G. We have |D| = n3 .
The coefficient of xn−2 in x
n
3 (x2+3x+1) n3 is n22 − 7n6 . On the other hand, by Lemma 3, this coefficient is( n
2
)− t , where t is the number of vertices of degree 1. Therefore, t = 2n3 , and so for every v ∈ V (G)\D,
we have deg(v) = 1. Since D is a dominating set for G, and G is connected, V (G) \D is an independent
set. We claim that for every v ∈ D, N(v) ∩ (V (G) \ D) 6= ∅. To see this, suppose that v ∈ D and
N(v)∩ (V (G)\D) = ∅. Since G is connected, there exists a vertexw ∈ N(v)∩D. Now, clearly D\{v} is
a dominating set for G, a contradiction, and the claim is proved. Suppose that |N(vi)∩(V (G)\D)| = ni,
ni ≥ 1, for i = 1, . . . , n3 , where D = {v1, . . . , v n3 }. Since for every v ∈ V (G) \ D, deg(v) = 1, for every
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1 ≤ i < j ≤ n3 , N(vi) ∩ N(vj) ∩ (V (G) \ D) = ∅. Since for every natural n, D(K1,n, x) = x(1+ x)n + xn
[1], by Theorems 2 and 7, we have
D(G, x) =
n
3∏
i=1
D(K1,ni , x) =
n
3∏
i=1
(
x(1+ x)ni + xni) .
On the other hand D(G, x) = x n3 (x2 + 3x+ 1) n3 = (x(1+ x)2 + x2) n3 . We shall prove that ni = 2, for
every i, 1 ≤ i ≤ n3 . We claim that for every k 6= 2, x(1 + x)k + xk and x(1 + x)2 + x2 have no non-
zero common root. Suppose that α 6= 0 is a common root of x(1+ x)k + xk and x(1+ x)2 + x2. Then
(1+α)2 = −α, and (1+α)k = −αk−1. These imply that (1+α)2k = (−1)kαk and (1+α)2k = α2k−2.
Thus we have |α|k−2 = 1. Since k 6= 2, we have |α| = 1. But the non-zero roots of x(1 + x)2 + x2
are −3±
√
5
2 whose absolute values are not 1. So the claim is proved. Hence for every i, 1 ≤ i ≤ n3 , we
conclude that ni = 2. Therefore G = H ◦ K 2, for some graph H . 
Theorem 9. Let G be a graph with no pendant vertex. If D(G, x) is the domination polynomial of G and it
has exactly three distinct roots, then
Z(D(G, x)) ⊆
{
0,−2±√2i, −3±
√
3i
2
}
.
Proof. Clearly, it suffices to prove the theorem for a connected graph. Let G be a connected graph of
order n. Let Z(D(G, x)) = {0, a, b}, where a 6= b. Thus D(G, x) = xi(x− a)j(x− b)k, for some i, j, k. By
Lemma 2, we have
− (ja+ kb) = n. (1)
Also by Lemma 3, Part (ii), we have(
j
2
)
a2 +
(
k
2
)
b2 + jkab = d(G, n− 2) =
(n
2
)
. (2)
Let P(x) be the minimal polynomial of a over Q. Clearly, all roots of P(x) are simple. This implies
that deg(P(x)) = 1 or 2. We consider two cases.
Case 1. deg(P(x)) = 2. In this case since D(G, x) has three distinct roots, the minimal polynomial of
b over Q is also P(x). Thus we have D(G, x) = xi(x2 + rx + s)j, where P(x) = x2 + rx + s. We have
i + 2j = n, and also by (1), −j(a + b) = n. By Theorem 3, i ≤ n2 . Hence j ≥ n4 . Since −j(a + b) = n,
and a+ b is an integer, we have−(a+ b) ∈ {1, 2, 3, 4}. Therefore we have four cases to consider:
Subcase 1.1. If a+ b = −1. Then j = n, a contradiction.
Subcase 1.2. If a+ b = −2. Then j = n2 , a contradiction.
Subcase 1.3. If a + b = −3. This implies that i = j = n3 . Thus we have D(G, x) = x
n
3 (x2 + rx + s) n3 .
Now, by (2) we have( n
3
2
)
(a2 + b2)+ n
2ab
9
= d(G, n− 2) =
(n
2
)
.
Noting that a+ b = −3, we conclude that a2 + b2 = 9− 2ab. Thus by simple calculation we obtain
nab = 3n. Therefore ab = 3. Now, using the fact that a+ b = −3, we have
a ∈
{
−3−√3i
2
,
−3+√3i
2
}
.
Subcase 1.4. Now, assume that a+ b = −4. Then j = n4 and so i = γ (G) = n2 . By Theorem 4, G = C4
or G = H ◦ K1, for some graph H . But H ◦ K1 has exactly two distinct roots −2 and 0. Thus G = C4.
Moreover, we have Z(D(C4, x)) = {0,−2±
√
2i}.
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Case 2. deg(P(x)) = 1. So D(G, x) = xi(x − a)j(x − b)k, where −a,−b ∈ N. Note that i + j + k = n.
By our assumption and Theorem 4, i < n2 . So j+ k > n2 . If a ≤ −2 and b ≤ −2, then−(ja+ kb) > n,
a contradiction. Therefore we can assume that a = −1. Thus, by (1), j − kb = n. On the other hand,
by (2), we have
(
j
2
)
+
(
k
2
)
b2 − jkb = ( n2 ) . Therefore, we have j2 − j+ (k2 − k)b2 − 2jkb = n2 − n.
This yields that (j− kb)2 − j− kb2 = n2 − n. So we have j+ kb2 = n. Since j− kb = n, then we have
b = −1, a contradiction. 
Using Maple, we found that −1 is the domination root of no graph with at most six vertices. We
think that this is true for all graphs.
Conjecture 1. For every graph G, D(G,−1) 6= 0.
Remark 1. If Conjecture 1 is true, then by an argument similar to that given in the proof of Theorem 9,
one can show that, for every graph Gwith three domination roots,
Z(D(G, x)) ⊆
{
−2, 0, −3±
√
5
2
,−2±√2i, −3±
√
3i
2
}
.
Theorem 10 ([2]). Let G be a graph containing a simple path of length at least 3. Then
D(G, x) = x [D(G ∗ e1, x)+ D(G ∗ e1 ∗ e2, x)+ D(G ∗ e1 ∗ e2 ∗ e3, x)]
where e1, e2 and e3 are three edges of a simple path, G ∗ e is the graph obtained from G by contracting the
edge e, and G ∗ e1 ∗ e2 = (G ∗ e1) ∗ e2 and G ∗ e1 ∗ e2 ∗ e3 = ((G ∗ e1) ∗ e2) ∗ e3.
Theorem 11. Paths and cycles do not have−1 as a domination root.
Proof. We prove the theorem for paths Pn; the proof for cycles is similar. By induction on n, we show
that D(Pn,−1) is an odd integer. Since D(P1, x) = x,D(P2, x) = x2 + 2x and D(P3, x) = x3 + 3x2 + x,
the result is true for P1, P2 and P3. Now, suppose that the result is true for all path Pi of order less than
n. By Theorem 10,
D(Pn,−1) = − [D(Pn−1,−1)+ D(Pn−2,−1)+ D(Pn−3,−1)] .
Since the sum of three odd numbers is odd, we have the result. 
5. D-equivalence classes of some graphs
In this section, we investigate the D-equivalence classes of some graphs. First, we provide a
formula for the computation of the domination polynomial of the join of two graphs.
Theorem 12. Let G1 and G2 be graphs of orders n1 and n2, respectively. Then
D(G1 ∨ G2, x) =
(
(1+ x)n1 − 1) ((1+ x)n2 − 1)+ D(G1, x)+ D(G2, x).
Proof. Let i, 1 ≤ i ≤ n1 + n2, be a natural number. We want to determine d(G1 ∨ G2, i). If i1 and i2
are two natural numbers such that i1+ i2 = i, then clearly, for every D1 ⊆ V (G1) and D2 ⊆ V (G2), for
which |Dj| = ij, j = 1, 2, D1 ∪ D2 is a dominating set for G1 ∨ G2. Moreover, if D ∈ D(G1, i), then D is
a dominating set for G1 ∨ G2 of size i. The same is true for every D ∈ D(G2, i). Thus
D(G1 ∨ G2, x) =
(
(1+ x)n1 − 1) ((1+ x)n2 − 1)+ D(G1, x)+ D(G2, x). 
Corollary 2. Assume that G is a graph of order n and v ∈ V (G). If deg(v) = n − 1, then G isD-unique
if and only if G \ {v} isD-unique. Hence Kn and K1,n areD-unique for every natural number n.
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Proof. By Theorem 12, D(G, x) = x ((1+ x)n−1 − 1) + x + D(G \ {v}, x). Thus G isD-unique if and
only if G \ {v} isD-unique. 
We need the following lemma for the investigation ofD-equivalence of some graphs.
Lemma 4. Let G be a graph of order nwith domination polynomial D(G, x) =∑ni=1 d(G, i)xi. If d(G, j) =(
n
j
)
for some j, then δ(G) ≥ n− j. More precisely, δ(G) = n− l, where l = min
{
j|d(G, j) =
(
n
j
)}
, and
there are at least
( n
l−1
) − d(G, l − 1) vertices of degree δ(G) in G. Furthermore, if for every two vertices
of degree δ(G), say u and v, we have N[u] 6= N[v], then there are exactly ( nl−1 ) − d(G, l − 1) vertices of
degree δ(G).
Proof. Since d(G, j) =
(
n
j
)
, for any r , r ≥ j, every r-subset of the vertices of G forms a dominating
set for G. To obtain a contradiction suppose that there is a vertex v ∈ V (G) such that deg(v) < n− j.
Consider V (G) \ N[v]. Clearly, |V (G) \ N[v]| ≥ j, and V (G) \ N[v] is not a dominating set for G, a
contradiction. Now, assume that S is a (l−1)-subset of V (G)which is not a dominating set. Thus there
is a vertex u ∈ V (G) \ S which is not covered by S. Since δ(G) ≥ n − l, we have deg(u) = n − l. Let
S ′ 6= S be a (l−1)-subset which is not a dominating set. Thus there exists a vertex u′ ∈ V (G)\S ′which
is not covered by S ′. As we found before, deg(u′) = n − l. We claim that u 6= u′. Since S 6= S ′, there
exists a vertex x ∈ S ∩ (V (G) \ S ′). If x = u′, then it is clear that u 6= u′, because u 6= x. We know that
u′x ∈ E(G). If u = u′, then ux ∈ E(G), a contradiction. Thus u 6= u′ and the claim is proved. If u is any
vertex of degree δ(G), then S = V (G)\N[u] is an (l−1)-subset of V (G), which is not a dominating set.
Hence, there are at least
( n
l−1
)−d(G, l−1) vertices of degree δ(G). Now, suppose v ∈ V (G)\S = N[u]
and that v has degree δ(G) and is not adjacent to any vertex in S. Then N[v] = V (G) \ S = N[u]. So, if
N[x] 6= N[y] for every two vertices x and y of degree δ(G), then the vertex u is unique, and there is a
bijection between the sets S and the vertices u. Thus there are exactly
( n
l−1
)− d(G, l− 1) vertices of
degree δ(G). 
Corollary 3. Let G be a graph such that D(G, x) = D(Kn,n, x). Then G is an n-regular graph.
Proof. By Theorem 12, D(Kn,n, x) = ((1+ x)n − 1)2 + 2xn. Thus d(G, n) =
(
2n
n
)
. Hence by Lemma 4,
G has 2n vertices of degree n, as desired. 
Remark 2. TheD-equivalence class ofKn,n is not unique. Consider two disjoint copies of the complete
graphKnwith vertex sets {v1, . . . , vn} and {v′1, . . . , v′n}, respectively. Join vi to v′i , for every i, 1 ≤ i ≤ n.
It can be easily seen that the domination polynomial of this graph is the same as the domination
polynomial of Kn,n. Indeed, by Lemma 4, we have the following theorem which gives the relationship
between the domination polynomial of a graph G and the regularity of G.
Theorem 13. Let H be a k-regular graph with N[u] 6= N[v] for every u, v ∈ V (H). If D(G, x) = D(H, x),
then G is also a k-regular graph.
As an application of Theorem 13, we shall investigate the equivalence classes of cycles. We need
the following theorem:
Theorem 14. (i) For every n ≥ 3, d(Pn, n− 2) =
( n
2
)− 2 [3].
(ii) For every n ≥ 4, d(Pn, n− 3) =
( n
3
)− (3n− 8) [3].
(iii) For every n ∈ N, d(P3n, n) = 1, d(P3n+2, n+ 1) = n+ 2 and d(P3n+1, n+ 1) = (n+2)(n+3)2 − 2 [3].
(iv) If n = 3k, k ≥ 1, then γ (Cn) = k, and d(Cn, k) = 3 [2].
(v) If n = 3k+ 1, k ≥ 1, then γ (Cn) = k+ 1, and d(Cn, k+ 1) = n2+5n6 [2].
(vi) If n = 3k+ 2, k ≥ 1, then γ (Cn) = k+ 1, and d(Cn, k+ 1) = n [2].
Theorem 15. Let n be a natural number. If n ≡ 0, 2 (mod 3), then Cn isD-unique.
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Proof. Assume that G is a graph such that D(G, x) = D(Cn, x). By Theorem 13, G is 2-regular graph.
Hence G is a union of finitely many disjoint cycles. Let G be the disjoint union of cycles Cm1 , . . . , Cmr .
First suppose that n ≡ 0(mod 3). Since D(G, x) = ∏ri=1 D(Cmi , x) = D(Cn, x) and d(Cn, n3 ) = 3, by
Theorem 14, we conclude that r = 1 and G = Cn.
Now, suppose that n ≡ 2(mod 3). If there exists some j, such that mj ≡ 0(mod 3), noting that
d(Cn, d n3e) = n and d(Cmj , mj3 ) = 3, we have n ≡ 0(mod 3), a contradiction. Thus for each i,
1 ≤ i ≤ k, mi ≡ 1 or 2(mod 3). Clearly, for every natural number n, n ≤ n2+5n6 . This implies that
the coefficient of xd
n
3 e in the polynomial D(G, x) = ∏ri=1 D(Cmi , x) is at least∏ri=1mi. By induction
on r it is not hard to see that, if r ≥ 2 and m1, . . . ,mr are natural numbers more than 2, then∏r
i=1mi >
∑r
i=1mi = n = d(G, d n3e), a contradiction. Therefore r = 1 and G = Cn. The proof is
complete. 
Remark 3. We think that Cn is alsoD-unique for n ≡ 1(mod 3), but we are not able to prove it.
We now study theD-equivalence classes of paths. First, we need some results.
Lemma 5. Let G be a graph and u be a pendant vertex of G. Suppose that uv ∈ E(G), deg(v) = 2 and
N(v) = {u, w}. If G has a unique γ -set, then G \ {u, v, w} has a unique γ -set.
Proof. Assume that γ (G) = t , andD ⊆ V (G) is a unique γ -set ofG of size t . Since u is a pendant vertex,
one of the vertices u and v should be contained inD. Obviously, v ∈ D, since otherwise (D\{u})∪{v} is
another γ -set for G, a contradiction. Clearly,w 6∈ D, since ifw ∈ D, then (D\{v})∪{u} is another γ -set
for G, a contradiction. Hence |D∩ (V (G) \ {u, v, w})| = t − 1. We claim that γ (G \ {u, v, w}) = t − 1.
Because, if γ (G \ {u, v, w}) < t − 1, then by adding v to a γ -set for G \ {u, v, w} we obtain a γ -set
for G with size at most t − 1, a contradiction. Thus γ (G \ {u, v, w}) = t − 1. For every γ -set S of
G \ {u, v, w}, S ∪ {v} is a γ -set of G. This implies that G \ {u, v, w} has a unique γ -set and the proof is
complete. 
It is easy to verify directly the following lemma.
Lemma 6. If n ≡ 0(mod 3), then Pn has a unique γ -set.
Now, we state the following lemma.
Lemma 7. Let G be a graph, u, v ∈ V (G) and deg(u) = deg(v) = 1. If uw, vw′ ∈ E(G) andww′ 6∈ E(G),
then D(G, x) = D(G+ ww′, x), and hence G is not D-unique.
Proof. Clearly, every dominating set for G is a dominating set for G + ww′. Now, let S ⊆ V (G) be a
dominating set for G+ww′. If bothw,w′ ∈ S or bothw,w′ 6∈ S, then obviously S is also a dominating
set for G. So suppose that w ∈ S and w′ 6∈ S (or w 6∈ S and w′ ∈ S). Since S is a dominating set for
G + ww′, we have v ∈ S. This implies that S is a dominating set for G. Therefore we conclude that
D(G, x) = D(G+ ww′, x) and the proof is complete. 
Lemma 8. (i) Let n ≥ 3 be a natural number and n ≡ 1 or 2 (mod 3). Then for every v ∈ V (Cn), Cn has
at least two γ -sets containing v.
(ii) Let n ≥ 7 be a natural number and n ≡ 1(mod 3). If u, v ∈ V (Cn) and uv 6∈ E(Cn), then there are at
least two γ -sets of Cn containing u and v.
Proof. (i) If n ≡ 1 or 2 (mod 3), then by Theorem 14, Cn contains at least three γ -sets, because
n ≤ n2+5n6 . Since γ (Cn) = d n3e, we conclude that at least two γ -sets of Cn have non-empty
intersection. This completes the proof.
(ii) We apply induction on n. It can be easily checked that the result is true for n = 7. Suppose that
n > 7 and n ≡ 1(mod 3). Assume that x, y, z ∈ V (Cn) \ {u, v} and N(x) = {a, y},N(y) =
{x, z},N(z) = {y, b}.
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Fig. 1. A path with N(x) = {y, z}, N(y) = {x, a} and N(z) = {x, b}.
Fig. 2. Two graphs of [Pn].
Remove x, y and z and join a and b. By the induction hypothesis Cn−3 has at least two γ -sets containing
u and v. Let D be a γ -set for Cn−3. If a ∈ D, then D ∪ {z} is a γ -set for Cn. If b ∈ D, then D ∪ {x} is a
γ -set for Cn. If a, b 6∈ D, then D∪ {y} is a γ -set for Cn. Thus Cn has at least two γ -sets containing u and
v, and the proof is complete. 
We also need the following theorem to obtain the result onD-equivalence classes of paths.
Theorem 16. Let n ≥ 2 be a natural number. The size of the smallest dominating set containing both end
vertices of Pn is d n+23 e. Moreover, if n ≥ 4 and n 6≡ 1(mod 3), there are at least two dominating sets of
size d n+23 e containing both end vertices of Pn.
Proof. We apply induction on n. For n = 2, 3, 4 the assertion is trivial. Assume that x ∈ V (Pn),
deg(x) = 2,N(x) = {y, z} and deg(y) = deg(z) = 2. Let N(y) = {x, a} and N(z) = {x, b}; see Fig. 1.
Remove x, y, z and join a and b. By the induction hypothesis, the size of the smallest dominating set
containing end vertices of Pn−3 is d n−13 e. If D is a dominating set for Pn−3 of size d n−13 e containing end
vertices and a ∈ D, then D∪ {z} is a dominating set for Pn of size d n+23 e. If a, b 6∈ D, then D∪ {x} is the
desired dominating set for Pn. Now, suppose that Pn has a dominating set, sayD, of size less than d n+23 e
containing both end vertices of Pn. It is not hard to see that there exists a v ∈ D such that deg(v) = 2
and N(v) ∩ D = ∅. Consider D \ N[v] and join two pendant vertices of two components of D \ N[v]
to obtain a path of order n− 3. This path has a dominating set of size less than d n−13 e containing end
vertices of Pn−3, a contradiction. Now, assume that n 6≡ 1(mod 3). For n = 5 and n = 6 the assertion
is trivial. Now, by induction on n and using a similar method to the one that we used before, the proof
is complete. 
Theorem 17. Let n be a natural number and n ≡ 0 (mod 3). Then [Pn] contains just two graphs in Fig. 2.
Proof. Let G be a graph such that D(G, x) = D(Pn, x). By Lemma 3, Part (i), G has no isolated vertex. By
Theorem 14, d(G, n3 ) = 1. If D(G,−2) = 0, then 2|d(G, n3 ) = 1, a contradiction. Thus D(G,−2) 6= 0
and so by Lemma 3, Part (iii), the number of pendant vertices of G is 2. Note that since G has no K2-
component, two pendant vertices are not adjacent. By Theorem 14, d(Pn, n − 3) =
( n
3
) − (3n − 8).
This means that the number of (n− 3)-subsets which are not dominating sets of G is exactly 3n− 8.
We claim that the number of (n− 3)-subsets S which are not dominating sets and for which V (G) \ S
does not contain a pendant vertex is at least n − 4. For every pendant vertex v with neighbor w, the
complement of {v,w, x}, where x is an arbitrary vertex, is an (n−3)-subset which is not a dominating
set. Since x has n − 2 possibilities and there are two pendant vertices, we have at most 2(n − 2) of
these subsets (note that some of these sets may be equal). Therefore the number of (n − 3)-subsets
S which are not dominating sets and for which V (G) \ S does not contain a pendant vertex is at least
3n− 8− (2n− 4) = n− 4.
Now, suppose that S is not a dominating set, and V (G) \ S = {u, v, w}, and none of the vertices
u, v and w is pendant. Since S is not a dominating set of G, at least one of the vertices u, v and w
has no neighbor in S and so it is of degree 2. Without loss of generality assume that deg(u) = 2
and N(u) = {v,w}. Let S ′ ⊆ V (G) be an (n − 3)-subset which is not a dominating set, where
V (G) \ S ′ = {u′, v′, w′} and none of the u′, v′, w′ is pendant. By the same argument we have
deg(u′) = 2 and N(u′) = {v′, w′}. If u = u′, then N(u) = N(u′) and so S = S ′.
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a b
Fig. 3. Two possibilities for Gwith D(G, x) = D(Pn, x).
Therefore, by the above argument, G has at least n− 4 vertices of degree 2 which are not adjacent
to a vertex of degree 1. Thus if G has exactly n − 4 vertices of degree 2, then no pendant vertex is
adjacent to a vertex of degree 2. Moreover, no pair of pendant vertices of G have a common neighbor.
In this case G is the graph shown in Fig. 3(a). If G has exactly n−3 vertices of degree 2, then one of the
pendant vertices cannot be adjacent to a vertex of degree 2. So we have the graph shown in Fig. 3(b).
Note that in Fig. 3(a), Pn1 , . . . , Pnk (k ≥ 1) don’t include vertices u and v, and s ≥ 0 or r ≥ 0, and if
r = 0 or s = 0, then k ≥ 2. If s = 0, k = 1, or r = 0, k = 1, then we have Fig. 3(b).
Now, we consider the following cases:
Case 1. Suppose thatD(G, x) = D(Pn, x) andG is the graph (a) shown in Fig. 3. SinceD(G, x) = D(Pn, x),
G has a unique γ -set which should contain u and v. If there exists some j such thatmj 6≡ 0(mod 3) or
rj 6≡ 0(mod 3), then by Lemma 8, Part (i), the γ -set of G is not unique, a contradiction. First assume
that for every j, nj ≥ 3. By Theorem 16, since G has a unique γ -set, nj + 2 ≡ 1(mod 3). Thus we have
γ (G) =
k∑
i=1
nj − 2
3
+ 2+
r∑
j=1
mj
3
− r +
s∑
j=1
rj
3
− s
=
k∑
j=1
nj +
r∑
j=1
mj +
s∑
j=1
rj
3
− 2k
3
− r − s+ 2.
On the other hand,
n = |V (G)| =
k∑
j=1
nj + 2+ 2+
r∑
j=1
(mj − 1)+
s∑
j=1
(rj − 1)
=
k∑
j=1
nj +
r∑
j=1
mj +
s∑
j=1
rj − r − s+ 4.
Since γ (G) = n3 , we have k+ r + s = 1. Since k ≥ 1, hence k = 1, s = 0, r = 0 and G is Pn. If there
exists some j such that 1 ≤ nj ≤ 2, then u and v dominate vertices of Pnj , and we have γ (G) < n3 , a
contradiction. Now, suppose that for some j, nj = 0. Without loss of generality we can assume that
n1 = 0. Since G has no multiple edge, for every j, 2 ≤ j ≤ n, nj ≥ 3. Thus we have
γ (G) =
k∑
j=2
nj − 2
3
+ 2+
r∑
j=1
mj
3
− r +
s∑
j=1
rj
3
− s
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a b
Fig. 4. Two graphs for the case n1 = 0.
=
k∑
j=2
nj +
r∑
j=1
mj +
s∑
j=1
rj
3
− r − s+ 2− 2(k− 1)
3
.
Since γ (G) = n3 , we conclude that k+ r + s = 2. There are two cases to be considered:
Subcase 1.1. k = 2, r = s = 0. In this case, G is the graph (a) shown in Fig. 4. By Lemma 7,
D(G, x) = D(Pn, x).
Subcase 1.2. k = 1, r = 1, s = 0. In this case, G is the graph (b) shown in Fig. 4.
If D is the unique γ -set of G, then D contains u and v. Clearly (D \ {v})∪ {y} is another γ -set for G,
a contradiction.
Case 2. Let G be the graph (b) in Fig. 3.
Clearly, u is contained in the γ -set of G. If there exists some j such that mj 6≡ 0(mod 3), then by
Lemma 8, Part (i), we get a contradiction. We have
γ (G) ≤
⌈
n1 − 1
3
⌉
+ 1+
r∑
i=1
mj
3
− r.
On the other hand |V (G)| = n1 + 2+∑ri=1mi − r . But if r > 1, then⌈
n1 − 1
3
⌉
+
r∑
i=1
mi
3
+ 1− r < n1 + 2− r
3
+
r∑
i=1
mi
3
,
which is a contradiction. If r = 1, then noting that n = |V (G)| is divisible by 3, we get n1 ≡ 2(mod 3).
But then the number of γ -sets of Pn1+1 containing an end vertex is at least 2. Thus G has at least two
γ -sets, a contradiction. 
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