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A BIJECTION FOR ROOTED MAPS ON GENERAL SURFACES
GUILLAUME CHAPUY AND MACIEJ DOŁE˛GA
ABSTRACT. We extend the Marcus-Schaeffer bijection between orientable rooted
bipartite quadrangulations (equivalently: rooted maps) and orientable labeled
one-face maps to the case of all surfaces, that is orientable and non-orientable as
well. This general construction requires new ideas and is more delicate than the
special orientable case, but it carries the same information. In particular, it leads
to a uniform combinatorial interpretation of the counting exponent 5(h−1)
2
for
both orientable and non-orientable rooted connected maps of Euler characteris-
tic 2−2h, and of the algebraicity of their generating functions, similar to the one
previously obtained in the orientable case via the Marcus-Schaeffer bijection. It
also shows that the renormalization factor n1/4 for distances between vertices
is universal for maps on all surfaces: the renormalized profile and radius in a
uniform random pointed bipartite quadrangulation on any fixed surface converge
in distribution when the size n tends to infinity. Finally, we extend the Mier-
mont and Ambjørn-Budd bijections to the general setting of all surfaces. Our
construction opens the way to the study of Brownian surfaces for any compact
2-dimensional manifold.
1. INTRODUCTION
1.1. Maps. Maps (a.k.a. ribbon graphs, or embedded graphs) are combinatorial
structures that describe the embedding of a graph in a surface (see Section 2 for
precise definitions). These objects have received much attention from many differ-
ent viewpoints, because of their deep connections with various branches of discrete
mathematics, algebra, or physics (see e.g. [LZ04, Eyn16] and references therein).
In particular, maps have remarkable enumerative properties, and the enumeration
of maps (either by generating functions, matrix integral techniques, algebraic com-
binatorics, or bijective methods) is now a well established domain on its own. The
reader may consult [AP15, BF12, Cha09b, Ber12] for entry points into this fast-
growing literature. This paper is devoted to the extension of the bijective method
of map enumeration to the case of all surfaces (orientable and non-orientable), and
to its first consequences in terms of combinatorial enumeration and probabilistic
results.
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2 G. CHAPUY AND M. DOŁE˛GA
1.2. Orientable surfaces. Let us first recall briefly the situation in the orientable
case. A fundamental result of Bender and Canfield [BC86], obtained with gener-
ating functions, says that the number mg(n) of rooted maps with n edges on the
orientable surface of genus g ≥ 0 (obtained by adding g handles to a sphere, see
Section 2) is asymptotically equivalent to
mg(n) ∼ tgn
5(g−1)
2 12n, n→∞,(1)
for some tg > 0. In the planar case (g = 0) this follows from the exact formula
m0(n) =
2·3n(2n)!
(n+2)!n! due to Tutte [Tut63], whose combinatorial interpretation was
given by Cori-Vauquelin [CV81] and much improved by Schaeffer [Sch99]. The
bijective enumerative theory of planar maps has since grown into a domain of re-
search of its own, out of the scope of this introduction; consult [AP15, BF12] and
references therein. For general g, the combinatorial interpretation of Formula (1),
and, in particular, of the counting exponent 5(g−1)2 was given in [CMS09], using
an extension of the Cori-Vauquelin-Schaeffer bijection to the case of higher genus
orientable surfaces previously given by Marcus and Schaeffer in [MS01]. The
bijection of [MS01, CMS09] associates maps on a surface with labeled one-face
maps on the same surface. The latter have a much simpler combinatorial struc-
ture, and can be enumerated by elementary ways. Moreover, the bijective toolbox
proved to be relatively flexible, and enabled to prove formulas similar to (1) for
many different families of orientable maps [Cha09a], extending results previously
obtained by generating functions [Gao93].
Beyond the combinatorial interpretation of counting formulas, an important mo-
tivation for developing the bijective methods is that they are the cornerstone of the
study of random maps. In the planar case, Schaeffer’s bijection was the starting
point of the study of distance properties of random planar maps [CS04]. The field
has now much developed, culminating with the proof by Le Gall [LG13] and Mier-
mont [Mie13] that uniform random quadrangulations, rescaled by n1/4, converge
in distribution to the so-called Brownian map (see the introduction of these papers
for exact statements and for more references). For higher genus orientable sur-
faces, Bettinelli used the Marcus-Schaeffer bijection [MS01, CMS09] to prove the
existence of scaling limits for uniform quadrangulations of fixed genus rescaled by
the same exponent n1/4, and to study some of their properties [Bet10, Bet12].
1.3. Non-orientable surfaces and main results. From the viewpoint of generat-
ing functions, orientable and non-orientable surfaces share many features. In par-
ticular, in the paper previously mentioned [BC86], Bender and Canfield showed, by
the same method, that the number m˜h(n) of rooted maps with n edges on the non-
orientable surface of type h ≥ 12 (obtained by adding 2h cross-caps to a sphere, see
Section 2; here h is either an integer or a half-integer) is asymptotically equivalent
to
m˜h(n) ∼ phn
5(h−1)
2 12n, n→∞,(2)
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for some ph > 0. However, from the viewpoint of existing bijective methods,
the orientable and non-orientable situations are very different: indeed all the exist-
ing bijections for maps (including the ones of [MS01, CMS09]) crucially use the
existence of a global orientation of the surface as a starting point of their construc-
tion. In particular, the existing literature says nothing about distance properties of
random maps on non-orientable surfaces since it lacks the bijective tools to study
them.
The main achievement of this paper is to bridge this gap. We are able to drop the
assumption of orientability in the Marcus-Schaeffer construction [MS01, CMS09]
and hence extend it to the case of all surfaces (orientable or non-orientable). For
any surface S there is a bijection between rooted maps on S (more precisely, rooted
bipartite quadrangulations) and labeled one-face maps on S. This is done at the
cost of using only a local orientation in the construction instead of a global one:
the local rules of the bijection are the same as in Marcus-Schaeffer bijection, but
the local orientation is recursively constructed in a careful way that in the orientable
case is consistent with the global orientation. In particular, the correspondence be-
tween distances in the quadrangulation and labels in the one-face map is preserved.
As a consequence, not only does the bijection lead to a uniform combinatorial in-
terpretation of both the orientable (1) and non-orientable (2) counting formulas,
but it also enables to study distances in uniform random maps on a fixed surface.
In particular we show that the exponent n1/4 is universal for distances in maps
on all surfaces in the following sense: the profile and radius of a uniform random
bipartite quadrangulation of size n on a fixed surface converge in distribution, after
renormalization by n1/4, as n tends to infinity.
Finally, we also extend Miermont’s generalization [Mie09] of the Marcus-Schaeffer
bijection to the non-orientable case. It follows that the bijection of Ambjørn and
Budd [AB13] can be extended as well.
1.4. Forthcoming work. Our construction opens the way to the study of Gromov-
Hausdorff scaling limits of random maps of size n, renormalized by n1/4, on any
fixed surface. More precisely, for any surface S, let qn be a random map on S uni-
formly distributed over the set of rooted bipartite quadrangulations with n faces.
In the forthcoming paper [BCD] joint with Jérémie Bettinelli, we will prove that
the sequence 1
n1/4
qn converges to a limiting space SBrownian in the sense of the
Gromov–Hausdorff topology, and that this space has almost surely Haussdorff di-
mension 4. These results, which require a fine probabilistic study of the objects
inherited from our bijection, crucially rely on the present paper.
1.5. Related problems. As we already said, to our knowledge, the bijective enu-
meration of general maps and the study of distance properties of random maps on
non-orientable surfaces have not been addressed before. However, combinatorial
maps on non-orientable surfaces have already been studied from different perspec-
tives. First, there already exist bijective constructions for maps on non-orientable
surfaces [BC11, Ber12], but they deal with the case of one-face maps. This is a dif-
ferent problem than the one studied here, involving a very different structure (and
although both these constructions and the present work involve one-face maps, we
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do not know of any interesting way to combine them together). In a different direc-
tion, combinatorics of non-orientable maps was proved to play an important role
in understanding the structure of the double coset algebra of the hyperoctahedral
group [GJ96b, MV11] and, thus, some random real matrix models [HSS92, GJ97],
the structure of Jack symmetric functions [GJ96a, LC09, DFS´14] and the struc-
ture of β-ensemble models [LC09]. It would be interesting to make a connection
between these topics and the viewpoint of the present paper.
1.6. Open question. We conclude this introduction by mentioning an open ques-
tion that naturally follows our work. One may ask whether we can generalize our
construction to maps more general than bipartite quadrangulations, for example bi-
partite maps with given face degrees, as was done in the orientable case [Cha09a].
Although it is natural to conjecture that this is possible (given the universal form
of the generating functions appearing in [Gao93]), certain arguments in the present
paper crucially depend on the fact that we deal with quadrangulations only. We
thus leave this question open.
1.7. Structure of the paper. We now describe the structure of the paper and ex-
plain where to find the main results. Section 2 sets up basic notation and definitions.
Section 3 deals with the main construction and is divided as follows: the main re-
sult is stated as Theorem 3.1 in Section 3.1, and a quick overview of the bijection
announced by this theorem is also given there. The bijection is fully described in
Section 3.3, and the converse bijection is given in Section 3.4, where we also estab-
lish some important properties of the construction, in particular a “distance bound-
ing lemma” (Lemma 3.9) that is not used in the present paper but will be crucial
for further work on scaling limits. The remaining proofs are given in Section 3.5.
Section 4 investigates the consequences of the bijection from the asymptotic and
probabilistic viewpoint. This section is mostly devoted to sketching how to apply
existing techniques to the present case, since once the bijection is established, most
of the consequences we mention follow from the exact same arguments as in the
orientable case. In particular we show how to compute combinatorially the gen-
erating functions of rooted bipartite quadrangulations on a fixed surface with our
approach (Theorem 4.1 and Proposition 4.4), how to derive combinatorially the
counting exponents (Theorem 4.2), we study explicitly – and bijectively – the case
of the projective plane (Corollary 4.5), and we state various probabilistic conse-
quences on the convergence of the normalized distances in Theorem 4.6. Section 5
extends the construction to the case of multipointed maps, i.e. it deals with the ex-
tension of the Miermont and Ambjørn-Budd bijections to the case of all surfaces,
see Theorem 5.2 and Theorem 5.12.
2. SURFACES, MAPS, AND QUADRANGULATIONS
2.1. Surfaces, graphs, andmaps. A surface is a compact, connected, 2-dimensional
manifold. We consider surfaces up to homeomorphism. DenoteN = {0, 1, 2, 3, . . . }
and 12N = {0, 12 , 1, 32 , . . . }. For any h ∈ N, we denote by Sh the torus of genus
h, that is, the orientable surface obtained by adding h handles to the sphere. For
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any h ∈ 12N\{0}, we denote byNh the non-orientable surface obtained by adding
2h cross-caps to the sphere. Hence, S0 is the sphere, S1 is the torus, N1/2 is the
projective plane andN1 is the Klein bottle. The type of the surface Sh orNh is the
number h. By the theorem of classification, surfaces are either orientable or non-
orientable, each orientable surface is homeomorphic to one of the Sh, and each
non-orientable surface is homeomorphic to one of the Nh (see e.g. [MT01]).
Our graphs are finite and undirected; loops and multiple edges are allowed. A
map is an embedding (without edge-crossings) of a connected graph into a surface,
in such a way that the faces (connected components of the complement of the
graph) are simply connected. Maps are always considered up to homeomorphism.
A map is unicellular if it has a single face. Unicellular maps are also called one-
face maps. We will call a map orientable if the underlying surface is orientable;
otherwise we will call it non-orientable.
Each edge in a map is made of two half-edges, obtained by removing its middle-
point. The degree of a vertex is the number of incident half-edges. A leaf is a vertex
of degree 1. A corner in a map is an angular sector determined by a vertex, and
two half-edges which are consecutive around it. The degree of a face is the number
of edges incident to it, with the convention that an edge incident to the same face
on both sides counts for two. Equivalently, the degree of a face is the number of
corners lying in that face. Note that the total number of corners in a map equals
the number of half-edges, and also equals twice the number of edges. A map is
rooted if it is equipped with a distinguished half-edge called the root, together with
a distinguished side of this half-edge. The vertex incident to the root is the root
vertex. The unique corner incident to the root half-edge and its distinguished side
is the root corner.
Note that an equivalent way to root a map is to choose for it a root corner and an
orientation of this corner: one can then define the root half-edge as the one lying to
the right of the root corner (viewed from the root vertex and according to the root
corner orientation). In this paper we will use both conventions depending on the
situation, and we will switch from one to the other without explicit mention.
On pictures, we will represent rooted maps by shading the root corner and by
indicating the side of the root half-edge that is incident to it. From now on, all
maps are rooted.
The type h(M) of a map M is the type of the underlying surface, that is to
say, the Euler characteristic of the surface is 2 − 2h(M). IfM is a map, we let
V (M), E(M) and F (M) be its sets of vertices, edges and faces. Their cardinali-
ties v(M), e(M) and f(M) satisfy the Euler formula:
(3) e(M) = v(M) + f(M)− 2 + 2h(M).
2.2. Representation of a unicellular map. Since unicellular maps play an impor-
tant role in this paper, we first spend some time discussing their basic properties,
and how to represent them in several ways.
Since by definition the unique face of a unicellular map is simply connected,
cutting the surface along the edges of a unicellular map with n edges gives rise to
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a polygon with 2n edge-sides (a 2n-gon). This polygon inherits a root corner from
the map, and can be oriented thanks to the distinguished side of the root half-edge.
Conversely, any unicellular map can be obtained from a rooted oriented 2n-gon,
by gluing edge-sides of the polygon by pairs. It is important to note that given two
edge-sides of a polygon, there are two ways of gluing them together:
• we call orientable gluing the identification of the edge-sides giving a topo-
logical cylinder; the corresponding edge in the map is called straight;
• we call non-orientable gluing the identification giving a Möbius band; the
corresponding edge in the map is called twisted.
Observe that, if the edge-sides of the rooted 2n-gon are oriented into a directed
cycle, then the orientable gluings (non-orientable, respectively) are the one for
which the two edge-sides glued together have opposite (the same) orientations
along the gluing. This corresponds to the fact that there are two kinds of edges
in the corresponding unicellular map: straight edges are characterized by the fact
that walking along the border of the map, we visit their two sides in opposite direc-
tion. On the contrary, the two sides of a twisted edge are visited twice in the same
direction when following the border of the map. Note that there is no standard
terminology for these two types of edges: for example, straight and twisted edges
are sometimes called two-way or one-way edges [BC11]. The set of the straight
(twisted, respectively) edges of a unicellular mapM will by denoted by Es(M)
(Et(M), respectively). It is easy to see thatM is orientable iff Et(M) = ∅.
LetM be a unicellular map and consider its underlying 2n-gon. If we number
the sides of the 2n-gon from 1 to 2n starting from the root corner and following its
orientation, thenM naturally induces a matching of the set [2n] := {1, 2, . . . , 2n}
(two edge-sides of the 2n-gon are matched if and only if they are glued together).
Clearly, the knowledge of that matching and of the set of edges that are twisted or
straight, is enough to reconstruct the polygon gluing, hence the map. Consequently,
there is a one-to-one correspondence between unicellular maps with n edges and
pairs of matchings P(Es(M)),P(Et(M)) such that:
• they match different points: ⋃P(Es(M)) ∩⋃P(Et(M)) = ∅;
• their union P(Es(M)) ∪ P(Et(M)) is a perfect matching of the set [2n].
See Figure 1 for an illustration.
2.3. Maps and bipartite quadrangulations. A quadrangulation is a map having
all faces of degree 4. A map is bipartite if its vertices can be colored in two colors
in such a way that adjacent vertices have different colors (say black and white). By
convention the color of the root vertex of a rooted bipartite map is always taken to
be black. We recall two standard results of graph and map theory:
• All planar quadrangulations are bipartite.
• For all n, v, f ≥ 1 and any surface S (orientable or not), there is a bijection
between maps on S with n edges, v vertices and f faces, and bipartite
quadrangulations on S with n faces, v black and f white vertices (and 2n
edges). Idem between rooted maps and rooted bipartite quadrangulations.
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Figure 1. (a): A unicellular non-orientable map drawn on a
Klein bottle N1 (the left side of the dotted square should be
glued to the right side, as well as bottom to top, as indicated
by arrows); (b): The same map represented as a polygon
with glued sides (orientable gluings are indicated by gray,
plain lines and non-orientable gluings are indicated by gray,
dotted lines). The corresponding sets of pairs are Es(M) =
{{1, 30}, {2, 29}, {3, 14}, {18, 27}, {23, 24}, {22, 21}, {16, 17},
{11, 12}}, and Et(M) = {{13, 26}, {10, 25}, {9, 20}, {8, 19}}.
The first result will not be used but is recalled to stress the fact that, a contrario,
a similar statement does not hold for quadrangulations of type h > 0: there exist
non-bipartite quadrangulations on any surface of positive type.
The second result is based on a classical construction that goes back to Tutte,
and which we now briefly recall. Given a mapM with black vertices, add a new
(white) vertex inside each face ofM, and link it by a new edge to all the corners
incident to that face. By construction, the map q obtained by keeping all (black
and white) vertices, and all the newly created edges, is a bipartite quadrangulation.
Conversely, given a bipartite quadrangulation q, add a diagonal between the two
black corners inside each face: then the set of black vertices, together with the
added diagonal edges, forms a map whose associated quadrangulation is q.
To get a correspondence in the rooted case, a rerooting convention must be cho-
sen: ifM has root half-edge e and root corner c, then let the root of q be the unique
half-edge of q that lies in the corner c and let the root corner of q be the unique cor-
ner of qwhere the half-edge e lies. An example of this correspondence is illustrated
on Figure 2. This correspondence is the reason why, although we concentrate in
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Figure 2. Tutte’s bijection between maps and bipartite quadran-
gulations. Left: a map of the Klein bottle N1: the left side of the
dotted square should be glued to the right side, as well as bottom
to top, as indicated by arrows. Center and Right: constructing the
associated bipartite quadrangulation. The root corner of the quad-
rangulation is shaded in the second step to help the reader visualize
the rooting convention.
the rest of this text on bipartite quadrangulations, our results have implications for
all maps.
3. THE BIJECTION
3.1. Statement of the main result. A unicellular mapM is called labeled if its
vertices are labeled by integers such that:
(1) the root vertex has label 1;
(2) if two vertices are linked by an edge, their label differ by at most 1.
If in addition we have:
(3) all the vertex labels are positive (that is, the root vertex has the minimum
label),
then the unicellular map is called well-labeled.
The main result of this paper is a bijection establishing the following result:
Theorem 3.1. For each surface S and integer n ≥ 1, there exists a bijection be-
tween the set of rooted bipartite quadrangulations on S with n faces, and the set of
well-labeled unicellular maps on S with n edges.
Moreover, if for a given bipartite quadrangulation we denote by Ni the set of
its vertices at distance i from the root vertex, and by E(Ni, Ni−1) the set of edges
between Ni and Ni−1, then the associated well-labeled unicellular map has |Ni|
vertices of label i and |E(Ni, Ni−1)| corners of label i.
It is easy to see, using Euler’s formula, that a quadrangulation of type h with n
faces (and 2n edges) has n+ 2− 2h vertices, hence n+ 1− 2h vertices different
from the root vertex. So the above statement is compatible with the fact that (by
Euler’s formula) a unicellular map of type h with n edges (and 2n corners) has
n+ 1− 2h vertices in total.
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As we will see, the above theorem easily implies the following variant, which
turns out to be easier to use for enumerative purposes:
Theorem 3.2. For each surface S and integer n ≥ 1, there exists a 2-to-1 corre-
spondence between the set of rooted bipartite quadrangulations on S with n faces
carrying a pointed vertex v0, and labeled unicellular maps on S with n edges.
Moreover, if for a given bipartite quadrangulation we denote by Ni the set of its
vertices at distance i from the vertex v0, and by E(Ni, Ni−1) the set of edges be-
tween Ni and Ni−1, then the associated labeled unicellular map has |Ni| vertices
of label i+ `min− 1 and |E(Ni, Ni−1)| corners of label i+ `min− 1, where `min
is the minimum vertex label in the unicellular map.
It is natural to ask (at least for readers familiar with the orientable case) if the
rooting in the last theorem is necessary, or if it is an artifact of our method. Indeed,
in the case of oriented surfaces, the Marcus-Schaeffer bijection in its purest form
is a bijection between unrooted bipartite quadrangulations with a pointed vertex
and unrooted labeled unicellular maps (by oriented we mean a surface which is
not only orientable, but in which an orientation has been fixed; maps are consid-
ered up to homeomorphisms preserving this orientation). The bijection preserves
the size of the automorphism group, which is why it extends to a correspondence
between rooted objects. We first observe that this property does not hold in the
case of general surfaces, and in fact it is already not true for orientable surfaces:
the numbers do not agree for n = 4, neither on the Klein bottle nor on the non-
oriented torus. However, one could ask the following question: is there, for any
surface, a bijection between unrooted bipartite quadrangulations with a pointed
vertex whose neighbourhood is oriented, and unrooted labeled one-face maps in
which the unique face is oriented? We have tried to enumerate the first cases on
the Klein bottle by hand, but even for n = 4 the numbers are big and it is easy to
make a mistake, so we prefer not to make any conjecture in general (this property
is true for orientable surfaces).
3.2. Digression: the dual exploration graph in the orientable case. The full
construction leading to Theorem 3.1 goes in two steps. First, one has to construct
what we call the dual exploration graph (DEG) and then use it to construct the
labeled unicellular map associated with a quadrangulation. This is different from
the classical presentation in the orientable case, in which one can construct the
labeled unicellular map directly, without mentioning the DEG, but where the DEG
then appears as a crucial tool of proof (see [MS01, CMS09] where a version of
the DEG appears, even if it is not given that name). For the convenience of the
reader, we will thus start by recalling the construction in the orientable case. This
should help motivating the general construction, given in Section 3.3, where the
DEG plays the most important role.
Fix a rooted bipartite quadrangulation q with n faces on an orientable surface
S, and let v0 be the root vertex of q. Note that S is globally oriented by the root
orientation of q. We start by labeling the vertices of q by their distance to v0.
Since q is bipartite, the labels at the extremities of each edge differ by exactly one.
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i− 1
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i
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i− 1 ii− 1
i i+1
Figure 3. The rules of the Marcus-Schaeffer bijection in the ori-
entable case. The rule in case (b) relies on the underlying orienta-
tion of the surface.
Therefore, the labels of corners on the border of a face form either a sequence of
the form (i − 1, i, i − 1, i) or of the form (i − 1, i, i + 1, i) for some i ≥ 1. To
construct the unicellular map Φ(q) associated with q, we add a new edge inside
each face of q, which connects the two corners of that face that have a vertex label
larger than their predecessor in clockwise direction around that face:
(a) in each face bordered by labels (i − 1, i, i − 1, i) for some i ≥ 1, the
resulting edge has label (i, i) (see Figure 3(a));
(b) in each face bordered by labels (i − 1, i, i + 1, i) for some i ≥ 1, the
resulting edge has label (i, i+ 1) (see Figure 3(b)).
Note that in case (a), we do not need the global orientation of S to specify which
edge we add, but in case (b), the construction relies on the notion of “clockwise
direction” along the face. This fact will create the main difficulty in extending the
construction to the non-orientable case.
We now sketch the main idea of Marcus and Schaeffer to prove that the graph
Φ(q) defined by the newly added edges on the vertex set V (q) \ {v0} is a one-face
map on S. It relies on an auxiliary graph that we call the dual exploration graph
(DEG). This graph is defined in the following way: we draw a new vertex inside
each face of the map q∪Φ(q) (the map consisting of the union of the quadrangula-
tion q and all the newly created edges) and we add one new edge going across each
edge of q as in Figure 4. Since every edge of q has extremities labeled by consec-
utive numbers, we can orient each edge of the DEG such that it passes through the
corresponding edge of q in a way that a vertex of greater label is lying on its right
side. By construction, the DEG contains a cycle that goes around the vertex v0.
i
i
i− 1
i− 1 ii− 1
i i+1
Figure 4. The DEG in the orientable case (blue edges)
This is, in fact, its only cycle: if one contracts the cycle going around v0 into a sin-
gle vertex, the DEG becomes a tree. To see this, one first notices that each vertex
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of the DEG has a unique outgoing edge: therefore any cycle of the DEG is an ori-
ented cycle. Then, one has to examine how labels vary locally along edges of the
DEG: we first observe from Figure 4 that the label present on the left of an oriented
edge can only decrease when walking on the DEG. This implies that all the labels
lying on the left side of each oriented cycle of the DEG are the same. By looking
at Figure 4 again, one deduces that any cycle in fact circles around a unique vertex,
and moreover this vertex has only neighbours of larger label. This implies that it is
the vertex v0. Finally, the fact that the contracted DEG is a tree implies that Φ(q) is
a unicellular map. Indeed, the complement S\Φ(q) is obtained by gluing triangles,
quadrangles, and digons along the tree-like structure of the contracted DEG, so it
is clearly a contractible cell complex. It is thus homeomorphic to a disk, which
shows that Φ(q) is a unicellular map.
Remark 1. At the suggestion of a referee, we add the following remark. In our dis-
cussion of the orientable case, we have focused on the forward Marcus-Schaeffer
bijection (from quadrangulations to one-face maps), on which it is clear that the
rules (Figure 3(b)) depend crucially on the orientation of the surface. The reader
familiar with the subject may argue that there is no such obvious objection for the
backwards Marcus-Schaeffer construction (from one-face maps to quadrangula-
tions) to be applied on a non-orientable surface S. Recall that, in this construction,
one makes the tour around a well-labelled unicellular map on S and links each cor-
ner of label i to the last visited corner of label i − 1 (or to a central vertex v0 if
i = 1), thus reconstructing the quadrangulation. This procedure can, indeed, be
applied if the surface S is not orientable. However, it is easy to see that it does not
always construct a quadrangulation: at the end of the construction, a twisted edge
of the original one-face map whose endpoints have labels of the form (i, i+ 1) lies
either inside a digon (if the endpoint of label i is visited before the other one) or an
hexagon (surrounded by corners of labels (i, i− 1, i, i+ 1, i, i− 1)).
To conclude this digression on the orientable case, we emphasize once again that
the Marcus-Schaeffer rule in case (b) relies on the existence of a global orientation.
This orientation also induces the orientation of the edges of the DEG. In the general
case, we will need to replace this global orientation by a local one that will be
constructed recursively. To do that, we will in fact construct first the DEG, and
only in the end construct the associated unicellular map.
The DEG will be constructed by first drawing the cycle around the vertex v0,
and then adding recursively oriented edges crossing edges of q with label (i, i+1),
by increasing value of i. The rules will be chosen carefully in a way that at the end,
the configuration of oriented edges in each face of q looks locally as in Figure 4
(and that in the orientable case we recover DEG used by Marcus and Schaeffer).
Moreover, by construction, our DEG will be a forest of trees attached to a unique
cycle around v0, which will guarantee that the corresponding graph obtained by
inserting new edges as in Figure 4 is a unicellular map. We are now going to
describe this construction in detail.
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We end here the digression on the orientable case: from now on,
surfaces can be orientable or not.
3.3. From quadrangulations to well-labeled unicellular maps.
3.3.1. Constructing the dual exploration graph ∇(q). Let q be a rooted quadran-
gulation on a surface, and let v0 be the root vertex of q. In this subsection we
describe how to draw a directed graph ∇(q) on the same surface. To distinguish
vertices, edges, etc. of the quadrangulation and of the new graph we will say that
the vertices, edges, etc. of the graph∇(q) are blue, while those of q are black.
• Step 0–a (Labeling). We label the vertices of q according to their distance from
the root vertex v0. Note that this also induces a labeling of the corners (the label
of a corner is the label of the unique vertex it is incident to). Recall that since q is
bipartite the extremities of each edge have labels that differ by one, so that faces
are either of type (i− 1, i, i− 1, i) or of type (i− 1, i, i+ 1, i) for i ≥ 1, where the
type of a face is the sequence of its corner labels. An edge of q whose extremities
are labeled by i and i+ 1 is said to be of label i.
Our goal is to draw a blue graph in such a way that at the end of the construction,
each edge of the quadrangulation q is crossed by exactly one blue edge. We intro-
duce some terminology: edges of q that are not crossed by a blue edge are called
free, and the label of a blue edge is the label of the unique edge of q it crosses.
We are going to construct the blue edges (and thus the graph∇(q)) by increasing
label. We start by drawing edges of label 0:
• Step 0–b (Initialization). We add a new blue vertex in each corner labeled by
0 and we connect them by a cycle of blue edges around the root vertex v0 as on
Figure 5. We orient this cycle in such a way that it is oriented from the root half-
edge to the root corner. There is a unique vertex of the blue graph lying in the root
corner of q, and this vertex has a unique corner that is separated from v0 by the blue
cycle. We declare that corner to be the last visited corner (LVC) of the construction
and we equip it with the orientation inherited from the one of the cycle (the LVC
will be dynamically updated in the sequel). We set i := 1 and we continue.
v0
LVC = root corner
of q
Figure 5. Step 0–b
We now proceed with the inductive part of the construction.
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• Step 1 (Choosing where to start). If there are no more free edges in q, we stop.
Otherwise, we perform the tour of the blue graph, starting from the LVC. We stop
as soon as we visit a face F of q having the following properties: F is of type
(i − 1, i, i + 1, i), and F has exactly one blue vertex already placed inside it.
Proposition 3.3 below ensures that such a face always exists.
If the face F is incident to only one free edge, we let e be that edge. If not, let u
be the blue vertex already contained in the face F . Lemma 3.4 below ensures that
u is incident to two blue edges of label (i − 1), one incoming and one outgoing.
We use these two oriented edges to define an orientation of F by saying that they
turn counterclockwise around the corner of label (i− 1). We then let e be the first
edge of label i encountered clockwise around F after that corner. One can sum up
the choice of the edge e with Figure 6 below that, by Lemma 3.4 below, covers all
the possible cases:
i
i
i+1
i− 1
i
i
i+1
i− 1
or
ee
u
i
i
i+1
i− 1
e or
Figure 6. The face F and the edge e selected by Step 1.
• Step 2 (Attaching a new branch of blue edges labeled by i starting across e).
We draw a new blue vertex v in the unique corner of F delimited by e and its
neighboring edge of label i − 1, and we let a be the vertex of q incident to this
corner. We now start drawing a path of directed blue edges starting from v as
follows: we cross e with a blue edge leaving the face F , thus entering a face F ′. If
F ′ contains a corner of label (i−1), we attach the new blue edge to the blue vertex
lying in that corner (Lemma 3.4 ensures that this blue vertex exists1). If not, then
we continue recursively drawing a path of new blue vertices and new blue edges
turning around a, as on Figure 7 below, until we reach a face containing a corner
of label i − 1, and we finish by attaching the path to the blue vertex lying in that
corner. We define the LVC as the corner lying to the right of the last directed blue
edge we have drawn, in the local orientation defined by the fact that the path just
drawn turns counterclockwise around a, see Figure 7.
• Step 3 (Induction). If there are no more free edges of label i in q, we set i := i+1,
otherwise we let i unchanged. We then go back to Step 1 and continue.
• Termination. We let ∇(q) be the blue embedded graph on S obtained at the end
of the construction.
See Figure 8 page 17 for a full example of the construction on the Klein bottle.
1indeed, since face F ′ is of type (i− 1, i, i+ 1, i) and edges of q labeled by i− 1 were already
crossed, this means that just before crossing the edge e the face F ′ was of kind (b), (c), or (d) from
Lemma 3.4(B) – in fact only (b) or (d) are possible although we do not need this observation here.
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i+1
i+1
i− 1 LVC
ei i+1
v
F
a
Figure 7. Step 2
Remark 2. Note that if the quadrangulation q is orientable then in all steps of the
construction we draw each oriented edge of the DEG in a way that when it crosses
an edge of q with label (i, i+1), it has the vertex with smaller label on its left. Thus
we recover the DEG defined by Marcus and Schaeffer in their original construction
for the orientable quadrangulations (see Section 3.2).
Proposition 3.3. The construction of∇(q) is well-defined.
In order to prove Proposition 3.3, we first establish some invariants of the con-
struction:
Lemma 3.4. The following properties remain true during the construction:
(A) The graph∇(q) is formed by a directed cycle on which trees are attached.
Those trees are oriented towards the cycle.
(B) For i ≥ 1, each face F of q of type (i− 1, i, i+ 1, i) can be of five kinds:
(a) there is no blue vertex inside F ;
(b) there is one blue vertex of degree 2 inside F ;
(c) there is one blue vertex of degree 3 inside F ;
(d) there are two blue vertices in F , of respective degrees 1 and 2;
(e) there are two blue vertices in F , of respective degrees 1 and 3;
Moreover, in each case, the blue vertices and edges inside F are placed
and oriented as on one of the following figures (up to reflection):
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i
i
i+1
i− 1
i
i
i+1
i− 1
i
i
i+1
i− 1
i
i
i+1
i− 1
i
i
i+1
i− 1
(a) (b) (c)
(d) (e)
i
i
i+1
i− 1
or
i
i
i+1
i− 1
or
Proof. The blue graph is constructed by attaching recursively oriented blue di-
rected paths of edges to the existing graph. Since after Step 0–b the blue graph is a
directed cycle, Property (A) is clear by induction.
Property (B) is also ensured by induction. First, it is true after Step 0–b since
at this point all faces of type (0, 1, 2, 1) are of kind (b). We now check that the
property is preserved each time we add a new blue edge. There are two ways of
adding a new blue edge to a face F of type (i − 1, i, i + 1, i). The first one is to
start drawing a new path of edges in Step 2, starting from a new vertex of degree 1
in F . In this case, by requirement of the algorithm, F has to be of kind (b) or (c),
and it becomes of kind (d) or (e) after drawing the blue edge. The other way is to
visit F while drawing a path of blue edges turning around a vertex in Step 2. In
this case, if F is of kind (a), we continue turning around the vertex of label i − 1,
adding a blue vertex of degree 2, and F becomes of kind (b). If F is of kind (b) or
(d), by construction we attach the current path of edges to the blue vertex of degree
2 in F , and F becomes of kind (c) or (e), respectively.
It remains to check that when we perform Step 2 of the construction, we never
enter a face of kind (c). This is the case since, by construction of the algorithm,
each time we create a face F of kind (c), we immediately go back to Step 1, and,
since F contains the LVC, we add a new vertex of degree 1 inside F , thus trans-
forming it into a face of kind (e)

Proof of Proposition 3.3.
•We first prove that during Step 1 of the construction, we always succeed in finding
a face with the wanted properties.
First, we claim that if there are still free edges of label i in q, then at least one
of them is incident to a face of minimum label i− 1. Indeed, assume the contrary.
Let e be a free edge of q of label i and let a be the endpoint of label i of e. Let
e = e0, e1, . . . , er (with r ≥ 1) be the sequence of edges encountered clockwise
around a (in some conventional orientation) starting from e, where er is the first
edge clockwise after e having label i− 1, as on the leftmost picture below:
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er−1e
eri
i+1
i+1
i+1
i+1
i− 1
e1
e2
er−1e
eri
i+1
i+1
i+1
i+1
i− 1
e1
e2
a a
Note that er exists since a must be incident to a vertex of label i − 1 (since there
is a geodesic going from a to v0). The edge er−1 has label i and is incident to a
face of minimum label i− 1, so by the assumption we have made, er−1 is crossed
by a blue edge. But according to the construction rules, this blue edge is part of
a path of edges labeled by i turning around the vertex a, and originating in a face
containing a corner of label (i − 1). This path must cross the edge e (although
we do not know in which direction), as on the rightmost picture above. This is a
contradiction and proves the claim.
We now claim that, if there are no more free edges of label less than i in q but if
there are still free edges of label i, then there is at least one free edge of label i that
is incident to a face of type (i − 1, i, i + 1, i) containing exactly one blue vertex,
i.e., a face of kind (b) or (c) with the notation of Lemma 3.4. The integer i ≥ 1
being fixed, consider the set F of all faces of q having type (i− 1, i, i+ 1, i). Each
time we go through Step 2 of the construction, we add one blue vertex of degree 1
in one of the faces in F , and we increase the degree of a vertex of degree 2 by
attaching the current path to it. Therefore, among all blue vertices lying inside the
faces of F , there are as many vertices of degree 1 as of degree 3. This implies that,
after performing Step 2, there are as many faces of kind (c) as of kind (d) in F .
Therefore it is not possible that all faces in F are of kind (d), and since there are
free edges of label i remaining, we know by the previous paragraph that they are
not all of kind (e). Moreover, since by assumption there are no more free edges of
label (i − 1), there are no faces of kind (a) in F , so there is at least one face in F
that is of kind (b) or (c).
This is enough to conclude that Step 1 of the algorithm always succeeds, since a
face of kind (b) or (c) is necessarily visited when one performs the tour of the blue
graph (since the blue graph intersects such faces).
• To complete the proof, it is enough to check that all the assumptions made on
the position of blue vertices and edges encountered in the faces visited during the
choice of the edge e in Step 1 and during Step 2 are valid. This is ensured by
Lemma 3.4. 
Remark 3. There are several places in the construction of∇(q) where the rules we
chose may seem arbitrary, and indeed other choices could have been made, leading
to a different but equally valid construction. For example, in Step 1, although it
is crucial to choose for F a face of type (i − 1, i, i + 1, i) containing exactly one
blue vertex, there is no particular reason to pick the first encountered such face
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Figure 8. Left: A rooted quadrangulation q on the Klein bottleN1
(on this picture the left side of the dotted rectangle should be glued
to the right side, as well as bottom to top, as indicated by arrows).
Right: The associated dual exploration graph ∇(q) is depicted in
blue. To help the reader visualize the construction, we have num-
bered the blue edges appearing after Step 0–b by a, b, . . . , z in
their order of appearance in the construction. We have not indi-
cated the orientation of these edges, to make the picture lighter.
around the blue graph starting from the LVC. Any other canonical choice that uses
only the one-neighborhood of the already constructed blue graph would have been
equally efficient, provided it satisfies the property needed to make the last argument
in the proof of Lemma 3.4 work (namely that after creating a face of kind (c) we
immediately reselect that face for the next round of the construction). We made
this choice because it is easily described. Similarly, in Step 1, the way we chose
to break the tie in the case where F contains two free edges could be replaced by
some other convention. In the same vein, the initial choice of the LVC in Step 0–b
may influence the construction, and the way we chose it (which is arguably the
most natural one) could be replaced by some other convention. However, now that
these conventional choices have been made, we will work with them in the sequel,
and in particular we will make consistent choices in the construction of the inverse
bijection.
3.3.2. Constructing the labeled unicellular map Φ(q). Let as before q be a rooted
quadrangulation on a surface S, and v0 be its root vertex. We construct the dual
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exploration graph ∇(q) as in the previous subsection, and as before we call its
edges blue. By construction, each edge of q is crossed by exactly one blue edge of
∇(q), and therefore Lemma 3.4 implies that at the end of the construction, all the
faces of q are of one of the following types for i ≥ 1, up to reflection (we forget
orientation of blue edges in this picture as there are irrelevant for our purpose):
i
i
i+1
i− 1
or
i
i
i− 1
i− 1
We now add one red edge in each face of q according to the rule of Figure 9.
ii− 1 i− 1
i− 1
i
ii i+1
Figure 9. Constructing the unicellular map Φ(q) from the DEG∇(q).
We let Φ(q) be the map on S consisting of all the red edges, and of all the vertices
of q except v0. We declare the root corner of Φ(q) to be the unique corner of label 1
of Φ(q) incident to the root edge of q, and we equip it with the local orientation
inherited from the one of the root corner of q along its root edge. Figure 10 gives
an example of the construction.
Lemma 3.5. Φ(q) is a well-defined well-labeled unicellular map.
Proof. We first notice that H = S \ Φ(q) is homeomorphic to a disk. Indeed, the
dual exploration graph ∇(q) goes through any face of H . From this it is easy to
see that any loop in H can be retracted to a point along the tree-like structure of
∇(q). This proves both that Φ(q) is connected, that it is a valid map on S, and that
it has only one face.
It remains to check that the labeling of vertices makes Φ(q) a valid well-labeled
unicellular map. First, it is clear by construction that the label of the root vertex
is 1, and that all labels in Φ(q) are at least 1. Moreover, by construction, any two
vertices of Φ(q) that are linked by an edge have labels differing by ±1 or 0, so
there is nothing more to prove. 
3.4. Fromwell-labeled unicellularmaps to quadrangulations. We now describe
the reverse construction. We let u be a rooted well-labeled unicellular map with n
edges on a surface S. From u we are going to reconstruct simultaneously two
graphs: the quadrangulation q associated with u, and the dual exploration graph
∇(q). In order to distinguish between those three graphs we will refer to edges of
the unicellular map, of the quadrangulation, and of the dual exploration graph as
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Figure 10. Construction (red, fat, edges) of the labeled unicellular
map Φ(q) associated with the bipartite quadrangulation of Fig-
ure 8.
red, black, and blue, respectively. Vertices of the dual exploration graph will also
be referred to as blue. Black edges will also be referred to as internal edges.
The construction goes in several steps that reproduce the steps of the construc-
tion of∇(q). To facilitate this analogy we use a consistent numbering, for example
Step R0 here is the analog of Step 0–a and Step 0–b in Section 3.3 (the letter “R”
is for “reverse”).
• Step R0 (Initialization). Let us consider the representation of u as a labeled 2n-
gon with identified pairs of edges as in Section 2.2 (we denote by p the associated
2n-gon and by Es(u) and Et(u) the associated sets of pairs). We draw a vertex w0
labeled by 0 inside our polygon p and we connect each corner of p labeled by 1 to
w0 by a new (black) edge. In this way we dissect the polygon into k1 areas, where
k1 is the number of corners of u labeled by 1. In each such area we now draw
one blue vertex and we connect them by a directed (counterclockwise) blue loop
encircling w0. There is a unique internal edge incident to the root corner of p, and
a unique blue edge crossing it. We declare the blue corner lying at the extremity
of that edge (and exterior to the cycle) to be the last visited corner (LVC) of the
construction. We set i := 1 and we continue.
We now proceed with the inductive step of the construction. We are going to
construct simultaneously and recursively a planar graph Ψ(u) drawn in p and a
blue directed graph ∆(u) drawn in p. The vertices of that planar graph will be
V (p)∪w0 and its edges (called internal edges because they are lying in the interior
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w0
LVC
p
1
1
1
1
= root corner of p
(i.e. of u)
Figure 11. Step R0
of p) will have the property that each vertex w ∈ V (p) ∪ w0 labeled by i will be
connected to a unique vertexw′ ∈ V (p)∪w0 labeled by i−1. Let us stress here the
fact that V (p) denotes the vertices of the polygon p itself and that this notation does
not take into account the subsequent identifications among those vertices given by
the unicellular map structure of u.
A property of our construction is that each time we draw an edge of Ψ(u), we
draw at the same time a blue directed edge of ∆(u) passing through it. As in Sec-
tion 3.3 we define the label of a blue edge as the minimum of labels of endpoints
of the black edge it crosses. The graph Ψ(u) dissects the polygon p into several re-
gions, and in the sequel we use the word area (rather than face, or domain) to refer
to these regions. Induction (Proposition 3.6 below) ensures that in each area there
is exactly one blue vertex v, which has exactly one outgoing blue edge, and the
number of the blue edges attached to v is equal to the number of the correspond-
ing internal edges lying on the boundary of that area, with multiplicity. Moreover,
those areas have one of three possible types, see Figure 12:
(T1) the border of the area A consists of exactly two edges: one edge e with end-
points labeled by i and i − 1 belonging to the boundary of p and one internal
edge connecting the endpoints of e. In that area there is exactly one outgoing
blue edge labeled by i− 1 and no incoming blue edges (see Figure 12(a));
(T2) the border of the area A consists of a piece x of the boundary of p with end-
points labeled by i (all the vertices between those endpoints, if any, being la-
beled by integers strictly greater than i) and exactly two internal edges which
connect the two endpoints of x to some vertex labeled by i − 1. In that area
there are exactly one outgoing and one incoming blue edges labeled by i − 1
that define an orientation of the area A (see Figure 12(b));
(T3) the border of the area A consists of exactly four edges: one edge e with end-
points labeled by i+ 1 and i belonging to the boundary of p and three internal
edges such that the border of A is labeled by a cycle (i+ 1, i, i− 1, i). In that
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area there are exactly two incoming blue edges labeled by i and i− 1 and one
outgoing blue edge labeled by i− 1 (see Figure 12(c)).
i + 1
i
(a)
Type
(T1)
}> i
i
i− 1
i
(b) Type (T2)
i + 1
i
i− 1
i
i
or i + 1
i− 1
i
(c) Type (T3)
Figure 12. The three possible types of areas appearing during the
construction of Ψ(u) and ∆(u) (up to reflection).
• Step R1 (Choosing in which face to start, and through which edge). If there are
no vertices of label i + 1 in p, go to the termination step. Otherwise, walk along
the blue graph, starting from the LVC, thus visiting some areas. We let F be the
first visited area having the following properties:
• The minimum corner label in F is i− 1.
• F is of type (T2) or (T3).
• If F is of type (T3), let e be the unique (red) edge of p bordering F . If F is
of type (T2), let e be the last (red) edge of p bordering F having extremities
labeled i, i+ 1, in the counterclockwise orientation induced by the blue graph
on F (see Figure 13 below). Let e˜ be the unique edge of p that is matched
with e in the unicellular map structure inherited from u, and let F˜ be the area
containing e˜. Then F˜ is of type (T2).
Proposition 3.6 below ensures that such an area F always exists.
i− 1
i
i
i + 1
i + 1e
ei
i + 1
i
i− 1
i i + 1
i
i− 1
eor orF F F
e˜
F˜ : type T2
and
Figure 13. Step R1
• Step R2 (Constructing a path of edges labeled by i). We let F, e, e˜ and F˜ be
defined as above. We let v be the vertex of p of label i incident to e˜, and we
link v by new internal edges to all the corners of F˜ having label i + 1, without
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crossing any existing blue edge. We thus subdivide F˜ into several new areas. We let
f1, f2, . . . , fk be these areas, starting from the one incident to e˜, turning around v.
Then fk contains a unique blue vertex of degree 2, call it vk. We now add a new
blue vertex vi in each area fi for 1 ≤ i ≤ k − 1, and we connect the vertices
v1, v2, . . . , vk by a blue directed path as on the following figure:
i
F˜
i + 1
i + 1i + 1
i− 1
i
e˜
i + 1fk
fk−1
f2
f3
f1
vk
vk−1 v3
LVC
v
Figure 14. Step R2
We declare the corner of vk incident to the last drawn blue edge and exterior to v
to be the last visited corner (LVC) as on Figure 14.
• Step R3 (Induction). If each vertex of label i+1 of p is linked to an internal edge,
we set i := i + 1, otherwise we let i unchanged. We then go back to Step R1 and
continue.
• Termination. We perform the identifications of edges of p according to the unicel-
lular map structure of u, thus reconstructing the surface S. We call Λ(u) the map
on S consisting of all the internal edges, with vertex set V (u) ∪ {w0}.
Figure 15 gives an example of the construction.
Proposition 3.6. The map Λ(u) is a well-defined bipartite quadrangulation.
In order to prove Proposition 3.6, we first establish some properties of the con-
struction. First, we introduce some helpful terminology. If F is an area of type
(T2) or (T3), we note e = e(F ) for the edge defined as in Figure 13. We let e˜(F )
be the edge matched with e(F ) in u, and we let F˜ be the area containing e˜(F ). We
say that F˜ is the coarea of F and that its type ((T1),(T2) or (T3)) is the cotype of
F .
Lemma 3.7. The following properties hold true:
(1) After any step of the reverse construction each area of type (T3) has co-
type (T1) except, possibly, the last area created, and then the only possible
cotypes are (T1) and (T2);
(2) After any step of the reverse construction the number N of areas of type
(T2) and cotype (T1) is 0 or 1.
Proof. Both properties will be proved by induction.
(1) In order to prove Lemma 3.7–(1) we assume that we just constructed an area F
of type (T3) in Step R2, by subdividing a larger area F ′ of type (T2) into smaller
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Figure 15. Left: A labeled unicellular map u on the Klein bottle
(the root corner is indicated in green). Right: The same unicellu-
lar map displayed as a polygon, and the construction of the asso-
ciated quadrangulation (black edges). To help the reader visualize
the construction, blue edges added after Step R0 have been num-
bered a, b, . . . , z in their order of appearance in the construction.
To make the picture lighter we have not drawn the orientation of
the blue edges (they are all oriented towards the inner blue cycle,
which is oriented counterclockwise).
areas (this is the only possible way for creating an area of type (T3)), and we
examine the next step of the construction. If the cotype of F is (T3) then its coarea
F˜ was of cotype (T2) in the previous step of the construction, and by induction
hypothesis it was the last created area. This leads to a contradiction: indeed, the
construction rules imply that in Step R2 following the creation of the area F˜ , we
subdivide F ′ in a way that the edge e˜(e(F˜ )) = e(F ) (we recall that e˜(e(F˜ )) is
by definition the edge matched with e(F˜ ) in u, that e(F˜ ) is the edge defined as
in Figure 13 for the area F˜ of type (T2) or (T3), and that F˜ is defined as the coarea
of F ; the fact that e˜(e(F˜ )) = e(F ) is a simple observation) belongs to an area of
type (T1). This contradicts our assumption that F , which contains e(F ), is of type
(T3). Therefore there remains two possible situations:
• The cotype of area F is (T1) (in which case Lemma 3.7–(1) holds true);
• The cotype of area F is (T2). Then in the next step of the construction
(Step R1) we select the area F and we perform Step R2 to subdivide F˜
into smaller areas in a way that e˜(F ) belongs to an area of type (T1) (after
the subdivision). After this step the cotype of F is (T1), which finishes the
proof of the inductive step.
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(2) In order to prove Lemma 3.7–(2) we observe first that after Step R0 we have
N = 0 since there are no areas of type (T1). We now look how N is modified
in each round of the construction. Let us assume that we are going to create an
internal edge labeled by i by applying Step R2. There are two possible situations:
• If the area F selected in Step R1 is of type (T3), we continue in Step R2
by subdividing its coarea F˜ into one area of type (T1) (that becomes the
coarea of F ), one area of type (T3), and possibly some new areas of type
(T2). Since the smallest corner label inside these new areas of type (T2)
is i, their cotypes are different from (T1), because no internal edge labeled
by i+ 1 exists yet. Therefore N stays constant during this process.
• If the area F selected in Step R1 is of type (T2), there are two possibilities.
Either we have not drawn yet any internal edge of label i, in which case we
have N = 0 by construction, or we have already drawn such an edge, in
which case the last created area in the execution of the algorithm (Step R2)
was an area G of type (T3) and minimum label i − 1. Since G 6= F this
means thatG was not selected in the Step R1 following its creation, and by
the rules of Step R1 this means that its cotype is not (T2). By Lemma 3.7–
(1) this implies that G has cotype (T1). This means that in Step R2 during
which G was created by subdividing a larger area G′ of type (T2), the area
G′ had cotype (T1). Hence, by induction, at that time we had N = 1 and
G′ was the unique area contributing toN . Therefore right after subdividing
G′ and creating G we had N = 0, so after subdividing F˜ the number N is
at most 1, which finishes the proof of the inductive step.

Proof of Proposition 3.6. • First, the fact that during the construction, all areas
remain of type (T1), (T2) and (T3) is clear by induction, since in Step R2 all newly
created areas are of this type (the area f1 is of type (T1), f2, f2, . . . , fk−1 are of
type (T2), and fk is of type (T3)), and this is the only step in which new areas are
created.
• We now check that Step R1 is always successful in finding a face F with the
desired properties. Assume that, at some point of the execution of the algorithm,
each vertex of p labeled by i is connected to at least one internal edge and that there
is still at least one vertex of p of label i+1 that is not connected to an internal edge.
Let v be such a vertex and let F be the area that v belongs to. Then F is of type
(T2).
We first note that if F has cotype (T2), then we are done since F is a valid
choice. Moreover, if F has cotype (T3), its coarea F˜ is a valid choice and we are
done too. So we now assume that F has cotype (T1). By Lemma 3.7–(2) F is the
only area of type (T2) and cotype (T1). Let e = e(F ) ∈ p and let e′ be the other
edge of p bordering F of minimum label i. Let F˜ ′ be the area containing the edge
e˜′ matched with e′ in u. We distinguish cases according to the type of F˜ ′:
• We first claim that F˜ ′ cannot be of type (T1). Indeed observe that e′ is
the first edge of p bordering F having extremities labeled i, i + 1, in the
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counterclockwise orientation induced by the blue graph on F . But in the
construction rules, an area of type (T1) can be constructed only as the
coarea of some area G matched to the last edge of p bordering G having
extremities labeled i, i+ 1, in the counterclockwise orientation induced by
the blue graph on G.
• If F˜ ′ is of type (T3), we are done since F˜ ′ is a valid choice.
• If F˜ ′ is of type (T2), by Lemma 3.7–(2) we know that F˜ ′ has cotype (T2)
or (T3). In the first case F˜ ′ is a valid choice, and in the second case its
coarea is one.
This concludes the proof that all the operations in Step R1 are well defined and
that we always succeed in selecting a valid area. Since all the operations made in
Step R2 rely only on the assumption that F˜ has type (T2), there is nothing more to
prove and we conclude that the construction of ∆(u) and Ψ(u) is well-defined.
• It remains to prove that Λ(u) is a bipartite quadrangulation on S. First, note that in
the end of the construction all the areas of type (T2) have degree three (since all the
vertices of p are connected to an internal edge). Moreover, by Lemma 3.7–(1), each
area of type (T3) has cotype (T1), and because in each Step R2 exactly one area
of type (T1), and exactly one area of type (T3) are created, the numbers of areas
of type (T1) and (T3) are the same. Therefore the embedded graph Λ(u) defined
by the drawing of internal edges on the surface S decomposes S into two kind of
components: faces obtained by gluing two areas of type (T2) and degree 3 along
their red edge; and faces obtained by gluing an area of type (T3) and an area of type
(T1) along their red edge, as on Figure 16 below. In both cases these components
are quadrangles, which proves both that Λ(u) is a well-defined map on S (i.e., it
provides a cellular decomposition), and that it is a quadrangulation. Finally, the
fact that Λ(u) is bipartite is clear since internal edges always link vertices whose
labels have a different parity. 
(T1)
(T3)
i i + 1
ii− 1
(T1)
(T3)
i + 1 i
i− 1i
i + 1 i + 1
(T2)
(T2)
i i + 1 i + 1 i
i + 1 i + 1
i
i
Figure 16. Possible faces in Λ(u) (up to reflection). Each of them
is obtained by gluing together two areas (delimited by the planar
graph Ψ(u) in p) along an edge-identification given by the match-
ing structure of u.
We conclude this section with two important observations. By construction, the
vertex-set of the quadrangulation q = Λ(u) is V (u) ∪ {v0}. Thus we can define
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the label of a vertex of q different from v0 as its label in u, and define the label of
v0 as 0. We have:
Lemma 3.8. The label of a vertex in V (u) ∪ {v0} is equal to its distance to v0 in
the quadrangulation Λ(u).
Proof. Just note that each vertex of label i ≥ 1 is linked by an internal edge to at
least one vertex of label i − 1, and to no vertex of label less that i − 1. So the
statement follows by induction on i. 
Moreover, let dq(v, w) denote the distance in q between two vertices v, w ∈
V (q). For any corner c in u labeled by i > 1 there exists a unique corner succ(c)
in u labeled by i−1 and a unique internal edge c→ succ(c) that connects these two
corners (constructed in Step R2). In particular, for any corner c in u labeled by i ≥
1 there exists a geodesic in q between the vertex v(c) incident to the corner c and
the vertex v0 given by c→ succ(c)→ succ2(c)→ · · · → succi−1(c)→ v0, where
succi−1(c) → v0 is the unique internal edge connecting the corner succi−1(c) la-
beled by 1 to the vertex v0. We call it simple geodesic. Let c1, c2 be two corners of
u and let [c1, c2] be the set of all visited corners during the walk along the boundary
of the unique face of u starting from c1 and finishing in c2. The following obser-
vation has been communicated to us by Bettinelli [Bet14] (with a slightly different
proof). It will not be used in the present paper, but it will be crucial in studying the
convergence of the random quadrangulations in our forthcoming paper [BCD]:
Lemma 3.9. For any two corners c1, c2 of u the following inequality holds:
dq(v(c1), v(c2)) ≤ `(c1)+`(c2)−2
(
max
(
min
x∈[c1,c2]
(`(x)), min
x∈[c2,c1]
(`(x))
)
− 1
)
,
where v(ci) denotes the unique vertex of q incident to ci and `(ci) denotes the label
of ci.
Proof. Let l := max
(
minx∈[c1,c2](`(x)),minx∈[c2,c1](`(x))
)
. We claim that
(4) succ`(c1)−l+1(c1) = succ`(c2)−l+1(c2).
This will finish the proof since
c1 → succ(c1)→ · · · → succ`(c1)−l+1(c1) =
= succ`(c2)−l+1(c2)→ succ`(c2)−l(c2)→ · · · → succ(c2)→ c2
is a path between v(c1) and v(c2) of length
(`(c1)− l + 1) + (`(c2)− l + 1) = `(c1) + `(c2)− 2(l − 1).
Now, notice that any simple geodesic has the following property. If c1 and c2
are two corners of u with the same label i ≥ 1, and all the corners in the open
interval (c1, c2) have labels strictly greater than i, then there exists a corner c such
that either c = c1 or c = c2 and such that any simple geodesic passing through
(c1, c2) has to pass through c. It is a straightforward consequence of the Step R2,
see Figure 14.
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Without loss of generality, we can assume that the label l is realized by some
corner x lying in the segment [c1, c2] and that l > 1 (if l = 1, then the lemma
holds true trivially). Let x1 be the last corner in [c2, c1] of label l − 1 and let x2
be the first corner in [c2, c1] of label l − 1 (note that x1 and x2 are well defined,
because the minimum label in [c2, c1] is 1 since u is well-labelled, and 1 < l by
assumption). Then all the corners of the open interval (x1, x2) have labels at least
l, and the interval [c1, c2] is contained in the interval (x1, x2). Thus, from the above
observation, there exists a corner x such that either x = x1 or x = x2, and such
that both simple geodesics from c1, and from c2 are passing through x. But this is
exactly what we wanted to prove, namely (4) holds true. 
Remark 4. An anonymous referee asked about the algorithmic complexity of our
bijection. Clearly, the construction of Φ(q) from q can be done in timeO(n2) since
there are at most n iterations of the main loop of the algorithm, and since Step 1
can a priori take timeO(n) (indeed, one could have to follow the whole tour of the
DEG before finding the desired face). In fact, using appropriate data structures, the
complexity can be made linear (or quasilinear if one takes into account pointing
and addressing operations). A way to achieve this is to maintain three cyclic lists
of corners: the list L of all corners of the DEG in the order they are visited when
walking along the DEG, together with the position of the LVC in that cyclic list;
and for  ∈ {0, 1}, the list L which is the sublist of the previous one consisting
of corners of the DEG that belong to a face of type (i′ − 1, i′, i′ + 1, i′) such that
there is a unique blue vertex in that face, where i′ = i +  and i is the running
variable of the algorithm. In other words, L0 lists corners that belong to a face
that has the desired property to be selected at Step 1 of the algorithm, and L1 lists
corners that may have this property after we increment i by one. We also need to
remember the position of the LVC in these lists. Assuming we have this data, the
cost of finding the desired face in Step 1 takes constant-time: one just has to look
at the next position in the list L0. There is a cost, however, in maintaining these
three lists, since everytime we add a blue branch of edges in Step 2, we add some
new corners to the tour – thus changing the list L, and we may change the status
of some of the faces – thus changing the lists L0 and L1. However, over the whole
execution of the algorithm, since each corner of the DEG is added at most once
to each list, and since the status of each face is updated at most 3 times, the total
cost of these maintaining operations is linear (assuming that all access and pointing
operations are done in constant time). Finally, when we finish the main loop of the
algorithm and we update the value i to i + 1, we also have to update L0 and L1,
which is easy to do in constant time by setting L0 := L1 and L1 := ∅. A similar
construction shows that Λ(u) can also be computed in linear time.
3.5. Bijection. We are now ready to prove Theorem 3.1, in the following, more
precise, form.
Theorem 3.10. For each n ≥ 1 and each surface S, the mapping Φ and Λ are
inverse bijections between the set of rooted bipartite quadrangulations on S with n
faces and the set of rooted well-labeled unicellular maps on S with n edges.
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Proof. First, we have already proved that Φ and Λ are well-defined mappings be-
tween the two sets in question.
Before we prove that for any well-labeled unicellular map u one has Φ(q) = u
where q = Λ(u), and for any rooted bipartite quadrangulation q one has Λ(u) = q
where u = Φ(q), we make the following observation. Note that by Lemma 3.8 all
the notions of labelings used in the different constructions are the same. Moreover,
by comparing Figure 9 and Figure 16, we note that the relative position of the blue
and black edges in both the forward and reverse construction are the same, and
moreover, they force the position of red edges. So in order to prove that Φ(q) = u
where q = Λ(u) (and, similarly, to prove that Λ(u) = q where u = Φ(q)) it suffices
to prove that the two blue graphs coincide, more precisely that∇(q) = ∆(u).
We will give a detailed proof in the first direction (starting from a well-labeled
unicellular map u and q = Λ(u)). The proof of the other direction (when q is a
bipartite quadrangulation and u = Φ(q)) is very similar and will be given with
slightly less details.
First direction. Let us fix an arbitrary well-labelled unicellular map u and let
q = Λ(u). As explained above in order to prove that Φ(q) = u, it suffices to
show that the two blue graphs coincide, i.e. that ∇(q) = ∆(u). Our proof is by
induction and the idea is that in the forward and reverse construction, the rules
are the same: the two graphs can be constructed simultaneously, step by step, and
one can check that all the construction rules coincide. More precisely number
the edges of ∇(q) (of ∆(u), respectively) in the order they are drawn during the
construction by e1, e2 . . . , e2n (by e′1, e′2, . . . , e′2n, respectively). Then we claim
that ei = e′i for all i. For i = 1, 2, . . . , d where d is the degree of the root vertex
v0 in q (equivalently d is the number of corners of u labeled by 1), this is clear by
comparing Step 0–a, Step 0–b and Step R0. Moreover, the LVC’s coincide after
these steps. Now suppose that ek = e′k for k ≤ m, and that after drawing the edges
em and e′m the forward and reverse algorithms have the same LVC, and assume
that we are going to construct a blue edge labeled by i.
• In both Step 1 and Step R1 we perform a tour around the already constructed
blue graph starting from the LVC and we stop in some particular blue vertex. In
Step 1 that is the first vertex that lies in a face of q bordered by (i − 1, i, i + 1, i)
and such that there are no other blue vertices in this face. We are going to prove
that in Step R1 we stop in the same vertex. First, notice that after each step in the
reverse construction there is exactly one blue vertex in each already constructed
area. Moreover, at the end of the construction each face of q will be divided into
exactly two areas. We claim that the rules of Step R1 ensure that the blue vertex v
chosen in this step belongs to a face of q bordered by (i − 1, i, i + 1, i) and such
that there are no blue vertices in this face. Indeed, there are two possible situations:
(1) The vertex v belongs to an area F of type (T3) with minimum label i − 1
and cotype (T2). This means that in the next Step R2 we will subdivide the
coarea F˜ of F into smaller subareas, and a new subarea F˜ ′ of F˜ of type
(T1) will be the coarea of F after the subdivision. Thus in the end of the
construction v will belong to the face f(v) of q consisting of areas F of
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type (T3) and F˜ of type (T1), bordered by (i−1, i, i+ 1, i). Moreover, the
unique blue vertex of degree 1 belonging to this face is constructed when
we create F˜ ′, hence it does not exists yet when we stop at the vertex v.
This proves the claim in this case. Moreover, we note that when we stop
at v, there is a unique free edge in q incident to f(v), namely the internal
edge belonging to the area F˜ ′ (to be constructed in the following Step R2),
see Figure 17(b).
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Figure 17. (a): the vertex v selected at Step R1 of the algorithm,
in case (1). Only internal edges constructed at that step of the
algorithm are displayed. (b): The same vertex v, with the blue
graph displayed at the same time of the construction as in (a), but
where we display the quadrangulation q = Λ(u) as it will be in the
end of the construction. (c): Both the quadrangulation q = Λ(u)
and the blue graph∇(q) = ∆(u) at the end of the construction.
(2) The vertex v belongs to an area F of type (T2) containing the label i + 1,
having minimum label i − 1 and cotype (T2). This means that in the next
Step R2 we will subdivide the coarea F˜ of F into smaller subareas, and a
new subarea F˜ ′ of F of type (T1) will be the coarea of F after subdivision.
Since at the end of the construction each area of type (T1) has cotype (T3)
(see Figure 16), this means that, in q, v belongs to a face f(v) consisting
of an area F ′ of type (T3) (that is a subarea of F ) and the area F˜ ′ (see
Figure 18(c)). This face is bordered by (i − 1, i, i + 1, i) and the unique
blue vertex of degree 1 belonging to it will be constructed when we create
F˜ ′, hence it does not exists at the current stage of the construction (see
Figure 18(b)). This proves the claim in this case. Moreover, observe that
the edge of label i appearing first in f(v), after the unique corner labeled
by i − 1 encountered clockwise with respect to the orientation inherited
from the blue graph around f(v), coincides with the unique external edge
of p incident to F˜ ′. See Figure 18.
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Figure 18. (a): the vertex v selected at Step R1 of the algorithm,
in case (2). Only internal edges constructed at that step of the
algorithm are displayed. (b): The same vertex v, with the blue
graph displayed at the same time of the construction as in (a), but
where we display the quadrangulation q = Λ(u) on the right hand
side as it will be in the end of the construction. We also indicate
positions of areas F and F˜ ′ relative to the position of edges of the
quadrangulation q. (c): Both the quadrangulation q = Λ(u) and
the blue graph∇(q) = ∆(u) at the end of the construction.
In order to finish the proof that both Step 1 and Step R1 gives the same rules for
selecting the vertex v, we have to show that v is the first blue vertex in our tour
that belongs to the face of q bordered by (i − 1, i, i + 1, i) and such that there are
no other blue vertices in this face. Assume, by contradiction, that there is a blue
vertex v′ appearing before v in our tour that has desired properties and assume that
this is the first vertex with these properties. First, v′ cannot belong to an area G of
type (T1), since its coarea G˜ is either of type (T3) or of type (T2) and in both cases
there already exists a second blue vertex in the face f(v′). From the same reason v′
cannot belong to an area of cotype (T1). We examine the remaining possibilities:
(1) The vertex v′ belongs to an area G of type (T3) and cotype (T2) (by
Lemma 3.7 and considerations above this is the only possible cotype). But
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the condition that f(v′) is bordered by (i − 1, i, i + 1, i) implies that the
minimum label of G is i − 1. This is a contradiction with the assumption
that v (which is different from v′) is the first vertex with these properties.
(2) The vertex v′ belongs to an area G of type (T2) and cotype (T3). By
Lemma 3.7 coarea G˜ was the last created area. But it means that the blue
vertex contained in G˜ is a valid choice in Step R1 and it appears before v′
(since it is the first visited vertex in the tour) which is a contradiction.
(3) The vertex v′ belongs to an area G of type (T2) and cotype (T2). Since
f(v′) is bordered by (i−1, i, i+1, i) then the minimum label of G is i−1
and area G contains a vertex labeled by i + 1. But this is a contradiction
with the assumption that v (which is different from v′) is the first vertex
with these properties.
This concludes the proof that Step 1 and Step R1 give the same rules for selecting
the next blue vertex to continue the construction.
• We now prove that the rules to draw the new blue edges in Step 2 and Step R2
coincide. Let F, e, e˜ and F˜ be defined as in Step R2 and let v be the vertex of p of
label i incident to e˜. In Step R2, we subdivide F˜ into several areas f1, f2, . . . , fk
as on Figure 14, by adding new internal edges incident to v. These edges are (by
definition) edges of q, and no other edge of q incident to v will be inserted in the
corners separating these edges later in the construction. Therefore it is clear that the
path of blue edges created at this step (Figure 14) turns counterclockwise around
the vertex v in q as in Figure 7. Moreover, this path ends at an already existing
blue vertex (namely, vk) lying in a face of q of minimal label i − 1. Hence, the
only thing to prove, in order to prove that the rules of Step 2 applied in q lead to
the construction of the same blue edges, is that the face of q containing vk is the
first encountered around v having minimal label i − 1. But this is clear since all
the areas f2, . . . , fk−1 containing v2, . . . , vk−1 are of type (T2) and have minimal
label i, hence in q, each vertex v2, . . . , vk−1 can belong only to a face of type
(i, i+ 1, i, i+ 1) or (i, i+ 1, i+ 2, i+ 1). This concludes the proof that Step 2 and
Step R2 construct the same blue edges.
• Finally, it is clear that Step 3 and Step R3 lead to the same rule.
It means that ei = e˜i for 1 ≤ i ≤ m + k − 1 and by the inductive argument it
follows that∇(q) = ∆(u), which finishes the proof of the first direction.
Second direction. We now fix an arbitrary bipartite quadrangulation q, and
we let u = Φ(q). As explained at the beginning of the proof, in order to prove
that Λ(u) = q, it suffices to show that the two blue graphs coincide, i.e. that
∆(u) = ∇(q). As before, we are going to do it by induction, by showing that these
two graphs can be constructed simultaneously and that the rules of construction
are the same. More precisely let ei (e′i, respectively) be the edge of q (of Λ(u),
respectively) which is crossed by the i-th edge of ∇(q) (∆(u), respectively) to
be added during the construction. We are going to prove by induction that the two
maps u∪{e1, . . . , ei} and u∪{e′1, . . . , e′i} coincide, which will conclude the proof.
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In order to do that, let us start from the following observation. For every corner
of u labeled by 1, there is a unique edge of Λ(u) that connects it with the root vertex
v0, and for every corner of u labeled by i ≥ 2 there is a unique edge of Λ(u) that
connects this corner with some corner of u labeled by i−1. This is straightforward
from the rules of the construction of Λ(u). We are going to show that the map q
has the same property, namely for every corner of u labeled by 1, there is a unique
edge of q that connects it with the root vertex v0, and for every corner of u labeled
by i ≥ 2 there is a unique edge of q that connects this corner with some corner of
u labeled by i − 1. First, it is obvious from the rules of the construction of Φ(q)
(see Figure 9) that for every corner of u labeled by i ≥ 1, there exists an edge of q
with label i, or i− 1 having one extremity in that corner.
We are going to prove that for each such corner there exists precisely one such
edge with label i − 1. Let us fix some corner c of u labeled by i, and first assume
(by contradiction), that all the edges of q lying in c have label i. Looking at the two
possibilities shown on Figure 9 one can see that the two edges of u adjacent to the
corner c belong to faces f and f ′ of q, respectively, both of type (i− 1, i, i+ 1, i).
Moreover, since all the edges of q lying in the corner c have label i, there exists a
path p, which is a connected component of ∇(q), going from f to f ′ and passing
through all the faces of q lying in c, as shown in Figure 19(a). But Lemma 3.4
ensures that ∇(q) is connected, hence p = ∇(q), which is clearly not true, and
proves that there is at least one edge of q labeled by i− 1 and lying in c.
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Figure 19. Illustration for the proof of Theorem 3.1.
Now assume (again by contradiction) that there are at least two edges of q la-
beled by i − 1 and lying in c. Two such consecutive edges have to be separated
by at least one edge of q labeled by i (otherwise, there will be a face of type
(i, i − 1, i, i − 1) or (i, i − 1, i − 2, i) lying in the corner c and thus the edge of
u lying in that face has label i − 1, and lies in the corner c, which contradicts the
assumption that c is a corner of u). Let e1 and e2 be two consecutive edges of q
labeled by i − 1 and lying in the corner c and let c′ be the unique corner between
e1 and e2, which is a subcorner of c. Finally, let f1 be the unique face of q of type
(i− 1, i, i+ 1, i) delimited by e1 and lying in c′, and similarly, let f2 be the unique
face of q of type (i− 1, i, i+ 1, i) delimited by e2 and lying in c′, see Figure 19(b).
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Then, the edge of u lying in the face f1 connects a vertex labeled by i + 1 to a
corner of u labeled by i (different from the corner c). But then the rules of con-
struction of ∇(q), see Figure 9, say that the edge of u lying in f2 has to connect a
vertex labeled by i+1 with a vertex incident to c, which is a contradiction with the
fact that c is a corner of u. This finishes the proof of the fact that for each corner
of u labeled by i ≥ 1, there exists a unique edge of q with label i− 1 lying in that
corner.
We can now give the main arguments of the inductive proof that the maps uj :=
u ∪ {e1, . . . , ej}, and u′j := u ∪ {e′1, . . . , e′j} are the same. We assume (induction
hypothesis) that this is the case, where ej = e′j is the edge crossed by the last edge
added at some execution of Step 2 and Step R2. By induction hypothesis, both
uj and u′j have only areas of types (T1), (T2), and (T3) (since this is the case for
u′j). Moreover, let f be an area of uj = u
′
j of type (T2) bordered by corners of u
of labels i, i + 1, . . . , i + 1, i for some i ≥ 1. By the property that we have just
proved (that any corner of u of label i + 1 contains a unique edge of q of label i),
we deduce that all corners of label i+ 1 of f are linked by an edge of q to the same
corner of label i of f (since otherwise there would exist a face of q of degree at
least 5, which is impossible).
With this observation in mind, it is easy to conclude the proof by a careful ob-
servation of the rules of both constructions, similarly as in the proof of the first
direction. First, one has to prove that Step 1 and Step R1 select the same area. For
this, since the first j edges of ∇(q) and ∆(q) are the same, walking around ∇(q)
in Step 1 is the same as walking around ∆(q) in Step R1, and it suffices to show
that the first face meeting the requirements of Step 1 is the same as the first face
meeting the requirements of Step R1. This is done by a case-by-case analysis of
the different types of areas in uj = u′j , which is very similar to the one presented
in the proof of the first direction.
Now, consider Step 2 of the algorithm. During this step, we draw a new branch
of blue edges inside an area f of uj of minimal label i − 1: before drawing this
path, this area cannot be of type (T1) nor (T3) so it has to be of type (T2). As
observed above, all corners of label i+ 1 of f are linked by edges of q to the same
corner of label i of f . It is then clear that the path of blue edges drawn in Step 2 in
uj and in Step R2 in u′j coincide, and that the black edges added to u
′
j across this
path coincide with the edges of q crossing the corresponding blue path in Step 2. It
is also clear that the position of the LVC will be updated coherently between both
maps. This concludes the proof of the second direction.

As promised, we now deduce Theorem 3.2 from Theorem 3.1. Let q be a rooted
bipartite quadrangulation and let v0 be a pointed vertex of q. Let us choose a
corner ρ(q, v0) of q incident to v0. In general, there are several ways to choose this
corner, and a simultaneous choice of the corner ρ(q, v0) for all q and v0 is called an
oracle. Given an oracle, we can consider the rerooted quadrangulation q′ obtained
by declaring that ρ(q, v0) is the root corner of q′. This quadrangulation is equipped
with an additional marked corner (the original root corner of q). We can then apply
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the bijection Φ to q′ and we obtain a well-labeled unicellular map u. Since u has
2n corners and q′ has 4n corners, we can use the marked corner of q′ to mark (in
some fixed canonical way) a corner of u, and to get an additional sign  ∈ {+,−}
(for example choose the marked corner to be the unique corner of u incident to the
root edge e of q, and choose the sign  according to whether the root vertex of q
has greater or smaller label than the other extremity of e in the distance labeling
of the rerooted quadrangulation q′). We declare this corner to be the new root of
u, and we now shift all the labels of u by the same integer, in such a way that this
corner receives the label 1. We thus have obtained a labeled unicellular map u′,
that carries a marked oriented corner c of minimum label (the root corner of u),
together with a sign , and we denote by Λρ(q, v0) := (u′, c, ).
We can now prove Theorem 3.2 in the following more precise form:
Theorem 3.11. For each n ≥ 1 and each surface S, there exists a choice of the
oracle ρ that makes Λρ a bijection between the set of rooted bipartite quadrangu-
lations on S with n faces and a marked vertex v0, and the set of rooted labeled
unicellular maps on S with n edges and equipped with a sign  ∈ {+,−}.
Proof. For d ≥ 1, consider the set QS,n,d of all rooted quadrangulations on S
with n faces equipped with a pointed vertex of degree d, and the set US,n,d of all
rooted labeled unicellular maps on S with n edges in which there are d corners of
minimum label and carrying a sign  ∈ {+,−}.
We now form a bipartite graph with vertex set QS,n,d
⊎US,n,d as follows. For
each (q, v0) ∈ QS,n,d we link it by an edge to all the pairs (u′, ) ∈ QS,n,d such
that there exists a choice of the corner ρ(q, v0) and a corner c of u′ such that
Λρ(q, v0) := (u
′, c, ).
From Theorem 3.1, this bipartite graph is regular: each rooted and pointed quad-
rangulation (q, v0) is incident to exactly 2d labeled unicellular maps (that corre-
sponds to 2d possible choices of the oriented corner ρ(q, v0)), and each labeled
unicellular map u can be obtained in 2d ways (corresponding to the 2d ways of
choosing an oriented corner of minimum label). Therefore from the Hall perfect
matching theorem, this graph has a perfect matching. This perfect matching de-
fines an oracle on quadrangulations pointed at a vertex of degree d, and doing this
for all d ≥ 1 we construct an oracle that fulfills the statement of the theorem. 
4. ENUMERATIVE AND PROBABILISTIC CONSEQUENCES
4.1. Structure of the generating functions. The first consequence of the bijec-
tion given in this paper is the combinatorial interpretation of the algebraicity of map
generating functions, and more precisely of their rationality in terms of some pa-
rameters. The bijection being established, the situation is totally similar to [CMS09],
whose enumerative sections could be copied here almost verbatim. In the rest of
this section, we state the enumerative consequences of our bijection, and we give a
brief overview of the ideas of the proofs, referring to [CMS09] for complete proofs
in the analogous case of orientable surfaces.
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Theorem 4.1 (Combinatorial interpretation of the algebraicity and structure of map
generating functions). Let S be a surface of type h, and let ~qS(n) be the number
of rooted maps on S with n edges (equivalently, rooted quadrangulations with n
faces). Let
QS(t) :=
∑
n≥0
(n+ 2− 2h)~qS(n)tn
be the generating function of rooted maps pointed at a vertex or a face, by the
number of edges (equivalently, rooted quadrangulations pointed at a vertex, by the
number of faces).
Then QS(t) is an algebraic function. More precisely, let U ≡ U(t) and T ≡
T (t) be the two formal power series defined by:
T = 1 + 3tT 2, U = tT 2(1 + U + U2).
Then QS(t) is a rational function in U .
Similarly as in the orientable case [CMS09], the main singularity ofQS(t) is eas-
ily localized and its exponent is determined combinatorially, from which we obtain
a combinatorial interpretation of a famous result of Bender and Canfield [BC86]:
Theorem 4.2 (Combinatorial interpretation of the map counting exponents). For
each h ∈ {12 , 1, 32 , 2, . . . }, there exists a constant ph such that the number of rooted
maps with n edges on the non-orientable surface of type h satisfies:
~qh(n) ∼ phn
5
2
(h−1)12n.
Remark 5. In order to be able to perform the enumeration of labeled one-face
maps combinatorially, it is crucial to remove the positivity condition of labels (i.e.,
to use Theorem 3.2 rather than Theorem 3.1). Because of this, we still cannot
give a direct combinatorial proof that the series of rooted maps (without pointing)
is algebraic. However, this is known to be the case from the generating function
approach [BC86]. Note that the same remark applies to the orientable case treated
in [CMS09].
Remark 6. The interesting point in Theorem 4.1 is that it is proved bijectively. Note
however that it does not capture the full structure of the generating function QS(t).
Indeed, QS(t) is known by generating function techniques [AG00] to be a rational
function in the parameters T (t) and a with a = (1−U)(1+U)
1+4U+U2
, which is a stronger
statement than the one we prove here.
Remark 7. The combinatorial approach gives only a very complicated value of the
constant ph of Theorem 4.2, as a finite sum that is in principle possible to compute
for each fixed h but in practice is too big even for h = 2 (see Remark 8 below).
Again, this is not the end of the story: the deep algebraic structure of map gener-
ating functions (related to integrable hierarchies of differential equations) allows
one to determine a simple recurrence formula for the sequence (ph) [Car14], but
we are unable to give a combinatorial interpretation of it. Again, the situation in
the orientable case is similar (see e.g. [BGR08]).
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As we said, the proof of Theorem 4.1 is similar to the orientable case, so we
just give a rapid account of where it comes from and refer to [CMS09] for details.
In the rest of this subsection we assume that h > 1/2, i.e. we exclude the case
of the projective plane that would require additional notation, whereas it is simple
enough to be treated by hand. See Section 4.2 for an explicit treatment of that case.
If u is a labeled unicellular map, its scheme s is the unicellular map obtained
by removing recursively all the vertices of degree 1 of u, and then replacing all
the maximal chains of vertices of degree 2 by an edge. The vertices of s (call
them v1, v2, . . . , vk) naturally inherit integer labels `(v1), `(v2), . . . , `(vk) from the
labeling of u. We now normalize these labels by preserving their relative ordering
so that they form an integer interval of the form [1..K] where K is the number of
different labels in s. In other words, we define `∗ such that `∗(vi) < `∗(vj) iff
`(vi) < `(vj) and ∪i{`∗(vi)} = [1..K]. The pair (s, `∗) is called the normalized
scheme of u.
We now define a scheme as a unicellular map with no vertex of degree 1 nor 2.
Note that this terminology is compatible with the above, since each scheme is the
scheme of some unicellular map (for example, of itself). For each surface we let
SS be the set of schemes on S. We have:
Lemma 4.3. For each surface S, the set SS is finite. Moreover, the maximal number
of vertices of a scheme on S is 4h − 2, where h is the type of S. This number is
realized by and only by schemes whose all vertices have degree 3. Those schemes
also have the largest number of edges among elements of SS, which is 6h− 3.
Proof. The proof can be copied verbatim from [CMS09, Section 4.6] by replacing
“genus g” with “type h”, but since the statement is not detached from the text in that
reference, let us recall the argument. By Euler’s formula, a unicellular map with n
edges on a surface S of type h has v = n+ 1− 2h vertices. Call di its number of
vertices of degree i for i ≥ 1. We have∑i di = v and∑i idi = 2n. For a scheme
we have moreover d1 = d2 = 0, and we deduce that
∑
i≥3(i − 2)di = 4h − 2.
There are only finitely many integer sequences (di)i≥3 satisfying this condition,
which in turns implies that there are finitely many schemes on S. Moreover,it is
easy to see that a sequence maximizing the quantity
∑
di (or
∑
i idi) under that
condition is such that di = 0 for i > 3, and the lemma follows. 
The idea to prove Theorem 4.1 is therefore to express the generating function of
all labeled unicellular maps as a (finite) sum over schemes. We let f(s,`∗)(t) be
the generating function of rooted unicellular maps of normalized scheme (s, `∗).
By Theorem 3.2 we thus have:
QS(t) = 2
∑
s∈SS
|V (s)|∑
K=1
∑
`∗:V (s)→[1..K]
surjective
f(s,`∗)(t).(5)
Now, each unicellular map of normalized scheme (s, `∗) can be reconstructed as
follows:
A BIJECTION FOR GENERAL ROOTED MAPS 37
• choose a labeling `(v1), `(v2), . . . , `(vk) of the vertices of the scheme com-
patible with `∗.
• replace each edge e of the scheme of extremities e−, e+ by a doubly-rooted
labeled tree with roots labeled `(e−), `(e+).
• choose an oriented corner as the root.
If follows by classical combinatorial decompositions of Motzkin walks (detailed
in [CMS09, Section 4.4]) that the generating function of doubly-rooted labeled
trees with roots of labels i and j is given by:
Mi−j = BU |i−j|,(6)
where U is given in Theorem 3.1 and B = t(1+2U)1−t(1+2U) , so that:
f(s,`∗)(t) =
1
|E(s)|
td
dt
∑
` compatible
with `∗
∏
e∈E(s)
M|`(e−)−`(e+)| − 1`(e−)=`(e+).(7)
where the derivative accounts for the choice of the root corner, and the weight 1|E(s)|
accounts for the multiplicity of the construction due to the fact that the scheme s
is rooted (more precisely the operator 4 · tddt selects an oriented root corner in the
map, and the prefactor 14|E(s)| takes into account the rooting of the scheme; in
the displayed result the simplification by 4 has already been made). Note that
the indicator function in (7) is there to exclude the empty tree. Since the set of
labelings ` compatible with a given `∗ forms an integer polytope, and given the
geometric nature of the sequence Mi (Equation (6)), it is to be expected that the
infinite sum (7) leads to a rational function in U . The details of this resummation
are similar to the proof of [CMS09, Thm.2], and lead to:
Proposition 4.4. The generating function f(s,`∗)(t) of labeled unicellular maps of
normalized scheme (s, `∗) is given by:
f(s,`∗)(t) =
1
|E(s)|
td
dt
U e=(1 + 2U)e=(1 + U + U2)e6=
(1− U2)|E(s)|
K∏
j=2
Ud(j)
1− Ud(j) ,
where e= (e 6=, respectively) is the number of edges of s whose extremities have
the same (different, respectively) label, where K = card`∗(V (s)) is the number of
different values taken by `∗, and where for j ∈ [2..K] we let d(j) be the number of
edges e of s such that `∗(e−) < j ≤ `∗(e+).
Note that together with (5) this concludes the proof of Theorem 4.1. Finally, it
is easy to study the dominant singularity of the generating function f(s,`∗)(t). First,
U(t) has radius of convergence 112 , and we have when t→ 112 :
U(t) = 1−
√
6(1− 12t)1/4 +O(√1− 12t).
Therefore f(s,`∗)(t) has radius of convergence 112 , and its unique dominant singu-
larity is of the form c(1 − 12z)−L4−1 where L = |E(s)| + K − 1. This implies
that the leading contribution to (5) comes from schemes in which the value of L is
maximal. From Lemma 4.3 these cases are exactly the ones where all vertices of
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the scheme have degree 3 (so that |E(s)| = 6h−3) and in which all vertices of the
scheme get different labels (so that K = 4h−2), leading to the maximum value of
L = 10h−6, and a dominant singularity for f(s,`∗)(t) of the form c(1−12z)
1
2
− 5
2
h.
It is then straightforward to obtain Theorem 4.2 by applying a standard singularity
analysis of generating functions, see again [CMS09] for details in the orientable
case.
Remark 8. Similarly as what was done for tg in [CMS09, Cor.10], we obtain an
expression of the constant ph that seems quite difficult to use in practice, except
maybe for very small values of h:
ph =
3h
(6h− 3)211h−7Γ (5h−32 )
∑
s,`∗
4h−2∏
j=2
1
d(j)

where the summation is taken on pairs (s, `∗) such that s is a scheme on the surface
Nh with all vertices of degree 3 and `∗ : V (s) → [1..4h − 2] is a bijection. The
notation for d(j) is as above.
4.2. The case of the projective plane. In the case of the projective plane, uni-
cellular maps have a simple structure: a single cycle (whose neighborhood on the
surface forms a Möbius strip), with plane trees attached on it. These objects are
easily enumerated by hand leading to the following result (unfortunately, although
the enumeration is straightforward, the result turns out be expressed in summatory
form):
Corollary 4.5 (Bijective counting of maps on the projective plane). The number
of rooted maps with n edges on the projective plane is equal to:
n
n+ 1
∑
k≥1
4bk
n+ k
(
2n− 1
n− k
)
3n−k,
where bk =
∑
a+2b=k
(
k
a,b,b
)
.
Proof. Call bridge a lattice walk on Z starting at 0, ending at 0, and taking steps in
{0,−1,+1}. Then clearly the number bk given in the statement of the theorem is
the number of bridges with k steps.
We claim that all labeled unicellular maps with n edges on the projective plane
can be constructed as follows. First, choose a bridge of size k for some k ≥ 1,
close it in order to form a cycle of length k with a marked vertex of label 0, and
embed this cycle in the projective plane so that its neighborhood forms a Möbius
strip. Now, on each of the 2k corners of this map, attach a labeled plane tree in
order to have n edges in total. The number of ways to do that is the number of plane
forests with n − k edges and 2k components, which is 2kn+k
(
2n−1
n−k
)
, times 3n−k to
choose the label variations along each edge of the forest. Finally, there are 2nways
to choose a root corner in such a map, and 2 ways to choose its orientation. In this
way we obtain a doubly rooted map (in addition to its root it is also rooted at the
origin of the bridge we started with). This doubly rooted map has 4k preimages by
this construction, so we need to add a multiplicative factor of 4n4k to compensate this
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multiplicity. We obtain that the number of rooted labeled unicellular maps with n
edges on the projective plane is equal to:∑
k≥1
bk
2k
n+ k
(
2n− 1
n− k
)
3n−k × n
k
.
By Theorem 3.2, we multiply this number by 2 to get the number of rooted and
pointed quadrangulations with n faces on the projective plane. Since such a quad-
rangulation has n+ 1 vertices, we finally need to divide the result by n+ 1 to get
the number we want. 
We leave the reader check that Corollary 4.5 is equivalent to the generating function
expression already computed in [BC86].
4.3. Distances in random quadrangulations. Let u be a map and v ∈ V (u). We
define the radius of u centered at v as the quantity
R(u, v) := max
u∈V (u)
du(v, u).
For any r > 0, we also define the profile of distances from the distinguished ver-
tex v:
I(u,v)(r) := #{u ∈ V (u) : du(v, u) = r}.
Then, using the now-standard machinery developed by [CS04, LG06, Bet10]
one can prove the following theorem:
Theorem 4.6. Let qn be uniformly distributed over the set of rooted, bipartite
quadrangulations with n faces on a surface S, and let v0 be the root vertex of qn.
Conditionally on qn let v∗ be a vertex chosen uniformly in V (qn). Then, there exists
a continuous stochastic process LS = (LSt , 0 ≤ t ≤ 1) such that the following
convergence results hold:
(C1)
(
9
8n
)1/4
R(qn, v∗)
(d)−−−→
n→∞ supL
S − inf LS;
(C2)
(
9
8n
)1/4
dqn(v0, v∗)
(d)−−−→
n→∞ supL
S;
(C3)
I(qn,v∗)((8n/9)
1/4·)
n+2−2h
(d)−−−→
n→∞ I
S,
where IS is the occupation measure of LS above its infimum, defined as
follows: for every non-negative, measurable g : R+ → R+,
〈IS, g〉 =
∫ 1
0
dt g(LSt − inf LS).
These convergences hold in distribution (and in the case of (C3), the underlying
topology is the topology of weak convergence on real probability measures onR+).
We do not give the full proof of this theorem, since introducing all technical
details is out of the scope of this paper, and the main technical points are totally
analogous to what was done in [Bet10] in the orientable case. However, let us
briefly describe the origin of the process LS for interested reader.
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The idea is to generalize the label process from the planar case. The label pro-
cess of a pointed, rooted, planar quadrangulation with n faces is a continuous func-
tion `n : [0, 2n] → R defined in the following way: we set `n(0) to be the label
of the root corner of the associated tree by the Schaeffer bijection, and we start
walking along the boundary of that tree, visiting corners of the tree one by one.
The function `n(i) records the label of the corner visited in the i-th step. In that
way in the 2n-th step we visit the root corner again, and we extend this function on
the interval [0, 2n] by linearity. The contour process cn : [0, 2n]→ R is defined in
a similar way, but it records the height of the vertex visited at the i-th step rather
than its label. Namely, cn(i) is the distance in the tree between the root vertex
and the vertex visited in the i-th step of the walk. Then, it can be shown [CS04]
that if ones starts with a uniformly chosen random rooted and pointed planar quad-
rangulation with n faces, the normalised contour process 1√
n
cn(2n·) converges
in distribution to the so-called normalized Brownian excursion c∞ which, infor-
mally, can be understood as a standard Brownian motion conditioned to remain
non-negative on [0, 1] and to take value 0 at the time 1. Moreover, the normalised
label process
(
9
8n
)1/4
`n(2n·) converges to the so-called head of the Brownian
snake `∞ = (`∞t , 0 ≤ t ≤ 1) which is, conditionally on c∞, the continuous
Gaussian process with covariance
Cov(`∞s , `
∞
t ) = inf{c∞u : min(s, t, ) ≤ u ≤ max(s, t)}.
For rooted and pointed bipartite quadrangulations with n faces on a general sur-
face S, one can define analogues of the label process and the contour process in the
same way as Bettinelli did for orientable surfaces [Bet10, Section 3]. Bettinelli’s
construction is more technical than the planar construction, nevertheless the defini-
tion of the label process is the same: for 0 ≤ i ≤ 2n, one lets `n(i) be the label of
the corner visited at the i-th step when going around the unicellular map, starting
from the root, associated with the pointed map (qn, v∗) via Theorem 3.2. Using
the decomposition of labeled one-face maps via schemes sketched in Section 4.1,
one can view, roughly speaking, the label process of a random labeled one-face
map on S as the “concatenation” of the label processes of finitely many random
labeled forests (each forest corresponding to the trees attached to one edge-side
of the scheme). Once the notion of scheme has been adapted to cover the case of
general surfaces, the details of this decomposition are totally independent of the
notion of orientability. In particular, the construction in [Bet10, Sections 4,5,6]
and the convergence results in that reference apply verbatim to our case. It fol-
lows that the normalized label process of the uniform random, rooted and pointed,
bipartite quadrangulation (qn, v∗) with n faces on the surface S converges after
normalization: (
9
8n
)1/4
`Sn(2n·) −→ LS(·),(8)
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where LS(·) = L
S is a continuous process that describes the concatenation of the
limiting label processes of each individual forest, defined analogously as the pro-
cess L∞ of [Bet10, p. 1632]. Here, the convergence is in distribution for the
uniform topology on continuous functions on [0, 1].
We conclude by sketching how the statements in Theorem 4.6 follow from the
convergence (8). First, it follows from Theorem 3.2 that in the discrete setting,
R(qn, v∗) is equal to maxv∈V (qn) `(v) − minv∈V (qn) `(v) + 1. Therefore (C1)
follows from (8) and the fact that max and min are continuous for the uniform
norm. Similarly, dqn(v∗, v0) is equal to 1 − minv∈V (qn) `(v), and (C2) follows
from the continuity of min and the fact that labeled one-face maps are invariant by
global reflexion of all labels. Finally, let us sketch a way of deducing (C3) from
(8), inspired by the proof of Theorem 4.1.2 in [Mie]. To simplify the argument we
choose a probability space on which the convergence (8) holds almost surely, and
we want to prove that for each real uniformly continuous bounded function g the
quantity 1n+2−2h
∑
k I(qn,v∗)(k)g
(
( 98n)
1/4k
)
converges to 〈IS, g〉. First, note that
by definition the first quantity is equal to
Ev∗∗
[
g
(
(
9
8n
)1/4dqn(v∗, v∗∗)
)]
(9)
where Ev∗∗ denotes the expectation over a random uniform vertex v∗∗ in V (qn),
conditionnally on qn. The main point now will be to argue that the value of
dqn(v∗, v∗∗) is well approximated in the limit by an evaluation of the shifted la-
bel process at a uniform random point of [0, 2n]. To do this, consider the labeled
unicellular map un associated with qn. Orient the edges of un as follows: first
choose an arbitrary orientation for each edge e of the scheme, and orient each edge
of un in the chain of vertices corresponding to e with this orientation; then orient
all the edges that belong to the trees “attached” to these chains towards the leaves
of the trees. In this way, all the vertices of un except at most 6h(S) − 3 of them
(the vertices of the scheme) have indegree exactly one. Now, for each s ∈ [0, 2n],
consider the edge-side e¯ of un that is visited by the contour of un at time s, start-
ing from the root, where we now think of s as a continuous time. There exists
〈s〉 ∈ {bsc, dse} such that the vertex visited by the contour at time 〈s〉 is the out-
vertex of e¯. In this way we construct a function 〈·〉 : [0, 2n] → [0..2n] such that
|〈s〉 − s| ≤ 1, and such that if U is a uniform variable on [0, 1], the vertex of un
visited by the contour at time 〈2nU〉 is almost a uniform vertex on V (un) – in the
sense that the two differ by at most O( 1n) in total variation. It follows that (9) is
equivalent when n tends to infinity to
EU
[
g
(
(
9
8n
)1/4(`n(〈2nU〉) + 1−min
v
`n(v)
)]
.
Since |〈s〉 − s| ≤ 1, this last quantity clearly converges, when n goes to infinity, to
EU
[
g(LS∞(U)−min[0,1] LS∞)
]
= 〈IS, g〉.
We stop here our considerations on random maps leaving, in particular, the
question of Gromov-Haussdorf tightness, convergence, and the study of Gromov-
Hausdorff limits, to the forthcoming work [BCD].
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5. EXTENSION: THE MIERMONT/AMBJØRN-BUDD BIJECTION FOR GENERAL
SURFACES
5.1. Miermont bijection for general surfaces. In this section we are extending
Theorem 3.2 to the case of multi-pointed quadrangulations. This construction ex-
tends Miermont’s one [Mie09] to the case of all surfaces, that is orientable and
non-orientable. Before we state our theorem we need some additional definitions.
Definition 5.1. For any mapM and integer k ≥ 1, let W = (w1, w2, . . . , wk) be a
k-tuple of distinct vertices of M , and let d be a function d : W → Z such that:
(DS1) minw∈W d(w) = 0;
(DS2) |d(wi)− d(wj)| < dM(wi, wj) for any 1 ≤ i < j ≤ k;
(DS3) d(wi)− d(wj) + dM(wi, wj) ∈ 2N for any 1 ≤ i < j ≤ k.
Then we will call elements of W sources and we say that the triple (M,W, d)
defines a map with k delayed sources, where k is the cardinality of W . The values
d(wi) for wi ∈W are called the delays.
Whenever we have a map with k delayed sources (M, (w1, . . . , wk), d), we
associate with it the distance from delayed sources:
(10) `d : V (M)→ Z, `d(v) := min
1≤i≤k
(dM(v, wi) + d(wi)) .
Notice that when all delays are equal to 0, then the function `d measures the dis-
tance from the given vertex to the set of all sources {w1, . . . , wk}, which explains
our terminology.
We are going to prove the following theorem:
Theorem 5.2. For each surface S and integers n, k ≥ 1, there exists a 2-to-1
correspondence between the set of rooted bipartite quadrangulations on S with n
faces and k delayed sources (W = (w1, . . . , wk), d), and labeled maps on S with
n edges and k faces, numbered from 1 to k.
Moreover, if for a given bipartite quadrangulation with k delayed sources (q,W, d)
we denote by Ni (N˜i, respectively) the set of vertices v ∈ V (q) (v ∈ V (q) \W ,
respectively) such that `d(v) = i, and by E(Ni, Ni−1) the set of edges between Ni
andNi−1, then the associated labeled mapM has |N˜i| vertices of label i+`min−1
and |E(Ni, Ni−1)| corners of label i+`min−1, where `min is the minimum vertex
label inM.
Similarly as in the case of Theorem 3.2, we will first prove a different theorem,
from which Theorem 5.2 follows.
Theorem 5.3. For each surface S and integers n, k ≥ 1, there exists a bijection
between the set of bipartite quadrangulations on S with n faces, k delayed sources
(W = (w1, . . . , wk), d), such that each source is marked with a distinguished
oriented corner incident to it, and well-labeled maps on S with n edges and k
faces ordered from 1 to k, such that each face contains a distinguished oriented
corner, and such that the minimum label of distinguished corners is 1.
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Moreover, if for a given bipartite quadrangulation with k delayed sources (q,W, d)
we denote by Ni (N˜i, respectively) the set of vertices v ∈ V (q) (v ∈ V (q) \W ,
respectively) such that `d(v) = i, and by E(Ni, Ni−1) the set of edges between Ni
and Ni−1, then the associated well-labeled mapM has |N˜i| vertices of label i and
|E(Ni, Ni−1)| corners of label i.
Remark 9. Notice that for k = 1 Theorem 5.3 coincides with Theorem 3.1 and
Theorem 5.2 coincides with Theorem 3.2. Indeed, a rooted map with unique de-
layed source (M, {w}, d) coincides with the pointed rooted map (M, w).
The construction behind Theorem 5.2 is almost identical to the one presented
in Section 3, so instead of proving everything twice, we only present differences
between both constructions with necessary proofs.
Lemma 5.4. For a given bipartite quadrangulation with k delayed sources (q,
(w1, . . . , wk), d), and for any pair of adjacent vertices v, w ∈ V (q) one has
|`d(v)− `d(w)| = 1.
Proof. Clearly, by bipartition of q, for any adjacent pair of vertices v, w ∈ V (q),
and for any i ∈ [k] we have that |`di (v) − `di (w)| = 1, where `di (v) = dq(wi, v) +
d(wi). Taking `d = min1≤i≤k `di , we have that |`d(v)− `d(w)| ≤ 1. If there exists
adjacent pair of vertices v, w ∈ V (q) such that `d(v) = `d(w), then there exists
i 6= j such that `di (v) = `dj (w). This means that
dq(v, wi)− dq(w,wj) + d(wi)− d(wj) = 0,
and since u and w are adjacent we have that dq(v, wi) − dq(w,wi) ≡ 1 mod 2.
Using bipartition of q again, we obtain that dq(w,wi) − dq(w,wj) ≡ dq(wi, wj)
mod 2 and putting it all together we have that
dq(wi, wj) + d(wi)− d(wj) ≡ 1 mod 2,
contradicting Definition 5.1–(DS3). 
We are ready now to describe the construction that follows the same steps as
the construction of Section 3. We number these steps in the same way preceding
them with the letter “M” for “multipointed”. Notions such as labels of edges,
corners, or types of faces that are not explicitly redefined keep the same meaning
as in Section 3.
5.1.1. Constructing the dual exploration graph∇(q,W, d). Similarly to Section 3.3.1
for a quadrangulation with k delayed sources (q,W, d) on a surface S we describe
how to draw a directed graph∇(q,W, d) on the same surface. As before, to distin-
guish vertices, edges, etc. of the quadrangulation and of the new graph we will say
that the vertices, edges, etc. of the graph ∇(q,W, d) are blue, while the edges of q
are black.
• Step M0–a. We label the vertices of q according to their distance from the delayed
sources (W,d). By Lemma 5.4, the faces of q are either of type (i − 1, i, i − 1, i)
or of type (i− 1, i, i+ 1, i) for i > 0.
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As in Section 3, our goal is to draw a blue graph in such a way that at the end of
the construction, each edge of the quadrangulation q is crossed by exactly one blue
edge. As before, we call free a black edge that has not yet been crossed by a blue
edge in the construction.
• Step M0–b. For each source wi, 1 ≤ i ≤ k, we add a new blue vertex in each cor-
ner incident to wi, and we connect these blue vertices together by a cycle of blue
edges encircling wi, as on Figure 5. We orient this cycle as in the previous con-
struction, using the orientation of the distinguished corner of wi (call it ci). There
is a unique vertex of the blue graph lying in ci, and this vertex has a unique corner
that is separated from w by the blue cycle. We declare that corner to be the i-th
last visited corner (LV Ci) of the construction and we equip it with the orientation
inherited from the one of the cycle (the LV Ci will be dynamically updated in the
sequel). At the end of this step we constructed k blue oriented cycles, one around
each source, and we distinguished k oriented corners LV C1, . . . , LV Ck.
As in Section 3, we are going to construct the blue edges (and thus the graph
∇(q,W, d)) by increasing label. We will start by drawing edges of label 1, so we let
i := 1. We will start our construction at the first LV C, so we set LV C := LV C1
(the value of LV C will be dynamically updated in the sequel).
We now proceed with the inductive part of the construction.
• Step M1. If there are no more free edges in q, we stop. Otherwise, we perform
the tour of the blue graph, starting from the LV C, which by construction is equal
to LV Cj for some 1 ≤ j ≤ k. If we reach the LV C again, we skip to the next
connected component of the blue graph by letting LV C := LV Cj+1 and we go
back to Step M1 (here LV Ck+1 = LV C1 by convention). We stop as soon as we
visit a face F of q having the following properties: F is of type (i−1, i, i+1, i), and
F has exactly one blue vertex already placed inside it. As in the case of Section 3,
such a face always exists (this is proved in Proposition 5.5 below).
We now apply the same construction as in Section 3 to select an edge e according
to the rules of Figure 6. Namely, if the face F is incident to only one free edge, we
let e be that edge. If not, the same argument as in Lemma 3.4 ensures that the blue
vertex u contained in F is incident to two blue edges of label (i−1), one incoming
and one outgoing. We then let e be the first edge of label i encountered clockwise
around F after that corner (where F is oriented in such a way that the two oriented
blue edges turn counterclockwise around the corner of label (i− 1)).
• Step M2. This step is identical to Step 2 in Section 3. Namely, we draw a new
blue vertex v in the unique corner of F delimited by e and its neighboring edge of
label i−1, and we let a the vertex of q incident to this corner. Now, as on Figure 7,
we draw a path of directed blue edges starting from v, that starts by crossing e,
and continues recursively by turning counterclockwise around a until it reaches a
face containing a corner of label i− 1, and finally connects to the blue vertex w of
label i− 1 in that face (the same argument as in Lemma 3.4 ensures that this blue
vertex exists). Then, there exists a unique 1 ≤ j ≤ k such that LV Cj is attached
to the connected component of the blue graph containing vertex w and we update
the value of LV Cj , as the corner lying to the right of the last directed blue edge
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Figure 20. Construction (in red) of the labeled map
Φ(q, {w1, w2}, d) associated with the bipartite quadrangula-
tion of Figure 8 with two ordered rooted sources.
we have drawn, in the local orientation defined by the fact that the path just drawn
turns counterclockwise around a, and we also update LV C := LV Cj .
• StepM3. If there are no more free edges of label i in q, we set i := i+1, otherwise
we let i unchanged. We then go back to Step 1 and continue.
• Termination. We let ∇(q,W, d) be the blue embedded graph on S obtained at the
end of the construction.
Figure 20(b) gives an example of the construction.
Proposition 5.5. The construction of∇(q,W, d) is well-defined.
Proof. This proof is almost identical to the proof of Proposition 3.3. The only
slight difference is in the proof of the following claim: if there are still free edges of
label i in q, then at least one of them is incident to a face of minimum label i−1. In
order to prove it, we assume the contrary. Let e be a free edge of q of label i and let
a be the endpoint of label i of e. Let e = e0, e1, . . . er with r ≥ 1 be the sequence of
edges encountered clockwise around a (in some conventional orientation) starting
from e, where er is the first edge clockwise after e having label i − 1. Vertex a is
not a source, because all edges incident to sources are not free by Step M0–b. Let
wj be a source such that `d(a) = d(wj) + dq(wj , a). Let a′ be the vertex lying
on some geodesic between a and wi such that dq(wj , a′) = dq(wj , a) − 1. Then
`d(a′) < i and a′ is linked to a by an edge, thus `d(a) = i−1 by Lemma 5.4, which
proves that the edge er exists. The edge er−1 has label i and is incident to a face
of minimum label i− 1, so by the assumption we have made, er−1 is crossed by a
blue edge. But according to the construction rules, this blue edge is part of a path
of edges labeled i turning around the vertex a and originating in a face containing
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a corner of label (i−1). This path must cross the edge e (although we do not know
in which direction). This is a contradiction and proves the claim. 
5.1.2. Constructing the labeled map Φ(q,W, d). Exactly as in the case of rooted,
non-pointed quadrangulations, there are two possible types of faces of q at the
end of the construction of ∇(q,W, d) and we add one red edge in each face of q
according to the rule of Figure 9. We let Φ(q,W, d) be the map on S consisting of
all the red edges, and of all the vertices of q except W . For every root corner ci of
(q,W, d) there is a unique corner of Φ(q,W, d) of label d(ci) + 1 incident to the
corresponding root edge of (q,W, d). We define c′i to be that corner and we equip it
with the local orientation inherited from the one of the root corner ci. Figure 20(c)
gives an example of the construction.
Lemma 5.6. Φ(q,W, d) is a well-defined well-labeled map with k faces numbered
from 1 to k, and one distinguished oriented corner in each face, where k = |W |.
Proof. We first notice that the number of connected components of H = S \
Φ(q,W, d) is equal to the number of connected components of ∇(q,W, d), that
is equal to k which follows from the construction of ∇(q,W, d). Indeed, in Step
M0–b we constructed k disjoint blue loops and in the following steps of the con-
struction of∇(q,W, d) we didn’t change the number of the connected components
of the already constructed blue graph. Moreover, every connected component C
of H is simply connected since any loop in C can be retracted to a point along
the tree-like structure of the connected component of ∇(q,W, d) lying in C. This
proves both that Φ(q,W, d) is a valid map on S, and that it has k faces.
The fact that each root corner c′i lies in the different face of Φ(q,W, d) is a
consequence of the fact that each corner c′i belongs to the corresponding root edge
of q that is crossed by different connected component of ∇(q,W, d). Finally, it is
clear that Φ(q,W, d) is well-labeled. 
5.1.3. From well-labeled maps to quadrangulations. We now describe the reverse
construction. Again, the construction is almost identical to the construction from
Section 3.4, and we will go rapidly through the parts that are truly identical. We let
M be a k-rooted well-labeled map on a surface S with n edges and k faces, where
k-rooted means that there are k ordered roots inM such that each root corner lies
in a different face ofM. FromM we are going to reconstruct simultaneously two
graphs: the quadrangulation with k rooted delayed sources (q,W, d) associated
withM, and the dual exploration graph ∇(q,W, d). As before, edges of the map
M, of the quadrangulation, and of the dual exploration graph will be called red,
black, and blue, respectively, vertices of the dual exploration graph will also be
refereed to as blue, and black edges will also be referred to as internal edges.
• Step MR0. We consider the representation ofM as a collection of k ordered la-
beled polygons, each with one marked oriented corner, and with identified pairs.
This representation easily generalizes the one of Section 2.2, so we don’t give the
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details2. We denote by p the associated collection of polygons p = {pj}j∈[k],
by c′j the marked oriented corner in pj , and by Es(M) and Et(M) the associ-
ated sets of matchings. Inside each polygon pj we draw a vertex wj labeled by
minv∈V (pj) `(v)− 1 and we connect each corner of pj labeled by minv∈V (pj) `(v)
to wj by a new (black) edge. In this way we dissect each polygon pj into kj
areas, where kj is the number of corners of pj labeled by minv∈V (pj) `(v). In
each such area we now draw one blue vertex and we connect them by a directed
(counterclockwise with respect to the orientation given by the corner c′j) blue loop
encircling wj . There is a unique internal edge incident to the root corner c′j , and a
unique blue edge crossing it. We declare the blue corner lying at the extremity of
that edge (and exterior to the cycle) to be the j-th last visited corner (LV Cj) of the
construction. We set LV C := LV C1 and i := 1, and we continue.
We now proceed with the inductive step of the construction that will be totally
similar to the easier case described in Section 3.4, that is we are going to construct
simultaneously and recursively a planar graph Ψ(M) drawn in p and a blue di-
rected graph ∆(M) drawn in p such that each connected component of Ψ(M) and
of ∆(M) is drawn in some corresponding polygon pj . The vertices of that planar
graph will be V (p) ∪ {w1, . . . , wk} and its edges (called internal edges because
they are lying in the interior of polygons from p) will have the property that for ev-
ery polygon pj each vertex w ∈ V (pj) labeled by i will be connected to a unique
vertexw′ ∈ V (pj)∪{wj} labeled by i−1. Here, we will use the same notation and
notions as we did in Section 3.4 (such as area, types of areas, labels, etc.). Again,
the structure of the construction is analogous to the one of Section 3.4 and we use
the same indexing for the different steps, with a prefix letter “M”.
• Step MR1. If there are no vertices of label i + 1 in p, go to the termination step.
Otherwise, walk along the blue graph, starting from the LV C which is equal to
LV Cj for some 1 ≤ j ≤ k. As in Step M1, if we visit the LV C twice, we change
its position to LV C := LV Cj+1 and we continue our tour from the new position.
We let F be the first visited area having the following properties:
• The minimum corner label in F is i− 1.
• F is of type (T2) or (T3).
• If F is of type (T3), let e be the unique (red) edge of p bordering F . If F is
of type (T2), let e be the last (red) edge of p bordering F , having extremities
labeled by i, and i+1, in the counterclockwise orientation induced by the blue
graph on F (see Figure 13). Let e˜ be the unique edge of p that is matched with
e in the map structure inherited fromM, and let F˜ be the area containing e˜.
Then F˜ is of type (T2).
Note that the rules for choosing F are exactly the same as in Step R1. Proposi-
tion 5.7 ensures that such an area F always exists.
• Step MR2. We follow the same rules as in Step R2 in Section 3.4. Namely, we
let F, e, e˜ and F˜ be defined as above, and v be the vertex of pj of label i incident
2The only difference is that now an edge is said twisted iff the corresponding gluing is not com-
patible with the orientations (fixed by the orientations of the polygons) of the two edge-sides thus
glued.
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Figure 21. Left: A labeled mapM with two rooted and ordered
faces on the Klein bottle. Right: The same map displayed as a
gluing of two polygons, and the construction of the associated
quadrangulation (black edges). To help the reader visualize the
construction, blue edges added after Step MR0 have been num-
bered a, b, . . . , z in their order of appearance in the construction.
To make the picture lighter we have not drawn the orientation of
the tree edges (they are all oriented towards the inner cycles).
to e˜. We first link v by new internal edges to all the corners of F˜ having label
i + 1, without crossing any existing blue edge, thus subdividing F˜ into several
new areas f1, f2, . . . , fk. We now add a new blue vertex vi in the new area fi for
1 ≤ i ≤ k − 1, and we connect the vertices v1, v2, . . . , vk by a blue directed path
as in Step R2 described in Section 3.4, see Figure 14 again. We declare the corner
of vk incident to the last drawn blue edge and exterior to v, as on Figure 14, to be
the new LV Cj , and we set LV C = LV Cj .
• Step MR3. If each vertex of label i + 1 of p is linked to an internal edge, we
set i := i + 1, otherwise we let i unchanged. We then go back to Step MR1 and
continue.
• Termination. We perform the identifications of edges of p according to the map
structure of M, thus reconstructing the surface S. We call Λ(M) the map on S
consisting of all the internal edges, with vertex set V (M) ∪ {w1, . . . , wk}.
Figure 21 gives an example of the construction.
Proposition 5.7. The map Λ(M) is a well-defined bipartite quadrangulation.
The proof of this statement is exactly the same as the proof of Proposition 3.6 (in
particular, Lemma 3.7 holds true for this more general construction), and we skip it.
We conclude with the following observation. Let us define d : {w1, . . . , wk} → Z
by setting d(wj) = minv∈V (pj) `(v)−1. In q, we distinguish the corner cj incident
to wj defined as the unique oriented corner whose associated edge is incident to
the corner c′j and such that the orientations of cj and c
′
j are the same. We have:
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Lemma 5.8. The map (Λ(M), (w1, . . . , wk), d) is a quadrangulation with k de-
layed sources and k ordered roots c1, . . . , ck attached to them. The label ` of any
vertex in V (M) is equal to its distance `d from the delayed sources.
Proof. First, we have that
min
1≤j≤k
d(wj) = min
v∈V (p)
`(v)− 1 = 0,
thus condition (DS1) from Definition 5.1 holds true. Since every two vertices of
Λ(M) are linked by an edge only if their labels differ by 1, notice that (DS3)
from Definition 5.1 is clearly satisfied. Moreover, from the same reason, for any
1 ≤ i < j ≤ k we have that |d(wi) − d(wj)| ≤ dΛ(M)(wi, wj), with equality iff
there exists a geodesic path from wi to wj with strictly monotone labels. But such
a geodesic path does not exist since for every 1 ≤ i ≤ k each vertex linked towi by
an internal edge has greater label than wi. This proves (DS2) from Definition 5.1.
It remains to prove that labelings ` and `d coincide. First, we show that for every
vertex v ∈ V (pj), we have that `(v) = d(wj) + dΛ(M)(v, wj). It is a consequence
of the fact that every corner of label i is linked to some corner of label i− 1 for all
i > d(wj). Together with the fact that dΛ(M)(v, v′) ≤ |`(v) − `(v′)| for any pair
of vertices v, v′ ∈ V (M) it shows that for a fixed v ∈ V (pj) one has
`(v) ≤ d(wi) + dΛ(M)(v, wi)
for any 1 ≤ i ≤ k with an equality for i = j, and hence
`(v) = min
1≤j≤k
(
d(wi) + dΛ(M)(v, wi)
)
= `d(v),
which finishes the proof. 
5.1.4. Bijection. We are now ready to reformulate Theorem 5.3 in the following
more precise form.
Theorem 5.9. For each n ≥ 1 and each surface S, the mapping Φ and Λ are
reverse bijections between the set of bipartite quadrangulations on S with n faces
and k ordered rooted delayed sources, and the set of well-labeled maps on S with
n edges and k ordered rooted faces.
The proof of this theorem is similar to the one of Theorem 3.1 and we skip it.
We now deduce Theorem 5.2 from Theorem 5.3. The argument is a direct adap-
tation of the one used to deduce Theorem 3.2 from Theorem 3.1 in Section 3.5,
so we just indicate the main differences. The simultaneous choice, for each rooted
bipartite quadrangulation (q,W, d) with k delayed sources of an oriented corner
ρi(q,W ) incident to the source wi in q for each 1 ≤ i ≤ k is called an oracle.
Once an oracle is fixed, we can view q as a quadrangulation carrying k rooted
delayed sources, call it q′ (with wi rooted at ρi(q,W )). This quadrangulation is
equipped with an additional marked corner (the original root corner of q). We can
then apply the bijection Φ to (q′,W, d) and we obtain a well-labeled mapM with
k rooted, ordered faces. Since M has 2n corners and q′ has 4n corners, we can
use the marked corner of q′ to mark a corner ofM and to get an additional sign
 ∈ {+,−} as in Section 3.5. Declaring this corner to be the new root ofM, we
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can now shift all the labels ofM by the same integer, in such a way that this cor-
ner receives the label 1. We thus have obtained a labeled mapM′ with k rooted,
ordered faces, that carries a marked oriented corner c of label 1 (the root corner of
M), together with a sign , and we denote by Λρ(q,W, d) := (M′, c, ).
We thus obtain Theorem 5.2 in the following more precise form:
Theorem 5.10. For each n ≥ 1 and each surface S, there exists a choice of the
oracle ρ that makes Λρ a bijection between the set of rooted bipartite quadrangu-
lations on S with n faces and k delayed sources, and the set of rooted labeled maps
on S with n edges and k ordered faces equipped with a sign  ∈ {+,−}.
Proof. This is a straightforward adaptation of the proof of Theorem 3.2. For fixed
d1, d2, . . . dk ≥ 1, consider the setQS,n,d1,...,dk of all rooted quadrangulations on S
with n faces and k delayed sources such that the i−th source has degree di, and the
set US,n,d1,...,dk of all rooted labeled maps on S with n edges and k faces carrying
a sign  ∈ {+,−}, such that the numbers of corners of minimum label in the
i− th face is given by the numbers di. Then the bijection of Theorem 5.3 endows
the disjoint union of these two sets with a regular bipartite graph structure, and
applying Hall’s marriage theorem, we obtain the existence of the wanted oracle.
Details are similar to the proof of Theorem 3.2. 
5.2. Ambjørn-Budd bijection for general surfaces. In the case of orientable sur-
faces, Ambjørn and Budd [AB13] designed yet another variant of Schaeffer’s bi-
jection, that proved to be useful in the study of scaling limits of maps (see e.g.
[BJM14]). The Ambjørn-Budd bijection is actually a corollary of Miermont’s bi-
jection, in the sense that it can be deduced from it. As we will see, the same is true
for non-orientable surfaces. In this section, using the generalization of Miermont’s
bijection done in the previous section, we will generalize Ambjørn and Budd’s
construction to all surfaces.
Let (M, v0) be a map with pointed vertex v0. We will say that a vertex u ∈
V (M) is extremal in the pointed mapM if
dM(u, v0) > dM(v, v0)
for any vertex v that is adjacent to u. Otherwise, we will say that the vertex u is
non-extremal.
Lemma 5.11. Let (M, v0) be a pointed map. Then, for any vertex v ∈ V (M),
there exists an extremal vertex u ∈ V (M) such that
dM(v0, v) + dM(v, u) = dM(v0, u).
Proof. If v is an extremal vertex, we can choose u = v. Otherwise, there exists a
vertex u1 adjacent to u0 := v such that dM(v0, u1) = dM(v0, u0) + 1. Iterating
as long as we can, we find an integer I and vertices ui+1 for 0 ≤ i ≤ I such that a
vertex ui+1 is adjacent to ui, dM(v0, ui+1) = dM(v0, ui) + 1, and I is the largest
index such that the vertex uI+1 exists. Then u := uI+1 is the desired extremal
vertex. 
The notion of extremal vertices is important in the following theorem.
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Theorem 5.12 (Ambjørn-Budd bijection for general surfaces). For each surface S
and integer n ≥ 1, there exists a 2-to-1 correspondence between the set of rooted
bipartite quadrangulations on S with n faces carrying a pointed vertex v0, and
rooted maps on Swith n edges carrying a pointed vertex v˜0. Moreover, if a bipartite
quadrangulation has ni non-extremal vertices at distance i from the pointed vertex
v0 for some i ≥ 1 and k extremal vertices, then its associated map has ni vertices
at distance i from the pointed vertex v˜0 and k faces.
In order to prove the theorem we first state the following lemma:
Lemma 5.13. Let (q,W, d) be a quadrangulation on S with n faces and k delayed
sources and let Λρ(q,W, d) = (M, c, ) be the associated labeled map, via the
bijection of Theorem 5.10. Then, for every v ∈ V (M) v is a local maximum in
Λρ(q,W, d) iff v is a local maximum in (q,W, d).
Proof. If v ∈ V (M) is a local maximum in (q,W, d) then by construction it is
clearly a local maximum in Λρ(q,W, d).
To prove the converse, let v ∈ V (M) be a vertex labeled by i = `(v), which
is not a local maximum in (q,W, d). We need to prove that there exists a vertex
w ∈ V (M) adjacent to v inM and labeled by i+ 1. From Lemma 5.8 and strictly
from the construction of the map M we know that there exists a face f ∈ F (q)
of type (i − 1, i, i + 1, i) containing the vertex v. Let e ∈ E(M) be the edge of
M lying inside f that connects vertices labeled by i and i + 1 (it exists from the
rules of the construction: see Figure 9). If this edge contains the vertex v, there is
nothing to prove, so let us assume that the vertex w labeled by i + 1 is connected
by e to the second vertex v′ 6= v ∈ V (q) labeled by i belonging to the face f (see
Figure 22(a)). It means that the blue directed edge ~e1 crossing the edge of the face
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Figure 22. Illustration for the proof of Lemma 5.13.
f that connects w with v′ is outgoing, hence the blue directed edge ~e2 crossing
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the edge of the face f that connects w with v is incoming, because it is forced
by the rules of the construction (see Figure 9). Therefore, at some point of the
construction of the labeled mapM (Step M1) there was chosen a face f ′ ∈ F (q)
of type (i − 1, i, i + 1, i) from where a blue directed branch labeled by i + 1 and
prolonging the directed edge ~e2 was going out (see Figure 22(b)). But this means
that the edge of the map M that is drawn inside the face f ′ connects v to some
vertex w′ ∈ V (q) labeled by i+1 (see Figure 22(c)), which finishes the proof. 
Using the lemma above, one can restate Theorem 5.10 in a different form. Then
Theorem 5.12 will be an obvious consequence of this reformulation.
Definition 5.14. Let q be a rooted bipartite quadrangulation, and let ` : V (q)→ N
be a coloring of its vertices. We say that a triple (q, `,≺) is properly labeled if
every edge is labeled by (i, i+1) for some i ∈ N, at least one vertex of q is labeled
by 0, and ≺ is a linear order on the set Vmin(q) ⊂ V (q) of all local minima of q
with respect to `.
Corollary 5.15. For each n ≥ 1 and each surface S, there exists a choice of the
oracle ρ that makes Λρ a bijection between the set of rooted bipartite properly
labeled quadrangulations on S with n faces, and the set of rooted labeled maps on
S with n edges, ordered faces, and equipped with a sign  ∈ {+,−}.
Moreover,
• there is a one-to-one correspondence between local minima Vmin(q) and
faces of Λρ(q, `,≺) such that if f is a face of Λρ(q, `,≺) associated with a
vertex v ∈ Vmin(q) then `(v) is given by the minimum of the labels around
f minus 1;
• labeled vertices of Λρ(q, `,≺) correspond to labeled vertices V (q)\Vmin(q);
• local maxima of (q, `,≺) correspond to local maxima of Λρ(q, `,≺).
Proof. It is clear from Definition 5.1 and from Lemma 5.4 that for any rooted
bipartite quadrangulation with k delayed sources (q,W, d) the triple (q, `d,≺) is
a rooted bipartite properly labeled quadrangulation with k local minima, where
≺ is a linear order of the set W = Vmin(q). On the other hand, given a rooted
bipartite properly labeled quadrangulation (q, `,≺) with k local minima one can
associate with it a rooted bipartite quadrangulation with k delayed sources given
by (q, Vmin(q), d), where d(v) = `(v), and it is easy to see that this establishes a
one-to-one correspondence between those sets. Then, the first two properties of the
corollary hold trivially by construction, while the last property is a reformulation
of Lemma 5.13. 
Proof of Theorem 5.12. Let (q, v0) be a rooted pointed bipartite quadrangulation
with k extremal vertices (w1, . . . , wk). We associate with it a rooted bipartite
properly labeled quadrangulation (q, `,≺) with k local minima Vmin(q,≺) =
(w1, . . . , wk) by setting
`(v) = max
w∈V (q)
dq(w, v0)− dq(v, v0).
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It is evident from the construction that we established a bijection between the set
of rooted pointed bipartite quadrangulations with k extremal vertices w1, . . . , wk
and the set of rooted bipartite properly labeled quadrangulation with k local min-
ima. Hence, by Corollary 5.15 composing this bijection with the bijection Λρ of
Theorem 5.10, we obtain a bijection between rooted pointed bipartite quadran-
gulations with k extremal vertices (q, v0), and labeled, rooted, maps with k or-
dered faces, and additional sign (M, ), where the labels have some special prop-
erty. Namely, observe that (q, `,≺) has a unique local maximum at the vertex v0,
labeled by `max := maxw∈V (q) dq(w, v0). Thus, by Corollary 5.15, the corre-
sponding map (M, `, ) := Λρ(q, `,≺) has a unique local maximum at the vertex
v˜0 = v0 ∈ V (M). This means that the labels ` in the mapM are encoded uniquely
by the pointed map (M, v˜0), which establishes desired bijection (indeed, for any
vertex v ∈M one has `(v) = `(v)− dM(v, v˜0), since v˜0 is the unique local max-
imum of (M, `)). Now, notice that we have the following equality between sets of
vertices:
{v ∈ V (q) \ {w1, . . . , wk} : dq(v0, v) = i} = {v ∈ V (M) : dM(v˜0, v) = i},
because they both coincide with the multiset
{v ∈ V (q) \ {v′1, . . . , v′k} : `(v0)− `(v) = i} = {v ∈ V (M) : `(v˜0)− `(v) = i}.
cIn this way we proved that there is a bijection between the set of rooted pointed
bipartite quadrangulations on S with n faces and k ordered extremal vertices, and
between the set of rooted pointed labeled maps on S with n edges and k ordered
faces. To conclude the proof we need to show that one can omit the word ”ordered”
in the previous statement, and one can do it, again, by building an appropriate
bipartite graph and applying Hall’s marriage theorem. As we already used this
technique several times in this paper, we let it as an easy exercise to the reader. 
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