SUMMARY. One important component of model selection using generalized linear models (GLM) is the choice of a link function. Approximate Bayes factors are used to assess the improvement in fit over a GLM with canonical link when a parametric link family is used. For this approximate Bayes factors are calculated using the approximations given in Raftery (1996), together with a reference set of prior distributions. This methodology can also be used to differentiate between different parametric link families, as well as allowing one to jointly select the link family and the independent variables. This involves comparing nonnested models. This is illustrated using parametric link families studied in Czado (1997) for two data sets involving binomial responses.
Introduction
To find an appropriate generalized linear model (GLM) for regression data involves choosing the independent variables, the link function and the variance function (McCullagh and NeIder (1989) ). Typically many different models have to be investigated and compared using individual significance tests based on the asymptotic distribution of the deviance. As pointed out in Gelfand and Dey (1994) and Raftery (1996) this strategy cannot be used for comparing nonnested models. In addition, adjustments for multiple tests as well as power considerations are usually ignored. A Bayesian approach can avoid these difficulties and therefore Raftery (1996) developed approximate Bayes factors for GLM's based on the Laplace method for integrals. These approximations require only the maximum likelihood estimate (MLE), the deviance and the observed or expected Fisher information. Kass and Raftery (1995) and Han and Carlin (2001) review Bayes factors and discuss different ways to calculate Bayes factors.
In this paper, we extend the approach taken by Raftery (1996) to calculate approximate Bayes factors for GLM's with a parametric link function. Even though GLM's with canonical links (for definition see McCullagh and NeIder (1989) ), such as the logit link in binomial regression, guarantee maximum information and a simple interpretation of the regression parameters, they do not always provide the best fit available to a given data set. Link misspecification can lead to substantial bias in the regression parameters and the mean response estimates (see Czado and Santner (1992) for binomial responses). One common approach to guard against link misspecification in generalized linear models is to embed the canonical link in a wide parametric class of links~= {F(·, 'l/J), ' l/J E \Ii}, which includes the canonical link as a special case when ' l/J = ' l/Jo. Many such parametric link classes for binary regression data have been proposed in the literature. Montfort and Otten (1976), Copenhaver and Mielke (1977) , Aranda-Ordaz (1981) , Guerrero and Johnson (1982) , Morgan (1983) and vVhittmore (1983) proposed one-parameter families, while Prentice (1976), Pregibon (1980 ), Stukel (1988 and Czado (1992) considered two-parameter families. Link functions for the non-binary case were studied Pregibon (1980 ) Czado (1992 , 1997 .
With of link to choose is to calculation of approximate Bayes factors including the choice of priors will be discussed. Applications will be given in Section 4 and Section 5 will provide a summary and discussion of the method presented.
Generalized Linear Models with Parametric Links
The following model for regression data with response Yi and independent variables Xi = (Xii,' .. Xip) for i = 1", . ,n will be used: \Ve will illustrate our approach by using the link families suggested by Czado (1997) .
They allow separate modifications of the left and/or right tail of the link function and exhibit low variance inflation (Taylor (1988) , Taylor et al. (1996) ) for the regression parameters when the link is estimated from the data. This is due to the fact that the parametrization is locally orthogonal (see Cox and Reid (1987) ). In addition, they are location and scale invariant (see Czado (1997) ). For GLM's with parametric links they are defined as follows:
where h(Tj,1/J) is one of the following functions:
Both tails:
Left tail:
It should be noted that the parameter restriction for the mean response makes a right tail modification for the Poisson and a left tail modification for the Gamma and inverse Gaussian cases the only sensible modifications to be considered. In all other cases all modifications of the link function are allowed. In particular, (2.4) is a special case of (2.2) with 'lj; = (1, Similarly (2.3) is a special case of (2.2) with 'lj; = ,1). As increases the right tail of G (., 'lj;) becomes lighter, while an increasing makes the left tail of G (., 'lj;) lighter. The 
• , Y n ), which is defined as the ratio of posterior to prior odds, namely
the ratio of the integrated likelihoods. In equation (3.1),
where f31j J is the corresponding regression parameter in ModellvI1jJ and p(I31jJll\!f1jJ) is its prior density in model M1jJ. Note that Me corresponds to M1jJ with 'l/J = 1. The Bayes factor is a summary of the evidence for M1jJ against Me provided by the data. Sometimes it is useful to consider 2log B1jJ, which is on the same scale as the familiar deviance and likelihood ratio test statistics. In this paper we follow Raftery (1996) by using the rounded scale given in Table 1 of Raftery (1996) for interpreting B1jJ or 2 log B1jJ.
This approach allows us to compare different parametric link families as follows. Let 1\11 0 denote a GLM using a link family indexed by the link parameter () and construct B o in a similar fashion as B1jJ. The quantity !ft then provides a summary of the evidence for model IvIt/; against model M o given the data and the same set of independent variables. In a similar way we can construct comparisons of models with different sets of independent variables and link parameters. For the link families given in Table 1 it is also of interest to assess whether a right tail, left tail or a both tail modification is needed. For this we can compare B1jJl (B1jJz) and B, 'P=(1jJl, 1jJZ) for individual link parameter values or construct overall Bayes factors for each tail modification, given by Both Tails: but instead are estimated, B"'l' B"'2 and B1jJ will tend to overstate the evidence for a modification. The average Bayes factors B r , B l and B b are preferable in this case, because they take into account the fact that the link parameters are unknown and thus take link uncertainty into account. For example, the ratio -: will compare a both tails modification to a right tail one. In a similar fashion we can assess the evidence for one link family against another one given the same or different set of independent variables. To complete the specification of these Bayes factors, we have to select appropriate prior distributions for the regression parameters given a model with a specified link parameter as well as the prior distribution to be used for the link parameter to construct overall Bayes factors for a GLM with a specified link family. where Np(f-t, E) denotes a p-dimensional normal distribution with mean vector f1, and covariance matrix E. To specify the quantities in (3.6), the adjusted dependent variable zt = g1/J(itt) + (Yi itt)g~(itt) with weights wt (McCullagh and NeIder (1989) It remains to specify (J';. The arguments of Raftery (1996) and subsequent experience using
Bayes factors for GLM's (e.g. Viallefont et al. (1998) Bliss (1935) recorded the number of insects dead after five hours' exposure to gaseous carbon disulphide at various concentrations and the data are presented in Table 2 . This is a well known data set and has been often used to show the usefulness of a different link function other than the logistic one. In particular, the residual deviance for a logistic model with a centered log dose covariate is 11.23 with 6 degrees offreedom, suggesting a lack of fit.
[ Table 1 Figure 1 gives the deviance profiles and contours, when the link families (2.2)-(2.4) are used for binomial regression. They show clearly that a tail modification in this data set is useful and improves the fit. We will now use Bayes factors to decide which specific tail modification is needed. We use the prior specification (3.6) with o-p = 1 and normal independent priors for 1/J with prior standard deviation o-1j; = 2. Figure 2 shows the Bayes factors B1j; as a function of 7./J and in Table 3 ) . . .
7.80
This shows that a logistic model using a quadratic term on the original scale is favored over a right tail link family. Collett (1991) p. 140 noted that a complementary log-log model for the link parameter fits the data as well as the logistic model using a quadratic term. He argued that the complementary log-log model would be preferable since it has fewer parameters, but this ignores the uncertainty in the choice of link function.
Rotifer Suspension
The following example is taken from Collett (1991) . It involves the number of rotifers faliing out of suspension for two species, called polyartha major and keratella cochlearis for different fluid densities; the data are given in Table 6 .10 in Collett (1991) , p. 217. For the binary regression models considered below species were coded by 1 for polyartha major and ofor keratella cochlearis and a centered covariate for density x 100 was used.
In this data set we have in addition to the link choice the problem of deciding whether or not to include an interaction term between species and density. A logistic regression analysis gives a residual deviance of 434.25 on 37 degrees of freedom for a model including no interac-
.f n AI r.-t T;lOn T;erm, Wfllle a IIlouelmclUumg an uneracuon T;erm YlelUs a reSlQUal uevIance or 404.Ul on 36 degrees of freedom. This indicates a severe lack of fit and shows that an interaction term is not needed if only a logistic link is allowed. Therefore, this raises the question whether an interaction term would improve the fit when links other than the logistic are considered.
So we consider six model classes corresponding to the three possible tail modifications and the two choices for set of covariates. Table 3 about here.}
The overall log Bayes factors for the both tail modification is the largest for the model including an interaction term. Comparing whether the inclusion of an interaction term is warranted for a both tail modification we can see that the log Bayes factor for an interaction is 76.84 -67.24 = 9.6, which corresponds to strong evidence for an interaction. Note that a conventional GLM analysis such as that of Collett (1991) would miss this important interaction.
Discussion
We have presented a Bayesian approach to model selection in GLM's with parametric link using Bayes factors to account for structural model uncertainty (see Draper (1995) ) such as the choice of link in a GLM. This involves a continous model expansion over ordinary GLM's when a particular link family was considered as well as a discrete model expansion when different link families were compared. In addition we were able to jointly assess the choice of link together with the choice of the set of independent parameters to include in the model. This involves the comparison of nonnested models, which cannot be carried out using classical model selection strategies based on significance tests. 
