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ABSTRACT 
A turbulent boundary layer experiencing a time mean adverse pres- 
sure gradient and a controllable travelling wave periodic oscillation, 
was examined experimentally. An open return low speed wind-tunnel with 
a semi-open working section was used for this purpose, with oscilla- 
ting flaps at its exit inducing the oscillations. The boundary layer 
on a specially designed "S" shaped model of chord 2m and thickness/ 
chord ratio of3.6%was investigated, for a range of frequencies from 1 
to 6Hz, and amplitudes of the order of 10% of the time mean freestream 
velocity. The turbulent boundary layer evolved naturally around x/c= 
. 23, and measurements were taken for a Reynolds number Rec=3401. The 
effect of flap amplitude was examined for a range of amplitudes, from 
2 to 4 inches. Unsteady velocity and pressure quantities were measured 
using Hot-wire techniques and pressure transducers, with the aid of a 
digital sampling system. Boundary layer mean values, were found to be 
invýriant with both frequency and amplitude of oscillation, while un- 
steady components were predominantly affected by frequency and down- 
stream position but not amplitude. Unsteady velocities in the boundary 
layer lagged the freestream oscillations by as much as 1500 in some 
cases, while amplitudes exceeded freestream values by as much as 70%. 
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INTRODUCTION 
Unsteady flow fields occur in a great variety of situations, 
both in nature and numerous engineering applications. Thus a continu- 
ously increasing importance is attached to the study of such flows 
as indicated by the recent increase of research effort in the field. 
In many engineering problems, the understanding of unsteady flow 
effects could lead to improved design of components for better perfor- 
mance, reliability and cost effectiveness. Furthermore, the fundamental 
knowledge gained as a consequence could-be even more beneficial in the 
long run, leading to the solution of many problems encountered in na- 
ture not only in the engineering domain but also such diverse subjects 
4'as biology and zoology. We will now highlight some of the-problems 
encountered in the engineering field. 
The flow through an isolated turbine disc is nominally steady, 
in a coordinate system moving with the rotating blades; but in a real 
situation with many parallel stages of rotating and stationary compo- 
nepts, this is no longer true. Some periodic unsteadiness is introduced 
which has to be taken into account, as it leads to flutter and premature 
fatigue of the blades, stall, surge and even noise. A sirhilar problem is 
vividly presented when one studies the aerodynamics of helicopter rotors. 
In this case, as the rotor translates nearly'parallel to its plane of 
rotation than axially, the'oncoming flow varies periodically in magni- 
tude, yaw and incidence with reference to any single bla4e. This leads 
to sV; h undesirable effects, as transonic flow. on the advancing and dy- 
namic stall on the retreating blade. Flutter prediction and prevention 
on flexible wings, remains an important study topic in': the aircraft in- 
dustry, and such modern applications as the space shuttle and control 
configured vehicles, require a knowledge of unsteady aerodynamics.. In 
- 
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other industrial situations pulsating jets find applications in break- 
ing rocks, combustion. chambers, car silencers and in oscillating jet. 
flaps. For the civil engineer, bluff body separation and vortex shed- 
ding from tall buildings and flexible bridges, lead to considerable 
worries and sometimes spectacular catastrophies that need to be resolved. 
All these examples highlight the importance and diversity of the pro- 
blem. 
From the above examples it is obvious that unsteady flow situ- 
ations can arise. 'either due to unsteadiness or periodicity in the I. 
motion of acomponent necessary to fulfil its function, e. g. a heli- 
copter blade, or due to an unsteady freestream passing a stationary 
body. Also unsteady flow situations can arise in a nominally steady 
freestream passing over an initially steady obstacle, but inducing osci- 
Ilatory forces and motion of the body. 
Freestream unsteadiness can be classified for analytical pur- 
poses into two main categories, impulsive and periodic. Impulsive flow 
implies a transition from one state of affairs to another, such as a 
sudden change in velocity ina. finite interval of time. It usually, 
leads to transient effects which die away with time. 
The second category involves a periodic or cyclic relative moti- 
on between freestream and surface. The simplest example of a periodic 
flow, is that of a sinusoidal freestream passing a body with or with- 
out a mean flow superimposed to it, given by the equation, 
U(x, t)=U, (X). (l+Nsirut) (1) 
where UI(x), is the mean flow velocity, N is the ratio of amplitude of 
oscillation to the mean flow and w is the radial frequency. 
If we are looking for the effects on a body induced by such a 
flow, we can always measure them experimentally, by measuring the forces 
on the body. But if we are concerned with the cause for these effects, 
then we have to study the resulting flowfield around the body. 
-9- 
Unsteady potential flow theory is already well understood and 
readily adaptable to many unsteady flow problems. However the inviscid 
approach proves. inadequate where large departures from the ideal flow 
occur, as in the case of separation or where the boundary layer thick- 
ness cannot be neglected. Then we have to turn our attention to the 
boundary layer. The problem of the laminar boundary layer has been 
studied exhaustively both theoretically and experimentally as shown in 
the following chapter and essentially the problem is now well under- 
stood. Unfortunately the turbulent boundary layer presents still many 
difficulties due to its non-linearity, and although it has received in 
recent years a renewed attention, little has been so far achieved. 
Although with the advent of modern computeri, numerous numerical 
methods for soliing the problem have evolved, the lack of experimental 
data is acute. A comparison of some of these methods,, shown in figure 
(1), shows large quantitative differences and even trends, and the pre- 
sent state of the art still leaves a lot to be desired, even for'the 
simple case of a flat plate. 
'In cases where a severe adverse pressure gradient is, present, 
the problem istImainly untackled and no reliable experimental evidence 
exists. In this area we hope to provide some data, by studying experi- 
mentally the case of a turbulent boundary layer in a mean adverse pres- 
sure gradient, subjected to a travelling wave type of oscillation of 
the fom, 
U(x, t)=Uj(x). (l+Nsinw(tA)) (2) Q 
where Q is the wave convection velocity. This type of oscillation, 
introduces the added complexity ofan oscillating streamwise pressure 
gradient. 
- 
2. REVIEW ON UNSTEADY BOUNDARY LAYERS. 
2.1 Introduction. 
The inclusion of a brief review of previous work in this volume 
was considered necessary, both for laying the foundations and drawing 
the objectives of this work.. 
Unsteadiness in boundary layer flow, can produce many unusual 
phenomena, sometimes completely different from those arising in the 
steady case. This has stipulated a lot of research on the subject, 
both theoretical and experimental. A recent review on the more general 
aspects of unsteady flow and comprehensive bibliogýaphy, is given by 
W. J. McCroskey (1977), while Riley(1975) provides a review of the state 
of the art for the case of the unsteady laminar boundary layer, both in 
oscillatory and impulsively started flows. In this work, specific empha- 
sis will be given to the case of the oscillatory turbulent boundary 
layer. 
The concept of a boundary layer as a rational mathematical and 
physical theory, stems from Prandtl (1904); however the existence of 
unsteady boundary layers was reported even further back, in the mid 19 
th 
century work of Stokes (1851) and Rayleigh (1884). If we consider the 
flow relative to a flat plate in the plane y=O, and independent of the 
x and z directions in an orthogonal system of coordinates, then the 
Navier-Stokes and continuity equations are reduced to: 
aU 
a_I 2p +, Va2U ax TY. 2 
(3) 
0ý.. _! Y_. -lap p ay .. p 3z 
with uzy(y, t), the velocity component in the x direction only. If the 
pressure gradient is zero, we get the simpler diffusion equation, 
au 
'Ft =V. - (4) 
y 
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The Stokes layer is periodic in t, with boundary conditions: 
U= Uw Cos wt 
U+ 0 
and the solution ist 
U= Uwe -ncos(wt-n) (6) 
where n= y(w/2v)l 
This is the solution arising from the oscillation of the plate in its 
own plane, in a stationary flow field. 
The Rayleigh layer only differs in the boundary conditions, 
which are: 
U(Y, O)= 0, Y> 0 
u(O, t)= UO (7) 
u(-, t)= 01 t> 0 
and the solution is, u- Uoerfcfy/2(yt)1 (8) 
It represents the flow generated by a sudden movement of the plane. 
By introducing a virtual pressure field to account for inertial 
effects, we can transform, with a suitable x-coordinate transformation 
both (6) and (8) to situations where the wall is kept at rest, but the 
fluid is allowed to have motipn at infinity. Thus the periodic solution 
1 
of (3) with -W. sirKjt-- - -ý ax 
U= 0, Y= 0 (9) 
U= Pcoswt, Y= 
is, u=U. coswt - (Le-T'cos(wt - n) (10) 
and from (4), with 
U(Y, O)= 0, Y> 0 
U(O, t)= 00 (11) 
uI (00, t)= U01 t> 
we get, u= Uoerf{y/2(, vt)il (12) 
Both these layers indicate, that although shear waves are 
propagated from the surface into the, fluid, they decay exponentially, 
and there is no mean outflow from them. HoweVer it is important to note 
-12- 
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that if we let y-O in equation (10), then the limiting velocity at the 
wall (or the skin frictiol leads*the velocity at the outer edge of the 
layer by ir/4 - 
The pioneering work summarised above, helps to classify the un- 
steady boundary layer problem into two main sections, impulsive bounda- 
ry layers, and oscillating boundary layers, corresponding to the Rayleigh 
and Stokes layers respectively. 
On the problem of impulsive boundary layers, although important 
in itself, we shall comment no further. We ýshall rather restrict our- 
selves to oscillatory boundary layers for the rest of this chapter. 
2.2 Steýdv streaming in oscillatory motl'on 
As indicated in the previous section, there is no outflow from 
the Stokes layer in the fom so far presented. However this is only 
true if the fluid velocity does not depend on the x-coordinate. In 
many cases where such a dependence exists, the Stokes layer of thick-. 
ness (v/w)l is still relevant and the appropriate phase differences 
between the velocity components will be present. The non-linearity of 
the system though leads to the developernent of harmonics of the given 
oscillation and of a steady outflow from the layer. Th'is steady out- 
flow does not die away with y as in the previous case, but rather has 
a non zero limit. 
An example of such a flow, over, an infinite circular cylinder 
oscillating in its own akis. - was investigated theoretically by Stokes 
himself (1886) and Coster (1919), and experimentally by Winny (1932). 
A notable contribution to the subject was made by Schlichting. (1932), 
who analysed the streaming around a cylinoer and verified the results 
experimentally with flow visualisation in water. 
Assuming as afirst approximation equation (3), with U(x, t)= 
Uo(x)coi t and taking the x and y coordinates parallel and perpendicu- 
k 
lar to the surface, with (u 
a 'V a 
)the first approximation to the velocities 
-13- 
Schlichting derived an equation containing a second approximation to 
the velocities (UbIvb)I in the fom 
Du a2U U D. 5 aU b- V-=b= U DI , '.. 
ULax-uaax -': 'a-va 
'ay 
Py (13) 
I DU 
and assuming 
A is of the second order compared to g--t, which is true ax 
if the amplitude of oscillation is much smaller than the cylinder dia- 
meter he obtained a. solution of (13), in the fom: 
u=-IUA Ci(17)cos2wt +C2(17)sin2wt + C'3(17) (14) dt 
where C2(17). C, (n) and C30) are known functions. This last equati- 
on satisfies the conditions at the wall only (y= 0), and not an appro- 
dU priate condition at infinity, since u(oo)= --! -U -d- ,a finite value. 4w x 
The reason for this is that whereas the unsteady components of the 
flow, the acceleration and viscous terms, develop a balance in which 
u-,, O at infinity, tMs balance is not p ossible for the steady stream- 
.. 
ing within the Stokes layer, because ihe acceleration is zero. The 
existence of the steady streaming outside the Stokes layer is a natu- 
ral consequence of the presence of the Reynolds'stress within the 
Stokes layer. 
If we assume that u should be bounded at infinity,, then 
I C307) 00 in (14). 
Andres & Ingard (1953) extended Schlichting's work to third and 
fourth order effects. Stuart (1963), suggested'an appropriate Reynolds 
number for steady streaming, as Rs=gý * where Uco is a- characteristic UP 
velocity of the flow. For large values of Rs hd: 'stipulated on the 
existence of an outer non linear boundary layer, within which the stea- 
dy streaming goes to zero at infinity. Calculations of the structure ý 
of this layer have been made by Stuart (1966) and Riley (1965). 
-14- 
2.3 Unsteady boundary layers. 
2.3a The oscillatory laminar boundary layer. 
The subject of oscillatory laminar boundary layers, being, - ý, 
susceptible to analytical treatment, -has received considerable attention- 
in recent years. Thus an essentially complete understanding of the 
problem exists, at least in the absence of strong adverse pressure gra- 
dients. 
One of the most powerful contributions to the subject was made 
by Lighthill"(1954), who studied an oscillatory laminar boundary layer 
on a cylindrical body, when the velocity of the oncoming stream relative 
ý to the body, oscillates in magnitude but not in direction, with a free- 
stream velocity, U= UO(X). . (I+Ne'wt) (15) 
where N=UVUO, the amplitude parameter, which is assumed to be small.,. 
This restriction allows the spatial and temporal dependence of the 
boundary layer velocities to be separated, giving: 
U(X, Y. t)= uo(x, y)+ui(x, y). e 
iwt. 
V(X, Y, t)= vo(x, y)+vi(x, y). e'wt 
By substituting these values in the laminar boundary layer and conti- 
nu. ity equations and by separating zeroth and first order terms, Light- 
hill, obtained a set of simultaneous equations which he solved for low 
and high frequencies. Thus for each point on the body surface there is 
a critical frequency wo, such that for w9 
, 
<w the oscillations are to a, 
good approximation "shear waves" unaffected by the mean flow; the phase 
advance in the skin friction is then 450. For w1wo the oscillations 
are closely approximated as the sum of parts proportional to the insta- 
ntaneous velociiy and acceleration of the oncoming. stream; the phase 
advance. of the skin friction is then, tan-'(w/wo). This part of the 
solution is called quasi-steady, and it is important as an anchoring 
point fo, r higher frequency investigations. The critical frequency wo 
was defined by Lighthill as wo= 0.6 Uo/x. Here again the Stokes layer 
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is of importance. If the steady layer was not present, then the thick- 
ness of the Stokes layer would be (v/w)i. If the boundary layer 'thick-, 
ness 6, is comparable in magnitude to the Stokes layer, i. e. W62/, V=0(1) 
and the Stokes layer is spatially mixed with the steady layer, then the 
boundary layer would 'respond asa-. whole to the imposed oscillation. (The 
quasi-steady case, with the relevant phase shifts. ) If however W62/V>>l 
then the Stokes layer is very thin on the wall, and essentially exists 
independently of the steady flow. Lighthill presented his results as. 
plots of uj/Uj and versus y/(w/2v). (see figure (2)) 
Similar calculations were also performed by Lin (1956) for the 
high frequency case, quite independently, producing the same results. 
For the boundary layer near a-stagnation point (Hiemenz layer), results 
have been given by S&A Ghoshal (1970) and H. Ishigaki (1970), although 
there is some discrepancy between them. Hill & Stenning (1960) confi rm- 
ed Lighthill's theory for both the Blasius and Howarth layers (Uo-l-Cx). 
The comparison is shown in figure (2).. 
Among numerous other workers in the field of oscillatory-lami- 
nar boundary layers it is worth mentioning the worR done by Hall (1969) 
and Phillips &Ackerberg (1973), who solved the problem numerically 
producing very good results. 
The'travelling'wave type of oscillation which is more relevant 
to this work, has been recently studied experimentally and theoreti- 
cally by M. H. Patel (1974). Patel made comprehensive measurements on 
a flat plate for both laminar and turbulent boundary layers, for a 
range of frequencies from 4 to 12 Hz, and freestream amplitudes from 
2% to 10% of the freestream velocity, He analysed his results using 
Lighthill's method with a freestream velocity of the form, 
U(x, t)= Uo(x){l+Nsinw(t-x)) Q 
Where. Q is the wave convection velocity. " His analysis was for a gene- 
-16- 
ral Q, although his experimental results were for Q= . 77UO. His re- 
sults in the laminar case present broad similarities with his turbu- 
lent boundary layer results, and in that context we will discuss them 
in the next section. 
2.3b Ihe oscill-atory turbulent boundary layer. 
As mentioned above, the subj'ect of oscillatory laminar bounda- 
ry layers is at present well understood mathematically. Unfortunately I 
the same cannot be said for the turbulent case, which presents inherent 
mathematical difficulties, especially in the modelling of the unsteady 
Reynolds stresses, which is essential for closure of the problem. The 
fact that. the problem facing us is three.: dimensional, in x, y&t, does 
not help the situation, since only recently some progress has been ma- 
de in the calculation of steady three-dimensional turbulent boundary 
layers. Recent attempts to analyse the flat plate problem are in qua- 
litative agreement especially for the quasi-steady case, but when it 
comes to higher frequencies large quantitative differences and even 
trends appear, which need to be resolved (see figure (1)). 
Due to the difficulties mentioned, the first ever attempts to 
calculate the unsteady turbulent boundary layer, were simple extensions 
of the methods used in calculating the three-dimensional steady layer- 
with t instead of z in the three-dimengional equations, and steady 
flow models for the Reynolds stresses. 
Hence Cebeci & Keller (1971), introduced an eddy viscocity 
concept to account for the Reynolds, stresses in the boundary layer. Toý 
do this, they split the boundary layer into an inner and outer region*' 
In the inner region they specified an eddy viscocity ei, based on 
Prandtl's mixing length, with modifications by Van Driest and Cebeci. 
In the outer region an eddy viscocity co modified by Klebanoff's inter- 
mittency-factor was used. Solution was confined to y, t dimensions 
(infinite plate) for convenience, and a two po. int finite difference 
A 
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method was used for calculations. A freestream velocity oscillating 
about a mean value was used, and the instantaneous values of the skin 
friction Cf were obtained for frequencies of 10 and 100 Hz, and various 
freestream velocity amplitudes. Results showed Cf increasing both 
with frequency and amplitude. Mean velocity profiles were found to 
vary litile with frequency. 
Bradshaw a few years earlier (1969) extended his method for 
calculating three-dimensional turbulent boundary layers to include the 
unsteady case, using the turbulent energy equation together with the 
Momentum and Continuity equations to obtain closure of the problem. 
Again he used a finite difference schdm6 for solution with the compu- 
ter and long computer'run times restricted the solution to the infini- 
te flat plate. His results for skin friction in a decelerating unstea- 
dy freestream agree closely with Cebesils-results in the prediction of 
the separation position, but elsewhere the agreement is not very good. 
A shortcoming of both methods is that the shear stress at the wall 
should remain positive. 
Patel & Nash (1971), calculated the problem of a two-dimensio- 
nal unsteady turbulent boundary layer, by using a rate equation oUu! vI 
. derived from the kinetic energy equation, in the manner described by 
v .' 
Bradshaw, Ferris and-Atwell (1967). The resulting system of equations 
was solved numerically in an explicit finite difference scheme, also 
used by Nash (1969)ýfor the three-dimensional steady turbulent bounda- 
ry layer. The solution of the entire flow field of interest, evolved 
at each instant of time and the calculation proceeded until after a 
large number of steps the different solutions converged to the true 
value. The problem of a purely sinusoidal oscillation on a flat plate 
with both zero and adverse pressure gradient was solved. Results were 
presented as instantaneous velocity and shear stress profiles and 
instantaneous boundary layer integral valu. es. A study of the results 
-18- 
for the velocity and shear profiles indicates waves being generated 
continuously at the wall and propagated outwards with a distinct velo- 
city. Also a phase difference between freestream and boundary layer 
values is apparent. Comparison of different profiles for the same 
freestream velocity U but 
LU 
of opposite sign shows significant diffe- dt 
rences, which invalidate any quasi steady assumpions. In general the 
mean values of the integral parameters 0,, S'*and TW/PUO 2 appear to be 
larger than the steady values by as much as 10%'. - 
Although the above effort appears to'be a more realistic appro- 
ach to the solution of the problem, it still suffers, from the same basic 
drawbacks as the'previous methods, in as far-as it uses empirical 
functions which seek to model convection, dissipation and diffusion of 
turbulent kinetic energy, applicable in the steady case; while there 
use in the unsteady case is still uncertain. Figure (1) compares the 
method with Karlssoný results for the phase lead in the boundary layer. 
McDonald & Shamroth (1971) used an integral method to solve 
the problem for small time dependent disturbances, by assuming, a Cole's 
velocity profile matched to Karlsson's (1958) experimental mean pro- 
file as representative for an unsteady turbulent boundary layer. The 
. same profile was used fc1h. the in-phase velocity components, while the 
out of phase component was assumed identically zero. A mixing length 
concept similar to Cebeci & Keller's was used 'to- evaluate the turbulent 
shear stresses. Results were computed for'a travelling wave type of 
oscillation, 
U= Ui(l+ Olsin(27Tx/X +wt) (17) 
A plot of wavelength versus Cf, shows that a decrease in wavelength, 
X, results iry'an increase in skin friction, * until it levels off at a 
wave length V6< 10. Now since ; k= Q/f, if the convection velocity Q 
is kept constant, decreasingX means increasing frequency, or alternati- 
vely if f is kept constant, decreasing X has the same effect as reducing 
the travelling wave velocity Q. The phase relation between Cf and U*, 
-19- 
shows a zero lead for very low frequencies, and at high frequencies 
0 Cf leads U by about 45 
Nash &Singleton (1974) used the method of Patel & Nash, refined 
by the inclusion of a more accurate numerical scheme to calculate two- 
dimensional oscillatory turbulent boundary layers, with specific em- 
phasis on the effects on the onset of flow reversal at the wall. Flows 
studied included a flat plate, and a mean retarded boundary layer. 
Results were compared with quasi-steady solutions. Agreemertýfbr TW 
was surprisingly good, although the quasi-steady calculation overe s-ti- 
mated the minimum value of Tw. The agreement for the instantaneous. 
values of 6* was not so good, even for the low frequency test case, 
(w= 1.57). 
Kuhn & Nielson (1975). integrated the, unsteady boundary layer 
equations using a small perturbation technique, for a restricted range 
of frequencies. As highest frequency limit, w= U16 was taken, follow- 
ing McDonald & Shamroth, so that the shear stress integral could be 
neglected. Results were compared with Nasfi & Singleton for frequencies 
of 1.57 and 15.7 Hz, showing a good agreement for Tw but large diffe- 
rences in 6*. Agreement was gdnerally better for the highest frequency. 
Telionis & Tsahalis (1976) were the first people to attempt 
extensive comparison with experimental data (Karlsson's flat plate 
boundary layer). They integrated the time dependent turbulent bound- 
ary layer equations numerically using a two layer eddy viscosity concept 
(Cebesi), for transient and oscillatory freestream. Calculations were 
extended beyond the zero skin friction point and into regions of 
partially reversed flow. Comparison with experimental results proved 
satisfactory for the higher frequency parameters. for both mean velocity 
profiles and wall phase angles. Agreement with averaged fluctuating 
components was not though very good. Calculations in the laminar sub- 
layer, indicated similar trends to Lighthill's laminar boundary layer 
-20- 
analytic solution. 
All the above methods with the possible exception of the last 
one, can only be considered as interesting numerical exersises if no 
comparison with experimental data is available to verify them. 
Until recently the only experimental data available were those 
obtained by Karlsson, in 1958. He used a low speed (7.65ft/sec) blow- 
down boundary layer tunnel with a 20ft long working section, to investi- 
gate the response of a tripped turbulent boundary layer, to a sinusoi- 
dally varying freestream. 
The oscillation was produced by means of shutters varying peri- 
odically the working section exit area. Assuming the laminar and 
turbulent boundary layers were sufficiently related, so that a. laminar 
boundary layer analysis could give us at least the qualitative behavi- 
our in the turbulent case, Karlsson extended Lighthill's quasi-steady 
analysis for large oscillation amplitudes (up to 50% of L6o). Thus he 
indicated that the non linear interaction between freestream and 
boundary layer,. could give rise to harmonics of the driving frequency 
in the boundary layer. Also the skin friction was found to increase 
with amplitude, although mean. and steady velocity profiles deviated 
only slightly from each other, eveni at the highest amplitude. 
Assuming a boundary layer responce of the form,. 
U(X, Y, Z, t)= U'(x, y)cos{wt+ O(x, y)) +r(x, y, z, t) 
a ulco0coswt - ulsinýsinwt +r 
and a freestream fluctuation, 
L6= Ulcoswt (19) 
Karlsson measured electro nically ulcosý, ulsiný, P and by 
u. sing two hot-wire probes, one placed in the freestream and the other 
traversing the boundary layer. Here 'denotes only the driving free- 
quency component, and r the total turbulence in the boundary layer, 
includigg higher harmonics. The in and out of phase components were 
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obtained by suitably shifting the'freestream signal through 900 multi- 
plying and averaging. Thus, 
1 U:; 7u =UOO. Ulcosý/2 
(20) 
and u. (wt+Tr/2)u, = Qulsiný/2 
Measurements were taken for a range of frequencies from . 33Hz to 
48Hz, and for amplitudes varying from 8% to 34% of the freestream mean 
velocity. The results were presented as plots of in-phase out of 
phase and mean velocity profiles, Also the R. M. S. value of the turbu- 
lence was plotted against y, the distance from the wall. A typical 
experimental result is shown in figure (3). As predicted, no systema- 
tic variation in the mean profiles with fluctuation amplitude or fre- 
quency could be detected, not surprising since the effect on the quasi 
steady profile was found to be very small. The in-phase velocity com- 
ponent was found to increase rapidly near the wall and more gradually 
afterwards, reaching a maximum above the freestream value in the boun- 
dary layer. The effect of increasing frequency, was to move the maxi- 
mun nearer to the wall. The out of phase component was always positive 
near the wall, indicating a maximum. phase lead of about 350 at 7.65Hz; 
-, - although in this region the results exhibited consfderable scatter, 
presumably due to hot-wire cooling and flow reversal during part of the 
cycle. The results for the turbulence level, showed even higher scatter 
and seemed to be amplitude dependent probably due to the presense of 
hamonics. 
Telionis e. a. used Karlsson's results to calculate the phase- 
angle ý(x, y) through the boundary layer.. It was found to vary little 
through the boundary layer, except at the region near the wall where 
phase leads increased rapidly., showing a tendency to approach 7r/4, the 
Lighthill value. His findings are shown in figure (1) for the wall 
phase lead at different frequencies. 
, 
The problem of. a turbulent boundary layer experiencing a time 
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mean adverse pressure gradient was examine&recently (1976) by 
A. A. Schachenmann and D. 0 Rockwell, in a conical diffuser. For this 
purpose a blowdown tunnel was used with a fibre-glass conical diffuser 
faired to the exit. An upstream sliding plate. valve produced a sinu- 
soidal core oscillation, with amplitudes less than 10%. Velocities 
were measured using a hot-wire probe and, pressure fluctuations using 
a DISA microphone transducer, fixed on the diffuser wall. To elimina- 
te the random from the deterministic signal, a phase averaging process 
was used, triggered by a photocell reacting to the motion- of the plate 
- valve, and also doubling as a frequency counter. Mean and fluctuating 
pressures and velocities were measured along the core of the diffuser 
and boundary layer traverses were made at different x stations. Results 
again showed no measurable effect of frequency on mean values. Results 
at the inlet were-given for the extremes of the frequency range, i. e. 
StLO1.0 and StL=7.33, where StLO'AL, the Strouhal number based on the UO 
diffuser length, and Uo is the mean velocity at the inlet core. For 
the lower frequency the amplitude of oscillation showed a decrease in 
the boundary layer with a corresponding phase lead of about 30 . The 
higher frequency instead, 5howed a peak of about 20%'in the boundaryý 
- layer and a corresponding small phase lag. 
Measurements in the core of the diffuser, showed a'decay of the 
amplitude of oscillation for both the velocity and pressure with x. 
For StLO 1.0, the phase angle between the velocity at the inlet and 
subsequent downstream posi'tions showed an almost linear variation, and 
0 the velocity at the exit lagged the velocity-at the inlet by about*20 
Corresponding phase lag for the pressure was very small. A similar 
respohse was obtained for the highest frequency used, i. e. StL= 7.33, 
although'in this case the-velocity phase lag increased sharply near 
the exit to about 300. Boundary layer traverses at different down- 
stream positions indicated that, the boundary layer fluctuations lead 
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the core fluctuations for the lowest frequencies, reaching a phase 
lead of 800 at the exit. The highest frequencies exhibited a phase 
lag, eventually spreading through the whole of the boundary layer. The 
fluctuation amplitude was found to be very much a frequency dependent 
quantity, showing a "fluctuation defect" for the upstream half of the 
diffuser, turning into a "fluctuation amplification" for the down- 
stream half. In some cases the fluctuation was amplified by as much 
as 100% in the boundary layer, while for the highest frequencies double 
peak responses were obtained. Boundary layer integral values were 
found to vary little with frequency and amplitude of freestream oscil- 
lation. 
As mentioned in the previous section (2. pa), Patel studied the 
problem of a flat plate boundary layer subjected to a travelling wave 
oscillation, characterised by equation (2). The experimental equip- 
ment and travelling wave facility used in his case are very similar to 
the ones used in the present investigation and as such they will be 
described in detail in subsequent chapters. He presented his results 
as plots of mean and boundary layer to freestream amplitude ratio velo- 
city profiles, and velocity p. hase angles. From Patel's results, seve- 
ral general characteristics can be deduced, which apply to both lami- 
0 nar and turbulent boundary layers. The mean velocity profiles were 
found to be identical to the steady ones for all frequencies and ampli- 
tudes used, an observation supported by Karlsson. Furthermore, ampli- 
tude ratio and phase angle profiles were unaffected by freestream osci- 
llation amplitudes, although in the case of the turbulent boundary lay- 
er for amplitudes of oscillation greater than 5% of Uo, the phase lag 
across the layer was found to increase with freestream amplitude. 
Amplitude ratio ahd phase angle profiles were affected both by 
frequency and downstream position. The different curves were similar 
in shape and results could be collapsed together by plotting maximun 
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amplitude ratio and wall phase angles against a frequency parameter 
WX U- as shown in figure (4). 0 
x The general response to-ýý- of both turbulent and laminar boun- UO 
dary layers was very similarg with the laminar boundary layer producing 
higher amplitude ratios and wall phase lags. The turbulent boundary 
layer produced fuller mean and amplitude ratio profiles. 
Phase angles were found to change more rapidly in the outer 
part of the layer, while amplitude ratios increased more rapidly near 
the wall. 
The effect of the travellirrwave velocity Q was studied analy- 
tically and showed good agreement with experimental results at Q= . 77Uo 
especially for the laminar case. It was found that Q affects drasti- 
cally both phase angles and velocity amplitude ratios, as shown in 
figures (5) &(6). 
It can be seen that considerable work is still required before 
the problem of the unsteady boundary layer can be solved. *Numerous 
analytical or numerical solutions have been devised in recent years, 
but experimental evidence is scarse. This and the fact that theoreti- 
cal problems cannot often be simulated adequately in the laboratory 
in cases as complex as this, prevent the necessary comparison between 
theory and experiment. The need therefore for more experimental data 
is obvious, as is the need for closer cooperation between experimenta- 
lists and theoreticians. The present work hopes to provide some of 
the experimental results, so urgently needed. 
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3. THE OSCILLATORY FLOW FACILITY 
3.1 The tunnel. 
The windtunnel used in this investigation is shown schematical- 
ly in figure (7). It is located at the "Marshgate lane" annexe of the 
Queen Mary College aeronauti cal laboratories and it was designed by 
-Dr. L. G. Whitehead. It is a straight-through, open return blow-down 
tunnel, of contraction ratio 5.6/1, with a semi-open working section. 
Two 75Kw electric motors drive two contrarotating fans, rated 
at a maximum of 800r. p. m.. The contra-rotating configuration elimina- 
tes large scale swirl in the flow. A coarse wire grid at the inlet 
protects the wooden blades fromlarge particle injection. Irregulari- 
ties and non-uniformities in the flow are smoothed out by means of 
wire gauzes and a honeycomb screen. Downstream of the screens, the 
settling chamber has a 2.86m side square cross-section, which tapers to 
a Dqzzle exit 1.4m high and I. Om across. Thelast . 72m of the upper 
and lower nozzle walls are flexible. The working section downstream 
of the nozzle is'bemi-open, ' as it has only side walls. The walls are 
held into place by means of five parallel steel frames, placed at 
48 inch intervals and bolted onto the laboratory floor. Although spe- 
cial attention was given. to rigidity when the working section was con- 
structed, and substantial steel box-beams were used throughout, the 
structure as a whole was not vibration free. The flow oscillation 
excited tran 
' 
sverse vibrations of the side walls, with amplitudesbeing 
frequency dependent. With the model in situ bridging the two walls, 
rigitidy was reinforced and the effect was less pronounced. In future 
projects some form of lateral support for the whole structure, might 
be advisable. Three pairs of ports on the side walls facilitated the 
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mounting of the models. 
The flow velocity (U,, ) could be infinitely adjusted to a max- 
imum of about 26Ws at the limiting fan speed, altough this value was 
somewhat reduced with the model in place. A Betz water manometer was 
used for measuring flow velocities at the tunnel exit. 
3.2 The oscillatory flow exciter. 
The flexible nozzle ends, or flaps, provided the mechanism for 
a 
introducing unsteadiness in the mean flow. They were machined alumi- 
nioum sections of graded stiffness, so that with the upstream edge 
rigidly connected to the tunnel and the free edge deflected, no slope 
discontinuities were introduced in the nozzle. The flaps could be 
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deflected periodically about a mean zero position by means of a sui- 
table crank arrangement, as shown in figure (8).. Two such parallel 
arrangements were connected on each flap, in order to provide a two- 
dimensional displacement, and they were coupled on a common shaft. Pow- 
er was provided by, a . 75HP electric motor and transmitted via a system 
of-toothed belts and pulleys, on both flaps. The speed of rotation 0,. 
could be varied continuously providing a usable range of frequencies, 
from 0 to 6Hz. Balancing weights had to be added for smoother operation 
and true sinusoidal deflection, especially for the lower frequency 
range. With the slider C at the centre of the slotted disc (figure 8) 
the link dimension L was adjusted for zero flap deflection. The requi- 
red amplitude could be chosen by adjusting the eccentric distance R 
with the slot vertical, against a graduated scale on the tunnel wall 
at the edge of each flap. 
The phase angle between the flaps, was determined by the relati- 
ve position of the sliders. Their operation was tested both in the in- 
phase and 1800 out of phase positions, to determine the most suitable 
mode for m6asurements. The latter mode was later rejected, although 
it induced larger flow amplitudes, due to an undesirable feedback 
effect in the settling chamber. 
3.3 Frequency measurement. 
A Mullard vane switched detector (VSD) was used for measuring 
the frequency of oscillation. The VSD comprises a contactless switch 
capable of detecting a metallic vane, which switches an oscillator 
circuit. The layout of the oscillator is such that when a suitable 
piece of metal (the vane) is inserted in a gap between the oscillator 
coil windings, the oscillation stops and the D. C. output of the VSD 
falls to zero. For this reason, a semicircular aluminium vane coupled 
onto the rotating shaft was used. This caused the oscillator to 
switch on and off once in a cycle, providing a square wave output, of 
amplitude equal to 6V and frequency identical to the frequency of the 
flaps. An "Advance Instruments" timer counter (model TC12) was used 
to measure this output, to an accuracy of m. Frequency measurement 
accuracy was found to be critical, as small deviations in frequency, 
caused large changes in boundary layer phase angles. 
3.4 The oscillatory flow mechanism. 
With the flaps undeflected, the flow in the working section 
away from the walls, is that of a two-dimensional jet, with, apotential 
core, and upper and lower mixing regions at the constant pressure 
boundaries. These regions were studied experimentally by Parker (1970) 
and they were found to converge into the core at 50, and diverge at 100 
to the horizontal. Their behaviour is very important in connection t0 
the mechanism producing the unsteadiness in the potential core. Thus, 
when a wave-like disturbance is introduced into the shear layers defi- 
ning the mixing regions, the pressure differences set up, tend to 
increase its amplitude until the wave contour becomes more and more 
distorted and is soon unsymmetrical (figure'(, 9b&c)). ' The waves finally 
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overly each other, and roll-up like vortices (figure 9d, e). The mecha- 
nism is reminiscent of'the creation of water waves and it was first 
investigated by lord Rayleigh. The presence of these vortices changes 
drastically the potential flow in the core. Thus a sinusoidal distur- 
bance introduced by the oscillating flaps, induces a harmonic oscilla- 
tion in the potential core. The evetual distribution and strength of 
these vortices, determines the frequency and amplitude of oscillation. 
The rolling up process is also of importance, as amplitude increases 
in the shear layer are accompanied by corresponding increases in the 
core. It is expected that an increase in the flap amplitude, will 
speed up the rolling up process. 
Two parallel streets of vortices thus develop, one for each, 
shear layer. Stability considerations dictate that each vortex in one 
street is opposite the centre of the interval between two consecutive 
vortices in the other row, as shown in figure (10a). The complex poten- 
tial due to an infinite row of equidistant vortices, each of strength y 
will be given by, 
w= 
iy ln(siniz-) (21) 27r a 
where a is the spacing between them, and z= x+iy 
dw z This*makes- u-iv= -=- 
lycotlý- (22) 
CTZ 2a a 
--ý--whence' U= -y 
sinh(2nyjaL- 
2-a"tosh(27ry/a) - cos(27rx/a) 
V= sin(27rx/a) 
(23) 
! 
ýa*cosh(2Try/a) 
- cos(27rx/a) 
It follows that for the parallel rows considered, symmetrical 
with respect to the plane y= 0, the strengths beingy for the upper and 
-y for the lower row, the whole system will advancq with a uniform 
velocity, h) (24) Q= M tanh(I 2a a 
h being the distance between the two rows, inducing a velocity at the 
plane of symmetry, Uo=. ]L; assuming vorticity is derived from the. a 
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shear layer only. By considering figure (9). we can also see that a 
is the flap pscillation period; i. e. a= Q/f 
Thus (24) gives, -tanh (Trfh) 
. 
UO 2Q (25) 
the constant C, being introduced to account for the additional vorti- 
city introduced by the flaps. 
The effect of the alternating vortices is to produce an oscil- 
lation in the y direction, near y= 0, resulting in oscillatory changes 
in incidence described by: rQ 
. -(t)= cmaxsinw(t - 
x) (26) 
-This oscillatory "gust! flow is characterised by a phase shift (lag) in 
the x direction. This is due to the vortices convecting downstream 
with a velocity Q, thus creating a travelling wave oscillation. 
xxU Therefore, the phase lag 4)= 12= -The non dimensional el Q UO Q 
x frequency ! ýL is a convenient frequenc parameter, which we will meet UO Y 
again in subsequent sections of this work, together with the Strouhal 
h number Sth2 L appearing in (25). UO 
---With Q-ý- the oscillation, (26), reduces to a purely time-depen- 
dent motion. Parker (1970), studying delta wings in unsteady flow and 
Wasserson (1971) studying a circular cylinder in oscillatory flow, pro-- 
duced streamwise phase lag results for a range of non dimensional fre- 
quencies from 0.2 to 2.2, indicating a travelling wave velocity Q= . 6UO 
invariant with frequency and flap amplitude. Patel (1974), used this 
value to calculate C in equation (25). For f= 8Hz, Stho . 308 he obtain- 
ed C= 1.3 
The presence of a rigid plane boundary at y= 0 (a splitter plate 
of chord greater than h) , changes drastically the streamline pattern 
near, the boundary, since the flow now is constrained to oscillate in the 
x-direction only in accordance with equation (2). - This type of flow I 
can be induced by the presence of a virtual image row of vortices, sym- 
metrical to the one present in the half-plane under consideration. This 
leads to an equation for the travelling wave velocity, of the form: 
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I=L coth( 7rf 
h) (27) UO 2Q 
Patel calculated the modified value of Q for the experimental arrange- 
ment shown schematically in figure (10b) and for a non-dimensional 
frequency range from . 15 to 2.5, finding Q=. 77UO again invariant with 
frequency and flap amplitude. He confi med the experimental result 
using equation (27), with C=1.3 and f=8Hz. 
Patel's result together with Parker and Wasserson's, are shown 
in figure (11) with experimental results obtained in this investigation. 
.. These results were taken for a frequency parameter range from . 06. to 
2.7.. Figure (11) shows phase angles measured just outside the boun- 
dary layer,. y= 5an in a system of coordinates (x, y) parallel and per- 
pendicular to the model surface. Figure (12) shows-results from measu- 
rements taken traversing the working section in a direction parallel to 
the model chord-line, at a height above it. ym 4 
Both sets of results portray a dependence of Q on frequency, 
not observed by previous workers. A "least square" fit on phase lags 
-for- different frequencies, reveals Q increasing with frequency rapidly 
at-first , and more gradually for frequencies greater than 3Hz. It 
finally reaches Ia value very close to the one obtainej by Patel, as 
shown in figure (11). It should be noted though, especially for the 
first set of results, that scatter increases with decreasing frequency , 
and values obtained for Q at I and 2Hz, should be treated with caution. 
Away from the model surface (y=35cm), there is much less scatter in the 
results and frequency dependence of Q is more pronounced. 
Calculations are shown in-tables (la) and (lb). From these it 
can'be seen that for frequencies greater than 4Hz (Stho . 255) the 
assumpion for a constant Q holds well. 
The frequency dependence of Q is inherent in equations (25) and 
(27) and the experimental trend is portrayed well by (25), although 
one should-realise the limitations' in both equations. They both assu- 
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me an infinite row of vorticesý of equal strength, thus neglecting the 
rolling up process which is bound to have an increasingly important 
effect at the lowest frequencies. Also any variation of vortex strength 
with frequency and vorticity diffusion in the shear layers was not ta- 
ken into account. Both equations have a limiting value, Q=. 65, for 
f>6Hz, being reached from below by (25)and from above by (27) the cons-- 
tant C taken as 1.3 
A frequen; y spectrum analysis revealed that the flow not only 
. 
responded at the flap forcing frequency, but also at half and double 
its value. Previous workers observed the flow increasingly responding 
to the double frequency harmonic with increasing frequency, due to lami- 
nar separation from the flaps. This was corrected by inserting a row 
of vortex generators in the flow, at each flap edge. As a'consequence, 
half and double harmonics were an order of magnitude lower than the 
forcing values. 
-Errors due to this phenomenon will only affect total boundary 
layer turbulence measurements, since the digital sampling system used 
acted as a narrow band filter around the forcing frequency. 
... . .......... 
Table la. , (y= 5cm) Table lb. (y= 35cm) 
-fL& --OLUn- 
E g. n (25) QIU() - 
Eg. n (27) 
. 346 . 350 1 . 183 
2 . 428 . 470 2" . 548 
,3 . 566 , . 550- 3 . 687 
4 . 699 . 600 4 . 688 . 780 
5 . 743 . 620 5 . 700' . 700 
6 . 750 . 650 6 . 740 *'650 
I 
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THE MODEL 
4.1 Preliminary considerations 
A model had to be designed, fulfilling the necessary require- 
ments imposed by the problem; i. e. a large adverse pressure gradient 
and a well developed turbulent boundary layer thick enough for hot- 
wire traverses. The presence of the model in the tunnel working section 
should not alter too much the developement of the shear layers. 
The large adverse pressure gradient requirement, necessitated 
the use of an aerofoil model decelerating the flow up to the point of 
separation and then relaxing again. An ordinary highly cambered aero- 
foil*or an aerofoil with flaps was rejected, as it would induce undesi-' 
rable flow deflections which might change drastically the upper and 
lower shear layer distributions by leading the flow into the region 
outside the tunnel walls and through the cross member supports. Instead, 
an "S" shaped aerofoil was envisaged, ideallyAmposing a favourable, 
adverse and then relaxing pressure gradient on the measuring surface, 
and a symmetrically. 9pposite pressure distribution on the other surfa- 
ce. This configuration produced a net zero lift and hence zero ! flow 
I 
deflection. To test its feasibility and determine the possible range 
of velocity reduction attainable before separation, a small pilot mo- 
del was constructed having a flat plate profile with its leading and 
trailing edges deflected so that they lied parallel to the freestream 
direction. A small blow-down tunnel of jet exit area 1242CM2, con- 
traction ratio 14/1 &a maximum speed close to 50m/s was used, with 
side-walls added to produce a scale version of the. full scale working 
section. A 17cm chord was chosen, to give the same h/c ratio as the 
fullscale facilityo for a 2m chord model. Thickness to chord ratio 
was 3.6% and 20 pressure tappings (dia. . 020inch) on the upper surfa- 
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ce centreline, recorded the Pressure distribution on a multitube alco- 
hol manometer. The tunnel was run to its maximum speed, achieving a 
Reynolds number Rec= 6.105. Results indicated that a continuous pres- 
sure increase could be achieved on the flat plate portion, ranging 
from a minimum Cp= -. 75, to. a maximum Cp=. 35. By increasing the mo- 
del incidence, the maximum suction point changed little, while the 
maximum pressure was reduced due to a thickening boundary layer, until 
any further increase in incidence caused separation. 
With this pressure range in mind, an "S'I shaped aerofoil was 
designed, using th-h: aerofoil theory. (ref2l ) To account for the 
constant pressure boundaries, an image system of cascade aerofoils 
spaced at a distance h above and below the x-axi'swas used as the 
simplest approximation. 
Consistent with thin aerofoil theory, each aerofoil was repla- 
ced by a vorticity distribution y(x), on the chordline. This is a 
reasonable approximation for a camber to chord ratio less than 10%. 
- L____ 
A- 6x. 
_j -nth aerofoi 
I 
uco 
Considering the 4bove figure, the downwash on the reference 
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aerofoil AB due to an elemental vortex y6x located on the, nth aero- 
foil at x, is given by: 
x Sw= 1L sine 21Tr 
with sine= (xo- x)/r and rl= (xo- x)'+(nh)l 
C co (xn- x)2y x) dx Lf (28) w(xo)= 
l1ri 
2E )2+(X 2 
0 
n=-- (nh O-X) 
and in order that the mean camberline may be a boundary, 
w(xo)= U. {a- 
&) (29) 
dx xo 
I where a is the angle of attack and yc is the camberline displacement 
from the chordline. To evaluate (28), we change the variables so that 
. 
x= 2C(1-cosO) . Then we get: 
WM= 
I ýsino(cose-cos6 fn 2 C, (Cose-cosý ý2f )dO 
f 
--(2-h/-c) X(E +[T 
0 n=- 
. -The 
doubly infinite sum can be evaluated uiing contour integral methods. 
1 iTr 
If we let B-5ý-(cosO-cosý) and noting cot(iiTB) 2h n2-+B-2 
ir 
ýcoth(wB) 
then sinocoth(Trc )do (30) W(ý)= 4hj 2h(coso-cosO 
0 
The problem can now be solved. for yc9 if a suitable y(x) dis- 
00 tribution is chosen. If -y= E Ansin(ne), then we have stagnation points 
n=l 
at the leading and trailing edges. For an antisymmetrical loading on 
each surface, even Fourier coefficients have to be used, and in this 
case y was taken as, 
-y= A2sin2e+A4sin4o 
with ko . 7121. and A40 -. 1161, calculated from the relation 
2y ACP= CPupper-CPlower= 2Cp= U, giving C *ý +. 75 at x/c= . 21 Pmax' 
and' x/c= . 81 respectively. The position of maximum suction was chosen 
as close to the leading edge as possible for early transition to turbu- 
lence, without causing laminar separation. 
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Then yc(o)= -yc-Ufw(O)sinodo + coso) (31) 
10 
Thus integrating (30) numerically and substituting in (31), the requi- 
red camberline was obtained as shown in figure (13), (together with the 
assumed load distribution. 
Using this camberline a second pilot model was constructed with 
the same dimensions. The number of pressure tappings was now increased 
to 26. Results for the pressure and velocity distributions are shown 
in figure (14). Small changes in incidence affected the pressure dis- 
tribution only near the leading edge of the aerofoil, consistent with 
the cascade assumption. Results agreed well with the assumed load 
distribution between x/c= . 15 and'x/c= . 6. Although the maximum load- 
ing positions were predicted accurately, the measured Cp at x/c= . 81 
was lower than expected at Cp= . 4. To eliminate the possibility of 
local separation at this position a flow visualisation experiment was 
performed. For this purpose green fluorescent paint was used mixed 
with methylated spirit, to reveal the surface-streamline pattern. No 
separation was detected and the discrepancy was attributed to the pre- 
sence of a relatively thick boundary layer in this position, changing 
the aerofoil profile. Halving the tunnel speed did not affect the 
pressure distribution significally, and so the resulýs were expected 
to hold well, apart from boundary layer effects, for the full-scale 
model at a Reynolds number Rec= 3 . 106 . 
4.2 Full scale model construction. 
A full scale model was constructed using the developed camber- 
line, having a chord of 2.04m and a thickness to chord ratio of 3.6% 
(see figure 15). A strong wooden frame provided the structural skeleton 
on which the wooden nose and tail sections were bolted. The main frame 
was covered on both sides with a 1/16 inch thick, steel sheet. 
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The wooden frame consisted of six 4.7cm-thick longidutinal 
sections and five transverse sections, of which the end sections were 
4.7cm thick and the three intermediate ones 2.4cm. Wooden blocks at 
the joints enhanced rigidity. The nose had an elliptic profile and the 
tail was contoured (see figure (20)) so as to delay separation at the 
lower surface trailing edge. Both nose and tail sections were made 
of hard plywood planks, sandwitched together and contoured to shape. 
The sharp trailing edge was made of "Tufnol" to prevent chipping and 
to facilitate the mounting of pressure tappings very close to the trail- 
ing edge. A total of 59 pressure tappings were usedon the model centre- 
line; 39 on the upper surface and 20 on the lower, including the lead- 
ing edge. At intervals of about 25cm, a row of inserts was placed on 
the first off-centre longitudinal member, to provide the facility for 
a surface mounted boundary layer traversing gear. A scaled view of 
the model is shown in figure (16), indicating the general arrangement 
of pressure tappings and tubing, the inserts and the internal struc- 
-ture. (Also see plate II). 
For unsteady pressure measurements, "Statham" pressure trans- 
ducers were used. As it was desirable to eliminate Ay phase lags 
and attenuations between the measuring point and the transducer 'dia- 
phragm, the transducer had to be mounted-as close as possible to the 
pressure tapping. Due to the small thickness of the model, mounting 
the transducers directly underneath the measuring position was impractic- 
able and therefore the pressure transducers had to be mounted outside 
the working section. Pressure tubing had to-be employed to transmit 
the information . The presence of the pressure tubing introduces un- 
desirable time lags in the measuring system, and this called for a 
careful design of all the components involved, for minimu-n signal'distor- 
tion. For this reason a simple experiment was. designed, treating the 
pressure'tapping, tubing and transducer series canbination, as'a single 
I 
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degree of freedom mass-spring system responding to a known pressure 
step input. The experimental setup and some results are given in 
Appendix I. As the best compromise, a rather large orifice diameter 
was chosen (. 04 inch), with-an orifice length equal to 3/32 inch. All 
pressure tubes from the measuring surface were kept to a minimum prac- 
tical length of 50 inches. 
While the measuring surface was glued onto the wooden frame, 
the opposite surface could be removed, both for mounting the model in 
the wind-tunnel and for access to the internal components. 
4.3 Steady flow pressure distribution.. 
The model was mounted in the working section with the leading 
edge (L. E. ) well into ttenozzle, to prevent laminar separation on ei- 
ther side of the leading edge due to large oscillating pressure gra- 
dients introduced by the flaps. The measuring surface was placed fa- 
cing downwards for easier boundary layer traverses. 
Initially both surfaces and the tunnel walls near the model 
- were extensively tufted, to give the surface streamline pattern and 
reveal possible separation reýions. Boundary layer separatiop from 
the tunnel walls was also possible, due to the imposed severe adverse 
pressure gradients. With the tunnel run-at a variety of speeds and 
different flap settings, no separation was observed on the measuring 
surface, but the flowseparated on the other surface near the trailing 
edge (T. E. ), at. x/c= . 945. The surface flow pattern indicated a two- 
dimensional flow for a considerable span on either side of the tappings 
and*also a separation position invariant with span. 
With the flaps deflected upwards in-phase, a small separation 
bubble was detected between x/c= . 05 and . 1, for a flap deflection 
equal to 2 inches. The bubble disappeared for smaller deflection 
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amplitudes. 
Separation of the flow near the T. E. was not expected to in- 
fluence measurements upstream since it only produced a very thin wake. 
Nevertheless it impeded intended measurements around the T. E. to estab- 
lish the oscillatory Kutta condition. The boundary layer transition 
position was found to be near x/c= . 23, using a stethoscope. 
A series of steady pressure measurements were performed, using 
a bank of 25-tube alcohol manometers, for different flap deflections 
with the flaps both in and out of phase. Results are shown in figures 
'(18) & (19) with the flaps at their maximum deflection of 2 inches. 
Figure (17) shows the pressure distribution on the model, with the 
flaps undeflected. The result-is compared with that obtained using a 
camberline singularity method developed by B. C Basu (1975), for calcu 
lating the potential flow about an arbitrary aerofoil both isolated or 
in a cascade. It is essentially a derivative of the A. M. O. Smith sur- 
face singularity method, with the singularities (sources, sinks and 
vortices) placed on the camberline. The boundary condition of tangency 
of, the flow is of course still satisfied on the surface of the aero- 
foil. The method offers advantages over the A. M. O. Smith method, as 
it requires only about half the number of unknown singularities requi- 
4 red by the latter, thus reducing computing time'considerably. This 
method was used for the cascade problem, and the solution shown was 
derived for an unstaggered cascade of ten aerofoils on either side of 
the model, and 30 camberline singularities. Physical agreement with 
experiment is excellent, although the method underestimates somewhat 
the Cp values at the maximum suction positions. The disagreement 
near the leading edge on the upper surface is probably due to the pre- 
sence of the flaps, up to about x/c=. 2, which were not accounted for 
in the theory. The pressure distribution shows a well behaved fI Ow 
with CRnin"' -. 88 at' x/c= . 19 and CPmaxý .4 at x/c= . 76 on the 
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measuring surface. Separation is confirmed at x/c= . 945, on the 
opposite surface. Figure (18) shows the pressure distribution varying 
with the flaps deflected up or down, in-phase. The displacement of 
the flaps essentially changes the incidence of the oncoming stream and 
the effects are again prominent at the front part of the aerofoil, up 
to x/c= . 4, with the rest of the pressure distribution not duly affec- 
ted. Hence with the flaps down, CPmin= -1.08 at x/c= . 175, while 
with the flaps ups CPmin= -. 68 at x/c= . 21. The change in the maximum 
-suction position might be quite important as it affects the transition 
position, which with the flaps oscillatingtill move in a cyclic fashion 
accordingly. This could not be verified experimentally, as measure- 
ments in the transition region were not taken. 
F. rom the change in pressure coefficient at the leading edge, it 
is obvious that the stagnation point moves considerably with flap 
position. 
Figure (19) shows the effect of deflecting the flaps in the out 
of phase mode, forming either a convergent or divergent nozzle at the 
tunnel exit. This time, the whole pressure distribution is displaced 
either upwards or downwards, although the pressure gradient is affected 
again only near the front end of the aerofoil. In this region, each 
q surface is affected mainly by the position of the adjacent flap, in a 
manner similar to figure (18). The displacement of. the pressure distri- 
bution can be attributed to the change in h, the separation between 
the shear layers, the effect being more pronounced for smaller values 
of h/c than larger ones. 
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UNSTEADY FLOW MEASURING SYSTEM 
5.1 Traversinq qears. 
In order to measure velocity phase angle changes both in the 
freestream along x and in the boundary layer, two hot-wires and there- 
fore two traversing gears had to be used; one suitable for B. L. traver- 
ses and the other for measuring freestream velocities. The boundary 
layer traversing gear, shown in detail in figure (21) (and plate III) 
had to be fixed on the model surface, so as to prevent any relative 
displacement between model and measuring probe. For this purpose in- 
serts were provided on the model surface as described in the previous 
chapter, so thatthe traversing gear could be rigidly bolted onto the 
model. 
The basic slide and slider assembly was bought commersially, 
and a "Unislide" unit was chosen (model A150OP40) , having an overall 
length of 6 inches and an accuracy of . 001 per foot. This came comple- 
te with a micrometer drum dial reading to . 001" and pýogressing . 0251, 
with each revolution. A linear index-scale could also be used, for 
. 025" gross location. The base of the unit was modified to accommoda- 
te the model fastening bolt C, and wooden nose and tail sections were 
added to provide a streamlined body. The hot-wire mounting probe. was 
fastened on an aerofoil shaped extension (section AA'), so that measu- 
rements could be taken on the model centreline. The whole assembly 
was then pivoted on the slider at P, so that not only the height of 
the probe above the surface could be chosen, but also its incidence 
against a scale graduated in degrees, with a range of t200. This was 
done in an effort to keep the boundary layer traverses as nearly per- 
pendicular to the surface as possible. The hot-wire mounting tube had 
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a total length of 45cm with a constant diameter for the first 20cm 
and then tapering linearly to a diameter of 4mm at the probe end. The 
constant diameter section could be slid along its support, giving a 
streamwise measuring span, from a minimum of 25cm to a maximum of 45cm 
ahead of the traversing gear body. This ensured that upstream interfe- 
rence was'kept to a minimum. The minimum value of 25cm was chosen from 
a previous investigation by M. H. Patel. The requirement for a non- 
Vibrating hot-wire mount, even at the maximum extended position, direc- 
ted the use of an initially thick tube (8mm outside diameter) finally 
tapering to the required thickness. 
For remote operation, the micrometer drum was removed, and 
placed on a detachable 1.5m long extension, which could be removed eve- 
ry time a new "y" position was chosen during a traverse. Thus again 
any unnecessary interference with the flow was avoided. 
Finally the probe support, carried a single cranked B. L. hot- 
wire probe (DISA 55PO5). 
The freestream traversing gear was already available for the, 
tunndl in use, and had a three degree of freedom movement, although it. 
was mainly used only for rough positioning in the ffeestream. It car- 
ried a single straight hot-wire probe (DISA 55POl). A býacket was ad- 
% ded to support an N. P. L. pitot-static tube, used for calibrating the 
*-wi res. 
Both hot-wires were carried on standard 4mm insulated supports, 
with standard 5m coaxial cables transmitting the signals. Probe and 
cable had a mean cold resistance of about 3.711. The sensor element 
was made of platinum-plated tungsten wire of 5pm diameter and overall 
length of 3mm, although the'temperature sensitive portion was only 1.25mm 
confined at the centre. The end portions were gold and copper plated 
to a diameter of approximately 30pm 
Plate IV, gives an overall view of the wind-tunnel working section 
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with the model and both traversing gears in situ. 
5.2 Pressure Transducers. 
Pressure transducers were used both-for measuring unsteady pres- 
sures, and for hot-wire calibration, in conjunction with the pitot- 
static tube. A pair of "Statham" differential transducers were used 
(model PM283TC), incorporating a strain- gaged diaphragm as a part of 
a bridge circuit, from which the out of balance voltage provided an 
output proportional to the applied pressure difference. They operated 
on a 5V d. c. voltage, supplied by a suitable stabilised source. ' Their 
calibration characteristic was linear and 'repeated recalibration showed 
no changes with time. However they were found to be attitude sensiti- 
ve; thus changing the transducer's attitude, shifted the calibration 
curve. For this reason they had to be permanently fixed in the verti- 
cal position throughout the experiments. 
The problem of transducer-pressure tubing time responce, a vital 
parameter in unsteady measurements, was treated in detail (see Appendix 1) 
and suitable corrections were applied to the experimental results. 
5.3 Hot-Wire Calibration. 
The two hot-ýwires provided the dual signal path necessary for 
the evaluation of flow velocity phase angles. Calibration of the refe- 
rence signal path was not necessary, as it was only used to provide 
the Trigger signal for periodic signal sampling. To calibrate - the 
boundary layer probe, the traversing gear was adjusted so that the hot- 
wire was in liný with the N. P. L. pitot static tube, without being too 
close to it, in a region of low turbulence outside the boundary layer. 
Running the tunnel throughout its speed range, the pressure transducer 
connected to the pitot-static tube gave a series of voltages Ep, direct- 
T ly proportional to pUl,, while the hot-wire anemometer output voltage E, 
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was-read on a Solatron digital voltmeter (DVM) after being processed 
through the system of filters shown in figure (22). 
_ 
A calibration law was used of the form, 
E2= A+BUi+CU (32) 
suggested by Siddal & Davies (1972). The values of the constants A, B 
and C were calculated on a Hewlett-Packard mini-computer (model 9820A) 
using a least squares curve-fit program. The calibration process took 
about 15 minutes, a short enough time interval to allow frequent re- 
calibration, so that dirt accumulation and temp . erature variations en- 
countered in this type of tunnel facility, could be properly taken in- 
to account. 
Once the probe angle was set before calibration, it was kept 
constant during a boundary layer trav erse so as to prevent changes in 
A, B and C due to prong interference. 
Using equation (32), a formula can be derived for estimating 
velocity turbulence values. Thus if E(t)= E+e(t) and U(t)= U+u(t), 
where the bar denotes mean values and the lower case symbols the ins- 
tantaneous fluctuation values, then substituting in (32) we get 
(E+e)2= A+B(P+u)i+C(U+u) I. Neglecting small order terms, 
(e 2& U2 ) and rearranging, we get 2Ee= u(C+IBD-I) Taking the root 2 
mean square on both sides we get 
urmso . 
2E 
,- xerms (33) (C + BU-1/2) 
As a precaution, the hot-wire was also calibrated against a 
voltage drawn directly from the anemometer output, the normal channel 
for measuring the total flow turbulence, and the new values Of E dnd 
e were used for calculating urms, Comparison with values obtained using 
the previous calibration curve, showed differences of up to 3%. 
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5.4 The Diqital Measuring System. 
The velocity fluctuations in the turbulent boundary layer sub- 
jected to an oscillatory freestream, contain both periodic and random- 
ly fluctuating terms.. To obtain therefore any intelligible results 
the velocities (or pressures) at the forcing frequency had first to be 
extracted from the overall turbulence spectrum. The presence of half 
and second harmonics of the driving frequency in the freestream and 
consequent harmonics in the boundary layer du-e'to its non-linearity, 
complicate matters even further. The use of a conventional narrow 
band filter was also not possible, as it would introduce unacceptable 
phase shifts in the readings. A digital periodic sampling*system was 
used instead, designed by Dr. L. G. Whitehead for extracting the requi- 
red information at the driving frequency only. 
The unit (termed a phase shifter) is similar to the one descri- 
bed by M. H. Patel. Sample voltages are taken from a signal wave-form 
at selected phase intervals, over a number of oscillation cycles. An 
oscillatory signal of the same amplitude and frequency is needed to 
provide the time reference. This signal fed to the input terminal, 
passes through a high gain amplifier which converts it into a'reference 
square wave. This triggers a reading at the beginning of the first 
cycle, and at intervals of (1 +-1 n) of each subsequent cycle, up 
to n 
cycles; thus composing a single cycle of the measured signal for every 
n cycles, giving enough time to the associated equipment to read and 
record the samples. 
The number of cycles n, can be chosen from two fixed values, 8 
and 16 and the process can be repeated automatically in steps of 10, 
up to 100 times. 
Figure (22), shows in block diagram form the parallel paths for 
both reference and measured iignals. Using this diagram as reference, 
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the function of the various units used, will now be explained. The 
suffix 1 on the diagram refers to the reference values, accented quan- 
tities denote randomly fluctuating terms, and the wavy overbar the 
organised frequency components. (Any harmonics are included in the tur- 
bulent terms) First the signal from the two hot-wires is fed to ane- 
mometers 1&2, DISA 55DOI and 55MOl respectively. On both units the 
resistance compensation dials were set at 1.8 times the probe-lead 
resistance value, to achieve a high signal to noise ratio and optimum 
sensitivity. Voltages from the two anemometers are made up of mean 
and fluctuating components, i. e. E(t)= E+ e', + el and El(t)= Ej+ 'e-,, 
neglecting. hamonics in the referenc e sijnal. The mean value E. is 
read directly on a DISA 55D30 digital voltmeter (DVM), averaged over 
8 seconds and the total turbulence R. M. S. value, on a DISA 55D35 R. M. S. 
meter, operative from lHz to 400kHz, 6ut'having an accuracy of t7% (fsd) 
for the lower frequency range, from 1 to 1OHz. This unit was later 
substituted by a "SolatrorP JM1860 time domain analyser (TDA) which 
had an accuracy of ±1% from 3Hz upwards, again deteriorating to t3% of 
the displayed value at lHz. Both channels were then fed through a 
"Barr & Stroud" variable filter (unit EF2), which was used in the low 
pass mode with a frequency cut-off at 25Hz. Signal attenuation in this 
mode was within O±. 5dB, increasing to 3t. 5dB at the cut-off frequency. 
For higher frequencies attenuation increases at approximately 36dB/octave 
down to noise level. Although the working frequency maximum was only 
6Hz, the signal was not filtered below 25Hz, to ensure no attenuation, 
while the identical cut-off frequency for both channels ensured no re- 
lative phase errorý. 
From the filter, the measurement signal passes through a DISA 
auxiliary unit (AU) (55D25) where it is negatively biased'and fed to 
a "Solatron" DVM for measuring the instantaneous voltage values. 
The digital voltmeter (LM1420.2), had. its polarity relay by- 
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passed, to increase digitising speed from 8, to 22 conversions per sec. 
A negative programmed polarity was chosen for greatest common mode 
rejection, and so that the internal calibration cell connected as a 
negative voltage of -1.019V) could be operated normally. For this rea- 
son the voltage input to the DVM had to be negative !. After a digi- 
tise command is received, digitisation is complete in 20ms. This 
introduces a. small error, due to averaging the signal during this pe- 
riod. 
Thus if fs+foe'wt, then averaging over 2t, (=20ms) 
tl 
we get: 
1 (fs+foe'wt)dt 
fs+& SinWtJ iWt 10 tl -e 
although the mean component of the signal (fs) remains un- 
changed, the amplitude of the oscillatory component fo, has to be in- 
creased by a factor tot' to give the correct value. sirut 
Table 2. shows the correction factors for the working frequency 
range. A beneficial outcome of this, is the total exclusion from the 
signal of any 50c/s mains hum and-its harmonics, and qlso a further 
suppression of turbulence frequencies-higher than the working range. 
Returning now to the reference signal path, from the filter 
the signal is fed through a DISA 55D26 signal conditioner, where the 
d. c. component is removed by shifting the zero volts position and the 
"cleaned" reference signal F, is now ready to be fed to the phase shif- 
ter input. To ensure that the d. c. component always remains zero, the 
signal is monitored on a cathode ray oscilloscope (CRO), so that small 
adjustments can be made during a boundary layer traverse. 
In the phase shifter, as explained previously it is converted 
into a sqýuare wave. The ensuing trigger signal is then fed to a 
"Schlumberger" data transfer unit (DTU), consisting of an interface 
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module and an output driver, thus making a single channel data logger. 
The trigger signal causes the interface module to issue a "digitise" 
command to the DVM. via a digital data link, record the information and 
translate it into a form acceptable to the DTU output driver. From 
a 
the output driver the information is stored in the Hewlett-Packard mini- 
computer, which issues back a Teady to record" or "recording complete" 
signal, initialising or teminating the whole process. 
A simple computer program analyses the stored information using 
a Fourier summation technique. Thus if f(t) is the signal to be mea- 
sured, for each oscillation n samples comprising a full cycle were ta- 
n+l ken. -If To is the. period of oscillation of f(t), then T (= -"WTO) is 
the sampling period. The n samples are: f(O), f(T),...,, f(sT),..., f(-n---I. T) 
If this process is repeated'over m cycles, then for the mth repetiti- 
on we have: f(mml-nT), f((mml-n+l)T),..., f((mml. n+s)T),.., f(mnwl-T) 
Summing now in columns and taking the mean values, we get a mean esti- 
mate of a full cycle of f(t). 
i. e. fs= f (Fn--+s -T) & s=1,2,..., n rrý 0 
These n values (fl to f. ) can be analysed to give the mean value, the 
in-phase and the quadrature components of f(t). 
4 
Thus, 
the mean value Fo= fs n 
s= 
the in-phase component Fin= nýfssincts 
(34) 
ns= 
the out of phase component Fouto'nnLtfscosas 
. S=I, 
Then amplitude= V(F2in+Fout) and phase angle= tan-'(Fout/Fin)o with 
a o-Lr(s-1), giving. al= 0 at the beginning of a cycle, and subsequent Sn 
intervals of 
L71 
. The number n was chosen as 8 for the present experi- n 
ments. 
The effect of m,. the number of repetitions of n readings requ- 
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ires particular attention, as it does not only affect the variance of 
the results (especially the phase angles), but also the system band- 
width, which has to be kept as narrow as possible, to eliminate any 
half or double frequency components inherent in the flow and also the 
remaining turbulence which was unfiltered below 25Hz. The latter 
could be especially significant for the thicker regions of the bounda- 
ry layer where the increase in scale of turbulence was expected to shift 
the turbulence spectrum towards the lower frequency end. 
To determine the actual frequency response of the system, the '% 
problem was treated analytically in, Appendix II, by assuming a general 
wave-form f(t)= asinwt+bcoswt, in the preceding Fourier analysis. 
The results revealed a striking pattern of resonance peaks, not only 
w-I- n-l 2n-I 2n+l at the driving frequency wo, but also at E= -F+-l 1 7711 -T+-P n+l 'o 
and at intervals of n thereafter. The n-l and 
2A-I values, exhi- n+l n+l n+l 
bited a negative resonance peak. 
For the rest of the frequency spectrum the response was suppres- 
sed to near zero, this being espesially true for the half and double 
frequency cases. Striking as it was, this response did not affect the 
measurements signifi6antly, as the system bandwidth at the resonant 
points was very narrow, varying from about 1% of the driving frequency 
4. at m= 15, down to . 4% for m= 40. The in and out of phase response to 
the assumed signal are shown in figure (23), near -ý2- 1 and m= 40. Wo 
The behaviour is similar at the other resonance peaks. The values of 
the constants a and b, were chosen for normalised amplitude at reso- 
nance, for the limiting case 11-4c with et 0. WO 
The phase shifter was initially tuned for zero phase shift at 
the driving frequency, with the help of a "Muirhead" decade oscillator 
(D-880-A), feeding an identical sinusoidal signal to both reference 
and measuring channels. The tuner dial settings are shown in table 2. 
together with the DVM-correction factors. After tuning, the value'of 
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b should be zero for. w=wo, but a small value was introduced, equiva- 
lent to a phase error of 100, to examine the effect of signal distor- 
tion on the frequency response. No apparent change was observed, and 
even for values of b= a, the pattern was not significally altered. Of- 
course, phase shifts are introduced where wý wo, but this is academic 
since the turbulence contribution there is minimal. 
The maximum number of repetitions m, was restricted from a 
practical point of view, by the time required for a complete boundary 
layer traverse, before hot-wire recalibration became necessary; especi- 
ally for the lowest experimental frequency of lHz. Thus m= 40 was 
chosen for the majority of measurements, with m= 30 used at the lower 
turbulence regions, near the edge of the boundary layer. This achieved 
an accuracy better than ±3 0, with the exception of the viscous sub- 
layer, where other factors such as wall proximity and possible flow 
reversal during part of the cycle creep in. The largest deviations 
occur elsewhere, at the lowest freestream amplitudes (lHz) where tur- 
bulence and organised oscillation become comparable in magnitude. 
The block diagram in figure (22)(and plate V) give an overall 
picture of the processing equipment. Figure (22) also gives the alter- 
native path used for pressure velocity phase angles. 
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Frequency/Hz Tuner dial position Amplitude correctiot 
factor 
0.5 67.25 1.0002 
1 141.35 1.0007 
2 300.50 1.0026 
3 463.28 1.0059 
4 620.18 1.0106 
5 764.30 1.0166 
892.94 1.0241 
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6. INVISCID FLOW MEASUREMENTS-RESULTS 
6.1 Introduction. 
In this section, a detailed account of experiments and results 
is given in the inviscid region of the flow, outside the boundary lay- 
er. 
With the flaps oscillating in-phase, mean and R. M. S. values of k 
pressure and velocity were recorded, together with the corresponding 
phase changes in the streamwise directioh. ' The flow was investigated 
for a range of input velocity, amplitude and frequency parameters, -at 
different streamwise pos itions. Initial measurements with the flaps 
oscillating in the out of phase mode were finally rejected, due to a 
feedback effect in the settling chamber which made the interpretation 
of the results difficult. 
The following sections constitude an effort to determine the 
overall calibration characteristics of the oscillatory flow facility, 
in the neighbourhood of the model. 
6.2 , The Pressure and Velocity-Amplitudes. 
Measurements were taken at eight chordwise positions, as shown 
in table 3, so that the full range of pressure gradients available 
could be exploited. Although the subsequent boundary layer measurements 
were performed in'regions of adverse pressure gradient onlydownstream 
of the flaps, for the freestream case measurements were ilso taken 
between the flaps (x/c= . 1323) and at the flap trailing edge position 
(x/c= . 2328). 
At each measuring station, - flow velocities were calculated using 
the model-fixed traversing gear with the probe set just outside the 
boundary layer. Pressures were recorded by connecting the pressure 
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Table 3. 
Measuring Station Parameter Range 
Pressure Tapping 7-- X/C Frequency - 
Uelocity 
- - 
Flae Amplitude 
h Number W s inc es 
30 . 1323 21.9 4 
26 . 2328 
22 . 3779 It 
19 . 5069 25.3; 21.9117.5 - 4,. '3,, 2 
18 . 5657 21.9 4 
16 . 6137 5.3,21.9,17. S 4,3,2 
13 . 6838 
1 
21.9 4 
9 . 7819 11 11 
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transducer to the corresponding pressure tube outlet. After calibra- 
tion, measurements were taken for the full range of frequencies avail- 
able, f= I to 6Hz. The effect of flap amplitude was checked at two 
positions (tappings 16 & 19) together with the effect of varying the 
freestream velocity. Three flap amplitudes were used, A= 2,3 and 4 in. 
and three velocity settings, LL=17.9,21.9 and 25.3mls. For the rest 
of the measurements, flap am. plitude was kept at 4" and freestream velo- 
city at 21.9m/s. 
Velocity mean and R. M. S. values were measured, using the digi- 
tal system described in the previous chapter. Both filtered and un- 
filtered velocities were recorded, to show the effects of freestream 
turbulence, and the contribution due to the harmonics present. 
Consulting figure (22), the oscillating pressure provided the 
reference signal during these measurements, also giving a measure of 
the pressure velocity phase angle at the measuring point. For this 
reason, one side of the transducer was connected to the pressure-tube 
outlet, while the other was open to the atmosphere. The resulting 
- pressure difference (P. - Pat), mean and R. M. S. values, were read on a 
"Solatron" time domain analyser (TDA)*operated in the "true time" mode 
for averaging and a. c. coupled for measuring R. M. S. values. 
Thus, assuming P(t)= F+psin27rft, then 
P-PatO(F-Pat) + psin2yrft (35) 
and with the instrument a. c. coupled, the first term on the RAS of 
equation (35) disappears giving: 
. 
(P-Pat)ms=v( psi n2Trft )2 dt)= pIV2= prms 
since Pat is assumed constant. 
To calculate the potential head 2pU at the measuring station, 
the difference P-Ptotal was required, with P total measured at the 
tunnel settling chamber. This could be achieved by connecting the open 
/f 
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end of the pressure transducer to the settling chamber pressure outlet, 
but it was avoided since the resulting long tubing could amplify small 
fluctuations in the settling chamber, leading to erroneous results. 
Assuming instead that the mean and steady values of Pat and Ptotal 
remain unchanged with the flow oscillating, Ptotal-Pat was recorded in 
(P-PýJ. the steady case. Then, Ptotal-p=(Ptotal-pat)steady- 
at 
Results presented in graphical form (figures 24 to 40) for each 
measuring station, show the pressure and velocity-amplitudes as a 
function of frequency. Pressures are non-dimensionalised with respect 
to -1 U2, while velocity amplitudes are presented as percentages of 2P 
the local mean velocity. 
Starting with figure (24), we see the. results obtained at x/c=. 1328 
well within the nozzle region, in a f4vourable pressure gradient. The 
pressure amplitude is seen to increase rapidly, from a steady value 
of 1.2% to almost 11% at lHz; varies little with frequency up to 3Hz 
and then decreases rapidly to 3.4% at 6Hz. This behaviour can be q- 
plained with reference to figure (18), which represents the quasi-stea- 
dy__ýehaviour of the pressure distribution around the model, to a slow 
change in flap position. Thus any movement of the flaps causeslarge 
changes in pressure distribution, giving a Cp amplitude of about 12.5% 
%- of the steady value. These changes are reflected in figure (24), with 
the almost instantaneous increase in pressure amplitude to a large 
value, until inertia effects-take over for frequencies higher than 3Hz. 
From there on, pressure variations do not have time to adjust to the 
rapid change in flow geometry. 
Velocity. fluctuations follow a similar behaviour, with amplitu- 
dei up to 5% of the freestream velocity reached, di*minishing to about 
2.5% at 6Hz. Digital, and analogue unfiltered signals indicate a simi- 
lar behaviour, with the two curves running parallel to each other. This 
suggests that turbulence is almost independent of frequency, well in 
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accordance with the assumption that any harmonics present have negli- 
gible effects. 'The maximum deviation due to turbulence between the 
two curves is about 10%. 
Assuming no correlation between turbulence and organised oscil- 
lation, we can calculate the freestream turbulence using 
22 
-ý2 (36) uturbo utotal u 
,. I. with u total obtained from the unfiltered signal and 
'U from the 
digital signal. A turbulence value of 2Z of the freestream velocity 
was obtained, varying little with frequency but considerably higher 
than the steady value of . 2Z. It can be inferred that the additional 
turbulence is a measure of the error in using equation (36) as we are 
subtracting two quantities which are considerably lirger than their dif-ý 
ference, since no additional source of turbulence is obvious. 
The same procedure (equation 36) could be followed for the 
pressure signal. But as this was filtered down to 12Hz to preclude 
any resonances due to the pressure tubing, the remaining pressure fluc- 
tuations could only have a small effect on'the amplitude characteristic. 
Thus only the analogue signal was-measured. 
Results for xic= . 2328 corresponding to the flap trailing edge 
are shown in figure (25). Again pressure and velocity curves show a 
similar behaviour, although now changes with frequencý are more gradu- 
al. The responce is parabolic, with a clear maximum at 3.5Hz for the 
pressure and 3-75Hz for the velocity amplitudes, with'values of 8% and 
5.5% respectively. The main difference between this and the previous 
station, 'is that turbulence now becomes frequency dependbnt, changing 
from 1.6% at lHz, to 2.5% at 6Hz. This could be due to the presence of 
the vortex generators at the flap trailing edge. 
Proceeding to the next station (x/c= . 378), pressure and velo- 
city amplitudes now reach 8.5% and 7% respectively. (see figure 26) 
The oscillations are pow less dependýnt on nozzle geometry, and results 
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can be explained with reference to the shear layer rolling up process. 
This is enhanced by the fact that turbulence has now again decreased 
to a mean of 1.7%, quite independent of frequency. This is in contrast 
with an increase in steady flow turbulence to . 5%. Since the differ- 
ence between the two stations is only 30cm, the rapid disappearance of 
the frequency dependent component suggests that no significant large 
scale unsteadiness is introduced by the presence of the vortex genera- 
tors. Maximum response for both pressure and velocity oscillations 
is now near 4Hz, corresponding to a Struhal number' Sth= . 28. 
Figures (27)-(30), show the effect of varying the freestream ve- 
locity and flap amplitude on the pressure and velocity curves, at , 
Y, /c= . 5069. Figures (27) & (29) show the' effect of a velocity change, 
which only alters the curves in the f-direction, by a factor inversely 
proportional to the freestream velocity. Thus non-dimensionalising 
the frequency by a frequency parameter P=fx/U, results can be collapsed 
onto one curve, shown in figure (31) for the pressure case. A maximum 
response for bot 
.h 
pressure and velocity was again achieved at Sth= . 28. 
Figures (28) & (30) show the -effect of changing the flap ampli- 
tude, for a mean tunnel speed of. 21.9m/s. By lowering, the flap ampli- 
tude from 4 to 3 inches, the response maximum is delayed to 4.8Hz and 
q at 2 inches is only reached at 5.5Hz. Velocity and pressure amplitudes 
vary linearly with amplitude until a maximum is reached, from there on 
deviating further and further from the linear condition as frequency 
I increases. This behaviour can be explained if we refer again to the 
rolling up process (figure 9). The rolling up of the shear layers is 
speeded up as the input amplitude increases, Thus the small amplitudes 
at the lowest flap deflection are due to the process still being in- 
complete, while a maximun is reached as the process is completed. Any 
further decrease in amplitude with frequency after the maximum is reach- 
ed is due. to a combination. of many-factors depending on frequency, 
-57- 
such as the vortex spacing, vortex strength and rate of vorticity dif- 
fusion. 
The same comments applied to the previous two stations also 
apply at x/c= . 5657 (figure 32). Turbulence here 
increases with (U/U) 
from . 3% at zero frequency, to a maximum of 3.4% at 
4Hz and drops again 
to 3% at 6Hz. As detailed spectral analysis of the signal was not per- 
formed, it is difficult to say whether this frequency dependence is 
due to the harmonics present, or an actual effect on the random turbu- 
lence spectrum. 
Figures (33)-(36) again show the effects of changing the flap 
amplitude and freestream velocity at x/c= . 614. The same comments 
apply: as for x/c= . 5069, although amplitudes are now larger, reaching 
10% for u/U and 11.5% for the pressure fluctuations. Figures (37) & 
(38) show the velocity and pressure amplitudes respectively, plotted 
against a frequency parameter fx/U. Commenting on figure (37) for the 
velocity amplitudes, we observe the total turbulence utotal and the 
organised fluctuations 'U deviating from each other at the highest fre- 
quency I parameters, a fact which can only be attributed to the presence 
of harmonics, which in this p; sition can be as large as 15% of the 
forced oscillation values. Thus while the narrowly filtered digital 
signal decreases progressively with frequency after a maximum is reach- 
ed, the total turbulence tends to level off, -showing that the total 
energy of turbulence is conserved by the creation of harmonics. Use 
of equation (36) in this region will produce erroneous results, since 
6 now there 
is a definite correlation between random and forcing signals. 
Figures*(39) & (40) show this behaviour even more pronounced 
even though frequency parameters recorded are now lower (only for 
U,, F 21.9mls). Both pressure and velocity amplitudes still increase to 
15.4% and 9.7% respectively (figure 39), and 15.3 and 11% (figure 40). 
After the maximum is reached, considerable scatter is observed for 
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frequencies higher than Oz in both the pressure and velocity analogue 
results, although digital results are not affected. This instability 
is related to the apparent increase in total turbulence. Oscilloscope 
traces of the signal in this region, failed to show any characteristic 
distortion of the signal at higher frequencies, to explain this pheno- 
menon. 
Figures (41) and (42). give an overall picture of the flow be- 
haviour with frequency, at different downstream positions. Figure (41) 
for the pressure fluctuations (results affected directly by the flaps 
shown dotted) displays a continuous increase in amplitude downstream. 
Maximum responce occurs roughly at Oz downstream of the flaps. All 
curves for the velocity amplitudes are similar outSide the flap region 
with a maximum responce obtained between 4 and 5Hz, - and seemingly un- 
affected by x. 
Figures (43) & (44) give the chordwise amplitude distribution 
for pressure and velocity respectively, for the range of frequencies 
available. Pressure amplitudes as high as, 16% can be obtained at the 
position of maximum Cp- It is notable that this is also the position 
of maximum turbulence in the steady case. A curious peak also occurs 
between 30 and 40% chord, for 5 and 6Hz, but no explanation can be 
offered for this. No corresponding peaks are observed for the'velocity 
amplitude case, but after the direct influence of the flaps wears out, 
a continuous increase in amplitude in the downstream direction is observed. 
Graphs fold over at 4Hz, with the distributions for 4 and 5Hz being 
almost identical. Although in figure (44) only the total fluctuation 
signal is displayed, the picture is very similar for. the digital sig- 
nal, representing the forcing oscillation only. 
6.3 Pressure and Velocity Phase Angles. 
To. calculate the phase velocity angles in the downstream direction, 
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one traversing gear was positioned at a station downstream of the 
flaps, to provide the reference signal, while the other was positioned 
at various x-stations. 
The calculated phase angles were plotted against a frequency 
parameter f(x-xref)/U, as shown in figures (10) & (11). From these 
graphs the travelling wave velocity was obtained as explained in 
chapter 3, and results are shown in tables (la) & (lb). 
The relative phase angle between the pressure, at a certain pres- 
sure tapping and the velocity just outside the boundary layer at the 
same chordwise position, was also measured. To eliminate any phase 
errors due to the pressure and velocity signals following different 
paths, the digital system was first calibrated. This was done by 
introducing an identical sinusoid through both signal Paths and measu- 
ring the resulting phase shifts, from f= I to 6Hz. Using these, the 
results could be corrected by a simple addition or subtraction. A 
further correction was also necessary, to allow for the phase lags 
introduced by the pressure-tubing . (see Appendix I) Since pressure 
was. measured at the wall, the phase angle between velocity and pres- 
sure at the wall was required. Hence the phase angle; were finally 
corrected for the velocity phase lag through the boundary layer. This 
% last factor introduced some uncertainties, because as it will be ex- 
plained in chapter 7, the velocity phase angle at the wall could not 
be measured accurately. Errors as high as 100 are therefore possible. 
The resulting phase angles are plotted in figure 44a, for a 
range of chordwise positions and for frequencies from I to 6Hz. At 
each x-station, the pressure leads the velocity by an angle decreasing 
with frequency. txtrapolating the results to Oft, we see that the 
curves pass through, or near, 1800, a result which was expected since 
pressure and velocity have opposite signs in the steady Bernoulli's 
equation; 
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Hence intersects with the ý-axis, give also a measure of the 
possible error'due to wall velocity phase angle uncertainties. 
The slope of the curves increases from x/c= . 2328, to x/c= . 5657 
and decreases again as the pressure gradient changes from zero to adver- 
se , and then declines gradually to 
favourable at the last station, ' 
x/c= , 7819. 
k 
. 
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7. BOUNDARY LAYER MEASUREMENTS-RESULTS 
7.1 IntrodUction 
In the previous chapter we dealt with measurements taken in the 
inviscid region of the flow; here we concentrate on the boundary layer 
region, at the model top surface. All results are presented in graphi- 
cal form, in figures (45)-(118). As pointed out before, in these ex- 
periments we are presented with a: large number of controllable para- 
meters, such as frequency, flap amplitude, tunnel velocity and of-course 
streamwise position. Since for each boundary layer traverse at least 
twenty experimental points were required for adequate profile defini- 
tion and each point was produced from a sample of 30 or more cycles, 
(up to 40 in high turbulence regions) for an adequately narrow system 
bandwidth, Measurements had to be critically selective rather than 
comprehensive. 
Thus wind-tunnel velocity was kept constant at U,. = 21.9m/s 
throughout the measurements as the first constraint. This was decided, 
since on the strength of measurements in the freestream region, 'any 
change in U., only affected the effective frequency parameter. Flap 
amplitude was kept largely at its maximum value of 4 inches peak to 
peak, in order to get the largest possible flow oscillation amplitudes, 
although amplitude effects on the boundary layer were also investigated 
at a chosen number of cases. 
Seven chordwise positions were selected for boundary layer inves- 
tigation, where a well developed turbulent boundary layer was present, 
of adequate thickness for the traversing apparatus used. 
The pressure gradient in the chosen region, varied from severe 
adverse at the foremost upstream position to a small favourable at the 
last position (x/c= . 7819, changing gradually downstream. 
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The whole frequency range from 1 to 6Hz, in steps of lHz, was 
used, although results at lHz were largely rejected due to poor accu- 
racy. 
The measurement range was thus restricted, but it is hoped that 
the following results are truly representative of the more general 
spectrum and reasonably complete. 
7.2 The-Steady Boundary Layer. 
Steady boundary layer turbulence and velocity profiles are 
shown in figures (45) to (51) for the seven x-stations, namely R= . 3779, 
R= . 5069, R= . 5657, Rý-- . 6137, R= . 6838, . 7328 and . 7819. A study of 
these graphs shows the velocity increasing rapidly near the wall, up 
to about rj= . 1, then following a nearly linear increase up to n= . 7, 
and then slowly reaching the freestream value at TI= 1, with 6 defined 
at U(y)= . 99U,. The form of the velocity profiles and also the accom- 
panying turbulence profiles confi rm a well developed turbulent bounda- 
ry layer, with maximum turbulence values ranging from 12 to 17% of the 
freestream velocity, increasing in the streamwise direction. (Flat 
PI ate values obtained from M. H. Patel, show a maximum. turbulence equal 
to 10% of the freestream velocity. ) Excluding the first position at 
R= . 3779 which presents some unique characteristics, for the rest of 
the profiles maximum turbulence lies between .3 and . 48. 
Figure (52) shows how the boundary layer develops in the stream- 
wise direction. The velocity defect due to the boundary layer, increases 
from its value at R= . 5069, up to R= . 6838 and then decreases again to 
a minimum at X= . 7819 , showing that the small favourable pressure gra- 
dientthere is already causing the boundary layer to accelerate. The 
dotted line on the same graph indicates the velocity profile at the 
first station,. R= . 3779. At this position, as pointed above, the boun- 
dary layer appears quite different. from the rest. Although quite clear 
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of the transition region, the velocity profile is less full and the 
turbulence profile has a different shape. It is worth noting that at 
this station the pressure gradient is quite large, while the thickness 
of the boundary layer is small at . 4".. Thus probe positioning errors 
can be relatively large, and measurements near the wall must be treat- 
ed with caution due to the wall cooling effect on the hot-wire probe. 
Figures (53a, b &c) show the boundary layer integral values , 
and the variation in skin friction Cf along the model. Va. lues obtained 
for H and e (53b & c) confirm the existence of a turbulent boundary 
laye r. The form factor H, reaches a maximum of 2 near R= . 7, indicating 
that the boundary layer approaches, separation, and then decreases again 
as the pressure gradient becomes favourable. 
The boundary layer integral values were also calculated theore- 
tically, and results are provided for comparison on the same graphs. 
Three distinctly different methods were used for the calculation. 
First an equilibrium method was tried, by J. F. Nash and A. G. J. McDonald 
(1966).. This was found to predict the momentum thickness value reason- 
abjly well, up to the point where the pressure gradient relaxes. The 
form factor H though, was found to be very high, reaching a p6ak of 
2.8 at Y(= . 77. As a consequence of this, the skin friction (53a) be- 
came zero, predicting separation. As this was not true two alternati- 
ve methods were tried, one by E. Truckenbrodt (1952) and the other by 
H. P. Horton (1969). 
Truckenbrodt's method calculates both the laminar and turbu- 
lent problem. The momentum thickness and the shape parameter of the 
velocity profile, are both evaluated by simple quadrature. This method 
was found very convenient to use, with computer run times well below 
100 seconds, and it worked quite well for both Cf and 0. Values of H 
were again rather high, reaching a maximum of 2.2, although the correct 
trends were established, and the boundary layer was clearly shown to 
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accelerate again after R= . 8. 
The final method by H. P. Horton, takes into account the entrain- 
ment history of the boundary layer, and is therefore suitable for both 
-equilibrium and non-equilibrium boundary layers. It produced the best 
fit to the experimental results, although exact agreement with experi- 
ment was not achieved. The reason for this, is that the theoretical 
rather than experimental pressure distribution was used for. calculations 
and the transition position was fixed rather arbitrarily at -X= . 23, 
the position just after maximum suction. Due to this, values of 0 are 
rather overestimated and the position of maximum H, is predicted fur- 
ther downstream than where it should be. Also a rather more drastic 
reduction in H was achieved at X= . 7819, than expected. 
It must be pointed out that all these methods are two-dimensio- 
nal which might not be strictly true for the flow in question. Never- 
theless, both theory and experiment prove that the design conditions 
of a nearly separating and then relaxing turbulent boundary layer, 
have been met. 
7-. 3 Unsteady-Boundary Layer Results. 
Measurements described in this section, constituted the main 
%. effort of this research, and therefore results are given comprehensi. ve- 
ly, in figures (54)-(118). Graph presentation, follows for the most 
part the work of previous investigators. (i. e. S. K. F. Karlsson and 
M. H. Patel) 
7.3.1 Velocity-amplitudes &-Wall phase angles, 
These quantities are plotted in figures (54) to (101). For each 
frequency, velocity phase angles and velocity amplitude ratios'are pre- 
sented on the same graph. The overall frequency effect for each sta- 
tion is given in two graphs at the end of each set, e. g. figures (59) 
and (60); for the velocity amplitude ratio and the phase angle respecti- 
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vely. The procedure is repeated for each station, up to 3Z= . 7819. 
Results for f= lHz were rejected, because at this, frequency 
freestream amplitudes were very small, sometimes of the same order as 
-the local random turbulence. This resulted in a poor forcing tDrandom 
I 
signal ratio. Also lorgwind-tunnel run times were necessary for each 
boundarýy layer traverse (up to 30 minutes), introducing additional er- 
rors due to hot-wire temperature drift. 
. 5069 
Starting with figure (54), for. 3Z= . 5069 and f= 2Hz, the veloci- -,. 
ty amplitude ratio shows an initial dip below the u= U, line*in the out- 
er layer region, reaching a minimum value of 0.8. From then on increa- 
ses to a. maximum of 1.2 at n='. '4, decreasing, agai, n, gradually near the . 
vMl I. The curve shoul d pass through the ori gi n at the wal 1, but wal 1 
proximity effects in this region prevented reliable measurements. 
Velocity phase lag through the'boundary layer increases rapidly 
in the outer layer up to n= . 4, reaching a maximum of 120 
0. From there 
0 
on decreases again slightly, toincrease finally at the wall back to 120 
Figure (55) for f= 3Hz, portrays the same general behaviour for 
u/u, with the dip now only marginally below u=ul, and an overshoot of 
1.2. The phase angle again increases rapidly in the outer layer region 
but this time it levels off in the inner region, to a mean value of 
onlY 680. Behaviour very near the wall is rather- uncertain, due to the 
viscous nature of the laminar sublayer, although the few experimental 
points available indicate a large reduction in phase lag, by almost 150. 
Figures (56) to (58) for the rest of the frequencies up to 6Hz, 
show a similar behaviour for both phase angle and amplitude ratio curves 
as figure (55). The dip initially observed in the outer layer region, 
now disappears with the increase in frequency, and phase angles at the 
. 
wall tend to decrease after levelling off in the inner region. 
The relative frequency effects are more easily studied in figures 
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(59) & (60). The amplitude ratio overshoot at. n= . 4, increases with 
frequency to a. maximum of 1.5, while the dip slowly disappears. Veloci- 
ty phase angles, shown for all frequencies higher than 2Hz, have simi- 
lar profiles, suggesting that a suitable parameter could be used to 
collapse them onto one graph. For example, phase angles could be nor- 
malised with respect to the value of ý at the flat portion of the 
curves. Phase lags decrease in the sense 2,3,4,5Hz, and then increase 
again at 6Hz. 
(b) 5ý= . 5657 
The next set of figures (6l)-(67) , show the results for 3Z=. 5657. 
Amplitude ratio and phase lag curves remain similar in shape with chang- 
ing frequency, except for f= lHz. The dip in the outer region is again 
present, although it now disappears at 5Hz. The result for lHz, shows 
the'reason why it was considered unacceptable; the significant propor- 
tion of turbulence present masks the forcing signal, giving unaccept- 
ably high amplitude ratios throughout the boundary layer. It was not 
though possible to measure the magnitude of this random component pre- 
sent in the signal, at the forcing frequency. Amplitude ratios at 2Hz, 
are still quite high, with'a maximum of 1.6. This drops to 1.15 at 3Hz 
and rises thereafter to 1.35 at 6Hz. 
Figure (67) shows how the velocity phase, angles through the 
boundary layer, vary from 2 to 6Hz. Again at 2Hz a large phase lag is 
observed reaching 85 0, and dropping again slightly in the inner region. 
The slope of all curves in the outer layer decreases with frequency, 
and maximum phase lag decreases in the sense 2,3 to 4Hz, increasing 
thereafter at Oz. 
(c)- X= . 6137 
The same remarks apply for the next set of graphs (68)-(73) 
with a more pronounced dip in the amplitude ratio curves. Maximun 
amplitude'decreases to a minimum at 4Hz and increases again for 5 and 
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6Hz, while phase lags decrease in the sense 2,3,4,5Hz, inreasing again 
at Oz. 
(d) R= . 6838 
Figures (74) to (80), display the results at. R= . 6838. The 
most significant difference between this and the previous set, is that 
although the large amplitude ratios at 2Hz are conserved, (up to u/w--l. 7) 
for frequencies above 4Hz no overshoot is observed in the graphs. This 
indicates a damping of the oscillation in the boundary layer, above a 
certain frequency. 
Graphs for 0 again fold over at 4Hz, while a tendency for the 
phase lag to decrease near the wall is obvious for the lower frequencies 
1,2, and 3Hz. Wall phase lag increases again for 5 and Oz. This ap- 
parent dependence of the behaviour near the wall on frequency cannot 
be easily explained, but it is worth noting that wall phase lag tenden- 
cies reverse at the particular frequency (4Hz), where the curves fold- 
over. Phase lags as high as 1300 are possible, as demonstrated by the 
lHz result. 
. 
(e) x= . 7323 
Proceeding to X= . 7323, (figures (8l)-(87)) whire the adverse 
pr essure gradient is now easing off, all amplitude ratio curves except 
the one at M, lie below the u= ul line and furthermore, at 4 and 5Hz 
where the maximum freestream amplitude occurs, ulul 
-never 
rises above 
its value at the initial dip in the outer layer region. The overshoot 
at 2Hz is now less pronounced, reaching a maximum of 1.35. The phase 
lag curves exhibit the same characteristics as in the previous station, 
although now the. curves fold over twice, at 3 and Oz. A significant 
decrease in phase lag persists for the lower frequency values. Maximum 
01 phase lag is achieved at lHz, and it reaches 150 9 
. 7819 
The, -final'station at R= . 7819 (figures (88)-(92)), is now sub- 
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jected to a small favourable pressure gradient. For all frequencies 
above 2Hz, all amplitude ratio curves now decrease monotonically below 
their freestream value, indicating that for the given conditions, the 
boundary layer exersises a strong damping effect on the oscillations. 
The overshoot at 2Hz now barely exceeds the u=ul line at u/ul= 1.07. 
Phase angles again tend to decrease near the wall for all frequencies, 
although in some cases measurements too close to the wall were avoided 
as they proved destructive on hot-wire probes. 
To separate frequency from chordwise position effects; keeping 
the frequency constant, results at different x-stations were, plotted 
on the same graph. Thus figures (93) & (96) give the effect of x, on 
the velocity phase angle for frequencies from 2 to 5Hz, while figures 
(97)-(101) give amplitude ratios from 2 to 6Hz. 
Commenting first on the phase angles 0, phase lag tends to in- 
crease in an orderly fashion in the downstream direction. The behaviour 
near the wall although consistent with frequency, seemsto change in 
an unpredictable manner with x. 
Starting from figure (97) (at 2Hz) for the amplitude ratios, 
maximum values increase considerably from 3Z= . 7819 through to. 3Z= . 6837 
in. an increasingly adverse pressure gradient, and decrease again for 
%- . 1= . 5657 and . 3779. Changing the frequency to 3Hz, pronounces this 
effect even more, with very small amplitude ratios at K= . 7819, increas- 
ing again through to 3Z= . 6137 and dropping slightly for upstream posi- 
tions. The same behaviour persists for the rest of the frequencies up 
to 6Hz, indicating a strong pressure gradient effect on the damping or 
amplification of the imposed oscillations. 
Oscillation amplitudes have also been plotted in an alternative 
form as a percentage of the local boundary layer mean velocity, U(y). 
Figure ( 102a), shows results at X= . 5657, as frequency varies from I to 
6Hz, while figure -(102b) shows results at five chordwise stations for 
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a frequency of Oz. A comparison of the effects in the two graphs 
shows that for all stations with amean adverse pressure gradient, fre- 
quency rather than downstream position seems to be the most influential 
parameter. 
Thus for all stations except R= . 7819, all graphs lie close 
together, while frequency seems to shift the graphs relative to one 
another, changing the percentage of oscillation near the wall, from 
10% at I and 2Hz, to as much as 23% at 5Hz. The result for lHz, demon- 
strates that although the freestream amplitude is only 1.69% of the 
freestream velocity, it can reach"apparent values of 11% of the local 
velocity in'the boundary layer, thus explaining the very high amplitude 
ratios previously observed. 
The initial dip in the outer layer, although not obvious in 
figure(102ý, is still there when other stations are investigated. (see. 
(102b). The boundary layer damping effect in a favourable pressure gra- 
dient region, is demonstrated convinsingly at X= . 7819 and f= 6Hz, with 
percentage values as low as 7% being recorded near the wall. 
Some investigators have presented their results, as in and out 
of phase velocity"coýponents, rather than amplitudes and phase angles. 
(e. g. Karlsson, figure (3)) A few representative results have also 
% been plotted here in the same fashion, and they help to clarify some 
of the rather unique results observed, suchas the- high amplitude 
ratio overshoots and. the outer layer dip. 
First we consult figure (103), showing variations in the free- 
stream direction for a frequency of 5Hz. There the in-phase component 
decreases continuously through the boundary layer, -except for a small 
overshoot at R= . 3779. This overshoot was also observed by Karlsson 
(fig. 3) and is present in the laminar case (Lighthill). The rate of 
decrease thro 
. 
ugh the boundary layer, seems to be governed by downstream 
position. Thus whil, e. at 'R= . 3779 the result is very similar to the - 
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flat plate case, it decreases much more rapidly as we move downstream, 
increasing again slightly at the last station where the pressure gra- 
dient is favourable.. It is interesting to note that an initially posi- 
tive in-phase component can reverse and become negative, -as is the ca- 
se at the last two stations, for n<. 3. 
The initially small negative out of phase component in the out- 
er layer, is-rapidly increased through the boundary layer, and it can 
reach values greater than ul, as demonstrated by the results at R= . 5657 
and . 6137. This helps to explain the very large overshoots observed 
in the amplitude 'ratio curves. The reason for the negative out of - 
phase component, is the presence of a travelling-wave type of oscil- 
lation in the freestream leading to phase lags in the boundary layer. 
The fact that the freestream-is also decelerating, explains why the 
positive in-phase component decays rapidly in an adverse pressure gra- 
dient environment, while the initially small negative out of phase com- 
ponent will tend to increase, since its direction is reversed. Of 
course both the local pressure gradient and the boundary Tayer upstream 
history will have a strong effect on the boundary layer development, 
and the above explanation is rather oversimplified. fhus the maximum 
value of the out of phase component increases from -. 3u, at R= . 3779 
% to almost -1.2 at X= . 6137, decreasing again through to -. 6u, at X=. 684. 
Although it was expected to decrease even further at X= . 7819, on the 
above assumpions, it increases again to a maximum of -. 8u, the pressure 
rgradient being now favourable. 
Rgures (104) & (105), show the effect of frequency at two sta- 
tions, R= . 5657 and. R= . 6828. For both cases, in-phase co I mponents in- 
crease with frequency, while out of phase components tend to decrease 
(in an absolute sence). Figuýe (105) demonstrates that quite high ne- 
gative in-phase values are possible at the lowest frequencies, as a 
consequence. of the large phase lags observed. This again explains the 
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higher overshoots at low frequencies. 
The relative rate of change in magnitude between the in and 
out of phase components, determines whether there is a dip or not, in 
the amplitude ratio profiles. Thus if the in-phase component decays 
more rapidly than the out of phase component increases, a dip will 
develop in the outer layer region. 
7.3.2 Boundary-La er Mean*Values. 
Figures (106) to (109), show the boundary layer mean velocity 
profiles at four'measuring stations. A comparison with the steady, pro- 
files previously obtained, shows that frequency effects are negligible 
on mean boundary layer values. This is not surprising since the mean 
pressure gradient also remains unchanged. 
Small discrepancies between curves can be attributed to tra- 
versing errors rather than actual deviations. The same conclusions 
I were drawn by S. K. Karlsson who used oscillation amplitudes as high as 
37% for a purely sinusoidal freestream, and also by M. H. Patel for the 
trz, velling wave case. 
7.3.3 Boundary Layer Turbulpnci: -, - 
Figures (110)-(112), show the effect of frequency on the boun- 
dary layer random turbulence values. Results are given for three posi- 
tions, R-- . 5657,. 6137 and . 6838. 
A general increase is observed at the forcing frequency, above 
the steady values. Figure (110) shows the turbulence increasing with 
frequency up to 6Hz. Most of the change seems to occur in the outer 
layer region, but it is not obvious wether this large change in free- 
stream turbulence is an actual phenomenon due to the unsteadiness in 
the freestream, or a measure of the error in using equation (36) in 
chapter It is, though certain that some of the change is due to 
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harmonics and subharmonics of the forcing frequency, either in the free- 
stream, or developing in the boundary layer itself, due to its non- 
linearity. Since the R. M. S. meter used (Solatron JM1860) was only li- 
near above 3Hz, some of the subharmonics were attenuated especially at 
the laaest frequencies, which partly explains the higher turbulence 
at 5 and Oz. 
The same remarks apply for the other two stations, although in 
some cases (figure 111) a considerable scatter is observed in the re- 
sults. 
7.3.4 Freestregin Amplitude Effect. 
So far we investigated the effects of frequency on the bounda- 
ry layer; but since a change in*frequency is followed by a correspond- 
ing change in freestream amplituie, we must also examine possible amp- 
litude effects, which might mask effects attributed to a pure change 
in frequency of the forcing oscillation. Thus amplitude ratios, phase 
angles, mean velocity profiles and boundary layer turbulence were plot- 
ted for a range of flap amplitudes, from 2 to 4 inches, for a restrict- 
-1 ed number of x-. stations and frequencies. 
Figures (113) & (116) show the-effecis on amplitude ratio, for 
R= . 6137 and R= . 6838, and for a frequency of 5Hz. The total turbu- 
lence values (utotal) were also normalised with respect to ul, and 
plotted on the same graphs. This gives a visual indication of the ef- 
fectiveness of the sampling system, as a narrow band filter. In gene- 
ral total turbulence amplitude ratios for the lowest flap amplitude 
were found to be much larger than corresponding values for 3 and 4 inches. 
This again indicates that although freestream amplitude is quite small, 
the random turbulence component in the boundary layer is still appre- 
ciable, leading to large amplitude ratios. Results for 3 and 4 inches 
coincide, which suggests that the forcing oscillation amplitude is now 
U 
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an order of magnitude higher than the local turbulence, which has a 
small influence on the results. 
When the signal is processed through the digital sampling sys- 
tem, again both higher amplitude results coincide, indicating that 
after a certain magnitude, amplitude ratios in the boundary layer are 
unaffe6ted by amplitude changes in the freest ream. Results for A= 2" 
deviate considerably from the rest, especially in the outer layer regi- 
on. For this reason lower amplitude cases, (i. e. lHz and possibly so- 
me 2Hz results) should be viewed with caution. 
Figure (118), shows the effect of amplitude on boundary layer 
phase angles. Phase lags appear to be slightly higher at the largest 
amplitude of 4 inches, but the deviation is too small to cause concern.. 
Mean velocity profiles remain-unchanged with freestream ampli- 
tude, a result which was expected, since no change was observed with 
frequency either. An example is given in figure (114). 
Boundary'layer turbulence values are again slightly higher 
than steady values, but the role of freestream amplitude is not quite 
clear. Again the lowest amplitude leads to higher turbulence, an 
observation which c0*61d be attributed to a poor signal to noise ratio. 
A considerable scatter is observed in the results, which could be due 
% to the poore accuracy resulting by the use of equation (36). 
It is now certain that. both frequency and amplitude affect the 
boundary layer turbulence, and for more conclusive results the two 
effects should be separated. It should though be noted, that at cer- 
tain amplitudes subharmonics and harmonics of the forcing frequency 
are created, which could explain the increase observed. 
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8. DISCUSSION 
Here we recollect the main findings of previous chapters and , 
with the benefit of the overall view gained, draw some general conclu- 
sions on the behaviour of the oscillatory turbulent boundary layer in 
a mean adverse pressure gradient. 
It is useful' if the findings of chapter 6, dealing with the 
freestream are discussed first. 
8.1 The Freestream. 
,. Chapter 6, deals-with measurements and results obtained in the 
inviscid region of the flow, outside the boundary layer. 
Both pressure and velocity amplitudes were measured for a varie- 
ty of chordwise positions, and the full"range of frequencies available 
was exploited. (see figures (24)-(44)) The effects of tunnel speed 
and flap amplitude were also investigated in a chosen number of cases. 
- Thus a thorough calibration of the oscillatory flow facility was per- 
formed in the neighbburhood of the model, both for greater'understand- 
ing of the vortex induced type of oscillation, and, for determining sui- 
% table positions for boundary layer investigation. 
The responce of both pressure and velocity fluctuations to fre- 
quency appear to be very similar and consequently in'the following dis- 
cussion, were not stated, comments applying to pressure fluctuations 
apply equally well to velocity and vise-versa. 
The form. of the results suggests that a distinct difference in 
behaviour of the flow upstream-and downstream of the flap trailing edge 
exists. Hence in the first case (figures (24) & (25)), the oscillations 
are created mainly due to large changes in the pressure distribution 
around the model during a'cycle, induced by the motion of the flaps. 
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These changes are shown in a quasi steady form in figure (18), and they 
mainly affect the region of the flow upstream of x/. c= . 3. Thisýtype 
of excitation leads to relatively high pressure amplitudes, while cor- 
responding velocity amplitudes remain quite small. Even at the lowest 
frequency used (lHz), quite large pressure amplitudes are achieved, as 
high as 11% at 7= . 1323, dropping rapidly to 5% at the flap trailing 
edge. As we move further downstream past the flaps (X= . 3779)0 this 
value-is reduced even further to just over 2%. As frequency increases 
amplitudes also increase, up to 3Hz for 3Z= . 1323 and 4Hz for R= . 2327. 
If we increase the frequency further than these values, amplitudes 
decline rdpidly as inertia effects set in, and the flow has no time to 
follow the rapid changes in nozzle geometry. 
The above behaviour can also be explained mathematically, if 
we consult the unsteady Bernoulli's equation, relating the pressure 
and velocity fluctuations on a streamline. This equation is set out 
in section 8.2 (equation 37), together with an approximation for small 
disturbances (equation 38). Thus while downstream of the flaps the , 
travelling wave velocity of the disturbance (Q) has a finite value 
slightly lower than the freestream velocity, between the flap$ the 
disturbance is purely time dependent, i. e. Q-ý-- If we substitute this 
value of Q in equation (38), the travelling wave contribution to the 
WU U pressure fluctuations, ý2r' disappears. Since this term is compara- 
ble in magnitude with the unsteady inertia term Wo but of opposite 
sign, the relative magnitude between the pressure and velocity fluctu- 
ations upstream of the flaps will change, leading to the high pressure 
values observed. 
For very low frequencies, the quasi-steady term (U, aUO+U aUl ax oax 
becomes dominant, and since U, increases rapidly in theIavourable 
pressure gradient region between the flaps, This explains the large 
amplitudes obtained at lHz. I 
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Downstream of the flaps, the oscillations are created by the 
rolling up of the shear layers on either side of the semi-open jet 
section, perturbed by the action of the flaps. (see also chapter 3) 
This changes the frequency responce of the flow considerably, since 
now Q is finite. Characteristically, velocity amplitudes can now 
reach quite high values (up to 12% of the freestream recorded) and they 
are comparable in magnitude. to pressure amplitudes. Also the change 
with frequency is now more gradual, to a well defined maximum around 
4Hz (U. 6= 21.9m/s, A= 4"). The rolling up process in the shear la yers 
can be employed to explain this behaviour. 
If we concult figure (9), showing schematically the rolling up 
process, we see that a certain time is required-f& the rolling up of 
the shear layers into discrete vortices. This time is governed both 
by frequency and flap amplitude. Also the distance between adjacent 
vortices is governed by frequency. Thus for low frequencies, the sera- 
ration between adjacent vortices is quite large, and the rolling up 
process is far from complete in the small chordwise distances used. The 
resulting weak unsteady velocity field near the model, leads to small 
oscillation amplitudes. ' As the frequency increases vortex separation 
becomes progressively smaller and their strength increases as the rol- 
% ling up process is completed. A maximum amplitude is observed when an 
optimum 'condition is reached. Any further increase in frequency will 
cause the vortices to move closer together, but their strength dimini- 
shes as diffusion takes place, leading to ever decreasing amplitudes. 
The vorticity shed by the flaps is also expected to have an ef- 
fect on the above developement, as ilt accounts for as much as 30% of 
the total vorticity in the shear layers (Patel). 
The effects of the tunnel velocity and flap amplitude, can be 
proved to support the modelling of figure (9). They can be described 
uniquely byobserving the changes at the position of maximum amplitude. 
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The various independent variables, i. e. U., h the separation between the 
shear layers and f the frequency, can be grouped together in a non 
fh dimensional parameter, the Strouhal number (Sth' The separation- 
between the shear layers h, depends mainly on the tunnel used, and in 
our case is-the distance between the two flaps. It is assumed that h 
remains constant In the streamwise direction. 
Thus for a tunnel speed U. = 21.9m/s and A= 4",. the maximum res- 
pon, se occurs at a relatively constant St = . 28 for all x, ýas demonstra- h 
ted in figures (43) & (44) (f=4Hz). If the tunnel speed is changed, 
the maximum respo'nse moves to either a higher or a lower frequency, so 
that the Strouhal number always remains constant. (figures 27,29,34 & 
36). The optimum condition will not be reached, if the reduction in 
U. impedes the completion of the rolling up process, for the range of 
frequencies considered. - 
Reduci ng the flap amplitude (figures 28,30,33 and 35) delays 
in effect the rolling up process, leading to poor oscillation amplitu- 
des. ' The maximum resPOnýe is also delayed appreciably, while maximum 
amplitudes are reduced. This reduction can be partly attributed to a 
reduction in that part of the'vorticity contributed by the flaps. For 
the amplitudes tested, most of the change occurs between 2 and 3 inches 
rather than 3 and 4 inches, indicating that at 2" the amplitude of the 
initial disturbance is too low to cause a complete rolling up of the 
shear layers, even at the highest frequency of 6Hz. 
Amplitudes. can also be plotted against a non-dimensional frequency 
fx I. parameter dependent on x. .. v= U. 
Figures (31), (37) and (38) show 
both pressure and velocity amplitudes plotted in this form. The re- 
sults for different velocities thus merge into one, demonstrating the 
argume nt that changes in freestream velocity only change the wavelength 
of the disturbance and therefore the frequency. A similar correlation 
for different x could not be obtained, since the local amplitude also 
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depends on the local pressure gradient, in the neighbourhood of the 
model. 
Figures (41) & (42) show this variation with frequency for dif- 
ferent x, while (43) & (44) show the amplitude change along the model 
for different frequencies. 
Together with the forcing oscillation amplitudes, the total ve- 
locity amplitudes were also plotted on the same graphs. Then the free- 
stream turbulence at each station was determined from, 
u2 12+ U2 (36) 
total- U turb 
assuming no correlation exists between tfie. forcing'component Vu and the 
random component uturb (u'). of velocity. Unfortunately this method of 
calculation has certain drawbacks, which we can list, not necessarily 
in order of importance. 
(i) The use of the Solatron time domain analyser in the a. c. 
mode (see chapter 5) for calculating the total turbulence intensity, 
(utotal) filters out some of the turbulence below 3Hz. The error is 
of course largest at the lowest frequency of lHz, and the indicated 
value must be increased by 3%. 
(ii) The forcing oscillation component is slightly overýstimated 
as some of the random turbulence passes through the digital sampling 
system at the resonant peaks. Errors of this type are expected to be 
very small in the freestream, where u' is small. They can be a source 
of concern in the boundary layer, especially where high turbulence is 
-accompanied by low oscillation amplitudes (e. g. at lHz), and even more 
so where the boundary layer is thickest and a turbulence shift is ex- 
pected towards the lower frequency spectrum. 
(iii) The nature of the oscillatory flow facility creates oscil- 
lations-not only at the driving frequency, but also at half and double 
its value, in the form of harmonics. The magnitude of these harmonics 
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increases both with flap amplitude and frequency, and they can reach 
10% of the driving frequency component. 'The subharmonics will be re- 
duced by the low frequency cut-off characteristic of the TDA in (i), 
but the nett effect will be a serious overestimation of Utotall by as 
much as 10%. 
(iv) The accuracy of u' (and harmonics) derived from equation 
(36) is rather poor, as we are subtracting two quantities which are 
considerably larger than their difference. ' This is especially true in 
the freestream and the outer portion of the boundary layer. k 
Without detailed spectral analysis it is difficult to estimate 
the cumulative effect of all these errors on the calculated value of 
ul, However even"if quantitative estimates are suspect, the correct 
trends are given, and they help to provide an insight into the mecha- 
nism of the flow. Starting from well inside the flaps at 3Z= . 1323, the 
steady turbulence is very low, at . 2% of the freestream velocity. With 
the flaps in motion, this value increases to 2%, and is quite independ- 
ent of frequency. Since there is no apparent re ason for this increase 
it-can be attributed to errors under (iv). Any harmonics must have a 
negligible effect, since they are frequency dependent. At the flap 
trailing edge (R= . 2328), the freestream turbulence changes from 1.6% 
I at lHz to 2.5Hz at 6Hz. Again it is quite small and the frequency de- 
pendence must be due to the presence of the vortex generators in the 
flow. This Change with frequency disappears not far downstream at 
R= . 3779, suggesting that the presence of the vortex generators 
does 
not introduce any large scale turbulence in the flow. 
Further downstream (figure 37) we see both utotal and U, plotted 
against fx/U. Again turbulence is invariant with frequency, up to 
fx/U= 18. Trom then on there is an apparent increase in turbulence, 
suggesting that the effect of subharmonics and double harmonics of the 
driving frequency is now i mportant. The same applies for positions 
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further downstream (figures (39) & (40)), where a comparison between 
the narrowly filtered signal 'U, and u for f>4Hz, reveals that a total 
significant proportion of the applied oscillation is conserved in the 
form of harmonics. Any estimates of turbulence in this region are ob- 
viously in error. 
Another quantity measured in the freestream, was the streamwise 
variation of the velocity phase shift, produced by the travelling wave 
velocity Q. To determine Q for different frequencies the results were 
plotted against a non-dimensional frequency parameter The 
results are given in figures (11) & (12), and the values of Q in tables 
Ia & 1b. In contrast with Patel's -and Parker's results also shown in 
figure (11), a distinct variation of Q with frequency was detected, es-. 
pecially for the flow away from the model, at y=hl4. Frequency depen- 
dence is more pronounced for the lower frequencies of I and 2Hz, show- 
ing a significant reduction in the travelling wave velocity, In accor- 
dance with Patel's theoretical results, (figure 5) this change in Q 
will have a marked effect on the boundary layer responce to the oscil- 
latjon. The decrease in Q in a direction perpendicular to the model 
also suggests that for f=l and 2Hz, there is a velocity phase shift ac- 
ross the working section. 
The variation in Q was partly explained in chapter 3* by com- 
paring the experimental results' with the solutions of equations (25) & 
(27), again given in tables Ia and Ib respectively. The comparison is 
somewhat limited, owing to uncertainties as to the extend of any addi- 
tional vorticity introduced by the flaps, and the change in strength 
of the vortices. in the shear layers, either with frequency or downstream 
position. Also the model bound vorticity is expecied to have an effect - 
es pecially near the model. 
Pressure-velocity phase angles were also measured at different 
chordwis e positions and the results are shown in figure (44a). Pressure 
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leads the velocity by 1800 at OHz as expected, but this lead is line- 
arly reduced as frequency increases, so that in some cases it is as.; 16w 
as. 500 at Oz. . 
The slope of the deviation seems to be governed by the local 
pressure gradient, in as favourable or zero pressure gradients cause 
a smaller change in phase lead, while adverse pressure gradients pro- 
nounce the change. Velocity phase angles near the wall introduce some 
uncertainties, the effect of which appears as a deviation from 1800 in 
the steady case, when the results are extrapolated to OHz. 
Both pressure-velocity phase angles and oscillation amplitudes 
outside the boundary layer are interrelated, and can be described by - 
the unsteady Berfioulli's*equation. An attempt to calculate these valu- 
es using a constant Q, failed to produce reasonable results.. 
8.2 The Boundary Layer 
Measurements and results in the unsteady boundary layer, are gi- 
ven in chapter 7 and figures (54)-(118). Measurements were taken at 7 
cho. rdwise stations, 'chosen for a well developed turbulent boundary lay- 
er'of-adequate'thickness., The pressure gradient waslarge adverse at 
fi. rst, (R= . 3779) decreasing continuo usly downstream until it became 
% favourable at the last downstream station, X= . 7819. 
Ansteady velocity components in the boundary layer were presen- 
v 
ted comprehensively as velocity phase angl es and amplitude ratios (fi- 
gures (54)-ý01)) for the complete frequency range above 2Hz inclusive. 
Results at lHz were in their majority rejected, due to small amplitu- 
des-and correspondingly poor signal to noise ratio. 
Graphs were discussed individ, u. ally in chapter 7 and -here we will 
try to point out some general charac 
i 
eristics, without going into too 
much individual detail. 
Exarpining first the amplitude ratios,. u=u, by definition at the 
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boundary layer edge. 'As we move inwards, a dip is observed in the 
outer layer, which in general increases as we move downstream, 'sometimes 
reducing the freestream amplitude by 60%. 'As y decreases even further 
the oscillations are amplified again, reaching a maximum around n= . 4. 
It is noteworthy that at this position the random turbulence in the 
steady boundary layer is also a maximum, in most cases. 
Overshoots at this position can reach 1.7ul for the lowest fre- 
quency of 2Hz. Overshoots at lHz are even higher, but as these contain 
a significant proportion of random turbulence they were rejected. As 
we move downstream, the overshoot decreases progressively for f>3Hz, 
uAil finally at R= . 7819 they disappear completely and the boundary 
layer damps out most of the imposed oscillation. *This damping is accom- 
panied by a decrease in the mean adverse pressure gradient, which is 
finally lifted at 7= . 7819. 
As we move nearer to the wall, amplitude ratios continue to fall 
gradually at first, and more rapidly in the sublayer region. 
4 
The form of the graphs is similar to the ones obtained by Patel 
for the flat plate case, although. overshoots are higher, and the dip in 
the outer layer was not observed. This suggests that it is a pressure 
gradient effect. The large overshoots at I and M, can also be ex- 
plained by looking at Patel's theoretical study of the effects of Q on 
the results (figure 5). Thus since at 1 and 2Hz the travelling wave 
velocity is appreciably lower than in higher frequencies, the auxili- 
ary pressure gradient due to the'travelling wave disturbance becomes 
dominant leading to high amplitude ratios. 
Velocity phase lags shown on the same figures are all similar 
in shape. Starting from zero at the boundary layer edge, they increa- 
se rapidly in the outer layer region, levelling off as we move further 
towards the wall. Therefore for most of its thickness the boundary 
layer oscillates in phase. 
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The behaviour near the wall is not at all certain, mostly for 
the lag of adequate experimental data in this region. The signal also 
here is highly distorted, making phase angle results rather unreliable. 
Hot-wire cooling in this region is not expected to affect the velocity 
phase angles, which do not depend on the temperature sensitive calib- 
ration constants. It will though affect the velocity amplitudes very 
near the wall. 
No general t rends were observed applicable in all cases in the 
sublayer, but changes in phase lag were sometimes large, either incre- 
asing or decreasing the velocity phase angle by as much as 150. Since 
the phase angle is given by the ratio of the in and out of phase velo- 
city components, the, rapid change near the wall shows that either the 
in-phase or the out of phase component decays more rapidly in the lami- 
nar sublayer, depending onwhether the*phase lag increases or d6creases. 
The fact that the velocity fluctuations in the boun'dary layer 
lag the freestream values, is the single most important parameter affec- 
ting, the boundary layer response. This lag is initially introduced 
partly by the adverse pressure gradient, and partly by the travelling 
wave-type of oscillation. 
Thus the unsteady Bernoulli's equation is, 
au +Al; P (37) Tt Tx --PTX 
where U=U(x, t) and P=P(x, t) 
Assuming we can separate spatial and temporal dependence, we get 
iw(t-qX) U(x. t)=Ul(x) + Uo(x)e Q, with Ul>>Uo 
also let ý=w(t-x) Q 
Substituting in (37), after a little reduction and by neglecting terms 
of order U2 , the L. H. S. of the equation becomes: 0 
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DUI UU 
. U1 + WU e*ýIr'2) + ! ýýe*7ý12) + (UXO +U 
ýU' )e'ý (38) 
x0QI ax I ODX 
mean P. G. Unsteady Quasi-steady'P. G. Travelling wave 
inertia term contribution 
Thus while the unsteady inertia term leads the oscillations by 
900, the travelling wave contribution will introduce a lag of 900, The 
relative magnitude of these two terms will decide whether there is a 
net lead or lag in the oscillations. Now since is always smaller than 
U, for the range of x considered, the effect is a net lag in the boun- 
dary layer. The quas'i-steady pressure gradient term will be either in 
phase or 180 0 ouf of phase to the oscillations, depending on its sign. 
In a mean, adverse pressure gradient, the't'erm U aUl will be negative, 0'ax 
while UjaUO depends on the rate of growth of U in the x direction. ax 0 
The unsteady inertia term au in the boundary layer will introduce fur- at 
ther phase lags, together with the viscous contribution. 
The above argument explains why previous investigators observed 
a phase lead in the boundaty layer, with a purely sinusoidal (Q-ý-) free- 
stream. (see Karlsson, Lighthill, Rakowsky). Phase lags are of course 
I 
possible in the purely sinusoidal case, if the pressure gradient is ad- 
. verse, as demonstrated by Schkhenmann, studying the oscillatory flow 
in. a conical diffuser. Thus phase lag is the cause for the very large 
%. overshoots observed in this investigation, and also in Schaqhenmann's 
work. 
We can study the cause and effect more clearly, if we consider 
the oscillations as in-phase and quadrature components, rather than 
total amplitudes and velocity phase angles. Figures (103)-(106) give 
a set of results presented in this way. 
In figure (103), the in and out of phase components at 3Z=. 3779 
are seen to behave as in Karlssonl. s work, with the i. n-phase component 
presenting an initial small overshoot, and then decreasing rapidly 
towards the wall. The out of phase component-also increases initially 
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to a maximum at n= A'before it drops agai n towards the wal I. ' Thi s 
behaviour was also observed for the laminar case in Lighthill's theo- 
retical, work and Hill & Stenning's experiments. The main difference 
between the laminar and turbulent case being that the turbulent results 
lead to fuller profiles. 
The one significant difference between the present results and 
the ones mentioned above, lies in the fact that the out of phase compo- 
nent is. negative throughout the boundary layee. 
In the case of the flat plate. travelling wave problem studied 
by Patel, the results are again similar, and they retain their simila- 
rity in the downstream direction due to the absence of the pressure 
gradient term. However here as we-move downstream, the boundary layer . 
decelerates. This damps down the positive in-phase component very qu-. 
ickly, while the reversed out of phase component gains prominence, as 
the adverse pressure gradient in the positive x-direction becomes favou- 
rable in the upstream sense. As the pressure gradient is lifted (3z= 
. 7819) the in-phase component is already beginning to recover, as shown 
in-figure (103). 
The rapid de6y of the in-phase component accompanied by a ra- 
pid-increase in the quadrature component, wil sometimes cause the dips 
observed in the amplitude curves near the edge of the boundary layer. 
Also the presence of out of phase components as large as -1-6ui in so- 
me cases, will lead to the large overshoots observed. 
The reason for the large amplitudes at f= 2Hz, is shown in 
figure (105). Although the in-phase component is zero before it reach- 
es . 6, the out of phase component is always quite large; as y decrea- 
ses even further, the in-phase component also becomes negative, and as 
such is also amplified. So by. T)=. 4, both components are large, giving 
rise to very large overshoots. This ties in well with Patel's predicti- 
ons in cases of low travelling wave velocity, as mentioned before. 
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Apart from the unsteady velocity components, the mean velocity 
profiles were also measured in the boundary layer for comparison with 
the steady ones. A series of graphs (figures (106)-(109)) demonstrate 
that mean and steady values are identical within experimental error, 
even with oscillation amplitudes as high as 12% of, the freestream ve- 
locity. Any small deviations can be attributed to small traversing 
errors and difficulties as to the actual edge of the boundary layer. 
This invariance of mean from steady values with frequency was 
expected from the results of previous investigators. Thus Karlsson 
first, for the flat plate case, proved both theoretically and experi- 
mentally that even for amplitudes as high as 35Z, the mean values devi- 
ate from the steady ones 'only slightly, due to the non-linearity of 
the turbulent boundary layer. The same result was confi med by Rakow- 
sky, for frequencies of the order of 20OHz, but of small amplitude. 
Patel also deduced the same result for both the turbulent and laminar 
. case, for the travelling wave type of oscillation on a flat plate. 
This work therefore, extends the result to cases with an adverse free- 
stream. 
The effect of" the imposed oscillation on the boundary layer tur- 
bulence spectrum was also investigated, following the procedure used 
for freestream turbulence (equation 36). The drawbacks are still the 
same (see section 8.1) and the results should be treated with caution. 
Figures (110)-(112) give the results at three streamwise posi- 
tions, for a-range of frequencies including the steady case. In all 
graphs, unsteady turbulence exceeds the steady one, the deviation in- 
creasing with frequency. As mentioned in chapter 7, this increaso 
could well be due to the effects of harmonics of t6 driving frequency. 
For a better estimate of u', these harmonics should be filtered out of 
the total turbulence values, by using suitable narrow band filters. 
The increase of turbulence with frequency was expected, both because 
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the amplitude of the harmonics increases with frequency and because of 
some filtering of half harmonics below, 3Hz (see chapter 5). *Karlsson's 
results on turbulence also show a considerable amount of scatter, which 
makes any deductions inconclusive. A considerable amount of scatter 
is also obvious in Patel's results, who proceeds to conclude rather 
intuitively that turbulence in the boundary layer is only affected at 
the forcing frequency. 
To determine whether the apparent increase in turbulenm isan amp- 
litude rather than frequency effect, the results of figures (115) & 
(117) should be consulted. From these it is possible to say that the- 
re is an amplitude effect, although small, and turbulence increases 
with amplitude. The effect is more pronounced in the outer layer, but 
there also the error is largest since ul is very small compared with ý 
Utotal and I The effect of amplitude on the mean velocity profiles 
was negligible as expected (see figure 114). 
Freestream amplitude effects on the unsteady velocity components 
i. e. amplitude ratio and phase angles were investigated for a few cho- 
sen-cases, and the results are given in figures (113) & (116) for the 
amplitude ratio, and '(118) for the phase angles. 
In figures (113) & (116), total amplitude ratios-are also shown 
with ! Ulu, . For the smallest flap amplitude (2"). utotal /u, is appreci- 
ably higher than the 3 and 411 cases, which agree fairly well within ex- 
perimental error. This is due to the poor signal to noise ratio at the 
smallest oscillation amplitudes. The sampled signal also reveals that 
while both the 3 and 4" results remain the same, the 2" result shows 
higher amplitude. ratios especially in the outer layer, for the same 
reason. Due to this, small freestream amplitude reiults should be 
viewed with caution, as in the case of lHz and sometimes even 2Hz. 
For higher frequencies we can deduce that amplitude ratios are 
*unaffected by freestream amplitude. The phase lag through the boundaryý 
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layer istaffected only slightly by freestream amplitude, although a 
small increase in phase lag isobserved for. A=4".. 'This can be explain- 
ed if we considerýthe quasi steady component of equation (38). Thus 
for the adverse pressure gradient case the term UoOUI is negative, ax 
thus lagging the oscillations by 1800. The contribution due to this 
term will increase or decrease, according to the value of Uos T. hus 
for higher freestream amplitudes this term becomes more significant, 
increasing slightly the phase lag through the boundary layer. 
We have seen so far that the effect of the travelling wave velo- 
city Q on the boundary layer behaviour is quite significant, affecting 
the flow much more than it was expe cted from the simple approach of 
equation (38). Concluding therefore, it is useful to, suggest as a con- 
tinuation to this project, the study of the effects of a controllable 
Q on the boundary layer behaviour. This can be done by varying the 
velocity in the core of the jet, without duly affecting the shear layer 
distribution. Thus suitably designed grids can be inserted in the 
wind tunnel downstream of the settling chamber, reducing the velocity 
in the core of the tunnel, but not the velocity near the upper and lo- 
er walls which determines the shear layer distribution. 
S 
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CONCLUSIONS I 
The main conclusions arising from this investigation are outli- 
ned in broad terms here. 
The wind-tunnel facility used, proved eminently suitable for un- 
steady flowwork, producing. velocity amplitudes in the freestream up to 
12% of the freestream velocity, and having a working range from I to6Hz. 
Amplitudes at lHz were found to be too low for turbulent boundary lay- 
er work. 
The travelling wave velocity of the oscillations varied with 
frequency, for frequencies below 3Hz. 'The rolling"lu*p mechanism of the 
shear layers was used to explain this variation, and also the frequen- 
cy responce of the flow in the freestream. The responce maximum was 
found to be at Stho *28, irrespective of x. 
The digital sampling system designed for this work, proved accu- 
rate in measuring mean and unsteady velocity components in the bounda- 
ry-layer, and also velocity phase. angles. Some improvement is necessa- 
ry for the measurement of both boundary layer and freLstream unsteady 
turbulence. - 
Mean and steady turbulent boundary'layer values were found to be 
identical, irrespective of frequency or amplitude of oscillation. 
Velocity amplitude ratios depended on both frequency and down- 
stream position. The adverse pressure gradient produced a dip in the 
outer layer responce, due to the differing rates of change of the in 
and out of phase velocity components. Amplitude ratios up to 1.7u, 
were recorded at n=. 4, due to the large negative out of phase compo- 
nents. Proceeding downstream in a direction of everdiminishing adverse 
press ure gradient, had a damping effect on the oscillations, especially 
for frequencies higher than 2Hz. High overshoots at 2Hz can be explained 
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by the lower travelling wave velocity, and also physically by the re- 
versal and subsequent increase of the in-phase component. 
The effect of the travelling wave velocity, together with the 
adverse pressure gradient induced large phase lags throughout the boun- 
dary layer. These phase lags increased rapidly in the outer layer re- 
gio. n, and more slowly further towards the wall. In the laminar sub- 
layer, large changes in phase lag were observed, and the phenomenon 
warrants further investigation. 
The lowest frequencies induced higher phase lags, again an effect . 
of Q, although in some cases an increase in phase lag was observed at 
the highest frequency of 6Hz. Phase lag also increased downstream with 
the thickness of the boundary1ayer, reaching values as high as 150 0. 
Variations in freestream amplitude did not affect the velocity 
amplitude ratio considerably, although phase lags were found to increa- 
se slightly with amplitude. 
Boundary layer turbulence was found to increase in general with 
both frequency and amplitude, although the'results here suffer from 
poor accuracy. Driving frequency harmonics affect the results signi- 
fically, especially in the, outer layer region and the freestream. The 
error increases with frequency, amplitude, and x. 
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APPENDIX I 
Freguency Response of a Pressure Transducer and 
Associated Tubinq 
The frequency response of a transducer, pressure tubing and ori- 
fice series combination, was determined using a semidynamic calibratio 
technique. 
The system shown schematically in figure Ia, is representative 
of the one used in the model, for deducing R. M. S. values of, pressure 
fluctuations and relative pressure-velocity phase shifts. Referring tc 
Ia, dimensions kt, dt, to and do had to be chosen, for an optimum sig- 
nal reproduction, keeping amplitude and phase distortions to a minimum. 
Figure Ia 
P(t) 
'Pressure Tapping , ,ýI diameter do Pressure 
length to Transducer 
To determine experimentally the optimum values, a semi-dynamic 
transducer calibration technique was employed; a technique normally 
used in supersonic work. Figure Ib, shows the semidynamic calibrator, 
which employs the "shared volume" principle of operation. The pressure 
tapping under investigation was bored in a suitable adaptor (A), and 
Connected to the pressure transducer through a plastic tube. The tap- 
ping orifice was exposed to a small cavity, this latter being separa- 
ted from a much larger volume, or reservoir, by a quick acting sole- 
noid valve. The reservoir could be raised to. a pressure P, measured 
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by a Betz water manometer, using a hand pump. The pressure in the two 
volutnes was then equilised by opening the valve, using an overrun sole- 
noid rated at 12V. A suitable condenser bank of capacity 100OOpF, sto- 
ring energy at 45V was discharged through the solenoid by a thyristor 
switching circuit. 
The resulting pressure step at the orifice, had rise times of 
the order of lms, depending on the size of the step. 
Before each measurement, the small cavity was brought to atmo- 
spheric pressure, through a small orifice at the base of the valve. 
The free end of the transducer was also at atmospheric pressure. 
The solenoid firing unit was also used to trigger a "Datalab" 
transient recorder (DL905), which digitised and stored the pressure 
transducer output, which could then be processed at leisure. A typi- 
cal output is shown in figure Ic. 
Figure Ic. 
Pat 
T- 
p 
MH20 
tis 
A 
An obvious peculiarity of this response, is the dip at A. which 
is due to the operation of the valve, lowering momentarily the small ca- 
vity pressure below the atmospheric. The dotted line shows the ideal 
System response. The actual output overshoots the step line at B, aft- 
er an initial time lag, and settles back to it, after a few decaying 
oscillations. 
Apart from the fault at A, (the small cavity is normally evacu- 
ated for supersonic work) the rest of the response resembles that of a 
simple, single degree of freedom mass spring and damper system, subjected 
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to a step input. Thus with the usual notation we have, 
mo + so + kp= P 
where m is the effective mass, 
a the viscous resistance 
and k the stiffness of the system. 
Using a Laplace transform approach, and normalising with respect 
to k. we get: 2 Lip)=* PWO 
s(sI+%wo+wO 
or p(t)= P I-e-wcýt(coswtAlgsinwt) (ii) W 
where c=s/so the damping ratio, and W=Wov/(J_C2) wo and $o are the 
resonant values. Then if we let T=27r/w, be the time between'successive 
peaks and 6=w0j the logarithmic decrement, (ii) becomes: 
ý(t)= I-e-6t/T 2ITt Cos(-6L, -") + 
Ain(2nt) (iii) P. T 27r T 
'Now 6 and, T can be determined directly from Ic, and using 
wo=v/(k/m) and oo=2v/(km) 
;e g'et, 
M= 
T 
F(1+47r/6) 
T 
and $=26t-(-Tj -r- I 4FTr 
substituting (iv) into (i), we get 
-T21-0+ 21 
1+p= Input (v) Vý 1+47r/6) 6 
< For a sinusoidal input, P(t)=Poe'wt, and G= P/Po the magnifi- 
cation factor., then G= 
[(I_nU2)2+ 
W202]-l 
(vi), 
phase lag D= tan-'( 6'8 ) T MUT 
whence for any given frequency w, the magnification G, and phase lag 0 
due to the system can be calculated, assuming m and a remain as in (iv) 
for a step input. 
The diameter of the plastic tubing used was dictated by availabi- 
16 
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lity at dt= . 080 inch. The effect of changing tube 
length was investi- 
gated, from kt=10 to 60 inches in steps of 10".. A range of tapping ho- 
les-were also used from . 020" to . 080" diameter, together with a range 
of orifice lengths, from y 3/64 to 3/16 inches. 
In the space of this appendix, only a brief summary of the main 
results will be given, supported by figures Ids to If. 
(a) The length of the tube (it): This is by far the most influen- 
tial parameter in the system investigated. Increasing the length of 
the plastic tubing, lowers the resonant frequency fo s'ignifically, as 
shown in figure Ie. Thus from 82Hz at 10", fo drops rapidly to 27Hz at 
60",. with corresponding changes in 4ý and G. Figure Ids shows the li- 
near increase of T, with q. 
(b) The step magnitude, P-Pat: This does not affect the resonant 
frequency significally, as demonstrated. in figure Ig, although ampli- 
fication near resonance increases considerably with step magnitude. 
Corresponding changes in 0, were found to be very small. Figure Id, 
shows that T is also not affected by the change in P. 
By lowering the reservoir pressure below the atmospheric, a nega- 
-tive pressure step could be applie d. Both negative a6d positive pres- 
sure steps of equal magnitude, produced identical results. 
. 
(c) Orifice diameter, do: Again it does not affect the resonant 
frequency, although it greatly affects the damping of the system. Hence 
increasing do, increases the peak at resonance considerably. The phase 
lag 0, also decreases slightly, levelling off after do/dt= *5@ 
(d) Orifice length, LO: Slight changes in the resonant frequency 
although magnification is not in any way affected. Phase lag variations 
of the order of 10 at 6Hz were observed, for the ran'ge of lengths con- 
sidered. 
(e) Reducing the volume of air inside the transducer casing, had the 
same effect as lowering the length of the plastic tube, thus increasing 
-99- 
I 
slightly the resonant frequency fo, in all cases. The effect. is shown 
in figure Id, where the TvsAt line is translated parallel to itself 
towards the origin. 
In the actual experimental set-up used for measuring pressures 
on the model surface, tube length was fixed at 50 inches, a value dic- 
tated by the dimensions of the model. Tapping diameter was chosen at 
do= . 040 inch, half the tube diameter, to keep phase angle errors to a 
minimum. Orifice length was chosen at ko=3/32"., The above set-up , 
gave a maximum amplitude error of 3% at 6Hz, and a corresponding phase 
lag of 60. Measured values, were therefore corrected accordingly. 
S 
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APPENDIX II 
The Sampling System Frequency Response. 
Let f(ý)= asinwt + bcoswt (1) 
be the signal to be sampled. Then n samples over an equal number of 
cycles were taken, to reconstitute a complete cycle of the processed 
signal. If To is the period of'oscillation of f(t), then T= n+l To is n 
the sampling period. Then also, T=n+l . 
27T (i i 
n wo 
The first n samples will be: - 
. 
f(O), f(T), f(2T),.., f(sT),... 
f(R--l-T). If this process is repeated over mxn cycles, then for the 
mth cycle we have: fI nT), f ((-m--T n+I)T),.., f n+s)T),... 
to f(m-. -n--I. T) 
Summing-now in columns and averaging, we get 
f f(F-n+s-T) 
.sM. 
2C 
substituting for f(t), this becomes 
ý[asin(wsT+'wrff) 
+ bcos(wsT+wrnT)] fs m r=o 
M-1 sin(a+(m-l)$/2) -sinma/2 NOW, XS in(a+ro) = sin0/2 
r=o 
M-1 & Ecos(a+rs) =. cos(a+(m-I)$/2)-sinms/2- sinO/2 r=o 
Therefore using a=wsT, s=wnT and T from (ii), (iii) becomes:. 
fs= + _L. sin(ý(ri+1)Trw/wo)[asin(27rs(-n 
L). g- + (m-1)(n+l)n-w m sin(7r(n+1)uVwo) n wo WO 
+bcos(2Trs(n+')A + (m-1)(n+1)7r7w 
n wo 0)] 
Now of course we have n samples of this type, from frtO fn, and we can 
now proceed using a standard Fourier analysis technique, to evaluate 
the in and out of phase components of f(t), with respect to the trigger 
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4 
signal . 
Thus f1ý sin27Ts in" 2Xsn 
S=O 
I 
f1 
tf, 
Cos 
27rs 
out*42nS=Os n 
_L. sin(m(n+1)7rw/w, 
n-I 
or, f0 aEsin(2TrsCa±-')') - (m-1)(n+l)irw/wO) + in 2n sin((n+I)Trw/wo) n wo ' 
S=O 
n-I 
b'Ecos (2 ("'hL + (m-1)(n+l)Trw/wo) 
S=O 
Trs n wo 
Proceeding with the 'a' component only, we get 
sin (m(n+l)vw/w, ) s((n+l)I2 
-1) +(m-1)(n+l)iTw/wo) - aý- os (-ýLs 4i-nn sin((n+])Trw/wo) =C WO n 
27rs + Cos (y-- WO 0) 
Letting a= (m-1)(n+1)7rw/woq 
27r 
0= {(n+l)wlwO-" nI 
a'-{(n+l)w/wo+1)27r and using (iv), we get:. n 
I sin(m(n+l)Tr w, sin(Tr(n+l )w/w,, -Tr) -1)(n+I)Trw/wo+ 4-mn-sIn(7r(n+J)Wwo) sIn(7rf(n+l)w/wo-lj/n)-Os((m 
+7r(n-l {(n+l)wlwo-l)) sin(Tr(n+1 )w/w,, +Tr) os( (m-1 (n+l )Trw/wo+ n si n(Trj(n+1 )wlwO+ I )/n)" 
10-1 {(n+l)w/wo+l)) n 
sin(m(n+I)Trw/w, )) cos(m(n+I)TrýZw,, -, ' 'r {(n+l)wjub-Ij/n) 4mn siný{(n+l)w/wo-l)/n) 
cos(ti(n+1)7rw4w, -7r{(n+l)w/w, +11/n) 
sin(Trt(n+l)w/wo+lJ/n) 
This with a little reduction gives for the 'a' component, 
sin(2nm(n+l)&/wn) 2sin(2-rr/n) 
4mn , 
.1 
os (27r/n) - cos((27T(n+l)/n)w/wo) 
(via) 
c 
similarly, the V component is, 
sin2(-nm(n+l)w/wo) 2si n(2Tr/n) 
c 4mn .I os(2Tr/n) cos((27r(n+l)/n)w/wO) 
(vib) 
Combining (via) I (vib), we get: 
sin(27r/n)jasin(2m7T(n+l)w/ý!, ) - bsin 2 (m7r(n+l)w/w. ) in = Zmnicos(27r/n) - Cos( (27r(n+l )/n)w/wO)J-- -tv") 
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The out of phase component, 
f1a 
(2si 
n2 (Trm(n+l )wlw, ) -si n( (2Tr(n+l )/n)w/w, ) - sin(2m7T(n+l)w/wo' ouC 4mn cos(2Tr/n) - cos((27r(n+l)/n)w/wo) 
+b sin(2Trm(n+l 
)w/w, ) -sin((27T(n+l )/n)w/wo) + 2sin 2 (Trm(n+l )w/wo (vi ii k cos(Zir/n) - cos((2, a(n+l)/n)w/wo) 
Now we can examine (vii) and (viii) for a range of frequencies 
w1wo, in order to determine the frequency response of the system. Ideal- 
ly we would prefer, only one. narrow positive resonance peak, at wlwo=l. 
But the nature of the above equations, shows that it is possible to 
get other peaks too. Thus if we consider the-denominator, 
cos(27r/n) - cos((21r(n+l)/n)w/wo)=O for resonance, we 
get w/wo= pn +71T n+l - +1 where p= 
0,1,2, e. t. c. For the experimental 
case with n= 8, we have resonance peaks at wlwo=. 111, . 778,1,1.667, 
1.889 e. t. c. These frequencies altemate from -1 to +1, being positi- 
ve at the driving frequency wlwo= 1. 
Computed results using various values of a and b, and a range 
of values of m, show that this frequency characteristic does not change 
drastically. Increasing the number m, narrows the width of the peaks. 
Figure (23), shows the response for m=40, in the region w/wo=l. 
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FIG. 2: Lighthill§ results, compared With 
Hill and Stenning (1960) (Blasius flow) 
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