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Ein Messwiederholungsmodell mit zufälligen Koeffizienten 
in der Regionalforschung  
Anwendung am Beispiel räumlicher Determinanten der Fluktuation 
zwischen regionalen Arbeitsmärkten in Westdeutschland 1984-1997 
von Michael Windzio 1 
Zusammenfassung 
In dem Aufsatz wird das Potential eines Modells der Längsschnittanalyse darge-
stellt und dessen Anwendung am Beispiel einer Aggregatdatenanalyse der Mobilität 
von Beschäftigten zwischen regionalen Arbeitsmärkten demonstriert. Es handelt 
sich um ein auf kurzen Zeitreihen von interregionalen Mobilitätsquoten basierendes 
Messwiederholungsmodell, bei dem die Mobilität sowohl von direkt gemessenen 
erklärenden Variablen – wie beispielsweise der regionalen Arbeitslosenquote – als 
auch von latenten zeitlichen Trends abhängig sein kann. Dies ermöglichen zufällige 
Koeffizienten, mit deren Hilfe für jede Region unter Kontrolle der manifesten Ein-
flussfaktoren spezifische Entwicklungen erfasst werden können. Schließlich wird auf 
die Umsetzung des Modells in der SAS mixed Prozedur hingewiesen. 
Abstract 
This paper deals with the random coefficient model in longitudinal analysis. Its po-
tential benefits are shown by referring on an example from labour market research, 
investigating mobility between local labour markets by using short time series of 
aggregate data. In the model, the rate of interregional mobility depends on directly 
measured characteristics like regional unemployment rates. Furthermore, mobility 
is influenced by corresponding unobserved factors which are introduced into the 
model as random coefficients. By these random coefficients historical trends can be 
estimated conditionally on directly measured characteristics separately for each 
                                              
1 Dr. Michael Windzio ist als Wissenschaftlicher Mitarbeiter am Kriminologischen Forschungs-
institut Niedersachsen, Lützerodestraße 9, 30161 Hannover, im Bereich der quantitativen Me-
thoden tätig.   
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region. Finally, the implementation of this model in the SAS mixed procedure is 
shown.  
1 Einleitung 2 
In der vergleichenden ökonomischen und politikwissenschaftlichen Forschung lie-
fern auf Zeitreihen basierende Regressionsmodelle die Möglichkeit, Einflussfakto-
ren auf die abhängige Variable veränderlich über die Zeit zu schätzen. Von jeder 
Untersuchungseinheit – das können Nationen, Betriebe, Wahlbezirke oder auch Re-
gionen sein – geht dabei nicht nur eine Messung in die Schätzung ein, sondern e-
benso viele Messungen wie die Zeitreihen Beobachtungspunkte umfassen. Weil 
diese Messungen nicht unabhängig voneinander sind und darum gegen Annahmen 
des klassischen OLS Regressionsmodells verstoßen, wurden einige Techniken zur 
Lösung der damit verbundenen Probleme entwickelt (Beck and Katz 1995, vgl. Kit-
tel and Winner 2002). In jüngerer Zeit wurde in der Panelanalyse das überaus fle-
xible Modell mit zufälligen Koeffizienten (Random Coefficient Model) in Soft-
wareprogrammen wie SAS, STATA oder MLwiN implementiert, bei dem die ge-
schätzten Effekte der zeitveränderlichen erklärenden Variablen zwischen den jewei-
ligen Untersuchungseinheiten variieren können. Dieser Ansatz wurde bereits in den 
1970er Jahren insbesondere von Swamy (1970) für die Analyse komplexer Daten-
strukturen mit gemischten Verteilungen entwickelt (Littell u.a. 1996) und auf die 
Analyse von Zeitreihen übertragen (Swamy 1970, Western 1998). In diesem Zu-
sammenhang wird es als „Time Series Cross Section Analysis“ (TSCS) bezeichnet.  
Es existieren unterschiedliche Bezeichnungen für dieses Modell, die von der dis-
ziplinären Herkunft der Forschenden, vor allem aber von dem Verhältnis der An-
zahl der Messzeitpunkte pro Objekt zu der Anzahl der Objekte selbst abhängig sind: 
so ist die TSCS Analyse eine Messwiederholungsanalyse, bei der man Prozesse ei-
ner eher geringen Anzahl von Objekten in der Regel über einen längeren Zeitraum 
verfolgt. Die asymptotischen Eigenschaften der Schätzung werden für eine Situati-
on unterstellt, in der die Anzahl der Zeitpunkte theoretisch gegen unendlich konver-
giert (Greene 2000: 593). Dagegen basiert die Panelanalyse auf der Annahme, dass 
dies für die Zahl der Objekte gilt, nicht jedoch für die Zahl der Panelwellen. Kom-
men zufällige Regressionskonstanten oder gar zufällige Koeffizienten hinzu, hat 
                                              
2  Die Analysen dieser Arbeit entstanden am Institut für empirische und angewandte Soziologie 
der Universität Bremen (EMPAS) sowie im Kontext des Projekts C4 des Sonderforschungsbe-
reichs 597. Für überaus wertvolle Hinweise und Kommentare danke ich einem Gutachter/ einer 
Gutachterin der ZA-Information und den Teilnehmern der Session „Time Series Analysis“ der 
Sixth International ISA Conference on Logic and Methodology in Amsterdam (August 2004). 
8  ZA-Information 55 
 
sich in der Soziologie und Psychologie die Bezeichnung „multilevel model for 
change“ (Singer and Willet 2003: 45) etabliert. 
Das Messwiederholungsmodell mit zufälligen Koeffizienten soll im Folgenden dar-
gestellt und dessen Vorteile für die Modellierungen zeitlicher Veränderungen her-
vorgehoben werden. Als Beispiel dient eine Analyse der überregionalen Arbeits-
marktmobilität.  
2 Inhaltliche Fragestellung 
Die (In-)Flexibilität von Arbeitsmärkten ist ein breit diskutiertes Thema in der öf-
fentlichen Debatte. Im Mittelpunkt der ökonomischen und soziologischen For-
schung stehen insbesondere arbeitsrechtliche Fragen und betriebliche Faktoren, 
durch die eine Anpassung der Beschäftigung an ökonomische Erfordernisse geför-
dert oder erschwert wird (Struck und Köhler 2004). Aus geographischer Sicht liegt 
es hingegen nahe, auch nach räumlichen Differenzierungen zu fragen, die hinsicht-
lich der Flexibilität von Beschäftigungsverhältnissen zu vermuten sind. Welche Re-
gionen Westdeutschlands weisen vergleichsweise hohe oder geringe überregionale 
Ein- und Austrittsquoten von Arbeitskräften auf? Und wie entwickelte sich die ü-
berregionale Mobilität über die Zeit? 
In der vorliegenden Arbeit wird zunächst die inhaltliche Fragestellung näher ausge-
führt, dann das Messwiederholdungsmodell mit zufälligen Effekten vorgestellt so-
wie ein deskriptiver Überblick über die räumliche Mobilität in Westdeutschland von 
1984 bis 1997 und deren zeitlichen Verlauf geliefert. Schließlich wird mit Hilfe des 
Messwiederholungsmodells (vgl. Abschnitt 4) geprüft, durch welche regionalen 
Merkmale die Ein- und Austrittsquoten auf regionalen Arbeitsmärkten im Zeitver-
lauf zu erklären sind.  
3 Einflussfaktoren auf die regionale Mobilität: Hypothesen 
Das aus den 1960er Jahren stammende und in der ökonomischen Migrationsfor-
schung mittlerweile klassische so genannte Lowry-Modell beinhaltet eine ökonomi-
sche Erweiterung des auf Masse und Distanz basierenden Gravitationsmodells um 
die regionale Arbeitslosenquote und die mittleren Löhne im Manufakturbereich 
(Boyle, Halfacree and Robinson 1998: 90f): 
 
)ln()ln()ln()ln()ln()ln()ln()ˆln( 6543210 ijjijijiij dbLaLawawauauaaM +++++++=  
 
ZA-Information 55  9   
 
In diesem Modell ist ijMˆ die Rate der Migration zwischen den Regionen i und j, a0 
ist die Regressionskonstante; als Äquivalente zum Masse-Term der Gravitations-
theorie sind Li und Lj die jeweilige Anzahl der Beschäftigten in den Regionen i und 
j, dij ist die Distanz zwischen den Regionen i und j; ui bzw. uj sind die regionalen 
Arbeitslosenquoten und wi bzw. wj die mittleren regionalen Löhne. Obwohl es sich 
um ein Aggregatmodell handelt, basiert die ökonomische Erklärung der Effekte auf 
der Annahme nutzenmaximierender Akteure, die von Regionen mit hohen mittleren 
Löhnen angezogen werden, Regionen mit hoher Arbeitslosigkeit dagegen meiden 
und im Zuge der Migration im Aggregat eine Tendenz zum regionalen Gleichge-
wicht fördern.  
Im Gegensatz zum Lowry-Modell ist in der vorliegenden Arbeit die Frage der Fluk-
tuation auf regionalen Arbeitsmärkten nicht auf den Austausch zwischen zwei Re-
gionen i und j bezogen, sondern auf die Anteile der Ein- und Austritte von Arbeits-
kräften in einer Region an allen dort während einer Zeitperiode Beschäftigten. In 
Anlehnung an die Darstellung von Boyle, Halfacree und Robinson (1998: 45) wer-
den also in-migration rates und out-migration rates getrennt untersucht. Neben den 
ökonomischen Faktoren des mittleren regionalen Einkommens und der Arbeitslo-
senquote sowie dem Effekt der Masse sind Einflüsse weiterer regionaler Merkmale 
zu vermuten, die in den Regressionsmodellen zumindest zu kontrollieren sind (vgl. 
unten Abschnitt 5). In Verbindung mit weiteren Kontrollvariablen werden im Fol-
genden die aus dem Lowry-Modell abgeleiteten Hypothesen über nutzenmaximie-
rende Akteure, die Regionen mit hohen mittleren Gehältern und niedrigen Arbeits-
losenquoten suchen bzw. Regionen mit geringen mittleren Gehältern und hohen 
Arbeitslosenquoten meiden, geprüft. Dies geschieht auf Basis der folgenden Modelle: 
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Tabelle 1 Zusammenfassung der Hypothesen über die Einflussfaktoren auf die 
regionalen Ein- und Austritte  
 Eintritte Effekt Austritte Effekt 
Jahre seit 1984 
Jahre2 seit 1984 
ln(Beschäftigtenzahl) 
% Besch. wirtsch. Dienstleistungen 
Arbeitslosenquote 
% Arme (Bezieher von HLU) 
Distanz Umschlagebahnhof (Pkw min.) 
Distanz zu Verdichtungsraum 

























































Anmerkung: + positiver Effekt, – negativer Effekt, * reine Kontrollvariable 
Interessanterweise ermittelte Lowry selbst einen nicht signifikanten negativen Ef-
fekt für die Arbeitslosenquote der Herkunftsregion, was entweder die Frage auf-
wirft, durch welche externen Faktoren die Gleichgewichtstendenz gestört ist oder in 
welcher besonderen Form die Arbeitslosenquote die Mobilität beeinflusst. In 
Tabelle 1 sind die Hypothesen sowie die Einflüsse der Kontrollvariablen zusam-
mengefasst. 
4 Daten und Methoden 
Das Institut für Arbeitsmarkt- und Berufsforschung (IAB) hat der Wissenschaft mit 
dem Regionalfile3 eine 1% Stichprobe aller sozialversicherungspflichtigen (sv) Be-
schäftigungen zwischen 1975 und 1997 zugänglich gemacht, in der unter anderem 
die Kreiskennziffer des jeweiligen Betriebes enthalten ist (Haas 2001: 131). Leider 
sind die Angaben über die Kreise nicht in allen Fällen exakt, da das IAB aus Grün-
den der Anonymisierung einige Kreise zusammenlegen musste. Es wurde ange-
strebt, möglichst Kreise identischer Typen zu aggregieren. Allerdings wurde gegen-
über dem Kriterium identischer Typen dem der räumlichen Nachbarschaft Vorrang 
eingeräumt, so dass ein Teil der Kreise nicht korrekt durch den Kreistyp identifiziert 
ist (Haas 2001: 133, vgl. Tabelle A1 im Anhang). 
                                              
3  Dieser Datensatz ist in der Zugangsklasse C unter der Studiennummer 3348 am Zentralarchiv 
zugänglich. 
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Zwei abhängige Variablen wurden für die Messwiederholungsanalyse aus den Indi-
vidualdaten des IAB aggregiert: erstens die Logits für Eintritte von Beschäftigten in 
einen regionalen Arbeitsmarkt und zweitens die Logits von Austritten von Beschäf-
tigten aus einem regionalen Arbeitsmarkt. Erforderlich wurde die Logit-Trans-
formation, wie sie unter anderem bei Greene (2000: 834f) dargestellt ist, weil eine 
Schätzung von Anteilswerten als abhängige Variable ähnliche Probleme aufweist, 
wie das so genannte lineare Wahrscheinlichkeitsmodell zur Schätzung von Ereig-
nissen im binär codierten Zustandsraum (vgl. Long 1997: 35ff). Bei den Logits der 
Eintritte wurde der Anteil aller in einem Jahr in einen regionalen Arbeitsmarkt ein-
tretenden Personen an allen in diesem Jahr dort Beschäftigten durch die Gegen-
wahrscheinlichkeit dividiert und das Resultat logarithmiert. In analoger Weise wur-
de mit den Austritten verfahren (vgl. Milne 1991: 144). Allerdings wurden bei den 
Eintritten die Berufseinsteiger, bei den Austritten die dauerhaften Aussteiger aus 
dem Erwerbssystem ausgeschlossen. Als Eintretende wurden also nur Personen be-
trachtet, die zuvor, und als Austretende hingegen nur Personen, die anschließend in 
einer anderen Region sv beschäftigt waren.  
Für die Analyse der Modelle in den Gleichungen (1) und (2) erhalten wir bei 270 
westdeutschen Regionen in den 14 Jahren von 1984-1997 insgesamt 3780 Messun-
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Tabelle 2 Mittelwerte und Standardabweichungen der Variablen 




T (Jahre seit 1984, metrisch) 
T2 (Jahre quadriert) 
 
Ln(Beschäftigte in Region) 
 
% Beschäftigte wirtschaftsnahen Dienstleistungen 
 
Arbeitslosenquote 
% Armut (HLU) 
Distanz Umschlagbahnhof (min.) 
Distanz Verdichtungsraum (min.) 




















-2,58361   
-2,57580   
 
6,5   
58,5   
 
6,71522    
 
27,4143   
 
8,63031   
37,3452   






 2,89716  





0,092593   
0,033333   
 
0,077778 
0,22963    
0,13704    
 
0,092593    
0,051852 










3,39595   
19,2249   
23,9470    
22,4876   
8,26713    
2,45508 
 






0,34780    
0,28990    
0,17953 
 
0,26786    
0,42065   
 0,34393 
 
0,28990    
0,22176 
 
In der folgenden Analyse werden Messwiederholungsmodelle geschätzt, bei dem 
die einzelnen Messzeitpunkte einer Region als analytische Ebene unterhalb der Ebe-
ne der Region betrachtet werden (vgl. Engel 1998: 116). Dabei können sowohl die 
Regressionskonstante als auch die Einflüsse der Zeit (in Jahren bzw. in quadrierten 
Jahren seit 1984) Zufallseffekte auf der Ebene der Regionen aufweisen. Zu beach-
ten ist, dass der substanzielle Aussagegehalt dieser Modellierung auf der Aggregat-
ebene angesiedelt ist und Aussagen über individuelle Akteure immer mit der Gefahr 
des ökologischen Fehlschlusses behaftet sind. Formal ist das Modell für Ein- und 
Austritte in den Gleichungen 1 und 2 dargestellt. In den Gleichungen sind Etj, Atj 
und Ntj die absoluten Zahlen der Eintritte, Austritte sowie der Beschäftigten zum 
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Zeitpunkt t in Region j. Die Zufallseffekte u0j, u1j und u2j beschreiben die regional 
spezifischen Abweichungen der Regressionskonstanten,4 des Effektes der Zeit T 
sowie der quadrierten Zeit T2 von deren Mittelwerten. Mit Hilfe der beiden Effekte 
T und T2 können nicht-lineare Einflüsse der Zeit modelliert werden. X’ stellt einen 
Zeilenvektor von zeitkonstanten und zeitveränderlichen Kovariaten dar und B einen 
Vektor der zugehörigen Koeffizienten. Wichtig ist, dass in Gleichung (1) (Eintritte) 
sowohl der Effekt der Zeit als auch der Effekt der quadrierten Zeit zwischen den 
Regionen variieren kann. In Gleichung 2 hingegen geht die quadrierte Zeit nur als 
fixer Effekt in das Modell ein, weil sich der Zufallseffekt von T2 als nicht signifi-
kant erwiesen hat (vgl. unten). Im Prinzip ist es möglich, über Polynome höherer 
Ordnung auch nicht monotone Verläufe zu modellieren, um beispielsweise auch 
zyklische Prozesse abzubilden (Singer and Willet 2003: 214). Dafür hat sich das 




















































ln 221100                            (2) 
Der Vorteil der Modellierung in den Gleichungen 1 und 2 besteht darin, dass durch 
sie die Schätzung der Effekte der unabhängigen Variablen auf die abhängige Vari-
able nicht nur zu einem (aus forschungspragmatischen Gründen häufig willkürlich 
gesetzten) Zeitpunkt erfolgt, sondern als Längsschnittanalyse sich über einen länge-
ren Zeitraum hinweg erstreckt. In diesem Messwiederholungsdesign stellen die 
meisten der unabhängigen Variablen zeitveränderliche Kovariaten dar.  
Auf Grundlage der Daten des IAB Regionalfiles wurden für die folgenden empiri-
schen Analysen Zeitreihen auf Regionalebene gebildet, in denen für jede Region in 
jedem Jahr von 1984 bis 1997 die Informationen der abhängigen und der erklären-
den Variablen enthalten sind. Man erhält auf diese Weise eine aggregierte Datei mit 
einer Struktur der „Time Series Cross Section Data“ (TSCS) (Beck and Katz 1995, 
                                              
4  Die Zufallseffekte u0j, u1j und u2j haben nichts mit ui und uj des Lowry-Modells zu tun. 
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2001b, vgl. Abbildung A1 im Anhang). In der Datenmatrix entspricht jede Zeile 
einer Messung einer Region im jeweiligen Kalenderjahr. Weil für jede Region voll-
ständige Daten für den Zeitraum von 1984 bis 1997 vorliegen, geht jede Region mit 
14 Zeilen in die Datenmatrix ein. Das bedeutet jedoch einen Verstoß gegen die An-
nahme der Unabhängigkeit der Beobachtungen voneinander, was zu einer Unter-
schätzung der Standardfehler und dadurch vermehrt zu einem fälschlichen Verwer-
fen der Nullhypothese führen kann (Kreft and deLeeuw 1998: 10). Denn natürlich 
sind wiederholte Messungen derselben Regionen nicht unabhängig voneinander. 
Weil die Schätzung der Standardfehler im Datensatz der Messwiederholungsanalyse 
also nicht auf N unabhängigen Informationen basiert, müssen die Standardfehler, je 
nach Ausmaß der durch Merkmale der Regionen bedingten Ähnlichkeit der Mes-
sungen innerhalb einer Region, nach oben korrigiert werden. Gelöst wird dieses 
Problem in dem hier vorgestellten Modell durch Schätzung einer zusätzlichen Feh-
lerkomponente: zum einen existiert ein Störterm ukj aufgrund unbeobachteter Hete-
rogenität und Messfehler für jede Region j und jede unabhängige Variable k, zum 
anderen ein Störterm etj aufgrund der unbeobachteten Heterogenität der zeitabhän-
gigen Messungen zu t innerhalb jeder Region j (Singer and Willet 2003: 252). Dies 
impliziert eine Mischung von fixen und zufälligen Effekten (vgl. unten), weshalb 
derartige Schätzverfahren unter der Kategorie der „Mixed Models“ behandelt wer-
den (Littell u.a. 1996: 492). Nimmt man an, dass beide Fehlerkomponenten rein 
zufällig sind, kann eine Normalverteilung der Fehler zugrunde gelegt werden; es 
wird also angenommen, dass die Fehler der einzelnen Messungen etj annähernd 
normalverteilt sind, einen Erwartungswert von Null und eine durch das Modell zu 
schätzende Varianz 2eσ  aufweisen: 
),0(~ 2etj Ne σ  
Wie in den Gleichungen (1) und (2) ersichtlich ist, weist der Fehlerterm aufgrund 
der hierarchischen Datenstruktur ein komplexeres Muster auf, indem auch u0j, u1j 
und u2j als Fehlerkomponenten auf der Ebene der Beobachtungseinheiten (das sind 
hier die Regionen) geschätzt werden. Für diese Fehlerkomponenten gilt wiederum 
die Annahme der Normalverteilung mit Erwartungswerten von Null: 
0)()()( 210 === jjj uEuEuE    
Daraus folgt, dass 
00 )( ββ =jE , 11 )( ββ =jE , 22 )( ββ =jE  . 
Besonderheiten dieses Modells lassen sich anschaulicher darstellen durch einfaches 
Ausmultiplizieren und Umstellen von Gleichung (1). Daraus ergibt sich Gleichung 
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Im hinteren Teil der Gleichung (3) ist zu sehen, dass die Fehler der Beobachtungs-
einheiten nicht, wie es das klassische OLS Regressionsmodell erfordert, unkorre-
liert mit den unabhängigen Variablen T und T2 sind. Folglich impliziert diese Korre-
lation, dass auch die Residualvarianz der abhängigen Variablen von Werten unab-
hängiger Variablen abhängt und das Modell damit heteroskedastisch ist (Engel 
1998: 74).5 
Aufgrund der Zeitreihenstruktur ist überdies zu prüfen, ob eine Autokorrelation der 
Fehler etj mit den Fehlern der jeweils vorangegangenen Messung besteht. Dies ge-
schieht durch eine Regression, bei der die Werte der Residuen etj durch die Residu-
en etj–1 erklärt werden (Maddala 2002: 234): 
 
ttjtj ee ερ += −1           (4) 
Ein signifikanter Wert für ρ  weist auf das Vorliegen eines autoregressiven Prozes-
ses erster Ordnung hin. Verzichtet man auf dessen Kontrolle, werden die Standard-
fehler der Koeffizienten unterschätzt (ebd.: 240).6  
Die Fehlerkovarianzmatrix r der Fehler etj lässt sich in blockdiagonaler Form dar-
































                                              
5  Die Schätzung dieser Modelle erfolgt in SAS proc mixed nach dem Residual/Restricted Maxi-
mum Likelihood Verfahren (vgl. dazu Singer and Willet 2003: 87ff, Littell et al. 1996: 498). 
6  Die Autokorrelation beträgt nach einem Jahr ρ , nach zwei Jahren 2ρ und nach n Jahren nρ . 
fixer Teil zufälliger Teil 
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Für r wird eine Normalverteilung mit einem Erwartungswert von 0 angenommen 
(E(r) = 0), wie es für Residuen üblich ist. Die Matrix r enthält für jede Untersu-
chungseinheit j, in diesem Fall für jede Region, in der Diagonalen das Element Σr 
des Residuums r. Blockdiagonal ist die Matrix, weil die Elemente von r wiederum 
aus Matrizen gebildet sind. Diese Matrizen Σr haben folgende Gestalt, wenn man 
































Anhand von Σr ist zu sehen, dass die Fehlervarianzen der Nichtdiagonalen jeweils 
mit dem nach Gleichung (4) empirisch zu schätzendem Wert für ρ zusammenhän-
gen und darum nicht, wie es das OLS Modell verlangen würde, innerhalb einer Re-
gion voneinander statistisch unabhängig sind. In Messwiederholungsmodellen sind 
autoregressive Prozesse der ersten Ordnung (AR1) häufig anzutreffen, es lassen sich 
aber auch Prozesse höherer Ordnungen schätzen, um beispielsweise auch zeitver-
setzt auftretende Autokorrelationen abzubilden. Man erhält bei 14 Messzeitpunkten 
für jede der 270 Regionen die oben gezeigte symmetrische autoregressive 14 x 14 
Matrix Σr. 
Dagegen steht in r die 0 für eine symmetrische 14 x 14 Matrix, deren Elemente nur 
aus Nullen bestehen, was die Annahme der Unabhängigkeit der Regionen vonein-
ander impliziert.7 
Eine Verallgemeinerung von Σr stellt die heteroskedastisch-autoregressive Matrix 
Σrh dar. Während in der Hauptdiagonalen von Σr durch 2σ  konstante Varianzen 
symbolisiert sind, was eine Homogenität der Varianzen über die einzelnen Messun-
gen einer Region hinweg bedeutet, ist diese Homogenitätsannahme in Σrh gelockert, 
indem für jeden Messzeitpunkt eine spezifische Residualvarianz geschätzt wird.  
                                              
7  Weil es sich hier um Regionen handelt, die sich durch räumliche Nähe beeinflussen können, ist 
die durch die 0 als nicht Diagonalelement von r eingeführte Annahme allerdings eher restriktiv. 

































































In der Hauptdiagonalen von Σrh erhält man nun zu jedem Zeitpunkt einen spezifi-
schen Wert für 2kσ . Hier ist k ein Laufindex für die 14 Messzeitpunkte. Allerdings 
erhöht sich durch Lockerung der Annahme der Homoskedastizität auch die Zahl der 
zu schätzenden Kovarianzparameter von 8 auf 21 (Modell Gl. 1) bzw. 5 auf 18 
(Modell Gl. 2). Somit muss dass heteroskedastisch-autoregressive Modell nicht 
zwangsläufig auch das bessere sein, sondern die Modellanpassungen sind anhand 
des BIC Maßes von Raftery zu vergleichen. Je kleiner der Wert des BIC, desto bes-
ser ist das Modell den Daten angepasst, wobei das Maß die zusätzlichen Freiheits-
grade der weniger restriktiven Modelle berücksichtigt (Singer and Willet 2003: 
121).8 
5 Ergebnisse 
In der Abbildung 1 und der Abbildung 2 sind exemplarisch für das Jahr 1994 die 
regionalen Ein- und Austrittsquoten grafisch dargestellt.9 Für jede Region wurden 
anhand der Größen Etj, Atj und Ntj (vgl. Abschnitt 4) die jährlichen Ein- und Aus-
trittsquoten Etj/Ntj und Atj/Ntj berechnet. Anschließend wurden anhand von Quarti-
len vier Kategorien von Regionen gebildet. In den Abbildungen deutet eine dunkle-
re Färbung auf ein Quartil mit vergleichsweise hohen Ein- und Austrittsquoten einer 
Region hin. Hinsichtlich der Austrittsquoten lassen sich in Abbildung 1 grob drei 
Zentren feststellen: ein nördliches Zentrum um Hamburg, Bremen und Hannover, 
ein südliches Zentrum um München und Nürnberg, sowie eine etwas unzusammen-
hängende und weniger eindeutige Mitte-West-Region, die sich über das Neckar-
                                              
8  Noch flexibler wäre ein Modell mit einer völlig unstrukturierten Fehlerkovarianzmatrix, bei 
dem alle 105 Elemente der (symmetrischen) 14 x 14 Matrix Σ separat geschätzt werden. Hinzu 
käme in Modell 1 (Gl. 1) noch die Varianz-Kovarianzmatrix der Residuen der Ebene 2 der Re-
gionen (für die Konstante und T, sowie T2) mit 6 Elementen, was zusammen 111 Varianz-
Kovarianzparameter ergäbe. Die Flexibilität müsste man sich allerdings durch eine extrem hohe 
Zahl von Parametern erkaufen und es wäre wiederum durch das BIC Maß zu prüfen, ob man 
dadurch tatsächlich ein adäquateres Modell erhält. In dieser Analyse war jedoch für das Modell 
mit unstrukturierter Fehlerkovarianzmatrix keine stabile Lösung zu finden. 
9 Aus dem Kreis Sankt Wendel (Saarland) gelangten keine Personen in die IAB-
Regionalstichprobe, weshalb er aufgrund fehlender Werte als weiße Fläche dargestellt ist. 
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Rhein-Gebiet nach Nordwesten hin ausdehnend bis an den südlichen Rand des 
Ruhrgebietes erstreckt. Auch die meisten Kreise des Ruhrgebietes befinden sich im 
Quartil mit den höchsten Austrittsquoten. Sehr ähnlich verhält es sich bei den Ein-
trittsquoten in Abbildung 2. Herausragend ist sowohl bei den Eintritts- als auch bei 
den Ausrittsquoten das südliche Zentrum um Nürnberg und München: Von 3780 
Regionen-Jahren sind bei den Austritten 7 Kreise des Gebietes um München und 6 
Kreise des Gebietes um Nürnberg (einschließlich Regensburg) unter den 20 höchs-
ten Quoten. Bei den Eintrittsquoten sind von den 20 ersten Plätzen 15 von Kreisen 
um München besetzt, wobei 10 Plätze allein vom Landkreis München eingenom-
men werden.  
Die Tabelle 3 und die Abbildung 3 zeigen die Ergebnisse von Regressionsanalysen. 
In die in Tabelle 3 dargestellten OLS-Regressionsmodelle gingen die Zeiteffekte in 
Form von Dummytermen als erklärende Variablen ein. Die positiven Effekte der 
Zeit auf die Logits der Ein- und Austritte deuten auf einen leichten nicht-linearen 
Anstieg der Mobilität zwischen regionalen Arbeitsmärkten in den Jahren von 1984 
bis 1997 hin. Über die logistische Linkfunktion exp( β0+βk)/[ 1+exp(β0+βk) ] wur-
den die Effekte auf die Logits in Anteilswerte zurückgerechnet und in Abbildung 3 
grafisch dargestellt. Zu sehen ist dort, dass die Austrittsquote von ca. 6% 1984 auf 
knapp 8,5% im Jahr 1990 angestiegen ist und sich 1997 wieder dem Ursprungswert 
annäherte. Ähnlich verhält es sich mit der Eintrittsquote, obwohl diese im Jahr 1997 
nicht in gleicher Weise wieder zurückgegangen ist.  
ZA-Information 55  19   
 




Quelle: IAB Regionalstichprobe, eigene Berechnungen10  
 
                                              
10  Den Berechnungen der Quoten liegen die absoluten Zahlen der Beschäftigten (N) sowie die Ein- 
(E) und Austritte (A) einer Region in einem Jahr zu Grunde.  
Q. 1:              Q. 2:            Q. 3:             Q. 4:
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Abbildung 2 Eintrittsquoten in regionale Arbeitsmärkte 1994, Quartile 
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Tabelle 3 Mobilität zwischen regionalen Arbeitsmärkten.  
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* p<=0.05 **p<=0.01 ***p<=0.001 
Quelle: IAB Regionalstichprobe, eigene Berechnungen  
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Der Verlauf der insgesamt leicht gestiegenen Quoten verdeutlicht, dass die Perio-
deneffekte nur ungenau durch eine metrische Zeitvariable eingefangen werden kön-
nen, wenn diese einen linearen positiven Trend unterstellt. Insgesamt zeichnet sich 
zwar ein Anstieg der Mobilität in den untersuchten 14 Jahren ab, doch dieser An-
stieg muss, wie noch zu sehen sein wird, differenziert betrachtet werden.  
In Tabelle 5 wird anhand von Mehrebenenmodellen unter Kontrolle des autoregres-
siven Prozesses erster Ordnung gezeigt, durch welche regionalen Faktoren Eintritte 
und Austritte bestimmt sind. Die signifikanten Schätzungen von ρ  deuten darauf 
hin, dass das Messwiederholungsdesign tatsächlich einen autoregressiven Prozess 
erster Ordnung beinhaltet. In Modell 2 (Austritte) wurde darüber hinaus eine Hete-
rogenität der Residualvarianz über die Zeit hinweg zugelassen, nach dem die Aus-
wahl der Modelle über einen Vergleich der BIC Werte getroffen wurde. Diese Wer-
te sind in Tabelle 4 dargestellt.  
Tabelle 4 BIC Maße der Modelle 
 homoskedastisch heteroskedastisch 
Abhängige Variable: 
Logit(Eintritte) Modell 1 
-1373,7 -1344,5 
Abhängige Variable: 
Logit(Austritte) Modell 2 
-1203,5 -1212,3 
Jeweils das Modell mit dem kleineren BIC Maß wurde ausgewählt, wobei der Un-
terschied bei den Austritten nach den Kriterien von Raftery (vgl. Singer and Willet 
2003: 122) als „strong“, bei den Eintritten als „very strong“ angesehen werden kann 
(vgl. ebd.: 264, Long 1997: 112).  
Modell 3 für Austritte in Tabelle 5 enthält alle drei Zufallseffekte – für die Konstan-
te, für T und für T2. Allerdings ist in Modell 3 nur der Zufallseffekt der Konstanten 
signifikant und darüber hinaus erwies sich die Matrix der Varianzen der Zufallsef-
fekte als nicht positiv definit, weshalb die folgende Darstellung und Interpretation 
des Austrittsprozesses auf Modell 2 basiert.  
Die signifikanten Varianzen der Zufallseffekte der Konstanten sowie des Effektes 
der metrischen Zeitvariablen T und T2 in den Modellen 1 und 2 in Tabelle 5 bedeu-
ten, dass sich sowohl die mittlere Mobilitätsrate als auch der Einfluss der Zeit auf 
diese Rate signifikant zwischen den Regionen unterscheiden. Es bestätigt sich auch 
nach Kontrolle der zeitveränderlichen Einflussfaktoren sowohl für Ein- als auch für 
Austritte in der Grundtendenz der nichtlineare Zusammenhang aus Abbildung 3, da 
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der Zeiteffekt T positiv, der quadrierte Zeiteffekt T2 dagegen negativ ist. Aus dieser 
Kombination ergibt sich für die beobachtete Periode im Mittel ein im Zeitverlauf 
abnehmender Anstieg der Quoten. Die Modellierung mit zufälligen Koeffizienten 
hat den Vorteil, dass sich für jede Region ein eigenes Zeitprofil erstellen lässt. In 
den Abbildungen 4a-f sind die Profile der Eintrittsquoten für alle 270 Regionen gra-
fisch dargestellt. Für diese Darstellung wurden auf Grundlage der Koeffizienten von 
T und T2 des Modells 1 in Tabelle 5 in Verbindung mit den Zufallseffekten die ein-
zelnen Profile für den beobachteten Zeitraum von 14 Jahren über die logistische 
Linkfunktion exp(Z)/[ 1+exp(Z) ] berechnet.11 Als Intercept diente der in Tabelle 2 
angegebene Mittelwert der Logits der Eintritte. Bei der Analyse der Austrittsquoten 
hat sich die Varianz des Zufallseffektes von T2 als nicht signifikant herausgestellt, 
so dass bei den Austritten die „Wölbung“ des Zeitprofils nicht zwischen den Regio-
nen variiert. Darum sind die Profile der Austrittsquoten nicht grafisch dargestellt. 
Einerseits zeigen die Abbildung 4a-f, dass in allen Regionen eine leicht ansteigende 
Tendenz der Eintrittsmobilität zu finden ist. Somit ist insgesamt festzuhalten, dass 
die in Abbildung 3 angedeutete Tendenz zum glockenförmigen Verlauf bei einem 
Großteil der Regionen auftritt. Zugleich zeigen sie andererseits aber auch, dass die 
Veränderungskurven in zweierlei Hinsicht variieren: erstens weist jede Kurve ein 
eigenes Ausgangsniveau der Eintrittsquote auf, wie anhand des jeweiligen Inter-
cepts zu sehen ist. Darüber hinaus weist jede Kurve eine spezifische Steigung sowie 
eine spezifische Krümmung auf. Bei einigen ist die Verlaufsform exponentiell 
wachsend, was darauf hindeutet, dass auch die Zunahme der Mobilität in manchen 
Regionen im beobachteten Zeitraum gestiegen ist.  
Immerhin zeigt die Abbildung 4a-f sehr deutlich, wie die einzelne Profile voneinan-
der abweichen und dass es sich daher lohnt, über die Berücksichtigung der Zufalls-
effekte die Zusammenhänge flexibel zu modellieren. Dies ist ein Vorteil des Ran-
dom Coefficient Modells, auf den schon allein aus Gründen der korrekten Modell-
spezifikation nicht verzichtet werden sollte, auch wenn man von einer detaillierten 
„qualitativen“ Analyse der einzelnen regionalen Profile absieht. 
Anhand der Abbildung 4a-f deutet sich bereits an, dass das Modell mit zufälligen 
Koeffizienten Beziehungen zu Analysen mit latenten Variablen aufweist. Denn die 
„hinter“ der Zeit und der quadrierten Zeit stehenden latenten Faktoren, die aufgrund 
der Zufallseffekte zu jeweils regional spezifischen Veränderungsprofilen führen, 
wurden nicht direkt gemessen.  
                                              
11  Vgl. dazu Rasbash u.a. (2000: 146ff). 
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Eine signifikante Variation der Zufallseffekte der Zeit weist also darauf hin, dass 
aufgrund nicht beobachteter Faktoren die Regionen unterschiedliche Veränderungs-
profile aufweisen – ohne dass diese Faktoren jedoch inhaltlich konkretisiert werden. 
Interessant ist nun der Effekt der Arbeitslosenquote. Für Eintritte ist dieser negativ 
und bestätigt damit die aus dem Lowry-Modell entwickelte Hypothese. Allerdings 
finden wir einen nicht signifikanten negativen Effekt der Arbeitslosenquote für 
Austritte, weshalb man nicht sagen kann, dass die überregionale Arbeitsmarktmobi-
lität ein „push“ Effekt wäre. Der Abstrom aus den regionalen Arbeitsmärkten würde 
also umso geringer sein, je höher die regionale Arbeitslosenquote ist, wäre der Ef-
fekt signifikant.12 Wollte man diesen der ökonomischen Theorie der räumlichen 
Mobilität tendenziell entgegengerichteten Befund tiefer gehend erklärend, wären 
Aussagen über die Mikroebene erforderlich, die auf Basis von Befunden einer Ag-
gregatdatenanalyse grundsätzlich mit der Gefahr eines ökologischen Fehlschlusses 
behaftet sind. Zumindest lässt sich aber feststellen, dass die ökonomische Hypothe-
se des Lowry-Modells einer empirischen Überprüfung nicht standhält (vgl. Boyle, 
u.a. 1998: 90). 
In Hinblick auf den Test des ökonomischen Lowry-Modells ist festzustellen, dass 
die Quote der Austritte wie vorhergesagt mit zunehmenden mittleren Einkommen 
zurückgeht. Aus ökonomischer Sicht wird dies dadurch begründet, dass die nut-
zenmaximierenden Akteure Regionen mit hohem mittlerem Einkommen als attrak-
tiv ansehen, wobei diese Begründung wiederum der Gefahr des ökologischen Fehl-
schlusses unterliegt. Allerdings ist ebenso für die Eintrittsquote ein negativer Effekt 
zu finden – was dem ökonomischen Argument entgegensteht.  
Aus den Effekten der Dummyvariablen des Kreistyps lässt sich nach Kontrolle der 
Größe der Arbeitsmärkte herauslesen, dass sowohl die Eintritts- als auch die Aus-
trittsraten in Regionen großer Verdichtungsräume am höchsten sind. Je peripherer 
die Lage ist, desto geringer ist tendenziell die überregionale Arbeitsmarktmobilität. 
Insgesamt lässt sich also sagen, dass zum einen die überregionale Arbeitsmarktmo-
bilität im beobachteten Zeitraum in der Tendenz leicht zugenommen hat, und dass 
zum anderen die ökonomischen Zusammenhänge, die dem Lowry-Modell zugrunde 
                                              
12  Der Befund, dass die regionale Arbeitslosenquote keinen signifikanten positiven Effekt auf die 
Austrittquote aufweist, erweist sich als sehr robust, wenn man in einer hierarchischen Modell-
bildung den Effekt der Arbeitslosenquote sukzessive um weitere Prädiktoren und Kontrollvari-
ablen erweitert. Anders verhält es sich mit dem Effekt des mittleren regionalen Einkommens auf 
die Eintrittsquoten. Ist das mittlere regionale Einkommen der einzige Prädiktor im Modell, er-
höht es die Eintrittsrate. Doch sobald die Zeit und die quadrierte Zeit kontrolliert sind, wird das 
Vorzeichen negativ. 
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Tabelle 5 Mobilität zwischen regionalen Arbeitsmärkten. Random Coefficient 
Model Messwiederholungsanalyse von Aggregatdaten 
Unabhängige Variablen: Merkmale der  
regionalen Arbeitsmärkte  
Logit(Eintritte) 
Modell  1 
Logit(Austritte) 
Modell  2 
Logit(Austritte) 




T (Jahre seit 1984, metrisch) (t) 
T2 (Jahre seit 1984, metrisch, quadriert) (t) 
 
Ln(Beschäftigte in Region) (t) 
 
% Beschäftigte wirtschafts- 
nahen Dienstleistungen (t) 
Arbeitslosenquote (t) 
% Armut (HLU) (t) 
Distanz Umschlagbahnhof (min.)  
Distanz Verdichtungsraum (min.) 
∆ Bevölkerung 1987-1997  
% Akademiker (t) 
Mittleres Einkommen (t) 
Varianz des Einkommens (t) 
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0.032 ***     a) 
N Regionen = 270 (Level 2) 
N Regionen-Jahre = 3780 (Level 1) 










* p<=0.05 **p<=0.01 ***p<=0.001 
(t) = zeitveränderlich    
a) bei den ARH 1-Modellen wurde der Mittelwert der heterogenen Level 1-Varianzen angegeben 
Quelle: IAB Regionalstichprobe, eigene Berechnungen 
liegen, allenfalls nur partiell auch für Westdeutschland gelten. Es deutet sich eher 
an, dass es regionale Faktoren gibt, welche die Zu- und Abstrommobilität auf den 
regionalen Arbeitsmärkten erhöhen oder reduzieren und deren Effekte sich nicht 
zwischen den abhängigen Variablen der Eintritts- und der Austrittsquoten unter-
ZA-Information 55  27   
 
scheiden. Zudem sind weitere Faktoren auf die überregionale Arbeitsmarktmobilität 
wirksam, von denen aus geographischer Sicht auch die infrastrukturellen Bedingun-
gen zu zählen sind. Präzise theoretische Überlegungen zur Erklärung dieser geogra-
fischen Effekte müssen jedoch erst noch geleistet werden. 
6 Diskussion des Modells mit zufälligen Koeffizienten 
Über die Frage, inwieweit Modelle mit zufälligen Koeffizienten auch der explorati-
ven Datenanalyse dienen können, wie in dieser Arbeit durch die Abbildungen 4 a-f 
angedeutet ist, existieren in der Literatur unterschiedliche Auffassungen (Kreft 
1996: 8). Einige Autoren gehen davon aus, dass das Modell explorativen Zwecken 
dienen kann. Beispielsweise hebt Goldstein (1995: 2) die Anwendung der Mehr-
ebenenanalyse für Rankingverfahren hervor, bei denen z.B. Schulen hinsichtlich 
ihrer relativen Effizienz beurteilt werden.13 Auch in der Hochschulforschung ist ein 
Ranking unter Verwendung der Zufallseffekte u0j üblich.14 Häufig wird dabei an-
hand der fixen und zufälligen Effekte unter Kontrolle von Einflussfaktoren der Ebe-
ne 1 der mittlere Wert der Schülerleistung oder der Evaluation der Lehre berechnet 
(vgl. Snijders and Bosker 1999: 61f). Faktisch impliziert das Ranking zumeist eine 
inhaltliche Interpretation der Zufallseffekte, weil es auf nachvollziehbare Ursachen 
abzielt, die zu Unterschieden zwischen den Kontexteinheiten führen. Denn ohne die 
Vermutung konkreter Ursachen der Positionierung  wäre eine individuelle Ent-
scheidung für oder gegen eine bestimmte Bildungseinrichtung auf Grundlage des 
Rankings kaum rational.  
Dagegen beschränken andere Autoren die Modelle mit zufälligen Koeffizienten auf 
verbesserte Schätzungen der Parameter, auf das Testen von Hypothesen und auf die 
Zerlegung der Varianz zwischen und innerhalb der Einheiten der Ebene 2 (Bryk and 
Raudenbush 1992: 5). Eine inhaltliche Interpretation der Zufallseffekte ukj ist dabei 
nicht vorgesehen, sondern sie werden als rein zufällige Störgrößen und damit unab-
hängig von den erklärenden Variablen betrachtet. Im Lichte dieser offenen Debatte 
sollte eine inhaltliche Interpretation der Zufallseffekte auch im Messwiederho-
lungsmodell folglich mit erhöhter Vorsicht geschehen.  
                                              
13  “(…) there is often considerable interest in the relative ranking of individual schools, using the 
performances of their students after adjusting for intake achievements. This can be done 
straightforwardly using a multilevel modelling approach” (ebd.). Für eine Anwendung im Be-
reich der Industrieökonomik vgl. Windzio (2002). 
14  explizit Engel und Kreckeler (2001: 136). 
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Bedacht werden sollte darüber hinaus, dass es sich bei den regionalen Einheiten der 
Ebene 2 nicht um eine Stichprobe handelt, sondern um eine Vollerhebung westdeut-
scher Regionen, weshalb man die Anwendung von Signifikanztests auf der regiona-
len Ebene in Frage stellen könnte. Werden andererseits – wie in dieser Arbeit – eher 
allgemeine Theorien gestestet, kann dies mit der Superpopulationstheorie begründet 
werden, der zufolge die vorliegenden Daten ein Sample aus einer theoretischen Su-
perpopulation darstellen, aus der für den Test der Theorien Anwendungsfälle gezo-
gen werden (vgl. Blien 2002: 24, Anm. 2).  
Bei Analysen mit räumlichem Bezug ist zudem generell die Möglichkeit räumlicher 
Korrelationen der Residuen zu bedenken. Allerdings wäre eine sowohl räumliche 
als auch zeitliche Korrelationen berücksichtigende Kovarianzmatrix überaus kom-
plex und ist in der Standardsoftware bislang nicht verfügbar. 
Ein kritischer Aspekt des Messwiederholungsmodells mit zufälligen Koeffizienten 
besteht in den Annahmen über die Verteilung der Zufallseffekte ukj auf der Ebene 2 
der Regionen. Wie dargelegt, wird bei der Schätzung der Zufallseffekte angenom-
men, dass diese einer Normalverteilung entstammen – was empirisch nicht unbe-
dingt gegeben sein muss (Swamy 1970: 322). Aus diesem Grund geht ein neuerer 
nicht-parametrischer Ansatz, der auch bei Messwiederholungsmodellen angewandt 
wird, von der latenten Klassenanalyse aus (Vermunt and Liesbet 2001). Im Gegen-
satz zum klassischen parametrischen Ansatz des Modells mit zufälligen Koeffizien-
ten, bei dem man für jede Einheit der Ebene 2 (hier: für jede Region) ein eigenes, 
einer multivariaten Normalverteilung entstammendes Residuum schätzt, wird beim 
nicht-parametrischen Ansatz eine finite Anzahl von Subgruppen angenommen, die 
als latente Klassen bezeichnet werden.15 Nur für die latenten Klassen, nicht aber für 
jede einzelne Beobachtung der Ebene 2 erfolgt nun die Schätzung der Zufallseffek-
te, wodurch die Annahme normalverteilter ukj der Ebene 2 nicht mehr benötigt wird. 
In der Forschungspraxis ist künftig wohl eine breitere Anwendung nicht-
parametrischer Messwiederholungsmodelle zu erwarten.  
7 Zusammenfassung und Schlussfolgerung 
Die dargestellten Analysen haben gezeigt, dass es in zeitlicher Hinsicht zwar insge-
samt zu einem leichten Anstieg der überregionalen Mobilität gekommen ist, dieser 
Anstieg selbst hat in den meisten Fällen jedoch abgenommen.  
                                              
15  In der Praxis wird die Anzahl der latenten Klassen sukzessive erhöht, bis sich die Modellanpas-
sung nicht mehr verbessert (Vermunt and Liesbet 2001: 7). 
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Außerdem haben die deskriptiven Befunde ergeben, dass auch in räumlicher Hin-
sicht erwartungsgemäß eine hohe Varianz sowohl der Eintritts- als auch der Aus-
trittsquoten existiert. Sowohl im Norden als auch in der Mitte sowie in Süddeutsch-
land sind die höchsten Quoten der Ein- und Austritte auf Regionen konzentriert, die 
um urbane Zentren herum gelagert sind. Relativ eindeutig lässt sich sowohl bei den 
Ein- als auch bei den Austrittsquoten ein Gebiet als Spitzenreiter feststellen: näm-
lich die Regionen um Nürnberg und München, wobei wiederum dem Landkreis 
München selbst eine herausragende Stellung zukommt.  
Darüber hinaus zeigte das Random Coefficient Messwiederholungsmodell, dass 
nicht alle Regionen dasselbe zeitliche Veränderungsprofil aufweisen und sich daher 
nicht alle Profile durch zwei fixe Koeffizienten T und T2 hätten abbilden lassen. Bei 
einer Grundtendenz von in abnehmendem Maße steigenden Quoten finden sich ei-
nige Regionen, die ein davon abweichendes Muster, etwa in Form von exponentiell 
steigenden Eintrittsquoten, aufweisen. Das Random Coefficient Modell mit fixen 
und zufälligen Effekten erwies sich als vorteilhaft, weil es hinreichend flexibel ist, 
um regionale Spezifika abzubilden. 
Schließlich hat sich in der empirischen Analyse dieser Arbeit herausgestellt, dass in 
Regionen mit hoher Arbeitslosigkeit die Eintrittsquote von Beschäftigten gering ist, 
wie es nach dem Lowry-Modell zu erwarten war. Jedoch wurde andererseits deut-
lich, dass die Austrittsquote aus Regionen mit hoher Arbeitslosenquote nicht erhöht 
ist, was den Vorhersagen des Lowry-Modells widerspricht. Ähnlich verhält es sich 
mit dem mittleren regionalen Einkommen, welches sowohl die Ein- als auch die 
Austrittsquote reduziert, nach dem Lowry-Modell jedoch die Eintrittsquote hätte 
erhöhen müssen. Diese Befunde können durchaus als Einwand gegen das Modell 
angesehen werden, wenngleich die getrennte Modellierung von Ein- und Austritten 
von Lowrys ursprünglicher Analyse der Mobilität zwischen Regionen abweicht.  
In methodischer Hinsicht sollte deutlich geworden sein, dass das Random Coeffi-
cient Messwiederholungsmodell eine sehr flexible Variante der Modellierung dar-
stellt. Was in dieser Analyse nur anhand der beiden Zeitvariablen herausgearbeitet 
wurde, dass nämlich über die Einbeziehung von zufälligen Effekten jede räumliche 
Einheit ihr eigenes Veränderungsprofil entwickeln kann, lässt sich ganz analog auch 
auf weitere zeitveränderliche erklärende Variablen übertragen. So könnte man auch 
untersuchen, ob der Zusammenhang zwischen der regionalen Arbeitslosenquote und 
der Ein- oder Austrittsquote zwischen den einzelnen Regionen variiert.  
In dieser Arbeit gingen nur die beiden Zeitvariablen als Zufallseffekte in die Schät-
zung ein und es wurde darüber hinaus nicht untersucht, welche manifesten Variab-
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len für die Variation der Zeiteffekte zwischen den Regionen verantwortlich sind. 
Diese Faktoren blieben darum gleichsam latente externe Größen. Es wurde somit 
aufgrund der signifikanten Schätzungen der Varianzen von u1j und u2j der Hinweis 
auf die Existenz latenter Variablen geliefert, die unabhängig von den im Modell 
berücksichtigten Faktoren die Zeitprofile der Regionen beeinflussen. Daher existie-
ren Bezugspunkte des Random Coefficient Modells zu den Strukturgleichungsmo-
dellen. In dem Lehrbuch von Singer und Willet (2003: 266ff.) sind die Beziehungen 
zwischen den beiden Verfahren näher ausgeführt. 
Das Random Coefficient Modell ist auch für andere wissenschaftliche Disziplinen 
von Interesse. Häufig wurde die TSCS Analyse bislang in der international verglei-
chenden Politischen Ökonomie eingesetzt. Bisher scheinen die möglichen Vorteile 
einer Modellierung mit zufälligen Koeffizienten dort noch kaum ausgereizt zu sein, 
wenngleich in jüngerer Zeit die methodische Diskussion darüber zugenommen hat 
(Beck and Katz 2001a, 2001b, Western 1998). Erwägt man eine vermehrte Anwen-
dung des Random Coefficient TSCS Modells etwa in der Politischen Ökonomie, 
sollte allerdings bedacht werden, dass die hier vorgestellte Untersuchung auf 270 
westdeutschen Regionen mit jeweils 14 Messzeitpunkten basierte. Die international 
vergleichende Forschung beruht dagegen häufig auf Daten der OECD, die wesent-
lich weniger Nationen umfassen. Wie gut dieses Modell auch bei kleineren Fallzah-
len anwendbar ist, müsste erst durch weitere Forschung gezeigt werden. Die Analy-
sen von Western (1998) und Beck und Katz (2001a) sind in dieser Hinsicht durch-
aus viel versprechend und es wäre sicherlich auch in der Politischen Ökonomie von 
Interesse, in multiplen Regressionsmodellen mit Hilfe der zufälligen Koeffizienten 




Tabelle A1: Untergliederung der Regionstypen in Kreistypen 
Regionstyp Kreistyp Charakter des Kreistyps 
1 Kernstädte in Regionen mit großen Verdichtungsräumen 
2 Hochverdichtete Kreise in Regionen mit großen Verdichtungsräumen 
3 Verdichtete Kreise in Regionen mit großen Verdichtungsräumen 
Großer Verdichtungsraum 
4 Ländliche Kreise in Regionen mit großen Verdichtungsräumen 
5 Kernstädte in Regionen mit Verdichtungsansätzen 
6 Verdichtete Kreise in Regionen mit Verdichtungsansätzen Verdichtungsansatz 
7 Ländliche Kreise in Regionen mit Verdichtungsansätzen 
8 Verdichtete Kreise in ländlich geprägten Regionen Ländlich geprägt 
9 Ländliche Kreise in ländlich geprägten Regionen 
Quelle: Haas (2001: 134) 
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Abbildung A1: Datenmatrix der Messwiederholungsanalyse 
Region wave Y Xt X 
1002 1 0.01 0.03 0.54 
1002 2 0.05 0.05 0.54 
1002 3 0.09 0.17 0.54 
M M M M M 
1002 14 0.7 0.19 0.54 
1003 1 0.05 0.09 0.23 
1003 2 0.07 0.07 0.23 
1003 3 0.10 0.12 0.23 
M M M M M 
1003 14 0.09 0.09 0.23 
1051 1 0.03 0.13 0.09 
1051 2 0.06 0.11 0.09 
1051 3 0.09 0.09 0.09 
M M M M M 
1051 14 0.4 0.21 0.09 






Abbildung A2: SAS proc mixed Programmsyntax für Modelle 1 und 2 
/**** Modell 1 ****/ 
proc mixed data=zwei noclprint covtest; /**** ‚zwei’ ist der Datensatz ***/ 
class region wave; /**** Variablen ‚region’ und ‚wave’ nominalskaliert ****/ 
/**** fixed part des Modells ****/ 
model logit_ein=T t_sq log_n Ant_die_wg100  Alo  Hlu  T_bahn T_draum Bev_8097  
Ant_akad100 Eink_mean Eink_var Ant_aus100 K2 K3 K4 K5 K6 K7 K8 K9 
/s ddfm=bw notest ;  
/**** random part des Modells ****/ 
random intercept t t_sq/solution type=un subject=region g; 
/*** ar(1) => autoregressiv erster Ordnung***/ 
repeated wave/type=ar(1) subject=region r;  
run; 
 
/**** Modell 2 ****/ 
proc mixed data=zwei noclprint covtest; 
class Region wave; 
model logit_aus=T t_sq log_n Ant_die_wg100  Alo  Hlu  T_bahn T_draum Bev_8097  
Ant_akad100 Eink_mean Eink_var Ant_aus100 
K2 K3 K4 K5 K6 K7 K8 K9/s ddfm=bw notest ; 
random intercept t /solution type=un subject=region g; 
/*** arh(1) => autoregressiv-heteroskedastisch erster Ordnung***/ 
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Die Regionen-Perioden Datenmatrix (vgl. Abb. A1) enthält in der Variablen Region die 
ID Nummer der Region, wave zeigt die chronologische Nummer der Messung bzw. im 
Panelmodell den Wellenindikator an. Das model Statement leitet die Gleichung des fixen 
Teils ein. Durch das s werden die Schätzungen der fixen Effekte ausgegeben und 
ddfm=bw bedeutet, dass die Freiheitsgrade der fixen Effekte nach der „between-within“ 
Methode bestimmt werden. Demzufolge basiert der t-Test für jeden zeitkonstanten fixen 
Effekt auf der Ebene der Region auf 270 –12 = 258 Freiheitsgraden, wobei 270 die Zahl 
der Regionen und 12 die Zahl der auf der Ebene der Regionen (d.h. zeitkonstant) geschätz-
ten fixen Effekte ist (inklusive des Intercept). Dagegen basieren die t-Tests der zeitverän-
derlichen erklärenden Variablen der Ebene 1 auf 3780 – 270 – 10 = 3500 Freiheitsgraden, 
dabei ist 10 die Zahl der zeitveränderlichen erklärenden Variablen der Ebene 1 (vgl. Tabel-
le 5). 
Hinter dem random Statement werden die Variablen aufgeführt, deren Effekte zwischen 
jedem subject (das sind hier die Regionen) variieren dürfen. Weil jedes Element der 
Varianz-Kovarianzmatrix g der Ebene 2-Residuen ukj aus den Daten geschätzt wird, ist 
diese Matrix unstrukturiert, was durch die Option type=un spezifiziert ist. Anders die 
Fehlerkovarianzmatrix der Ebene 1 Residuen etj, die SAS proc mixed als r Matrix be-
zeichnet und die hinter dem repeated <Wellenindikator> Statement angegeben 
wird. Mit type=arh(1) ist diese Matrix in Modell 2 autoregressiv (1. Ordnung) und 
heteroskedastisch, wodurch man eine Annahme über die Fehler in das Modell einführt, die 
gegenüber einer völlig unstrukturierten Matrix wesentlich sparsamer ist. 
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