Keskitetyn integraatiojärjestelmän valvonnan kehittäminen by Mikonranta, Sasu
  
Sasu Mikonranta 
Keskitetyn integraatiojärjestelmän valvonnan 
kehittäminen 
Metropolia Ammattikorkeakoulu 
Insinööri (AMK) 
Tietotekniikka 
Insinöörityö 
23.12.2016 
 Tiivistelmä 
  
Tekijä(t) 
Otsikko 
 
Sivumäärä 
Aika 
Sasu Mikonranta 
Keskitetyn integraatiojärjestelmän valvonnan kehittäminen 
 
46 sivua + 1 liite 
23.12.2016 
Tutkinto Insinööri (AMK) 
Koulutusohjelma Tietotekniikka 
Suuntautumisvaihtoehto Ohjelmistotekniikka 
Ohjaaja(t) 
 
Software Specialist Sami Pikulinsky 
Lehtori Juha Kämäri 
 
Tämän insinöörityön tarkoituksena oli selvittää kehitysmahdollisuuksia keskitetyssä integ-
raatioissa käytettävän sovellusadapterin valvontaan. Selvityksen esille nostamista ehdo-
tuksista valittaisiin yksi jatkokehitykseen ja tämä toteutettaisiin prototyyppinä ensin testiym-
päristöön ja myöhemmin tuotantoon. Työn tavoite oli parantaa sovellusadapterin nykyistä 
valvontaa ja tällä havaita virhetilanteita nykyhetkeä tehokkaammin. Työssä pohjustetaan 
myös järjestelmäintegraation periaatteita, sekä kuvataan integraatioissa käytettäviä kom-
ponentteja. 
 
Työssä keskityttiin ongelmaan, kuinka kyseiseen toimintaympäristöön saataisiin luotua 
mahdollisimman riippumaton, yksinkertaisesti implementoitava, ongelmia korjaava valvon-
taratkaisu. Ratkaisumahdollisuuksia rajoittivat käytettävissä olevat resurssit, sekä ympäris-
tön rajoitukset. Ratkaisuvaihtoehtoja käytiin kaupallisista vaihtoehdoista omakehittämiin 
ratkaisuihin ja arvioitiin näiden toiminnallisuutta.  
 
Ratkaisu toteutettiin hyödyntämällä integraatiokeskuksessa olevien valvontaohjelmistojen 
ominaisuuksia, sekä luomalla automatisoitu valvontaproseduuri ympäristöön. Nykytoimin-
nallisuuteen lisättiin ajastetulla skriptillä toteutettu valvonta, jonka tehtävänä on tarkastaa 
määritettyjen sovellusadapterien tilaa, hyödyntäen adapterin tuottamaa lokidataa. 
 
Ratkaisua käytettiin työn loppuvaiheessa testiympäristön valvojana. Toteutus laajennetaan 
myöhemmin adapteri kerrallaan integraatiokeskuksen tuotantoympäristöön. 
Avainsanat järjestelmäintegraatio, valvonta, sovellusadapteri 
 Abstract 
  
Author(s) 
Title 
 
Number of Pages 
Date 
Sasu Mikonranta 
Development of Surveillance for a Centralized Integration    
System 
46 pages + 1 appendix  
23 December 2016 
Degree Bachelor of Engineering 
Degree Programme Information Technology 
Specialisation option Software Engineering 
Instructor(s) 
 
Sami Pikulinsky, Software Specialist  
Juha Kämäri, Senior Lecturer 
 
The aim of this engineering thesis was to investigate the possibilities of developing the sur-
veillance of an application adapter used in a centralized system integration environment. 
One of the proposals would be selected for further development and this chosen solution 
would be produced as a prototype first to a test environment and later into production. The 
goal of this thesis was to improve the existing monitoring of the application adapter and to 
detect error situations more effectively. This work also introduces the basic principles of 
system integration, and describes the components used in it. 
 
The study was focused on how to create an independent surveillance solution which could 
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Lyhenteet ja käsitteet 
EAI Enterprise Application Integration – Organisaation järjestelmäintegraatio. 
Termiä käytetään puhekielessä myös integraatiokeskuksesta. 
MQ Message Queue – Sanomajono. Objekti jonka kautta välitetään JMS-sano-
mia. Käytetään myös viitatessa IBM-välittäjäohjelmistoon IBM MQ:hun. 
QM Queue Manager – Jonomanageri. Termiä käytetään IBM:n jononhallinta-
ohjelmistossa. 
JMS Java Messaging Service – Java EE:n sisältämä viestinvälitysrajapinta. 
ESB Enterprise Service Bus – Palveluväylä. 
SOA Service Oriented Architecture – Palvelukeskeinen arkkitehtuuri. 
API Application Programming interface – Ohjelmointirajapinta. 
MOM Message Oriented Middleware – Sanomakeskeinen välitysohjelmisto. 
SaaS Software as a Service – Ohjelmisto palveluna. 
Legacy Vanhentunut käytössä oleva järjestelmä. Mahdollisesti vanha, vielä toimin-
nassa oleva järjestelmä, joka on toteutettu käyttäen vanhempia menetel-
miä tai ohjelmointikieliä. 
HTTP  Hypertext Transfer Protocol - Hypertekstin siirtoprotokolla. 
HTTPS Hypertext Transfer Protocol Secure – Suojattu hypertekstin siirtoprotokolla. 
FTP File transfer protocol – Tiedonsiirtoprotokolla. 
SFTP Secure file transfer protocol – Suojattu tiedonsiirtoprotokolla. 
XML Extensible Markup Language – Standardoitu rakenteellinen kuvauskieli. 
   
REST Representational State Transfer – Arkkitehtuurimalli, jonka toiminta perus-
tuu HTTP-protokollaan. 
IIB IBM Integration Bus – IBM:n tuottama välittäjäohjelmisto. 
Crontab Cron-ajastuspalvelua ohjaava ohjelmisto, Unix-pohjaisissa järjestelmissä.  
Python Ohjelmointikieli. 
Regex Regular expression.  Säännöllinen lauseke. Käytetään esimerkiksi määri-
tetyn merkkijonon tunnistamisessa toisen merkkijonon sisältä.
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1 Johdanto 
Yritysten jatkuvasti kasvava järjestelmien määrä on luonut tarpeen saada yksittäisen jär-
jestelmän informaatio hyödynnettäväksi yhä useampien järjestelmien välillä. Järjestel-
mien lisääntyessä näiden keskinäinen tiedonjakotarve kasvaa, mutta datan hyötyä ei 
saada enää maksimoitua käyttämällä sitä vain järjestelmässä, johon se on alun perin 
luotu. Yritysfuusiot ja uudet järjestelmät luovat vaatimukset uudistumiselle, mutta kuinka 
tämä käytännössä voidaan toteuttaa? 
Näihin järjestelmien yhteistoiminnan haasteisiin on vastaus löydetty järjestelmien väli-
sistä integraatioista. Monesti kuitenkaan järjestelmäintegraation termi ei sano paljoa ta-
valliselle kuluttajalle, tai välttämättä edes sovelluskehittäjälle. Integraation toimiessa täy-
dellisesti se on parhaimmillaan lähes huomaamaton. Integraatiot kuten muukin tekniikka 
ovat kuitenkin alttiina virhetilanteille, joten toimintaympäristön aktiivinen valvonta on tär-
keä osa nykyaikaisten järjestelmäympäristöjen kanssa työskentelyä. Integraatioiden toi-
minnan valvonnalla varmistetaan integraatiota hyödyntävien järjestelmien optimaalinen 
toiminta ja näin ollen tekniseltä osalta turvataan ratkaisua käyttävän yrityksen liiketoimin-
taa. 
Tässä insinöörityössä keskitytään löytämään kehitysmahdollisuuksia järjestelmäinteg-
raatiossa käytettävän rajapintakomponentin valvonnalle. Rajapintakomponentti eli sovel-
lusadapteri toimii keskitetyssä integraatiomallissa integraatiokeskuksen ja tämän ulko-
puolisten järjestelmien välisenä tiedonsiirtorajapintana. Työn tarkoitus on selvittää mah-
dollisuuksia laajentaa sovellusadapterin olemassa olevaa virhevalvontaa, pyrkimyksenä 
luoda lisävalvontakerros nykyiseen toimintaympäristöön. Työn tavoitteena on löytää rat-
kaisumalli, jonka tuloksena virhetilanteet saataisiin nopeammin ja automatisoidusti sel-
ville. Työssä arvioidaan eri ratkaisumalleja ja näiden implementointimahdollisuuksia ny-
kyiseen toimintaympäristöön, rajoitteet ja resurssit huomioiden. Työ toteutetaan Digia 
Finland Oy:lle selvitystyönä mahdollisista valvonnan kehittämiskeinoista. Työssä tutus-
tutaan tuotteistettuihin, sekä kehitystyön aikaansaamiin valvontaratkaisuihin. Valitusta 
valvontaratkaisusta toteutetaan testiympäristöön soveltuvuusselvityksenä prototyyppi. 
Valvonnan kehittämisen kohteena oleva sovellusadapteri on komponentti keskitetyssä 
integraatiojärjestelmässä. Sovellusadapterin tehtävänä on toimia rajapintana palvelimen 
ja integraatiokeskuksen välillä, osana keskitettyä integraatiomallia. Sovellusadapteria 
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käyttävät yksittäiset palvelimet, joilla on tarve tiedonsiirtoon integraatiokeskuksen ja tä-
hän liittyneiden muiden osapuolten välillä. Työssä tutustutaan myös järjestelmäintegraa-
tion perusteisiin, jotta näkemys sovellusadapterin sijoittumisesta ympäristöön ja tämän 
roolista osana integraatiota selkeytyisi.  
Työ alkaa tutustumisella järjestelmäintegraation perusteisiin ja tämän yhteydessä käy-
tettäviin teknologioihin. Tämän jälkeen työssä lähdetään syventymään tarkemmin integ-
raatiokeskuksen, sekä sovellusadapterin toimintaan. Pohjustuksen jälkeen kuvaamme 
nykytilannetta sekä määrittelemme ympäristön ongelmia. Selvitys jatkuu ongelman mää-
rittelyn jälkeen ratkaisuvaihtoehtojen kartoituksella. Työssä tutkinnan alle otetaan kaksi 
tuotteistettua ratkaisuvaihtoehtoa sekä pohditaan mahdollisia kehitystyön tuottamia rat-
kaisuja. Selvityksen lopputuloksena toteutamme testiympäristöön prototyypin valitusta 
ratkaisusta ja arvioimme tämän toteutusta. Loppukappaleessa arvioidaan yhteenvetona 
insinöörityön tekoa, työn opettamia asioita, valitun ratkaisun toimivuutta, sekä tälle ase-
tettujen tavoitteiden täyttymistä. 
2 Järjestelmäintegraatio 
Järjestelmäintegraatio voidaan yleistoimintaperiaatteiltaan kuvailla kahden tai useam-
man järjestelmän väliseksi yhteydeksi toisiinsa. Järjestelmäintegraatiota ei voi rajata tiet-
tyihin tuotteisiin tai teknologioihin, vaan se tulisi mieltää ennemmin järjestelmäkokonai-
suuksien yhteen saattavaksi hallintamalliksi [1, s.13]. Hyödyntämällä yksittäisen järjes-
telmän tiedot yhä useammassa järjestelmässä saavutetaan näiden järjestelmien tuotta-
malle informaatiolle maksimaalinen hyöty.  
Informaatio ei kuitenkaan ole usein suoraan käytettävissä jaettaessa sitä eri järjestel-
mien välillä. Järjestelmäintegraatiolla on pyritty löytämään tähän ratkaisu saattamalla 
tieto sopivaan muotoon, osana tiedonvälitystä. Loppukäyttäjien käyttämät palvelut, kuten 
verkkopankit tai -kaupat, saattavat sisältää useita, jopa kymmeniä eri taustajärjestelmiä. 
Näiden taustajärjestelmien sulava keskinäinen toiminta voi luoda palvelulle tärkeän kil-
pailuedun, muiden palveluntarjoajien toimintaan verrattuna. Integraatiot ovatkin yrityk-
sille tärkeä osa tietojärjestelmien tehostamista ja automatisointia. Prosessien kehitys 
kohti automatisoidumpaa järjestelmäympäristöä tuo yrityksen liiketoiminnalle suurta lisä-
arvoa.  
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Tässä luvussa käsitellään järjestelmäintegraation yleisiä periaatteita ja malleja, syventy-
mättä vielä tiettyjen mallien tuomiin tuotteistettuihin yksityiskohtiin. 
2.1 Integraatiomallit 
Integraatiomallit ovat arkkitehtuuritason ratkaisuja siitä, kuinka järjestelmien välinen in-
tegraatio on toteutettu. Tässä yhteydessä esittelemme kolme erilaista integraatioarkki-
tehtuuriratkaisua sekä pohjustamme näiden mallien soveltuvuutta eri tilanteisiin. Lu-
vussa käydään myös läpi, kuinka erilaiset integraatiomallit ovat kehittyneet ajan myötä 
ja mihin ratkaisuihin eri mallit pohjautuvat sekä millaiset ovat tulevaisuuden integraatio-
ratkaisujen kehitysnäkymät. 
2.1.1 Point-to-point 
Yksinkertaisin ja varhaisin integraation muoto on niin kutsuttu point-to-point-integraatio, 
jossa kaksi järjestelmää integroidaan suoraan toisiinsa (kuva 1). Tämän kaltainen integ-
raatiotarve saattaa esiintyä yrityksen ensimmäisenä tarpeena integraatioratkaisulle. Esi-
merkkinä kivijalkamyymälää pyörittävä yritys perustaa verkkokaupan ja tästä syntyy 
tarve kivijalkamyymälän varastojärjestelmän integroimiseen verkkokaupan tuotesaata-
vuuden hallintaa varten. Pienen skaalan järjestelmäkokonaisuuksissa point-to-point-in-
tegraatio voi olla järkevä ja kustannustehokas vaihtoehto.  
 
Kuva 1 - Kahden järjestelmän välinen Point-to-Point-integraatio 
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Osapuolten määrän kasvaessa, point-to-point-integraatioiden ylläpidettävyys sekä kus-
tannustehokkuus laskevat [1, s.66]. Laskiessamme yksittäisten yhteyksien määrän jär-
jestelmien välillä, kolmen järjestelmän integraatiossa näitä on yhteensä kolme. Mikäli 
neljäs järjestelmä lisätään kokonaisuuteen, syntyy järjestelmien välisiä integraatioita jo 
kuusi (kuva 2). Yli kolmen järjestelmän point-to-point-integraatio menettää jo tehokkuu-
tensa, mikäli järjestelmien integraatiotarve on hyödyntää kaikkien integroituneiden osa-
puolten informaatiota. Suurempia integraatiotarpeita varten point-to-point-integraatiot ei-
vät ole kannattavia huonon skaalautuvuutensa vuoksi. Osapuolten ollessa hajautettuna, 
myös integraation valvonta vaikeutuu tämän kasvaessa. [2.] Tästä johtuen kehityssuunta 
laajempien kokonaisuuksien hallintaan löydettiin keskittämällä integraatioita kulkemaan 
yhdyspisteen, eli hubin kautta. 
 
Kuva 2 - Kolmen ja neljän järjestelmän välinen integraatio 
 
2.1.2 Keskitetty integraatio 
Kuten edellisessä kappaleessa totesimme, point-to-point-integraation kannattavuus las-
kee merkittävästi järjestelmien määrän kasvaessa yli kolmen. Kasvavien järjestelmäko-
konaisuuksien hallintaan kehitettiin keskitetyn integraation hallintamalli. Keskitetyssä in-
tegraatiossa keskenään yhteydessä olevat järjestelmät ovat integroitu keskitetyn hubin 
kautta (kuva 3). Näin integraatiota hyödyntävät ulkoiset osapuolet tarvitsevat luoda vain 
yhteen osapuoleen yhteydet, keskitetyn hubin toiminnallisuus hoitaa ohjaukset oikeille 
osapuolille. 
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Kuva 3 - Integraatiokeskus järjestelmien yhdyspisteenä 
 
Yritysten järjestelmäintegraation keskitettyä hubia kutsuaan yleiskielessä integraatiokes-
kukseksi. Puhekielessä näistä saatetaan käyttää myös termiä EAI, vaikka termi yleisesti 
viittaakin yrityksen sisäisten järjestelmien integraatioon, eikä pelkästään integraatiokes-
kukseen. Mallista puhutaan myös hubina ja adaptereina (hub and spoke) [3]. Integraa-
tiokeskus sisältää useita sanomavälityksen kannalta tärkeitä väliohjelmistoja (MOM, 
message oritented middleware), joilla on erinäisiä tehtäviä osana integraatiokeskusta. 
Väliohjelmistot toimivat informaation välityskerroksena, käyttöjärjestelmätason ja sovel-
lustason välissä [4.]. Näitä väliohjelmistoja tuottavat useat eri toimittajat kuten esimer-
kiksi IBM, Microsoft, Apache, Oracle, SAP, Red Hat sekä monet muut. Komponentteja 
osana hubia on usein ainakin viestinvälittäjä (Message broker), tietokanta sekä mahdol-
liset jonojenhallintatyökalut JMS. Integraatiokeskuksen ulkopuoliset osapuolet ovat yh-
teydessä integraatiokeskukseen käyttäen eri teknologioita, joihin voi kuulua esimerkiksi 
JMS/MQ, HTTP/HTTPS, FTP/SFTP sekä sähköpostisanomat. 
Keskitetyn integraation etuina ovat luonnollisesti uusien osapuolien helppo liitettävyys, 
laajennettavuus sekä sanomaliikenteen valvonnan keskittäminen. Koska kaikki liikenne 
tapahtuu yhden keskuksen kautta, voidaan sanomaliikennettä kontrolloida ja valvoa kes-
kitetysti. Uusien järjestelmien lisäys ja poisto ovat keskitetyssä ratkaisussa helposti to-
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teutettavissa, koska joissakin tilanteissa uusia integraatioita määrittäessä, toinen integ-
raation osapuoli saattaa olla jo liittynyt integraatiokeskukseen. Yrityksen liiketoiminnan 
näkökulmasta sanomien reaaliaikainen valvontamahdollisuus antaa nopean mahdolli-
suuden reagoida ongelmiin ja täten välttää katkoista aiheutuvia liiketoiminnan tappioita. 
Aineistolle voidaan toteuttaa myös monipuolisempia käsittelyitä keskitetyssä palvelinko-
konaisuudessa. Integraatiokeskus sisältää ominaisuuksiltaan usein aineiston muunnos 
ja reititystyökalut, joiden avulla aineistot saadaan vastaanottajalle sopivaan muotoon. 
Usein sanomat noudattavat sisällöltään määritettyjä standardeja kuten XML, CSV tai 
JSON.  
Toisaalta keskitetty ratkaisu tuo myös riskin liikenteen ollessa yhden järjestelmäkokonai-
suuden varassa. Tätä riskistä käytetään nimitystä ”Single point of failure” [1, s.68]. Koska 
riski on yleisellä tasolla hyvin tiedostettu, integraatiokeskuksen järjestelmillä on useita 
varajärjestelmiä, mikäli ongelmia tiedonsiirrossa esiintyisi. Sanomaliikenteen keskittämi-
nen tuo myös riskin hubin toimia pullonkaulana kasvavassa tiedonsiirrossa. Jokainen 
sanoma kulkee integraatiokeskuksen kautta ja käyttää samoja resursseja välityksessä. 
Tämä voi aiheuttaa point-to-point-integraatioon verrattuna viivettä, koska sanomat jou-
tuvat kulkemaan useamman yhteyspisteen sekä hubin ohjausten läpi. Mikäli joku hubin 
yhteinen yhteyspiste olisi katki tai jumissa, aiheuttaisi tämä viivettä kaikelle sanomalii-
kenteelle, jotka kyseistä pistettä käyttävät. Näin ollen integraatiokeskuksen tehokkuus 
on hyvin paljon sidoksissa tässä käytettävän raudan (hardware) tehoon. 
Integraatiokeskuksen tiedonsiirrossa hyödynnettäviä teknologioita on monia, mutta 
tässä yhteydessä perehdymme tarkemmin sanomajonoihin (Message queue) perustu-
vaan JMS (Java Messaging service) -sanomavälitykseen ja tähän liittyvään sovellusa-
dapterin valvontaan. Keskitetyssä integraatioratkaisussa sovellusadapteri sijoittuisi ul-
koisen järjestelmäosapuolen palvelimelle ja toimisi palvelimen rajapintana integraa-
tiokeskuksen (hub) kanssa (kuva 4). 
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Kuva 4 - Sovellusadapterin sijoittuminen keskitettyyn integraatioympäristöön 
2.1.3 Integraatioiden kehityssuunta 
Näkökulma moderneissa integraatioissa on siirtynyt 2000-luvulla palvelukeskeisempään 
ajattelutapaan (kuva 5). Palvelukeskeisessä mallissa liiketoiminnan prosesseja on suun-
niteltu toimimaan itsenäisinä palveluina. Näistä palvelukeskeisistä ratkaisumalleista ryh-
dyttiin käyttämään nimitystä palvelukeskeinen arkkitehtuuri SOA (Service Oriented Ar-
chitechture). Kaiken suunnittelun keskipisteenä on näin ollen palvelut, joiden toiminta 
mahdollistetaan teknisten ratkaisujen avulla. [5.] 
 
Kuva 5 - Integraatioiden kehityssuunta [5.] 
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Ilmentymänä kohti palvelukeskeisempää näkökulmaa syntyi keskitetystä hub-mallista 
kehittynyt palveluväylä ESB (Enterprise Service Bus) (kuva 6). Malli perustuu keskitet-
tyyn palveluväylään, johon applikaatiot kytkeytyvät adaptereilla. Nämä applikaatiot voivat 
välittää sanomia palveluväylälle käyttäen standardoituja yhteensopivia sanomaformaat-
teja. Suurin osa aineistokäsittelystä suoritetaan palveluväylän ulkopuolella, jolloin sano-
mien kuormitus ei keskittyisi palveluväylälle. Palveluväylän rooli on pysyä kevyenä, 
mutta mahdollistaa samoja ominaisuuksia kuin raskaammat integraatioratkaisut. [6.] Vie-
mällä raskas käsittely palveluväylän ulkopuolelle erottuu ESB skaalautuvuudeltaan 
edukseen verrattuna perinteiseen keskitetyn integraation integraatiokeskus-malliin. 
 
Kuva 6 - Enterprise Service Bus esimerkki [6.] 
 
Nykyhetken ja tulevaisuuden näkymät integraatioiden parissa ovat kuitenkin mikropalve-
lukonseptiin pohjautuvia itsenäisiä ja tilattomia palveluita [7]. Palveluilta haetaan yhä ke-
vyempiä ratkaisumalleja, joita haetaan esimerkiksi REST API (Application Programming 
Interface) -rajapintojen avulla. Mikropalvelut ovat ns. pilkottuja palveluita pienempinä ja 
itsenäisinä osina. Kun palvelukeskeinen arkkitehtuuri tarjoaa esimerkiksi henkilöstöjär-
jestelmän kokonaisena yhtenäisenä palveluna, mikropalveluiden arkkitehtuurimallissa 
tämä voitaisiin jakaa pienempiin osapalveluihin, kuten henkilötieto-, palkka-, rekrytointi-
hallinta.  
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Mikropalveluiden lisäksi myös useat ohjelmistotoimittajat ovat siirtyneet tarjoamaan omia 
ratkaisujaan pilvipohjaisina palveluluina. Tämä mahdollistaa yrityksille uusien järjestel-
mien käyttöönoton, ilman omien konesalien tai lisenssien vaatimuksia. Tätä ohjelmisto-
jen palveluna tarjottavaa pilvitoimitusmallia kutsutaan termillä SaaS (Software as a Ser-
vice). Rahoitusmallina näillä pilvipalveluilla usein käytetään käyttöön pohjautuvaa mallia. 
Täten pienemmillä yrityksillä on helpompi ottaa jokin ennen hyvin kallis ohjelmisto käyt-
töön jo yrityksen alkuvaiheissa. Luomalla toisistaan riippumattomia palveluita, järjestel-
mien välinen monoliittisuus purkautuu ajan myötä ja järjestelmien päivitys ainakin teori-
assa on paljon yksinkertaisempaa tulevaisuudessa. Integraation rooli näissä malleissa 
voisi keskittyä rajapintojen määrittämiseen ja hallintaan sekä legacy-järjestelmien tuke-
miseen [8.]. 
2.2 JMS-sanomavälitys 
Java Message Service on Java Enterprise Editionin sisältämä viestinvälitysrajapinta, sa-
nomien välitykseen asiakasohjelmien (Client) välillä. JMS sanomavälitys perustuu löy-
hästi kytkettyjen järjestelmien (loosely coupled systems) väliseen, asynkroniseen sano-
mavälitykseen. Asynkronisella sanomavälityksellä tarkoitetaan, että lähettäjä voi kirjoit-
taa sanoman kohteeseen (jono tai aihe) ja sanoma säilyy kohteessa, kunnes sanoma on 
käsitelty tai se erääntyy. Sanomavälitys voi olla jonoihin perustuvaa suoraa välitystä 
(point-to-point) tai julkaisu- ja tilauspohjaista (publish - subscribe). JMS sanomavälityk-
sessä keskeisiä osapuolia ovat lähettäjä, välittäjä ja vastaanottaja (kuva 7). Välittäjän 
rooli voi yksinkertaisimmillaan olla passiivinen jono, tai laajemmin jopa integraatiokes-
kus. Lähtökohtaisesti lähettävä osapuoli ei tunne vastaanottavaa osapuolta, vaan perus-
tuen lähettävän aineiston metadataan tai välitettävään kohteeseen, sanoma ohjautuu 
oikealle vastaanottajalle. 
 
Kuva 7 – JMS-sanomavälitys [9.] 
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Jonopohjaisessa asynkronisessa sanomavälityksessä lähettäjän kirjoitettua sanoman 
jonoon sanoma ei poistu jonosta ennen kuin vastaanottava osapuoli lukee sen, tai sa-
noma erääntyy. Jonopohjainen yhteys myös varmistaa, että sanoma toimitetaan vas-
taanottajalle vain kerran. [9.] 
Usealle kohteelle sanoma voidaan välittää julkaisu- ja tilauspohjaisella jakelumekanis-
milla, joka perustuu julkaisija- ja tilaajaosapuoliin. Lähetyksessä sanoma siirretään jonon 
sijaan julkaisuun, josta sanoma lähetetään aktiivisille tilaajaosapuolille. [10.] 
2.2.1 JMS-sanoma 
JMS-sanoma on objekti, joka sisältää sanoman metatiedot, sekä itse kuljetettavan datan. 
Sanoma rakentuu kolmesta osasta, jotka ovat otsake (header), asetukset (properties) 
sekä kuorma (payload) (kuva 8). 
 
Kuva 8 – JMS-sanoman rakenne [11.] 
 
Tavanomaisesti otsake sisältää JMS-yhteyden kannalta olennaisimmat tiedot, jotka ase-
tetaan automaattisesti. Näitä otsikkotietoja voidaan laajentaa käyttäjän asettamilla ase-
tustiedoilla, jotka ovat valinnaisia, mutta olennaisia varsinkin keskitetyssä integraatiossa 
käytettävien reititysten osalta. Asetustiedoissa voi esimerkiksi määrittää tiedon lähettä-
jästä, vastaanottajasta tai aineiston tyypistä. Sanoman otsake ja asetukset rakentuvat 
XML-formaatin elementeistä ja näiden sisältämästä datasta, kun taas kuorma voi olla 
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formaatiltaan vapaampaa. XML ja muut aineiston rakennetta kuvaavat kielet, kuten 
JSON ja CSV, ovat suosittuja integraatioissa käytettäviä sanomien kuorman formaatteja. 
Näiden helpon hallittavuuden vuoksi. Integraatiotyökaluihin onkin oletuksena usein ra-
kennettu muuntimia yleisimmille formaateille keskenään. Mikäli sanoman kuorma on 
standardoitujen formaattien mukaista, on tämän muunnokset eri muotoihin helpommin 
suoritettavissa ja aineiston validointi yksinkertaisempaa.  
2.2.2 Sanomajono 
Sanomajonot (Message Queue) ovat objekteja, joka säilövät sanomia niiden välityksen 
ajan, kahden osapuolen välillä (kuva 9). Lähettävä osapuoli kirjoittaa sanoman jonoon, 
jonka jälkeen sanomaa säilytetään jonossa, kunnes se luetaan jonosta pois tai se erään-
tyy. Sanomajonot eivät tee aineistolle muuta kuin säilövät tätä välityksen ajan. Sanoma-
jonot voivat olla määritettyinä keskusmuistiin tai kovalevylle, vaikka jonoihin saapuvat 
sanomat jäävät odottamaan jonoon niiden poislukemista, ideaalissa tilanteessa jono on 
aina tyhjä. Sanomia ei ole yleisesti tarkoitus varastoida jonoihin. Olennaista jonoa käyt-
tävässä sanomavälityksessä on, että lähettäjän välitettyä sanoman jonoon, joutuu vas-
taanottava osapuoli noutamaan sanoman jonosta. Jono itsessään ei lähetä sanomaa 
vastaanottajalle. Jonon rooli on toimia staattisena objektina, jolla itsellään ei ole varsi-
naisesti aktiivista toiminnallisuutta. [12.] 
 
Kuva 9 - JMS Sanomajono [12.] 
3 Integraatiokeskus 
Olennaisena osana keskitettyä integraatiota on itse integraatiokeskus. Integraatiokeskus 
on keskitetyn integraation yhdyspiste, johon osapuolet ovat sovellusadaptereiden sekä 
muiden tekniikoiden avulla yhteydessä. Tässä luvussa kuvataan integraatiokeskuksen 
rakennetta ja tämän sisältämiä komponentteja. 
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3.1 Yleiskuvaus 
Integraatiokeskus on palvelinkokonaisuus, joka toimii ympäristön keskitettynä hubina ja 
joka sisältää useita väliohjelmistoja (Middleware). Integraatiokeskus käsitteenä on kui-
tenkin hyvin yleisen tason käsite, eivätkä sen yksityiskohdat ole tarkasti määriteltyjä. 
Olennaista kuitenkin on, että integraatiokeskus on keskitetyn integraation hubi. Yksin-
kertaisimmillaan JMS-sanomia käsittelevä integraatiokeskus voi sisältää yhden palveli-
men, joka sisältää sanomia käsittelevän välittäjän (Message broker) sekä jonojenhallin-
taohjelmiston. Välittäjän rooli on toimia sanomien reitittäjänä ja mahdollisten aineisto-
muunnosten toteuttajana sekä hyödyntää jonohallintaohjelmiston ylläpitämien jonojen 
aineistoja. Kuitenkin monipuolisempi integraatiokeskus rakentuu lukuisista eri ohjelmis-
toista sijoittuen useille eri palvelimille (kuva 10). Vaikka periaatetasolla lähes kaikki in-
tegraatiokeskuksen toiminnallisuus pystyttäisiin sijoittamaan yhdelle palvelimelle. Tämä 
kuormittaisi palvelinta huomattavasti ja kasvattaisi yksittäisen vikaantumispisteen riskiä 
[1, s.105].  
 
Kuva 10 – Esimerkki integraatiokeskuksen rakenteesta 
13 
  
Muut verkon palvelimet voivat olla yhteydessä integraatiokeskukseen käyttäen useita eri 
siirtoprotokollia riippuen valituista integraatio-ohjelmistoista. Tietoturva integraatiokes-
kuksen ja tähän liittyvien osapuolten välillä on usein turvattu useiden palomuurien sekä 
varmenteiden avulla. Oletuksena lähes kaikki liikenne palvelinten välillä on suojattua. 
Välitettävä aineisto saattaa olla sisällöstä riippuen myös kryptattua, joka kasvattaa tieto-
virran tietoturvaa. 
Laaja integraatiokeskus voi pitää sisällään myös sanomien valvontaan käytettäviä käyt-
töliittymiä, sanoma-arkistoja tai käytettävästä integraatioalustasta riippuvia muita työka-
luja. Integraatiokeskuksen ulkopuoliset järjestelmät voivat olla ohjelmistosta riippuen 
usealla eri protokolalla yhteydessä integraatiokeskukseen. Integraatiokeskus sijaitsee 
yleisesti yrityksen sisäverkossa ja yhteydet ulkoverkon (internet) osapuoliin on toteutettu 
DMZ-verkkoalueen (demilitarized zone) avulla. DMZ on tietoturvaa parantava verkko-
alue yrityksen sisäverkon ja internetin välissä, joka lisää tietoturvatason palomuurien 
avulla ulkoverkon ja sisäverkon välille (kuva 11). [13.] 
 
Kuva 11 - DMZ verkkoalue [13.] 
3.2 Tietovirta 
Tietovirraksi kutsutaan integraatiokeskuksen läpi kulkevaa yhteyttä, joka on yksilöity lä-
hettäjä-aineistotyyppi-vastaanottaja-kohtaisesti. Aineistotyyppi on aineiston yksilöivä ku-
vaus, joka on uniikki jokaisella erityyppisellä aineistolla.  Koska yhdellä aineistotyypillä 
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voi olla useampi lähettäjä tai vastaanottaja, ei tietovirtaa voida yksilöidä pelkästään tä-
män perusteella. Usein sanoman ohjaus perustuu vain tietoon lähettäjästä ja aineisto-
tyypistä. Tämän tiedon avulla integraatiokeskuksen välitysohjelmisto osaa etsiä aineis-
tolle oikeat tietovirrat ja tätä kautta vastaanottajat. Aineiston lähettäjän ei tarvitse tietää, 
kenelle aineisto lähetetään asynkronisessa tiedonvälityksessä. Integraatiokeskuksen 
rooli on pitää yllä tietoa tietovirroista, jolloin lähettävä järjestelmä vain huolehtii aineiston 
toimittamisesta integraatiokeskukselle. Uudet yhteydet määritetään aina uutena tietovir-
tana, olivat osapuolet integraatiokeskukselle ennestään tunnettuja tai tuntemattomia.  
3.3 Integraatiokeskuksen väliohjelmistot  
Integraatiokeskuksen teknisen toiminnallisuuden mahdollistavat integraatiokeskuksen 
palvelimille sijoitetut sanomavälitykseen tarkoitetut väliohjelmistot (Message oriented 
middleware). Väliohjelmistot ovat eri toimittajien valmistamia integraatio-ohjelmistoja, 
jotka voivat ajaa yksittäistä integraatioratkaisun osa-aluetta tai toimia kokonaisvaltaisena 
integraatioratkaisuna. Väliohjelmistoja tuottavat useat eri yritykset, joihin kuuluvat esi-
merkiksi kansainvälisistä IBM, Microsoft, SAP, Oracle, Apache ja suomalaisista Digia. 
Väliohjelmistojen ominaisuudet vaihtelevat tuotteesta riippuen ja saattavat vaatia muita 
väliohjelmistoja toimiakseen. Usein väliohjelmistot ovat kuitenkin hyvin keskenään yh-
teensopivia, koska ohjelmistot ovat luotuja erilaisten järjestelmien integroimiseen ja 
yleistasolla ajavat samankaltaista roolia. [1, s.149.] 
3.3.1 Jonojen hallinta 
Jonojen hallinta on yksi tärkeimmistä integraatiokeskuksen väliohjelmistojen toimin-
noista. Tätä tehtävää varten on olemassa useita väliohjelmistoja, joita ovat esimerkiksi 
Apache Active MQ ja IBM MQ. Näistä esimerkkinä on IBM WebSphere tuoteperheen 
jonomanageriohjelmisto IBM MQ.  
IBM MQ käyttää jonojen hallinnassa jonomanagereiden konseptia. Jonomanagerit (QM) 
ovat MQ:n sisältämiä jonojen yläobjekteja, joiden avulla hallinnoidaan jonoja ja osapuol-
ten yhteyksiä jonoihin. JMS-sanomavälityksessä tämä tarkoittaa käytännössä sitä, että 
osapuolet ottavat yhteyden jonomanageriin ja lähettävät sanomia jonomanagerin alai-
suudessa oleviin jonoihin. Jonomanagereita voi olla integraatiokeskuksessa useita ja 
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näiden välinen keskustelu tapahtuu kanavien avulla. Jonoja voidaan tarkkailla komento-
riviltä tai visuaalisesti IBM WebSphere Message Explorerin avulla. (kuva 12). IBM MQ 
on määritellyt kahdeksan erilaista jonotyyppiä. Nämä voidaan kuitenkin yksinkertaiste-
tulla tasolla luokitella paikallisiin ja viitejonoihin. Paikallinen jono on jonomanagerilla si-
jaitseva fyysinen objekti, johon sanomat voidaan kirjoittaa. Viitejonoja voivat olla paikal-
liseen tai toisen jonomanagerin jonoon viittaavat viitejonot. Sanomia voidaan lukea vain 
paikalliselle jonomanagerille määritetystä paikallisesta jonosta, mutta sanoma voidaan 
kirjoittaa myös toisella jonomanagerilla sijaitsevaan jonoon hyödyntäen viitejonoa.  
 
Kuva 12 – IBM Websphere MQ Explorer - jonojen tarkkailunäkymä [14.] 
 
Pääasiallisesti JMS-sanomia lähettävät osapuolet eivät ota suoraan jonoon yhteyttä, 
vaan yhteys tehdään jonohallintasovelluksen kautta ja sanoma ohjataan kanavayhteyk-
sien avulla hallintaohjelmiston alaisuuteen määritettyyn jono-objektiin.  
3.3.2 Välittäjäohjelmistot 
Välittäjäohjelmistoksi (Message broker) kutsutaan osapuolta, jonka tehtävänä on ohjata 
sanoma oikealle vastaanottajalle, sekä tehdä tälle mahdollisesti tarvittaessa sisältö-
muunnoksia tai validointeja. Välittäjäohjelmistot voivat ominaisuuksiltaan olla laajasti 
vaihtelevia valitun ohjelmiston ratkaisusta riippuen. Välittäjäohjelmisto on esimerkiksi 
IBM Integration Bus (IIB). 
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3.3.3 Monitorointi 
Integraatiokeskuksen läpi kulkevaa sanomaliikennettä on tarve aktiivisesti monitoroida 
virhetilanteiden varalta. Monitorointia varten useat väliohjelmistot sisältävät jonkinlaisen 
valvontamahdollisuuden. Valvontamahdollisuus lokien kautta löytyy lähes jokaisesta so-
velluksesta. Lokia visuaalisempaan monitorointiin tarvitaan kuitenkin käyttöliittymä. In-
tegraatiotyökaluille löytyykin useita tuotteistettuja sanomaseurantaratkaisuja. Osa ratkai-
suista voi olla väliohjelmistoon sisäänrakennettuja, kuten esimerkiksi SAP-ohjelmistolla 
(kuva 13). Sanomaseurannan avulla sanomien kulkua voidaan seurata käyttäjäystäväl-
lisemmässä muodossa, sekä virheet voidaan havaita reaaliaikaisesti. Sanomaseuran-
nan ominaisuuksista riippuen sanomia voidaan tarkastella jopa sisällöltään. Monitoroin-
tia suorittavat usein palvelua ylläpitävän yrityksen palvelupisteiden valvontahenkilöstö. 
 
Kuva 13 – Esimerkki sanomamonitoroinnista SAP-ohjelmistolla [15.] 
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4 Sovellusadapterin toiminta ja ympäristö 
Sovellusadapterin paikallinen toimintaympäristö on palvelin, jolle adapteri on asennettu. 
Kuitenkin adapterin tehtävä on toimia sovelluksen ja integraatiokeskuksen välillä, joten 
myös integraatiokeskus on olennainen osa adapterin toimintaa. Tässä esimerkkitapauk-
sessa kuvattu integraatiokeskus, jonka osana sovellusadapteri toimii sisältää IBM:n sekä 
Digian valmistamia integraatioväliohjelmistoja.  
4.1 Sovellusadapteri 
Sovellusadapteri on rajapintakomponentti integraatiokeskuksen ja tämän ulkopuolisten 
palvelinten välillä. Sovellusadapteri on Javalla toteutettu applikaatio, joka toimii palveli-
mella ympäristöstä riippuen Windows-palveluna tai Unix-pohjaisissa käyttöjärjestelmissä 
palveluprosessina (daemon). Sovellusadapterit ovat osapuolikohtaisia, jolloin jokainen 
sovellusadapteri vaatii uniikit konfiguraatiot. Sovellusadaptereiden tarkoitus on saada yk-
sittäiset palvelimet ja näiden järjestelmät osaksi integraatiokeskusta ilman, että itse ai-
neiston tuottavaan järjestelmään tai sovellukseen tarvitsee tehdä suuria muutoksia. So-
vellusadapteri on myös hyvin monipuolisesti muokattavissa, joka tuo tälle mahdollisuu-
den räätälöityihin lisätoiminnallisuuksiin. Sovellusadapterin pääasiallinen toiminta on kui-
tenkin tämän muodostama tiedonsiirto ja raskaammat aineistokäsittelyt pyritään aina 
suorittamaan integraatiokeskuksen välittäjäohjelmistojen avulla.  
Sovellusadapteri on vaihtoehtoinen sanomavälityskeino, jolle vaihtoehtoisia siirtotapoja 
ovat esimerkiksi FTP-, SFTP-lähetykset, tai HTTP-protokollan sanomavälitys. Sovellusa-
dapteri hyödyntää tekniikkana JMS-sanomavälitystä jonojen avulla. Etuina sovellusa-
dapterilla verrattuna suoriin tiedonsiirtoprotokoliin on mahdollisuus käsitellä aineiston si-
sältöä, automatisoida tiedonsiirto sekä parantaa sanomien kulkuvalvontaa adapterin si-
sältämien omien valvontatoimintojen avulla. Sovellusadapterilla pystytään suorittamaan 
aineistolle myös toimenpiteitä, kuten salauksen muodostus ja purku tai aineistomuun-
noksia. Sovellusadapteri hyödyntää toiminnassaan sille luotuja moduuleja, jotka ovat 
tehty suorittamaan eri tehtäviä. Moduulien yksinkertainen konfigurointi mahdollistaa mo-
nimuotoisia yksilöllisiä sanomien käsittelyprosesseja. 
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4.2 Sanomavälitys sovellusadaptereiden välillä 
Sovellusadapteri on integraatiokeskuksen ulkopuolisille palvelimille asennettava raja-
pintana toimiva komponentti. Tässä luvussa esittelemme kahden sovellusadapterin vä-
lisen sanomavälitysprosessin integraatiokeskuksen välittämänä. Integraatiokeskuksen 
rakenne ja palvelimet eivät ole vakiomuotoisia, vaan kyseisessä esimerkkitilanteessa 
on määritetty palvelinrakenne integraatiokeskukselle  
Sanomavälitys kahden sovellusadapteriosapuolen välillä tapahtuu seuraavasti: 
1. Lähettävällä palvelimella sijaitseva sovellus (kuva 14, sovellus 1) muodostaa ai-
neiston. 
2. Palvelimelle asennettu sovellusadapteri (kuva 14, adapteri 1) tunnistaa muodoste-
tun aineiston ja tälle määritettyjen konfiguraatioiden perusteella poimii muodostetun 
aineiston lähetyskäsittelyyn. Sovellusadapterin lähetyskäsittely asettaa aineistolle 
ohjelmiston määrittelemät JMS-parametrit. Parametreihin kuuluvat otsaketiedot si-
sältäen pakolliset JMS-parametrit, asetustason tason parametrit sekä itse sovelluk-
sen muodostama aineisto JMS-sanoman kuormaksi. Sovellusadapteri muodostaa 
yhteyden integraatiokeskuksen jonomanageriin (kuva 14, jonomanageri 1) ja lähet-
tää sanoman sovellusadapterin määritettyyn jonoon (kuva 14, jono 1) jonomanage-
ripalvelimella. 
3. Jonomanageripalvelimen (kuva 14, jonomanageri 1) vastaanottojono lähettävälle 
adapterille, on viitteellinen jono välittäjäpalvelimella sijaitsevalle jonolle (kuva 14, 
jono 3). Sanoma ohjataan täten suoraan välittäjäpalvelimen alaiselle toiselle jono-
managerille ja kirjoitetaan tämän alaisuudessa olevaan paikalliseen jonoon (kuva 
14, jono 3). Välittäjäohjelmisto (kuva 14, välittäjäohjelmisto) on konfiguroitu tarkkai-
lemaan määritettyjä jonoja ja lukee sovellusadapterin lähettämän sanoman paikalli-
sen jonomanagerin (kuva 14, jonomanageri 2) jonosta (kuva 14, jono 3). 
4. Välittäjä hakee sanomalle ohjaustiedot perustuen JMS sanoman asetustietoihin tie-
tokannasta (kuva 14, tietokanta) ja asettaa tälle lisäparametreja, kuten tiedon vas-
taanottajasta. 
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5. Välittäjä kirjoittaa sanoman jonoon, jota vastaanottavan palvelimen sovellusadap-
teri lukee (kuva 14, jono 2). 
6. Vastaanottavan palvelimen (kuva 14, palvelin 2) sovellusadapteri (kuva 14, adap-
teri 2) tutkii aktiivisesti sille määritettyä vastaanottojonoa (kuva 14, jono 2). Kun so-
vellusadapteri havaitsee sanoman jonossa, se poimii sanoman ja tuo sanoman 
adapterin (kuva 14, adapteri 2) vastaanottokäsittelyyn.   
7. Vastaanottavan palvelimen sovellusadapterin vastaanottokäsittelyn määrittelyn pe-
rusteella aineistolle toteutetaan standardit sekä kustomoidut vastaanottotoimenpi-
teet. Standardeihin toimenpiteisiin sisältyy esimerkiksi JMS-parametrien riisuminen 
sanomasta, mikä jättää vain kuorman lopulliseen sanomaan. Sanomalle voidaan 
vielä vastaanottovaiheessa suorittaa adapterin avulla toimenpiteitä, kuten salauk-
sen purkaminen tai aineistomuunnos. 
 
 
Kuva 14 - Sanomavälitys sovellusadaptereiden välillä 
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4.3 Valvonta 
Sovellusadaptereiden valvonta perustuu useaan valvontatasoon ja näiden komponent-
teihin. Valvontatasoja ovat 
 sovelluksen sisäinen valvonta 
 paikallinen valvonta 
 etävalvonta. 
4.3.1 Sovellusadapterin sisäinen valvonta 
Sovellusadapteri kirjoittaa toiminnastaan lokitietoa adapterin paikalliselle levylle (kuva 
15). Tämä lokitieto pitää sisällään ohjelman toiminnallisuudessa määritetyistä tapahtu-
mista kirjaa. Lokitapahtumat luokitellaan eri tasoisina, joista osa on täysin normaalitoi-
mintaa kuvaavia ja osa virhetilanteita. Nämä tapahtumat voivat olla tasoltaan DEBUG, 
INFO, WARNING, ERROR, FATAL. Jokainen taso kuvaa tapahtuman luonnetta viitteel-
lisesti. Lokitasot ovat osittain konfiguroitavissa ja osittain koodattuna ohjelmiston sisään. 
- DEBUG: Debug-lokirivi on manuaalisesti lisätty lisätieto ohjelmistossa. 
- INFO: Info tilaiset sanomat ovat sovellusadapterin normaaliin toimintaan liittyviä 
lokirivejä onnistuneista tehtävistä. 
- WARNING: Warning-tila usein varoittaa määrittelemättömästä muuttujasta, tai 
muusta ei vaarallisesta, muttei myöskään optimaalisesta havainnosta. 
- ERROR: Error-tilainen viesti on ilmoitus sovelluksessa tapahtuneesta virhetilan-
teesta. Tästä virhetilanteesta on usein mahdollisuus vielä palautua. 
- FATAL: Fatal-virhetila on odottamattoman virheen aiheuttama. Nämä virheet 
ovat yleisimpiä selvitystyötä tuottavia virheitä, joita tässäkin sovellusadapterin ke-
hitystyössä tullaan tarkastelemaan. Fatal-virheestä ei voida usein palautua auto-
maattisesti, vaan tämän kumoaminen vaatii manuaalisia toimenpiteitä. 
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Lokitiedostoa voidaan käyttää yleisesti tarkastaessa adapterin sanomaliikennettä, tai 
mahdollisia virheitä ja näiden syitä. Lokitiedostoihin tulostuva teksti voidaan määrittää, 
joko ohjelmakoodissa asti tai adapterin konfiguroitavissa moduuleissa. 
 
Kuva 15 - Sovellusadapterin loki 
4.3.2 Paikallinen valvonta 
Vaikka sovellusadapterin sisäiseen toimintalogiikkaan on sisällytetty tiettyjen virhetilan-
teiden varalta olevaa valvontaa, miten sovellusadapteri selviää tilanteista, joita se ei itse 
pysty havaitsemaan? Tätä tarkoitusta varten sovellusadapterille on kehitetty erillisenä 
valvontaprosessina toimiva valvontatyökalu.  
Valvontaprosessi valvoo sovellusadapterin tilaa ja tarvittaessa suorittaa adapterille ko-
mentoja. Valvontaprosessin toiminta perustuu määräajoin adapterin muodostamien tilaa 
kuvaavien tiedostojen tutkintaan. Osa sovellusadapterin tiloista, joihin valvontaprosessin 
täytyy reagoida, ovat virheen sijaan ennalta määritettyjä ominaisuuksia. Näihin sisältyvät 
esimerkiksi ajoitettu uudelleenkäynnistyminen tai sovellusadapterin versio- tai konfigu-
raatiopäivityksen jälkeinen uudelleenkäynnistäminen. Erikoistilanteen sattuessa sovel-
lusadapteri saattaa kuitenkin jäädä ennalta määrittelemättömän syyn johdosta virheti-
laan. Koska adapterin tilan valvonta perustuu tämän kirjoittamiin tilatiedostoihin, voidaan 
jumittuneelle adapterille suorittaa uudelleenkäynnistys vanhentuneen tilatiedoston pe-
rusteella. 
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4.3.3 Etävalvonta 
Etävalvonta on yksi monipuolisimmista sovellusadapterin valvonnan osa-alueista. Sovel-
lusadapteri sijaitsee usein palvelimilla, joille ei välttämättä ole pääsyä, joten sovellusa-
dapterin etähallittavuus ja virhetilanteiden ennakoinnin työkalut ovat hyvin tärkeässä roo-
lissa. 
Sovellusadaptereiden toimintaa valvotaan integraatiokeskuksen osana olevan valvonta-
palvelimen avulla. Valvontapalvelimelle asennettu hallintaohjelmisto valvoo sovellusa-
daptereiden lähettämiä herätesanomia (kuva 16). Sovellusadaptereiden valvonta perus-
tuu herätesanomiin, joiden tehtävä ei ole pelkästään ilmoittaa adapterin päällä olosta, 
mutta myös tuoda tietoa adapterin tarkemmasta tilasta. Herätesanoman saapumista 
tarkkaillaan myös ajallisesti, joten mikäli adapteri ei lähetä herätesanomaa tietyn ajan 
sisään, tästä nostetaan varoitus ja tämän jälkeen hälytys. Valvontapalvelin tarkkailee ak-
tiivisesti jonomanagerille määritettyä hallintajonoa, jonne kaikki sovellusadapterit lähet-
tävät herätesanomansa. Herätesanomat eritellään JMS-parametrien avulla osapuolikoh-
taisesti. 
 
Kuva 16 – Herätteiden sanomavälitys hallintapalvelimen ja adapterien välillä 
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Sanomaliikennevalvonta 
 
Sovellusadapterin lähettämää, kuten kaiken muunkin integraatiokeskuksen läpi kulkevaa 
liikennettä voidaan tarkkailla tietokannan tai käyttöliittymän avulla. Monitorointia varten 
integraatiokeskukselle on kehitetty erillinen käyttöliittymä visualisoimaan tietokantojen 
kautta tapahtuvaa toiminnallisuutta. Sanomat integraatiokeskuksen läpi kulkiessaan jät-
tävät tietokantaan tiedon sanoman kulusta. Näitä tietoja voi käyttäjäystävällisemmin seu-
rata tietokannan lisäksi myös graafisella käyttöliittymällä. Käyttöliittymään pääsevät kä-
siksi integraatiokeskuksen ylläpitävä henkilöstö. Käyttöliittymän avulla sanomien moni-
toroinnin lisäksi, voidaan suorittaa myös laaja-alaisesti ylläpito-operointia. Näihin kuulu-
vat mm. sanomien uudelleenlähetys, sanomien tilan vaihto, osapuolten tietojen päivitys 
sekä sovellusadaptereiden etäpäivitysten hallinta. 
 
Jonovalvonta 
Sovellusadapterin jonot ovat jonomanagerille määritettyjä objekteja, joita voidaan valvoa 
valvontapalvelimella sijaitsevan valvontaohjelmiston avulla. Valvontaohjelmisto toimii 
sovellusadaptereiden keskuksena valvoen hälyttäviä merkkejä jonon toiminnassa. Jo-
non ominaisuuksista voidaan tarkkailla esimerkiksi jonon syvyyttä tai vanhimman sano-
man ikää jonossa. Nämä valvonnan hälytysrajat voidaan määrittää valvontapalvelimella 
tarpeelliseksi nähdylle tarkkuudelle, tai pitää oletuksena. 
Levytilavalvonta 
Vaikka adapterin lähettämät herätesanomat toimivat indikaattorina adapterin tilasta, 
myös adapterin tilannepäivitys tehdään näiden sisällön avulla. Tämän kuorman mukana 
adapteri lähettää myös tiedon käytettävissä olevasta levytilasta. Mikäli levytila uhkaa lä-
hestyä alle sallitun rajan, lähettää adapteri tästä tiedon valvontapalvelimelle. Valvonta-
palvelin nostaa tästä hälytyksen, jotta valvontahenkilöstö huomaisi tilanteen ja reagoisi 
siihen tarvittaessa.  
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5 Nykytila ja ongelman kuvaus 
Tarve sovellusadapterin valvonnan kehittämiselle on ilmennyt ajan myötä. Sovellusa-
dapteri sisältää sille jo kehitysvaiheessa luodun valvontaympäristön ja sisäänrakennetun 
valvonta toiminnallisuuden, joka kuvattiin luvussa 4.3. Vaikka olemassa oleva valvonta 
kattaa useita virhetilanteita, kaikkiin mahdollisiin tilanteisiin ei ole valvonnan työkalut yl-
täneet. Jokainen tilanne kyllä havaitaan, mutta millaisessa ajassa? Mikäli virhetilanne 
osuu kriittisen järjestelmän tiedonsiirtoon, voi tästä olla haittaa suuremmassakin skaa-
lassa ja virheen vaikutus näkyä jopa liiketoiminnassa asti.  
Sovellusadapterin virheselvitys tuottaa manuaalista työtä, joka taas vaatii aina henkilö-
resursseja pois jostain muusta työstä. Ongelma sovellusadapterin valvonnan kehittämis-
keinoista nousi esille tilanteessa, jolloin sovellusadapterin virhetilannetta ei havaittu, en-
nen kuin järjestelmien välinen tiedonsiirron puute huomattiin vastaanottavan tahon toi-
mesta. Tämän johdosta tilanne nostettiin esille ja ongelmasta päätettiin tehdä laajempi 
selvitystyö.  
Selvitystyölle määritettiin seuraavia tavoitteita: 
 Ratkaisu parantaa valvonnan nykytilaa. 
 Implementointi toimintaympäristöön on mahdollisimman yksinkertaista. 
 Se on toteutettavissa resurssien puitteissa. 
Kaikki ongelmat eivät kuitenkaan ole olleet näin vakavia kuin edellinen esitelty tapaus. 
Kuitenkin jokainen pienikin poikkeama normaalista tulisi havaita automatisoidusti. Usein 
korjaavia toimenpiteitä ei voida suorittaa aina automatisoidusti, mikä johtuu ongelmien 
laajasta kirjosta sekä valvontatyökalujen hajanaisuudesta. Automatisoitu valvonta aut-
taisi kuitenkin välttämään tilanteet, joissa virhettä ei ole edes pystytty havaitsemaan jär-
kevässä aikaikkunassa. Ongelmalle lähdettiin etsimään hyvin avoimin mielin ratkaisu-
vaihtoehtoja. 
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6 Vaihtoehtojen kartoitus 
Selvitystyö vaihtoehtojen kartoittamiselle aloitettiin palaverilla, jossa ongelmaa pohdittiin 
eri näkökulmista. Ongelman ratkaisulle ehdoteltiin monenlaisia vaihtoehtoja, joiden hyviä 
ja huonoja puolia sekä toteutuskelpoisuutta arvioitiin.  
6.1 Vaihtoehtojen kartoitus 
Vaihtoehtojen kartoitus oli monivaiheinen. Tätä kyseistä ongelmaa oli tutkittu jo ennen 
tätä selvitystä, mutta tuolloin mitään toimenpiteitä ei päätetty vielä tehdä. Ongelman tois-
tuessa päätös toteuttaa valvonnan parantamisen selvitys lopulta tehtiin. Selvitystyö alkoi 
tutkimalla, mitä ratkaisuja aiemmissa selvitystilanteissa oli harkittu. Ensimmäiset suun-
nitelmat olivat kehitystyöpohjaisia ratkaisuja, mutta tämän tutkinnan myötä harkittiin 
myös tuotteistettuja ratkaisuja. 
6.2 Tuotteistetut ratkaisut 
Vaihtoehtoja kartoittaessa yksi vaihtoehdoista oli ulkoistetun osapuolen ratkaisun hyö-
dyntäminen. Valvontaohjelmistoja on markkinoilla useita, joita monet yritykset onnistu-
neesti käyttävät. Näistä tuotteistetuista vaihtoehdoista valitsimme selvitykseen ohjelmis-
tot Splunk sekä Logstash. Molemmat ohjelmistot olivat yritystasollamme käytettyjä 
muissa projekteissa, minkä vuoksi nämä nousivat ensimmäisiksi vaihtoehdoiksi esille. 
6.2.1 Splunk 
Splunk on samaa nimeä kantavan yrityksen ohjelmistotuote, jonka pääasiallinen käyttö-
tarkoitus on datan analysointi, haku ja monitorointi. Splunk on ohjelmistotyökalu, jolla 
käyttäjä voi selkeyttää vaikealukuista tietokoneen generoimaan dataa selkeämmin hal-
linnoitavaksi. Splunk voidaan automatisoida tutkimaan tietyn palvelimen määritettyä re-
surssia ja raportoimaan tämän tuloksista määritetylle Splunk-palvelimelle, jonka tuloksia 
voidaan monitoroida web-käyttöliittymästä.  
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Kuten monet muutkin ohjelmistotarjoajat, myös Splunk tarjoaa ohjelmistoaan SaaS 
(Software as a service) -mallisena pilvipalveluna. Tässä selvityksessä päädyimme pilvi-
alustan valintaan yksinkertaisen käyttöönoton vuoksi (kuva 17). Tuotteeksi valitsimme 
Splunk Lightin, koska tämä sisälsi tarpeelliset ominaisuudet testaukseen. Testiympäris-
tönä datan poiminnalle käytettiin Windows-työasemaa. 
 
Kuva 17 – Splunk-pilviympäristö [16.] 
 
Splunkin pilvipalvelun käyttöönotto sujui ohjelmiston sivuston tarjoamien asennusohjei-
den avulla hyvin sujuvasti. Splunk-pilviympäristössä koostuu lähinnä pilvessä sijaitse-
vasta palvelusta, joka hoitaa kaiken datan prosessoinnin (indeksointi, haku ja analy-
sointi).  
Datan siirtäminen pilveen tapahtuu Splunkin tarjoamalla aineistovälittäjällä (universal for-
warder), joka asennetaan Windows-ympäristössä palveluksi. Aineistovälittäjän rooli on 
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hyvin samankaltainen kuin sovellusadapterin, eli toimia rajapintana ohjelmiston ja palve-
limen välillä. Aineistovälittäjä asennuksen jälkeen autentikoidaan Splunkin pilven 
kanssa, jonka jälkeen yhteys pilven ja kohdekoneen välillä oli luotu. Aineistovälittäjän 
konfigurointi tapahtui Splunkin web-käyttöliittymän kautta. Tässä tilanteessa tutkittava 
resurssi haluttiin määrittää hakemistoksi, johon sovellusadapteri tuottaa järjestelmäloki-
aan (kuva 18). 
 
 
Kuva 18 - Testihakemiston lisäys datan lukukohteeksi 
Hakemistosta noudettua dataa voidaan hyödyntää hakuehdoin, kuten etsimällä aineis-
toja, joiden sisällöstä löytyy merkkijono ”INFO” (kuva 19). Tämä haku voidaan myös tal-
lentaa hälytykseksi (Alert), jolla voidaan valvoa määriteltyjen ehtojen täyttymistä. Ehtoina 
voi olla esimerkiksi, että kyseisen kyselyn tulos palauttaa yli viisi osumaa. Valvonta to-
teuttaa tämän jälkeen määritetyt reaktiot, kuten esimerkiksi lähettää sähköposti-ilmoituk-
sen virheestä. Tarkasteluvälin voi joko ajastaa haluamakseen tai määrittää aktiiviseksi 
valvonnaksi. 
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Kuva 19 – Splunk-haku 
 
Splunk tuntui testauksen jälkeen hyvin monipuoliselta ja viimeistellyltä työkalulta. Käyttö 
ja optimaaliset hakuehdot olivat kuitenkin ensimmäistä kertaa käyttävälle henkilölle hie-
man hankalia muodostaa, mutta tuohonkin nähden ensikertalainen pääsi jo pitkälle.  
Tässä tilanteessa ratkaisevaksi tekijäksi määräytyi kuitenkin ohjelmiston maksullisuus, 
sekä tämän käyttämien aineistovälittäjien asentamisen ja yhteyksien avaamisen tuoma 
työmäärä. Aineistovälittäjien asentaminen olisi vaatinut erillisiä lupia eri kohdepalveli-
mien hallinnoijilta edes asentaa kyseinen uusi prosessi palvelimelle. Myös palomuureille 
olisi jouduttu tekemään lukuisia porttikonfiguraatioita aineistovälittäjän ja Splunkin ohjel-
miston välille. Splunk vaikutti kyllä varteenotettavalta kokonaisvaltaiselta valvontaratkai-
sulta, mikäli kyseessä olisi täysin uuden ympäristön pystytys. Splunk toimii myös opti-
maalisesti ympäristössä, jossa valvottavien palvelinten määrä ei ole niin suuri. 
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6.2.2 Logstash 
Splunkin ollessa tietoisesti maksullinen vaihtoehto valmisohjelmistojen piirissä, lähes-
tyimme seuraavaksi avoimen lähdekoodin Logstashia. Ohjelmisto oli etäisesti tuttu työ-
väline, jota on käytetty toisessa yhteydessä väliohjelmistojen lokihallintaan.  
Logstashin selvityksen kanssa alkoi heti sen roolin määrittäminen. Mihin ohjelmisto oi-
kein kykenisi? Lisäselvityksen jälkeen ohjelmisto ei kuitenkaan tuntunut soveltuvan tar-
vitsemaamme tilanteeseen, mikä johtuu sen roolista olla enemmän lokien kerääjä ja uu-
delleenmuotoilija kuin näiden analysoija ja visualisoija. Ohjelmisto toimi enemmän pai-
kallisena työvälineenä kuin keskitetystä pisteestä hallittavalta etäpalvelimilla sijaitsevien 
lokin läpikävijältä. Tämän lisäksi ohjelmisto toimi oikeastaan vain osakomponenttina 
siitä, mitä Splunk teki. Täyteen käyttökokemukseen olisi vaadittu useampi lisäohjelmisto, 
joita Logstashia hallinnoiva yhtiö Elastic myös tarjoaa (kuva 20). Tämän lisäkompleksi-
suuden vuoksi päätimme jättää Logstashin pois vaihtoehdoista. 
 
Kuva 20 - Logstashin rooli elastic-ekosysteemissä [17.] 
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6.3 Kehitystyötä vaativat ratkaisut 
Vaikka pyörää ei kannattaisi keksiä uudelleen, tuovat valmisratkaisut silti usein rajoit-
teita. Nämä rajoitteet olivat tämän työn tapauksessa vaikea mahduttaa työn määritysten 
alaisuuteen. Ideaalein ratkaisumalli olisikin kehitystyö, mutta mihin tämä voitaisiin koh-
distaa. Kehitystyötä suunnitellessa tuli huomioida, ettei tämän muutoksen vienti ympä-
ristöön aiheuttaisi riskejä nykyisen ympäristön toiminnalle. Tämän vuoksi kehitysratkai-
sut tulisivat olla itsenäisiä toiminnallisuudeltaan häiritsemättä nyky-ympäristön tilaa. 
6.3.1 Adapterin jatkokehitys 
Sovellusadapterin ollessa Javalla toteutettu ohjelmisto tämän jatkokehitys nousi luonnol-
lisesti myös esille. Adapterin lähdekoodien ollessa saatavilla ohjelmistolle olisi mahdol-
lista kehittää uutta toiminnallisuutta ohjelmistokehityksen kautta. 
Adapterin sovelluskehityksessä nousi kuitenkin pinnalle useita haasteita. Mikäli ohjel-
mistoa päädyttäisiin jatkokehittämään, tarkoittaisi tämä käyttöönotossa sovelluksen uu-
delleenasentamista jokaiselle muutoksen alaiselle adapteriosapuolelle. Kyseisessä so-
vellusadapterin toimintaympäristössä adapteriasennuksia on useita satoja. Uudel-
leenasennusprosessi olisi tässä tilanteessa suhteellisen työläs ja aikaa vievä operaatio, 
mistä johtuu palvelinten hajautetusta omistajuudesta sekä näille pääsystä.  
Olennainen ongelma adapterin sisäänrakennetun virhekäsittelyn parantamisessa oli 
myös se, kuinka adapteri pystyy vikatilanteessa havainnoimaan ongelman, mikäli toi-
minta on häiriintynyt jostain adapterin toimintaa vahingoittavasta virheestä. Näitä voisivat 
olla esimerkiksi adapterin muistin loppuminen tai adapterin sammuminen ilman valvon-
taprosessin päällä oloa. Näiden syiden johdosta selvityksessä päätettiin etääntyä adap-
terin valvonnassa adapterin ulkopuolelle. 
6.3.2 Valvontaprosessin jatkokehitys 
Adapterin jatkokehityksestä poiketen valvontaprosessi olisi adapterista ulkoinen rat-
kaisu, jolloin tähän ei kohdistuisi samoja ongelmatilanteita kuin adapterille. Valvontapro-
sessin kehityksessä esiintyi kuitenkin omat haasteensa. Ensimmäisenä seikkana valvon-
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taprosessia tutkiessa esiintyi tämän asennusympäristökohtaiset eroavaisuudet. Riip-
puen oliko sovellusadapteri asennettu Windows- tai Unix-pohjaiseen järjestelmään, oli 
sovellusadapterien tekninen toteutus hyvin poikkeava toisistaan. Windows-ympäristössä 
valvontaprosessi toimi Windows-palveluna, kuten sovellusadapteri. Unix-ympäristössä 
kuitenkin valvontaprosessi oli toteutettu ajastetulla skriptillä. Tämä vaikuttaisi jo siihen, 
että ympäristökohtaisesti ratkaisu jouduttaisiin toteuttaa samalla logiikalla kahtena erilli-
senä teknisenä toteutuksena.  
Valvontaprosessin jatkokehityksellä olisi myös sama haaste kuin adapterin jatkokehityk-
sellä käyttöönottovaiheessa. Käyttöönotossa Windows-ympäristöissä valvontaprosessi 
tulisi uudelleenasentaa. Tämä toisi jälleen hajanaisessa ympäristössä eri tahojen hallin-
noimien palvelimien sovelluspäivityksistä haasteellisen. Lisäksi nämä muutokset valvon-
taprosessiin tai adapteriin eivät täyttäisi määrittelyn ehtoa, ettei ympäristön nykytilaan 
koskettaisi. 
6.3.3 Status-sanomiin pohjautuva valvontajärjestelmä 
Siirrettäessä painopistettä ulos jo toteutettujen ohjelmistojen muokkauksesta pyrittiin rat-
kaisu löytämään rakentamalla valvontaratkaisu näiden tuotteiden ulkopuolelle. Valvon-
nasta alettiin suunnitella mallia, jossa sovellusadapterin palvelinympäristö toimisi yh-
dessä integraatiokeskuksen kanssa valvonnan kokonaisympäristönä. Tämän tyyppistä 
ratkaisua oli ehditty pohtia jo ennen tämän insinöörityön aloittamista ja tästä ratkaisusta 
oli ehditty tehdä esitys, jota ei koskaan lähdetty kuitenkaan toteuttamaan. Valvontarat-
kaisuehdotukseksi esitettiin seuraavaa toteutusta (kuva 21). 
- Valvonta tapahtuisi sovellusadapterin palvelimelle luodulla skriptillä, joka tarkas-
telisi adapterin lokia ja havaitsisi tästä virheitä. 
- Virheistä raportoitaisiin määritetyin aikavälein statusviestien avulla integraa-
tiokeskuksen hallintapalvelimella sijaitsevalle valvontaohjelmistolle. 
- Integraatiokeskuksen puolelle kehitettäisiin Javaan pohjautuva työkalu, jolla olisi 
oma web-käyttöliittymä adaptereiden tilan esittämiseen.  
- Lisäksi mahdollisista häiriöistä tehdään käyttöliittymän toimesta virhetilanteissa 
selvityspyyntö sähköpostilla. 
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Kuva 21 – Adapteri-hallintapalvelinpohjainen valvontajärjestelmä 
Kehityssuunta idealle alkoi tässä vaiheessa tuntumaan oikealta. Ideaa alettiin tarkemmin 
läpikäymään ja pohtimaan sen eri puolia. Ratkaisumallia tarkastellessa otettiin esille lo-
kikäsittelyn sijainti ja statusviestit sekä web-käyttöliittymä. Mikäli lokien käsittelyskripti 
sijaitsisi sovellusadapterin palvelimella, asennus jouduttaisiin tekemään useaan eri koh-
teeseen. Sovellusadapterin palvelinympäristö on myös hyvin vaihteleva, jonka takia 
skripti pitäisi joko tehdä käyttöjärjestelmäriippumattomaksi tai kehittää jokaiseen ympä-
ristöön oma käsittelynsä. Myös skriptin vienti palvelimelle ja ajastus tulisi hoitaa palve-
linkohtaisesti. 
Lisäksi skriptin tulisi olla käsittelyltään hyvin kevyt, jotta tämä ei kuormittaisi ulkopuolisia 
palvelimia, jotka eivät ole integraatiokeskuksen valvontahenkilöstön hallinnassa. Skriptin 
suunniteltiin lähettävän tilaviestejä tarkastuksen ohella, joilla indikoitaisiin adapterin tar-
kastuksen hetkistä tilaa. Tämä tarkoittaisi valvontapalvelimelle luotua vastaanottoa ja 
jatkokäsittelyä näille valvontasanomille. Tähän tarkoitukseen oli suunnitteilla kehittää Ja-
valla sovellus, jolla olisi käyttöliittymä integraatiokeskuksen päässä. Sovellus, joka käsit-
telisi sanomat, toimisi yhteistyössä web-käyttöliittymän kanssa.  
Kuitenkin tarve erilliselle käyttöliittymälle jäi hieman kyseenalaiseksi. Mikäli sähköposti-
pohjaisia hälytyksiä käytettäisiin, mikä olisi käyttöliittymän rooli, jos virheestä on tehty jo 
ilmoitus? Tuolloin käyttöliittymän tarkkailukin vaatisi aktiivista valvontaa tai tämän rooli 
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jäisi olemattomaksi. Kehitysidean kritiikistä huolimatta tämä toteutusmalli alkoi antaa 
suuntaa uudelle idealle.  
6.3.4 Lokitarkasteluun pohjautuva valvonta 
Perustuen adapterin ja hallintapalvelimen väliseen yhteistoiminnalliseen valvontajärjes-
telmään syntyi jatkokehitysidea käsittelylle. Lokia tarkasteleva skripti olisi edelleen olen-
nainen osa käsittelyä, mutta tämä siirrettäisiin ulkoisilta palvelimilta integraatiokeskuksen 
päähän. Näin käsittely saataisiin keskitettyä yhteen ympäristöön, jolloin ratkaisua ei tar-
vitsisi kehittää usealle käyttöjärjestelmälle. Myös valvontapalvelimelle pääsy on integ-
raatiokeskuksen ylläpitohenkilöstöllä mahdollista, jolloin skriptin ajoympäristö on täysin 
hallittavissa. Skriptin kuormituskin saadaan näin siirrettyä pois ulkoisilta palvelimilta. Lo-
kit, jotka sijaitsevat ulkoisilla palvelimilla, noudettaisiin palvelimelta hyödyntäen JMS-sa-
nomavälitystä, jota sovellusadapterit käyttävät normaalissa sanomavälityksessä. Virhe-
tilanteeksi tulkittaisiin joko lokilta löydetyt virheet tai lokin noutamisvirhe. Näin huomioi-
taisiin laaja-alaisesti virhetilanteita palvelimen yhteysongelmista sovellusadapterin lokin 
virhetilanteisiin. Valitun ratkaisun teknistä osuutta aloitettiin konkreettisesti toteuttamaan 
loppukesästä 2016. 
7 Toteutus 
Valituksi ratkaisuksi päätyi sovellusadapterin lokeihin pohjautuva käsittely valvontapal-
velimella. Ratkaisussa hyödynnettäisiin integraatiokeskuksen ympäristöä ja ohjelmistoja 
sekä luotaisiin lokia tarkastelevia bash-skriptejä. Tässä luvussa käsitellään idean toteu-
tusta prototyypiksi testiympäristöön, testausprosessia ja tämän tuloksia. 
7.1 Suunnittelu 
Visio lokitarkastelusta oli jo alkuvaiheessa korkealla tasolla selkeä, mutta yksityiskohdat 
eivät olleet ratkaisulle vielä valittu. Selvää kuitenkin oli, että toteutus olisi pystytty toteut-
tamaan usealla eri menetelmällä. Suunnittelu lähtötilanteessa oli seuraava. 
- Skripti ajastetaan ajettavaksi kerran päivässä per määritelty osapuoli. 
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- Skripti ottaa parametrinaan osapuolen nimen, joka halutaan tutkia. Kutsuessa 
skripti aktivoi noudon X -sovellusadapterin lokeille ja sovellusadapteri palauttaa 
ne integraatiokeskukselle.  
- Lokin saavuttua skripti jatkaa ottamalla lokin käsittelyyn ja käymällä tämän läpi.  
- Läpikäynnin jälkeen hälytystiedostoon lisätään rivi lokin läpikäynnistä riippumatta 
oliko virheitä tai ei.  
- Kaikki adapterit kirjoittavat tuloksensa samaan raporttiin ja raportti lähetetään 
kerran päivässä valvovalle henkilöstölle tukipalveluun.  
Suunnitteluvaiheessa skriptiä aloitettiin jo testimielessä kehittämään, jotta ideoita saatiin 
testattua. Rakentaminen skriptille alkoi lokikäsittelystä. Skripti ensin poimi lokin määrite-
tystä sijainnista, jonne testimielessä tämä oli manuaalisesti tuotu. Skripti otti aineiston 
käsittelyyn, kävi tämän läpi ja teki merkinnät raporttiin. Lokin käsittelyn jälkeen loki pois-
tettiin, mutta raportti säilytettiin. Samaan raporttiin kirjoitettiin kaikkien osapuolten rapor-
tit, oli virheitä tai ei. Tarkasteluiden lopuksi suunnitteilla oli ajastaa erillinen sähköposti-
lähetys raportille, jonka jälkeen raportti poistettaisiin. 
Käsittelyn muokkaus kävi läpi monta iteraatiota, jossa arvioitiin käsittelyn eri aspekteja, 
kuten tulisiko virheet listata eriteltyinä ja ennalta määriteltyinä vai raportoitaisiinko kaikki 
virheet. Skriptin toimintoja jaettiin useaan osaan näiden toimien vuoksi, ja lopullinen jako 
pilkkoi käsittelyn kolmeen erilliseen skriptiin. Käsittelylle päätettiin tehdä käynnistys-
skripti, jotta käsittelyllä olisi eräänlainen kontrolleri, joka hallitsisi lokikäsittelyn käynnis-
tämistä. Lisäksi hälytysraportista tehtiin osapuoli- ja tarkastuskohtainen, sekä se lähetet-
tiin tarkastuksen läpikäynnin jälkeen vain virhetilanteissa. 
Sähköpostilähetys poimittiin olemassa olevasta Pythonilla kirjoitetusta toteutuksesa, jota 
käytettiin toisessa yhteydessä valvontapalvelimella geneerisesti sähköpostien lähetyk-
seen. Python skriptiä kutsumalla skriptille annettiin parametreina lähettäjä, vastaanot-
taja, otsikko sekä itse sähköpostin viestisisältö.  
Suurimpana haasteena käsittelyn suunnittelussa oli lokien nouto etäpalvelimelta integ-
raatiokeskukselle ja näiden paikallistaminen levyltä. Sovellusadaptereiden lokien nou-
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dolle oli jo olemassa toteutus, jolla saatiin valvontatyökalulla kutsuttua adapteria palaut-
tamaan lokitiedostot. Tätä ominaisuutta käytetään integraatiokeskuksen päivittäisessä 
ylläpitotyössä manuaalisesti. Lokitiedostot palautettiin kuitenkin usealta päivältä ja pa-
kattuna zip-formaattiin. Lokitarkastelun käsittelyn olisi tässä tilanteessa tarvinnut purkaa 
tuo paketti ja valita sieltä oikean päivän lokitiedosto. Tässä tilanteessa yksinkertaisem-
malta tuntui kehittää muokattu lokikäsittely, joka asennettaisiin etäpäivityksenä adapte-
rille ja liitettäisi osaksi adapterin vastaanottomoduulia, jossa nykyinenkin lokikäsittely si-
jaitsee.  
Lopullisena suunnitelmana käsittelyn kokonaiskuva ja toimintojen jaottelu saatiin kasaan 
(kuva 22). 
 
Kuva 22 – Ylätason suunnitelma lokikäsittelystä 
 
7.2 Ympäristöön kohdistuneet toimenpiteet 
Määrittelyiden jälkeen tiedossa oli tarvittavat lisäykset ja muutokset ympäristöön käsitte-
lyn mahdollistamiseksi. Selkein toimenpiteistä oli käsittelyskriptien tuominen valvonta-
palvelimelle. Valvontapalvelimelle tehtiin sopivaan sijaintiin hakemisto, johon tuotiin loki-
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käsittelyn skriptit sekä tehtiin käsittelyn väliaikaishakemistot aineistoille. Skriptejä testi-
vaiheessa ajettiin suljetussa Unix-pohjaisessa testiympäristössä, mutta kun testaus eteni 
tarpeeksi pitkälle, tuotiin skriptit testattavaksi lopulliseen testiympäristöön. 
Lokihaku suunniteltiin toteutettavaksi sovellusadapterin moduuliin tehtävällä lisäyksellä, 
jonka logiikka palauttaisi halutun lokin oikeassa formaatissa. Sovellusadaptereiden kon-
figuraatiot kyseisellä moduulilla ovat yksilöllisiä, joten tämä tarkoitti, että tuo moduulin 
osuus jouduttiin osapuolikohtaisesti viedä etäpäivityksellä palvelimelle. Operaatio todet-
tiin kuitenkin riittävän yksinkertaiseksi, koska päivitys ei vaatinut palvelimelle pääsyä, 
vaan toteutettiin etäpäivityksenä. Ajallisesti yhden adapterin päivitys kesti testatessa 
noin 5-15 minuuttia. Päivityksen lisäksi kyseisen adapterin tunnus lisättiin asetustiedos-
toon, jota käynnistysskripti luki ja käytti käsittelyn käynnistämisen yhteydessä. 
Lokipyynnön lähetys toteutettiin hyödyntämällä integraatiokeskuksen valvontapalveli-
mella sijaitsevan sovellusadaptereiden hallintaohjelmiston ominaisuuksia. Ohjelmistolle 
pystyttiin sovellusadapterin tavoin määrittämään hakemistorajapinta, josta tämä poimisi 
aineistoja ja lähettäisi näitä konfiguraatioiden mukaisesti JMS-sanomina kohteille. Tässä 
tilanteessa määritimme uuden hakemistorajapinnan, johon skripti kirjoittaisi lokipyyntö-
tiedoston. Tiedostonnimi kyseiselle tiedostolle sisältää osapuolen nimen, jonka loki ha-
lutaan hakea ja tämä poimitaan regex-käsittelyllä ja parametrisoidaan JMS-vastaanot-
taja parametriksi. Lisäksi käsittely lisää JMS-parameterina tiedon operaatiosta, jolla vas-
taanottavan adapterin moduuli tunnistaa käytettävän moduulin operaation. Tässä ta-
pauksessa halusimme adapterin käyttävän moduuliin lisättyä käsittelyä, joka palautti yk-
sittäisen lokitiedoston tekstiformaatissa. 
Yhteenvetona toimenpiteet toiminnallisuuden pystytyksessä sekä adaptereiden lisäämi-
sestä valvonnan piiriin: 
Toimenpiteet valvonnan pystytyksestä (tehdään vain kerran per ympäristö): 
- Luo tarvittavat hakemistot skripteille ja tuo nämä palvelimelle. 
- Luo hakemistorajapinta sovellusadapterin hallintaohjelmistolla ja konfiguroi tämä. 
- Säädä hakemistojen ja skriptien oikeudet palvelimella sopivalle tasolle. 
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Toimenpiteet adapterin lisäyksestä (tehdään jokaiselle lisättävälle adapterille): 
- Lähetä adapterille etäpäivityksenä moduulilisäys yksittäisen lokin palautukselle.  
- Lisää kyseisen adapterin nimi asetustiedostoon. 
 
7.3 Lokikäsittely 
Tässä luvussa kuvataan lokikäsittelyn eri vaiheilta. Lokikäsittelyn vaiheet esitetään myös 
prosessikaaviona liitteessä (1). 
1. Käsittely aktivoidaan crontab:iin ajastetulla skriptillä ”startlogwatch”, joka valitsee 
osapuolen asetustiedostosta ja kutsuu käsittelyskriptiä välittäen parametrina tut-
kittavan osapuolen tunnuksen. Asetustiedosto käydään läpi rivi riviltä pitäen 15 
sekunnin tauko jokaisen rivin välillä. 
2. Käsittelyskripti ”logwatcher” alkaa tuottamalla hallintaohjelmistolle tiedoston, 
jonka tiedostonnimestä ilmenee osapuoli, jonka loki halutaan palauttaa. Aineisto 
kirjoitetaan hakemistorajapinnan lukukohteeseen. Tämän jälkeen käsittelyskripti 
asetetaan nukkumaan minuutin ajaksi, ja odottamaan lokin saapumista. 
3. Sovellusadaptereiden hallintaohjelmiston hakemistorajapinta poimii tiedoston kä-
sittelyyn ja asettaa sille JMS-parametrit. Parametreiksi asetetaan tieto lähettä-
jästä, aineistotyypistä, vastaanottajasta ja operaatiosta. Hallintaohjelmisto lähet-
tää aineiston sovellusadapterille JMS-sanomana, ja kirjoittaa tämän adapterille 
kohdistettuun saapuvien sanomien jonoon. 
4. Sovellusadapteri lukee sanoman jonosta ja ottaa sen vastaanottokäsittelyyn. 
Vastaanottokäsittelyssä sanoma tunnistetaan lisätyssä moduulin osuudessa yk-
sittäisen lokin noutosanomaksi. 
5. Sovellusadapteri poimii pyydetyn lokin, asettaa tälle välitykseen tarvittavat JMS-
parametrit lähettäjä, aineistotyyppi ja vastaanottaja, sekä lähettää tämän takaisin 
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integraatiokeskukselle. Integraatiokeskuksella sanoma päätyy arkistoon, joka si-
jaitsee valvontapalvelimella. 
6. Käsittelyskripti herää minuutin jälkeen jälleen aktiiviseksi ja ottaa yhteyden tieto-
kantaan. Tietokannasta suoritetaan kysely, jolla haetaan viimeisin kyseiseltä osa-
puolelta saapunut lokin ID. ID:tä käytetään palautetun lokin tiedostonnimenä ar-
kistossa. 
7. Mikäli käsittely löytää lokin arkistosta tietokannan palauttamalla ID:llä, tekee 
skriptin lokista kopion työhakemistoon. Mikäli lokia ei löydy, tämä tulkitaan virhe-
tilanteeksi, sähköpostihälytys lähetetään ja skripti lopettaa käsittelyn. 
8. Skripti aloittaa läpikäymään lokia rivi kerrallaan, etsien määritettyjä virhettä indi-
koivia merkkijonoja. Virheen löytyessä skripti kasvattaa kyseisen virheen lasku-
riarvoa yhdellä. 
9. Kun loki on läpikäyty, skripti etenee raportin muodostamiseen. Tässä vaiheessa 
tarkastetaan, onko raportoituja ongelmia esiintynyt. Mikäli virheitä on löytynyt ja 
virhelaskureiden jokin arvo on yli 0, tekee käsittely rivin virheestä ja tämän esiin-
tymismäärästä lokissa. Tämän lisäksi skripti lisää lokin rivimäärän lisätiedoksi ra-
porttiin. Mikäli virheitä ei löydy, käsittely päättyy, eikä hälytystä lähetetä. 
10. Kun raportti on kirjoitettu, kutsuu skripti sähköpostin lähetysskriptiä ”Sendemail” 
ja välittää raportin parametreineen eteenpäin. Käsittelyskripti poistaa raportin ja 
lokitiedoston käsittelyhakemistosta. Käsittelyskriptin toiminta päättyy. 
11. Sähköpostin lähettävä skripti käynnistyy ja saa parametreina lähettäjän ja vas-
taanottajan sähköpostiosoitteet, aiheen, sekä raportin sähköpostin viestiksi. Säh-
köposti lähetetään, ja käsittely päättyy. 
Automatisoidun toiminnan jälkeen lopputuloksena on virhetilanteesta aiheutunut sähkö-
postihälytys tukilaatikossa, jota seuraa integraatiokeskuksen valvontahenkilöstö. Val-
vontahenkilöstö tarkastaa hälytyksen aiheuttaneen tilanteen ja arvioi, vaatiiko se toimen-
piteitä. 
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7.4 Automatisointi 
Käsittelyä määrittäessä tärkeä osa käsittelyä oli automaattisuus. Valvonnasta haluttiin 
tehdä itsenäinen automaattisesti itseään toistava prosessi. Skriptien automatisointi to-
teutettiin ajastamalla skriptit cronin avulla (kuva 23). Cron on Unix-pohjaisissa käyttöjär-
jestelmissä toimiva työkalu, jolla voidaan ajastaa toimintoja. [18.] Automatisoinnin 
ohessa, cronin komentoon sisällytettiin tulostus skriptin toiminnalle erilliseen lokitiedos-
toon Unix-komennolla ”tee”. 
 
Kuva 23 – Cron-konfiguraatio [18.] 
 
7.5 Testaus 
Työtä pilotoitiin testiympäristössä kolmen sovellusadapterin avulla. Sovellusadapterit oli-
vat valittu niiden toimintojen perusteella sekä häiriöherkkyyden takia. Häiriöherkkyys 
syntyi tavallista monimutkaisemmasta toiminnasta, kuten salauksen muodostamisesta 
ja purusta, tai aineistomuunnoksien suorittamisesta. Yksi osapuolista oli taas hieman 
vähemmän häiriötä tuottava, joka otettiin mukaan tarkastamaan, ettei tämä tuottaisi hä-
lytyksiä. 
Skriptissä oli eriteltynä yleisimpiä salausvirheitä eriteltyinä, mutta viimeisenä ehtona ge-
neerinen FATAL-virheiden havainnointi, mikäli joku virheistä ei olisi ennalta määritetty. 
Fatal-virheet täten voisivat laskurissa olla muiden virheiden summa, mikäli nämä ovat jo 
määriteltynä. 
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Testivaiheessa skriptiä ajettiin manuaalisesti ja tukilaatikon sijaan sähköpostit ohjattiin 
omaan sähköpostilaatikkooni. Mikäli ajon aikana lokitiedostossa havaittiin virhetilanteita, 
näistä raportoitiin sähköpostilla (kuva 24). 
 
Kuva 24 - Lokiraportti löytyneistä virheistä 
 
Tilanteissa joissa adapterin lokitiedostoa ei saatu haettua syystä tai toisesta, syntyi myös 
sähköposti-ilmoitus (kuva 25). 
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Kuva 25 - Lokiraportin noutovirhe 
 
Tilanteissa, joissa virheitä ei havaittu, ei tuotettu sähköpostiraporttia. Suurin osa testauk-
sessa tapahtuneista tilanteista oli tämänkaltaisia, joten testauksessa jouduimme osittain 
luoda tahallisia häiriöitä sovellusadaptereille, jotta saimme ominaisuuksia testattua. 
Testauksen aikana ilmeni myös odottamattomia tilanteita. Eräs adapteri teki jatkuvaa 
toistoa info-tasoisesta ”virhetilanteesta” lokitiedostoonsa, joka kerrytti tälle moninkertai-
sesti lokirivejä päivässä verrattuna muihin tavallisiin osapuoliin. Tämä aiheutti lokiläpi-
käynnille huomattavaa viivettä kyseisen osapuolen kohdalla. Ongelmaa ei kuitenkaan 
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arvioitu vakavaksi, koska lokitarkastelu tapahtuu yhden kerran päivässä ja yöaikaan, jol-
loin tuloksen valmistuminen ei ollut niin aikakriittistä.  
Manuaalisen testauksen jälkeen sovellusadaptereiden valvonnan käynnistysskripti ajas-
tettiin ajettavaksi testiympäristöön päivittäin kello 23.45 alkaen. 
7.6 Toiminnan arviointi 
Skriptin toimintaa tarkkailtiin työn loppuvaiheessa ensin manuaalisten ajojen kautta ja 
tämän jälkeen ajastetusti. Testivaiheessa testauksen alaisilla sovellusadapterilla ei käy-
nyt juurikaan luonnollisia virhetilanteita, joten näitä pyrittiin luomaan itseaiheutetusti tes-
tauksen vuoksi. Ajot suoritettiin testiympäristössä, joten tämä ei tuonut riskejä tuotanto-
ympäristön toimintaan. Itseaiheutetut virheet eivät myöskään aiheuttaneet testiympäris-
tön siirroille haittaa. 
Skripti toimi testauksessa yleisesti kuten oli odotettu, mutta muutama huomio nousi tes-
tauksessa esille. Yksi testiosapuolista tuotti odottamattoman suuren lokitiedoston, joh-
tuen tämän lokille muodostuvista ylimääräisistä riveistä. Rivit muodostuivat eräiden ai-
neistokäsittelyiden aiheuttamasta jatkuvasta kierrosta. Rivejä esimerkkitapauksessa oli 
kertynyt 128 tuhatta kappaletta noin 19 tunnin aikana. Tämän aineiston läpikäynti kesti 
skriptiltä 28 minuuttia ja 20 sekuntia. Normaali lokitiedosto ilman virheitä oli samassa 
ajassa kerennyt kasaamaan vain noin 2000 riviä. Laskimme muutaman eripituisen lokin 
pohjalta aineiston keskimääräiseksi läpikäyntinopeudeksi noin 75 riviä sekunnissa. Pi-
dimme tätä läpikäyntinopeutta riittävänä ja jopa poikkeuksellisten isojen lokien läpikäyn-
tiaika ei ollut liian suuri. 
7.7 Jatkokehitysideat 
Lopullisen sovellusadapterin lokikäsittelyn rakentamisen jälkeen syntyi ideoita eri testat-
tujen lokikäsittelyn osioiden yhdistämisestä. Tuotteena esimerkiksi Splunk oli hyvin vii-
meistellyn oloinen. Mikäli tämän asettaisi toimimaan vain paikallisesti esimerkiksi valvon-
tapalvelimella ja lokien noudot suoritettaisiin samalla tekniikalla kuin toteutetulla skrip-
tillä, voisi valvontatyökalusta tehdä huomattavasti monipuolisemman. Tässäkin ideassa 
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kuitenkin tulee ottaa huomioon Splunkin tuomat ylimääräiset kustannukset, vaikka 
Splunkin omia adaptereita tai pilvipalvelua ei käytettäisikään. 
Testausvaiheessa ilmeni myös muutamia optimointikysymyksiä skriptille ja tämän ha-
vaitsemille virheille. Työssä toteutettu toteutus on suunniteltu kerran päivässä ajetta-
vaksi, jolloin virheen havaitsemisaika olisi maksimissaan noin 25 tuntia. Toki tämä on 
parannus nykytilaan, jossa virheen havainnointiin saattoi mennä huomattavasti enem-
män aikaa, mutta jatkokehityksessä skripti voitaisiin muokata ajettavaksi esimerkiksi tun-
nin tai kahden välein ja tuolloin tämä tarkastelisi vain tiettyä aikaväliä lokista. Tämä ke-
hitysidea on todennäköisesti seuraava edistysaskel tämän käsittelyn jatkokehityksessä. 
7.8 Tuotantoonsiirron suunnittelu 
Käsittelyn tuotantoonsiirto tulee noudattamaan samaa kaavaa kuin testiympäristöön 
asennus. Käsittelyn pystytys jouduttaisiin toteuttamaan kertaalleen, ja tämän jälkeen 
vastaavasti jokaiselle sovellusadapterille tulee suorittaa päivitystoimenpide, liittäessä 
näitä käsittelyn alaisiksi. Tuotantoympäristössä tulee kuitenkin ottaa huomioon mahdol-
lisimman optimaaliset päivitysajat, jotta sovellusadapterien läpi kulkeva liikenne ei häi-
riintyisi. Tuotantoonsiirron ajankohdaksi arvioidaan vuoden 2017 alkupuoliskoa. 
8 Loppusanat 
Sovellusadapterin valvonnan kehitys oli pitkään harkinnassa ollut toimenpide, jota läh-
dettiin lopulta suunnittelemaan alkukesästä 2016. Työssä tarkasteltiin eri toteutusvaihto-
ehtoja adapterin valvonnan kehitykselle ja näiden ominaisuuksia arvioitiin. Lopullisena 
ratkaisuna integraatiokeskuksen ja sovellusadapterin välille luotiin lokivalvontaan perus-
tuva valvontaproseduuri, joka hyödyntää integraatiokeskuksen olemassa olevia toimin-
toja sekä uutta skripteillä toteutettua toiminnallisuutta. Työtä kehitettiin ja pilotoitiin tes-
tiympäristössä loppuvuoden 2016 aikana. Insinöörityön lopputuloksena oli selvitystyön 
kautta valittu ratkaisuehdotus, joka toteutettiin pilottina testiympäristöön. Toteutus toi-
minnallaan tuo ympäristön nykytilaan tavoitellun parannuksen valvontaan automatisoi-
malla sovellusadaptereiden lokivalvontaa. Ratkaisu on myös suhteellisen helposti imple-
mentoitavissa ympäristöön, eikä vaadi suuria resursseja. Vaikka ratkaisulla ei voida kor-
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vata virheiden korjauksia, ratkaisu silti toimii hyödyllisenä työkaluna, jotta virheet havain-
noitaisiin entistä nopeammin ja työn lähtötilanteen luoneen ongelman kaltaisia tapauksia 
ei tulevaisuudessa tulisi vastaan. 
Insinöörityöprosessi oli kaikin puolin opettavainen kokemus. Kuvittelin lähtötilanteessa, 
että sovellusadapteri jonka parissa yksi- jos toinenkin työtunti on vierähtänyt, olisi tuttu 
kohde ympäristönsä kanssa. Kuitenkin työhön liittyvän teoriaosuuden avaaminen insi-
nöörityössä ohjasi tutustumaan tarkemmin näiden teknisiin yksityiskohtiin ja yleisesti 
koko ympäristön yhteistoiminnallisuuden kokonaiskuvaan. Työssä selvityksen alle otetut 
toteutukset toivat myös näkemystä tuotteistettujen ratkaisujen mahdolliseen hyödyntä-
miseen jossain toisessa yhteydessä. Lopullinen toteutus, joka päätettiin yksinkertaisen 
implementointimahdollisuutensa takia toteuttaa bash-skripteillä, ei myöskään kuulunut 
työn alkuvaiheessa vahvimpiin osaamisalueisiini. Työn ohessa skriptauksen syntaksi al-
koi pikkuhiljaa tuntumaan tutummalta ja käsittelyyn saatiin tätä myötä lisää ulottuvuuksia. 
Skriptausta kuitenkin tuki hyvin paljon ohjelmistokehitystausta Javalla ja yleisen ohjel-
mointilogiikan sisäistäminen. Työkaluna myös Splunk tuntui oikein mainiolta lyhyen tes-
tausperiodinsa aikana. Näkisin tuolle olevan paikkansa, jossain uudemmassa ympäris-
tössä, jossa tämän implementointi voitaisiin huomioida jo ympäristön pystytysvaiheessa. 
Työn suurimpana haasteena koin insinöörityön kirjoitusprosessin ja tämän aikataulun-
hallinnan. Kirjoitusprosessia vaikeutti hieman myös teknisen kuvauksen taso. Aiheen ol-
lessa hieman vieraampi, tekninen kuvaus yritettiin pitää sopivalla tasolla, jotta tämä olisi 
helpommin ymmärrettävissä. Työn kirjoitus vaati myös jatkuvaa harkintaa mitä pystyin 
työn salliman esitysluvan puitteissa kirjoittamaan. Haasteena olivat myös aluksi tuotteis-
tettujen ratkaisujen käyttöönotto näitä alun perin käyttämättä. Tekninen toteutus pääpiir-
teittäin valmistui valinnan jälkeen lopulta melko nopeasti, mutta selvitystyö uusien työka-
lujen kanssa ja näistä raportoiminen oli suhteellisen työläs kokemus. Teknistä toteutusta 
rakentaessa nälkä vain kasvoi, kun toteutus alkoi näyttämään konkreettisia tuloksia ja 
tämän vuoksi testailua välillä venytettiin pitkälle yöhön. Lopussa kiitos kuitenkin seisoi ja 
työ saatettiin valmiiksi. Sovellusadaptereiden parissa työ kuitenkin jatkuu vielä tämän 
parissa, joten implementointivaihe ja mahdollinen jatkokehitys ovat vielä edessä. 
Sovellusadaptereiden uusi valvontaproseduuri on aktiivisena testiympäristössä, ja tä-
män tuotantoonsiirtoa aloitetaan valmistelemaan alkuvuodesta 2017. 
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Lokikäsittelyn prosessikaavio 
Logikäsittelyn prosessi
Sendmail.pystartlogwatch.sh logwatcher.sh
V
ai
h
e
Ajastus käynnistää 
skriptin
Löytyykö FATAL virheitä
Kirjataan hälytykset ylös 
hälytystiedostoon ja 
lasketaan samojen 
hälytyksen syiden lukumäärä
Ohitetaan hälytystiedoston 
täydentäminen
Lopeta skriptin 
suoritus
EiKyllä
Valitaan osapuoli 
asetustiedostosta
Välitä käsiteltävä 
osapuoli 
parametrina 
käsittelyskriptille
Löytyikö FATAL virheitä
ei
Lähetä hälytyksistä 
selvityspyyntö 
tikettijärjestelmään
Kyllä
Lopeta skriptin 
suoritus
Lähetä 
lokipyyntösanoma 
adapterille ja odota 
1min
Hae tietokannasta 
lokin sijaintitieto 
levyllä
Tee lokista kopio ja 
käy logi läpi
Lopeta skriptin 
suoritus
Löytyikö 
lokiedostoa
Kyllä
ei
Tee ilmoitus 
sovellusadapterin 
poikkeavasta 
toiminnasta
Lopeta skriptin 
suoritus
 
