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Abstract 
 
In this thesis I develop and test new numerical methods for the numerical modelling of 
flow in highly heterogeneous and fractured reservoirs. We present the governing 
equations for immiscible two-phase fluid flow in a slightly compressible porous 
medium with capillary pressure. We discretize these equations using the node control 
volume finite element (NCVFE) method. The NCVFE method solves the pressure at the 
vertices of elements, and the control volumes are constructed around them. We present 
a numerical study of the method to test its accuracy in modelling multi-phase fluid flow 
in heterogeneous systems. Particularly, we study the performance of the method in 
domains with large contrasts in their material properties such as fractures, sealing or 
conductive faults, and highly heterogeneous reservoirs. We also present a study on the 
effects of petro-physical properties on the oil recovery for fractured reservoirs such as 
the permeability contrast between the fractured and matrix regions and the presence of 
capillary pressure in the matrix.  
We then present a new numerical method to overcome the limitations of the current 
NCVFE approach. The new method is called the interface control volume finite element 
(ICVFE) method. The method drastically decreases the smearing effects observed in the 
NCVFE method, while being mass conservative and numerically consistent. The 
pressure is computed at the interfaces of elements, and the control volumes are 
constructed around them. Its accuracy and convergence are benchmarked using three-
dimensional tetrahedron elements for various complex cases. We show ICVFE is more 
accurate for modelling multi-phase flow in highly heterogeneous and fractured 
reservoirs than NCVFE.   
Furthermore, we present a new upstream mobility calculation method for NCVFE that 
improves the modelling for multi-phase fluid flow problems.  
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 Introduction  1. 
 
“It presently appears that the large computer will be required to investigate multiphase 
flow and to predict the flow behaviour of oil and gas reservoirs” (McCarty & 
Peaceman, 1957) 
 
 
 
 
 
  
 
Reservoir simulation  numerical modelling of dynamic behaviour of reservoirs  is an 
important engineering tool to forecast the performance of hydrocarbon reservoirs. Every 
major oil producer in the world has a dedicated team constantly modelling and updating 
their in-house reservoir representations to predict the performance, estimate remaining 
reserves, and manage the field production. Before any investment in a hydrocarbon 
project, a feasibility study is performed to estimate the profitability of the project and 
cash flow. Reservoir simulation results are a crucial indicator in determining whether 
the project is feasible or not. Thus using the most representative simulation tool for the 
project is of great importance.  
Hydrocarbons contained in highly heterogeneous and naturally fractured reservoirs 
(HHNFR) represent a large fraction of the world’s reserves (Schlumberger, 2013). 
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However, modelling their fluid flow is a challenging task. The heterogeneity of material 
properties  permeability and porosity  and the complexity of the fracture geometry 
make numerical flow modelling difficult. 
The numerical method used to solve the governing flow equations is the core, or engine, 
of reservoir simulation. It discretizes the equations from partial differential form to 
algebraic equations in space and time, for implementation in a computational code. 
There are two commonly used numerical methods: finite volume (of which finite 
difference can be treated as a special case) and finite element. They all divide the 
reservoir model into a discrete number of grid blocks or elements. The finite volume 
method is the more commonly used in commercial simulators. However, the finite 
element method is considered more flexible in modelling domains with complex 
geometry, as we demonstrate in this thesis. 
In this Chapter, we discuss some of the characteristics of HHNFR and give a literature 
review of the numerical methods used in modelling them. Then, we present the 
motivation and the outline of the thesis.   
 
1.1 Highly Heterogeneous and Naturally Fractured Reservoirs 
 
High heterogeneity and natural fracturing is heavily present in carbonate reservoirs 
which represent the majority of the world’s hydrocarbon reserves (Schlumberger, 2013). 
For example, the North Field of Qatar and South Pars of Iran comprise one giant 
carbonate field; together they make the largest natural gas field in the world (Ramazani, 
1992). The Ghawar field of Saudi Arabia, the largest conventional oil field, with 
production of more than 5 million barrels per day is composed of a fractured limestone 
rock (Fung & Dorgu, 2008).  
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The high heterogeneity, natural fracturing, and complex geometry of such fields are due 
to the formation process and digenesis of carbonates. We now briefly discuss how the 
carbonate reservoirs are created, define the digenesis process and mention why it is 
important.  
 
1.1.1 Carbonate reservoirs  
 
Carbonate reservoirs are made from grains which are largely skeletal or the remains of 
shells from shallow marine dwelling organisms lived on the ocean bottom or floated in 
the water column (Chen, 2009), Figure 1-1.  
 
Figure 1-1: Generalized model for depositional environments in the Viola Limestone in south-
central Kansas (Bornemann, et al., 1982).  
 
Carbonates are defined by two types of calcification: limestones (Calcium Carbonate 
CaCo3) and dolomites (Calcium Magnesium Carbonate CaMg(CO3)2). Limestone can 
be divided further into Mudstone, Wackstone, Packstone, Grainstone and Boundstone as 
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the grain size increases respectively (Dunham, 1962). Dolomites are the product of 
solution recrystallization of limestones after deposition (Machel & Mountjoy, 1986). 
Understanding the depositional environment and diagenesis is important for 
determining the pore structure. The porosity is controlled by dissolution and 
cementation as well as fracturing. This makes the porosity and permeability highly 
heterogeneous even over relatively short distances of centimetres to meters.  
The stress state of the rock during burial and over geological time is also important: 
carbonates tend to be brittle and carbonate reservoirs are generally naturally fractured; 
the fractures form a complex network of potential flow channels, which may or may not 
be re-cemented. Belayneh et al. (2006) performed a study on field data-based fracture 
models of oil displacement by water in carbonates beds. They found the presence of 
fractures leads to early water breakthrough at production wells, and the oil recovery is 
dependent on the viscosity ratio of the fluids. In Chapter 2, we perform a study on other 
petro-physical properties such as the permeability contrast between the fractured and 
matrix regions, and the presence of capillarity in the matrix regions.     
 
1.2 Classical Reservoir Performance Prediction Methods  
 
Before we provide the details of the numerical methods used in predicting reservoir 
performance, we shall give a small introduction to the classical methods used by the 
petroleum engineering community to complement reservoir simulation. The methods 
include the material balance method, decline curve analysis, and analytical solutions to 
the flow equations.  
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1.2.1 Material balance method 
 
The material balance method is based on the basic principle of mass conservation. It 
states that the mass of water, oil and gas remaining in the reservoir after any production 
period equals the difference between the mass originally in-place and what has been 
removed from the reservoir due to production, plus the mass added due to injection and 
encroachment (Chen, 2007; Ahmed, 2010).  The method estimates the remaining 
hydrocarbons in place and can identify the dominant recovery mechanisms of the 
reservoir. The input data are the fluid properties, and field production and injection data.  
The material balance method does not determine a time scale.  We use this method to 
validate the simulation results of the cases presented in the thesis, since any valid 
numerical method must converse mass. 
 
1.2.2 Decline curve analysis 
 
The production decline curve analysis is a tool to predict the reservoir performance in 
the future. The decline is defined by rate, b, (Arps, 1956): 
       
 
 
  
  
            (1.1) 
where D is a decline rate parameter, Q is the production rate, t is time, and f is the 
decline exponent which corresponds to exponential (f= 0), hyperbolic (f> 1) and 
harmonic declines (f= 1). 
By extrapolating the historical data into the future it makes a major assumption by 
assuming events in the past will continue to occur (Chen, 2007). Essentially, this is a 
curve fit to the data: reservoir simulation in contrast models the physical processes in 
the reservoir to make predictions.  
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1.2.3  Analytical methods 
 
Pressure-transient analysis traditionally solves the flow equations analytically to 
reproduce the pressure response at the well versus changes in flow rate. It is used for 
well test analysis and can be used to predict the reservoir pressure, the location of 
reservoir boundaries, permeability, and some well properties (Ramey, 1970).  
The Buckley-Leverett method provides an analytical solution for water flooding in one-
dimension. It is a good analysis tool to predict how various fluid parameters affect the 
reservoir performance (Buckley & Leverett, 1942). However, it neglects capillarity and 
assumes incompressible conditions. Nevertheless, it is widely used to benchmark 
reservoir simulators (Huber & Helmig, 1999; Geiger, et al., 2004). We will use the 
Buckley-Leverett method to validate our simulators in the thesis.  
 
1.3 Numerical Methods in Highly Heterogeneous and Fractured 
Reservoirs  
 
1.3.1 Finite volume method (FVM) 
 
The finite volume method (FVM) is the most applied method in the computational flow 
dynamics community. It is widely used because it holds the principles of conservation. 
In the FVM, the domain is divided into sets of volumes (cells or grid blocks) and the 
governing equation is integrated over each cell. The gradient of the pressure solution is 
approximated across the cells’ interfaces where the fluxes are calculated. Single-point 
flux approximation (SPFA) is used to derive the gradient, and the fluxes should be 
perpendicular to the interfaces. The identical fluxes for any given interface makes the 
method conservative (Eymard, et al., 2000; LeVeque, 2002). The piece-wise constant 
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pressure and the saturation (primary variables) are calculated at the centroid of the cells. 
The material properties such as permeability and porosity are also defined on the cells.  
Many developments have been made to the finite volume method and applied to 
reservoir simulation and their recovery mechanisms (Aziz & Settari, 1979; Young & 
Stephenson, 1983; Coats, et al., 1995; Ertekin, et al., 2001; Chen, 2007), and many 
major oil and gas companies use commercial reservoir simulators based on the method 
such as ECLIPSE, VIP, PumaFlow, and SENSOR. In this thesis, we will use ECLIPSE 
to provide fine-grid benchmark solutions for a variety of flow problems.  
The FVM allows for some flexibility on the geometry of the cells. Current commercial 
reservoir simulators such as ECLIPSE use so-called corner point geometry where the 
corners of the cells are specified (Ding & Lemonnier, 1995). However, it is limited by 
the level of orthogonality between the cells (Jackson, et al., 2013). The deviation of 
orthogonality increases the numerical errors and promotes the use of the multi-point 
flux approximation (MPFA) method instead of SPFA (Aavatsmark, 2002). The MPFA 
is computationally expensive and rarely used in current industrial reservoir simulation 
studies.  
For fractured reservoir simulation, at full field scale, an explicit representation of small 
fractures is not affordable. A specific upscaling approach called the dual-medium 
method that uses a matrix-fracture transfer function has been the industry standard since 
the 1970’s, Figure 1-2. It uses two meshes to represent the two mediums in a continuous 
way; a fracture mesh and a matrix mesh. They share the very same space and fluid 
flows are computed in each medium with the standard approach. In addition, an 
analytical equation (transfer function)  links the flow between matrix and fracture media 
as a source/sink term and up-scales the five main recovery mechanisms; expansion, 
gravity, capillarity, diffusion, and convection (Barenblatt, et al., 1960; Warren & Root, 
1963; Gillman & Kazemi, 1983; Quandalle & Sabathier, 1989). However, the transfer 
function uses an averaged representation of the transfer, based on effective geometry 
and steady-state single rate assumptions, which fails to capture the displacement process 
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accurately in many cases (Lu & Blunt, 2007; Abushaikha & Gosselin, 2008; 
Abushaikha & Gosselin, 2009). The dual-medium method is very efficient; however it 
lacks the gridding capability to model the complex natural fracture networks.  
 
 
Figure 1-2: Typical dual-medium finite volume mesh with matrix and fractures regions and 
transfer function (TF). 
 
FVM is a simple numerical method to discretize the reservoir fluid flow equations and 
well adapted for conservation laws. However, its geometrical flexibility is limited since 
it is dependent on the level of orthogonality between the cells. It is a large handicap as it 
makes it very difficult to model the complex geometry of hydrocarbon reservoirs and 
requires very fine meshes to obtain reasonable results which is computationally very 
expensive (Geiger, et al., 2004; Jackson, et al., 2013). As mentioned above, in this 
thesis, we will use a commercial finite volume simulator to compare and validate some 
of the results. 
 
 
 
TF
Matrix Medium;
large porosity and
low permeability 
Fracture Medium;
small porosity and
high permeability 
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1.3.2 Finite element methods (FEM) 
 
In finite element methods, an integral formulation for the governing equation is derived 
and the domain is divided into small subdomains, elements, and connected by simple 
element equations, interpolation functions, Figure 1-3. This leads to a system of local 
algebraic equations that are added into a matrix (called the stiffness matrix) and solved 
for the global solution, pressure, at the nodes in the mesh by solving the weak form of 
the governing equations. The nodes can be located at the vertices, centroid, or interfaces 
of the elements, while the domain’s material properties are assigned on the elements.  
The subdivision of a whole domain into simpler parts, elements, has several advantages: 
accurate representation of complex geometry, inclusion of heterogeneous material 
properties, easy representation of the total solution, and capture of local effects (Reddy, 
2005). Thanks to its flexibility and power this is the numerical method I will develop in 
this thesis. 
 
Figure 1-3: Approximate solution  ̂ and its linear interpolation functions   in one-dimensional 
element of two nodes. 
 
Several methods can be used to derive the integral formulation, including the variational 
method (widely used in elasticity and structural mechanics), and the method of 
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weighted residuals (a more general approach widely used in flow and transport 
modelling) (Istok, 1989). In this thesis, I use the weighted residual method, which we 
discuss in Chapter 2. 
 
Figure 1-4: Different shapes of elements that can be used in finite element method. The primary 
variables are solved on the vertices, interfaces, or centroid of the element.  
 
The finite element method uses various shapes of elements to represent a domain: line, 
triangle, tetrahedron, prism, hexahedron, and others, Figure 1-4. The solution of 
pressure and velocity can be computed to any desired order of accuracy. This large 
library of elements gives the method the ability and the strength to model domains with 
large complexity including discrete fracture models, Figure 1-5. In the discrete fracture 
models the dimensionality of fractures is reduced from n to (n-1). This reduction greatly 
decreases the computational time with a small loss of accuracy when compared to full 
n-dimensional fractures, as we discuss in Chapter 2. When compared with dual-
porosity/dual-permeability models, the discrete fracture model offers several 
advantages: it can account explicitly for the effect of individual fractures on fluid flow; 
there is no need to compute or estimate the exchange term between the matrix and the 
fracture; and it handles very thin fractures more efficiently  (Monteagudo & 
Firoozabadi, 2004).  
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Figure 1-5: Schematic of matrix and fracture elements for modelling discrete fracture models 
(Yao, et al., 2010). 
 
The FEM was first developed in the aircraft industry to provide a refined solution for 
stress distribution in extremely complex airframe configurations (Turner, et al., 1956) 
and introduced to the petroleum engineering community by Cavendish et al. (1969).  
To solve for complex reservoir engineering problems, many advances have been made 
over the past 50 years, which can be categorized into three main approaches.  
 
1.3.2.1 Fully coupled upwind-weighted finite element method (CUFE) 
 
The first approach is to solve for the fully coupled flow equations, saturation and 
pressure equations, and use upwind weighting for the fluid mobilities. The method is 
called the fully coupled upwind-weighted finite element method (CUFE). The coupled 
approached using Galerkin’s method (CGFE) was first reported by (Cavendish, et al., 
1969; McMichael & Thoams, 1973; Vermuelin, 1973; Lewis, et al., 1975). In 
Galerkin’s method, the weighting function that minimizes the error for a node is 
identical to the interpolation functions used to define the approximate solution, pressure. 
This leads to an arithmetically weighted mobility term over each element (Helmig & 
Huber, 1998) which produced oscillations near sharp fronts and convergence to the 
wrong solutions when capillarity is negligible (Spivak, et al., 1976; Mercer & Haust, 
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1976). The CUFE was then used to overcome these problems (Longstrust, 1976; 
Huyakorn & Pinder, 1978; Dalen, 1979). In the upwind-weighted method, the mobility 
is fully upstream weighted, and it is equal to the value of the mobility of the upstream 
node (Helmig & Huber, 1998). Helmig and Huber (1998) performed a numerical 
analysis of the CGFE and CUFE methods. They showed the CGFE does not produce 
accurate numerical solutions for the Buckley-Leverett problem and for heterogonous 
systems because of the arithmetic weighting of the mobility term. On the other hand, the 
CUFE method modelled the cases more actually. 
Linear, cubic, and quadratic interpolation functions have been implemented in CUFE. 
This produces continuous pressure and saturation solution in the domain which is a step 
forward from the staircase representation of the pressure and saturation of the finite 
volume method, and there is no need for the interfaces between neighbouring elements 
to be orthogonal (Geiger, et al., 2004). Discrete fracture models have also been 
employed in 2D meshes for CUFE (Kim & Deo, 2000; Karimi-Fard & Firoozabadi, 
2003).  
The CUFE method provides more flexibility than FVM to model complex domains but 
only under certain mesh properties, i.e. Delaunay triangulation, where the stiffness 
matrix is an M-matrix (an M-matrix is a non-singular matrix for which mii > 0 and mij < 
0) (Forsyth, 1991; Letniowski & Forsyth, 1991; Cordes & Putti, 2001). This makes the 
accuracy of the method mesh dependent (Letniowski & Forsyth, 1991; Kim & Deo, 
1999). Another drawback is the need for iterative schemes such as Newton’s method to 
solve for the non-linearity in the coupled equations which is computationally costly 
(Huber & Helmig, 1999; Geiger, et al., 2004).   
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1.3.2.2 Node control volume finite element method (NCVFE) 
 
The mesh restrictions and iterative schemes of CUFE promoted the development of 
methods to decouple the saturation and pressure equations while imposing a secondary 
mesh around the finite element nodes (vertices), Figure 1-6. This approach is called the 
node control volume finite element method (NCVFE). It was first introduced to the 
computational flow dynamics community by Baliga and Patankar (1980) and I adopt 
this method in the thesis in Chapter 2.  
In NCVFE, the pressure is solved implicitly on the vertices of elements using the 
Galerkin finite element method and the saturation is solved explicitly on the control 
volumes. Once the pressure field is solved, the phase velocities are calculated using 
Darcy’s law and the advection and transport of fluid on the node control volumes is 
calculated using the continuity equation (Eymard & Gallouet, 1989; Bergamaschi, et al., 
1989; Durlofsky, 1993; Huber & Helmig, 1999; Cordes & Putti, 2001; Geiger, et al., 
2004). The secondary node control volume mesh is constructed to provide a continuous 
velocity field between the control volumes, since the velocity field is discontinuous 
between the elements (Fung, et al., 1991; Geiger, et al., 2004). This guaranties mass 
conservation of the system. Material properties, such as porosity and permeability are 
still defined on the elements. Hence, the saturation in some cases is defined in regions 
that will necessarily be heterogeneous, giving poor solutions in some cases, as we 
demonstrate later.   
By solving the pressure using the finite element method, the NCVFE method provides 
the flexibility to model very complex geometries and yield better simulation results than 
CUFE methods as long as capillary pressure only varies in a continuous fashion (Huber 
& Helmig, 1999; Burri, 2004; Geiger, et al., 2004). Also, it facilitates the use of an 
adaptive mesh in space and time, Figure 1-7, as proposed by Jackson et al. (2013) and 
the use of discrete fracture models (DFM) in 2D and 3D meshes (Bastian, et al., 2000; 
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Geiger, et al., 2004; Monteagudo & Firoozabadi, 2004). In Chapter 2, we present cases 
with DFM for NCVFE in 2D and 3D meshes with various recovery mechanisms. 
 
 
Figure 1-6: NCVFE mesh composed of triangle element complemented with the secondary 
mesh (dotted lines) around the nodes (vertices) of elements. Material properties, such as 
porosity and permeability are defined on the elements. The saturation is calculated on the node 
control volumes. 
 
Flux limiting methods have also been implemented to suppress spurious oscillations 
when calculating the advection between the control volumes. Geiger et al. (2004) and 
Nick (2010) discuss second order flux approximation methods with slope limiters. They 
use the finite elements’ basis functions to allocate the fluids saturation at the control 
volumes interfaces combined with a weighting procedure. Then, they employ limiters to 
avoid spurious oscillations and non-physical values introduce by the second order 
accuracy.  
NCVFE uses the Galerkin method to solve for the pressure, the mobility term is 
arithmetically weighted over each element, similar to CGFE. This produces less 
accurate saturation profiles for multi-phase flow in 2D and 3D meshes. In Chapter 4, we 
discuss this issue and we provide an improved mobility calculation method that 
employs an accurate upstream direction of the flow in the mobility term.  
Another issue in NCVFE is since the control volume mesh is constructed around the 
nodes and the material properties are assigned on elements, there is a loss of physical 
accuracy and artificial fluid smearing when modelling multi-phase flow in highly 
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heterogeneous and fractured reservoirs. Figure 1-8 shows the water saturation not 
honouring the boundaries of a zero-permeability zone in the middle of a mesh when 
modelled using NCVFE. By construction, the method allows saturation to move in a 
control volume that contains elements with zero permeability; the correct solution 
should have no flow in the zero permeability elements. In Chapters 2 and 3, we present 
more cases illustrating this issue.   
 
 
Figure 1-7: The water saturation at a snapshot in time (0.2 pore volumes injected) in the 
adaptive unstructured mesh using the NCVFE method for three different models that contain a 
highly permeable zone located at; A) the second half of the domain, B) the inclined second half 
of the domain, C) in the centre of model and pinches-out (Jackson, et al., 2013).  
 
Literature addressing the problem of flow between domains of hugely different 
properties for NCVFE is limited and recent. Nick & Matthai (2011) separated the 
control volumes at element interfaces where material properties vary. Then, they 
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employed the average flux between elements at the interface. Their approach was tested 
on two-dimensional elements.  There was no guarantee of local conservation of mass 
between the discontinuous control volumes. Bazr-Afkan & Matthai (2011) used the 
elements as control volumes by estimating the inner fluxes between the node control 
volume sectors using the local mass equation in a post processing step. Then, the fluxes 
were used to estimate the saturation in the element control volumes. It was only tested 
on two-dimensional elements where the local mass equations are radially constructed, 
which is not that case for general three-dimensional elements. Zhang et al. (2012) 
discussed a similar approach to Bazr-Afkan & Matthai (2011) in the context of n-
polygon elements. In Chapter 3, I present my own numerical method that reduces the 
artificial smearing between heterogeneous media. 
 
 
Figure 1-8: Top view of finite element mesh and permeability field; there is a no-flow (zero 
permeability) region in the centre (left), the water saturation (using the NCVFE after 0.5 pore 
volumes of water injected from the left edge boundary) invades into the impermeable zone since 
the material properties and the saturation are not defined on the same mesh (right). The details 
of this case are presented later in Chapter 3. 
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1.3.2.3 Mixed finite element method (MFE) 
 
Another approach to overcome this drawback of artificial smearing is to assure 
continuous fluxes across element interfaces. This approach is called the mixed finite 
element (MFE) method and is the third approach (Chavent & Jaffre, 1986; 
Bergamaschi, et al., 1989; Berzzi & Fortin, 1991; Durlofsky, 1993; Hoteit & 
Firoozabadi, 2006).  
The term mixed method means two or more primary variables are solved. In fluid flow 
problems, the MFE method solves the pressure and the velocity fields simultaneously 
and a secondary grid is not needed, as the control volume is the element. The continuity 
of fluxes across the elements’ interfaces is guaranteed by vectorial interpolation 
functions, i.e. Raviart-Thomas (Raviart & Thomas, 1977). The fluxes are solved on the 
element interfaces and the pressure is solved on the centroid of element, Figure 1-9. 
Durlofsky (1994) compared the MFE and NCVFE methods and showed that MFE 
approximates flow variables more accurately and realistically than NCVFE in small 
highly heterogeneous permeability cases.  
 
 
Figure 1-9: Triangle mixed finite element. The pressure is solved on element centroid and the 
fluxes are solved on the element interfaces. The saturation is solved on the element.   
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In the MFE method, the stiffness matrix conductivity coefficients between neighbouring 
elements are weighted by taking the harmonic mean, similar to the FVM, while for the 
NCVFE they are weighted arithmetically. This tends to overestimate the effective 
conductivity for the NCVFE method and underestimate them for the MFE and FVM 
methods in heterogeneous models (Cordes & Kinzelbach, 1996). However, for 
sufficiently large heterogeneous models the deviation from theoretical solutions for both 
methods is similar, as shown by Lachassagne et al. (1989). 
However, MFE suffers from an indefinite stiffness matrix (has negative and positive 
eigenvalues) which is difficult to solve. The indefinite characteristic of the stiffness 
matrix can be avoided by the hybridization process of the mixed hybrid finite element 
(MHFE) method (Eymard & Gallouet, 1989; Chavent & Roberts, 1991; Younes, et al., 
2004). In the hybrid method, the pressure is solved at the interfaces of elements, see 
Figure 1-10, which more than doubles the number of unknowns for a mesh composed of 
tetrahedrons (and increases the number of unknowns more than nine times  compared 
to NCVFE) and becomes computationally inefficient as the number of control volumes, 
elements, does not equal the number of unknowns, interfaces (more unknowns are 
solved for than the number of control volumes). The numerical method I propose in 
Chapter 3 does not suffer from this computational inefficiency and is based on the 
NCVFE method. 
 
 
Figure 1-10: Triangle mixed hybrid finite element. The pressure and the fluxes are solved on the 
element interfaces. The saturation is solved on the element.   
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1.4 Motivation  
 
Many of the largest hydrocarbon fields have already been discovered and have been in 
production for many years. Energy companies are seeking new tools to understand the 
behaviour and predict the performance of such reservoirs. Current commercial reservoir 
simulators provide fast and reliable results, but in most cases are not sufficiently 
accurate to inform investment decisions for improved and enhanced oil recovery 
schemes with confidence. They match the field’s previous history by changing some 
parameters around the wells and in some cases at arbitrary locations. Sometimes, they 
reserve to sophisticated data assimilation techniques, for history matching, to 
compensate for the inaccurate physics.   
The goal of this thesis is to develop improved numerical methods that capture the 
complex geometry and fluid flow in highly heterogeneous and naturally fractured 
reservoirs (HHNFR). First, I wrote a computational code for the most commonly used 
finite element reservoir simulation method, the node control volume finite element 
(NCVFE) method. Then, I performed a numerical study on the method to test its 
accuracy in modelling multi-phase fluid flow in heterogeneous systems. Finally, I 
developed a new numerical method that outperforms the performance of NCVFE, called 
the interface control volume finite element method, and benchmarked it with several 
test cases.  
 
1.5 Thesis Outline 
 
The thesis is organized as follows,  
 In Chapter 2, we discuss the implementation of the node control volume finite 
element (NCVFE) method and perform a numerical study of the method.  
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 In Chapter 3, we present a new numerical method called the interface control 
volume finite element method that improves modelling for multi-phase fluid 
flow in highly heterogeneous and naturally fractured reservoirs. 
 In Chapter 4, we present an upstream mobility calculation method for NCVFE 
that produces more accurate fluid saturation profiles. 
At the end, in the final chapter, we present the main findings of this research and 
discuss possible future work.  
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 Node Control Volume Finite Element 2. 
Method to Model Fluid Flow in 
Heterogeneous and Naturally Fractured 
Reservoirs  
 
“Finite Element Method: Divide to conquer”  
 
 
 
 
In this chapter, I discuss the governing equations of two-phase flow in porous media 
and I discretize and implement them into a computational code using the node control 
volume finite element method. We validate the code and preform a numerical study and 
discuss the performance of the NCVFE method for modelling fluid flow in highly 
heterogeneous and naturally fractured reservoirs.   
 
2.1 Governing Equations  
 
Fluid flow in hydrocarbons reservoirs is governed by the same fundamental laws that 
govern its motion in, for example, the atmosphere, pipelines and rivers.  These laws are 
based on the conservation of mass, momentum and energy. In hydrocarbon reservoirs a 
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semi empirical approach is used where Darcy’s law (Darcy, 1856) is employed instead 
of the momentum equation (Aziz & Settari, 1979).                     
                                                                              
2.1.1 Porous medium model 
 
A hydrocarbon reservoir is a porous medium where the fluid is stored in its porosity 
which is the pore space fraction of the rock and its pressure dependent due to rock 
compressibility,  
   
 
 
  
  
                   (2.1) 
where Cr is the rock compressibility [      ]1, ϕ is the rock porosity[-], P is the oil 
phase pressure [       ]. 
Integrating equation (2.1) leads to,  
     
  (    )                                                                                                   (2.2) 
where i denotes the initial reservoir conditions, and we assume a constant 
compressibility. 
The permeability (K) is a rock property which measures the conductivity of fluid flow 
through interconnected pores. Its value varies with location and is generally flow-
direction dependent; it is different in the horizontal KH or vertical KV directions. 
Typically KH is larger than KV. The porosity is used to estimate the initial volume in 
place in the reservoir, while the permeability indicates the connectivity and the ease of 
fluid flow of the system. 
 
                                                 
1
 M, T and L donate the mass, the time and the length, respectively. 
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2.1.2 Continuity equation  
 
To model fluid flow in a reservoir, the law of mass conservation is used. It states: mass 
entering a control volume, pore space, minus mass leaving equals accumulation of mass 
in the control volume (Bear, 1972). The continuity equation for a fluid phase (with no 
component exchange between phases) can be written, 
 (     )
  
    [    ]                                                                            (2.3) 
where    is the   phase saturation or volume fraction of phase in the pore space [-],    
is fluid density of   phase [    ], q represents external fluid sources/sinks [   ], t 
represents time [ ], and    is the Darcy velocity (Darcy, 1856) of   phase [  
  ]   and 
is equal to, 
     
   
  
(       )                    (2.4) 
where   is the absolute permeability tensor [  ],     is the   phase relative 
permeability [-] (discussed later in this Chapter),    is the   phase dynamic viscosity 
[       ], and   is the gravity vector pointing in the negative Z-direction [    ]. In 
this thesis, we only consider incompressible fluid and slightly compressible rock. Thus, 
the fluid density is not pressure or time dependent; we can simplify equation (2.3) to 
obtain, 
 (   )
  
    [  ]              (2.5) 
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2.1.3 Two-phase flow and the pressure equation  
 
For reservoir pressure maintenance and to displace oil, water is injected in the reservoir. 
Water is usually less viscous than oil and its flow in the reservoir can be assisted by 
capillary pressure of the rock if the reservoir is water-wet.  
In this Chapter, we only consider immiscible fluid flow of water and oil in the porous 
medium, equation (2.6).  We assume the domain is closed and the initial boundary 
conditions are known. Wells are represented by source/sink terms. Since the pore space 
is fully saturated: 
                                 (2.6) 
 
2.1.4 Capillary pressure  
 
Capillary pressure is the difference of the pressures between non-wetting phase and 
wetting phase at equilibrium, 
                                                                                           (2.7) 
It depends on the interfacial tension between the two fluids, their contact angle and size 
of pore they are in. It can be related to behaviour in a single circular tube using the 
Young-Laplace equation to obtain, 
   
        
 
                                                        (2.8) 
where     is the interfacial tension between wetting and non-wetting phases 
[       ],   is the contact angle between the fluid interface and the solid surface, and 
  is the radius of the tube [ ].    
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Usually a capillary pressure curve is measured as a function of water saturation, i.e. 
     (  ) (Brooks & Corey, 1964). Figure 2-1 shows capillary pressure curve versus 
water saturation during the process of water-flooding and drainage for strong water wet 
rock. In this Chapter, we simulate some cases with various rock wettabilities and its 
effect on oil recovery.  
In reservoir engineering, capillary pressure is the force necessary to squeeze a 
hydrocarbon droplet through a pore throat (works against the interfacial tension between 
oil and water phases) and is higher for smaller pore diameter (Bear, 1972). It is an 
important recovery mechanism in hydrocarbon reservoirs, especially fractured 
reservoirs, as it drives the hydrocarbon out of the matrix to the fractures and water 
imbibes from the fractures, as we show later in this Chapter. Often, the apertures of 
fractures are sufficiently large to make capillary forces negligible inside the fractures; 
capillarity only affects the displacement in the matrix  (Abushaikha & Gosselin, 2008).         
                                                                    
 
Figure 2-1: Capillary pressure curves versus water saturation during water-flooding 
(imbibition) and drainage (oil invasion) processes for strong water-wet rock (Batycky, 
et al., 1981).     is residual wetting phase saturation and       is residual non-wetting 
phase saturation . 
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2.1.5 Relative permeability  
 
Fluid relative permeability can be viewed as the fractional area available for the fluid to 
flow in a porous medium during multi-phase flow. It is a parameter in the Darcy 
velocity equation (2.4).  
Relative permeability can be determined from laboratory measurements (Oak, 1990), 
empirical models (Blunt, 2000), and more recently numerically by pore-scale modelling 
(Valvatne & Blunt, 2004). Usually two relative permeability curves are produced for 
two phase flow; given as a function of the water saturation (Corey, 1954; Brooks & 
Corey, 1964).  The Corey-type (Corey, 1954) formulation is the type used in this thesis 
with         and    
      as shown in Figure 2-2, 
    (    (  ))
  
                        (2.9) 
       
   (  )
                 (2.10) 
where 
  (  )  
      
         
         (2.11) 
where    is the normalized water saturation,     is initial water saturation, and     is 
residual oil saturation. 
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Figure 2-2: Water and oil relative permeability curves versus the normalized water saturation 
used in this thesis. 
 
2.1.6 Pressure equation  
 
To solve for the water saturation, we can combine the continuity equation of both 
phases (oil and water), based on equations (2.2), (2.4), (2.5), and (2.6), and form an oil 
pressure equation without the explicit representation of time derivatives of saturations 
(Durlofsky, 1993; Geiger, et al., 2004). The oil pressure equation is given by,   
   
  
  
                   (          )                      (2.12) 
where P is oil phase pressure [       ],     is the total source/sink rate of both phases 
[   ],     is the total mobility [   
  ] given by,  
   
   
  
 
   
  
                                                             (2.13) 
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Then, we solve for the oil pressure using equation (2.12) and the velocity and saturation 
of each phase can be calculated using equations (2.4) and (2.5), respectively. The 
nonlinear coupling between the pressure and advection equations is by the total mobility 
equation (2.7) which is saturation dependent over time and space.  
In this thesis, we consider an isotropic medium, and thus the permeability tensor   is 
reduced to a scalar value K.  
 
2.2 Node Control Volume Finite Element Method (NCVFE)  
 
For most practical problems, the flow equations discussed previously cannot be solved 
analytically. Instead, the partial differential equations are approximated to algebraic 
equations using a numerical approximation method as discussed in Chapter 1.  
In this section, we discuss the discretization procedure of those equations using the 
NCVFE method. Understanding the derivation and the assumptions taken in this 
method is of great importance as it will help us further develop the method, as we 
demonstrate in Chapters 3 and 4. 
Geiger et al. (2004) and Nick & Matthai (2011) discretized the NCVFE method using 
triangle elements. Here, we discretize the method using tetrahedron, triangle and line 
elements.   
 
2.2.1 Introduction 
 
In the NCVFE numerical method, the domain is subdivided into finite elements and a 
secondary grid is imposed around the elements’ nodes (vertices). Figure 2-3 shows a 
two-dimensional domain composed of triangular elements complemented with the 
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secondary grid (node control volume mesh). The secondary node control volume mesh 
is necessary to assure local conservation of mass when calculating the advection of 
fluids between the node control volumes.   
In this method, a multi-phase flow problem is solved in three steps. First, the pressure is 
calculated using the finite element method. Then, the pressure drop needed for the 
velocity calculation is solved in each element using the derivatives of the interpolation 
functions. Finally, the advection of fluid between the node control volumes is 
calculated. 
We will now discuss these steps in detail.  
 
a) b)  
Figure 2-3: a) Triangle finite element mesh, b) The corresponding node control volume mesh 
(red lines) imposed on the vertices of the triangle finite elements. 
 
2.2.2 STEP 1: Finite element method  
 
An integral formulation for the governing flow equation is derived when using the finite 
element method. It leads to a system of algebraic equations that can be solved for the 
pressure at each node in the mesh. In this thesis, we use the method of weighted residual  
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to derive the integral formulation (widely used in flow and transport modelling) (Istok, 
1989).  
 
2.2.2.1 Method of weighted residuals 
 
In the methods of weighted residuals, an approximate solution to pressure is defined, 
 ̂  ∑     
 
                           (2.14) 
where  ̂ is the approximate solution of pressure over the mesh,    is the (unknown) 
pressure value at the mesh nodes, m is the number of nodes in the mesh, and    are the 
interpolation functions. 
For simplicity, the pressure equation (2.12) can be rearranged into, 
 ( )    [                   (          )      
  
  
]                                        
                                    (2.15)          
where  ( ) is the differential operator where the pressure is defined, and   represents  
the external source/sink terms.    
When we substitute the pressure value in equation (2.15) with the approximate solution 
of pressure of equation (2.14), a residual R occurs at each point in the problem domain 
and the pressure equation no longer equals zero,  
 ( ̂)                                                                                     (2.16)                                                       
To overcome this, equation (2.16) is multiplied by a weighting function W and the 
weighted average of the residuals in the domain is forced to equal zero,  
∫  ( ( ̂)   ) Ω   
Ω
               (2.17) 
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To evaluate equation (2.17) we must define the approximate solution of pressure  ̂ and 
the weighting function W. 
 
2.2.2.2 Approximate solution for pressure  ̂ 
 
 ̂ is defined in a piece-wise fashion over the problem domain. The value of ( ̂), within 
any element (e),  ̂( ), is given by  
 ̂( )  ∑   
( )
  
 
                                                                                                                    (2.18) 
where  ̂( ) is the approximate solution for pressure within element (e), n is the  number 
of nodes within element (e), and     unknown values of pressure for each node within 
element (e), and   
( )
 is the interpolation function for each node within element (e) and 
the sum of interpolation functions equals to one at every point within the element, 
∑   
( )(     )                           (2.19)  
Figure 1-3 shows the approximate solution for pressure within a line element and the 
first order interpolation functions between the nodes. Interpolation functions can be of 
first order (linear), second order (quadratic) or higher order, and they vary according to 
the number of dimensions of the element:  one, two, or three dimensions. In this 
Chapter, we use three types of element: line, triangle, and tetrahedron, Figure 2-4. The 
elements use linear interpolation functions and they are presented in Appendix -A with 
their derivatives.  
Next, we define the weighting function.  
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Figure 2-4: Linear finite elements: Line (left), triangle (centre), and tetrahedron (right). 
 
2.2.2.3 Weighting functions (W) 
 
There are two commonly used weighting functions. In the subdomain method, the value 
of W is equal to one within a small part of the problem domain surrounding a node and 
zero elsewhere (Istok, 1989). For Galerkin’s method, the weighting function W for a 
node is identical to the interpolation function N used to define the approximate solution 
of pressure  ̂ (Helmig & Huber, 1998; Geiger, 2004).   
In fluid flow problems, Galerkin’s method is the most commonly used, and it is used in 
this Chapter.  
 
2.2.2.4 Finite element matrices 
 
After defining the approximate solution and the weighting functions, there are five finite 
element matrices that need to be defined for each element based on the recovery 
mechanisms in the pressure equation (2.12),  
1- Conductance matrix [M], 
2- Capillarity matrix [CP], 
3- Gravity matrix [G], 
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4- Capacitance matrix [C], 
5- Source/sink terms (force vector) [F]. 
Expanding equation (2.15) for a three-dimensional domain and multiply by weighting 
function W and integrating it over the domain, 
∫  ([    (
   
   
 
   
   
 
   
   
)     (
    
   
 
    
   
 
    
   
)    (          )   Ω
   
  
  
]    )  Ω            (2.20) 
Accounting for equation (2.18) and using Galerkin’s method weighted functions, the 
residual for node i in element (e) is, 
  
( )  
 ∫ (   )
( )   
( )
  ̂( )   ∫ (   )
( )   
( )
   ̂
( )
  
 ( )
 ∫   
( )[ (      ( ) ( )
    )  ]    ∫   
( ) [   
  ̂( )
  
]    ∫   
( )[  ]      ( )   ( )      (2.21) 
where the limits of integration are chosen to represent the volume of element  ( ). 
Similar to Geiger et al. (2004) and Nick & Matthai (2011) we discretize the 
permeability as piece-wise constant within an element in equation (2.21).  However, for 
the fluid mobility terms it is unclear in the literature how it is treated. In this Chapter, 
we will assume it is arithmetically weighted between the elements nodes (since the 
Galerkin method is used) and in Chapter 4 we will further investigate it. The derivative 
of the approximate solution of pressure is,  
  ̂( )
  
 ∑
 
  
(  
( )
  )
 
                                                                                                         (2.22) 
with similar expression in the Y and Z directions. 
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2.2.2.4.1 The conductance matrix [M] 
 
Integrating by parts the first term of equation (2.21) and replacing the derivative of the 
approximate solution of pressure using equation (2.22) leads to,  
    
( )  
 ∫ (   )
( ) (
   
( )
  
∑
 
  
(  
( )  )
 
    
   
( )
  
∑
 
  
(  
( )  )
 
     ( )
   
( )
  
∑
 
  
(  
( )  )
 
   )    ∫   
( )(   )
( )    ̂( )  
 ( )
     (2.23)                                                                                                   
where  ( )is surface area of the element along the boundary and n is the normal vector. 
Neglecting the second term in equation (2.23) since no-flow at boundaries and making 
the conductance matrix by rearranging the conductance residual equations of the nodes 
of element (e), 
[
  
( )
 
  
( )
]
 
 [ ( )] [
  
 
  
]                                                                                                         (2.24) 
where n is the number of nodes in element and the conductance matrix for Galerkin’s 
finite element equals, 
[ ( )]
   
 ∫ (   )
( )
[
 
 
 
 
   
( )
  
   
( )
  
   
( )
  
   
   
( )
  
   
( )
  
   
( )
  ]
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( )
  ]
 
 
 
 
 
  
 ( )
                       (2.25) 
where 
   
( )
  
, 
   
( )
  
, and 
   
( )
  
 are node n interpolation function derivatives in the X, Y and 
Z directions for element (e). These are given in Appendix -A. 
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When we integrate equation (2.25) to the volume of a tetrahedron, the capacitance 
matrix for a tetrahedron element equals, 
[ ( )]
   
 (   )
( )
[
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 ( )  (2.26) 
If the domain is two-dimensional equation (2.25) reduces to, 
 [ ( )]
   
 ∫ (   )
( )
[
 
 
 
 
   
( )
  
   
( )
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  ]
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]   
 ( )
    (2.27) 
where the limits of integration are chosen to represent the area of element  ( ), and 
when we integrate it for a triangle element the capacitance matrix equals,   
[ ( )]
   
 (   )
( )
[
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]  ( )   (2.28) 
If the domain is one-dimensional, equation (2.25) reduces to,  
[ ( )]
   
 ∫ (   )
( )
[
 
 
 
 
   
( )
  
 
   
( )
  ]
 
 
 
 
[   
( )
  
 
   
( )
  
]   
 ( )
      (2.29) 
where the limits of integration are chosen to represent the length of element  ( ), and 
when we integrate it for a line element the capacitance matrix equals,   
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[ ( )]
   
 (   )
( ) [
   
( )
  
   
( )
  
] [   
( )
  
   
( )
  
]  ( )      (2.30) 
 
2.2.2.4.2 Capillarity matrix [CP] 
 
In the second term of equations (2.21), we evaluate the capillary pressure in element. 
The derivative of the approximate solution of capillary pressure within an element is,  
   ̂
( )
  
 ∑
 
  
(  
( )
    )
 
                                                                                                   (2.31) 
Equation (2.31) is the same for the Y and Z directions. 
By integrating by parts the second term of equation (2.21) and replacing the derivative 
of the approximate solution of capillary pressure using equation (2.31) we obtain the 
residual of capillary pressure for node i in element (e),  
     
( )
  ∫ (   )
( ) (
   
( )
  
∑
 
  
(  
( )    )
 
    
   
( )
  
∑
 
  
(  
( )    )
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( )
  
∑
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( )    )
 
   )    ∫   
( )(   )
( )     ̂
( )
  
 ( )
                       (2.32)                                                                                         
Similar to equation (2.23) we neglect the second term of equation (2.32) and we make 
the capillarity matrix by rearranging the capillary pressure residual equations of the 
nodes of element (e), 
[
  
( )
 
  
( )
]
  
  [  ( )]                                                (2.33)                                                                 
The capillarity matrix for Galerkin’s finite element equals, 
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         (2.34) 
  (  ) is saturation dependent and is calculated from a given input data for each 
element node.  
The capillarity matrix for a tetrahedron element equals, 
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 ( )     (2.35) 
The capillarity matrix for a triangle element equals, 
[  ( )]
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The capillarity matrix for a line element equals, 
[  ( )]
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]  ( )    (2.37) 
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2.2.2.4.3 Gravity matrix [G] 
 
In the third term of equation (2.21), we evaluate the gravity term pointing in the Z-
direction. We multiply the weighting function by the Z-direction derivative of the 
gravity term g and the residual of the gravity for node i for element (e) equals,  
   
( )
  ∫
   
( )
  
[ (         ) ] ( )          (2.38) 
We make the gravity matrix by rearranging the gravity residual equations of the nodes 
of element (e), 
[
  
( )
 
  
( )
]
 
  [ ( )]                     (2.39)          
The gravity matrix for Galerkin’s finite element equals,                      
[ ( )]
   
 ∫  (         ) 
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       (2.40) 
The gravity matrix for a tetrahedron element equals,    
[ ( )]
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 ( )        (2.41) 
The gravity matrix for a triangle element where the Z-direction is one of the coordinates 
in the coordinate system,   
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[ ( )]
   
 (         ) 
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 ( )      (2.42) 
The gravity matrix for a line element where the Z-direction is the coordinate system,   
[ ( )]
   
 (         ) [
   
( )
  
   
( )
  
]  ( )        (2.43) 
 
2.2.2.4.4 The capacitance matrix [C]  
 
For the fourth term in equation (2.21), we evaluate the time derivative of the 
approximate solution of pressure 
  ̂( )
  
 over the element volume. They are two commonly 
used methods: in the consistent method, the same interpolation functions of the 
approximate solution of pressure  ̂( ) are used to define 
  ̂( )
  
. In the lumped formulation, 
different interpolation functions are used which produce a diagonal matrix.  
In this Chapter, we use the lumped formulation as it is considered more stable and 
produces fewer oscillations during multi-phase flow (Eymard & Sonier, 1994; Bastian 
& Helmig, 1999; Geiger, et al., 2004) ,  
The time derivative of the approximate solution of pressure is defined by, 
  ̂( )
  
 [  
 ( )
   
 ( )
] [
   
  
 
   
  
]                                                            (2.44) 
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where   
 ( )
 is the interpolation function for the time derivative of pressure at each node 
and its product equals (Istok, 1989),  
  
   
  {
 
 
              
                  
                                                                                                    (2.45) 
Combining equation (2.44) in the fourth term in equation (2.21) gives the capacitance 
residual for node i in element (e), 
    
( )
 ∫   
( )
[
 
 
 
 
   [  
 ( )
   
 ( )
] [
   
  
 
   
  
]
]
 
 
 
 
  
 ( )
                                                            (2.46) 
We make the capacitance matrix by rearranging the capacitance residual equations of 
the nodes of element (e) and we discretize the time derivative using backward Euler 
method, 
[
  
( )
 
  
( )
]
 
 [  ]
[
 
 
 
  
      
 
  
 
  
      
 
  ]
 
 
 
                                                                                                     (2.47) 
Where t is the time-step and [  ] is the capacitance matrix of element (e),  
[  ]    ∫    [
  
 ( )  
 ( )    
 ( )  
 ( )
   
  
 ( )  
 ( )    
 ( )  
 ( )
]   
 ( )
                                                 (2.48) 
Combining equations (2.45) and (2.48) gives the lumped capacitance matrix for 
Galerkin’s’ finite element, 
[  ]    ∫    
 
 
[
  
 
  
]
   
  
 ( )
                                                                     (2.49) 
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 ( ) in equation (2.49) is replaced by  ( ) for a two-dimensional element, triangle, and 
by  ( ) for a one-dimensional element, line, and integrated.  
 
2.2.2.4.5 Force vector 
 
For the fifth term in equation (2.21), the residual of the source/sick, well, term in node i 
of element (e) equals,  
    
( )
 ∫   
( )
     ( )                                                                                                       (2.50) 
If the well is located in element (e), the flow rate is distributed on the element’s nodes 
depending on the well location in the element,   
 [
  
( )
 
  
( )
]
 
  ∫   [
  
( )(        )
 
   
( )(        )
]   
 ( )
                                                                          (2.51) 
where (        ) the coordinates of the well location in element.  
( ) in equations 
(2.50) and (2.51) is replaced by  ( ) for a two-dimensional element, triangle, and by 
 ( ) for a one-dimensional element, line, and integrated.   
 
2.2.2.4.6 Finite element pressure equation  
 
After the finite element matrices of each element are calculated, they are added to make 
the global matrices, 
[ ]  ∑ [  ]                                                                                                                      (2.52) 
[  ]  ∑ [   ]                  (2.53) 
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[ ]  ∑ [  ]              (2.54) 
[ ]  ∑ [  ]                                                                                                                        (2.55) 
[ ]  ∑ [  ]                                                                                      (2.56) 
where E is the number of elements in the mesh.  
We use implicit pressure and explicit saturation (IMPES) (Fanchi, 2006) equation (2.20) 
becomes,   
([ ]    [ ] )[ ]    [ ] [ ]    ([ ]    [  ]  [ ] )    (2.57) 
where t is the time-step. 
Equation (2.57) is an Ax=b equation and we solve for the unknown, the next time-step 
of pressure[ ]   , using the Generalized Minimum Residual (GMRES) linear solver 
with final residual of 1.0×10
-9
 (Saad & Schultz, 1986).  
 
2.2.3 STEP 2: Element pressure derivative 
 
Once the future time step pressure is calculated in each node, the water pressure 
potential derivative, equation (2.58) in each element is needed to calculate the velocity. 
In this section, we derive the equations needed for the pressure potential derivative 
calculation for line, triangle and tetrahedron elements.  
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( )
  ]
 
 
 
 
 
[
  
( )
 
  
( )
]      (2.58) 
where  
( )
 is node i water pressure potential for element (e) [       ] and equals, 
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( )
   
( )
     
( )
    (  
( )
     )                   (2.59) 
where   
( )
 is node depth [ ], and      is  depth of oil water contact [ ].  
The line element pressure potential derivative is,  
      
( )
 [
  ( )
  
]  [   
( )
  
   
( )
  
] [
  
( )
  
( )]      (2.60) 
The triangle element pressure potential derivative is,  
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     (2.61) 
The tetrahedron element pressure potential derivative is,  
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   (2.62) 
 
2.2.4 STEP 3: Fluid advection in NVCFE 
 
Before we can calculate the advection of fluid in the domain, we must construct the 
node control volume mesh and its area normal vectors.  
The area normal vectors along with node control volume mesh are needed to assure 
continuous and perpendicular fluxes on the interfaces of the control volumes thus 
guaranteeing local conservation of mass. 
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2.2.4.1 Construction of the node control volume mesh 
 
A node control volume is a secondary mesh constructed around the nodes of the finite 
element mesh, see Figure 2-3. In this section, we discuss the procedure for constructing 
a node control volume mesh and its area normal vectors for line, triangle and 
tetrahedron elements in one-dimensional, two-dimensional and three-dimensional 
meshes respectively.  
 
2.2.4.1.1 Node control volume mesh in a line element mesh  
 
A node control volume between two line elements is constructed around the node and 
ends at the barycentre of the host line elements; it has two sectors (one face per sector), 
see Figure 2-5. 
 
 
 
Figure 2-5: Two line elements (left), control volume mesh between two line elements (right), 
area normal vectors of a line node control volume (bottom).  
 
We assume the direction of flow is out of the control volume and since elements are 
one-dimensional and the flow is in the direction of element orientation, the area normal 
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vector AN [-] for the faces equal one. The pore length of a control volume in a line 
element mesh is calculated by, 
 ( )  ∑
 ( ) ( )
 
 
              (2.63) 
where  ( ) is the pore length of the node control volume (n) [ ], and E is the number of 
elements that share the control volume.   
 
2.2.4.1.2 Node control volume mesh in a triangle element mesh  
 
A node control volume between triangle elements is constructed by quadrilateral sectors 
from the elements around the node. Each sector has four vertices. The vertices are 
located at the node, the barycentre of the host element and the barycentre of the two 
edges of the host element connected to the node; see Figures 2-6 and 2-7.  
 
Figure 2-6: Triangle finite element mesh (left), node control volume mesh in a triangle finite 
element mesh (centre), area normal vectors in one sector of node control volume in a triangle 
finite element (right).     
 
The area normal vector (AN) [ ] of each control volume is calculated using the 
following equations. Each sector has two faces connected to the flow, see Figure 2-6, 
and their interface line vectors are, see Figure 2-7, 
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   (
   
 
 
     
 
)         (2.64) 
   (
   
 
 
     
 
)         (2.65) 
where    is the interface line vector of face 1, I, J and K are the coordinates of the 
nodes. 
The area normal vectors of the two faces are the normal of the interface line vectors. We 
assume the direction of the flow is out of the control volume. 
          
[   ] 
 
 
[     ] 
 
        (2.66) 
           
[   ] 
 
 
[     ] 
 
       (2.67) 
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[     ] 
 
        (2.68) 
           
[   ] 
 
 
[     ] 
 
       (2.69) 
where           is the area normal vector of face 1 in the X-direction [ ]. 
In Figure 2-7, we illustrate the steps in deriving the area normal of each face. The 
equations are performed for each sector in the node control volume. The pore area of a 
control volume in a triangle element mesh is calculated by, 
 ( )  ∑
 ( ) ( )
 
 
             (2.70) 
where  ( ) is the pore area of the node control volume (n) [ 
 ]. 
Figure 2-3 shows a typical node control volume mesh on a triangle finite element mesh.  
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Figure 2-7: Vertices of one sector in node control volume in a triangle finite element (right), the 
interface line vectors of the sector (centre), the area normal vectors of the two faces of the sector 
(left). 
 
2.2.4.1.3 Node control volume mesh in a tetrahedron element mesh  
 
A node control volume between tetrahedron elements is constructed around the node 
with hexahedron sectors. Each sector has eight vertices. The vertices are located at the 
node, the barycentre of host element and the barycentre of the three interfaces and the 
three edges of the host element connected to the node; see Figures 2-8 and 2-9.  
 
Figure 2-8: Four tetrahedron elements (left), a node control volume (dashed lines) constructed 
on the shared node between the four tetrahedron elements (centre), area normal vectors of one 
sector (grey areas) of a node control volume in a tetrahedron finite element (right). 
 
 48 
 
The area normal vector (AN) [  ] of each control volume is calculated using the 
following equations. Each sector has three faces connected to the flow, Figure 2-8, and 
each face has two interface line vectors, see Figure 2-9, 
    [
      
 
 
        
 
]         (2.71) 
    [
      
 
 
        
 
]         (2.72) 
    [
      
 
 
    
 
]         (2.73) 
    [
      
 
 
    
 
]         (2.74) 
    [
      
 
 
        
 
]        (2.75) 
    [
      
 
 
        
 
]        (2.76) 
The cross product of the interface line vectors gives the area normal vectors of each 
face, 
    {
    (       )     
 (       )     
}       (2.77) 
    {
    (       )     
 (       )     
}       (2.78) 
    {
 (       )     
 (       )     
}       (2.79) 
where     (   )  ((   )  (   )) and  i, j, k, l all different. We use     as a 
reference to assure the flow is out of the control volume.        
The equations are performed for each sector in the node control volume. Figure 2-9 
illustrates the procedure in calculating AN for each face. Figure 2-10 shows a typical 
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tetrahedron mesh with the node control volumes. The pore volume of a node control 
volume in a tetrahedron element mesh is calculated by, 
 ( )  ∑
 ( ) ( )
 
 
             (2.80) 
where  ( ) is the pore volume of the node control volume (n) [ 
 ].  
 
 
Figure 2-9: Node control volume sector around node I of tetrahedron (top-left), vertices of 
sector (top-right), interface line vectors of faces for sector (bottom-left), and area normal vectors 
of sector (bottom-right).  
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a) b)  
Figure 2-10: a) Tetrahedron mesh , b) The corresponding node control volume mesh (red lines) 
imposed on the vertices of the tetrahedron finite elements. 
 
2.2.4.2 Fluid saturation calculation in node control volumes  
 
After constructing the node control volume mesh and calculating the area normal vector 
for each sector in the node control volumes, we integrate the transport equation (2.5) 
over the node control volume (n) and apply the divergence theorem and the forward 
Euler discretization in time. The next time-step water saturation in control volume (n) is 
calculated by, 
   ( )
    
   ( )
       [ ∑     ( )  
  
   ( ) ]
     
       (2.81) 
where    is the pore volume  ( ), area  ( ), or line  ( ) depending on the type of node 
control volume mesh (it is pressure depended: updated each time step using equation 
(2.2)),    is the number of faces in node control volume (n), and the     ( )   is the flux 
of face j in node control volume (n) and calculated by,  
    ( )   (  
 ( ) ( )  ( ))
( )  
   ( )            (2.82) 
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where   
 
 is calculated using the saturation of the upstream control volume.  
Equation (2.81) is calculated for every node control volume in the mesh.                                                
    
2.3 NCVFE Method with Discrete Fracture Models 
 
The basic idea of a discrete fracture models (DFM) is to represent a fracture with an 
element of dimension n-1 in a domain of dimension n. For example, a three-dimensional 
domain can be embedded with two-dimensional fractures that share the same pressure 
nodes of the three-dimensional matrix, Figure 2-11. The same case is for a two-
dimensional domain with one-dimensional fracture elements. This procedure reduces 
the computational cost (Monteagudo & Firoozabadi, 2004) and the artificial fluid 
smearing between matrix elements as we will show later in this chapter.  
 
.  
Figure 2-11: A triangle element embedded between two tetrahedron elements in a discrete 
fracture model.  
 
We assume the domain is composed of two regions,  
                   (2.83) 
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where    represents the matrix,    represents the fracture, and    is the fracture 
aperture (width) [ ].  
Similar to Kim and Deo (1999) and Geiger et al. (2004) we assume matrix pressure 
equals fracture pressure, 
                  (2.84) 
where    is the matrix pressure    is the fracture pressure.  
Integrating equation (2.83), 
∫  ( ( ̂)   ) Ω  ∫  ( ( ̂)   )
 
 Ω Ω Ω
  ∫  ( ( ̂)   )
 
 Ω   Ω 
 
           (2.85) 
Solving equation (2.85) using the same procedure as Section 2.2.2 and the assumption 
of equation (2.84) leads to the final oil pressure equation for the domain, 
(([ ]  [ ] )
 
   ([ ]  [ ] )
 
)  [ ]    ([ ]  [ ] )
 
[ ]  
  (([ ]  [ ] )
   
 ([  ] )
  ([ ]  [ ] )
 
)       (2.86) 
However, the triangle element we are using is on a two-dimensional coordinate system. 
Thus, we need to do a transformation process to accommodate this element in the three-
dimensional coordinate system of the matrix domain, Figure 2-12.  
Geiger (2004) discusses the transformation of a triangle from the two-dimensional 
coordinate system to the three-dimensional coordinate system based on the equations of 
Weatherburn (1927). Here, we present those equations that lead to the final finite 
element matrices for a triangle in a three-dimensional coordinate system needed for 
equation (2.86).  
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Figure 2-12: Triangle element transformation from a two-dimensional coordinate system to a 
three-dimensional coordinate system.  
 
First, we calculate the Jacobain matrix  , 
   [
      
      
      
]          (2.87) 
where   ,    and    are the three-dimensional coordinates of node (i) of a triangle and   
is the matrix for the derivatives of the interpolation functions for the local two-
dimensional coordinates of a triangle, 
  [
   
    
]          (2.88) 
Then, we calculate the determinate of the Jacobain matrix   ,  
   √              (2.89) 
where, 
   (   )   (   )   (   )  
   (   )   (   )   (   )  
   (   ) (   )   (   ) (   )   (   ) (   ) 
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Finally, using the surface operator equations based on Weatherburn (1927), we calculate 
derivatives of the interpolation functions for a triangle element in the three-dimensional 
coordinate system, 
   
  
 
 
(  ) 
[ (   )(  (   )    (   ))   (   )(  (   )    (   ))]   (2.90) 
   
  
 
 
(  ) 
[ (   )(  (   )    (   ))   (   )(  (   )    (   ))]   (2.91) 
   
  
 
 
(  ) 
[ (   )(  (   )    (   ))   (   )(  (   )    (   ))]   (2.92) 
Where S is the surface operator and i= 1,2, 3.  
The conductance and gravity matrices for a triangle element in a three-dimensional 
coordinate system in the fracture domain in equation (2.86) are, 
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[ ( )]
     
  ( )(         ) 
[
 
 
 
 
 
   
( )
  
   
( )
  
   
( )
  ]
 
 
 
 
 
 ( )      (2.94) 
We assume the fracture elements have no capillary pressure and their relative 
permeability curves are the same as the matrix. The pore area and pore volume for node 
control volumes that contain fracture elements are given below,   
 ( )  ∑
 ( ) ( )
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 ( ) ( ) ( )
 
 
          (2.95) 
 ( )  ∑
 ( ) ( )
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 ( ) ( ) ( )
 
 
          (2.96) 
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where F is the number of fracture elements in the node control volume.  
The flux equation for the fracture sectors in equation (2.81) is, 
    ( )   ( 
( )  
 ( ) ( )  ( ))
( )  
   ( )        (2.97) 
where   ( ) for triangle element in the three dimensional coordinate system is,  
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      (2.98) 
 
2.4 Implementation of NCVFE Method into a Computational Code 
 
Using the three steps discussed in the previous section and accounting for discrete 
fracture model, I have written a computational code for the NCVFE method for two-
phase incompressible flow in slightly compressible rock using the programming 
language Fortran90. The finite element meshes are created using open source software 
Gmsh (Geuzaine & Remacle, 2009). The results are printed using text files with a given 
format for visual displaying using software such as ParaView. 
The architecture of the code is divided into five sections: input data, pre-processing, 
solve for unknowns, post-processing, and output data. Figure 2-13 illustrates the 
sections and the implementation algorithm of the NCVFE code.  
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Figure 2-13: The sections and implementation algorithm of the NCVFE code. 
 
2.4.1 Benchmarking  
 
To benchmark the accuracy and the convergence of the NCVFE code, we tested it with 
a range of boundary conditions and recovery mechanisms.  
First, we benchmark its multi-phase convergence versus the Buckley–Leverett (Buckley 
& Leverett, 1942) analytical solution, as mentioned in Chapter 1. Second, we test its 
water flooding capabilities using five-spot well case and compare the solution to a 
commercial finite volume simulator (ECLIPSE) (Schlumberger, 2011). Finally, we 
benchmark the capillary and gravity forces in the code.     
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In all the cases, the water and oil viscosities are 0.4 and 2.5 mPa.s respectively and the 
rock compressibility equals 4.0 ×10
-10
 Pa
-1
. We assume the medium is fully saturated 
with oil, and the porosity and permeability are 0.2 and 100 mD respectively, unless 
otherwise stated.  
The finite element meshes are uniformly refined and the water saturation maps are 
plotted with minimum water saturation of 0.001, unless otherwise stated.  
 
2.4.1.1 Buckley–Leverett case 
 
A two-phase one-dimensional water flood reduces to the Buckley-Leverett problem 
when capillarity is negligible (Buckley & Leverett, 1942; Geiger, et al., 2004). We 
compare the NCVFE code to the one-dimensional Buckley-Leverett reference solution 
without gravity using various mesh resolutions with homogenous material properties. 
We use three isotropic and uniform mesh resolutions for one-dimensional, two-
dimensional and three-dimensional domains composed of line, triangle, and tetrahedron 
elements respectively.  Table 2-1 shows the properties of the meshes. Figures 2-14 to 2-
16 show the numerical solutions for NCVFE versus the analytical solution for all the 
meshes. The numerical solutions produce a good match with the analytical solutions and 
they improve as the mesh is refined. Figure 2-17 and Table 2-2 show the error produced 
by each mesh, calculated using, 
              √
 
 
(∑ (      ( )        ( ))
 
 
   )      (2.99) 
where       ( ) and      ( ) are the water saturation at node n for the analytical and 
numerical solutions respectively, and N is the number of degrees of freedom in the 
mesh.   
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The line elements converge to the analytical solution better than triangle and tetrahedron 
elements. This is due to the arithmetic weighting of the fluid saturation for the fluid 
mobility in the pressure equation as mentioned in Section 2.2.2.4. In Chapter 4, we 
discuss this issue further and I propose an improved method.   
 
Table 2-1: The mesh properties for the Buckley–Leverett case used for the NCVFE method.   
Mesh Element type Number of 
elements 
Number of nodes Number of nodes 
in the direction 
of flow 
1D.10.ELE Line 10 11 11 
1D.20.ELE Line 20 21 21 
1D.100.ELE Line 100 101 101 
2D.20.NODE  Triangle 38 40 20 
2D.80.NODE Triangle 158 160 80 
2D.400.NODE Triangle 798 800 400 
3D.20.NODE Tetrahedron 122 82 20 
3D.80.NODE Tetrahedron 482 322 80 
3D.400.NODE Tetrahedron 2410 1602 400 
 
 
Figure 2-14: Comparison of the Buckley–Leverett problem for the NCVFE method using line 
element meshes, see Table 2-1.As the mesh is refined the NCVFE solution converges with the 
analytical solution. In this test, initial water saturation is 0.2 and residual oil saturation is 0.3. 
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0 0.2 0.4 0.6 0.8 1
W
at
e
r 
Sa
tu
ra
ti
o
n
  
Distance (m) 
Analytical Solution
1D.100.ELE
1D.20.ELE
1D.10.ELE
 59 
 
 
Figure 2-15: Comparison of the Buckley–Leverett problem for the NCVFE method using 
triangle element meshes, see Table 2-1. The water saturation profile improves as the mesh is 
refined. 
 
 
Figure 2-16: Comparison of the Buckley–Leverett problem for the NCVFE method using 
tetrahedron element meshes, see Table 2-1. The water saturation profile improves as the mesh is 
refined. 
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Table 2-2: The error in the water saturation, calculated using equation (2.99), for the Buckley-
Leverett problem modelled by the NCVFE method for different meshes, see Table 2-1. The 
source/sink terms constant total rate is 0.0005 m
3
/day.  
Mesh Simulation time-step 
(day) 
L2 Error 
 
1D.10.ELE 1 0.053 
1D.20.ELE 0.5 0.041 
1D.100.ELE 0.1 002 
2D.20.NODE 0.05 0.125 
2D.80.NODE 0.025 0.07 
2D.400.NODE 0.005 0.03 
3D.20.NODE 0.005 0.122 
3D.80.NODE 0.0025 0.067 
3D.400.NODE 0.0005 0.027 
 
 
 
Figure 2-17: The error in the water saturation, calculated using equation (2.99), for the Buckley-
Leverett problem modelled by the NCVFE method for different meshes, see Tables 2-1 and 2-2, 
versus the degrees of freedom in the flow direction.  
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2.4.1.2 Five-spot water flooding case  
 
The five-spot is a simple case of a water flooding scenario with five wells, four corner 
water injectors and one middle oil producer, in a homogenous domain of 360 × 660 m. 
The wells are source/sink terms with a constant total rate of 10 m
3
/day. We compare the 
water breakthrough time at the oil producer versus the pore volumes injected of the 
NCVFE method to a commercial finite volume (FV) simulator. Capillary and gravity 
pressures are not included (they are validated in the next test).  
We test the case using three resolutions of a two-dimensional mesh composed of 
triangle elements and three resolutions of a three-dimensional mesh composed of 
tetrahedron elements. The height of the three-dimensional meshes decreases as the mesh 
is refined, increasing the resolution in the X and Y directions, while maintaining a 
uniform aspect ratio, or shape, for the elements.  
The FV mesh is composed of uniformly spaced orthogonal 150×275×5 grid blocks and 
used as reference solution (tested for grid independence and convergence). Table 2-3 
shows the properties of the meshes.  
 
Table 2-3: The mesh properties for the five-spot water flooding case in the NCVFE method. 
Mesh Element type Number of 
elements 
Element  
Δx (m) 
Number 
of nodes 
Simulation 
time-step 
(day) 
Mesh 
dimensions 
(m) 
2D.MESH.1 Triangle 3,300 12 1,736 0.04 360 × 660  
2D.MESH.2 Triangle 13,200 6 6,771 0.02 360 × 660  
2D.MESH.3 Triangle 29,700 3 15,106 0.01 360 × 660  
3D.MESH.1 Tetrahedron 10,800 12 3,782 0.48 360×660×12  
3D.MESH.2 Tetrahedron 43,200 6 14,762 0.12 360×660×6  
3D.MESH.3 Tetrahedron 178,200 3 45,062 0.03 360×660×3  
FV.MESH Orthogonal 
Grid 
206,250 2.4 - 0.016 360×660×3 
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Figures 2-18 and 2-19 show the water cut of the oil producer versus the pore volumes 
injected (PVI) of water in the two-dimensional meshes and three-dimensional meshes 
respectively. As the resolution of the meshes increases, the solution converges towards 
the finite volume solution. In Figure 2-20, we show error of the water cut at the 
producer calculated using,   
                                                                            (2.100) 
where                     and                     are the water cut at the producer for 
the reference solution and numerical solutions respectively. 
The rate of convergence between MESH.2 and MESH.3 is low. Similar to the pervious 
case, this is caused by the arithmetic weighting of the fluid saturation for the fluid 
mobility over each element in the pressure equation.  
Figures 2-21 and 2-22 show the water saturation solution of the NCVFE method for two 
and three dimensional meshes at different values of PVI, respectively.  
From the results of this case and the previous case, two-phase modelling of the NCVFE 
method (without capillary pressure and gravity) is benchmarked. Next, we validate the 
capillary and gravity pressures in the code.  
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Figure 2-18: Computed water cut at the producer of the NCVFE method compared to a 
reference solution for a five-spot water flooding case. A two-dimensional triangle mesh is used, 
see Table 2-3. 
 
 
Figure 2-19: Computed water cut at the producer of the NCVFE method compared to a 
reference solution for a five-spot water flooding case. A three-dimensional tetrahedron mesh is 
used, see Table 2-3. 
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Figure 2-20: The error in the water cut a the producr well, calculated using equation (2.100), for 
the five-spot problem modelled by the NCVFE method for different meshes, see Table 2-3, 
versus the element Δx.  
 
                
 
Figure 2-21: The water saturation with contour lines in 2D.MESH.1 mesh, see Table 2-3, at 
pore volume injected values of 0.085 (left), 0.29 (centre), and 0.46 (right) for the five-spot water 
flooding case using the NCVFE method. 
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Figure 2-22: The water saturation in 3D.MESH.2 mesh, see Table 2-3, at pore volumes injected 
values of 0.085 (top), 0.29 (centre), and 0.46 (bottom) for the five-spot water flooding case 
using the NCVFE method. 
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2.4.1.3 Capillarity and gravity benchmarking  
 
Capillarity and gravity forces contribute to recovery in fractured reservoirs. They are 
benchmarked in this code by simulating the water and oil transition zone, the 
equilibrium between capillarity and gravity, and comparing the results to the analytical 
solution of water saturation versus the height  (  ) derived from capillary pressure and 
fluid density, 
 (  )   
  (  )
(     ) 
                                        (2.101)      
where   (  ) is the height of water above the free water level [ ].  
We use two different test scenarios to fully benchmark the effects. The capillary 
pressure curves for the tests are illustrated in Figure 2-23. For all the tests, oil and water 
densities are 650 and 1010 kg/m
3
 respectively. The initial water saturation is 0.2 and the 
residual oil saturation is 0.3. 
 
Figure 2-23: Capillary pressure curves for the benchmarking tests of capillarity and gravity in 
the NCVFE code.    
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2.4.1.3.1 Test one: Water-wet with bottom fracture 
 
In test one, we model the fluid transition zone for a water-wet rock in a region 100 m 
high using a two-dimensional mesh with a one-dimensional fracture at the bottom with 
constant water saturation and zero capillary pressure, making the free water level, 
Figure 2-25. The mesh consists of 3,253 nodes, 6,212 triangles and 199 line elements.  
Initially the rock is saturated with oil. The water imbibes vertically due to the 
disequilibrium between gravity and capillary forces and stops after 13.4 days when they 
are at equilibrium, equation (2.101). Figure 2-24, illustrates the computed water 
saturation in the domain versus height compared to the analytical solution at 
equilibrium. The good agreement confirms that the code correctly models capillary 
pressure for this case. Figure 2-25 shows the water saturation in the domain at 
equilibrium. 
 
 
Figure 2-24: Test one: Computed water saturation at equilibrium versus depth compared to the 
analytical solution. 
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Figure 2-25: Test one: Mesh of the two-dimensional vertical system with a one-dimensional 
fracture at bottom (top); and the water saturation at equilibrium with contour lines (bottom). The 
water imbibes upwards by the positive capillary pressure against the gravity force. 
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2.4.1.3.2 Test two: Oil-wet rock with fractures along the sides 
 
In test two, we model the fluid transition zone for an oil-wet rock in a 10 m tall two-
dimensional system with two one-dimensional side fractures with constant water 
saturation and zero capillary pressure, Figure 2-27. Here the free water level is at the top 
of the domain. The mesh consists of 1,339 nodes, 1,845 triangles and 150 line elements. 
The water imbibes laterally due to the disequilibrium between gravity and capillary 
forces and stops when they are at equilibrium. In this test, the water saturation increases 
with depth as it overcomes the negative capillary forces with the gravity force. Figure 2-
26 illustrates the water saturation in the system versus depth compared to the analytical 
solution at equilibrium. Again, the good agreement confirms that the code correctly 
models capillary pressure for this case. Figure 2-27 shows the water saturation in the 
domain at equilibrium. 
 
 
Figure 2-26: Test two: Computed water saturation at equilibrium versus depth compared to the 
analytical solution. 
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Figure 2-27 Test two: Mesh of 1 × 10 m two-dimensional vertical core with two one-
dimensional side fractures (top); and the water saturation at equilibrium with contour lines 
(bottom). The water saturation increases versus depth as it over comes the negative capillary 
forces by the gravity force. 
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2.5 Numerical Study 
 
After benchmarking the code, we perform a numerical study of the NCVFE method. We 
test its accuracy in modelling two-phase fluid flow in regions with large variations in 
material properties such as between a matrix region and a sealing/conductive fault 
(Cases one and two). Also, we test the benefits of including discrete fractures models 
(Case three) and the significance of capillary forces in the recovery of oil in fractured 
reservoirs (Case four). Finally, we study the NCVFE method performance in 
heterogeneous systems (Case five). 
We use the same properties and parameters as in the previous section, unless otherwise 
stated.    
Nick (2010) and Bazar-Afkan & Matthais (2011) performed similar tests to Cases one 
and two using triangle elements. Here, we test the method using tetrahedron elements 
and we quantify the accuracy of the method by measuring the water saturation invading 
the non-permeable zones. 
 
2.5.1 Case one: Thin barrier case 
 
In this case we introduce a zero permeability zone in the middle of the mesh to test the 
sealing capability of the NCVFE method. We compare the invaded water saturation 
inside the no-flow zone versus the evident reference case solution of zero invasion. The 
domain is square with dimensions of 100×100 cm and a depth of 10 cm with a central 
zero permeability zone 45 cm away from the side boundaries and 5 cm away from top 
boundaries, see Figure 2-28. We use two meshes composed of tetrahedron elements, 
one coarse (SEAL.MESH.1) and another finer mesh around the no-flow zone 
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(SEAL.MESH.2). Table 2-4 shows the properties of the meshes. Water is injected at a 
constant rate of 4 cm
3
/day along the left-hand boundary. 
Figure 2-29 shows the water saturation employing in the SEAL.MESH.1 at different 
values of pore volumes injected (PVI). The water invades and fully penetrates the thin 
barrier zone and does not honour the zero permeability property of the elements in the 
zone. This is a classic case of artificial fluid smearing in the NCVFE method caused by 
the construction of the control volumes around the elements nodes as discussed in 
Chapter 1. To decrease the artificial smearing, we refine the mesh around the thin 
barrier zone in SEAL.MESH.2. Figure 2-30 shows the water saturation for this mesh at 
different values of PVI. The water does not fully penetrate the zone. However, there is 
some artificial smearing around the boundary of the zone.  Figure 2-31 quantifies these 
effects by showing the water saturation in the zone for both meshes. The reference 
solution has zero invasion (the water saturation in the barrier zone equals zero).  
The finer mesh SEAL.MESH.2 has water saturation in the barrier of 0.08 after 0.8 PVI. 
This is large considering the degrees of freedom used (as we show in Chapter 3), see 
Table 2-4. In Chapter 3, I propose a numerical method that can drastically reduce this 
artificial smearing and better preserve the zero-permeability zone boundaries. 
 
Table 2-4: The mesh properties for Case one: Thin barrier case.   
Mesh Element type Number of 
elements 
Number of nodes Simulation  
time-step (day)  
SEAL.MESH.1 Tetrahedron 438 130 1 
SEAL.MESH.2 Tetrahedron 17,563 3,707 0.1 
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Figure 2-28: Top view of finite element meshes SEAL.MESH.1 (left) and SEAL.MESH.2 
(right) and the permeability field; there is a no-flow (zero permeability) region in the centre.   
 
 
 
  
Figure 2-29: Water saturation for the thin barrier case modelled using NCVFE for 
SEAL.MESH.1 mesh, see Table 2-4, at four different values of pore volume injected: 0.05 (top-
left), 0.12 (top-right), 0.24 (bottom-left), and 0.8 (bottom-right). The water saturation invades 
the non-permeable zone and fully penetrates the inner boundary (red arrows).  
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Figure 2-30: Water saturation for thin barrier case modelled using NCVFE for SEAL.MESH.2 
mesh, see Table 2-4, at four different values of pore volume injected: 0.05 (top-left), 0.12 (top-
right), 0.24 (bottom-left), and 0.8 (bottom-right). The water saturation honours the inner 
boundary of the non-permeable zone however there is penetration at the outer boundaries.  
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Figure 2-31: Comparison of the  water saturation inside the zero-permeability zone for Case one 
between SEAL.MESH.1 and SEAL.MESH.2 meshes, see Table 2-4, as a function of pore 
volumes injected. The water saturation decreases as the mesh is refined. 
 
2.5.2 Case two: Narrow conductive zone 
 
In this case, we introduce a narrow conductive zone (representing a fracture) in the 
middle of an impermeable domain to test the conductive capability of the NCVFE. The 
fracture has dimensions of 100×5×10 cm, see Figure 2-32. Water is injected at a 
constant rate of 4 cm
3
/day along the left-hand boundary. We mesh the domain using 
tetrahedron elements and we use three different mesh resolutions. Table 2-5 shows the 
properties of the meshes.  
To assess the extent of the unphysical flow produced by the NCVFE method in this case 
better, we make the sides of the fracture zone (levees) non-permeable. This produces as 
reference solution that models the water saturation flowing from the matrix through the 
fracture zone to the right hand boundary without invading the levees.  
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We investigate the performance of the NCVFE by measuring the average water 
saturation in the non-permeable zones (similar to the previous case) and the time of 
water breakthrough at the right hand boundary.  
 
a) b)  
Figure 2-32: Permeability field for Case two: Narrow conductive zone, a) top view, b) side 
view. The matrix region has permeability of 10 mD and the fracture region has a permeability of 
10,000 mD. The fracture zone levees are non-permeable. Water is injected from the left hand 
boundary at rate of 0.2 cm
3
/day. 
 
Table 2-5: The mesh properties for Case two: narrow conductive zone.  
Mesh Element type Number of 
elements 
Number of nodes Simulation  
time-step (day)  
FRAC.1 Tetrahedron 2,187 727 1 
FRAC.2 Tetrahedron 10,132 2,806 0.5 
FRAC.3 Tetrahedron 124,527 26,588 0.1 
 
 
Figure 2-33, shows the water saturation for the low resolution mesh FRAC.1 (see Table 
2-5) at different pore volumes injected (PVI). In this mesh, the water flows through the 
fracture region while invading the matrix region. This artificial flow is due to the large 
control volumes constructed on the shared element nodes between both regions. As we 
refine the mesh, the control volumes shared between the matrix and fracture regions get 
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smaller and there is less water invasion into the matrix. Figure 2-34 shows the water 
saturation modelled using the higher resolution meshes. In these meshes, the water is 
more confined in the fracture region and propagates faster toward the right hand 
boundary, as there is less invasion into the matrix.  
We quantify this mesh dependency by measuring the water saturation in the non-
permeable levees and the breakthrough time at the right hand boundary.  Figure 2-35 
shows the water saturation in the levees for the meshes versus the pore volumes 
injected. As the mesh is refined the water saturation in the levees decreases. The 
reference solution has zero water saturation. In Figure 2-36, we show the water cut at 
the right hand boundary versus the pore volumes injected. As the mesh is refined the 
breakthrough time decreases since the flow is more confined in the fracture region, as 
we see in Figure 2-34. In Figure 2-37, we show the water saturation inside the non-
permeable zones at PVI 0.4 versus the degrees of freedom of the meshes.  
This case shows the poor representation of fractures by the NCVFE method. Very high 
mesh resolutions are needed to reasonably model the fluid flow in fractures and 
decrease the unphysical smearing. We had to increase the degrees of freedom of the 
mesh by more than 35 times to significantly decrease the invasion of water in the 
levees.  In the Chapter 3, we present a numerical method that better models fluid flow in 
these types of problem.  
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Figure 2-33: The water saturation in FRAC.1, see Table 2-5, at pore volumes injected values of: 
0.03 (top), 0.14 (centre), and 0.3 (bottom) for Case two using the NCVFE method. The water 
saturation invades the sides of the fracture zone into the matrix region delaying the water 
breakthrough at the right hand boundary, see Figures 2-35 and 2-36.    
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Figure 2-34: The water saturation in FRAC.2 (left) and FRAC.3 (right), see Table 2-5, at pore 
volumes injected values of: 0.03 (top), 0.14 (centre), and 0.3 (bottom) for Case two using the 
NCVFE method. As the mesh is refined the water is more confined in the fracture region and 
propagates faster to the right hand boundary, see Figures 2-35 and 2-36. 
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Figure 2-35: The water saturation in the non-permeable zones, see Figure 2-30, versus the pore 
volumes injected using the NCVFE method for different meshes for Case two, see Table 2-5. As 
the mesh resolution increases the water saturation in the non-permeable zones decreases.  
 
Figure 2-36: Water cut at the right hand boundary versus the pore volumes injected using the 
NCVFE method for different meshes for Case two, see Table 2-5. As the mesh resolution 
increases the water breakthrough time at the right hand boundary decreases.  
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Figure 2-37:The water saturation inside the non-permeable zones using the NCVFE method at 
0.4 pore volumes injected as a function of the degrees of freedom of the meshes for Case two, 
see  Table 2-5.  
 
2.5.3 Case three: Six matrix blocks surrounded by fractures  
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represent the fracture region: in the explicit fracture representation (EFR) method, we 
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fracture and matrix regions to minimize the artificial smearing. The fracture porosity 
and aperture are 1 and 0.1 cm respectively. Table 2-6 shows the properties of both 
methods.  
Table 2-6: The EFR and DFM properties for Case three: Six matrix blocks surrounded by 
fractures. 
 Explicit fracture 
representation (EFR) 
Discrete fracture models 
(DFM) 
Mesh 2D.FRAC.MESH 1D.FRAC.MESH 
Total number of elements 13,134 11,146 
Number of triangle elements 13,134 10,242 
Number of line elements - 904 
Number of nodes 6,845 5,396 
Total area of the domain (cm
2
) 300 300 
Area of the matrix region (cm
2
) 287 300 
Porosity of the matrix region 0.20906 0.2 
Pore area of the matrix region (cm
2
) 60 60 
Fracture aperture (cm) 0.1 0.1 
Area of the fracture region (cm
2
) 13 13 
Porosity of the fracture region 1 1 
Pore area of the fracture region (cm
2
) 13 13 
Total pore area of the domain (cm
2
) 73 73 
Simulation time-step (day) 0.2 1 
 
In this case, we inject water from the top left corner of the domain and we place a 
producer at the bottom right corner. The constant total rate is 0.01 cm
2
/day. The matrix 
permeability is 1 mD and we test this domain using EFR and DFM at three different 
fracture permeability values: 10,000, 1,000, and 100 mD.   
In Figure 2-39, we show the water saturation in the matrix region versus the pore 
volumes injected. Both methods, EFR and DFM, produce similar results. The figure 
shows the water saturation increases in the matrix as the fracture permeability 
decreases.  The lower permeabilities of the fractures promote the viscous force to 
displace the oil in the matrix region and increase the water saturation in the matrix and 
the oil recovery of the system, see Figure 2-40.  
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To visualize the above observations, we show the water saturation for both meshes (side 
by side) for the three different fracture permeabilities. Figures 2-41 to 2-43 show the 
water saturation at pore volumes injected 0.05, 0.2, and 0.6 respectively. Both meshes 
produce almost identical saturation maps. The water invades the matrix for the tests 
with low permeability contrasts promoting higher recovery, while there is almost no 
matrix invasion for the largest permeability contrast.  
However, the EFR mesh is almost 5 times more computationally expensive than the 
DFM mesh. We decreased its time-step by factor 0.2 to accommodate for the small 
triangle elements of the fracture domain, see Table 2-5 and Figure 2-38.  The DFM 
mesh handles a larger time-step because the line elements of the fracture domain are 
imbedded in the triangle elements, increasing the area of the control volume. Figure 2-
44 shows the computational time for both meshes as function of pore volumes injected 
for the low permeability contrast test. 
This case illustrates the importance of understating the fracture-matrix permeability 
contrast as it has a large effect on oil recovery. Also it shows the benefits of using 
discrete fracture models in the NCVFE method, as they can greatly decrease 
computational time and still produce satisfactory results.  
Next, we study the effect of matrix capillarity on the oil recovery of fractured reservoirs.  
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Figure 2-38: The 30×10 cm system consists of six equally sized matrix blocks surrounded by 
fractures from four sides: (a) composed of discrete fractures by line elements 
(1D.FRAC.MESH); and (b) composed of explicit fractures by triangle elements 
(2D.FRAC.MESH), see Table 2-5. 
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Figure 2-39: Matrix region water saturation for the 30 × 10 cm system for 1D.FRAC.MESH and 
2D.FRAC.MESH at three difference fracture permeability values: 100, 1,000, and 10,000 mD. 
The water saturation increases as the fracture permeability decreases, see Figures 2-41 to 2-43.  
 
Figure 2-40: Oil recovery factor for the 30 × 10 cm system for 1D.FRAC.MESH and 
2D.FRAC.MESH at three different fracture permeability values; 100, 1,000, and 10,000 mD. 
The oil recovery increases as the fracture permeability decreases.   
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Figure 2-41: Water saturation for meshes 1D.FRAC.MESH (left) and 2D.FRAC.MESH (right) 
for the 30 × 10 cm system at 0.05 pore volumes injected for three different fracture permeability 
values: 10,000 mD (top), 1,000 mD (centre), and 100 mD (bottom). 
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Figure 2-42: Water saturation for meshes 1D.FRAC.MESH (left) and 2D.FRAC.MESH (right) 
for the 30 × 10 cm system  at 0.2 pore volumes injected for three different fracture permeability 
values: 10,000 mD (top), 1,000 mD (centre), and 100 mD (bottom). 
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Figure 2-43: Water saturation field for meshes 1D.FRAC.MESH (left) and 2D.FRAC.MESH 
(right) for the 30 × 10 cm system  at  0.6 pore volumes injected for three different fracture 
permeability values: 10,000 mD (top), 1,000 mD (centre), and 100 mD (bottom). 
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Figure 2-44: Computational time (CPU TIME) for the 30 × 10 cm system for 1D.FRAC.MESH  
with a time step of 1 day and 2D.FRAC.MESH using a time step of 0.2 day for the 100mD 
fracture permeability test. 
 
2.5.4 Case four: Outcrop fractured sample with capillarity 
 
In this case, we conduct a sensitivity analysis on the effects of matrix capillarity on oil 
recovery on a fractured outcrop sample taken from the Lias formation (limestone) from 
Bristol Channel, see Figure 2-45. The sample has dimensions of 68.4 × 48.6 × 1 cm and 
has 22 matrix blocks surrounded by conductive fractures, see Figure 2-46.  We 
represent the fracture regions by discrete fracture models (DFM) using triangle elements 
with aperture size of 0.01 cm, zero capillary pressure, and a permeability 10,000 times 
larger than in the matrix. The matrix is modelled using tetrahedron elements with 
capillary pressure. The domain has an initial water saturation of 0.2 and a residual oil 
saturation of 0.3. We inject water at a constant rate of 0.015 cm
3
/day along the left-hand 
boundary and we run three different tests with and without capillary pressure. Table 2-7 
shows the parameters for this case and Figure 2-47 shows the matrix capillary pressures 
curves.  
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Figure 2-45: Outcrop sample from Lias formation (limestone) from Bristol Channel
2
. 
Table 2-7: The parameters for Case four: Outcrop fractured sample with capillarity. 
Mesh and domain properties 
Total number of elements  46,770  
Number of tetrahedron elements  43,988  
Number of triangle elements  2,782  
Number of nodes  11,954  
Total volume of the domain (cm
3
)  3,324.24  
Volume of the matrix region (cm
3
)  3,324.24  
Porosity of the matrix region  0.2  
Pore volume of the matrix region (cm
3
)  664.848  
Matrix permeability (mD)  1  
Fracture region aperture (cm)  0.01  
Volume of the fracture region (cm
3
)  6.702  
Porosity of the fracture region  1  
Pore volume of the fracture region (cm
3
)  6.702  
Fracture permeability (mD)  10,000  
Total pore volume of the domain (cm
3
)  671.55  
Tests properties  One Two Three 
Description No capillarity Water-wet Strongly water-wet 
Pc(Swi)
3
 [MPa] 0 0.15 1.5 
Simulation time-step (day) 1 0.2 0.0333 
                                                 
2
 Courtesy of Prof. John Cosgrove (Imperial College London) 
3
Pc(Swi) is the capillary pressure at the initial water saturation and has the largest capillary pressure value. 
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In test one, as the water is injected in the domain it propagates in the fractures without 
invading the matrix. This test has no capillary pressure in the matrix and the fracture-
matrix permeability contrast is large (similar to Case three). Therefore, the water 
reaches the right hand boundary without invading the matrix regions. Figure 2-48, 
shows the water saturation for this case at different values of pore volumes injected.  
In test two, we make the matrix regions water-wet, see Table 2-7 and Figure 2-47. As 
the water is injected in the domain it propagates in the fractures and invades the matrix. 
However, unlike in Case three, where the water displaces the oil in the direction of the 
flow, now the water invades the matrix from all directions, see Figure 2-49. Figure 2-49 
shows the water saturation for this case at different times.  
In test three, we increase the matrix capillary pressure 10 times, see Table 2-7 and 
Figure 2-47. The water invades the matrix more rapidly as seen in Figure 2-50.  
We quantify the above observation by plotting the water saturation in the matrix and the 
oil recovery factor versus the pore volumes injected in Figures 2-51 and 2-52, 
respectively. The stronger the water wettability of the matrix, the more oil is recovered 
for a given time.  
This case illustrates the importance of capillary pressure on oil recovery in fractured 
reservoirs. In a strongly water-wet system, imbibition contributes significantly to 
recovery, allowing rapid invasion of the low-permeability matrix. However, modelling 
the capillary pressure is computationally expensive. Figure 2-53 shows the 
computational time. As we increase the capillarity in the system we decrease the 
simulation time-step to accommodate for the capillary forces, see Table 2-7.  This case 
also illustrates the benefits of using DFM (similar to the previous case). They 
represented the complex geometry of the fractures without increasing the degrees of 
freedom of the system. They also realistically modelled the capillary dominated two-
time scale flow behaviour between the highly conductive fractures and the low 
permeability matrix regions.  
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In future work, simulations such as these could be used to determine empirical fracture- 
matrix transfer functions that encapsulate the average recovery in geological realistic 
fracture networks.  
 
 
Figure 2-46: Discrete fracture models of outcrop case composed of triangle elements (left), 
matrix region composed of tetrahedron elements embedded with the discrete fracture model 
(right), see Table 2-7. 
 
 
Figure 2-47: Capillary pressure curves for tests two and three, see Table 2-7, for the Case four.  
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
C
ap
ill
ar
y 
P
re
ss
u
re
 (
M
P
a)
  
Water Saturation 
TEST TWO: PC(SWI)= 0.15 MPa
TEST THREE: PC(SWI)= 1.5 MPa
 93 
 
 
Figure 2-48: The water saturation for test one (zero capillary pressure), see Table 2-7, the 
outcrop case at three different values of pore volume injection; 0.01 (top), 0.1 (centre), and 1 
(bottom).   
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Figure 2-49: The water saturation for test two (water-wet), see Table 2-7, the outcrop case at 
three different values of pore volume injection; 0.01 (top), 0.1 (centre), and 1 (bottom).   
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Figure 2-50: The water saturation for test three (strongly water wet), see Table 2-7, the outcrop 
case at three different values of pore volumes injection; 0.01 (top), 0.1 (centre), and 1 (bottom).  
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Figure 2-51: Matrix region water saturation for the outcrop case for the three tests, see         
Table 2-7, versus pore volumes injected. As the matrix capillarity increases the water saturation 
increases in the matrix.  
 
Figure 2-52: Oil recovery factor for the outcrop case for the three tests, see Table 2-7, versus 
pore volumes injected. As the matrix capillarity increases, more oil is recovered. 
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Figure 2-53: Computational time for the outcrop case for the three tests, see Table 2-7, versus 
pore volumes injected.  
 
2.5.5 Case five: Heterogeneous layer 
 
In this case, we test the accuracy of the NCVFE method in modelling two-phase flow in 
heterogeneous systems. We introduce a layer the size of 360×660 m composed of 
10×20 permeability regions ranging from 0 to 1436 mD
4
, see Figure 2-54. We place one 
injector and one producer wells (with flow rates of 20 m
3
/day) at diagonally opposing 
corners. We compare the water cut at the producer and the water saturation in the 
domain for various mesh refinements. We also compare the solutions to a commercial 
finite volume (FV) simulator.  
We mesh the domain using tetrahedron elements and we use three different mesh 
refinements, see Table 2-8. The height of the mesh decreases as it is refined, to maintain 
the shape and aspect ratio of the elements.  
                                                 
4
 The permeability values are in Appendix -B.  
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Figure 2-54: The permeability field in 10×20×1 regions for Case five including the locations of 
the producer and injector wells.  
 
Table 2-8: The mesh properties and simulation parameters using the NCVFE simulator for Case 
five: heterogeneous layer.  
Property/ Mesh HG.MESH.1 HG.MESH.2 HG.MESH.3 
Element type Tetrahedron Tetrahedron Tetrahedron 
Number of elements 1,200 10,800  43,200 
Number of nodes (DOF) 462 3,782 14,762 
Mesh dimensions (m) 360×660×36 360×660×12 360×660×6 
Elements per region 6 54 216 
Simulation time-step (day) 1 0.037 0.0046 
 
Table 2-9: The mesh properties and simulation parameters using the FV simulator (ECLIPSE) 
for Case five: heterogeneous layer.  
Property/ Mesh FV.MESH.1 FV.MESH.2 FV.MESH.3 
Element type Orthogonal Grid Orthogonal Grid Orthogonal Grid 
Number of elements (DOF) 800 3,600 15,000 
Mesh dimensions (m) 360×660×36 360×660×36 360×660×36 
Cells per region (2×2×1) 4 (3×3×2) 18 (5×5×3) 75 
Simulation time-step (day) 6 1.5 0.32 
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For the commercial finite volume simulator, we mesh the 10×20 regions using 
orthogonal grids using three different meshes refinements, see Table 2-9.   
Figure 2-55 shows the water cut at the producer for the meshes versus the pore volumes 
injected (PVI). As the mesh resolution increases, the water breakthrough at the producer 
decreases from 0.31 to 0.29 PVI. This delay in breakthrough time for the low resolution 
mesh is caused by the water invading the low permeability regions and not honouring 
the heterogeneity of the layer (similar to Case one in this Chapter). We can see this in 
the water saturation maps in Figure 2-56. As the mesh is refined, the water saturation 
resolution increases and the flow start to honour the permeability field promoting the 
early breakthrough in the finer meshes, as seen in Figures 2-55 and 2-56. 
In Figure 2-56, we also compare the finite volume water saturation to the NCVFE 
method and we have two main observations. The finite volume water saturation is more 
diffusive than NCVFE which promotes the earlier water breakthrough at the producer 
well in Figure 2-55. ECLIPSE employs a fully implicit method (the pressure and 
saturation are solved implicitly in time). This method is known for its stability and large 
time steps can be taken (Table 2-9); however it produces large amount of numerical 
dispersion (see Figure 2-56) compared to the IMPES  implicit pressure and explicit 
saturation  method, as discussed by Fanchi (2006). Our NCVFE simulator uses the 
IMPES method. The water saturations computed by the NCVFE are more confined than 
the FV solution.  
In the second observation, we focus on the top-left quarter of the domain, see Figures 2-
57 and 2-58. Figure 2-58 shows the water saturation at 0.37 PVI computed by the 
NCVFE for all the meshes at that location. The water saturation does not honour the 
zero-permeabilities of these two regions and invades them. This is physically 
inaccurate. The accurate representation is modelled by the FV solution. The NCVFE 
method cannot avoid this, even with a higher mesh resolution, since the control volumes 
are imposed around the edges of these two regions and will allow the water to flow 
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between them. This observation illustrates the poor modelling of the NCVFE method 
for certain heterogeneous systems.  
In Figure 2-59, we quantify the breakthrough time at the producer well versus the 
degrees of freedom of the meshes.  
This case illustrates that the NCVFE method may produce satisfactory results for 
heterogeneous systems when using high resolution meshes. However, overall, the 
performance is disappointing when compared to more standard finite volume 
formulations. More work is required to combine the geometric flexibility of the finite 
element method with the accuracy and convenience of finite volume method. This is the 
topic of the next two Chapters.  
 
 
Figure 2-55: Water cut at the producer as a function of pore volumes injected for case five for 
the NCVFE meshes, see Tables 2-8 and 2-9,  compared to the high resolution finite volume 
solution (FV.MESH.3). See Figure 2-57 for the solutions of the other finite volume meshes.  
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Figure 2-56: The water saturation in case five for three mesh refinements using the NCVFE 
method compared to the FV solution: HG.MESH.1, HG.MESH.2, HG.MESH.3, and 
FV.MESH.3 (left to right respectively), see Tables 2-8 and 2-9, at three different pore volumes 
injected: 0.1, 0.2, and 0.37 (top to bottom respectively).  
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Figure 2-57: The top-left quarter of the permeability field of Case five, see Figure 2-54. We 
show two no-flow zones. In Figure 2-58, we discuss the water flow around these two zones. 
 
Figure 2-58: The top-left quarter of the water saturation map modelled using the NCVFE 
compared to the FV solution for Case five at 0.37 pore volumes injected for the meshes, see 
Tables 2-8 and 2-9: a) HG.MESH.1, b) HG.MESH.2, c) HG.MESH.3, and d) FV.MESH.3. The 
water saturation modelled by the NCVFE method flows through the two no-flow zones, see 
Figure 2-57. The FV solution shows the accurate modelling of the water avoiding the two no-
flow zones.  
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Figure 2-59: Breakthrough time at the producer for Case five meshes, see Tables 2-8 and 2-9, as 
a function of degrees of freedom, DOF. As the mesh resolution increases the water 
breakthrough time at the producer decreases since there is less unphysical flow between the 
permeability regions, see Figure 2-56.  
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2.6 Summary 
 
We have discussed the governing equations for immiscible fluid flow for oil and water 
with capillary pressure in a slightly compressible porous media. We explained in three 
steps the discretization of these equations using node control volume finite elements 
(NCVFE). The steps lead to the final pressure and saturation equations for three types of 
element: line, triangle, and tetrahedron. We also implemented discrete fracture models 
for line and triangle elements. I wrote the NCVFE code using the programing language 
Fortran90 and validated it using analytical and numerical solutions.  
We investigated the accuracy of the NCVFE method in modelling two-phase fluid flow 
in regions with large variations in material properties and found the following. In 
modelling sealing faults, the method performed poorly as the inner boundary of a 
sealing region was fully penetrated by the displacing water. The water did not respect 
the zero-permeabilities defined on the elements and flowed through them, because the 
NCVFE encompasses elements with both zero and finite permeabilities. We had to 
increase the resolution of the elements around the sealing region to stop the water from 
penetrating it. In representing conductive faults (fractures), the NCVFE method did not 
perform any better. Very high mesh resolutions were needed to obtain a reasonable 
representation of the fluid flow inside the fracture region. The low resolution mesh 
suffered a large amount of unphysical flow to the matrix region and a major delay in 
breakthrough time compared to the high resolution mesh.  Finally, we tested the method 
for a heterogeneous permeability layer. The original mesh modelled a water saturation 
not honouring the heterogeneity of the system. There was a large amount of unphysical 
flow between the permeability regions which greatly delayed the movement of the 
water. Similar to the previous two cases, we had to increase the mesh resolution to 
obtain reasonable results. However, still some unphysical flow remained and was not 
avoidable, as we discussed in Section 3.4.5.  
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From the above findings, we conclude that NCVFE requires high mesh resolutions to 
model multi-phase flow in heterogeneous systems reasonably. The main problem with 
the NCVFE method is that the fluid saturation is computed on the vertices of elements 
and the material properties are defined on the elements. This particular two-mesh 
approach computes an up-scaled fluid saturation and could produce unphysical flow, 
since the number of control volumes, in most cases, is less than the number of elements 
where the heterogeneity is defined. Essentially, the saturation is updated on a coarse 
mesh that is not aligned with the assignment of rock properties. In Chapter 3, we 
introduce a new numerical method that down-scales the fluid saturation and produces 
excellent results.  
We also found that NCVFE produces inaccurate saturation profiles for multi-phase flow 
when compared to the Buckley-Leverette solution. It is caused by taking the arithmetic 
average of the fluid saturation for the fluid mobility in the pressure equation.  In 
Chapter 4, we introduce a new upstream mobility calculation method that improves the 
saturation profiles and produces more accurate results.  
Finally, we performed a sensitivity analysis on the benefits of using discrete fracture 
models (DFM). DFM are computationally efficient (produce similar results with fewer 
degrees of freedom) as we saw in Case three, similar to the findings of Geiger et al. 
(2004) and Monteagudo & Firoozabadi (2004). Incidentally, they also reduce the 
artificial smearing between the fracture and matrix regions. We also performed a 
sensitivity analysis on two petro-physical properties of fractured reservoirs: the 
permeability contrast between the fractured and matrix regions and the presence of 
capillary pressure in the matrix region. We found the following: 
 As the fractured region permeability approaches the permeability of the matrix 
region, more oil is recovered due to the viscous forces displacing the oil out of 
the matrix.  
 As the matrix region water wettability increases, more oil is recovered from the 
matrix due to the imbibed water displacing the oil out of the matrix.   
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Those two finding are in agreement with the facture-matrix fluid interaction discussed 
in the literature. More studies, using this code, will facilitate the determining of an 
empirical fracture- matrix transfer functions that encapsulate the average recovery in 
geological realistic fracture networks.  
In the next Chapter, we present the newly developed numerical method interface control 
volume finite element that improves modelling of multi-phase fluid flow in highly 
heterogeneous and naturally fractured reservoirs.   
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 Interface Control Volume Finite Element 3. 
Method 
 
“If I find 10,000 ways something won’t work, I haven’t failed. I am not discouraged, 
because every wrong attempt discarded is often a step forward” Thomas Edison  
 
 
 
 
In this Chapter, we present a new numerical method we developed to improve the 
modelling of multi-phase fluid flow in highly heterogeneous and naturally fractured 
reservoirs, called the interface control volume finite element (ICVFE) method. This 
method drastically decreases the smearing effects observed in other CVFE methods, 
while being mass conservative and numerically consistent.  
 
 
3.1 Introduction  
 
As discussed in Chapters 1 and 2, the node control volume finite element (NCVFE) 
method has been used to model heterogeneous and fractured reservoirs. However, since 
the control volumes are constructed around the vertices of elements and the material 
properties are assigned on the elements, there is a loss of accuracy and associated fluid 
smearing when modelling multi-phase flow problems, as we discussed in Chapter 2. 
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In this Chapter, we suggest a numerical scheme that uses the advantages of the mixed 
hybrid finite element method (MHFE) (discussed in Chapter 1) and the NCVFE 
method. The scheme is called the interface control volume finite element (ICVFE) 
method. 
ICVFE calculates the pressure at the interface of elements, instead of the vertices, and 
constructs the control volumes around them, Figure 3-1. Each control volume is shared 
by, at most, two elements thus decreasing unnecessary fluid smearing. Lowest order 
Raviart- Thomas (Raviart & Thomas, 1977) vectorial interpolation functions (RT0) are 
used to discretize the pressure equation over element interfaces, similar to the MHFE 
method (Chavent & Roberts, 1991; Younes, et al., 2004). The element pressure 
derivative is calculated using the derivatives of the interpolation functions of NCVFE 
(Voller, 2009), similar to Chapter 2. The fluxes are calculated on interface control 
volumes according to the properties of the shared elements and the pressure derivative. 
Also, the number of unknowns equals the number of control volumes, and it is mass 
conservative. However, it is computationally expensive as the degrees of freedom, 
defined at interfaces, can be more than nine times the number of vertices in the mesh. 
Nevertheless, as shown later, it displays better convergence than NCVFE with the same 
degrees of freedom.  
 
 
Figure 3-1: Interface control volume mesh (left) and node control volume mesh (right) for 
triangular elements. ICVFE calculates the pressure on the interfaces of elements while NCVFE 
computes them on the vertices of elements. In ICVFE, the control volumes are constructed 
around the interfaces of elements, where in NCVFE they are constructed around the vertices.  
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3.2 Governing Equations 
 
As in Chapter 2, we consider two-phase immiscible fluid flow of water and oil in 
heterogeneous porous media described by the continuity equation and Darcy’s law. In 
this Chapter, for simplicity, we assume gravity and capillarity are negligible, although 
this is not a constraint of the method. The pressure equation (2.12) becomes,   
   
  
  
                   (3.1) 
where 
                     (3.2) 
Next, we describe the proposed numerical method interface control volume finite 
element method how it discretizes the pressure equation (3.1). 
 
3.3 Interface Control Volume Finite Element Method (ICVFE) 
 
We now develop a numerical scheme, ICVFE, which is a combination of the MHFE 
and NCVFE methods. It approximates the pressure and advection equations in space 
and time using a discrete number of degrees of freedom, at the interfaces of elements. 
Similar to NCVFE, the ICVFE solves a multi-phase flow problem in three steps. First, 
the pressure is calculated at the interfaces of elements using RT0 element vectorial 
interpolation functions under the same assumptions as MHFE. Then, the pressure drop 
needed for the velocity calculation is solved using the derivatives of finite element 
interpolations functions used in NCVFE. Finally, the control volumes are imposed 
around element interfaces and the fluxes needed for fluid advection are computed using 
the properties of elements sharing the control volume. This type of control volume 
minimizes the smearing effect during fluid transport in highly heterogeneous and 
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fractured reservoirs, as we will show later. We will only consider three-dimensional 
tetrahedron elements here.  
 
3.3.1 STEP 1: Mixed hybrid finite element method 
 
The term mixed method means that two or more primary variables are solved. In fluid 
flow problems, the MHFE solves the pressure and the velocity fields simultaneously at 
the element interfaces, see Figure 1-11. It uses a set of vectorial interpolation functions 
for each element and assumes a continuous flux and pressure at the element interfaces. 
Chavent & Roberts (1991) and Younes et al. (2004) used the lowest-order Raviart-
Thomas functions (RT0) to model single-phase flow in quadrilateral and tetrahedron 
elements. Here, we use the same vectorial interpolation functions to model two-phase 
flow in slightly compressible rock using tetrahedron elements.  
 
3.3.1.1 RTO vectorial interpolation functions  
 
RT0 vectorial interpolation functions approximate the solution of the velocity vector 
over an element. For a tetrahedron element, they define the velocity by, 
 ( )  ∑   
( )
  
( ) 
             (3.3) 
where  ( ) is the approximate solution of velocity vector in element (e) [    ],  
( )
is 
the vectorial interpolation function for interface i of element (e) [   ], and   
( )
 the flux 
of interface i of element (e) [     ] (the unknown). 
  
( )
corresponds to a vector having a flux of one at interface i of element (e) and zero at 
the other interfaces and it is given by,  
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∫   
( )
 
 
 
( )   
( )
 {
         
         
                           (3.4) 
where   
( )
is the normal outward oriented vector and   
( )
 is the area of interface j of 
element (e). Equation (3.4) can rewritten as, 
  
( )
   
( )  {
 
  
( )         
         
                            (3.5) 
Another property of RT0 is     
( )
 is constant over element (e), 
∫     
( )
 ( )
              (3.6) 
where  ( ) is volume of element (e) [  ], and equation (3.5) can be written as,  
    
( )  
 
 ( )
            (3.7) 
 
3.3.1.2 The pressure equation  
 
Integrating the pressure equation (3.1) over the volume of element (e) gives, 
∫  ( )  
( )   ( )
   ( )
 ∫    ( )
 ( )
 ∫   
( )
 ( )
        (3.8) 
and approximating 
  
  
 using finite difference and using equation (3.3) gives,  
 ( ) ( )  
( )   ( )
  
 ∫   ∑   
( )
  
( ) 
    ( )
 ∫    ( )    
( )
      (3.9) 
where    
( )
 is the source/sink term [     ]. 
Accounting for equation (3.4) gives, 
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 ( ) ( )  
( )   ( )
  
 ∑   
( ) 
      
( )
                               (3.10) 
The velocity equation (3.2) for element (e) can be rewritten as, 
( ( )  
( ))
  
 ( )     ( )         (3.11) 
Integrating equation (3.11) over element volume (e) and using Green’s theorem gives, 
∫ ( ( )  
( ))
  
 ( )    
( )
 ( )
  ∫   ( )
 ( )
   
( )  
∫  ( )
 ( )
    
( )   ∑ ∫  ( )  
( )    
( )
 ( )
 
             (3.12) 
Using the properties of   
( )
 equations (3.5) and (3.7) and including equation (3.3) on 
equation (3.12) gives, 
 ∑   
( )
∫ (( ( )  
( ))
  
   
( ))    
( )
 ( )
 
     
( )     
( )                (3.13) 
where    
( )
is the interface pressure i of element (e) (see Figure 3-2) and  ( )is the 
average element pressure. Similar to Chapter 2, we assume the permeability is piece-
wise constant within an element and the fluid mobility is arithmetically weighted 
between the element’s interface control volumes. We can rewrite equation (3.13) in the 
matrix form, 
 ( )
[
 
 
 
 
   
( )
  
( )
  
( )
  
( )
]
 
 
 
 
 
   ( )  
( )
[
 
 
 
 
  
( )     
( )
 ( )     
( )
 ( )     
( )
 ( )     
( )
]
 
 
 
 
 
       (3.14) 
where  ( ) is the elementary 4 x 4 symmetric matrix of a tetrahedron element and its 
values are calculated by, 
   
( )
 ∫   
( )    
( )   
 ( )
         (3.15)                                                                                                   
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where   
( )
for a tetrahedron element (Raviart & Thomas, 1977; Kaasschieter & 
Huijben, 1992) are defined by, 
  
( )
 
 
  ( )
[
     
( )
     
( )
     
( )
]                                                                                       (3.16) 
where (   
( )
    
( )
   
( )
) is vertices coordinates for tetrahedron element (e).  
Integrating equation (3.15) over element volume, the values of the symmetric matrix 
 ( ) are given by 
    
 
    ( )
[ (           )   (           )]   i, j, k, l all different               (3.17) 
    
 
    ( )
[       (               )      ]   i, j, k, l all different       (3.18) 
where     is square length ‖   ‖
 
 and     is the edge vector from node i to node j, see 
Figure 3-2. 
 
 
Figure 3-2: Interface pressures are computed at the centroid of interfaces for tetrahedron 
element (left), the vectorial interpolation functions (W) and edge vectors (r) for the tetrahedron 
(right). 
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Putting equation (3.14) in equation (3.10) and using the implicit method for the time 
discretization gives, 
 ( ) ( )   
( )  ( )     ( ) 
  
  ( )  
( ) ( ( ) ( )    ∑   
( )
   
( )    
   )    
( )   
           (3.19) 
where   
  
( )
  ∑ (    
( )
)
  
 
                                  
 ( )      
( )
                  
where   
( )
 and  ( ) are shape factors associated with   ( ). 
We can rewrite equation (3.19) in the Ax=b form, similar to Chavent & Roberts (1991), 
and solve for the interface pressure at each element interface,  
(   )                             (3.20) 
where 
     ∑   
( )  ( )(    
( )
)
  
( )         
 
     ∑   
( )  ( )
  
( )
  
( )
 ( )
( )         
 
  
    ∑  ( )
  
( )
 ( )
  
( )      
( )
  
( )  ( )(   ( )) ( ) 
( )   
 
 ( )  
 ( )
   ( )
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 ( )  
 ( )  
( )  ( )  
 ( ) ( )   
( )
 
 ( )    (   ( )) ( )   ( )∑
  
( )
 ( )
   
( )    
 ( )
 ( )  
( )  ( )
  
( )   
( )                                          
The next time-step of the interface pressure       is solved using the same solver we 
use in Chapter 2, the Generalized Minimum Residual (GMRES) linear solver with final 
residual of 1.0×10
-9
 (Saad & Schultz, 1986). Then we calculate the pressure derivative 
in each element. 
 
3.3.2 STEP 2: Element pressure derivative in ICVFE 
 
Once the pressure is calculated at each interface, we can interpolate the node pressures 
in each element assuming the interface pressure is at the centroid of each interface, 
[
 
 
 
 
   
( )
  
( )
  
( )
  
( )
]
 
 
 
 
 
 [
       
       
       
       
]
[
 
 
 
 
    
( )
   
( )
   
( )
   
( )
]
 
 
 
 
 
                                                                         (3.21) 
where   
( )
 is the pressure of node i of element (e). 
Then, using the NCVFE interpolation functions derivatives (see Chapter 2) we calculate 
the element pressure derivative vector necessary to calculate the fluid velocity vector, 
Figure 3-3,  
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  ( )  
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( )
  
( )
  
( )
  
( )
]
 
 
 
 
 
           (3.22) 
where   ( ) is the element pressure derivative vector of element (e), and 
   
( )
  
 is the 
NCVFE interpolation function derivative in the X-direction of node i of element (e) (see 
Appendix -A). 
 
 
Figure 3-3: Steps in calculating tetrahedron element pressure derivatives for the ICVFE method.  
 
3.3.3 STEP 3: Fluid advection 
 
In this step, we discuss the construction of the interface control volume mesh and the 
calculation of water saturation for each interface control volume for the ICVFE method.  
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3.3.3.1 Construction of an interface control volume mesh  
 
The control volume mesh is a secondary mesh imposed on the finite element mesh to 
assure continuous fluxes and mass conservation during fluid advection. In the ICVFE 
method, the control volumes are constructed around elements interfaces, Figure 3-1. An 
interface control volume between two tetrahedron elements is formed by two 
tetrahedron-shaped volumes connected at their bases on the shared interface with their 
apex at the barycentre of the host elements, see Figures 3-4 and 3-5.  
 
 
Figure 3-4: Two tetrahedron elements sharing an interface (left), an interface control volume 
(grey colour) composed of two tetrahedron-shaped volumes connected at their bases, see Figure 
3-5, on the shared interface with their apex at the barycentre of host elements (centre), one 
interface control volume (right).  
 
Once the interface control volumes (ICV) are constructed, the area normal vector (AN) 
[  ] of each control volume face is needed for the flux calculation. Figure 3-5 shows a 
typical ICV. It has five vertices, (i, j, k, l, m), and six faces. The calculation of the AN 
of each sector with the vector pointing outwards is given below,  
      {
       (   )  (   )        
     (   )  (   )        
}  i, j, k, l all different                      (3.23) 
      {
       (   )  (   )        
     (   )  (   )        
}   j, k, m, l all different                (3.24) 
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where  
      (   )  ((   )  (   )) 
      (   )  ((   )  (   )) 
where      is the area normal vector of interface ijk of interface control volume ijklm 
[  ].   are the coordinates of vertex i of interface control volume ijklm (see Figure 3-5). 
The pore volume of an interface control volume in a tetrahedron element mesh is 
calculated by, 
    ∑
 ( ) ( )
 
 
             (3.25) 
where     is the pore volume of interface control volume i [ 
 ], and E is the number of 
elements sharing interface i. 
 
Figure 3-5: Area normal vectors of the faces of an interface control volume for ICVFE method.  
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3.3.3.2 Water saturation calculation in interface control volumes  
 
Similar to Chapter 2, we integrate the transport equation (2.5) over the interface control 
volume i and apply the divergence theorem and the forward Euler discretization in time. 
The next time-step water saturation for interface control volume i is calculated by, 
    
    
    
     
    [ ∑        
  
      ]
   
           (3.26)
  
where    is the number of faces in interface control volume i, and the     
    is the flux 
of face j in interface control volume i and calculated by,  
        (  
 ( ) ( )  ( ))
   
                (3.27) 
where   
 
 is calculated using the saturation of the upstream direction.  
  
3.4 Implementation of ICVFE Method into a Computational Code 
 
Similar to Chapter 2, using the three steps discussed in the previous section I have 
written a computational code for the ICVFE method for two-phase fluid flow in slightly 
compressible rock using the programming language Fortran90. The finite element 
meshes are created using open source software Gmsh and the results are printed using 
text files with a given format for visual displaying using software such as ParaView. 
Figure 3-6 illustrates the implementation algorithm of the ICVFE code. We solve the 
pressure implicitly and saturation explicitly (IMPES).  
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Figure 3-6: The sections and implementation algorithm of the ICVFE code. 
 
3.4.1 Benchmarking  
 
To benchmark the accuracy and the convergence of the ICVFE code, we tested it with a 
broad range of boundary conditions. We follow the same approach of NCVFE in 
Chapter 2. First, we benchmark its multi-phase convergence versus the Buckley–
Leverett (Buckley & Leverett, 1942) analytical solution. Second, we test its water 
flooding capabilities using five-spot well case and compare the solution to a commercial 
finite volume (FV) simulator (ECLIPSE).  
In all the cases, we use a three-dimensional mesh composed of tetrahedron finite 
elements.   Water and oil viscosities are 0.4 and 2.5 mPa.s respectively and the rock 
compressibility equals 4.0 ×10
-10
 Pa
-1
. We assume the medium is fully saturated with oil 
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and the porosity and permeability are 0.2 and 100 mD respectively, unless otherwise 
stated. We also compare the solutions to the NCVFE of Chapter 2. The finite element 
meshes are uniformly refined and the water saturation maps are plotted with minimum 
water saturation of 0.001, unless otherwise stated.  
 
3.4.1.1 Buckley–Leverett case 
 
We compare the ICVFE method to the one-dimensional analytical solution of the 
Buckley-Leverett problem using the same meshes as Chapter 2, see Tables 2-1 and 3-1. 
The meshes are three-dimensional with uniform tetrahedron finite elements with equal 
number of nodes and interfaces in the X-direction.  
Figure 3-7 shows the numerical solution for ICVFE versus the analytical solution for 
the meshes. The meshes show a good match with the analytical solution, and the 
solution improves as the mesh is refined. We calculate the error in the numerical 
solution (water saturation) using Equation (2.99), similar to Chapter 2, see Table 3-1. 
Figure 3-8 shows the error produced by the ICVFE method versus the degrees of 
freedom in the flow direction. We also show error for the NCVFE method from Figure 
2-17. The ICVFE method converges to the Buckley-Leverette solution better than 
NCVFE.  
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Figure 3-7: Comparison of the Buckley–Leverett problem for the ICVFE method using 
tetrahedron element meshes, see Tables  2-1 and 3-1. The water saturation profile improves as 
the mesh is refined. 
 
 
Figure 3-8: The error in the water saturation, calculated using equation (2.99), for the Buckley-
Leverett problem modelled by the ICVFE and NCVFE methods for three-dimensional meshes, 
see Tables 2-1, 2-2 and 3-1, versus the degrees of freedom in the flow direction.  
0
0.2
0.4
0.6
0.8
1
0 0.2 0.4 0.6 0.8 1
W
at
e
r 
Sa
tu
ra
ti
o
n
 
Distance (m)  
Analytical Solution
3D.20.NODES
3D.80.NODES
3D.400.NODES
0.01
0.1
1
10 100 1000
L 2
 E
rr
o
r 
Degrees of freedom in the flow direction  
NCVFE.3D.MESH
ICVFE.3D.MESH
 123 
 
Table 3-1: Error in the Buckley-Leverett problem calcuatled using Equation (2.99) for ICVFE 
for various meshes, see Table 2-1. The source/sink terms constant total rate is 0.0005 m
3
/day.  
Mesh Simulation time-step 
(day) 
L2 Error 
 
3D.20.NODE 0.25 0.08 
3D.80.NODE 0.125 0.035 
3D.400.NODE 0.025 0.02 
 
3.4.1.2 Five-spot case 
 
As in Chapter 2, the five-spot is a simple case of a water flooding scenario with five 
wells, four corner water injectors and one middle oil producer, in a homogenous domain 
(360 × 660 m). The wells are source/sink terms with a constant total rate of 10 m
3
/day. 
We compare the water cut of the oil producer from the ICVFE method to reference 
solution modelled using the commercial finite volume simulator from Chapter 2. We 
use three resolutions of a three-dimensional mesh composed of tetrahedron elements, 
see Table 3-2.  
Table 3-2: The mesh properties of five-spot case.  
Mesh Element 
type 
Number of 
elements  
Element  
Δx (m) 
Simulation 
time-step 
(day)  
Degrees of 
freedom 
(interfaces) 
Mesh 
dimensions 
(m) 
3D.MESH.1 Tetrahedron 10,800 12 0.48 25,380 360×660×12  
3D.MESH.4 Tetrahedron 4,800 18 1 11,320 360×660×18  
3D.MESH.5 Tetrahedron 1200 36 8 2,860 360×660×36 
 
Figure 3-9 shows the water cut for the oil producer for ICVFE and NCVFE versus the 
pore volume injected of water (PVI) for three-dimensional meshes 3D.MESH.1 and 
3D.MESH.3 respectively. The ICVFE solution shows better convergence with the 
reference solution with fewer degrees of freedom than the finest mesh used in the 
NCVFE method. For better analysis, we calculate the error in the water cut at the 
producer using equation (2.100) and plot it versus the element Δx of the meshes in 
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Figure 3-10. The ICVFE method produces less error than NCVFE with fewer degrees of 
freedom and larger elements, see Tables 2-3 and 3-2. 
Figure 3-10 shows the water saturation employing in the 3D.MESH.1 using the ICVFE 
method at different values of PVI. The water saturations have a different shape at the 
front than NCVFE of Figure 2-22. The ICVFE control volumes are composed of 
tetrahedron shaped volumes where NCVFE uses hexahedrons, as discussed in sections 
3.3.3.1 and 2.2.4.1.3 respectively.  
From the results of this case and the previous case, two-phase modelling of the ICVFE 
method is benchmarked. Next, we perform a numerical study of the method.  
 
Figure 3-9: Computed water-cut at the porducer for ICVFE and NCVFE methods compared to a 
reference solution for the five-spot water flooding. Three-dimensional meshes are used, see 
Tables 2-3 and 3-2. 
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Figure 3-10: The error in the water cut a the producr well, calculated using equation (2.100), for 
the five-spot problem modelled by the ICVFE and NCVFE (from Figure 2-20) methods for 
three-dimensional meshes, see Tables 2-3 and 3-2, versus the element Δx.  
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Figure 3-11: The water saturation in 3D.MESH.1 mesh, see Table 3-2, using ICVFE method at 
pore volumes injected values of 0.085 (top), 0.29 (centre), and 0.46 (bottom) for the five-spot 
water flooding case. The saturation fronts have a different shape than NCVFE, shown in Figure 
2-22. The ICVFE control volumes are composed of tetrahedron shaped volumes where NCVFE 
uses hexahedrons. 
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3.5 Numerical Study 
 
In this section (similar to Chapter 2), we perform a numerical study of the ICVFE 
method to test its accuracy in modelling two-phase fluid flow in regions with large 
variations in material properties, i.e. between a matrix region and a sealing/conductive 
fault (Cases one and two). We also study the ICVFE method performance in 
heterogeneous systems (Case three).  
We use the same fluid and rock properties as Section 3.4.1, unless otherwise stated.    
 
3.5.1 Case one: Zero-permeability zones  
 
In this case, we introduce a zero permeability zone in the middle of the domain to test 
the sealing capability in the ICVFE method. We test the method for two domains: the 
case of the zero-permeability zone (briefly discussed in Chapter 1), and the thin barrier 
case we presented in Chapter 2. For both cases, the domain is square with dimensions of 
100 cm × 100 cm and a depth of 10 cm and we inject water  at a constant rate of 4 
cm
3
/day along the left-had boundary. 
 
3.5.1.1 Zero-permeability zone case 
 
In this case (as in Chapter 1), the zero permeability zone is 30 cm away from 
boundaries, see Figure 3-12.  We use four different mesh resolutions for this case, see 
Table 3-3. We compare the invaded water saturation inside the zone versus results from 
the NCVFE method and the evident reference case solution of zero-invasion.  
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Figure 3-12: Top view of finite element mesh and permeability field; there is a no-flow (zero 
permeability) region in the centre.   
 
Table 3-3: The mesh properties of Case one: Zero-permeability zone. 
Mesh Number of 
elements 
(Nodes) 
Degrees of 
freedom for 
NCVFE 
(Interfaces) 
Degrees of 
freedom for 
ICVFE 
Simulation 
time-step (day) 
NCVFE/ 
ICVFE 
ZPERM.MESH.1 237 - 498 -/ 1 
ZPERM.MESH.2 1,503 455 3,350 1/ 0.25 
ZPERM.MESH.3 14,342 3,471 30,672 0.1/ 0.05 
ZPERM.MESH.4 172,079 33,599 - 0.05/ - 
  
Figure 3-13 shows the water saturation employing in the ZPERM.MESH.2 mesh for the 
ICVFE and NCVFE methods at four different values of pore volumes injected (PVI). 
The water modelled by ICVFE flows around the zero-permeability zone with minimum 
invasion. On the other hand, the water movement modelled by NCVFE heavily invades 
the side boundaries of the zero-permeability zone. To quantify this, in Figure 3-14, we 
plot the average water saturation in the zero-permeability zone versus the pore volumes 
injected. The water saturation modelled by NCVFE is eight times more than ICVFE. 
For better analysis, we compare the water saturation in the zero permeability zone at 
PVI 0.6 versus the degrees of freedom for the meshes used by the methods, see Figure 
3-15. The ICVFE method models less water saturation than NCVFE with the same 
number of degrees of freedom.  
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This excellent modelling of sealed zones by ICVFE compared to NCVFE is not 
surprising. The ICVFE constructs the control volumes around the interfaces of element 
where, at most, two elements are shared. This limits the unphysical flow and produces 
more accurate results.  
 
Figure 3-13: Water saturation for ICVFE (left) and NCVFE (right) for the case with zero 
permeability in the middle of the domain at three different values of pore volumes injected 
(PVI) for ZPERM.MESH.2 mesh, see Table 3-3: PVI= 0.1 (top), PVI= 0.2 (centre), and PVI= 
0.5 (bottom).  
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Figure 3-14: Comparison of the water saturation inside the zero permeability zone between 
ICVFE and NCVFE as a function of pore volume injected for different meshes (see Table 3-3).   
 
 
Figure 3-15: Comparison of the water saturation inside the zero permeability zone between 
ICVFE and NCVFE at 0.6 pore volumes injected as a function of the degrees of freedom of the 
meshes (DOF), see Table 3-3.  
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3.5.1.2 Thin barrier case 
 
As in Chapter 2, the zero permeability zone is 45 cm away from the side boundaries and 
5 cm away from vertical boundaries, see Figure 2-28.  We compare the invaded water 
saturation inside the no-flow zone using the ICVFE method versus the NCVFE 
solutions of Chapter 2 and the evident reference case solution of zero-invasion (similar 
to the pervious test). 
We use one mesh resolution for the ICVFE method, SEAL.MESH.1, and two mesh 
resolutions for the NCVFE method, SEAL.MESH.1 and SEAL.MESH.2. Table 3-4 
shows the properties of the meshes.  
Table 3-4: The mesh properties of Case two: Thin barrier case. 
Mesh Number of 
elements 
(Nodes) 
DOF NCVFE 
(Interfaces) 
DOF ICVFE 
Simulation  
time-step (day) 
NCVFE/ ICVFE 
SEAL.MESH.1 438 130 958 1/ 0.25 
SEAL.MESH.2 17,563 3,707 - 0.1/ - 
 
Figure 3-17 shows the water saturation employing SEAL.MESH.1 mesh for the ICVFE 
and NCVFE methods at four different values of pore volumes injected. The ICVFE 
method produces good results compared to NCVFE as it honours the thin barrier’s inner 
boundaries where the NCVFE fully penetrates it (as we discussed in Chapter 2).  
We also compare the water saturation in the thin barrier zone for the meshes used by 
both methods versus the pore volumes injected, see Figure 3-16.  The solution produced 
by ICVFE for the low resolution mesh (SEAL.MESH.1) produces less water saturation 
than the solutions produced by NCVFE. 
This case and the previous case, show the excellent modelling by ICVFE for multi-
phase flow between sealed and non-conductive regions. Next, we test the ICVFE 
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method capability in modelling multi-phase flow in highly conductive zones such as 
fractures.  
 
Figure 3-16: Comparison of the water saturation inside the zero-permeability zone for the 
ICVFE and NCVFE meshes, see Table 3-4, as a function of pore volumes injected.  
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Figure 3-17: Water saturation for ICVFE (left) and NCVFE (right) for the case with a thin 
barrier in the middle of the domain at three different values of pore volumes injected (PVI) for 
SEAL.MESH.1 mesh, see Table 3-4: PVI= 0.12 (top), PVI= 0.24 (centre), and PVI= 0.8 
(bottom). The water saturation of the ICVFE method flows around the barrier with minimum 
invasion, while for NCVFE the water invades the barrier as discussed in Figure 2-29. 
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3.5.2 Case two: Narrow conductive zone 
 
As in Chapter 2, we introduce a narrow conductive zone (representing a fracture) in the 
middle of an impermeable domain to test the conductive capability of ICVFE. The 
fracture has dimensions of 100×5×10 cm, see Figure 2-32. Water is injected at a 
constant rate of 0.2 cm
3
/day along the left-hand boundary. Similar to Chapter 2, we 
mesh the domain using tetrahedron elements and we use three different mesh 
resolutions. Table 3-5 shows the mesh properties.  
Table 3-5: The mesh properties for Case two using ICVFE. 
Mesh Number of elements (Interfaces) 
DOF ICVFE 
Simulation        
time-step (day) 
ICVFE.FRAC.4 233 554 1 
ICVFE.FRAC.1 2,187 5,059 0.5 
ICVFE.FRAC.5 10,132 22,491 0.1 
 
Figure 3-18 shows the water saturation using the ICVFE and NCVFE methods at three 
different values of pore volumes injected (PVI) for the FRAC.1 mesh, see Tables 3-5 
and 2-5. In these figures, it obvious how much better ICVFE represents the fracture 
zone with much less unphysical smearing into the matrix region than NCVFE. To better 
visualize this, in Figure 3-19, we show a side view for the water saturation in this mesh 
taken at 0.14 PVI modelled by both methods. ICVFE models a more confined fluid flow 
that promotes a quicker propagation in the fracture region with few artificial smearing.    
In Figure 3-20 we plot the water saturation in the levees at PVI 0.4 versus the degrees of 
freedom of the meshes used by the ICVFE and NCVFE methods. As expected, the 
ICVFE produces far less water saturation in the non-permeable zone than NCVFE. 
Figure 3-21 and 3-22 show the water saturation in the levees and the water cut at the 
right hand boundary for the meshes versus the pore volumes injected respectively.  
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This case and the previous cases, show ICVFE models multi-phase flow between 
conductive and non-conductive regions accurately. Next, we test the ICVFE method 
capability in modelling multi-phase flow between highly heterogeneous zones.  
   
     
             
Figure 3-18: Water saturation for the ICVFE (left) and NCVFE (right) methods for Case two at 
three different values of pore volumes injected (PVI) in FRAC.1 mesh, see Tables 3-5 and 2-5 
and Figure 2-33:  PVI= 0.03 (top), PVI= 0.14 (centre), and PVI= 0.3 (bottom). The water 
saturation of the ICVFE method is more confined and propagates faster in the fracture region 
than NCVFE. See Figure 3-19 for more analysis on the fracture flow for both methods for this 
mesh.   
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Figure 3-19: Water saturation for the ICVFE (top) and NCVFE (bottom) methods for Case two 
at pore volumes injected 0.14 in FRAC.1 mesh, see Tables 3-5 and 2-5 and Figures 3-18 and 2-
33. The water saturation of the ICVFE method is more confined and propagates faster in the 
fracture region with less unphysical flow than NCVFE.  
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Figure 3-20: Comparison of the water saturation inside the non-permeable zones between 
ICVFE and NCVFE at 0.4 pore volumes injected as a function of the degrees of freedom of the 
meshes for Case two, see Tables 3-5 and 2-5.  
 
Figure 3-21: Water saturation in the non-permeable zones (see Figure 2-32) versus the pore 
volumes injected for the ICVFE and NCVFE methods for different meshes for Case two – see 
Tables 3-5 and 2-5. 
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Figure 3-22: Water cut at the right hand boundary versus the pore volumes injected for the 
ICVFE and NCVFE methods for different meshes for Case two, see Tables 3-5 and 2-5. 
 
 
3.5.3 Case three: Heterogeneous layer 
 
As in Chapter 2, we test the accuracy of the ICVFE method in modelling two-phase 
flow in heterogeneous systems. We introduce a layer the size of 360×660 m composed 
of 10×20 permeability regions ranging from 0 to 1436 mD, see Figure 2-51. We place 
one injector and one producer well (with flow rates of 20 m
3
/day) at diagonally 
opposing corners.  We use three mesh refinements of this layer and compare the 
solutions of the ICVFE method to the finite volume (FV) and NCVFE solutions of 
Chapter 2. Table 3-6 shows the properties of the meshes.  
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Table 3-6: The mesh properties and simulation parameters for Case three: heterogeneous layer. 
Property/ Mesh HG.MESH.1 HG.MESH.4 HG.MESH.2 
Element type Tetrahedron Tetrahedron Tetrahedron 
Number of elements 1,200 4,800 10,800 
Number of interfaces 2,860 11,320 25,380 
Mesh dimensions (m) 360×660×36 360×660×18 360×660×12 
Elements per region 6 24 54 
Injector flow rate (m
3
/day) 20 20 20 
Producer flow rate (m
3
/day) 20 20 20 
Simulator ICVFE ICVFE ICVFE 
Simulation time-step (day) 1 0.124 0.037 
 
In Figure 3-23 we show the water cut at the producer versus the pore volumes injected 
(PVI). As the mesh resolution increases the water breakthrough at the producer well 
decreases from 0.3 to 0.28 for the ICVFE method compared to 0.31 to 0.29 for NCVFE. 
For better analysis of the results for this figure, we plot the breakthrough time versus the 
degrees of freedom of the meshes in Figure 3-24. We see both methods, ICVFE and 
NCVFE, produce similar breakthrough times when compared by the degrees of 
freedom. Actually, the breakthrough time in the NCVFE is slightly earlier than ICVFE. 
That is not surprising since the saturation shock front of the NCVFE is more diffusive 
than ICVFE (as we saw in the Buckley-Leverett and five-spot problems). In Chapter 4, 
we propose a new upstream mobility calculation method for the NCVFE method that 
improves the modelling of saturation profiles, and we reinvestigate this figure there.  
In Figure 3-25, we show the water saturation computed by the ICVFE method at 
different PVI compared to the FV solution. The ICVFE method produces accurate 
representation of the water saturation in the heterogeneous layer and the solution 
improves as the resolution of the mesh increases.  
It is worth comparing the water saturation modelled by the ICVFE to NCVFE at the 
top-left quarter of the domain as discussed in Chapter 2 (see Figures 2-57 and 2-58). In 
Figure 3-26 we show the water saturation at that location at 0.37 PVI for both methods. 
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The ICVFE method avoids the two no-flow zones and models the accurate flow of 
water unlike NCVFE as discussed in Chapter 2.  
In terms of breakthrough time, Figure 3-24, it would appear that the FV simulation 
provides the same answer as ICVFE but with fewer degrees of freedom, appearing to be 
more efficient for this case. However, a close inspection of the saturation profiles in 
Figure 3-25 suggests that the FV method artificially smears the saturation front more 
that the ICVFE method, since it solves for both pressure and saturation implicitly (as 
discussed in Chapter 2). Furthermore ICVFE allows us to study flow in complex 
geometries using unstructured grids: we have limited ourselves to simpler cases here so 
that we can have a credible FV reference solution. 
In Figure 3-27 we show the computational time for the simulators versus the pore 
volumes. As expected the commercial simulator (ECLIPSE) is faster (more than 30 
times) than NCVFE and ICVFE simulators because ECLIPSE uses optimised and 
efficient algorisms (Schlumberger, 2011). ICVFE and NCVFE show similar 
computational times when compared to the degrees of freedom and time-step sizes, see 
Tables 2-8 and 3-6.  
This case illustrates that the ICVFE method produces excellent results for 
heterogeneous systems when compared to NCVFE as it honours the physics between 
zones of large permeability contrasts and models fluid saturation profiles better. From 
the results of this case and the previous cases, we can comfortably conclude that the 
ICVFE method models multi-phase flow problems in highly heterogeneous and 
fractured reservoirs more accurately than NCVFE. In the future, we will add capillarity 
and gravity and a large library of finite elements to unlock the full potential of this 
newly developed method.  
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Figure 3-23: Water cut at the producer as a function of pore volumes injected for the ICVFE and 
NCVFE meshes (see Tables 3-6, 2-8, and 2-9) compared to the finite volume solution for Case 
three. 
 
Figure 3-24: Breakthrough time at the producer for the ICVFE, NCVFE, and FV meshes for 
Case three as a function of degrees of freedom, see Tables 3-6, 2-8, and 2-9.  
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Figure 3-25: The water saturation in Case three for three mesh refinements using the ICVFE 
method compared to the FV solution: HG.MESH.1, HG.MESH.4, HG.MESH.2, and 
FV.MESH.3 (left to right respectively), see Tables 3-6, and 2-9, at three different pore volumes 
injected: 0.1, 0.2, and 0.37 (top to bottom respectively).  
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Figure 3-26: The top-left quarter of the water saturation map modelled using the ICVFE 
compared to the NCVFE solution for Case three at 0.37 pore volumes injected for the meshes, 
see Table 3-6: a) ICVFE.HG.MESH.1, b) ICVFE.HG.MESH.4, c) ICVFE.HG.MESH.2, and d) 
NCVFE.HG.MESH.3 (see Figure 2-58 and Table 2-8). The water saturation modelled by the 
ICVFE method avoids the two no-flow zones, see Figure 2-57. The NCVFE solution flows 
through the two no-flow zones.  
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Figure 3-27: Computational time (CPU TIME) for Case three using NCVFE, ICVFE and FV 
simulators for various meshes, see Tables 2-8, 2-9 and 3-6.  
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3.6 Summary 
 
We have presented a new numerical method for modelling multi-phase flow in 
heterogeneous porous media, called the interface control volume finite element 
(ICVFE) method. We implemented the method for oil and water in a slightly 
compressible rock using tetrahedron elements in three dimensions.  The ICVFE solves 
for the pressure at the interfaces of elements and computes the advection of fluid on 
control volumes constructed around them. We validated the ICVFE code using 
analytical and numerical reference solutions. 
We then performed a numerical study on the performance of the ICVFE method to 
model two-phase fluid flow in heterogeneous system, similar to Chapter 2. The 
method’s performance was excellent. The ICVFE method outperformed the node 
control volume finite element (NCVFE) method in every test.   
In modelling sealing and zero-permeability zones, the ICVFE had less water penetration 
in the zero-permeability zones than NCVFE, with fewer degrees of freedom. The 
method respected the inner boundary of the sealing fault and did not penetrate it, unlike 
NCVFE.  In representing conductive faults, the ICVFE method modelled a more 
confined fluid flow in the fracture region with less unphysical flow into the matrix 
regions for all the meshes used. An interface control volume straddles, at most, two 
elements, which decreases the artificial smearing between neighbouring elements when 
large variations in their material properties are present. In modelling a heterogeneous 
layer, the method modelled a water saturation honouring the heterogeneous 
permeability field without unphysical fluid flow or smearing between regions. The 
solution improved as the mesh resolution increased.  
The ICVFE method models a down-scale representation of the water saturation since 
the number of interfaces is larger than the number of elements where the heterogeneity 
is defined. This down scaling and the encompassing of two elements per control 
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volumes makes the method attractive for modelling fluid flow in highly heterogeneous 
and naturally fractured reservoirs (HHNFR). The method produces a high resolution of 
the primary variables (pressure and saturation) while honouring the complex geometry 
and heterogeneity of such reservoir. Where the finite volume method also models the 
heterogeneity accurately for simple cases, it lacks the flexibility offered by the finite 
element methods to represent complex geological features, such as fractures.  
On the other hand, the NCVFE method produces reasonable results only when high 
mesh resolutions are used. Jackson et al. (2013) are employing adaptive meshing in time 
techniques to manage this shortcoming efficiently. Such techniques are not so necessary 
for ICVFE; however we will further investigate their benefits in the future. 
As possible future work, we will add a larger library of elements and represent more 
recovery mechanisms, and we will further test the method in more complex geometries 
and larger heterogeneities.  
In the next Chapter, we propose a new upstream mobility calculation method for the 
NCVFE method. It is important to mention that this method is not needed for ICVFE 
since the fluid saturation is down-scaled and the arithmetic weighting of the saturation 
provides sufficient accuracy and stability.  
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 Upstream Mobility in the Node Control 4. 
Volume Finite Element Method  
 
“Galerkin’s method is characterized by the same choice of weighting and interpolation 
functions. Under the assumption of a linear approximation of the fluid mobility over 
each element, the mobility term is arithmetically weighted” (Helmig & Huber, 1998) 
 
 
 
 
 
In this Chapter, we propose a novel method to calculate the upstream fluid mobility in 
the node control volume finite element (NCVFE) method. The method uses the velocity 
vector of the elements to allocate the upstream direction of the flow. This method can 
easily be implemented in current NCVFE simulators.   
 
 
 
 
4.1 Introduction  
 
As discussed in Chapter 2, the elements in the NCVFE method are shared between 
several control volumes, see Figures 3-1 and 4-1. Consequently the saturations used in 
calculating mobilities over each element – hence updating pressure – are arithmetically 
weighted. We used this approach in Chapter 2, 
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∑   ( )
 
   
 
           (4.1) 
where N is the number of nodes in the element.  
We use this saturation for the total mobility equation (2.13) in the pressure equation 
(2.12). This weighting method does not produce accurate saturation profiles when 
compared to the Buckley-Leverett reference solution in two-dimensional and three-
dimensional elements, as we discussed in Chapter 2.   
In this Chapter, we present a new formulation to calculate the upstream fluid mobility 
over each element. We use the velocity vector, which is piece-wise constant in first 
order elements, to find the upstream saturation  where the tail of velocity vector 
intersects the element’s edge/interface. This novel approach produces more accurate 
saturation profiles than the previous conventional method, and it models multi-phase 
displacements better. It can be easily implemented in current NCVFE based simulators.  
It is worth mentioning that this approach is not needed for the interface control volume 
finite element (ICVFE) method (discussed in Chapter 3) since the fluid saturation is 
down-scaled and equation (4.1) provides more stability.   
 
 
 
 
Figure 4-1: Triangle element sharing three node control volumes with each node having a 
different water saturation value (different colours).  
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4.2 Upstream Mobility Calculation (UMC) in NCVFE Method 
 
The use of the upstream direction in modelling multi-phase flow in porous media is 
widely accepted and considered accurate and stable (Peaceman, 1977; Aziz & Settari, 
1979; Ahmed, 2010). In the finite volume method (FVM) and coupled upstream finite 
element method (CUFE), see Chapter 1, the upstream direction is determined by the 
grid/node with larger pressure potential. This criterion does not produce accurate results 
for the NCVFE method, as we show in Figure 4-2. In this figure, the numerical solution 
for the spherical Buckley-Leverett problem is calculated using fluid mobilities 
computed from the largest pressure potential nodes, similar to FVM and CUFE. As 
shown, it does not produce accurate saturation profile compared to the analytical 
solution.  
 
 
Figure 4-2: Spherical Buckley-Leverett analytical solution versus simulation results on one-
eighth of a sphere (composed of tetrahedron elements, see Figure 4-5 and Table 4-1) modelled 
using the NCVFE method with fluid mobilities computed from element nodes with the largest 
pressure potential.  
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In this Chapter, we introduce a new equation to compute the upstream fluid mobility 
(UMC) in the NCVFE method. It uses the element velocity vector and a weighting 
procedure to determine the saturation at the point where the tail of velocity vector 
intersects the element, see Figure 4-3. The equation is given below,  
 
             
∑       
 
   
∑       
          (4.2) 
where             is the calculated upstream water saturation for element, F is the 
number of interfaces and nodes for element (equals 6 for a triangle and 8 for a 
tetrahedron),     is the water saturation at location K  for element, and    is given by, 
 
      (        )            (4.3) 
where    is the component of the distance vector projected onto the velocity vector, if 
this dot product is positive (no obtuse angle) its saturation is accounted for, otherwise it 
is not,      is the element velocity and    the distance vector from location k (node or 
centroid of interface) to element centroid, see Figure 4-3. 
 
 
 
Figure 4-3: Equation (4.2) parameters for: triangle (left), tetraherdron (right). The blue dot is the 
calcualted upstream water saturation for the element.  
 
 
Element side
ak  , distance vector from element
node/side to centroid
vel , element velocity vector
Element node
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4.3 Numerical Tests 
 
In this section we test the UMC in the NCVFE method, and compare its solution to the 
results of Chapters 2 and 3. In all the test, water and oil viscosities are 0.4 and 2.5 mPa.s 
respectively and the rock compressibility equals 4.0 ×10
-10
 Pa
-1
. We assume the medium 
is fully saturated with oil and the porosity and permeability are 0.2 and 100 mD 
respectively, unless otherwise stated. 
 
4.3.1 Test one: Spherical Buckley–Leverett case 
 
Fluid flows in a multi-dimensional behaviour in hydrocarbon reservoirs, here we test the 
UMC method versus spherical Buckley–Leverett reference solution. Figure 4-4 shows 
the numerical solutions of the UMC and the conventional method, equation (4.1), versus 
the reference analytical solution. We use one-eighth of a sphere to model the numerical 
solutions, see Figure 4-5. Table 4-1 shows the properties of the mesh.  
In Figure 4-4, the UMC solution converges better to the analytical solution as the 
saturation front in the X-direction is sharper and more confined with less numerical 
dispersion than the conventional method. Figure 4-6 shows the two and three-
dimensional saturation contour maps for the UMC method. In this test, the degrees of 
freedom in the X-direction are 29. In the next test, we use a larger number of degrees of 
freedom.      
Table 4-1: The mesh properties for the spherical Buckley–Leverett case. 
Property Value 
Element type Tetrahedron 
Number of elements  85,720 
Number of nodes 15,312 
Degrees of freedom in the X-direction 29 
Sphere radius (m) 1 
Source/ sinks total rates (m
3
/day) 2 
Simulation time-step (day) 1x10
-7
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Figure 4-4:  The numerical solutions of the UMC and convestional method using NCVFE for 
spherical Buckley–Leverett problem modelled on one-eighth of a sphere, see Table 4-1 and 
Figure 4-5. The UMC method models the saturation profiles more accurately than the 
conventional method. Refer to Figure 4-6 for the two and three-dimensional saturation contour 
maps of the UMC method for this snapshot in time.    
 
 
 
Figure 4-5: The mesh of one-eighth of a sphere, see Table 4-1, used to model the numerical 
solutions for the spherical Buckley–Leverett case. The radius of the sphere is 1 m. 
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Figure 4-6:  The two and three-dimensional saturation contour maps of the UMC method for the 
results shown in Figure 4-4. 
 
4.3.2 Test two: Linear Buckley–Leverett case 
 
As in Chapter 2, we compare the NCVFE method with UMC to the one-dimensional 
analytical solution of the Buckley-Leverett problem using the three-dimensional meshes 
from Chapter 2, see Table 2-1  
Figure 4-7, shows the numerical solution using 3D.400.NODE mesh modelled by the 
NCVFE with UMC method versus the solution of Chapter 2 and the analytical solution. 
The new method converges to the analytical solution better and the water saturation 
shock-front is sharper as there is less numerical dispersion. For a better analysis, we 
calculate the error produced by each mesh using equation (2.99) and compare it to the 
solutions of the methods of Chapter 2 and 3, see Figure 4-8. As the mesh is refined, the 
NCVFE with UMC converges to the analytical solution better than the two previous 
methods.   
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Figure 4-7: The UMC Buckley–Leverett solution using 3D.400.NODE mesh, see Table 2-1, 
compared to the solution of Chapter 2, see Figure 2-16. The water saturation profile of UMC 
method converges better to the analytical solution than the conversional method of Chapter 2. 
 
Figure 4-8: The error in the water saturation, calculated using equation (2.99), for the Buckley-
Leverett problem modelled by the NCVFE method with UMC for different meshes (see Tables 
2-1, 2-2 and 3-1) versus the degrees of freedom in the flow direction. The errors for the NCVFE 
and ICVFE method are included from Figure 3-8.  
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4.3.3 Test three: Five-spot Case 
 
As in Chapter 2, here we test the UMC method for the five-spot water flooding case 
using the three-dimensional meshes from Chapter 2. Table 2-3 shows the mesh 
properties. Figure 4-9 shows the water cut for UMC method and the solution of Chapter 
2 using 3D.MESH.3 mesh versus the finite volume reference solution. The UMC 
method delays the water breakthrough at the producer and gives a closer solution to the 
reference solution. This delay is caused by the sharper front modelled by the UMC 
method as we saw in the previous two cases.  
In Figure 4-10, we show the error in water cut at producer well, calculated using 
equation (2.100), and compare it with the error produced by NCVFE and ICVFE 
methods from Chapter 2 and 3. As the mesh is refined, the NCVFE with UMC produces 
less error than the two previous methods, similar to the previous test.  
 
Figure 4-9: Computed water-cut at the porducer for the NCVFE method with UMC versus the 
NCVFE and reference solutions of Chapter 2, see Table 2-2 and Figure 2-18, using 3D.MESH.3 
mesh. The UMC solution converges better to the reference solution than the conventional 
method.  
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Figure 4-10: The error in the water cut at producer well, calculated using equation (2.100), for 
the five-spot problem modelled by the NCVFE with UMC, NCVFE and ICVFE (see Figures 2-
20 and 3-10) methods for three-dimensional meshes, see Tables 2-3 and 3-2, versus the element 
Δx. 
 
4.3.4 Test four: Heterogeneous layer 
 
As discussed in Chapter 3, here we re-simulate the NCVFE meshes for the 
heterogeneous layer using the UMC method and compare its results to the solutions of 
Figure 3-24. Figure 4-11 shows the water breakthrough time at the producer well versus 
the degrees of freedom of the meshes, see Tables 3-6 and 2-8. As expected, the water 
cut at the producer well is delayed for all the meshes. 
This show the NCVFE and ICVFE methods produce similar water breakthrough times 
for the same number of degrees of freedom for this problem. However, the ICVFE 
method computes more accurate fluid saturations as it honours the flow in response to 
large contracts in permeability better than NCVFE, as we discussed in Chapters 2 and 3.  
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Figure 4-11: Breakthrough time at the producer for the NCVFE with UMC versus the degrees of 
freedom compared to the solutions of Figure 3-24. As expected, the UMC delays the water 
breakthrough at the producer well since the water saturation profiles are more confined and 
sharper than the conventional method used in Chapter 2.  
 
4.4 Summary  
 
In this Chapter, we have developed a novel upstream mobility calculation (UMC) 
method for NCVFE. The UMC method uses the element velocity vector and a 
weighting procedure to determine the location of the upstream saturation needed for the 
mobility calculation. We have shown it models more accurate saturation profiles than 
the conventional method. We have compared its results with the solutions of Chapter 2 
and it produces more confined fluid saturations profiles with sharper fronts that 
converge better to the analytical and numerical solutions.  
The UMC method is a simple analytical equation that can easily be implemented in 
current generation NCVFE simulators, and we recommend its application over the 
conventional arithmetic weighting method. 
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 Final Remarks 5. 
 
5.1 Conclusions  
 
In this thesis we have developed and tested new numerical methods for the numerical 
modelling of flow in highly heterogeneous and fractured reservoirs. We discussed the 
governing equations for immiscible fluid flow for oil and water with capillary pressure 
in a slightly compressible porous media. We explained the discretization of these 
equations using node control volume finite element (NCVFE) and the newly developed 
interface control volume finite element (ICVFE) methods. We also developed a new 
upstream mobility calculation method for the NCVFE method. 
In Chapter 2, we investigated the accuracy of the NCVFE method in modelling multi-
phase fluid flow in regions with large variations in material properties (such as 
fractures, sealing faults, and heterogeneous layers) and concluded that NCVFE requires 
very high mesh resolutions to reasonably model multi-phase flow problems in these 
systems . The method computes the fluids saturation on the vertices of elements and the 
material properties are defined on the elements. This particular two-mesh approach 
computes an up-scaled fluid saturation and bound to produce unphysical flow in 
heterogeneous reservoirs. Essentially, the NCVFE method computes the fluid saturation 
on a coarse mesh that is not aligned with the assignment of the rock properties defined 
on the finer finite element mesh. 
Furthermore, we performed a sensitivity analysis on the benefits of using discrete 
fracture models (DFM) on the NCVFE method. DFM reduce the artificial smearing 
between the fracture and matrix regions and they are also computationally efficient 
(produce similar results with fewer degrees of freedom). We also performed a 
sensitivity analysis on two petro-physical properties of fractured reservoirs: the 
permeability contrast between the fractured and matrix regions and the presence of 
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capillary pressure in the matrix region. We found the oil recovery increases with the 
increase of water wettability of the matrix and the reduction of the permeability contrast 
between the two regions.  
In Chapter 3, we developed a new numerical method called the interface control volume 
finite element (ICVFE) method to improve modelling of multi-phase flow in highly 
heterogeneous and naturally fractured reservoirs (HHNFR). The ICVFE method solves 
for the pressure at the interfaces of elements and computes the advection of fluid on 
control volumes constructed around them. It is a combination of the mixed hybrid finite 
element and NCVFE methods. The main advantage of ICVFE is that an interface 
control volume encompasses, at most, two elements, which limits the unphysical flow 
between neighbouring elements observed on other CVFE methods such as NCVFE. To 
verify this, we conducted a numerical study on the ICVFE method and compared its 
solutions to NCVFE. The ICVFE method outperformed the performance of NCVFE on 
all the tests representing HHNFR. The ICVFE produces less unphysical flow while 
honouring the material properties of the systems and models more accurate fluid 
saturation profiles.  
Moreover, the ICVFE method defines the primary variables (pressure and saturation) on 
the interfaces of elements.  Therefore, it computes a high resolution of the primary 
variables over the finite element mesh (the number of interfaces is larger than the 
number of elements). This down-scaling is attractive and convenient since the truncated 
numerical errors decrease with the increase of degrees of freedom, and conventionally 
this is achieved by refining the mesh.       
In Chapter 4, we developed a novel upstream mobility calculation (UMC) method for 
the NCVFE method. The UMC method uses the element velocity vector and a 
weighting procedure to determine the location of the upstream saturation needed for the 
mobility calculation in the pressure equation. The conventional approach, used in 
Chapter 2, arithmetically weights the encompassed control volumes saturations and 
does not produce accurate saturation profiles. The UMC method produces more 
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accurate saturation profiles since they are more confined, have sharper fronts, and 
converge better to the analytical and numerical solutions. The UMC method is a simple 
analytical equation that can easily be implemented in current NCVFE simulators.  
Modelling fluid flow in HHNFR is a challenging task. In this thesis, we have developed 
a new numerical method that improves the modelling of fluid flow in these reservoirs 
(ICVFE), improved the performance of a current numerical method (UMC), and 
properly explained and visualized the cause and extent of the artificial smearing 
produced by the NCVFE method when modelling these reservoirs. Next, we discuss the 
possible future work.  
 
5.2 Future work 
 
In this thesis, we used three types of elements: line, triangle, and tetrahedron. Increasing 
the finite element library and adding more elements such as prisms and pyramids will 
make studying the complex geometry of fractured reservoirs more efficient and flexible.   
In Chapter 2, we studied the effects of water-wettability of the matrix on the recovery in 
fractured reservoirs. Lu & Blunt (2007) and Abushaikha & Gosselin (2008) showed that 
gravity plays an important role in increasing the hydrocarbon recovery especially in 
mixed-wet systems. More numerical studies on gravity assisted recoveries are planned. 
Investigations such as these will pave the way to develop new empirical fracture-matrix 
transfer functions that encapsulate the average recovery in geological realistic fracture 
networks. 
Also in Chapter 2, we saw that the node control volume finite element (NCVFE) 
method produces reasonable results only when high mesh resolutions are used. Jackson 
et al. (2013) are employing adaptive meshing in time techniques to manage this 
shortcoming efficiently. We are planning to implement these techniques to our NCVFE 
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simulator and study their benefits. Also, we will investigate the benefits of 
implementing them in the interface control volume finite element (ICVFE) simulator.     
In Chapter 3, the control volumes in the ICVFE method are imposed from the 
barycentre of host elements to the interfaces. We could investigate the possibility of 
decreasing the size of the control volumes and imposing smaller control volumes 
between neighbouring elements with very large variation in their material properties. 
This could further decrease the small unphysical flow observed in some of the cases in 
Chapter 3. Figure 5-1 shows a small interface control volume imposed between two 
elements.  
 
Figure 5-1: Interface control volume mesh for triangular elements. Here we impose a small 
interface control volume between two elements. This could further decrease the small 
unphysical flow observed in the ICVFE method in Chapter 3.  
 
For Chapter 4, we could still improve on the weighting procedure used by equation 
(4.2) for the upstream mobility calculation for NCVFE. We will further study in the 
literature for any improved weighting procedures.  
Furthermore, we will test more complex and heterogeneous cases. Particularly, we will 
study the performance of both simulators for modelling fluid flow in the very 
heterogeneous and numerically difficult SPE10 model (Christie & Blunt, 2001). 
Finally, we will add more recovery mechanisms and compositional modelling for both 
simulators.  
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Appendix -A 
 
 
 
 
 
 
We present the NCVFE interpolation functions and their derivatives for the finite 
elements: line, triangle, and tetrahedron, see Figure 2-4.  
The interpolation function and their derivatives for a linear line element are (Istok, 
1989), 
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The interpolation function and their derivatives for a linear triangle element are (Istok, 
1989), 
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The interpolation function and their derivatives for a linear tetrahedron element are 
(Voller, 2009),  
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where  [ ]  indicates the x-component of the vector r. Similar expression are for y and 
z direction derivatives. 
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Appendix -B 
 
 
We present the permeability values, in mD, for the heterogeneous layer used in 
Chapters 2 and 3,  
 
53.531   51.889  113.600   23.046  492.750  707.880  741.270  103.040   91.558  707.310 
0.000   66.427  453.360  107.990  625.200  136.080  502.860  141.000  492.990  484.530 
23.409   61.603  123.810  766.500  608.430   63.689  111.270  474.810  485.970  113.990 
79.783    0.000  710.100 1204.650 1316.880  761.190   61.892   70.565   53.350  450.990 
0.000  583.230   73.100  110.570  757.320  777.630   27.608 1140.840  734.760  108.700 
0.000  135.160  919.260 1010.670   91.593   65.030  138.630  454.860  143.780   52.422 
0.000   35.787   60.283  856.050  135.130    0.000   66.780   62.819  497.130   40.591 
0.000   75.518  571.230 1396.110  132.930    0.000   30.013  147.830 1114.140   93.602 
730.110   71.133  548.130  145.660  635.340  765.750  149.890   97.702  854.940   69.514 
127.930  835.620  491.730  131.240   56.082  518.340  656.640   26.325   44.053    0.000 
117.550  102.410   82.848  106.160  584.640   83.834  558.240   43.317    0.000    0.000 
51.135   36.304   55.127   79.025  670.170  568.890  142.980  653.070   62.735   75.130 
81.814  130.450   53.035   24.510  120.000   66.565  543.420  637.680   91.658   80.497 
784.140  146.590    0.000    0.000  113.290   78.334 1436.430  525.510  130.940  101.660 
137.360  102.870    0.000    0.000  136.840  137.170   56.910   35.404  478.830  115.910 
135.530   46.794  559.950  495.120  467.250   73.755   86.406  119.300    0.000   69.542 
99.503   95.688    0.000    0.000  604.770 1283.580  121.770   89.001   33.756   34.489 
64.131   35.294  122.620   23.154   70.075  141.300  147.990    0.000   70.312   48.373 
50.527   26.079  115.570    0.000   57.333   73.841  627.000   40.095  471.390  453.510 
89.216  917.760   75.115   30.269    0.000   67.409  102.170   50.075  110.720  103.640 
