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Abstract
We study the bias of random bounded-degree polynomials over odd prime fields and show
that, with probability exponentially close to 1, such polynomials have exponentially small bias.
This also yields an exponential tail bound on the weight distribution of Reed-Muller codes over
odd prime fields. These results generalize bounds of Ben-Eliezer, Hod, and Lovett who proved
similar results over F2. A key to our bounds is the proof of a new precise extremal property for
the rank of sub-matrices of the generator matrices of Reed-Muller codes over odd prime fields.
This extremal property is a substantial extension of an extremal property shown by Keevash
and Sudakov for the case of F2.
Our exponential tail bounds on the bias can be used to derive exponential lower bounds on
the time for space-bounded learning of bounded-degree polynomials from their evaluations
over odd prime fields.
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1 Introduction
Reed-Muller codes are among the oldest error correcting codes, first introduced by Muller [17]
and Reed [18] in the 1950s. These codes were initially defined in terms of bounded-degree
multivariate polynomials over F2 but the same definition can be applied over any finite field.
To be more precise, the (d, n) Reed-Muller code over finite field F, denoted RMF(d, n), takes
the message as the coefficients of some n-variate polynomial of degree at most d over F, and
the encoding is simply the evaluation of that polynomial over all possible inputs chosen from
Fn.
A function f : Fn → F is balanced if elements of F occurs an equal number of times as an
output of f . The bias of a function f with co-domain F is a measure of the fractional deviation
of f from being balanced. Since each codeword in a Reed-Muller code is the evaluation of a
(polynomial) function over all elements of its domain, the definition of bias directly applies to
the codewords of a Reed-Muller code.
Some elements of a Reed-Muller code are very far from balanced (for example the 0 poly-
nomial yields the all-0 codeword, and the codeword for the polynomial 1 + x1x2 has value 1
much more frequently than average) but since, as we might expect, randomly-chosen polyno-
mials behave somewhat like randomly-chosen functions, most codewords are close to being
balanced. We quantify that statement and show that for all prime fields, only an exponen-
tially small fraction of Reed-Muller codewords (equivalently, an exponentially small fraction
of polynomials of bounded degree) have as much an exponentially small deviation from per-
fect balance. That is, at most an exponentially small fraction of polynomials have more than an
exponentially small bias. Such a result is already known for the case of F2 [4] so we will only
need to prove the statement for odd prime fields.
We now define bias formally and discuss its applications. In the case that f : Fn2 → F2, the
bias of f ,
bias( f ) :=
1
2n ∑x∈Fn2
(−1) f (x) = Prx∈RFn2 [ f (x) = 0]− Prx∈RFn2 [ f (x) = 1].
More generally, for p a prime, ω = e2pii/p, and j ∈ F∗p, we define the j-th order bias of f : Fnp → Fp
as
biasj( f ) :=
1
pn ∑x∈Fnp
ω j· f (x).
Prior uses of bias over these larger co-domains often focus only on the case of a single j (e.g., [6,
11]) since they consider structural implications of bias. However, the use of different values of
j is essential for the applications of bias to bounding the imbalance of functions and codewords
since, for p > 3, one can have functions with 1st-order bias 0 that are very far from balanced.
It turns out that it is necessary and sufficient to bound |biasj( f )| for all j ∈ F∗p (or, equivalently,
all integers j with 1 6 j 6 (p − 1)/2 since |biasj( f )| = |bias−j( f )|) in order to bound the
imbalance: A standard exponential summation argument (e.g., Proposition 2.1 in [2, 3]), shows
that for every b ∈ Fp, ∣∣∣∣Prx∈RFnp [ f (x) = b]− 1p
∣∣∣∣ 6 maxj∈F∗p |biasj( f )|.
For Reed-Muller codes, the bias of a codeword exactly determines its fraction (number of
non-zero entries, which is called the weight of the codeword. (In the case of F2 the bias is deter-
mined by the weight but that is not true for Fp for odd prime p.) The distribution of weights
of codewords in Reed-Muller codes over F2 plays a critical role in many applications in coding
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theory and in many other applications in theoretical computer science. As a consequence, the
weight distribution of Reed-Muller codes over F2 has been the subject of considerable study.
For degrees d = 1 and d = 2, the exact weight distribution (and hence the distribution of the
bias) for RMF2(2, n) has been known for roughly 50 years [19, 16]. For other degrees, precise
bounds are only known for weights up to 2.5 times the minimum distance of such codes [12, 13]
but this is very far from the balanced regime.
For general constant degrees, Kaufman, Lovett and Porat [14] give a somewhat tight bound
on the weight distribution for Reed-Muller codes over F2, and Abbe, Shpilka, and Wigder-
son [1] generalize the result to linear degrees. These results yield tail bounds for the number
of codewords with bias approaching 0 and, using the cases for arbitrarily small constant bias,
imply good bounds for list-decoding algorithms [9, 14].
Ben-Eliezer, Hod, and Lovett [4] proved sharper bounds showing that the fraction of code-
words with more than exponentially small bias (of the form 2−c1n/d) for constant c1 > 0) is
at most 2−c2m = |RMF2(d, n)|−c2 for constant c2 > 0 where m = log2 |RMF2(d, n)| is the di-
mension of the code. (For d < n/2 they also showed that this fraction of codewords is tight
by exhibiting a set of codewords in RMF2(d, n) of size |RMF2(d, n)|c3 for c3 > 0 that has such
a bias.) This bound was used by [2, 3, 8] to show that learning bounded degree polynomials
over F2 from their evaluations with success probability 2−o(n) requires space Ω(nm/d) or time
2Ω(n/d).
Our Results We generalize the results of Ben-Eliezer, Hod, and Lovett [4] to show that
only an exponentially small fraction of polynomials over prime fields can have non-negligible
bias. Formally speaking, let Pp(d, n) denote the set of polynomials of degree at most d in
n variables over Fp, and let Mp(d, n) denote the set of monic monomials of degree at most
d in n variables. (The Reed-Muller code RMFp(d, n) has dimension |Mp(d, n)| and satisfies
|RMFp(d, n)| = |Pp(d, n)|.)
Our main result is the following theorem:
Theorem 1.1. For any 0 < δ < 1/2 there are constants c1, c2 > 0 depending on δ such that for any
odd prime p, for all integers d 6 δn and all j ∈ F∗p, we have
Pr f∈RPp(d,n)[|biasj( f )| > p−c1n/d] 6 p−c2|Mp(d,n)|.
Using this theorem together with the methods of our companion paper [2, 3] or of [8], we
obtain that any algorithm that learns polynomials over Fp of degree at most d with probability
at least p−O(n) from their evaluations on random inputs either requires time pΩ(n/d) or space
Ω(n · |Mp(d, n)|/d · log p). For the details, see [2].
The following corollary of Theorem 1.1 is also immediate:
Corollary 1.2. For any 0 < δ < 1/2 there are constants c1, c2 > 0 such that for any odd prime p and
integers d, n with d 6 δn, the number of codewords of RMFp(d, n) of weight at most 1− 1/p− p−c1n/d
is at most |RMFp(d, n)|1−c2 .
There is a limit to the amount that Theorem 1.1 can be improved, as shown by the following
proposition:
Proposition 1.3. For any 0 < δ < 1/2 there are constants c′ < 1 and c′′ > 0 depending on δ such
that for all integers d 6 δn and all j ∈ F∗p, we have
Pr f∈RPp(d,n)[|biasj( f )| > p−c
′′n/d] > p−c′ |Mp(d,n)|.
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As part of our proof of Theorem 1.1, we must prove the following tight bound on the rank
of the evaluations of monomials of degree at most d on sets of points. Alternatively this can
be seen as the extremal dimension of the span of truncated Reed-Muller codes at sizes that are
powers of the field size.
Lemma 1.4. Let S be a subset of Fnp such that |S| = pr. Then the dimension of the subspace spanned
by {(q(x))q∈Mp(d,n) : x ∈ S} is at least |Mp(d, r)|.
Though this is all that we require to prove Theorem 1.1, we prove it as a special case of
a more general theorem that gives an exact extremal characterization of the dimension of the
span of truncated Reed-Muller codes of all sizes. This generalizes a characterization for the
case of F2 proved by Keevash and Sudakov [15].
Theorem 1.5. Let 1 6 m 6 pr and let n > r. For S ⊆ Fnp with |S| = m,
dim〈{(q(x))q∈Mp(d,n) : x ∈ S}〉 > dim〈{(q(x))q∈Mp(d,r) : x ∈ T}〉,
where T consists of the m lexicographically minimal vectors in Frp. (This is equality when S is also
lexicographically minimal.)
Thus, the extremal value of the dimension is a function gd(m) that is independent of n. As
part of the proof of Theorem 1.5, we characterize a variety of properties of gd(m).
Proof Overview Our basic approach is a generalization of the high level outline of [4] to
odd prime fields, though parts of the argument are substantially more complex:
We begin by using a moment method, showing that that E f∈RPp(d,n)[|biasj( f )|t] is bounded
for suitable t. Because we are dealing with odd prime fields rather than F2 we restrict ourselves
to the case that t is even. For bounding these high moments, we reduce the problem to lower
bounding the rank of certain random matrices (Lemma 2.4). This is the place where we can
apply Lemma 1.4 to prove the bound.
For the case of F2 handled in [4], a similar property to Lemma 2.4 (Lemma 4 in [4]), which
follows from an extremal characterization of F2 polynomial evaluations by Keevash and Su-
dakov [15], was independently shown to follow more simply via an algorithmic construction
that avoids consideration of any subset size that is not a power of 2. Unfortunately, this simpler
algorithmic construction seems to break down completely for the case of odd prime fields.
We instead provide the full extremal characterization for all set sizes, analogous to the
Keevash and Sudakov characterization for F2. This is the major source of technical difficulty
in our paper. Like Keevash and Sudakov, we show that the proof of our extremal character-
ization is equivalent to proving the sub-additivity of a certain arithmetic function. However,
proving this sub-additivity property is an order of magnitude more involved since it involves
sub-additivity over p terms for arbitrary p rather than just over the two terms required for the
case of F2.
Discussion and Related Work Prior to our work, the main approach to analyzing the bias
of polynomials over arbitrary prime fields has been to take a structural point of view. The
general idea is to show that polynomials of large bias must have this bias because of some
structural property. For polynomials of degree d = 2, a complete structural characterization
has been known for more than a century ([7]). Green and Tao [10] initiated the modern study of
the relationship between the bias and the structure of polynomials over finite fields. Kaufman,
Lovett, and Porat [14] used this approach to obtain their bounds on bias over F2. Over general
prime fields, Haramaty and Shpilka [11] gave sharper structural properties for polynomials
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of degrees d = 3, 4. In papers [6] for constant degree and [5] for large degree, Bhowmick
and Lovett generalized the result of [14] to show that if a degree d polynomial f has large
bias, then f can be expressed as a function of a constant number of polynomials of degree
at most d − 1. These bounds are sufficient to analyze the list-decoding properties of Reed-
Muller codes. However, all of these structural results, except for the characterization of degree
2 polynomials, are too weak to obtain the bounds on sub-constant bias that we derive. Indeed,
none is sufficient even to derive Corollary 1.2.
An open problem that remains from our work, as well as that of Ben-Eliezer, Hod, and
Lovett [4] is whether the amount of the bias can be improved still further by removing the 1/d
factor from the exponent in the bias in the statement of Theorem 1.1 for some range of values of
d growing with n. Though Proposition 1.3 (and its analogue in [4]) show that a large number of
polynomials have bias p−O(n/d), we would need to extend them to say that for all c′ > 0 there
is a c′′ > 0 such that the conclusion of the proposition holds in order to rule out improving the
bias in Theorem 1.1.
Organization The proof of Theorem 1.1, except for the proof of Lemma 1.4, is in Section
2. Section 2 also contains the proof of Proposition 1.3. In Section 3 we reduce the proof of
Lemma 1.4, and that of the general extremal rank property of Theorem 1.5, to proving the sub-
additivity of the arithmetic function gd. In Section 4 we introduce some properties of gd, and
finally in Section 5 we prove the sub-additivity of gd.
2 The bias of random polynomials over odd prime fields
In this section we prove Theorem 1.1. To provide tail bounds on the bias, we first characterize
its high moments, focusing on even moments to ensure that they are real-valued.
Lemma 2.1. Let p be an odd prime and d 6 n. For t ∈ N, let x(1), · · · , x(t) and y(1), · · · , y(t) be
chosen uniformly at random from Fnp. Then
E f∈RPp(d,n)[ |biasj( f )|2t ] = Prx(1),··· ,x(t),y(1),··· ,y(t) [ ∀q ∈ Mp(d, n),
t
∑
k=1
q(x(k)) =
t
∑
k=1
q(y(k)) ].
Proof. Note that biasj( f ) = Ex[ω j· f (x)] = Ex[ω j· f (x)] = Ex[ω−j· f (x)] = bias−j( f ), therefore
|biasj( f )|2 = biasj( f ) · bias−j( f ). So we have
E f∈RPp(d,n)[|biasj( f )|2t] = E f∈RPp(d,n)[biasj( f )t · bias−j( f )t]
= E f∈RPp(d,n)[
t
∏
k=1
Ex(k) [ω
j· f (x(k))] ·
t
∏
k=1
Ey(k) [ω
−j· f (y(k))]]
= E f∈RPp(d,n)[Ex(1),··· ,x(t),y(1),··· ,y(t) [ω
j·(∑tk=1 f (x(k))−∑tk=1 f (y(k)))]]
= Ex(1),··· ,x(t),y(1),··· ,y(t) [E f∈RPp(d,n)[ω
j·(∑tk=1 f (x(k))−∑tk=1 f (y(k)))]]
For each q ∈ Mp(d, n) let fq ∈ Fp denote the coefficient of q in f . We identify f with its vector
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of coefficients ( fq)q∈Mp(d,n) and choose f uniformly by choosing the fq uniformly. Therefore
E f∈RPp(d,n)[|biasj( f )|2t] = Ex(1),··· ,x(t),y(1),··· ,y(t) [E f∈RPp(d,n)[ω
j·(∑q∈Mp(d,n) fq ·(∑tk=1 q(x(k))−∑tk=1 q(y(k))))]]
= Ex(1),··· ,x(t),y(1),··· ,y(t) [ ∏
q∈Mp(d,n)
E fq∈RFp [ω
j· fq ·(∑tk=1 q(x(k))−∑tk=1 q(y(k)))]]
= Ex(1),··· ,x(t),y(1),··· ,y(t) [1(∀q∈Mp(d,n), ∑tk=1 q(x(k))−∑tk=1 q(y(k))=0)]
= Prx(1),··· ,x(t),y(1),··· ,y(t) [∀q ∈ Mp(d, n),
t
∑
k=1
q(x(k)) =
t
∑
k=1
q(y(k))]
where the second equality follows since Ea∈RFp [ω
j·a·b] = 0 for all b ∈ F∗p.
Now let us look at the probability
Prx(1),··· ,x(t),y(1),··· ,y(t) [∀q ∈ Mp(d, n),
t
∑
k=1
q(x(k)) =
t
∑
k=1
q(y(k))].
We view y(1), · · · , y(t) as arbitrary fixed values and we will upper bound this probability fol-
lowing the analysis of a similar probability in [4]. That is, we will upper bound the probability
that this holds by considering a special subsetM′ ⊆Mp(d, n) that allows us to derive a linear
system whose rank will bound the probability that the constraints indexed byM′ all hold.
We divide [n] arbitrarily into two disjoint parts L and R with |L| = b nd c. M′ ⊆ Mp(d, n)
consists of all monomials of degree are most d that have degree 1 on L and degree at most d− 1
on R.
We use the following properties of the |Mp(d, n)|, whose proof we defer to later, to show
thatM′ contains a significant fraction of all monomials inMp(d, n).
Proposition 2.2. If d 6 δn for some 0 < δ < 1 then
(a) there exists a constant γ′ = γ′(δ) > 0 such that for sufficiently large n, if n′ > (1− 1d )n then
|Mp(d, n′)| > γ′|Mp(d, n)|.
(b) If p > 3 there exist constants ρ1, ρ2 > 0 such that for sufficiently large n,
ρ1|Mp(d, n)| 6 nd · |Mp(d− 1, n)| 6 ρ2|Mp(d, n)|.
Corollary 2.3. Let p > 3. If d 6 δn for some 0 < δ < 1, then there exists a constant γ = γ(δ) > 0
such that for sufficiently large n,
|M′| = bn
d
c · |Mp(d− 1, n− bnd c)| > γ · |Mp(d, n)|.
Proof. The equality follows immediately from the definition ofM′. Let n′ = n− b nd c. Then
|M′| = bn
d
c · |Mp(d− 1, n′)|
> n
′
2d
|Mp(d− 1, n′)| since d 6 n
> ρ1
2
|Mp(d, n′)| by Proposition 2.2(b)
> ρ1γ
′
2
|Mp(d, m)| by Proposition 2.2(a)
and setting γ = ρ1γ′/2 yields the claim.
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Let E denote the event that ∑tk=1 q(x(k)) = ∑tk=1 q(y(k)) for all q ∈ M′. To simply notation,
since we think of y(1), . . . , y(k) as fixed, for each q ∈ M′ define bq ∈ Fp by bq = ∑tk=1 q(y(k)).
Since any q ∈ M′ is of the form q = xi · q′ for some i ∈ L and q′ a monomial of degree at most
d− 1 on R, E requires that
bq =
t
∑
k=1
q(x(k)) =
t
∑
k=1
q′(x(k)R ) · x(k)i .
where for x ∈ Fnp, we write xR for x restricted to the coordinates in R. We view these constraints
as a system of linear equations over the set of variables x(k)i for k ∈ [t] and i ∈ L whose coeffi-
cients are given by the values of q′(x(k)R ) for x
(k)
R ∈ FRp for all k ∈ [t]. Observe that for different
values of i ∈ L we get separate and independent subsystems of equations with precisely the
same coefficients but potentially different constant terms bq since q depends on both i and q′.
Therefore the probability that (x(k)i )i∈L,k∈[t] is a solution is the product of the probabilities for
the individual choices of i ∈ L.
For each xR = x
(1)
R , . . . , x
(t)
R , there is a |Mp(d− 1, R)| × t matrix QxR for a system of linear
equations on (x(1)i , . . . , x
(t)
i ) for each i ∈ L, having one constraint for each polynomial q′ of
degree at most d− 1 on R. Observe that QxR(q′, k) = q′(x(k)R ).
In particular, it follows that
Prx(1),··· ,x(t),y(1),·,y(t) [ E | (x
(1)
R , · · · , x(t)R ) = xR] 6 p−rank(QxR )·|L|. (1)
We now see that for almost all choices of xR, if t is at least a constant factor larger than
|Mp(d− 1, |R|)| then the rank of QxR is large. This follows by replacing n by |R|, d by d− 1, q′
by q and x by xR in the following lemma.
Lemma 2.4. For any 0 < δ 6 1/2 there is a constant γ = γ(δ) > 0 such that there exist constants
c > 0 and η > 1 such that for d = bδnc and t > η|Mp(d, n)|, if x = x(1), · · · , x(t) is chosen
uniformly at random from (Fnp)t, then the matrix Qx ∈ FMp(d,n)×[t]p given by Qx(q, k) = q(x(k)).
then
Prx[ rank(Qx) 6 γ|Mp(d, n)| ] 6 p−c|Mp(d+1,n)|.
We first show how to use Lemma 2.4 to prove Theorem 1.1.
Proof of Theorem 1.1. Let 0 < δ 6 1/2, and set γ > 0 and η > 1 and c > 0 as in Lemma 2.4. Let
t = dηMp(d− 1, n)e. We first bound the expected value of |biasj( f )|2t. By Lemma 2.1 and the
definition of event E we have
E f∈RPp(d,n)[ |biasj( f )|2t ] = Prx(1),··· ,x(t),y(1),·,y(t) [ E ].
Let n′ = dn(1− 1/d)e and d′ = d− 1. Now by definition,
Prx(1),··· ,x(t),y(1),·,y(t) [ E ]
6 PrxR [rank(QxR) 6 γ|Mp(d, n′)|]
+ Prx(1),··· ,x(t),y(1),·,y(t) [ E : rank(QxR) 6 γ|Mp(d′, n′)| for xR = (x
(1)
R , · · · , x(t)R )]
6 PrxR [rank(QxR) 6 γ|Mp(d′, n′)|] + p−γ|Mp(d
′ ,n′)|·|L|
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by (1). Observe that t > η|Mp(d′, n)| > η|Mp(d′, n′)| so we can apply Lemma 2.4 with n = n′,
d = d′, and x = xR to derive that
PrxR [rank(QxR) 6 γ|Mp(d′, n′)|]p−c|Mp(d
′+1,n′)|.
Therefore,
E f∈RPp(d,n)[ |biasj( f )|2t ] 6 p−c|Mp(d,n
′)| + p−γ|Mp(d−1,n
′)|·|L|. (2)
Now, for sufficiently large n, by Proposition 2.2(a), |Mp(d, n′)| > γ′|Mp(d, n)| and by Corol-
lary 2.3 |Mp(d− 1, n′)| · |L| > γ|Mp(d, n)|. Therefore,
E f∈RPp(d,n)[ |biasj( f )|2t ] 6 p−cγ
′ |Mp(d,n)| + p−γ
2|Mp(d,n) > p−c′ |Mp(d,n)|
for some constant c′ > 0. Now we can apply Markov’s inequality to obtain that for any c1 > 0.
Pr f∈RPp(d,n)[|biasj( f )| > p−c1n/d] = Pr f∈RPp(d,n)[|biasj( f )|2t > p−2t·c1n/d]
6 p
−c′ |Mp(d,n)|
p−2t·c1n/d
= p2t·c1n/d−c
′ |Mp(d,n)|
By definition, t = dη|Mp(d − 1, n)|e 6 η′|Mp(d − 1, n)| for a fixed η′ > η. Therefore, by
Proposition 2.2(b), 2tn/d 6 2η′ρ2|Mp(d, n)|. By choosing c1 = c′/(4η′ρ2), we obtain that
2t · c1n/d− c′|Mp(d, n)| 6 −c′|Mp(d, n)|/2 and setting c2 = c′/2 we derive that
Pr f∈RPp(d,n)[|biasj( f )| > p−c1n/d] 6 p−c2|Mp(d,n)|
as required.
It remains to prove Lemma 2.4 and Proposition 2.2. We first prove Lemma 2.4 using Lemma
1.4. The proof of Lemma 1.4 is quite involved and forms the bulk of the paper. Its proof is the
subsequent sections.
Proof of Lemma 2.4 using Lemma 1.4. Let d = bδnc for 0 < δ 6 1/2 and let γ > 0 be the mini-
mum of γ′(δ) from Proposition 2.2 and γ(δ) from Corollary 2.3. Fix b = bγ · |Mp(d, n)|c. We
will first check the probability that an arbitrary fixed set of b columns spans the whole matrix,
and then apply a union bound to obtain the final result.
Let V denote the linear space spanned by those b columns. Recall that each column of QxR
is the evaluation of all monomials of degree at most d at some point Fnp. (Since d > 1, distinct
elements of Fnp have distinct evaluations.)
Let integer r be maximal such that there are at least pr distinct elements of Fnp with evalu-
ations that are in V. Then by Lemma 1.4, we have dim(V) > |Mp(d, r)|. But since V can be
spanned by b vectors, we have
γ|Mp(d, n)| > b > dim(V) > |Mp(d, r)|
By Proposition 2.2(a), we have
|Mp(d, dn(1− 1/d)e)| > γ|Mp(d, n)| > |Mp(d, r)|
So r 6 dn(1− 1/d)e. There are pn distinct evaluations and fewer than pr+1 of them fall into
V. So a uniform random evaluation is in V with probability < p
r+1
pn 6 p1−bn/dc. Since the
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t− b other columns of QxR are chosen uniformly and independently, the probability that these
b columns span the whole matrix is at most
(p1−bn/dc)t−b 6 (p1−bn/dc)(η−γ)|Mp(d,n)|
since t = η|Mp(d, n)| for some η > 1 to be chosen later. Since d 6 δn 6 n/2, we have
1− bn/dc 6 −n/(2d) and we can apply Proposition 2.2 to get that
(p1−bn/dc)t−b 6 p−(η−γ) nd ·|Mp(d,n)|/2 6 p−(η−γ)ρ1|Mp(d+1,n)|/2
for some ρ1 > 0. Therefore, by a union bound over all choices of b columns we have
Prx(1),··· ,x(t) [rank(QxR) 6 γ|Mp(d, n)|] 6
(
t
b
)
· p−(η−γ)ρ1|Mp(d+1,n)|/2.
Note that (tb) 6 ( teb )b 6 (
2eη
γ )
γ|Mp(d,n)| 6 ( 2eηγ )γ|Mp(d+1,n)|, so we have
Prx(1),··· ,x(t) [rank(QxR) 6 γ|Mp(d, n)|] 6 p|Mp(d+1,n)|(γ logp(
2eη
γ )−(η−γ)ρ1/2)
Note that for any constant c′ > 0, γ logp(c′η) is o(η). Therefore, for fixed constant γ > 0, we
can choose a sufficiently large η > 1 such that
Prx(1),··· ,x(t) [rank(QxR) 6 γ|Mp(d, n)|] 6 p−c|Mp(d+1,n)|
for some constant c > 0.
2.1 Proof of Proposition 2.2
We first give basic inequalities regarding |Mp(d, n)| that are independent of the choice of p.
Proposition 2.5. For d 6 n,
d
∑
i=0
(
n
i
)
6 |Mp(d, n)| 6
d
∑
i=0
(
n− 1+ i
i
)
=
(
n + d
d
)
Proof. It is well known that there are (n+d−1n−1 ) non-negative integer solutions to the equation
∑ni=1 ei = d. Thus by iterating degrees we have
|Mp(d, n)| 6
d
∑
i=0
(
n− 1+ i
i
)
=
(
n + d
d
)
On the other hand, if we only consider multi-linear terms, we will get
d
∑
i=0
(
n
i
)
6 |Mp(d, n)|.
We now prove part (a): For e = (e1, · · · , ek) where 1 6 ei 6 p − 1, let Me,n denote the
set of monomials of the form ∏ki=1 x
ei
h(i), 1 6 h(1) < h(2) < · · · < h(k) 6 n. Then we have
|Mp(d, n)| = ∑e:∑i ei6d |Me,n|. Therefore
|Mp(d, n′)|
|Mp(d, n)| > mine:∑i ei6d
|Me,n′ |
|Me,n|
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Now, for fixed e = (e1, · · · , ek), consider the following process to generate elements inMe,n:
we first choose k elements j1, · · · , jk from [n], then apply permutation φ over [k] to get∏ki=1 xeijφ(k) .
We claim that this process generate each monomial in Me,n equally many times, if we go
over all k elements and all permutations. Indeed, for arbitrary monomials f1 = ∏ki=1 x
ei
ji
and f2 = ∏ki=1 x
ei
j′i
, f1 can be generated by ({ji}ki=1, φ) if and only if f2 can be generated by
({j′i}ki=1, φ). Moreover, the number of occurrence for each monomial is precisely the number of
satisfying permutations, hence only depends on e. Therefore, we have
|Me,n′ |
|Me,n| =
(n
′
k )
(nk)
This quantity is a decreasing function of k. Hence we have
|Mp(d, n′)|
|Mp(d, n)| >
(n
′
d )
(nd)
=
d−1
∏
i=0
n′ − i
n− i > (
n′ − d + 1
n− d + 1 )
d > e−
(n−n′)d
n′−d+1 > e
− n
n− n
n′ −n
′+1
Since d + nd 6 max{2 + n2 , δn + 1δ}, we have n − nd − d + 1 > min{ n2 − 1, (1− δ)n + 1δ + 1}.
Therefore for sufficiently large n,
|Mp(d, n′)|
|Mp(d, n)| > min{e
−3, e−
1
1−δ }
We now prove part (b): Define H := {(q1, q2) : q1 ∈ Mp(d − 1, n), q2 ∈ Mp(d, n), ∃i ∈
[n] s.t. q2 = xiq1}. We will obtain the inequalities by bounding |H|.
We first bound |H| in terms of |Mp(d− 1, n)|. Clearly for each q1 ∈ Mp(d− 1, n), there are
at most n choices of xi to yield q2 = xiq1, so |H| 6 n|Mp(d− 1, n)|. On the other hand, any
xi that does not have degree p− 1 in q1 can be chosen. There are at most d−1p−1 variables in q1
having degree p− 1 so we can choose at least n− d−1p−1 > n− np−1 > n2 variables xi since p > 3.
This gives us |H| > n2 |Mp(d− 1, n)|.
We now bound |H| in terms of |Mp(d, n)|. Each q ∈ Mp(d, n) contains at most d distinct
variables, hence |H| 6 d|Mp(d, n)|.
It immediately follows thatMp(d, n) > |H|/d > n2d |Mp(d− 1, |) and hence we can choose
ρ2 = 2.
To lower bound |H| in terms of |Mp(d, n)|, we show that a large portion of monomials
contain many distinct variables and hence each q2 ∈ Mp(d, n) can be associated with many
different q1. We first bound the number of monomials that have degree at most d and are com-
posed of at most k 6 d distinct variables. We can generate such monomials by first choosing k
variables, then using these variables to form a monomial of degree 6 d and so we can upper
bound the number of such monomials by (nk)(
k+d
d ). For sufficiently small k we can argue that
this is a small fraction ofMp(d, n): Suppose that k 6 d/6. Since by hypothesis, d 6 δn 6 n/2,
we have k + d 6 n− k and
(nk)(
k+d
d )
|Mp(d, n)| 6
(nk)(
k+d
d )
(nd)
by Proposition 2.5
=
(k + d)!
(k!)2(n− k) · · · (n− d + 1) =
(k + d) · · · (2k + 1)
(n− k) · · · (n− d + 1) ·
(
2k
k
)
6
(
k + d
n− k
)d−k
· 22k 6 (7/11)5k · 22k 6 (3/7)k.
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Summing over all values of k 6 d/6 we obtain that a total fraction at most 3/4 of all monomials
in Mp(d, n) have at most d/6 distinct variables. Therefore, since at least 1/4 of Mp(d, n)
contain at least d/6 distinct variables, it must be the case that |H| > d2 4 · |Mp(d, n)|. Since
|H| 6 n · |Mp(d− 1, n)|, we obtain that |Mp(d, n)|/24 6 nd |Mp(d− 1, n)|. Hence we derive
(b) with ρ1 = 1/24. This completes the proof of Proposition 2.2(b).
2.2 Lower bound on the likelihood of bias
We now prove Proposition 1.3, on the limits on the extent to which Theorem 1.1 can be im-
proved. The argument is analogous to that of [4] for the case of F2.
Proof of Proposition 1.3. We follow the same division of variables [n] into parts L and R with
|L| = b nd c and |R| = n′ = dn(1− 1/d)e and d′ = d− 1 that we used for the upper bound on
the bias. Define L to be the set of all polynomials in Pp(d, n) whose monomials are from the
setM′ ⊆ Mp(d, n) (defined earlier) that have degree 1 on L and degree at most d− 1 on R.
By Corollary 2.3, there is some constant γ > 0 such that for sufficiently large n, |M′| > γ ·
|Mp(d, n)| and hence |L| > pγ|Mp(d,n)|. Therefore, we have |L|/|Pp(d, n)| > p−(1−γ)|Mp(d,n)|.
Now consider the expected bias of polynomials in L: We can write f chosen uniformly from
L uniquely as
f (x) = ∑
i∈L
xi · gi(xR)
where the gi are independently chosen polynomials over monomialsMp(d− 1, n′) on R.
For j ∈ F∗p,
E f∈RL biasj( f ) =E f∈RL Ex∈RFnp ω
j· f (x)
=E f∈RL ExL∈RFLp ExR∈RFRp ω
j· f (x)
=ExL∈RFLp ExR∈RFRp E f∈RL ω
j· f (x).
Now with probability p−|L|, all the xi for i ∈ L are 0 and every f ∈ L evaluates to 0, so
E f∈RL ω
j· f (0L ,xR) = 1. With the remaining probability, xL 6= 0L and hence there is some i ∈ L
and bi 6= 0 such that xi = bi. For f chosen at random from L, for each fixed value of xL = bL
with bi 6= 0, we have
f (bL, xR) = bigi0 + f ′(xR)
where gi0 is the constant term of the polynomial gi and is chosen independently of f ′. Since gi0
is uniformly chosen from Fp for random f in L and since bi 6= 0, bigi0 is also uniformly chosen
from Fp. Further, since gi0 is independent of f ′, for every fixed xR, the value E f∈RLω
j· f (bL ,xR) =
0. Therefore, E f∈RLbiasj( f ) = p
−|L|. Now since |biasj( f )| 6 1, we obtain
Pr f∈RL[ |biasj( f )| > p−|L|/2 ] > p−|L|/2.
Therefore
Pr f∈RPp(d,n)[|biasj( f )| > p−|L|/2] >
|L|
|Pp(d, n)| · p
−|L|/2 > p−c′ |Mp(d,n)|
for some c′ < 1 since |L|  |Mp(d, n)|. Since |L| = bn/dc > 2, we obtain p−|L|/2 > p−c′′n/d
for some constant c′′ > 0 as required.
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3 Extremal rank properties of truncated Reed-Muller codes
In this section we prove Lemma 1.4. Let M(d) be the natural generating matrix of the (d, n)
Reed-Muller code over the field Fp for p an odd prime. That is, M(d) is a pn × |Mp(d, n)|
matrix, where each row is indexed by a ∈ Fp, and each column is indexed by a monomial
q ∈ Mp(d, n), and M(d)(x, q) = q(x). Clearly the rank of M(d) is |Mp(d, n)|, since all the
columns are independent. For S ⊂ Fnp, define M(d)S as M(d) restricted on rows in S.
For fixed q ∈ Mp(d, n), (q(x))x∈S is precisely the column corresponding to q in M(d) re-
stricted to rows indexed by S. From this prospective, the dimension of the subspace spanned
by {(q(x))q∈Mp(d,n) : x ∈ S} is exactly the (column) rank of the matrix M
(d)
S . So we can restate
Lemma 1.4 as the following:
Lemma 3.1. Let S be a subset of Fnp such that |S| = pr, then rank(M(d)S ) > |Mp(d, r)|.
As noted in the introduction we will derive the more general bound for an arbitrary value
of |S|, not only for the restricted case that |S| = pr that occurs in the above lemma. We start
with the special case where S contains the lexicographically smallest |S| elements. (Here lex-
icographical order means that for a = (a1, · · · , an) and b = (b1, · · · , bn), a < b if and only if
there exists 1 6 k 6 n such that ai = bi for i < k and ak < bk.) We will show that this is in fact
an extremal case.
For integer m, let Sm ⊂ Fnp be the subset that contains the smallest m elements. Define gd(m)
as the rank of M(d)Sm . For the completeness of definition, we set gd(m) = 0 when d < 0 or m = 0.
When m is a power of p, it is easy to compute the value of gd(m).
Lemma 3.2. gd(pr) = |Mp(d, r)|.
Proof. Let x be a monomial of degree at most d over x1, · · · , xn. Notice that ∀a ∈ Spr , a1 = a2 =
· · · = an−r = 0. So if x contains any of the first n− r variables, the column indexed by x will
be 0. On other other hand, all the columns corresponding to monomials over xn−r+1, · · · , xn
of degree at most d are linear independent. Otherwise this means that some monomial can be
represented as a linear combination of other monomials, which is impossible. So the rank of
the submatrix is just the number of monomials over r variables of degree at most d.
It is more complicated to compute the value for general m. With careful observation, we
have the following recursion.
Lemma 3.3. Let r be the unique integer so that pr 6 m < pr+1. Let m = k · pr + c. Then
gd(m) =
k−1
∑
i=0
gd−i(pr) + gd−k(c).
As a special case, when c = 0, we have gd(k · pr) = ∑k−1i=0 gd−i(pr).
Proof. For the sake of convenience, letM=dp (r) be the set of monomials over the last r variables
whose degree equals d, and M6dp (r) be the set of monomials over the last r variables whose
degree is at most d.
Consider the block structure of the matrix. Let A0 be the submatrix that takes Spr as rows
andM6d−p+1p (r) as columns. For i = 1, 2, · · · , p− 1, let Ai be the submatrix that takes Spr as
rows andM=d−p+1+ip (r) as columns. Let A6i be the blocks (A0, · · · , Ai), then A6i is precisely
the submatrix that takes Spr as rows andM6d−p+i+1p (r) as columns.
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Now let us consider the rows for Rt := {a|a1 = · · · = an−r−1 = 0, an−r = t} for t > 0.
The non-zero parts correspond to monomials that only depend on xn−r, xn−r+1, · · · , xn. If we
group all the monomials by their degree on xn−r then, for t 6 k− 1, the row will be of the form
A6p−1, t · A6p−2, t2 · A6p−3, · · · , tp−1 · A60.
Things are a little different for t = k, since |Rk| < pr. In this case, we define A′6i as the first c
rows of A6i, and it is easy to check that the row is of the form
A′6p−1, k · A′6p−2, k2 · A′6p−3, · · · , kp−1 · A′60.
Therefore the matrix M(d)Sm is of the form:
M6dp (r) xn−r ·M6d−1p (r) x2n−r ·M6d−2p (r) · · · xp−1n−r ·M6d−p+1p (r)
{an−r = 0} A6p−1 0 0 · · · 0
{an−r = 1} A6p−1 A6p−2 A6p−3 · · · A60
{an−r = 2} A6p−1 2 · A6p−2 4 · A6p−3 · · · 2p−1 · A60
...
...
...
...
...
...
{an−r = k− 1} A6p−1 (k− 1) · A6p−2 (k− 1)2 · A6p−3 · · · (k− 1)p−1 · A60
{an−r = k} A′6p−1 k · A′6p−2 k2 · A′6p−3 · · · kp−1 · A′60
We have two important observations:
• A6p−i−1 is the first |M6d−i−1p (r)| columns of A6p−i, and
• A′6i is the first c rows of A6i.
Therefore, we can apply Gaussian elimination to turn the matrix in to a block-diagonal ma-
trix. We do this in two steps. The following algorithm first eliminates on columns to obtain a
triangular matrix, based on the first observation.
Algorithm 1: Triangular elimination
1 Initialize I = {0, · · · , k}, u = 0.
2 For i, j ∈ {0, 1, · · · , k}, set bi,j = ij.
/* bi,j is the coefficient of each block at the beginning. */
3 for u = 0, · · · , k do
4 for v = u + 1, · · · , p− 1 do
/* Subtract bu,vb−1u,u times the prefix of length |M6d−vp (r)| of u-th column block
from v-th column block. */
5 for i ∈ {0, 1, · · · , p− 1} do
6 bi,v ← bi,v − bu,vb−1u,ubi,u
We have the following properties.
Claim 3.4. At the beginning of round u of Algorithm 1, for all i 6 u, we have bi,i 6= 0, and at the end
of round u, for all i 6 u, we have bi,j = 0 for j = i + 1, · · · , p− 1.
Proof. Let us consider the function f (t)j (i), which denotes the coefficient of the (i, j) block at the
beginning of round t. We prove a strengthened claim: For t = 0, · · · , k + 1,
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• f (t)j (i) is a monic degree j polynomial on variable i,
• f (t)i (i) 6= 0 for i 6 t, and
• when t > 0, f (t)j (i) = 0 for i 6 t− 1 and j = i + 1, · · · , p− 1.
When t = 0, we have f (0)j (i) = i
j which is monic and has degree j. Also, f (0)0 (0) = 1 6= 0.
So the base case is true.
The update rule given by the algorithm says
f (t)j (i) =
 f
(t−1)
j (i)−
f (t−1)j (t−1)
f (t−1)t−1 (t−1)
· f (t−1)t−1 (i) if j > t
f (t−1)j (i) if j < t
When j < t, clearly f (t)j (i) is still a monic degree j polynomial. When j > t, by the induction
hypothesis, f (t−1)t−1 (t− 1) 6= 0, and the degree of f (t−1)t−1 (i) is strictly smaller than j. Therefore
we have that f (t)j (i) is also a monic degree j polynomial.
For i 6 t− 2, by the induction hypothesis, f (t−1)j (i) = 0 for j > i+ 1. Then both update rules
give us f (t)j (i) = 0 for j > i + 1. For the i = t− 1 case, by Gaussian elimination, f (t)j (t− 1) = 0
for all j > t. Combining the two cases we have for i 6 t− 1, f (t)j (i) = 0 for j > i + 1.
Notice that
f (t)t (0) = f
(t)
t (1) = · · · = f (t)t (t− 1) = 0.
Since f (t)t (i) is monic and has degree t, it can have at most t roots. This implies that t cannot be
its root, hence f (t)t (t) 6= 0.
Using this claim we complete the proof of Lemma 3.3: After the first step, the matrix is in
the form:
M6dp (r) xn−r ·M6d−1p (r) x2n−r ·M6d−2p (r) · · · xk−1n−r ·M6d−k+1p (r) xkn−r ·M6d−kp (r)
{an−r = 0} b0,0 A6p−1 0 0 · · · 0 0
{an−r = 1} b1,0 A6p−1 b1,1 A6p−2 0 · · · 0 0
{an−r = 2} b2,0 A6p−1 b2,1 A6p−2 b2,2 A6p−3 · · · 0 0
...
...
...
...
...
...
...
{an−r = k− 1} bk−1,0 A6p−1 bk−1,1 A6p−2 bk−1,2 A6p−3 · · · bk−1,k−1 A6p−k 0
{an−r = k} bk,0 A′6p−1 bk,1 A′6p−2 bk,2 A′6p−3 · · · bk,k−1 A′6p−k bk,k A′6p−k−1
with all other columns having value 0. Now, the second observation says that A′6p−i is a
submatrix of A6p−i. Moreover, we have bi,i 6= 0 for i = 0, · · · , k. So we can eliminate row by
row to get a diagonal matrix, whose rank is very easy to compute. The rank of A6p−i is simply
|M6d−i+1p (r)| = gd−i+1(pr). By the definition of the gd function, the rank of A′60 is just gd−k(c).
Hence
gd(m) = gd(k · pr + c) =
k−1
∑
i=0
gd−i(pr) + gd−k(c).
Intuitively, for any set S ⊂ pn of size m, the rank of M(d)S will be larger than that of M(d)Sm ,
since Sm is the most compact way to arrange m rows. Formally stated, this is the following
restatement of Theorem 1.5:
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Theorem 3.5. For arbitrary S ⊆ pn with |S| = m and for any d,
rank(M(d)S ) > rank(M
(d)
Sm ) = gd(m).
Note that gd(m) does not depend on n. Indeed, all we need of n is that m 6 pn so that the
matrix M(d) has at least m rows.
Before we actually prove Theorem 3.5, we first argue that this is all we need to prove Lemma
3.1. Indeed, we can simply set m = pr; then with Lemma 3.2, we just have when |S| = pr,
rank(M(d)S ) > gd(p
r) = |Mp(d, r)|.
It turns out that in order to prove Theorem 3.5, it is sufficient to have the following sub-
additivity property of the gd function.
Lemma 3.6. For a0 > a1 > · · · > ap−1 > 0, for any d,
gd(
p−1
∑
i=0
ai) 6
p−1
∑
i=0
gd−i(ai).
Proof of Theorem 3.5 from Lemma 3.6. We use induction on the size of |S|. When |S| = 1, rank(M(d)S ) =
1, while gd(1) = 1, so the base case is true.
Assume that we have proved that for all S′ with |S′| 6 |S| and all degrees d, rank(M(d)S′ ) >
gd(|S′|). Let t ∈ [n] be the smallest integer so that ∃x, y ∈ S, xt 6= yt. For i ∈ {0, 1, · · · , p− 1},
define Si = {x ∈ S : xt = i}. For j = 1, · · · , p, let A(i)6p−j be the submatrix of M that takes Si
as rows andM6d+1−jp (p− t) as columns. We claim that we only need to study the following
matrix:
M6dp (n− t) xt ·M6d−1p (n− t) x2t ·M6d−2p (n− t) · · · xp−1t ·M6d−p+1p (n− t)
S0 A
(0)
6p−1 0 0 · · · 0
S1 A
(1)
6p−1 A
(1)
6p−2 A
(1)
6p−3 · · · A(1)60
S2 A
(2)
6p−1 2 · A(2)6p−2 4 · A(2)6p−3 · · · 2p−1 · A(2)60
...
...
...
...
...
...
Sp−2 A
(p−2)
6p−1 (p− 2) · A(p−2)6p−2 (p− 2)2 · A(p−2)6p−3 · · · (p− 2)p−1 · A(p−2)60
Sp−1 A
(p−1)
6p−1 (p− 1) · A(p−1)6p−2 (p− 1)2 · A(p−1)6p−3 · · · (p− 1)p−1 · A(p−1)60
This is because all the other columns can be spanned by this matrix. Indeed, consider a mono-
mial x = y · z where y is a monomial over x1, · · · , xk−1 and z is over xk, · · · , xn. Since for all
a ∈ S, ai is fixed for i = 1, · · · , k − 1, the column for x is just the column for z times some
constant.
We also have one important observation about this matrix.
• For all i, j, A(i)6p−j−1 is the first |M
6d−j−1
p (n− t)| columns of A(i)6p−j
so we can again use Gaussian elimination. Although we may not be able to get a diagonal
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matrix because we do not know the relationship between the Si, we can carefully modify algo-
rithm 1 to obtain a triangular matrix:
Algorithm 2: Triangular elimination revised
1 Initialize I = {0, · · · , p− 1}, u = 0.
2 For i, j ∈ {0, 1, · · · , p− 1}, set bi,j = ij.
/* bi,j is the coefficient of each block at the beginning. */
3 while I 6= ∅ do
4 i0 = arg maxi∈I |Si|.
5 for v = u + 1, · · · , p− 1 do
/* Subtract bi0,vb
−1
i0,u
times u-th column block from v-th column block */
6 for i ∈ {0, 1, · · · , p− 1} do
7 biv ← bi,v − bi0,vb−1i0,ubi,u
8 I ← I − {i0}.
9 u← u + 1.
Let (σ0, σ1, · · · , σp−1) be the order of indices that Algorithm 2 uses. Then we have the fol-
lowing properties.
Claim 3.7. At the end of Algorithm 2 we have
• bσi ,j = 0 for j = i + 1, · · · , p− 1 and
• bσi ,i 6= 0.
The proof of Claim 3.7 is very similar to that of Claim 3.4 and we omit it here. After the
elimination, the matrix is of the form:
M6dp (n− t) xt ·M6d−1p (n− t) x2t ·M6d−2p (n− t) · · · xp−1t ·M6d−p+1p (n− t)
Sσ0 bσ0,0 · A(σ0)6p−1 0 0 · · · 0
Sσ1 bσ1,1 · A(σ1)6p−2 0 · · · 0
Sσ2 bσ2,2 · A(σ2)6p−3 · · · 0
...
...
...
...
...
...
Sσp−1 · · · bσp−1,(p−1) · A
(σp−1)
60
Since it is a triangular matrix, we can lower bound its rank as
p−1
∑
i=0
rank(A(σi)6p−1−i).
Recall that columns of A(σi)6p−1−i areM6d−ip (n− t), so A(σi)6p−1−i is actually M(d−i)Sσi . Since |Sσi | <|S|, we can apply the induction hypothesis to get
rank(M(d−i)Sσi ) > gd−i(|Sσi |).
Now we can apply Lemma 3.6 to get
rank(M(d)S ) >
p−1
∑
i=0
gd−i(|Sσi |) > gd(
p−1
∑
i=0
|Sσi |) = gd(m)
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as required.
Therefore to complete our proof of the extremal rank properties of these matrices in Theo-
rem 3.5, and hence Theoremthm:main-extremal and Lemma 1.4, it only remains to prove the
sub-additivity property of Lemma 3.6 for the gd function.
4 Properties of the gd function
In this section, we generalized the gd function and make some observations about its proper-
ties. We then give the proof of Lemma 3.6 in the next section.
From Theorem 3.3, we can see that it is very easy to compute gd(m) if we write m in base p.
It will be convenient to consider a more general class of functions in other bases.
Definition 4.1. Fix d ∈ Z and q ∈ Z>0. Let gd,q : Z→ Z be a function defined as gq,d(m) = 0 when
d < 0 or m = 0, gq,d(1) = 1 when d > 0, gd,q(qr) = ∑q−1i=0 gd−i,q(qr−1), and for other cases, let r be
the largest integer so that m > qr, then
gd,q(m) = gd,q(qr) + gd−1,q(m− qr)
We can verify that gd(m) defined in last section is the same as gd,p(m).
Proposition 4.2. gd(m) = gd,p(m).
Proof. When d < 0 or m = 0, by definition of gd, we have gd(m) = 0. Also, when d > 0, by
Theorem 3.2, we have gd(1) = |Mp(d, 0)| = 1.
Next, we claim that gd(pr) = ∑
p−1
i=0 gd−i(p
r−1). Since gd(pr) = |Mp(d, r)|, we can split all
monomials over x1, · · · , xr of degree at most d by their degree in x1. That is,
Mq(d, r) =
q−1⋃
i=0
xi1 ·Mq(d− i, r− 1),
which precisely yields the claim.
Finally, for input m not of the above forms, let r be the largest integer so that m > qr, then
Theorem 3.3 implies that
gd(m)− gd−1(m− pr) = gd(pr).
So, gd(m) satisfies all the requirements for gd,p(m). Notice that for fixed p, Definition 4.1
uniquely determines a function over Z, so we have gd(m) = gd,p(m).
We prove the following important property of the gd,q function that we will repeatedly
apply later.
Proposition 4.3. For d > d′ and q, a > 0,
gd,q(a)− gd,q(a− 1) > gd′ ,q(a)− gd′ ,q(a− 1).
Proof. We first write down gd,q(a + 1) − gd,q(a) as a function of d. We represent a and a − 1,
respectively, in base q as
a =
r
∑
i=0
ai · qi and a− 1 =
r
∑
i=0
bi · qi.
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With this representation, by Definition 4.1 we can explicitly compute
gd,q(a) =
r
∑
i=0
gd−∑rj=i+1 aj ,q(ai · q
r)
Let i0 be the largest integer so that ai0 6= bi0 . Notice that
gd,q(a)− gd,q(a− 1) =
r
∑
i=0
gd−∑rj=i+1 aj ,q(ai · q
r)−
r
∑
i=0
gd−∑rj=i+1 bj ,q(bi · q
r)
When i > i0, ai = bi, so we have gd−∑rj=i+1 aj ,q(ai · qr) = gd−∑rj=i+1 bj ,q(bi · qr). Hence
gd,q(a)− gd,q(a− 1) =
i0
∑
i=0
gd−∑rj=i+1 aj ,q(ai · q
r)−
i0
∑
i=0
gd−∑rj=i+1 bj ,q(bi · q
r) (*)
We consider two cases based on the value of i0.
CASE i0 = 0: In this case b0 = a0 − 1, and (*) is simply
gd,q(a)− gd,q(a− 1) = gd−∑rj=1 aj ,q(a0)− gd−∑rj=1 aj ,q(a0 − 1)
= gd+1−∑rj=0 aj(1).
Notice that gd+1−∑rj=0 aj ,q(1) =
{
0 if d + 1 < ∑rj=0 aj,
1 otherwise;
so this is an increasing function of d.
Hence we have gd,q(a)− gd,q(a− 1) > gd′ ,q(a)− gd′ ,q(a− 1) as required.
CASE i0 > 0: Then, it must be the case that ai = 0, bi = q− 1 for 0 6 i < i0. Therefore, using
the fact that gd,q(0) = 0 for all d, (*) is
gd,q(a)− gd,q(a− 1) =gd−∑rj=i0+1 aj ,q(ai0 · q
i0)− gd−∑rj=i0+1 bj ,q((ai0 − 1) · q
i0)
−
i0−1
∑
i=0
gd−∑rj=i+1 bj ,q((q− 1) · q
i)
=gd+1−∑rj=i0 aj ,q
(qi0)−
i0−1
∑
i=0
gd−∑rj=i+1 bj ,q((q− 1) · q
i)
Define h(i) = (∑rj=i0 aj)− 1+ (q− 1) · i. Then, we can verify that for i 6 i0 − 1,
r
∑
j=i+1
bj = (
r
∑
j=i0+1
aj) + ai0 − 1+ (q− 1)(i0 − 1− i) = h(i0 − 1− i).
We claim that gd−h(i),q(qi0−i)− gd−h(i),q((q− 1) · qi0−1−i) = gd−h(i+1),q(qi0−i−1) :
Indeed, by Definition 4.1,
gd−h(i),q((q− 1) · qi0−i−1) =
p−2
∑
j=0
gd−h(i)−j,q(qi0−i−1).
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By Proposition 4.2, we have
gd−h(i),q(qi0−i) =
p−1
∑
j=0
gd−h(i)−j,q(qi0−i−1).
Comparing the two summations, and using the fact h(i) + q− 1 = h(i + 1) we get the claim.
So, we can repeatedly apply the claim to get
gd,q(a)− gd,q(a− 1) = gd−h(0),q(qi0)−
i0−1
∑
i=0
gd−h(i),q((q− 1) · qi0−i−1)
= gd−h(1),q(qi0−1)−
i0−1
∑
i=1
gd−h(i),q((q− 1) · qi0−i−1)
= · · ·
= gd−h(i0−1),q(q
0)− gd−h(i0−1),q((q− 1) · q0)
= gd+1−i0·(q−1)−∑rj=i0 aj ,q
(1).
This is increasing in d, so we obtain the required inequality.
By telescoping Lemma 4.3, we have
Corollary 4.4. For a > b, d > d′, for any q > 0, we have
gd,q(a)− gd,q(b) > gd′ ,q(a)− gd′ ,q(b).
Moreover, if we set b = 0, then we can see that for fixed a, gd,q(a) is monotone in d.
Corollary 4.5. For d > d′, for any q > 0, we have gd,q(a) > gd′ ,q(a).
5 Proof of Lemma 3.6
In this section we prove the following generalized version of Lemma 3.6 that applies to the
generalization gd,q of gd given in the previous section.
Lemma 5.1. For any integer q > 0, for integers a0 > a1 > · · · > aq−1 > 0, and for any integer d,
gd,q(
q−1
∑
i=0
ai) 6
q−1
∑
i=0
gd−i,q(ai)
Proof. Define V ⊂ Zq as V := {~x ∈ Zq | x0 > x1 > · · · > xq−1 > 0}. For~a ∈ V, define the value
of~a of degree d as vd(~a) := ∑
q−1
i=0 gd−i,q(ai). With these notations, Lemma 5.1 can be stated as
∀~a ∈ V, vd(~a) > gd,q(‖~a‖1).
We define a total order < on V as ~x < ~y iff either ‖~x‖1 < ‖~y‖1, or ‖~x‖1 = ‖~y‖1 and ~x is
lexicographically larger than ~y. Here we say that ~x is lexicographically larger than ~y if there
exists and i > 0 so that xj = yj for j < i, and xj > yj.1
We prove Lemma 5.1 by induction on this order < over V.
1Our definition of the order < with lexicographically larger is counterintuitive, but this is what we need.
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Induction Hypothesis: For all ~a′ ∈ V with ~a′ <~a,
vd(~a′) > gd,q(‖~a′‖1) (**)
In order to prove the inductive step we divide the proof into four cases depending of the prop-
erties of~a:
We divide V into 4 categories in which we prove the induction step vd(~a) > gd,q(‖~a‖1) with
different methods.
Define V∗ :=
{
~a ∈ V | ∃t, r so that a0 = · · · = at−1 = qr, at < qr, at+1 = · · · = aq−1 = 0
}
.
CASE I ~a ∈ V∗ : The set V∗ is a special class of vectors for which we can directly show the
vd(~a) > gd,q(‖~a‖1) without using the induction hypothesis. Indeed, for~a ∈ V∗, by repeatedly
applying Definition 4.1, we have
gd,q(‖~a‖1) = gd,q(
q−1
∑
i=0
ai) = gd,q(t · qr + at) =
t−1
∑
i=0
gd−i,q(qr) + gd−t,q(at) = vd(~a)
So we are done if~a ∈ V∗.
For the remaining cases, we prove the inductive step by showing the following claim:
Claim 5.2. If~a 6∈ V∗, then ∃~a′ ∈ V so that ~a′ <~a, ‖~a′‖1 = ‖~a‖1 and vd(~a′) 6 vd(~a).
Together with (**), we have
gd,q(‖~a‖1) = gd,q(‖~a′‖1) 6 vd(~a′) 6 vd(~a)
which is precisely what we need. Our proof is algorithmic, in the sense that we actually provide
algorithms to construct ~a′ explicitly. Since we have different operations based on the structure
of~a, we introduce the structural properties that allow us to separate out the cases and introduce
the propositions that allow us to prove the claim in each case. The proofs of these propositions
are then completed in the following subsections.
Let hp(~a) (highest power of~a) be the largest integer r so that a0 > qr. Then for hp(~a) = r we
can write ai = ki · qr + ci, where ki ∈ {0, · · · , q} and 0 6 ci < qr. We can divide~a into groups
so that in each group we have the same ki. That is, we divide the interval [0, q− 1] into ` < p
intervals {[si, ti]}`i=1 where si = 0, t` = q− 1 and si+1 = ti + 1, so that
• ∀j ∈ [si, ti], k j = ksi , and
• ksi > ksi+1 for i = 1, · · · , `− 1.
Definition 5.3. We define hi := ksi as the height of the interval [si, ti]. An interval [si, ti] is called
singularized if csi+1 = · · · = cti = 0 when hi < q, and csi = · · · = cti = 0 when hi = q. (That is, at
most the first element in the interval has a non-zero remainder.) ~a is singularized if all its intervals are
singularized. (Observe that every~a ∈ V∗ is singularized.)
We show that if~a is not singularized then it can also be improved.
CASE II ~a is not singularized: In this case the inductive claim is an immediate conse-
quence of the following proposition:
Proposition 5.4. Assuming induction hypothesis (**), if ~a is not singularized, then ∃~a′ ∈ V so that
~a′ <~a, ‖~a′‖1 = ‖~a‖1 and vd(~a′) 6 vd(~a).
It now suffices to consider singularized~a.
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Definition 5.5. Define the width of ai to be wi := #{i 6 j < q | aj > qr}. An interval [si, ti] with
height hi is called narrow if hi > wsi . We say~a is narrow if all its intervals are narrow. (Observe that
every~a ∈ V∗ is narrow.)
If~a singularized but not narrow, it can also be improved.
CASE III ~a is singularized but not narrow: In this case the inductive claim is an immedi-
ate consequence of the following proposition:
Proposition 5.6. If~a is singularized but not narrow, then ∃~a′ ∈ V so that ~a′ <~a, ‖~a′‖1 = ‖~a‖1 and
vd(~a′) = vd(~a).
Finally, we consider the remaining case that~a is singularized, narrow, and not in V∗.
CASE IV ~a 6∈ V∗, but~a is both singularized and narrow: In this case the inductive claim
is an immediate consequence of the following proposition:
Proposition 5.7. Assuming induction hypothesis (**), for~a ∈ V/V∗, if~a is singularized and narrow,
then ∃~a′ ∈ V so that ~a′ <~a, ‖~a′‖1 = ‖~a‖1 and vd(~a′) 6 vd(~a).
Now, assuming Propositions 5.4, 5.6 and 5.7, which we prove in the following sections, and
putting Cases II, III, and IV together, we immediately derive Claim 5.2.
From Case I if ~a ∈ V∗, then vd(~a) = gd,q(‖~a‖1) which is sufficient. Otherwise, we apply
Claim 5.2 to obtain ~a′ ∈ V so that ~a′ < ~a, ‖~a′‖1 = ‖~a‖1 and vd(~a′) 6 vd(~a). By the induction
hypothesis (**), vd(~a′) > gd,q(‖~a′‖1). Therefore
gd,q(‖~a‖1) = gd,q(‖~a′‖1) 6 vd(~a′) 6 vd(~a)
as required and the lemma follows by induction.
We now finish the overall argument by proving each of the Propositions 5.4, 5.6 and 5.7 in each
of the following subsections.
5.1 Singularization
In this subsection we prove Proposition 5.4.
Proof of Proposition 5.4. We claim that the following algorithm on input ~a that is not singular-
ized, outputs ~a′ ∈ V so that ~a′ <~a, ‖~a′‖1 = ‖~a‖1 and vd(~a′) 6 vd(~a).
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Figure 1: A visualization of Algorithm 3 on the interval [si, ti]. In the diagram, columns are in-
dexed by {0, · · · , q − 1} and rows are index by integers in decreasing order. A box on level d
represents gd,q(qr), and a circle on level d labeled by c represents gd,q(c). The diagram represents
vd(~a). Since gd−i,q(ai) = gd−i,q(ki · qr + ci) = ∑ki−1j=0 gd−i−j,q(qr) + gd−i−ki ,q(ci), in column j we have
1 box from level d− i to d− i + 1− ki, and 1 circle labeled by ci on level d− i − ki. Algorithm 3
turns the original diagram on the left to the new diagram on the right. In the right diagram we
omit all the circles labeled with 0.
Algorithm 3: Singularization
Input: ~a = (a0, · · · , aq−1).
Output: Singularized ~a′.
1 for i = 1, · · · , ` do
2 Compute di = ∑
ti
j=si
cj.
3 Compute 0 6 ei < q, 0 6 fi < qt so that di = ei · qr + fi.
/* Here we use the fact that ei < 1qr · (ti − si + 1) · qr = ti − si + 1 */
4 c′si+j ←
{
fi j = ei
0 else
.
5 k′j ←
{
k j + 1 j = si, · · · , si + ei − 1
0 j = si + ei, · · · , ti
.
6 for i = 0, · · · , q− 1 do
7 a′i = k
′
i · qr + c′i
First, inside each original group [si, ti], we always have a′j > a′j+1 by construction. Moreover,
between groups we have
a′ti = hi · qr > hi+1 · qr > (hi+1 + 1) · qr > a′si+1
and therefore ~a′ ∈ V. Now let us consider gd−j,q(aj)− gd−j,q(a′j) for j ∈ [si, ti]. By the algorithm
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and definition 4.1, we have
gd−j,q(aj)− gd−j,q(a′j) =
hi−1
∑
m=0
gd−j−m,q(qr) + gd−j−hi ,q(cj)
− [
hi−1
∑
m=0
gd−j−m,q(qr) + gd−j−hi ,q(a
′
j − hi · qr)]
=gd−j−hi ,q(cj)− gd−j−hi ,q(a′j − hi · qr);
so,
ti
∑
j=si
gd−j,q(aj)−
ti
∑
j=si
gd−j,q(a′j) =
ti
∑
j=si
gd−j−hi ,q(cj)−
ti
∑
j=si
gd−j−hi ,q(a
′
j − qr)
=
ti
∑
j=si
gd−j−hi ,q(cj)− [
si+ei−1
∑
j=si
gd−j−hi ,q(q
r) + gd−si−ei−hi ,q( fi)]
=
ti
∑
j=si
gd−j−hi ,q(cj)− gd−si−hi ,q(ei · qr + fi).
This is the place where we can use the induction hypothesis. Notice that ti − si + 1 6 q.
Consider the configuration ~c = (csi , csi+1, · · · , cti , 0, · · · , 0). Then ‖~c‖1 < ∑tij=si ai 6 ‖~a‖1.
Moreover, csi > csi+1 > · · · > cti > 0. So by (**) we have
ti
∑
j=si
gd−j−hi ,q(cj) = vd−si−hi (~c) > gd−si−hi ,q(
ti
∑
j=si
ci) = gd−si−hi ,q(ei · qr + fi)
which gives
ti
∑
j=si
gd−j,q(aj)−
ti
∑
j=si
gd−j,q(a′j) > 0.
This holds for every original interval. So in total we have vd(~a) > vd(~a′). Also, the construction
clearly gives us
‖~a‖1 =
l
∑
i=1
ti
∑
j=si
aj =
l
∑
i=1
ti
∑
j=si
(hi · qr + cj) =
l
∑
i=1
((
ti
∑
j=si
hi · qr) + ei · qr + fi) =
l
∑
i=1
ti
∑
j=si
a′j = ‖~a′‖1
Let [si, ti] be the first original interval that is not singularized. Then by construction we can
see that aj = a′j for j < si. If k
′
si > ksi , then clearly asi < a
′
si . Otherwise c
′
si = ∑
ti
j=si
cj > csi
because [si, ti] is not singularized. Again we have asi < a
′
si . So ~a is strictly lexicographically
larger than ~a′, which implies ~a′ <~a.
5.2 Transposing
In this subsection we prove Proposition 5.6. For convenience of notations, we use wi,j := #{i 6
t < q | at > j · qr} which we call the j-th order width of ai.
Proof of Proposition 5.6. We claim that the following algorithm on input ~a that is not narrow,
outputs ~a′ ∈ V so that ~a′ <~a, ‖~a′‖1 = ‖~a‖1 and vd(~a′) = vd(~a).
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Figure 2: A visualization of Algorithm 4.
Algorithm 4: Transposing
Input: Singularized~a = (a0, · · · , aq−1).
Output: ~a′.
1 Let i0 be the smallest integer so that [si0 , ti0 ] is not narrow.
2 for i = 0, · · · , q− 1 do
3 if i < si0 then
/* We do not change numbers before i0-th group */
4 a′i ← ai
5 else
/* first set k′i */
6 k′i ← wsi0 ,1+i−si0
7 c′i ← 0
8 for i = i0, · · · , ` do
9 c′si0+hi
← csi
10 for i = 0, · · · , q− 1 do
11 a′i = k
′
i · qr + c′i
We first argue that ~a′ ∈ V. Notice that wsi0 ,1+i−si0 is a decreasing function on i. By construction,
for i > si′0 , k
′
i > k′i+1. When k′i > k′i+1, clearly a′i > k′i · qr > a′i+1. When k′i = k′i+1, we
claim that c′i+1 must be 0. This is because for contradiction assume i + 1 = si0 + hq for some
q ∈ {i0, · · · , `}, then by setting j = sq, we have k j = ksq = hq = i + 1 − si0 , while k j <
(i + 1) + 1− si0 , which implies k′i > k′i+1. So a′i > k′i · qr = a′i+1. We conclude that when i > i0,
a′i > a′i+1. If i0 > 1, because ~a ∈ V, we have a′i = ai > ai+1 = a′i+1 when i + 1 < si0 . So
we only need to show that a′si0−1
> a′si0 . To see this, because [si0−1, ti0−1] is narrow, we have
hi0−1 > wsi0−1,1. Also, hi0−1 > 1 otherwise we will not have the next group. So
a′si0−1 = asi0−1 = ati0−1 > hi0−1 · q
r > (wsi0−1,1) · q
r > (1+ wsi0 ,1) · q
r = (1+ k′si0 ) > a
′
si0
.
Therefore ~a′ ∈ V. Then we argue that ‖~a′‖1 = ‖~a‖1. This is because for singularized~a,
‖~a‖1 =
q−1
∑
j=0
aj =
si0−1
∑
j=0
aj + (
q−1
∑
j=si0
k j) · qr +
`
∑
i=i0
cs` .
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On the other hand,
‖~a′‖1 =
q−1
∑
j=0
a′j =
si0−1
∑
j=0
a′j + (
q−1
∑
j=si0
k′j) · qr +
`
∑
i=i0
c′si0+hi
=
si0−1
∑
j=0
aj + (
q−1
∑
j=si0
k′j) · qr +
`
∑
i=i0
c′si0+hi .
But we have
`
∑
i=i0
c′si0+hi =
`
∑
i=i0
cs` .
Notice that when i > si0 , we have ki 6 k, so
q−1
∑
j=si0
k j =
q−1
∑
j=si0
(
k
∑
i=1
1kj>i) =
k
∑
i=1
q−1
∑
j=si0
1kj>i
and
q−1
∑
j=si0
k′j =
q−1
∑
i=si0
wsi0 ,i+1−si0 =
q−1
∑
i=si0
(
q−1
∑
j=si0
1kj>(i+1−si0 )) =
p−si0
∑
i=1
q−1
∑
j=si0
1kj>i =
k
∑
i=1
q−1
∑
j=si0
1kj>i.
Here we use the fact that [si0 , ti0 ] is not narrow, hence k 6 q− si0 . Combining these lines gives
us ‖~a′‖1 = ‖~a‖1.
We next argue that ~a′ is lexicographically larger than ~a: For i < si0 , we have a
′
i = ai. But
since [si0 , ti0 ] is not narrow, we have
a′si0 = (
q−1
∑
j=si0
1kj>1) · qr > (hsi0 + 1) · q
r > asi0 .
Therefore ~a′ <~a. We finally show that vd(~a′) = vd(~a): We have
vd(~a) =
q−1
∑
i=0
gd−i(ai) =
si0−1
∑
i=0
gd−i(ai) +
q−1
∑
i=si0
gd−i(ki · qr + ci)
=
si0−1
∑
i=0
gd−i(ai) + (
q−1
∑
i=si0
ki−1
∑
j=0
gd−i−j(qr)) +
`
∑
i=i0
gd−si−hi (csi )
On the other hand, we have for i = i0, · · · , `, k′si0+hi = ∑
q−1
j=si0
1kj>hi+1 = si − si0 . So
vd(~a′) =
si0−1
∑
i=0
gd−i(a′i) + (
q−1
∑
i=si0
gd−i(k′i · qr)) +
`
∑
i=i0
gd−(si0+hi)−(si−si0 )(csi )
Comparing the two expressions, it is sufficient to show that
q−1
∑
i=si0
ki−1
∑
j=0
gd−i−j(qr) =
q−1
∑
i=si0
gd−i(k′i · qr).
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Indeed, we have
q−1
∑
i=si0
ki−1
∑
j=0
gd−i−j(qr) =
k−1
∑
j=0
q−1
∑
i=si0
1ki>j+1 · gd−i−j(qr)
=
k−1
∑
j=0
gd′−j((
q−1
∑
i=si0
1ki>j+1) · qr)
=
k−1
∑
j=0
gd′−j(k′s0+j · qr)
=
q−1
∑
i=si0
gd−i(k′i · qr)
where we use the fact that k′i = 0 when i > si0 + k.
5.3 Repacking
In this section we prove Proposition 5.7. We need one auxiliary lemma.
Lemma 5.8. Assuming induction hypothesis (**), then for all integers x, y > 0 so that x + y < ‖~a‖1,
for every integer d > 0,
gd,q(x) + gd,q(y) > gd,q(x + y).
Proof. Without loss of generality assume that x > y. Then consider~b = (x, y, 0, · · · , 0). We can
verify that~b ∈ V and~b < ~a. Hence gd,q(x) + gd−1,q(y) = vd(~b) > gd,q(‖~b‖1) = gd,q(x + y).
Now, by Corollary 4.5, gd−1,q(y) 6 gd,qy, therefore
gd,q(x) + gd,q(y) > gd,q(x) + gd−1,q(y) > gd,q(x + y)
Now consider~a 6∈ V∗ that is singularized and narrow. Vectors in V∗ are very structured in
the sense that they can have at most 3 heights. Inspired by the definition of V∗, we have the
following definition.
Definition 5.9. An interval [s, q− 1] is called k-packed if one of the following happens:
• as = k · qr + cs and as+1 = · · · = aq−1 = k · qr where 0 6 cs < qr or
• ∃t > s so that as = k · qr + cs, as+1 = · · · = at−1 = k · qr, at < k · qr and at+1 = · · · =
aq−1 = 0.
Interval [s, q− 1] is called packed if there exists a k so that [s, q− 1] is k-packed.
With this definition, we can verify that ∀~b ∈ V∗,~b is q-packed on [0, q− 1]. Since~a 6∈ V∗, let
i be the smallest integer so that [i, q− 1] is packed; then either i 6= 0, or [0, q− 1] is k-packed for
some k < q. We are going to rearrange [i, q− 1] so that it is (k + 1)-packed to improve~a.
Proof of Proposition 5.7. We claim that the following operation on input~a 6∈ V∗ that is singular-
ized and narrow, outputs ~a′ ∈ V so that ~a′ <~a, ‖~a′‖1 = ‖~a‖1 and vd(~a′) 6 vd(~a).
We first select the smallest i0 so that [si0 , q− 1] is packed. Then [si0 , q− 1] is k-packed where
k is the height of the interval [si0 , ti0 ]. Then we set a
′
i = ai for all i < si0 , that is, we only
“repack” the interval [si0 , q− 1]. We compute ξ = ∑q−1j=si0 ai, then compute t = b
ξ
(hi0+1)·qr
c and
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Figure 3: A visualization of the operation.
c = ξ − t · (hi0 + 1) · qr. Then we set a′si0+j = (hi0 + 1) · q
r for j = 0, · · · , t− 1; set asi0+t = c; and
all the other a′i to be 0.
We first argue that hi0 > 0. Here we use the fact that ~a is singularized, therefore when
hi0 = 0, aj = 0 for all j > si0 . If i0 = 1, then we have~a ∈ V∗ because when h1 = 0, ~a is of the
form (a0, 0, · · · , 0); if i0 > 1, we can see that [si0−1, q− 1] is also packed, which contradicts the
assumption of i0.
Now we are ready to prove properties of ~a′. First we show that ~a′ ∈ V. This is obvious if
i0 = 1. Otherwise, by construction we only need to show that a′si0−1
> a′si0 . Since hi0 + 1 6
hi0−1, we have a
′
si0−1
> hi0−1 · qr > (hi0 + 1) · qr = a′si0 . So ~a
′ ∈ V.
By construction, we can see ‖~a‖1 = ‖~a′‖1. Now we argue that ~a′ <~a. If t 6= 0, this is obvious
from construction. Otherwise if t = 0, first we must have si0 = ti0 , otherwise since hi0 > 0,
ξ = ∑
q−1
j=si0
ai > asi0 + ati0 > 2hi0 · qr > (hi0 + 1) · qr. But by the choice of i0, we must have ti0 <
q− 1 and ati0+1 > 0, otherwise we could choose i0 − 1. So a
′
si0
= ∑
q−1
j=si0
aj > asi0 + ati0+1 > asi0 ,
which implies that ~a′ <~a.
The proposition is immediate from the following claim whose proof is somewhat tedious.
Claim 5.10. Let ~a′ be the vector obtained by repacking. Assuming induction hypothesis (**), we have
vd(~a) > vd(~a′).
It remains to prove this claim. By construction, when i < si0 , a
′
i = ai, hence
vd(~a′)− vd(~a) =
q−1
∑
j=si0
gd−j,q(a′j)−
q−1
∑
j=si0
gd−j,q(aj) (3)
To prove the claim, we will expand the gd,q function in the summations. We will see that
those summations have many terms in common, so we can do a lot of cancellation. Further-
more, we will use Corollary 4.4, which allows us to simplify the expression greatly. Then we
are able to show that after simplification, the right-hand side of (3) is no more than 0 and hence
the claim follows.
Since~a is singularized and [si0 , q− 1] is packed, without losing generality we may assume
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~a is of the form
ai =

hi0 · qr + csi0 i = si0
hi0 · qr si0 < i 6 ti0
hi0+1 · qr + csi0+1 if i = ti0 + 1
0 if i > ti0 + 1.
Here, hi0 is the height of the interval [si0 , ti0 ] and hi0+1 is the height of the interval [si0+1, ti0+1].
To avoid unnecessary special cases, we set hi0+1 = csi0+1 = 0 if i0 = `, then we can view all
four of these cases as occurring.
Notice that in (3), all the terms in the summations start with j = si0 . To simplify notation,
we shift the indices so that we start from 0. For j > 0, we set bj = aj+si0 and b
′
j = a
′
j+si0
. Then~b
is a vector of length q− si0 . Let d′ = d− si0 and t′ = ti0 − si0 + 1. Also in order to drop messy
subscripts, we set c1 = csi0 , c2 = csi0+1, k = hi0 and k
′ = hi0+1.
By replacing symbols, we have
bi =

k · qr + c1 i = 0
k · qr 0 < i < t′
k′ · qr + c2 if i = t′
0 if i > t′.
Hence we can compute ξ = ∑t
′
i=0 bi = t
′ · k · qr + k′ · qr + c1 + c2. Also, since ~a is narrow, by
Definition 5.5, k > t′. Recall that t = b ξ
(k+1)·qr c. We argue that t′ − 1 6 t 6 t′. Indeed, since
t′ · k− (t′ − 1)(k + 1) = k− (t′ − 1) > 0
we get t′ − 1 6 t. On the other hand, if t > t′, then ξ > (t′ + 1) · (k+ 1) · qr, which is equivalent
to
k′ · qr + c1 + c2 > (t′ + k + 1) · qr.
But this cannot be true, since k′ < k and c1 + c2 < 2 · qr.
So we know that t can only be t′ − 1 or t′. Observe that
q−1
∑
j=si0
gd−j,q(a′j) =
q−1−si0
∑
j=0
gd′ ,q(b
′
j) =
t−1
∑
j=0
gd′−j,q((k + 1) · qr) + gd′−t,q(c) (4)
and
q−1
∑
j=si0
gd−j,q(aj) =
q−1−si0
∑
j=0
gd′ ,q(bj) = gd′ ,q(k · qr + c1) +
t′−1
∑
j=1
gd′−j,q(k · qr) + gd′−t′ ,q(k′ · qr + c2)
=
t′−1
∑
j=0
gd′−j,q(k · qr) + gd′−k,q(c1) + gd′−t′ ,q(k′ · qr + c2). (5)
These two summations are very similar in the sense that we can break them into two parts:
one structured summation where the input of the gd,q function is some power of qr, and another
part where the input is quite irregular. If t = t′, then we can “align” the structured part;
otherwise, there will be one more term in (5). We break things into cases based on the value of
t.
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CASE 1 t = t′ − 1: If this happens, we must have ξ < t′ · (k + 1) · qr, which is equivalent to
k′ · qr + c1 + c2 < t′ · qr
Notice that for j = 0, · · · , t− 1, by Definition 4.1 we have
gd′−j,q((k + 1) · qr)− gd′−j,q(k · qr) = gd′−k−j,q(qr).
Together with (5) and (4), (3) becomes
vd(~a′)− vd(~a) =
t−1
∑
j=0
gd′−k−j,q(qr) + gd′−t,q(c)
− (gd′−t′+1,q(k · qr) + gd′−k,q(c1) + gd′−t′ ,q(k′ · qr + c2)).
Since we have
c = ξ − t · (k + 1) · qr = (k− (t′ − 1)) · qr + k′ · qr + c1 + c2
and since c < qr+1 and k− (t′ − 1) > 1, by Definition 4.1 we have
gd′−t,q(c) =
k−t′
∑
j=0
gd′−t′−j,q(qr) + gd′−k,q(k′ · qr + c1 + c2).
Now, because we have
t−1
∑
j=0
gd′−k−j,q(qr) +
k−t′
∑
j=0
gd′−t′+1−j,q(qr) =
k−1
∑
j=0
gd′−t′+1−j,q(qr) = gd′−t′+1,q(k · qr),
(3) can be simplified further to
vd(~a′)− vd(~a) = gd′−k,q(k′ · qr + c1 + c2)− (gd′−k,q(c1) + gd′−t′ ,q(k′ · qr + c2)).
Notice that d′− t′ > d′− k; so, by Corollary 4.5, gd′−t′ ,q(k′ · qr + c2) > gd′−k,q(k′ · qr + c2). Hence
we can apply Lemma 5.8 by using x = c1, y = k′ · qr + c2 to get
gd′−k,q(c1) + gd′−t′ ,q(k′ · qr + c2) > gd′−k,q(c1) + gd′−k,q(k′ · qr + c2)
> gd′−k,q(k′ · qr + c1 + c2)
which leads to vd(~a′)− vd(~a) 6 0.
CASE 2 t = t′: In this case, we must have ξ > t · (k + 1) · qr, which is equivalent to
k′ · qr + c1 + c2 > t′ · qr
So c = ξ − t · (k + 1) · qr = k′ · qr + c1 + c2 − t′ · qr. In this case, (3) becomes
vd(~a′)− vd(~a) =
t−1
∑
j=0
gd′−k−j,q(qr) + gd′−t,q(c)− (gd′−k,q(c1) + gd′−t′ ,q(k′ · qr + c2))
=(gd′−k,q(t · qr) + gd′−t′ ,q(c))− (gd′−k,q(c1) + gd′−t′ ,q(k′ · qr + c2)).
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We observe here that t · qr + c = c1 + k′ · qr + c2 and let t′′ = b k
′ ·qr+c1+c2
qr c. Because c =
k′ · qr + c1 + c2 − t · qr, we have b cqr c = t′′ − t. Letting c′ = c− (t′′ − t) · qr < qr, then we have
gd′−t′ ,q(c) = gd′−t′ ,q((t′′ − t) · qr) + gd′−t′−(t′′−t),q(c′)
Notice that t′′ 6 k′ + 1 and t > 1, hence t′′ − t 6 k′, so
gd′−t′ ,q(k′ · qr + c2)) = gd′−t′ ,q((t′′ − t) · qr) + gd′−t′−(t′′−t),q((k′ − (t′′ − t)) · qr + c2)).
So we can plug (5) and (4) into (3) to get
vd(~a′)− vd(~a) =(gd′−k,q(t · qr) + gd′−t′−(t′′−t),q(c′)) (6)
−(gd′−k,q(c1) + gd′−t′−(t′′−t),q((k′ − (t′′ − t)) · qr + c2)).
We now break this case into sub-cases depending on the relationship between d′ − k and d′ −
t′ − k′.
SUB-CASE 2a d′ − k < d′ − t′ − k′: Since t > 1, t · qr > c1. So by Corollary 4.4, we have
gd′−k,q(t · qr)− gd′−k,q(c1) 6 gd′−t′−k′ ,q(t · qr)− gd′−t′−k′ ,q(c1)
So (6) can be reduced as
vd(~a′)− vd(~a) 6(gd′−t′−k′ ,q(t · qr) + gd′−t′−(t′′−t),q(c′)) (7)
−(gd′−t′−k′ ,q(c1) + gd′−t′−(t′′−t),q((k′ − (t′′ − t)) · qr + c2)).
First suppose that k′ − (t′′ − t) = 0: Since k′ 6 t′′ 6 k′ + 1 and t > 1, this can only happen
when t′′ = k′ + 1 and t = 1. For notational convenience, let d′ = d′ − t′ − k′, then we only need
to argue that
gd′ ,q(q
r) + gd′ ,q(c
′) 6 gd′ ,q(c1) + gd′ ,q(c2). (8)
where qr + c = c1 + c2. To see this, let x = max{c1, c2} and y = min{c1, c2} and note that
c < y 6 x < qr. By Corollary 4.4, gd′ ,q(qr)− gd′ ,q(x) 6 gd′+1,q(qr)− gd′+1,q(x). Therefore
(gd′ ,q(q
r) + gd′ ,q(c
′))− (gd′ ,q(c1) + gd′ ,q(c2)) = (gd′ ,q(qr) + gd′ ,q(c′))− (gd′ ,q(x) + gd′ ,q(y))
6 (gd′+1,q(qr) + gd′ ,q(c′))− (gd′+1,q(x) + gd′ ,q(y))
= gd′+1,q(q
r + c′)− (gd′+1,q(x) + gd′ ,q(y)).
Now, consider the induction hypothesis applied to~b = (x, y, 0, · · · , 0), since x + y < ‖~a‖1, we
have gd′+1,q(x) + gd′ ,q(y) = vd′+1(~b) > gd′+1,q(‖~b‖1) = gd′+1,q(x + y) = gd′+1,q(qr + c′). This
implies
(gd′ ,q(q
r) + gd′ ,q(c
′))− (gd′ ,q(c1) + gd′ ,q(c2)) 6 0
which gives the result.
Alternatively, assume that k′ − (t′′ − t) > 0: Notice that t′′ > k′, so t > k′ − (t′′ − t). Hence
gd′−t′−k′ ,q(t · qr) = gd′−t′−k′ ,q((k′ − (t′′ − t)) · qr) + gd′−t′−k′−((k′−(t′′−t))),q((t′′ − k′) · qr).
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Now, d′− t′− k′ < d′− t′− (t′′− t) and (k′− (t′′− t)) · qr > qr > c′, so we can apply Corollary
4.4 to get
gd′−t′−k′ ,q(t · qr) + gd′−t′−(t′′−t),q(c′)
= gd′−t′−k′ ,q((k′ − (t′′ − t)) · qr) + gd′−t′−k′−((k′−(t′′−t))),q((t′′ − k′) · qr) + gd′−t′−(t′′−t),q(c′)
6 gd′−t′−(t′′−t),q((k′ − (t′′ − t)) · qr) + gd′−t′−k′−((k′−(t′′−t))),q((t′′ − k′) · qr) + gd′−t′−k′ ,q(c′).
Plugging into (7), we get
vd(~a′)− vd(~a)
6 (gd′−t′−(t′′−t),q((k′ − (t′′ − t)) · qr) + gd′−t′−k′−((k′−(t′′−t))),q((t′′ − k′) · qr) + gd′−t′−k′ ,q(c′))
− (gd′−t′−k′ ,q(c1) + gd′−t′−(t′′−t),q((k′ − (t′′ − t)) · qr + c2))
= (gd′−t′−k′−((k′−(t′′−t))),q((t′′ − k′) · qr) + gd′−t′−k′ ,q(c′))
− (gd′−t′−k′ ,q(c1) + gd′−t′−k′ ,q(c2))
6 (gd′−t′−k′ ,q((t′′ − k′) · qr) + gd′−t′−k′ ,q(c′))
− (gd′−t′−k′ ,q(c1) + gd′−t′−k′ ,q(c2)).
If t′′ = k′, then we can apply Lemma 5.8 to show that vd(~a′)− vd(~a) 6 0. Otherwise, if t′′ =
k′ + 1, then we are back to inequality in the form of (8), which also gives us vd(~a′)− vd(~a) 6 0
as required.
CASE 2b d′ − k > d′ − t′ − k′: Notice that (d′ − k) − (d′ − t′ − k′) = t + k′ − k, and
t′′ 6 k′ + 1 6 k, so
gd′−t′−(t′′−t),q((k′ − (t′′ − t)) · qr + c2)
= gd′−t′−(t′′−t),q((k− t′′) · qr) + gd′−k,q((t + k′ − k) · qr) + gd′−t′−k′ ,q(c2)
and
gd′−k,q(t · qr) = gd′−k,q((t + k′ − k) · qr) + gd′−t′−k′ ,q((k− k′) · qr).
Therefore (6) can be rewritten as
vd(~a′)− vd(~a) =(gd′−t′−k′ ,q((k− k′) · qr) + gd′−t′−(t′′−t),q(c′))
−(gd′−k,q(c1) + gd′−t′−(t′′−t),q((k− t′′) · qr) + gd′−t′−k′ ,q(c2)).
Notice that d′ − t′ − (t′′ − t)− (k− t′′) = d′ − k; so, by the fact that (k− t′′) · qr + c1 < qr+1, we
actually have
gd′−k,q(c1) + gd′−t′−(t′′−t),q((k− t′′) · qr) = gd′−t′−(t′′−t),q((k− t′′) · qr + c1).
So, we have
vd(~a′)− vd(~a) =(gd′−t′−k′ ,q((k− k′) · qr) + gd′−t′−(t′′−t),q(c′)) (9)
−(gd′−t′−(t′′−t),q((k− t′′) · qr + c1) + gd′−t′−k′ ,q(c2))
This is a somewhat familiar expression. Actually, the right-hand side of (9) is of the same form
as (7). With a similar argument we can also conclude that vd(~a′)− vd(~a) 6 0.
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