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Abstract—Deep unfolding is a promising deep-learning tech-
nique in which an iterative algorithm is unrolled to a deep
network architecture with trainable parameters. In the case of
gradient descent algorithms, as a result of the training process,
one often observes the acceleration of the convergence speed
with learned non-constant step size parameters whose behavior
is not intuitive nor interpretable from conventional theory. In
this paper, we provide a theoretical interpretation of the learned
step size of deep-unfolded gradient descent (DUGD). We first
prove that the training process of DUGD reduces not only the
mean squared error loss but also the spectral radius related to the
convergence rate. Next, we show that minimizing the upper bound
of the spectral radius naturally leads to the Chebyshev step which
is a sequence of the step size based on Chebyshev polynomials.
The numerical experiments confirm that the Chebyshev steps
qualitatively reproduce the learned step size parameters in
DUGD, which provides a plausible interpretation of the learned
parameters. Additionally, we show that the Chebyshev steps
achieve the lower bound of the convergence rate for the first-
order method in a specific limit without learning parameters or
momentum terms.
I. INTRODUCTION
Deep unfolding [10], [12] is a promising deep learning
approach whose architecture is based on existing iterative
algorithms with tuning parameters such as step sizes in gradi-
ent descent (GD). The recursive structure of the algorithm is
unrolled to a deep network and some parameters are embedded
into the network. These parameters can be trained using
standard deep learning techniques such as back propagation
and stochastic GD if all the processes in the algorithm are
differentiable. One notable advantage of deep unfolding is the
acceleration of the convergence speed that results from tuning
parameters compared with the original algorithm. Embedding
proper trainable parameters also offers a flexible network
structure to the algorithm that is applicable, for example, to
inverse problems with/without prior information [26]. Since
deep unfolding has been applied to iterative algorithms for
compressed sensing [3], [15], [17], [35], [41], [42], a number
of deep unfolding-based algorithms have been proposed in
various fields, such as image recovery [16], [18], [22], [25],
[34], [44] and wireless communications [11], [27], [33], [36],
[37], [43]. Recently, theoretical aspects of deep unfolding have
also been investigated [5], [21], [23].
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Fig. 1. MSE performance (upper) and learned step size parameters {γt}24t=0
(lower) of DUGD (circles) and GD with a constant step size (cross marks)
when (n,m) = (300, 600). The details of the experimental conditions are
in Appendix A.
To demonstrate deep unfolding, we consider a simple least
mean square (LMS) problem written as
βˆ := argminβ∈Cn
1
2
‖y −Hβ‖22, (1)
where y := Hβ + n ∈ Cm is the measurement vector with
the noise vector n and measurement matrix H ∈ Cm×n.
Although the solution of (1) is explicitly given by βˆ =
(H∗H)−1H∗y (m ≥ n) using the Hermitian transpose
matrix H∗, GD is often used to reduce the computational
complexity. The recursive formula for GD is given by
β(t+1) = β(t)+γH∗(y −Hβ(t)) (t = 0, 1, 2, . . . ), (2)
where β(0) is an initial vector and γ is a step size parameter.
It is well known that the step size parameter controls the
convergence speed of GD. The optimal value of γ is given
by the largest and smallest eigenvalues of H∗H in the LMS
problem, and it is found heuristically in general.
Alternatively, we define deep-unfolded GD (DUGD) by
β(t+1) = β(t)+γtH
∗(y −Hβ(t)), (3)
where γt is a trainable step size parameter that depends on the
iteration index t. The parameters {γt}Tt=1 can be trained using
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training data {(β˜[k], y˜[k])}k by minimizing the loss function
such as the mean squared error (MSE) ‖β˜−β(T )‖22/n between
the estimate β(T ) after T iterations and β˜. Figure 1 shows
the empirical results of the MSE performance (upper) and
learned parameters {γt} (lower) of DUGD and the original GD
with the optimal constant step size when (m,n)=(300, 600)
(see Appendix A for details). We found that the learned
parameter sequence had a zig-zag shape, which accelerates
the convergence speed compared with a naive GD with a
constant step size. These learned parameters are not intuitive
or interpretable from conventional theory. This type of non-
trivial learned step size parameters is observed not only for
DUGD but also other deep-unfolded algorithms that contain
a nonlinear projection step [15], [21]. Regarding an iterative
soft thresholding algorithm for compressed sensing, it has been
proved that large step sizes accelerate its convergence speed
but searching appropriate step sizes is computationally difficult
in practice [1].
In this paper, the goal is to provide a plausible interpreta-
tion of the learned parameters of DUGD and show that the
parameters can accelerate the convergence speed of GD.
The contributions of this paper are as follows:
• We show that minimizing the MSE loss in DUGD reduces
the spectral radius related to the convergence rate of
GD. This suggests that appropriately learned step size
parameters can improve the convergence rate.
• By minimizing the upper bound of the spectral radius,
we derive Chebyshev steps that are a step size sequence
based on Chebyshev polynomials. Numerical experiments
confirm that the Chebyshev steps qualitatively reproduce
the learned step size parameters in DUGD.
• We perform convergence analysis of GD with the Cheby-
shev steps, which shows that the Chebyshev steps im-
prove the convergence speed. Additionally, the conver-
gence rate approaches the lower bound of first-order
methods in a specific case, even though it does not
require a momentum term. The numerical results support
the analysis, and we demonstrate an application to ridge
regression.
Related works: GD is a fundamental algorithm in con-
tinuous optimization [7]. GD was originally proposed by
Cauchy [4] and is known as the steepest descent algorithm.
The convergence rate of GD with a line search method that
includes Cauchy’s method is analyzed by Forsythe [8]. The
acceleration of the convergence speed is a crucial issue in the
literature. A well-known technique is the use of a momentum
term. This originated from the heavy ball method [30], which
is simply called the momentum method [32] in the machine
learning community. Chebyshev semi-iterative method [9] and
Nesterov’s accelerated GD [28] are other algorithms that use
a momentum term. For convex quadratic problems, it has
been proved that these algorithms with momentum terms are
optimal because their convergence rates are proportional to the
lower bound of first-order methods [20], [28]. In this paper, we
consider GD with a step size sequence and without momentum
terms, which matches the recursive relation of DUGD.
II. DEEP-UNFOLDED GRADIENT DESCENT
In this paper, we consider the minimization of a convex
quadratic function f(x) = xTAx/2 where A ∈ Cn×n is the
Hermitian positive definite matrix and xopt = 0 is its solution.
Note that this minimization problem corresponds to the LMS
problem (1) under a proper transformation.
The corresponding GD algorithm with the step size se-
quence {γt} is given by
x(t+1) = (In − γtA)x(t) := W (t)x(t), (4)
where In is the identity matrix of order n and x(0) is an
arbitrary point in Cn.
In DUGD, we first fix the total number of iterations T (
n) 1 and train the step size parameters {γt}T−1t=0 . Training these
parameters is typically executed by minimizing the MSE loss
function L(x(T )) := ‖x(T ) − xopt‖22/n between the output
x(T ) of DUGD and the true solution xopt = 0. Additionally, to
ensure the convergence of DUGD, we assume that DUGD uses
a learned parameter sequence {γ˜t}T−1t=0 repeatedly for t > T .
Specifically, in the tth iteration, we assume that γt := γ˜t′ ,
where t′ ≡ t (mod T ). In this case, the output after every T
steps is written as
x((k+1)T ) =
(
T−1∏
t=0
W (t)
)
x(kT ) := Q(T )x(kT ), (5)
for any k = 0, 1, 2, . . . . Note that Q(T ) is a function of step
size parameters {γt}T−1t=0 .
Our motivation is to show that a proper step size parameter
sequence {γt} accelerates the convergence speed of GD. In
this setup, an asymptotic convergence speed with respect to
the error between an estimate and the optimal solution can
be measured using the spectral radius of a matrix Q(T ). Let
τ1, . . . , τn be the eigenvalues of the matrix Q ∈ Cn×n. Then,
the spectral radius of Q is defined as
ρ(Q) := max
i∈{1,...,n}
{|τi|}. (6)
For GD defined by (5), it converges to the optimal solution if
ρ(Q(T )) < 1 holds. Additionally, because the error between
x(kT ) and the optimal solution is bounded using ρ(Q(T )), the
spectral radius indicates the asymptotic convergence rate of
the algorithm.
III. THEORETICAL ANALYSIS
In this section, we show the following three facts: (i)
minimizing the MSE loss in DUGD also reduces the spectral
radius ρ(Q(T )), (ii) the step size parameter sequence defined
by the explicit form minimizes the upper bound of the spectral
radius ρ(Q(T )), and (iii) its convergence rate is smaller than
a naive GD with a constant step size and asymptotically
approaches the lower bound of the first order method. These
1If n < T , GD always converges to the optimal solution after n iterations
by setting step sizes to the reciprocal of eigenvalues of A. We thus omit this
case.
facts suggest that DUGD possibly accelerates the convergence
speed by tuning step sizes properly.
A. Spectral radius and loss minimization
The training process of deep unfolding consists of minimiz-
ing a loss function. We show that minimizing a typical MSE
loss also reduces the spectral radius ρ(Q(T )).
Before describing this claim, we first show the relation of
ρ(Q(T )) to the eigenvalues of A. Recall that the Hermitian
positive definite matrix A has n positive eigenvalues including
degeneracy. Hereafter, we assume that λ1 6= λn to avoid a
trivial case.
Lemma III.1. Let {λi}ni=1 be an eigenvalue sequence of A
satisfying (0 <)λ1 ≤ λ2 ≤ · · · ≤ λn. Then, we have
ρ(Q(T )) = max
i=1,...,n
∣∣∣∣∣
T−1∏
t=0
(1− γtλi)
∣∣∣∣∣ . (7)
Proof. This is directly derived from (4) and the following
fact: for a polynomial p(x) with complex coefficients, if λ
is an eigenvalue of A associated with the eigenvector x, then
p(λ) is an eigenvalue of the matrix p(A) associated with the
eigenvector x [14, p. 4-11, 39].
Using this lemma, we have the following theorem.
Theorem III.2. Let x(0) ∈ Cn be a random variable over
an isotropic probability density function p(x(0)) satisfying
0 < Ex(0)‖x(0)‖22 < ∞. Then, for any T ∈ N, there exists
a positive constant C satisfying
ρ(Q(T )) ≤ C
√
nEx(0)L(x
(T )). (8)
The details of the proof are in Appendix B. This theorem
claims that minimizing the MSE loss function in DUGD
reduces the corresponding spectral radius of Q(T ), which
implies that appropriately learned step size parameters can
accelerate the convergence speed of DUGD.
B. Chebyshev step
In this subsection, our aim is to determine a step size
sequence that reduces the spectral radius to understand the
nontrivial step size sequence of DUGD. When T ≥ 2,
minimizing ρ(Q(T )) with respect to {γt}T−1t=0 is a non-convex
problem in general. We alternatively introduce a step size
parameter sequence that bounds the spectral radius from
above.
We first recall a well-known result when T = 1, that is, a
constant step size case [2, Section 1.3].
Proposition III.3. Let λ1(> 0) and λn be the minimum and
maximum eigenvalues of A, respectively. When T = 1, the
step size parameter that minimizes ρ(Q(1)) is given by
γ∗ :=
2
λ1 + λn
. (9)
In the general case in which T ≥ 2, we focus on the step
size sequence that minimizes the upper bound ρupp(Q(T )) of
the spectral radius ρ(Q(T )). The upper bound is given by
ρ(Q(T )) = max
i=1,...,n
∣∣∣∣∣
T−1∏
t=0
(1− γtλi)
∣∣∣∣∣
≤ max
λ∈[λ1,λn]
∣∣∣∣∣
T−1∏
t=0
(1− γtλ)
∣∣∣∣∣ := ρupp(Q(T )). (10)
Note that this upper bound is commonly analyzed [24, Section
3.4].
Next, we introduce a step size parameter sequence called
Chebyshev steps which minimizes the above upper bound.
Theorem III.4. Let λ1(> 0) and λn be the minimum and
maximum eigenvalues of A, respectively. For a given T ∈ N,
we define Chebyshev steps {γt}T−1t=0 of length T as
γt :=
[
λn + λ1
2
+
λn − λ1
2
cos
(
2t+ 1
2T
pi
)]−1
. (11)
Then, the Chebyshev steps is a sequence that minimizes the
upper bound ρupp(Q(T )) of spectral radius of Q(T ).
Note that the Chebyshev step is identical to the optimal
constant step size in Proposition III.3 when T = 1.
We describe a sketch of the proof. The complete version is
available in Appendix C. The function
∏T−1
t=0 (1 − γtλ) with
the Chebyshev steps {γt}T−1t=0 is represented by a Chebyshev
polynomial CT (x) of order T . Using the minimax property
that 21−TCT (x) is a monic polynomial that minimizes the
`∞-norm in the Banach space B[−1, 1] [24, Col. 3.4B], we
can prove that the Chebyshev steps minimize ρupp(Q(T )).
The reciprocal of the Chebyshev steps zt := γ−1t corre-
sponds to Chebyshev points, that is, the zeros of the shifted
Chebyshev polynomial of order T defined on [λ1, λn]. Fig-
ure 3 shows the Chebyshev points and Chebyshev steps when
T = 7, λ1 = 1, and λn = 9. A Chebyshev point is defined
as a point that is projected onto an axis from a point of
degree θt = (2t+1)pi/(2T ) on a semi-circle (see right part of
Figure 3). The Chebyshev points are located symmetrically
with respect to the center of the circle corresponding to
(γ∗)−1 = (λ1 + λn)/2. The Chebyshev steps are given by
γt = z
−1
t , which is shown in the left part of Figure 3. We
found that the Chebyshev steps are widely located compared
with the optimal constant step size γ∗ = 1/5.
C. Convergence analysis
For convergence analysis, we show that GD with the Cheby-
shev steps converges to the optimal solution. Let Q(T )Ch be the
matrix Q(T ) with the Chebyshev steps of length T .
Proposition III.5. For any k = 0, 1, 2, . . . and T ∈ N, we
have
‖x((k+1)T ) − xopt‖2 ≤ ρupp(Q(T )Ch )‖x(kT ) − xopt‖2. (12)
Fig. 2. Chebyshev points {zt}T−1t=0 (right; blue) and corresponding Cheby-
shev steps {γt}T−1t=0 (left; orange) when T = 7, λ1 = 1, and λn = 9.
Proof. Let ‖A‖op := sup‖v‖2=1 ‖Av‖2 be an operator norm
of A. Because Q(T )Ch is a normal matrix, ‖Q(T )Ch ‖op = ρ(Q(T )Ch )
holds. Using (5), (10), and xopt = 0, we have
‖x((k+1)T )‖2 = ‖Q(T )Ch x(kT )‖2
≤ ‖Q(T )Ch ‖op‖x(kT )‖2
= ρ(Q
(T )
Ch )‖x(kT )‖2
≤ ρupp(Q(T )Ch )‖x(kT )‖2. (13)
The main claim in this subsection is that the Chebyshev
steps of length T (≥ 2) accelerate the convergence speed with
respect to a spectral radius.
Theorem III.6. Let Q(T )ch be the matrix Q
(T ) with the Cheby-
shev steps of length T (≥ 2). We also defineQ(T )s asQ(T ) with
the optimal constant step size, that is, γ0 = · · · = γT−1 = γ∗.
Then, we have
ρ(Q
(T )
ch ) < ρ(Q
(T )
s ). (14)
The proof of this theorem is divided into two parts. First,
using (10) and the definition of the Chebyshev steps, we show
that the spectral radius ρ(Q(T )ch ) is bounded by
ρ(Q
(T )
ch ) ≤ ρupp(Q(T )Ch )
=
{
1
2
[(√
κ+ 1√
κ− 1
)T
+
(√
κ− 1√
κ+ 1
)T]}−1
, (15)
where κ := λn/λ1 is the condition number of the matrix A.
Second, we prove that ρupp(Q(T )Ch ) < ρ(Q
(T )
s ) = [(κ−1)/(κ+
1)]T . Further details are in Appendix D.
The convergence rate of GD is defined as R :=
lim inft→∞ ρ(Q(t))1/t. From (15), the convergence rate
RCHGD(T ) of GD with the Chebyshev steps (CHGD) of
length T is bounded by
RCHGD(T ) ≤
{
1
2
[(√
κ+ 1√
κ− 1
)T
+
(√
κ− 1√
κ+ 1
)T]}− 1T
,
(16)
which is lower than the convergence rate of GD with the
optimal constant step size RS = (κ − 1)/(κ + 1). The rate
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κ.
RCHGD(T ) approaches the well-known lower bound of first
order methods from above, which is given by
Rlow :=
√
κ− 1√
κ+ 1
. (17)
This bound is strict because some GD algorithms, such as
the momentum method and Nesterov acceleration, can achieve
this rate in the strongly convex case. In Figure 3, we show
the convergence rates of GD and CHGD as functions of κ.
For CHGD, some upper bounds of the convergence rates with
different T are plotted. We confirmed that CHGD with T ≥
2 has a smaller convergence rate than GD with the optimal
constant step size and the rate of CHGD approaches the lower
bound (16) quickly as T increases. All rates and the lower
bound converge to 1 in the large-κ limit.
To summarize, we focus on the fact that the training process
of DUGD reduces the spectral radius ρ(Q(T )) and introduce
learning-free Chebyshev steps that minimize its upper bound
and improve the convergence rate.
IV. NUMERICAL COMPARISON OF DUGD
In this section, we examine DUGD following the setup in
Sec II. The main goal is to examine whether Chebyshev steps
explain the nontrivial learned step size parameters in DUGD.
Additionally, we also analyze the convergence property of
DUGD and CHGD numerically.
A. Experimental conditions
We describe the details of the numerical experiments.
DUGD was implemented using PyTorch 1.3 [29]. Each train-
ing datum was given by a pair of the random initial point
x(0) ∈ Rn and optimal solution xopt = 0. The random initial
point was generated as the i.i.d. Gaussian random vector with
unit mean and unit variance. The matrix A is generated by
A = HTH with the random Gaussian matrix H ∈ Rm×n
whose elements were i.i.d. Gaussian random variables with
zero mean and variance 1/n. Then, the eigenvalue distribution
of A followed the Marchenko-Pastur distribution as n → ∞
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Fig. 4. Comparison of the MSE loss bound in Theorem III.2 and spectral
radius ρ(Q(T )) in DUGD when (n,m) = (300, 1200).
with m/n fixed to a constant. The maximum and minimum
eigenvalues approach (1 +
√
m/n)2 and (1 − √m/n)2,
respectively. The matrix A was fixed throughout the training
process.
The training process was executed using incremental train-
ing in which we gradually increased the number of layers
(iterations T ) by initializing the value of the parameter γt
(t = 0, . . . T − 1) to a learned value in the former training
process (generation) [15], [25]. Incremental training can im-
prove the performance of DUGD compared with conventional
one-shot training in which all layers are trained at once.
At the beginning of the training process, all initial values
of {γt} were set to 0.3 unless otherwise noted. For each
generation, the parameters were optimized to minimize the
MSE loss function L(x(T )) between the output of DUGD and
the optimal solution using 500 mini batches of size 200. We
used Adam optimizer [19] with the learning rate 0.002.
B. Spectral radius and MSE loss
We numerically verified the relation between the MSE loss
in DUGD and the corresponding spectral radius ρ(Q(T )) in
Theorem III.2 up to T = 15. Figure 4 shows an example of
the comparison when (n,m) = (300, 1200). To estimate the
average MSE loss Ex(0)L(x(T )), we used the empirical MSE
loss after the T th generation. The constant C on the r.h.s. of (8)
was evaluated numerically (see Appendix B). We confirmed
that the spectral radius ρ(Q(T )) was upper bounded by (8)
with the MSE loss L(x(T )).
C. Learned step sizes
Next, we examined the learned step size parameter sequence
in DUGD. Figure 5 shows examples of sequences of length
T = 6 and 15 when (n,m) = (300, 1200). To compare
parameters directly, they were rearranged in descending order,
although the learned parameters indeed had a zig-zag shape.
The black symbols represent the Chebyshev steps with asymp-
totic maximal and minimal eigenvalues λn = 9 and λ1 = 1
when m/n = 4. Other symbols indicate the learned step
Fig. 5. Chebyshev steps (black symbols) and learned step size parameters
in DUGD (others; 5 trials) in descending order when (n,m) = (300, 1200)
and T = 6 (dotted) and 15 (solid).
size parameters corresponding to five trials, that is, different
matrices of A and the training process with different random
seeds. We found that the learned step sizes agreed with each
other, which indicates the self-average property of random
matrices and success of the training process. More importantly,
they were close to the Chebyshev steps, particularly when γ
was small. We found that, when T = 6, the gap between the
Chebyshev steps and learned step sizes was larger than in the
T = 15 case.
The zig-zag shape of the learned step size parameters is
another nontrivial behavior of DUGD, although the order of
the parameters does not affect the MSE performance after
the T th iteration. It is numerically suggested that the shape
depends on the training process, particularly on incremental
training and initial values of {γt}. In fact, we can determine a
permutation of the Chebyshev steps systematically by emulat-
ing the training process. Figure 6 shows the learned step size
parameters in DUGD (T = 11) with different initial values
of {γt} and corresponding permuted Chebyshev steps. We
found that they agreed with each other including the order
of parameters. Further details are in Appendix E.
To understand the discrepancy between the Chebyshev steps
and learned step sizes, we present the absolute eigenvalues
of Q(T ) as a function of the eigenvalues of A in Figure 7.
If the step size sequence of length T is given by {γt}T−1t=0 ,
then the absolute eigenvalues of Q(T ) corresponding to the
eigenvalue λ of A are written as |τ(λ)| =
∣∣∣∏T−1t=0 (1− γtλ)∣∣∣.
Figure 7 shows |τ(λ)| when {γt}T−1t=0 is a learned step size
parameter sequence (red) and Chebyshev steps (black) of
length T = 6. To show the spectral density, symbols are
located at each eigenvalue λi of matrix A. We found that
{|τ(λi)|} of the learned step sizes were smaller than those of
the Chebyshev steps in the high spectral-density regime and
larger otherwise. This is because it reduced the MSE loss that
all the eigenvalues of matrix A contributed. By contrast, it
increased the maximum value of |τ(λi)| corresponding to the
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spectral radius ρ(Q(T )). In this case, the spectral radius of
DUGD was 0.074 whereas that of the Chebyshev steps was
0.029. Recalling that the spectral radius of the optimal constant
step size γ∗ = 1/5 was ρ(Q(T )s ) ' 0.262, DUGD accelerated
the convergence speed in terms of the spectral radius whereas
the Chebyshev steps further improved the convergence rate.
D. Performance analysis and convergence rate
Finally, we examined the convergence performance of
DUGD and CHGD, and verified the convergence rate eval-
uated in Section III-C.
In the experiment, the MSE of DUGD was evaluated as a
generalization error over 104 random initial points. In DUGD,
we first trained the step sizes with T = 15 and repeated
them for every 15 iterations. Similarly, CHGD was executed
repeatedly with the Chebyshev steps of length 15.
Figure 8 shows the MSE performance of DUGD, CHGD,
and GD with the optimal constant step size when (n,m) =
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(300, 1200). We found that DUGD and CHGD converged
faster than GD, which shows that a proper step size parameter
sequence accelerated the convergence speed. Although DUGD
had slightly better MSE performance than CHGD when t =
15, CHGD exhibited faster convergence as the number of
iterations increased. This is because the spectral radius of
CHGD was smaller than that of DUGD, as discussed in the last
subsection. Figure 8 also shows the MSE calculated by (12)
using the convergence rates. We found that the upper bound of
the convergence rate (16) correctly predicted the convergence
property of CHGD.
To summarize, we numerically verified the theoretical
analyses in the last section, and found that the Chebyshev
steps qualitatively reproduced a learned step size sequence in
DUGD. This also indicates that deep unfolding can accelerate
the GD algorithm by tuning its step size parameters.
V. APPLICATION OF CHEBYSHEV STEPS
In this section, we consider an application of CHGD instead
of DUGD because CHGD requires no training process. After
we compare CHGD with other accelerated GD algorithms,
we demonstrate a practical application of CHGD to ridge
regression.
A. Comparison with accelerated GD
We compared CHGD with two GD algorithms with a mo-
mentum term. One is the momentum method (MOM) whose
recursive relation is given by
x(t+1) = (In − γ′A)x(t) + β(x(t) − x(t−1)), (18)
where x(−1) = 0, γ′ := 4/(
√
λ1 +
√
λn)
2, and β := ((
√
κ−
1)/(
√
κ+1))2 [30]. The other is the Chebyshev semi-iterative
method (CH-semi) defined as
x(t+1) = (In − γ′t+1A)x(t) + (γ′t+1 − 1)(x(t) − x(t−1)),
γ′t+1 =
4
4− ξ2γ′t
(t ≥ 2), (19)
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where x(−1) = 0, γ′1 = 1, γ
′
2 = 2/(2 − ξ2), and ξ =
1 − 1/κ [9]. These achieve the lower bound (17) of the
convergence rate.
Figure 9 shows the MSE performance of CHGD (T =
4, 8, 16) and other GD algorithms. We found that CHGD
improved its MSE performance as T increased. In particular,
CHGD (T = 16) had reasonable performance compared
with MOM and CH-semi. This indicates that CHGD is an
accelerated GD algorithm without momentum terms.
B. Applications to ridge regression for real data
We demonstrate CHGD for ridge regression. Ridge regres-
sion, also known as Tikhonov regularization, is a fundamen-
tal biased estimation for ill-conditioned problems [13]. We
consider a noisy linear observation y = Hβ + n with a
measurement matrix H ∈ Rm×n. When m  n, the LMS
problem becomes ill-conditioned, which leads to numerical
instability. Instead, ridge regression is often used, which is
defined as
βˆ := argminβ∈Rn
1
2
‖y −Hβ‖22 +
η
2
‖β‖22, (20)
where η is a regularization coefficient controlling weight of
the estimate βˆ. As the parameter η reduces the condition
number of the matrix HTH + ηIn, a simple ridge estimator
(HTH + ηIn)
−1HTy is available. However, it takes O(n3)
computation time to calculate a pseudo-inverse matrix. This
computational cost increases if we search a proper η by
sweeping its value.
An alternative approach to solve (20) is to use a GD algo-
rithm. Because it contains no inverse of the matrix, GD runs
in O(n2) time. The drawback of GD is its slow convergence
when η is relatively small. In this sense, using a GD algorithm
with faster convergence is important.
To examine the convergence speed of GD in ridge regres-
sion, we performed the three algorithms: GD with the optimal
constant step size, CHGD, and the momentum method (19).
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Fig. 10. MSE performance of GD algorithms in ridge regression (η=158.48)
of crime data. For CHGD, T was set to 32.
As an example, ridge regression was applied to Communi-
ties and Crime Dataset [31] in the UCI Machine Learning
Repository [6]. After removing elements containing missing
values, we have (n,m) = (98, 1994). The moment matrix
A = HTH had a huge condition number, κ ' 7.8 × 105,
which indicates that the inverse problem is ill-conditioned. In
the experiments, all the algorithms used the maximum and
minimum values of the matrix A. Using the power method,
we can estimate the maximum eigenvalue λn in O(n2) time
instead of computing eigenvalues directly in O(n3) time. For
the estimation of the minimum eigenvalue, the power method
is also applicable to a shifted matrix λnIn −A.
Figure 10 shows the MSE performance between ridge
estimation and estimates of the GD algorithms as a function
of the iteration index t when η = 158.48. In CHGD, we set
T = 32 and the order of the Chebyshev steps was properly
permuted (see Appendix F). We found that the momentum
method takes a small number of iteration steps to exhibit better
MSE performance than GD, although its convergence speed
was much faster for large t. Although the MSE of CHGD
formed a wavy shape, the estimates at every T = 32 steps were
reasonably accurate and converged quickly. We thus found that
CHGD exhibited fast convergence compared with the other
algorithms. CHGD requires no momentum terms and thus less
computational resources, which would be advantageous for a
high-dimensional problem. For example, CHGD will be useful
to solve a linear equation involving a large sparse covariance
matrix in Gaussian process [40].
VI. CONCLUDING REMARKS
In this paper, we studied a nontrivial learned step size
sequence that appeared in DUGD. We proved that minimizing
the MSE loss in DUGD reduced the spectral radius related to
the convergence rate. Additionally, we introduced learning-
free Chebyshev steps that minimized the the upper bound
of the spectral radius. We showed that the Chebyshev steps
accelerated the convergence speed compared with a naive GD,
and the rate approached the strict lower bound of first-order
methods in a specific limit. The numerical results supported
the analyses and showed that the Chebyshev steps reproduced
the learned step size sequence in DUGD, which provides a
plausible interpretation of the learned parameters. Moreover,
CHGD exhibited a reasonable convergence speed compared
with other accelerated GD algorithms, although it did not
require a momentum term.
There are several open problems. One is the extension of
the analysis in this paper to convex and non-convex problems
other than quadratic convex problems. Another is the appli-
cation of the Chebyshev steps to other GD-based algorithms,
such as stochastic GD. For example, the idea of the Chebyshev
steps is successfully applicable to the fixed-point iteration [38]
and Landweber algorithm [39].
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APPENDIX A
EXPERIMENTAL SETTING FOR FIGURE 1
We describe the experimental setting for Figure 1 in the
main text.
We consider the noiseless measurement y = Hβ, where
the measurement matrix H ∈ Rm×n is the Gaussian random
matrix whose elements are i.i.d. Gaussian random variables
with zero mean and variance 1/n. We assume that (n,m) =
(300, 600) and each element of β follows the normal distri-
bution. DUGD is defined by
β(t+1) = β(t)+γtH
T (y −Hβ(t)) (t = 0, . . . , T − 1), (21)
where T is the total number of iterations (or layers) and
{γt}T−1t=0 are trainable step size parameters. The initial point
is given by β(0) = 0.
DUGD was implemented using PyTorch 1.3 [29]. Each
training data were given by a pair consisting of the true
solution β˜ and the corresponding measurement vector y˜ for
a given H . The training process of DUGD was conducted
using incremental training in which we gradually increased
the number of layers (iterations T ) by initializing the value
of the parameters {γt} (t = 0, . . . T − 1) according to the
learned values in the former training process (generation) to
improve the performance of DUGD. At the beginning of the
training process, all the initial values of {γt} were set to
0.3. In each generation, the parameters were optimized using
Adam optimizer [19] with a learning rate of 0.002 to minimize
the MSE loss function ‖β˜ − β(T )‖22/n between the output of
DUGD using y˜ and the true solution β˜. As mini-batch training,
500 mini-batches of size 200 were used in each generation.
The MSE was evaluated as a generalization error over 104
random samples.
APPENDIX B
PROOF OF THEOREM 3.2
Proof. As the matrix A is a Hermitian matrix, it can be
decomposed by A = UΛU∗ using the unitary matrix U
and diagonal matrix Λ := diag(λ1, . . . , λn) with eigenvalues
λ1, . . . , λn of A. Then, we have
Ex(0)L(x
(T )) =
1
n
Ex(0)
∥∥∥∥∥
T−1∏
t=0
(In − γtUΛU∗)x(0)
∥∥∥∥∥
2
2
=
1
n
Ex(0)
∥∥∥∥∥U
(
T−1∏
t=0
(In − γtΛ)
)
U∗x(0)
∥∥∥∥∥
2
2
=
1
n
Ex(0)
∥∥∥∥∥
(
T−1∏
t=0
(In − γtΛ)
)
U∗x(0)
∥∥∥∥∥
2
2
:=
1
n
Ex(0)
∥∥∥D(T )U∗x(0)∥∥∥2
2
(22)
where D := diag(
∏T−1
t=0 (1 − γtλi)) is the diagonal matrix
whose (i, i)-element is an eigenvalue of Q(T ) corresponding
to the eigenvalue λi of A. In the last line, we use UU∗ = In.
Introducing the column vectors of U by U := (u1, . . . ,un),
U∗x0 = (u∗1x0, . . . ,u
∗
nx0)
T holds.
Using j := argmaxi|
∏T−1
t=0 (1− γtλi)|, we have
L(x(T )) =
1
n
Ex(0)
∥∥∥∥∥
n∑
i=1
D
(T )
i,i u
∗
ix
(0)
∥∥∥∥∥
2
2
≥ 1
n
∣∣∣∣∣
T−1∏
t=0
(1− γtλj)
∣∣∣∣∣
2
Ex(0)
∥∥∥u∗jx(0)∥∥∥2
2
:=
C ′
n
∣∣∣∣∣
T−1∏
t=0
(1− γtλj)
∣∣∣∣∣
2
, (23)
where C ′ := Ex(0)‖u∗jx(0)‖2(< ∞) is a positive con-
stant because the probability density function of x(0)
is assumed to be isotropic. Recalling that ρ(Q(T )) =
maxi
∣∣∣∏T−1t=0 (1− γtλi)∣∣∣ = ∣∣∣∏T−1t=0 (1− γtλj)∣∣∣ from Lemma
3.1, we have Ex(0)L(x(T )) ≥ C ′ρ(Q(T ))2/n, which is iden-
tical to (8).
The proof indicates that the constant C is explicitly given
by C = (Ex(0)‖u∗jx(0)‖2)−1/2 with j := argmaxi|
∏T−1
t=0 (1−
γtλi)|. In the special case in which each element of x(0) is an
i.i.d. random variable, C can be easily calculated. This fact is
used in the numerical experiment in Section 4.2. In this case,
we have C = 1/
√
2 because each element of x(0) follows the
Gaussian distribution with unit mean and unit variance.
APPENDIX C
PROOF OF THEOREM 3.4
Before we provide the proof of Theorem 3.4, we prove
the following lemma related to the minimax property of
Chebyshev polynomials. The Chebyshev polynomial Cn(x)
of degree n (n = 0, 1, . . . ) is defined as a recursive relation
Cn+1(x) := 2xCn(x) − Cn−1(x) with C0(x) := 1 and
C1(x) := x. Let C[a, b] (a < b) be the Banach space defined
as `∞-norm, i.e., ‖f‖ := maxx∈[a,b] |f(x)|.
Lemma C.1. Suppose that b > a > 0. Let D ⊂ C[a, b]
be a subspace of polynomials of z on [a, b] represented by∏n−1
k=0(1 − αkz) for any α0, · · · , αn−1 ∈ R. We define the
Chebyshev steps of length n as
γk :=
[
a+ b
2
+
b− a
2
cos
(
2k + 1
2n
pi
)]−1
(k = 0, 1, . . . , n−1),
(24)
and a normalized Chebyshev polynomial ϕˆ(z) of degree n as
ϕˆ(z) :=
Cn
(
2z−a−b
b−a
)
Cn
(
−a+bb−a
) . (25)
Then, the following statements hold.
(a) The function ϕˆ : [a, b]→ R belongs to D as a result of
setting αk = γ−1k (k = 0, 1, . . . , n− 1).
(b) The function ϕˆ : [a, b] → R is a polynomial in D that
minimizes the norm ‖ · ‖.
Proof. (a) The Chebyshev polynomial Cn(x) of degree n has
n zeros in (−1, 1), which are given by xk = cos((2k +
1)pi/(2n)) (k = 0, . . . , n − 1) [24, Section 2.2]; that is,
Cn(x) =
∏n−1
k=0(x − xk) holds. Then, using the affine trans-
formation from [a, b] to [−1, 1], we have
Cn
(
2z − a− b
b− a
)
=
n−1∏
k=0
(
z − 1
γk
)
. (26)
Because Cn(−(a + b)/(b − a)) =
∏n−1
k=0(−γ−1k ), we have
ϕˆ(z) =
∏n−1
k=0(1 − γkz), which indicates that the statement
holds.
(b) We show that ϕˆ(z) is a minimizer of ‖ · ‖ among
functions in D by indirect proof. Assume that there exists
τ(z) ∈ D of at most degree n except for ϕˆ(x) satisfying
‖ϕˆ(z)‖ > ‖τ(z)‖. As xˇk := cos(kpi/n) (k = 0, . . . , n) are
the extreme points in [−1, 1] (including both edge points)
of Cn(x) [24, Section 2.2], zˇk := (a + b)/2 + (b −
a)xˇk/2(∈ [a, b]) are those of ϕˆ(z). Particularly, the sign
of the extremal value at xˇk (or zˇk) changes alternatively;
Cn(xˇn) = 1, Cn(xˇn−1) = −1, Cn(xˇn−2) = 1, and so on
(or ϕˆ(zˇn) = ϕ0, ϕˆ(zˇn−1) = −ϕ0, ϕˆ(zˇn−2) = ϕ0, and so on
when ϕ0 := 1/Cn(−(a+ b)/(b− a))) hold [24, Lemma 3.6].
The assumption indicates that n+ 1 inequalities, τ(zˇn) < ϕ0,
τ(zˇn−1) > −ϕ0, τ(zˇn−2) < ϕ0, and so on hold; that is, a
polynomial δ(z) := τ(z) − ϕˆ(z) of degree at most n has n
zeros in [a, b].
However, because τ(z), ϕˆ(z) ∈ D, the constant term of δ(z)
is equal to zero, which suggests that δ(z) has at most n − 1
zeros in [a, b]. This results in a contradiction of the assumption
and shows that ϕˆ : [a, b] → R minimizes the norm ‖ · ‖ in
D.
It is straightforward to prove Theorem 3.4 from this lemma.
proof of Theorem 3.4. Using the notation of Lemma C.1, we
notice that a = λ1, b = λn, and
ρupp(Q(T )) = max
λ∈[λ1,λn]
∣∣∣∣∣
T−1∏
t=0
(1− γtλ)
∣∣∣∣∣ =
∥∥∥∥∥
T−1∏
t=0
(1− γtλ)
∥∥∥∥∥ .
(27)
From Lemma C.1, the Chebyshev steps of length T form a
sequence that minimizes ρupp(Q(T )).
APPENDIX D
PROOF OF THEOREM 3.6
Proof. To simplify the notation, we use κ := λn/λ1(> 1) as a
condition number of the matrix A. From (10) and Lemma C.1,
we have
ρ(Q
(T )
Ch ) ≤ ρupp(Q(T )Ch )
= max
x∈[λ1,λn]
ϕˆ(x)
=
∣∣∣∣CT (−κ+ 1κ− 1
)∣∣∣∣−1
=
∣∣∣∣(−1)T (√κ+ 1)2T + (√κ− 1)2T2(κ− 1)T
∣∣∣∣−1
=
{
1
2
[(√
κ+ 1√
κ− 1
)T
+
(√
κ− 1√
κ+ 1
)T]}−1
. (28)
We use the properties that |Cn(x)| ≤ 1 holds for ∀x ∈ [−1, 1]
and Cn(x) = [(x+
√
x2 − 1)n+(x−√x2 − 1)n]/2 holds for
|x| > 1, and the identity x±√x2 − 1 = (√κ± 1)2/(κ− 1)
when x = (κ+ 1)/(κ− 1).
By contrast, the spectral radius when the optimal constant
step size γ∗t = 2/(λ1 +λn) is used can be calculated directly.
We have
ρ(Q(T )s ) =
T−1∏
t=0
max
i
|1− γ∗λi| =
(
κ− 1
κ+ 1
)T
. (29)
Finally, we show that ρupp(Q(T )Ch ) < ρ(Q
(T )
s ) holds. This
is equivalent to the following relation for κ > 1:
1
2
[(√
κ+ 1√
κ− 1
)T
+
(√
κ− 1√
κ+ 1
)T]
−
(
κ+ 1
κ− 1
)T
=
(
√
κ+ 1)2T + (
√
κ− 1)2T − 2(κ+ 1)T
2(κ− 1)T > 0. (30)
If we set X :=
√
κ(> 1), the (2t)th coefficient of (X +
1)2T /2 + (X − 1)2T /2− (X2 + 1)T is given by (2T2t )− (Tt ).
Additionally, its coefficients of odd orders are equal to zero.
From the Vandermonde identity:(
m+ n
r
)
=
r∑
k=0
(
m
k
)(
n
r − k
)
, (31)
we find(
2T
2t
)
=
2t∑
l=0
(
T
l
)(
T
2t− l
)
≥
(
T
t
)2
≥
(
T
t
)
, (32)
Fig. 11. Dynamics of step size parameters {γt}10t=0 of DUGD (T = 11) when
(n,m) = (300, 1200). Horizontal line represents the number of mini batches
in incremental training. All the initial values were set to 0.3. In incremental
training, the number of learning parameters increased by one for every 2000
mini batches fed to DUGD. For example, only γ0 (black) was trained during
the first 2000 mini batches and γ0 and γ1 (orange) were trained during the
next 2000 mini batches.
(equality holds only when t = 0, T ), which indicates that (30)
holds.
We thus prove that ρ(Q(T )Ch ) ≤ ρupp(Q(T )Ch ) < ρ(Q(T )s )
when λ1 < λn.
APPENDIX E
ORDER OF THE LEARNED STEP SIZES
In this subsection, we describe how to determine a per-
mutation of the Chebyshev steps that reproduces a zig-zag
pattern of the learned step size parameters of DUGD. A key
observation is the dynamics of trainable step size parameters
in the training process.
Figure 11 shows the dynamics of the trainable step size
parameters. During incremental training, the number of train-
able parameters increases at every 2000 mini batches; that
is, DUGD of T iterations (or layers) is trained from the
2000(T − 1)th mini batches to the 2000T th mini batches,
which we call the T th generation of incremental training. After
the T th generation ends, we add an initialized parameter γT+1
to the learned parameters {γt}Tt=0 to start a new generation. As
we can see in Figure 11, the trainable parameters immediately
move toward a (sub)optimal point to reduce the MSE loss
function, which forms a staircase shape of γt. Although there
are T ! optimal points of step sizes by permutation symmetry,
it is numerically suggested that DUGD chooses an optimal
point so that the “distance” (discussed later) from the former
learned parameters is minimized. This seems natural because
these parameters are updated by a GD-based optimizer and
the convergent point depends on the initial point.
From these observations, we attempt to emulate the order
of the learned step size parameters using the Chebyshev steps.
We consider a training process of DUGD that minimizes the
spectral radius ρ(Q(T )) instead of the MSE loss function.
Algorithm 1 Emulation of incremental training using the
Chebyshev steps
Input: maximum eigenvalue λ1, minimum eigenvalue λn,
number of iterations T , initial value u
Initialize c = (2/(λ1 + λn))
for t = 2 to T do
Set v to a sufficiently large number
d = (c, u)
Define c as Chebyshev steps of length t for λ1 and λn
for pi to all possible permutations Π(t) do
Define Ppi as the permutation matrix of pi
if v > ‖d− Ppic‖2 then
v = ‖d− Ppic‖2, P = Ppi
end if
end for
c = Pc
end for
Return: c
Although it seems practically difficult, we assume that we
obtain the Chebyshev steps as an approximate solution. The
problem is which order of the Chebyshev steps is chosen at
each generation. We thus determine an order of the Chebyshev
steps that minimizes the “distance” from a given initial point
to a point whose elements are permuted Chebyshev steps.
As a measure of distance, we use a simple Euclidean norm
because an actual distance defined by an energy landscape
is difficult to calculate. The details of the algorithm are
shown in Algorithm 1. To emulate incremental training, the
length of the Chebyshev steps is gradually increased. As an
initial point (γ1, . . . , γt+1) of length t + 1, γ1, . . . , γt are
set to the optimally permuted Chebyshev steps in the last
generation and γt+1 is set to a given initial value. Then, an
optimal permutation of the Chebyshev steps of length t + 1
is searched so that its distance from the initial point takes
the minimum value. The point is used as an initial point of
the next generations. As shown in Figure 6, this successfully
reproduces the zig-zag shape of learned step size parameters
that depends on an initial value of γt.
APPENDIX F
ORDER OPTIMIZATION OF THE CHEBYSHEV STEPS
The order of the Chebyshev steps is important practically
to ensure numerical stability. Figure 12 shows the MSE
performance of CHGD with different orders of the Chebyshev
steps. We found that using an ascending order led to a search
point with huge values that might cause a digit loss. To avoid
this instability, we need to permute the step size parameter
sequence. It is noted that the performance of CHGD itself is
ensured every T iterations if numerical errors are ignorant.
Because the total number of permutations rapidly diverges
depending on T , we focus on permutations defined by
pi(t+ 1) ≡ api(t) + b (mod T ), (33)
Algorithm 2 Permutation search
Input: maximum eigenvalue λn, minimum eigenvalue λ1,
number of iterations T := 2s (s ∈ N)
Set v to a sufficiently large number
Define c as the Chebyshev steps of length T for λ1 and λn.
for (a, b, c) satisfying 1 ≤ a, b, c ≤ T − 1, a ≡ 1 (mod 4),
and b: odd do
Define P as the permutation matrix corresponding to
(a, b, c)
if v > ρtemp(T ) then
v = ρtemp(T ), Q = P
end if
end for
Return: Pc, (a, b, c)
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Fig. 12. MSE performance of CHGD (T = 16) with optimal permutation
(red), ascending order (orange), and descending order (blue) when (n,m) =
(500, 800). They have the same MSE every T = 16 iterations.
where pi(0) := c ∈ {0, 1, . . . , T − 1} is an initial index. Then,
the sequence {pi(t)}T−1t=0 is a permutation of {0, 1, . . . , T −
1} if b is odd, a ≡ 1 (mod 4), and T = 2s (s ∈ N). We
then search parameters a, b, c that minimizes the maximum
temporal spectral radius of W (t), that is,
ρtemp(T ) := max
t∈{0,1,...,T−1}
(
max
λ∈[λ1,λn]
∣∣∣∣∣
t∏
t′=0
(1− γt′λ)
∣∣∣∣∣
)
.
(34)
Algorithm 2 shows the pseudocode of the searching algorithm.
Figure 12 shows the MSE performance of CHGD (T = 16)
with and without permutation when n = 500 and m = 800.
The MSE is evaluated using 200 samples. In this case, the
asymptotic value of the condition number was κ = 8.54 and
the optimal parameters are given by (a, b, c) = (1, 9, 7). In
CHGD without permutation, the step sizes was given by (24)
in a descending or ascending manner. Particularly, GD with
ascending Chebyshev steps had a relatively large MSE. The
numerical results show that CHGD with optimal permutation
decreased the MSE effectively.
An example of (a, b, c) for different T , λ1 = 1, and λn = κ
is given in Table I. We found that the optimal choice of (a, b, c)
depended on λ1 and λn. In Section 5.2, the Chebyshev steps
were permuted according to (a, b, c) = (1, 11, 10).
TABLE I
SEARCHED PERMUTATION PARAMETERS (a, b, c) OF CHEBYSHEV STEPS
WHEN λ1 = 1 AND λn = κ.
T = 8 T = 16 T = 32
κ = 4 (1, 5, 3) (1, 9, 7) (1, 17, 15)
κ = 16 (1, 5, 3) (1, 9, 7) (1, 17, 15)
κ = 64 (1, 3, 2) (1, 9, 7) (1, 17, 15)
κ = 128 (1, 3, 2) (13, 3, 6) (1, 17, 15)
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