Let f be an arbitrary polynomial of n variables defined over a field of characteristic zero. We present algorithms for computing the b-function (Bernstein-Sato polynomial) of f , the D-module (the system of linear partial differential equations) for f s , and the algebraic local cohomology group associated with f by using Gröbner bases for differential operators.
Introduction
Let K be an algebraically closed field of characteristic zero and O = O K n the sheaf of rings of regular functions on K Our aim is to present algorithms for the following problems by using Gröbner basis computation in the Weyl algebra (the ring of differential operators with polynomial coefficients) initiated by Galligo [11] (cf. also [8, 28] | f (x) = 0} (cf. [14] for the definition).
We can also compute the characteristic varieties and the multiplicities of N and H 1 [Y ] (O) by using the algorithms for (ii) and (iii) (cf. [21] ). If the b-function b f (s) has no negative integral roots other than −1, then O[f −1 ] is isomorphic to N with s replaced by −1 (cf. [13] ). Hence we can compute the structure of O[f −1 ] under this assumption.
Our methods for these three problems consist in utilizing the homogenization technique [22, 23, 25] with respect to the filtration of Kashiwara-Malgrange [15, 19] together with a viewpoint of Malgrange [18] for studying the structure of N . We present two algorithms for solving the problem (i): one is independent of the problem (ii) and has been presented in [25] in a more general context but without any reference to implementation or examples; the other is newly obtained as a direct application of the algorithm for solving (ii). Details of our algorithm for the problem (iii) will appear elsewhere [26] as an application of computation of induced systems of D-modules. Hence the most essential points of the present paper lie in the solution to the problem (ii) as well as reports on actual implementation of algorithms for (i)-(iii) by using Kan [30] and partly Risa/Asir [20] with emphasis on the case with parameters.
When K coincides with the field C of complex numbers, we can also work with the sheaf D an of analytic differential operators on C n . Our algorithms are also valid in this case without any modification since D an is faithfully flat over D. In the actual computation, however, instead of assuming K to be algebraically closed, we assume that K is generated by a finite number of (algebraic or transcendental) elements over the field Q of rational numbers and that the algebraic relations among these elements are specified. Thus we can treat the case where f has parameters and/or f is defined over an algebraic number field.
In the classical case K = C, problems (i)-(iii) have deep connections with the singularity structure of the hypersurface f = 0 and have been extensively studied theoretically (see e.g. [3, 13, 14, 18, 19] ). Moreover, several algorithms for (i) and (ii) have been known under some conditions on f : An algorithm of computing b f (s) was first given by Sato et al. [27] when f (x) is a relative invariant of a prehomogeneous vector space. Briançon, Maisonobe et al. [6, 17] have given an algorithm of computing b f (s) for f (x) with isolated singularity (see also [12] for the case with parameters). Besides, Yano [31, 32] worked out many interesting examples of b-functions systematically; Aleksandrov-Kistlerov [1] have computed the b-functions for some discriminants of versal deformations, which have non-isolated singularities, by using computers following an observation of Yano-Sekiguchi [33] . These authors have also solved the problem (ii) in the course of solving (i) under respective conditions. However, as far as the present author knows, no general algorithms for (i)-(iii) have been known that can be applied to an arbitrary polynomial f .
D-modules for f s d'après Malgrange
We use the same notation as in the introducion. We define a sheaf of rings
, the set of sections of A 1 D over U consists of the differential operators represented by a finite sum
, and a µνα (x) is a regular function on (i.e. a rational function whose denominator never vanishes on) U .
As was observed by Malgrange [18] , 
Lemma 1 The sheaf of left ideals
PROOF. This follows immediately from Proposition 2, the relation −∂ t tf s = sf s , and the fact that N is a subsheaf of M. 2
For each integer k, we define a subsheaf
with a µνα being a section of O. Then {F k (A 1 D)} k∈Z constitutes a special case of the filtration introduced by Kashiwara [15] and Malgrange [19] for the study of vanishing cycle sheaves (the V-filtration). We make an essential use of the following fact for one of our algorithms of solving the problem (i). 
Proposition 4 For
, γ ∈ N , and c µναβηγ ∈ Q, while an element
In general, a total order ≺ on L is called a monomial order if it satisfies
Moreover, we call a monomial order ≺ on L parametric (with respect to parameters a) if it satisfies
In the sequel, we denote by ≺ a monomial order on L satisfying (A-1), (A-2), (A-3), and by
For an element P of A n+1 (Q)[y, a] of the form (1) and P of A n+1 (K)[y] of the form (2), we define their leading exponents lexp(P ) and lexp 0 (P ) with respect to the orders ≺ and ≺ 0 to be the maximum elements of the sets
in the orders ≺ and ≺ 0 respectively. Moreover, for a subset 
Moreover, G is called a minimal Gröbner basis if (3) never holds with G being replaced by a proper subset of G.
If a finite set of generators of a left ideal
is given, the Buchberger algorithm ( [7] ) computes a Gröbner basis of I as in the polynomial case (cf. [11, 8, 28] ).
Our first aim is to make clear the meaning of the Gröbner basis computation with parameters a. This will be needed, e.g., for the computation of the bfunction of a polynomial with parameters.
⊂ K be the natural ring homomorphism and let : L −→ L 0 be the projection. Then π extends to a ring homomorphism
which is generated by {π(P ) | P ∈ I}.
Proposition 6 Let I be a left ideal of A n+1 (Q)[y, a] containing J(a). Let G be a Gröbner basis of I with respect to ≺. Then π(G)
is a Gröbner basis of π(I) with respect to ≺ 0 .
PROOF. It suffices to prove
Since π(P ) ∈ π(I) for each P ∈ G, the inclusion ⊃ in (4) 
Now let us assumeJ(a) = J(a).
We may assume that G is a minimal Gröbner basis. Our aim is to prove the inclusion ⊂ in (4).
π(P ). Then we have lexp 0 (Q) = lexp 0 (π(P )). Let P above be in the form (1) and put
Let P be the sum of the terms c µναβη (a)y
Then we have π(P ) = π(P ) and P ∈ I since J(a) ⊂ I. Note that lexp 0 (π(P )) = (lexp(P )) holds since π(lcoef 0 (P )) = 0 in view of the definition of P and the condition (A-3). Moreover, dividing lcoef 0 (P ) by G(a), we may assume
There exists P 0 ∈ G such that lexp(P ) ∈ lexp(P 0 ) + L since G is a Gröbner basis of I. In view of the observation above, P 0 does not belong to G(a). Then we have lexp 0 (π(P 0 )) = (lexp(P 0 )) since lcoef 0 (P 0 ) ∈ J(a) by virtue of the minimality of G. Thus we get 
PROOF. It is easy to see thatπ(G) generatesπ(I). Set
We may assume that G is a minimal Gröbner basis. Applying Proposition 6 to the case J(a) = {0}, we know that G also constitutes a Gröbner basis in
, where Q(a) denotes the field of rational functions of a.
, where S ji and S ij are minimum monomials in
and that lexp 0 (Q ijk P k ) ≺ lexp 0 (S ji P i ) or else Q ijk = 0. In view of the division algorithm to obtain (5), we can take Q ijk so that its denominator is a power of lcoef 0 (P k ). 
with c µναβ ∈ K. Then the F-order ord F (P ) of P is defined by
If k = ord F (P ), the formal symbolσ(P ) of P is defined bŷ
Definition 9 Let s be a new commutative variable and let P be a nonzero element of
In order to define the homogeneity for elements of A n+1 (K)[y], we fix a weight
. We shall assume δ 1 = −1 throughout the present paper.
Definition 10 (F-homogeneity) We call an element P of A n+1 (K)[y] Fhomogeneous (of order k) if it is written in the form (2) and there exists an integer
k so that c µναβη = 0 if ν − µ + δ, η = k. Moreover, a left ideal of A n+1 (K)[y] is
called F-homogeneous if it is generated by F-homogeneous elements.

Lemma 11 If two elements
are both F-homogeneous, then so is P Q. In particular, the Buchberger algorithm for computing Gröbner bases preserves the F-homogeneity. PROOF. Assume P ∈ I(1). Then there exist F-homogeneous
Lemma 15
It is easy to see by the definition that there exist η j ∈ N so that Q j (y 1 ) =
Now we consider two special orders ≺ 1 and ≺ 2 which behave nicely with respect to the V-filtration and the F-homogenization. We will make essential use of these orders in the algorithms for the problems (i)-(iii) stated in the introduction. A prototype of our argument has been presented in [22, 23, 25] . 
Let us denote by lexp(P (y 1 )) ∈ L the leading exponent of P (y 1 ) ∈ A n+1 (K)[y 1 ] with respect to ≺ 1 . The weight vector for y = y 1 is δ = δ 1 = −1 in this case.
PROOF. Put 
PROOF. Put G = {P 1 (y 1 ), . . . , P d (y 1 )}. Suppose P ∈ I(1) and ord F (P ) = 0. Then by Lemma 15 there exist η ∈ N and F-homogeneous
and that lexp(Q j (y 1 )P j (y 1 )) 1 lexp(y
Since the both sides of (7) are F-homogeneous of the same order, we have ord F (Q j (1)P j (1)) ≤ ord F (P ) by Lemma 16, and
Let P j (1) be of F-order m j . Then the F-order of Q j (1) is not greater than −m j . Hence we can take We put δ = (−1, 1) in order to define the F-homogeneity of an element of 
PROOF. Suppose P ∈ G 0 . Let {U 1 (y 1 ), . . . , U k (y 1 )} be a set of generators of I. Since P belongs toĨ, there exist V 0 (y),
Putting y = (1, 1), we get P ∈ I(1). Since P is F-homogeneous and free of y, there exists some monomial S in A n+1 (K) so that ψ(P )(t∂ t ) = SP ∈ I 0 . Hence we have G 0 ⊂ I 0 .
To prove that G 0 generates I 0 , suppose P ∈ I 0 . Then by Lemma 15 there exists η 1 ∈ N so that y
Hence we have
Since P is free of y and since ≺ 2 eliminates y, 
Thus we obtain
be an arbitrary polynomial and retain the same notation as in the preceding sections. In particular, we assume K to be algebraically closed theoretically while, in the computation of Gröbner bases, we may assume that K is generated by a finite set of elements over Q.
In the sequel, we work in the ring A n+1 (K)[y] with y = (y 1 , y 2 ) with the weight vector δ = (−1, 1) for y. The following theorem gives an algorithm to compute
Theorem 19 LetĨ be the left ideal of A n+1 (K)[y] generated by
with f i (x) := ∂f /∂x i . Let G be a Gröbner basis ofĨ with respect to ≺ 2 consisting of F-homogeneous operators. Put PROOF. It suffices to prove that the stalk (J f ) 0 of J f at 0 is generated by ψ(G 0 ). Let I be a left ideal of A n+1 (K)[y 1 ] generated by t − y 1 f (x) and
. . , n) and put
We denote by ψ(I 0 ) the left ideal of A n [s] generated by {ψ(
This implies P (s) ∈ (J f ) 0 in view of Proposition 3. Next, let us consider the specialization of the parameter s. Let s 0 be an element of K and put
It is known that N | s=s 0 is a holonomic system and also known is an estimate of its characteristic variety ( [13] ).
Put Df Moreover we define the order of P by ord(P ) := max{|β| | c αβµ = 0 for some α ∈ N n and µ ∈ N}, and if ord(P ) = k, we define the principal symbol of P by
with a commutative variable ξ = (ξ 1 , . . . , ξ n ). by (g(s) ), we know that π(G ) is a Gröbner basis (with respect to ≺ 0 ) of J f | s=s 0 . The involutivity follows from the condition (A-6) (cf. [21, 24] ). 
PROOF. By applying Proposition 7 with a replaced by s and J(a)
of the least degree that satisfies
with some
The existence ofb f (s) was proved by Bernstein [3] . Note that b f (s) is a divisor ofb f (s). If, e.g., f (x) is quasi-homogeneous, or f (x) has 0 as its only singularity, then the local and the global b-functions coincide. It is also to be noted that if f (x) is defined over a subfield K 0 of K, then the above definitions with K replaced by K 0 yield the same b-function. Hence, in the actual computation, we do not have to assume that K is algebraically closed. Kashiwara [13] proved that the roots of b f (s) are negative rational numbers. In particular, we
For the first algorithm, we use the order ≺ 1 introduced in Section 3.
Theorem 21 ([25]) (1) Let I be a left ideal of
with f i (x) := ∂f /∂x i . Let G be a Gröbner basis of I with respect to the order
satisfying (A-1), (A-2), (A-6) , and let G 1 be a Gröbner basis of the left ideal of 
Under the assumptions (i) and (ii),b
Now that we have a set of generators of J, we can computeb f (−s − 1) immediately by a Gröbner basis computation in K[x] with respect to an order eliminating x. The monic generator of O 0 [s] ∩ J can be computed by the following algorithm where we regard K as being generated by a finite set of generators over Q instead of assuming that K is algebraically closed. The following algorithm is a slight modification of [25, Algorithm 4.5] 
not a multiple of g i (s). (This process can be done by Gröbner basis computation in K[x, s] and division in K[s]).
Denote this by
Then we have
so that c(x)h(s) ∈ J ⊂ Q and c(0) = 0. Hence it follows that there exists q(x) ∈ Q∩K[x] so that q(0) = 0 (see e.g, [9, p. 162] PROOF. In view of (9) and (10), b f (s) andb f (s) are the monic generators of the ideals (
respectively (cf. [11, 29] ). Hence for the proof of the theorem, we can use the same argument as in Theorem 21. 2 In the actual computation corresponding to Theorems 21, 23 and Algorithm 1, we may assume that K is the quotient field of Q[a]/J(a) as in Section 2 and can apply Propositions 6 and 7 in the computation of Gröbner bases. In particular, we can treat the case where f has parameters, and can obtain a sufficient condition on the special values of the parameters for the result to be valid after the specialization. Let P be an element of A n+1 (K) of F-order at most k. Then we can write P in the form
The proof of the following theorem is based on an algorithm to compute the induced system (or the restriction) of a D-module, details of which will appear elsewhere ( [26] ).
Theorem 24 Let I and G be as in (i) of Theorem 21 and letb
] as is seen by the exact sequence
In particular, we get an algorithm of computing the characteristic variety and multiplicities of the
] by virtue of the preceding theorem.
Proposition 25 Under the same assumptions as in the preceding theorem,
] is generated by f . We also have Df 
with f i := ∂f /∂x i . Then the arguments in Section 2 also hold for these analytic objects (cf. [18] 
Lemma 28 For an ideal
J of C[x, s], we have (O an ) 0 [s]J ∩ C[s] = O 0 [s]J ∩ C[s].
Implementation and examples of computation
We have implemented our algorithms presented so far in a computer algebra system Kan of Takayama [30] and partly in Risa/Asir [20] . Kan is a system designed especially for Gröbner basis computation in rings of polynomials, differential operators, and (q-) difference operators. Hence we use Kan for Gröbner basis computation in the Weyl algebra while we use a general-purpose computer algebra system Risa/Asir for factorization, Gröbner basis computation, and prime (and primary) decomposition in the polynomial ring. Let us begin with examples of computation of b-functions. In Tables 1 and 2 Most of the examples in Table 1 are included in [31, 32] (see also [6] ). See [31, pp. 198-200] for some of the examples in Table 2 .
As an example with a parameter, put f := x (The computation time is 114s by A1.) By using Proposition 7, we know that this also gives the b-function of f with an arbitrary a which is not necessarily 
