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1. Introduction
Parsimonious models have become ubiquitous tools to tackle high-dimensional representations with
a small budget of observations. Successful applications may be found in signal processing (see for
instance the pioneering works [13, 12] and references therein), biology (see for instance [3] or [11,
Chapter 1.4] and references therein). These applications have shown that there exists interesting
almost sparse representations in some well chosen basis. Nowadays, in many practical situations,
this sparsity assumption is reasonable.
These important successes have put focus on High-Dimensional Statistics in the past decades
and they may be due to the deployment of tractable algorithms with strong theoretical guarantees.
Among the large panoply of methods, one may have seen emerged `1-regularization which may
have found a fine balance between tractability and performances. Nowadays, sparse regression
techniques based on `1-regularization are a common and powerful tool in high-dimensional settings.
Popular estimators, among which one may point LASSO [27] or SLOPE [10], are known to achieve
minimax rate of prediction and to satisfy sharp oracle inequalities under conditions on the design
such as Restricted Eigenvalue [7, 4] or Compatibility [11, 30].
Recent avances have focused on a deeper understanding of these techniques looking at confi-
dence intervals and testing procedures (see [30, Chapter 6] and references therein) or false discov-
ery rate control (e.g., [3]) for instance. These new results aim at describing the (asymptotic or
non-asymptotic) law of the outcomes of `1-minimization regression. This line of works adresses im-
portant issues encountered in practice. Assessing the uncertainty of popular estimators give strong
guarantees on the estimate produced, e.g., the false discovery rate is controlled or a confidence
interval on linear statistics of the estimator can be given.
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Algorithm 1: LAR algorithm (“recursive” formulation)
Data: Correlations vector Z and variance-covariance matrix R.
/* Given a response variable Y and a design X, we have Z = X>Y and R = X>X */
Result: Sequence ((λk, ık, εk))k≥1 where λ1 ≥ λ2 ≥ . . . > 0 are the knots, and ı1, ı2, . . . are the variables that
enter the model with signs ε1, ε2, . . . (εk = ±1).
/* Define the recursive function Rec() that would be applied repeatedly.
The inputs of Rec() are Z a vector, R a SDP matrix and T a vector. */
Function Rec(R, Z, T):
Compute
λ = max
{j:Tj<1}
{ Zj
1− Tj
}
and i = arg max
{j:Tj<1}
{ Zj
1− Tj
}
.
/* The following recursions are given by (55), (56) and (57). */
Update
x = Ri/Rii
R← R− xR>i
Z ← Z − xZi
T ← T + x(1− Ti)
return (R, Z, T , λ, i)
1 Set k = 0, T = 0, Z = (Z,−Z) and R =
[
R −R
−R R
]
.
/* Use the following recursion function to compute the LAR path. */
2 Update k ← k + 1 and compute
(R,Z, T, λk, ı̂k) = Rec(R, Z, T)
Set ık = ı̂k mod p and εk = 1− 2( ı̂k − ık)/p ∈ ±1.
/* ı̂k is referred to as the “signed” variable, see (3) */
1.1. Least Angle Regression algorithm, Support Selection and FDR
Least Angle Regression (LAR) algorithm has been introduced in the seminal article [14]. This
forward procedure produces a sequence of knots λ1, λ2, . . . based on a control of the residuals in
`∞-norm. This sequence of knots is closely related to the sequence of knots of LASSO [27], as
they differ by only one rule: “Only in the LASSO case, if a nonzero coefficient crosses zero before
the next variable enters, drop it from the active set and recompute the current joint least-squares
direction”, as mentioned in [28, Page 120] or [14, Theorem 1] for instance. We focus on the LAR
algorithm and:
• We present three equivalent formulations of LAR algorithm, see Section A.1;
• As far as we know, Algorithm 1, based on a recursive function, is new.
One specific task is to estimate the support of the target sparse vector, namely identify true
positives in a context of multiple testing procedure. In particular, one may take the support of
LASSO (or SLOPE) solution as an estimate of the support solution. This strategy has been in-
tensively studied in the literature, one may consider [32, 10, 30, 4] and references therein. Support
selection has been studied under the so-called “Irrepresentable Condition” (IC), as presented for
instance in the books [30, Page 53] and [11, Sec. 7.5.1] and also referred to as the “Mutual Inco-
herence Condition” [32]. Under the so-called “Beta-Min Condition”, one may prove [11, 30] that
the LASSO asymptotically returns the true support. In this article, we investigate the existence
of false non-negatives and we present exact non-asymptotic testing procedures, see Section 3.5.
Another recent issue is controling False Discovery Rate (FDR) in high-dimensional setting,
as for instance in [3] and references therein; or the Joint family-wise Error Rate as in [8] and
references therein. In this paper, we investigate the consecutive spacings of knots of the LAR as
testing statistics and we prove an exact FDR control using a Benjamini–Hochberg procedure [5]
in the orthogonal design case, see Section 3.6. Our proof (see Appendix C.7) is based on the Weak
2
Positive Regression Dependency (WPRDS), the reader may consult [9] or the survey [23], and
Knothe-Rosemblatt transport, see for instance [24, Sec.2.3, P.67] or [31, P.20], which is based on
conditional quantile transforms.
1.2. Post-Selection Inference in High-Dimensions with LAR
Consider the simplest linear model where one observes the target β0 ∈ Rp, namely there is no
noise and the design is the identity. In this case, LASSO and LAR give the same knots λ1, λ2, . . .
and LASSO reduces the proximal operator of the `1-norm at point β0 ∈ Rp, see for instance [28,
Chapter 2]. In this simple case, we deduce that the knots are such that
λk = β
0
(k) , (1)
where we have considered the reordering β0(1) ≥ β0(2) ≥ . . . on the entries of the target. Obviously,
this fact is no longer true for general designs in high-dimensions with noise but one may ask
[Q1] What is the joint law of the LAR’s knots λ1, λ2, . . . and how do they relate to the target β0?
We will answer this question in high-dimensions under Gaussian noise assumption in Section 3.1.3
and Section 3.2. Under the so-called “Irrepresentable Check” Condition (AIrr.), the simple fact (1)
can be extended to general design in high-dimensions as we will show that the joint distribution
of the LAR knots is a mixture of Gaussian order statistics, see Theorem 5.
Next, this paper introduces a class of exact tests built from `1-minimization regression in high-
dimensions. Following the original idea of [20], we study tests based on the knots of the LAR’s path.
Note that, conditional on the sequence of indexes selected by LAR, the law of three consecutive
knots has been studied by [20] referred to as the Spacing test (ST) [29], and
[Q2] Can we provide exact testing procedures based on knots that are not consecutive?
A positive answer is given in Section 3.2 and we referred to these new tests are Generalized Spacing
Tests (GST), see Theorem 8 and Remark 11; and, when the noise variance is unknown, Generalized
t-Spacing Tests (GtST), see Theorem 14 and Remark 13
The article [1] proved that Spacing test is unbiased and introduce a Studentized version of this
test. In the same direction, inference after model selection has been studied in several papers,
as [15, 25] and respectively [26] for selective inference and respectively a joint estimate of the noise
level. It raises the following questions.
[Q3] What is the power of the Generalized Spacing Tests?
[Q4] Can we provide exact testing procedures when the noise level is not known, and how do we
estimate the noise level without bias in this case?
We will answer these questions in Section 3.3 and respectively Section 3.5.
The above line of works studies a single test on a linear statistics while one may ask
[Q5] Can we provide an exact control of multiple Spacing Tests?
[Q6] Can we provide an exact false negative testing procedure after model selection?
To the best of our knowledge, this paper is the first to study the joint law and an exact control
of multiple spacing tests of LAR’s knots in a non-asymptotic frame, see Sections 3.2 and 3.6. The
control of the false negatives after model selection is given in Section 3.4 and the procedure is
introduced in Algorithm 2.
One may point others approaches for building confidence intervals and/or testing procedures in
high-dimensional settings as follows. Simultaneous controls of confidence intervals independently
of the selection procedure have been studied under the concept of post-selection constants as
introduced in [6] and studied for instance in [2]. Asymptotic confidence intervals can be build
using the de-sparsified LASSO, the reader may refer to [30, Chapter 5] and references therein. We
also point a recent study [19] of the problem of FDR control as the sample size tends to infinity
using de-biased LASSO.
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1.3. Outline of the paper
Section 2 introduces notation (see a summary in Appendix E), assumptions and variance esti-
mates. The main assumption is based on the condition of “Irrepresentable Check ” (AIrr.) that
can be checked in practice, see Section 2.2. The variance estimates are a key step in our test-
ing procedures: we introduce new variance estimates with useful property to derive exact and
non-asymptotic post-selection laws, see Section 2.3.
Section 3 gives the main results: Section 3.2 describes the joint distribution of the LAR knots as
a mixture of Gaussian order statistics and the main test, the orthogonal case being considered in
Section 3.3. Control of false negative in a post selection inference with estimation of the variance
is presented in Section 3.5. A procedure of control of the false discovery rate in the orthogonal
case is presented in Section 3.6.
An illustration of our method, both on simulated data and on real data, is presented in Section 4.
2. Assumptions, Variance Estimations and Admissible Procedures
2.1. Notation and Least Angle Regression (LAR)
2.1.1. Linear model in high-dimensions
Consider the linear model in high-dimensions where the number of observations n may be less
than the number of predictors p. We denote by Y ∈ Rn the response variable and we assume that
Y = Xβ0 + η ∼ Nn(Xβ0, σ2Idn) , (2)
where η ∼ Nn(0, σ2Idn) is some Gaussian noise, the noise level σ > 0 may be known or that has
to be estimated depending on the context, and X ∈ Rn×p has rank r. Consider the Least Angle
Regression (LAR) algorithm where we denote by (λk)k≥1 the sequence of knots and by (ık, εk)k≥1
the sequence of variables ık ∈ [p] and signs εk ∈ {±1} that enter the model along the LAR path,
see for instance [28, Chapter 5.6] or [14] for standard description of this algorithm. We recall this
algorithm in Algorithm 3 and we present equivalent formulations in Algorithm 4 (using orthogonal
projections) and Algorithm 1 (using a recursion). The interested reader may find their analysis
in Appendices A and B. In particular, we present here Algorithm 1 that consists in three lines,
applying the same function recursively.
2.1.2. Signed variables of LAR
We give some notation that we will be useful. We denote by ( ı̂1, . . . , ı̂k) ∈ [2p]k the “signed ”
variables that enter the model along the LAR path with the convention that
ı̂k := ık + p
(1− εk
2
)
, (3)
so that ı̂k ∈ [2p] is a useful way of encoding both the variable ık ∈ [p] and its sign εk = ±1 as used
in Algorithm 1. We denote by Z := X>Y the vector such that Zk is the scalar product between the
k-th predictor and the response variable, and we denote by σ2R its variance-covariance matrix.
For sake of presentation, we may consider the 2p-vector
Z := (Z,−Z) = (X>Y,−X>Y ) , (4)
whose mean is given by
µ0 := (Rβ0,−Rβ0) = (X>Xβ0,−X>Xβ0) = (µ0,−µ0) , (5)
and its variance-covariance matrix is σ2R with
R =
[
R −R
−R R
]
=
[
X>X −X>X
−X>X X>X
]
. (6)
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We also denote by
◦ ı̂1, . . . , ı̂k, the first k signed variables entering the LAR,
◦ i1, . . . , ik, a generic value of the sequence above,
◦ ı1, . . . , ık, the first k variables entering the LAR,
◦ j1, . . . , jk, a generic value of the sequence above,
◦ ε1, . . . , εk, the first k signs of the coefficients of the variables entering in the LAR,
◦ s1, . . . , sk, a generic value of the sequence above.
The quantities above are related by (3) and
ik := jk + p
(1− sk
2
)
. (7)
2.1.3. Models and the K notation
We are interested in selecting the true support S0 of β0, where the support is defined by
S0 :=
{
k ∈ [p] : β0k 6= 0
}
.
To estimate this support, we will consider the models that appear along the LAR’s path: the
selected model Ŝ would be chosen among the family of nested models
{ı1}︸︷︷︸
S
1
⊂ {ı1, ı2}︸ ︷︷ ︸
S
2
⊂ · · · ⊂ {ı1, ı2, . . . , ık}︸ ︷︷ ︸
S
k
⊂ · · · ⊂ {ı1, ı2, . . . , ıK}︸ ︷︷ ︸
S
K
, (8)
where K denotes the maximal model size. Respectively, denote
{0} =: H0 ⊂ H1 ⊂ · · · ⊂ Hk := Span(Xı1 , . . . , Xık) ⊂ · · · ⊂ HK , (9)
the corresponding family of nested subspaces of Rn. Once the model has been selected, we will
construct tests based on the K + 1 first knots of the LAR.
Throughout this paper, we assume that
K is fixed and such that 1 ≤ K < min(n− 3, r) where r = rank(X) . (10)
In practice,K can be considerably much smaller than n. Our analysis is conditional on ( ı̂1, . . . , ı̂K+1)
and in this spirit it can be referred to as a “Post-Section ” procedure, see e.g. [25, 29, 28].
2.2. Irrepresentable Check on the Active sets
We define the set of Active Sets AK as all the sequences i1, . . . , iK of signed variables such that
j1, . . . , jK are pairwise different, where the j’s are defined by (7), namely
AK :=
{
(i1, . . . , iK) ∈ [2p]K : j1, . . . , jK are pairwise different
}
.
Sometimes it would be useful to consider AK+1, the set of active sets of size K + 1. We introduce
Irrepresentable Check which is the only assumption on the design and the selected active set in
most of our results.
Definition 1 (Irrepresentable Check). An active set (i1, . . . , iK) ∈ AK said to satisfy the Irrep-
resentable Check condition if
∀k ∈ [K] , ∀j /∈ T k := {j1, . . . , jk}, X>j XTk
(
X>TkXTk
)−1
sk < 1 , (AIrr.)
where jk and sk are defined from ik using (7). By a small abuse of notation we will denote by (AIrr.)
the set of sequences (i1, . . . , iK) that satisfy this property.
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In our procedures and theoretical results, we will limit our attention to sequences of chosen
variables ı̂1, . . . , ı̂K by LAR that satisfy (AIrr.). A particular case is when the property is true for
all possible active sets. This is equivalent to the Irrepresentable Condition that we recall here.
Definition 2 (Irrepresentable Condition of order K). The design matrix X satisfies the Irrepre-
sentable Condition of order K if and only if
∀S ⊂ [p] s.t. #S ≤ K, max
j∈[p]\S
max
||v||∞≤1
X>j XS
(
X>S XS
)−1
v < 1 , (Irrep.)
where Xj denotes the jth column of X and XS the sub-matrix of X obtained by keeping the columns
indexed by S.
Remark 1. Note that the “Irrepresentable Condition” is a standard condition, as presented for
instance in the books [30, Page 53] and [11, Sec. 7.5.1] and also referred to as the “Mutual Inco-
herence Condition” [32].
Remark 2. This condition has been intensively studied in the literature and it is now well es-
tablished that some random matrix models satisfies it with high probability. For instance, one
may refer to the article [32] where it is shown that a design matrix X ∈ Rn×p whose rows are
drawn independently with respect to a centered Gaussian distribution with variance-covariance
matrix satisfying (Irrep.) (for instance the Identity matrix) satisfies (Irrep.) with high probability
when n & K log(p−K), where & denotes an inequality up to some multiplicative constant.
In practice, the Irrepresentable Condition (Irrep.) is a strong requirement on the design X and,
additionally, this condition cannot be checked in polynomial time. One important feature of our
results is that we do not require Irrepresentable Condition (Irrep.) but the weaker requirement
Irrepresentable Check (AIrr.) on the selected active set. Namely, we would assume that
For K defined by (10), ( ı̂1, . . . , ı̂K) satifies (AIrr.) . (Assumption)
Given ( ı̂1, . . . , ı̂K), note that this condition can be checked in polynomial time.
Example 3. Taking the (signed ) variables entering the model with LAR on a iid Gaussian de-
sign and response variable a centered Gaussian vector with iid entries on 10, 000 Monte-Carlo
repetitions, we draw the law of the maximal order Kmax for which Irrepresentable Check holds in
Figure 1. For example, we found that for p = 1, 000 and n = 100 (with ratio n/p = 0.1) resp.
n = 500 (with ratio n/p = 0.5), Irrepresentable Check (AIrr.) of order Kmax holds when Kmax is
about Kmax ' 0.16× n = 16 resp. Kmax ' 0.12× n = 60, see Figure 1.
Figure 1: Taking the (signed ) variables entering the model with LAR on a iid Gaussian design and
response variable a centered Gaussian vector with iid entries on 10, 000 Monte-Carlo repetitions, we
draw the law of the maximal order K for which Irrepresentable Check holds. In these experiments,
we have p = 1, 000 predictors and n = 100 (left) n = 500 (right) observations, and we find that
Kmax ∈ [10, 27] (left) and Kmax ∈ [39, 81] (right) for 95% of the values.
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Irrepresentable Check: an equivalent formulation
Now, we can define
∀(i1, . . . , ik) ∈ [2p]k, θj(i1, . . . , ik) :=
(
Rj,i1 · · ·Rj,ik
)
M−1i1,...,ik(1, . . . , 1) , (11)
where (1, . . . , 1) is the column vector of size k whose entries are equal to one; σ2Mi1,...,ik is the
variance-covariance matrix of the vector (Zi1 , · · · , Zik) and (Rj,i1 · · ·Rj,ik) is a row vector of size k.
Note that Mi1,...,ik is the submatrix of R obtained by keeping the columns and the rows indexed
by {i1, . . . , ik}, namely
Mi1,...,ik := (Ri,j)i,j=i1,...,ik . (12)
Remark that
θj(i1, . . . , ik) = E
[
Zj | Zi1 = 1, . . . , Zik = 1
]
,
when EZ = 0. Then Proposition 1 shows that the Irrepresentable Condition (Irrep.) of order K
is equivalently given by
∀k ≤ K, ∀(i1, . . . , ik) ∈ [2p]k, ∀j /∈ {i1, . . . , ik} , θj(i1, . . . , ik) < 1 , (13)
where θj(i1, . . . , ik) is given by (11).
Proposition 1. Let X and R be defined by (6) then the following assumptions are equivalent:
• the design matrix X satisfies (Irrep.) of order K,
• the variance-covariance matrix R satisfies (13) of order K.
Furthermore, they imply that for all (i1, . . . , iK) ∈ AK it holds
max
[
max
j 6=ı̂1
θj(ı1), . . . , max
j 6=i1,...,iK
θj(i1, . . . , iK)
]
< 1
which is an equivalent formulation of (i1, . . . , iK) satisfying (AIrr.).
Proof. Let S = {j1, . . . , jk} ⊂ [p] and j ∈ [2p] \ S. Let v = (v1, . . . , vk) ∈ {−1, 1}k and define
i` = j` + p(1− v`)/2 for ` ∈ [k]. Note that
θj(i1, . . . , ik) =
(
Rj,i1 · · ·Rj,ik
)
M−1i1,...,ik(1, . . . , 1)
=
[
X>j XSDiag(v)
]
M−1i1,...,ik(1, . . . , 1)
=
[
X>j XSDiag(v)
]
M−1i1,...,ik
[
Diag(v)v
]
= X>j XS
[
Diag(v)M−1i1,...,ikDiag(v)
]
v
= X>j XS
(
X>S XS
)−1
v .
Now, observe that
max
||v||∞≤1
v>
(
X>S XS
)−1
X>S Xj = max
v∈{−1,1}k
X>j XS
(
X>S XS
)−1
v ,
showing the equivalence between the two assumptions.
Remark 4. One may require that the design is “ normalized” so that Ri,i = 1, namely its columns
have unit Euclidean norm. Under this normalization, one can check that R satisfies (Irrep.) of
order K = 1. Hence, up to some normalization, one can always assume (Irrep.) of order K = 1.
Remark 5. When computing the LAR path, one has to compute the values X>j XSk
(
X>
S
kXSk
)−1
εk,
see for instance Algorithm 3 or Algorithm 4, where these values are given by θ as shown by Propo-
sition 1. It implies that, in practice, along the LAR’s path, one witnesses the maximal order K
for which Irrepresentable Check holds.
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2.3. Variance Estimates
In our analysis, we introduce two independent estimates of the variance, namely σ̂2select to select the
model and σ̂2test to perform post-selection test. The budget devoted to estimation of the variance
is n− (K + 1) and we can divide it equitably into n1 and n2, namely
n = n1 + n2 + (K + 1) with |n1 − n2| ≥ 1 .
Let us fix, for the moment j1, . . . , jK+1 the indexes that are putative indices for the selected
variables. Let P⊥K+1 be the orthogonal projector on the orthogonal toXj1 , . . . , XjK+1 . For ` positive
define V` := Span(e1, . . . , e`) where ei is the ith vector of the canonical basis. It is easy to check
that we can find some ` such that
E1 := P
⊥
K+1(V`) has dimension n1.
We set also
E2 := E
⊥
1 ∩ (Span(Xj1 , . . . , XjK+1))⊥ that has dimension n2,
and
σ̂
j1,...,jK+1
select :=
||PE1Y ||2√
n1
, σ̂
j1,...,jK+1
test :=
||PE2Y ||2√
n2
. (14)
By a small abuse of notation, we can also index the estimator above by signed indexes i1, . . . , iK+1.
Eventually we set
σ̂select := σ̂
ı1,...,ıK+1
select and σ̂test := σ̂
ı1,...,ıK+1
test ,
the estimates of the standard deviation σ.
2.4. Admissible Selection Procedures
Note that choosing a model Ŝ is equivalent to choosing a model size m̂ so that
Ŝ =
{
ı1, ı2, . . . , ım̂
}
. (15)
Our procedure is flexible on this point and it allows any choice of m̂ as long as the following
property (A Stop) is satisfied
Stopping Rule: The estimated model size m̂ is a “stopping time”: m̂ ∈ [K − 1] and
1{m̂≤a} is a measurable function of (λ1, . . . , λa, ı̂1, . . . , ı̂K+1, σ̂select) , (A Stop)
for all a ∈ [K − 1].
In other words, the decision to select a model of size {m̂ = a} depends only on the a first variables
entering LAR and on σ̂select. Of course, when σ2 is known, σ̂select can be removed from (A Stop).
Remark 6. Let us give an example to show that (A Stop) implies some restriction. Suppose for
example that we want to decide wether the target β0 is two sparse or one sparse. A natural rule
is to look at the second knot λ2, if “ λ2 > (some threshold)” chose m = 2 otherwise m = 1 . This
rule does not meet (A Stop), since looking at λ2 we can choose only sizes m greater or equal to 2.
In the sequel, we will present some examples of such “stopping time ” procedures, see Section 4.1.
Denote by Pk(Y ) (resp. P⊥k (Y )) the orthogonal projection of the observation Y onto Hk (resp.
the orthogonal of Hk) for all k ≥ 1 where Hk are defined by (9). A class of selection procedures
satisfying (A Stop) is given by
1{m̂≤a} = h(Pa(Y ), σ̂select) ,
where h is any measurable function. These procedures decide to stop at {m̂ = a} based on the
information given by Pa(Y ).
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Once one has selected a model of size m̂, one may be willing to test if Ŝ contains the true
support S0 by considering the null hypothesis
H0 : “S0 ⊆ Ŝ ” ,
namely there is no false negatives. Equivalently, one aim at testing the null hypothesis
H0 : “Xβ0 ∈ Hm̂ ” , (16)
at an exact significance level α ∈ (0, 1), where (Ha)K−1a=0 is defined by (9).
Remark 7. This hypothesis is not standard since (Ha)K−1a=1 are random subspaces. This hypothesis
has to be understood in the framework of selective testing, namely the hypothesis is considered
conditional on the selection event {m̂ = a, ı̂1 = i1, . . . , ı̂K = iK}, for some fixed a ∈ [K − 1].
Conditional on the event, note that Ha is constant. By convention, we may consider the case a = 0,
that is testing the global nul hypothesis.
3. Exact Controls using Least Angle Regression: Main Results
3.1. Key notion: the “frozen” knots and means
We introduce some useful notation referred to as the frozen random variables. These random
variables are defined for a generic sequence i1, . . . , iK+1 of signed variables.
3.1.1. Frozen knots
An interesting feature of the LAR’s knots is that they have a simple expression onto the partitioning
given by the identity ∑
(i1,...,iK)∈AK
1{̂ı1=i1,...,̂ıK=iK} = 1 almost surely .
For instance, as we will see in (21), it holds that
∀k ∈ [K] , λk =
∑
(i1,...,ik)∈Ak
1{̂ı1=i1,...,̂ık=ik} Z
i1,...ik−1
ik︸ ︷︷ ︸
=:λfk
,
giving the definition of the frozen knots λfk below. In the same spirit, we will define the frozen
means mfk by (23). These means are the building blocks of any hypotheses tested along the LAR
as we will see in Proposition 2 and Theorem 5.
Given K as defined in (10) and fixed i1, . . . , iK+1 ∈ [2p], one may define
∀j s.t. θj(i1, . . . , ik) 6= 1 , Z(i1,...,ik)j :=
Zj −Πi1,...,ik(Zj)
1− θj(i1, . . . , ik) , (17)
where
Πi1,...,ik(Zj) :=
(
Rj,i1 · · ·Rj,ik
)
M−1i1,...,ik(Zi1 , . . . , Zik) (18)
and θ given by (11). When EZ = 0, one may remark that Πi1,...,ik(Zj) is the regression of Zj on
the vector (Zi1 , · · · , Zik) whose variance-covariance matrix is σ2Mi1,...,ik , namely
When EZ = 0 , Πi1,...,ik(Zj) =
(
Rj,i1 · · ·Rj,ik
)
M−1i1,...,ik(Zi1 , . . . , Zik) = E
[
Zj |Zi1 , · · · , Zik
]
.
From this point, we can introduce
∀k ≥ 0, λ(i1,...,ik)k+1 := max
j:θj(i1,...,ik)<1
Z
(i1,...,ik)
j , (19)
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and we emphasize that
∀k ≥ 0, λk+1 1{̂ı1=i1,...,̂ık=ik} = λ(i1,...,ik)k+1 1{̂ı1=i1,...,̂ık=ik} , (20)
as proven in Appendix A.3 (Eq. (52)) and Proposition 3. We are now able to define the “frozen”
values of the knots by
λf1 := Zi1 , . . . , λ
f
K+1 := Z
i1,...iK
iK+1
. (21)
They are the Gaussian variables that coincide with λ1, λ2, · · · , λK+1 when the random indices
ı̂1, ı̂2, . . . , ı̂K+1 take the particular values i1, i2, . . . , iK+1.
3.1.2. Mean and centering of the frozen knots
Now, denote
∀y ∈ Rn , P (i1,...,ik)(y) = (Xj1 · · ·Xjk)M−1j1,...,jk(X>j1 , . . . , X>jk) y (22)
the orthogonal projection onto Span(Xj1 , . . . , Xjk). Note that
Pk 1{̂ı1=i1,...,̂ık=ik} = P
(i1,...,ik) 1{̂ı1=i1,...,̂ık=ik} ,
P⊥k 1{̂ı1=i1,...,̂ık=ik} =
(
Idn − P (i1,...,ik)
)
1{̂ı1=i1,...,̂ık=ik} ,
and for all i ∈ [2p] , Πi1,...,ik(Zi) = s〈Xj , P (i1,...,ik)(Y )〉 ,
where i = j + p(1− s)/2. The mean mfk and standard deviation σ ρfk of λfk are important values
defined for all k ∈ [K],
mk 1{̂ı1=i1,...,̂ık=ik} = m
f
k 1{̂ı1=i1,...,̂ık=ik} ,
ρk 1{̂ı1=i1,...,̂ık=ik} = ρ
f
k 1{̂ı1=i1,...,̂ık=ik} ,
with
mfk =
sk〈Xjk ,
(
Idn − P (i1,...,ik)
)
Xβ0〉
1− θik(i1, . . . , ik−1)
, (23)
ρfk =
√
〈Xjk ,
(
Idn − P (i1,...,ik)
)
Xjk〉
1− θik(i1, . . . , ik−1)
, (24)
and this definition is equivalent to (28) and (29), see Section 3.2. Recall that µ0 = Rβ0 as defined
in (5) and note that
mfk = 0 ⇔ µ0ik −Πi1,...,ik−1(µ0ik) = 0 ⇔ 〈Xjk ,
(
Idn − P (i1,...,ik)
)
Xβ0〉 = 0 , (25)
which is implied when the true support S0 of β0 is included in S
k
, defined by (8). It shows the
next proposition.
Proposition 2. For fixed 0 ≤ a ≤ K−1, conditional on the selection event {̂ı1 = i1, . . . , ı̂K = iK},
the hypothesis
H0 : “Xβ0 ∈ Ha”
implies that mfk = 0 for all a < k ≤ K, namely (Z(i1,...,ia)ia+1 , . . . , Z
(i1,...,iK−1)
iK
) is centered.
This proposition is important to define the hypothesis under consideration, see also Remark 7.
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3.1.3. One key result: characterization of the selection event
Regarding the joint law of frozen knots, one has the following important proposition whose proof
can be found in Section C.1.
Proposition 3. Let (i1, . . . , iK , iK+1) ∈ AK+1, namely a fixed active set of size K + 1.
• It holds that
(Z
(i1,...,ik+1)
j )j 6=i1,...,ik+1 ⊥ Z(i1,...,ik)ik+1 ⊥ Z
(i1,...,ik−1)
ik
⊥ · · · ⊥ Z(i1)i2 ⊥ Zi1
are mutually independent, for any k ∈ [K]. And it holds that
σ̂
i1,...,iK+1
select ⊥ σ̂i1,...,iK+1test ⊥ Z(i1,...,iK)iK+1 ⊥ Z
(i1,...,iK−1)
iK
⊥ · · · ⊥ Z(i1)i2 ⊥ Zi1 . (26)
• If (i1, . . . , iK) satisfies (AIrr.) then{̂
ı1 = i1, . . . , ı̂k+1 = ik+1
}
=
{
λ
(i1,...,ik)
k+1 = Z
(i1,··· ,ik)
ik+1
≤ Z(i1,··· ,ik−1)ik ≤ · · · ≤ Z
(i1)
i2
≤ Zi1
}
=
{
λ
(i1,...,ik)
k+1 = Z
(i1,··· ,ik)
ik+1
≤ Z(i1,··· ,ik−1)ik ≤ · · · ≤ Z
(i1,··· ,ia)
ia+1
≤ Z(i1,··· ,ia−1)ia = λ(i1,...,ia−1)a
}⋂{
λk+1 = Z
(i1,··· ,ik)
ik+1
, . . . , λa = Z
(i1,··· ,ia−1)
ia
}⋂{̂
ı1 = i1, . . . , ı̂a = ia
}
,
for any 0 ≤ a < k ≤ K with the convention λ0 =∞.
From Proposition 3 we know that frozen values of the knots Zi1 , Z
(i1)
i2
, · · · , Z(i1,...,iK−1)iK , Z
(i1,...,iK)
iK+1
are independent with Gaussian distribution. The properties above are the basis of our reasoning.
Remark that if we condition by λfK+1 = `K+1, because of the independence above, the distri-
bution of the other frozen variables Zi1 , Z
(i1)
i2
, · · · , Z(i1,...,iK−1)iK and σ̂
i1,...,iK+1
select , σ̂
i1,...,iK+1
test remain
unchanged.
From Proposition 3, we may understand how the LAR selects a support.
Proposition 4. Assume that the design X is such that Irrepresentable Condition (Irrep.) of
order K holds. Almost surely, one has
• Among all possible sets (i1, . . . , iK) ∈ AK , there is one and only one such that
max
iK+1 6=i1,...,iK
Z
(i1,··· ,iK)
iK+1
≤ Z(i1,··· ,iK−1)iK ≤ · · · ≤ Z
(i1)
i2
≤ Zi1 ; (27)
• this set is the selected set by LAR, namely ı̂1 = i1, . . . , ı̂K = iK ;
• and it holds for all (i1, . . . , iK) ∈ AK ,
P
(̂
ı1 = i1, . . . , ı̂K = iK
)
= P
(
max
iK+1 6=i1,...,iK
Z
(i1,··· ,iK)
iK+1
≤ Z(i1,··· ,iK−1)iK ≤ · · · ≤ Z
(i1)
i2
≤ Zi1
)
.
Proof. Note that (Irrep.) implies (AIrr.) by Proposition 1. Then apply the second point of Propo-
sition 3 to conclude.
Finding the set ı̂1 = i1, . . . , ı̂K = iK selected by LAR may be related to a combinatorial search
testing (27) among all possible candidates (i1, . . . , iK) ∈ AK . Under Irrepresentable Condition,
this support selected by LAR is given by (27) which can be seen as the extension of (1) introduc-
ing [Q1].
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3.2. Main results: joint law and post-selection tests construction
We assume that K is defined as in (10). Except in Section 3.5, σ2 is assumed to be known.
Let ( ı̂1, . . . , ı̂K) be the first signed variables entering along the LAR path. In this section, we are
interested in the joint law of the LAR’s knots (λ1, . . . , λK) conditional on λK+1 and ( ı̂1, . . . , ı̂K).
To define this joint law, we need to the centering parameters mk by (see also (23))
mk :=
µ0ı̂k −
(
Rı̂k ,̂ı1 · · ·Rı̂k ,̂ık−1
)
M−1ı̂1,...,̂ık−1
(
µ0ı̂1 , · · · , µ0ı̂k−1
)
1− θk−1ı̂k
, (28)
the first standard deviation σρ1 with ρ1 :=
√
Rı̂1 ,̂ı1 , and the others σρk by (see also (24))
ρ` :=
√
Rı̂` ,̂ı` −
(
Rı̂` ,̂ı1 · · ·Rı̂` ,̂ı`−1
)
M−1ı̂1,...,̂ı`−1
(
Rı̂` ,̂ı1 , · · · , Rı̂` ,̂ı`−1
)
1− θ`−1ı̂`
for 2 ≤ ` ≤ K + 1 , (29)
where
θ`−1 := θ( ı̂1, . . . , ı̂`−1) , for 2 ≤ ` ≤ K + 1 ,
is defined by (11) and Mı̂1,...,̂ı`−1 is defined by (12).
Theorem 5 (Conditional Joint Law of the LAR Knots). Let (λ1, . . . , λK , λK+1) be the first knots
and let ( ı̂1, . . . , ı̂K , ı̂K+1) be the first variables entering along the LAR path. If ( ı̂1, . . . , ı̂K) satis-
fies (AIrr.) then, conditional on { ı̂1, . . . , ı̂K , λK+1}, the vector (λ1, . . . , λK) has law with density
(w.r.t. the Lebesgue measure)
Q−1( ı̂1,...,̂ıK ,λK+1)
( K∏
k=1
ϕmk,v2k(`k)
)
1{`1≥`2≥···≥`K≥λK+1} at point (`1, `2, . . . , `K) ,
where Q( ı̂1,...,̂ıK ,λK+1) is a normalizing constant, ϕmk,v2k is the standard Gaussian density with
mean mk and variance v2k := σ
2ρ2k as in (28) and (29).
Proof. From the definition of the Gaussian random variable Z(i1,...,ik−1)ik in (17) one can deduce
that its mean mk is given by (28) and its standard deviation vk by (29), considering putative
indices for the selected variables. Furthermore by the first point of Proposition 3 we know that
these variables are independent. We deduce that their joint density (Zi1 , Z
(i1)
i2
, . . . , Z
(i1,...,iK−1)
iK
) is
K∏
k=1
ϕmk,v2k(`k) ,
with respect to the Lebesgue measure. Now, we are conditional on
E := {̂ı1 = i1, . . . , ı̂K = iK , ı̂K+1 = iK+1, λK+1} ,
and (i1, . . . , iK) satisfies (AIrr.), Proposition 3 implies E =
{
λK+1 ≤ Z(i1,...,iK−1)iK ≤ · · · ≤ Zi1
}
,
and on this event E it holds
(Zi1 , Z
(i1)
i2
, . . . , Z
(i1,...,iK−1)
iK
) = (λ1, λ2, . . . , λK) . (30)
Conditional on E , the joint density of (Zi1 , Z(i1)i2 , . . . , Z
(i1,...,iK−1)
iK
) is proportional to
( K∏
k=1
ϕmk,v2k(`k)
)
1{`1≥`2≥···≥`K≥λK+1} , (31)
with respect to the Lebesgue measure and by (30) it is the conditional density of the knots. Since
this conditional density does not depend on iK+1, one can de-condition on ı̂K+1.
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A useful consequence of this theorem is that one can explicitly describe the joint law of the
LAR’s knots after having selected a support Ŝ of size m̂ with any procedure satisfying (A Stop).
In the sequel, we denote
Fi := Φi(λi) := Φ
( ·
σρi
)
and Pi,j := Φi ◦ Φ−1j , for i, j ∈ [K + 1] , (32)
where Φk(·) is the CDF of the centered Gaussian law with variance σ2ρ2k for k ≥ 1, λ0 = ∞ and
F0 = 1 by convention.
Proposition 6. Let a ∈ N be such that 0 ≤ a ≤ K − 1. Let m̂ be a selection procedure satisfy-
ing (A Stop). Under the conditions of Theorem 5, under the null hypothesis
H0 : “Xβ0 ∈ Ha” , (33)
and conditional on the selection event
{
m̂ = a, Fa, FK+1, ı̂1, . . . , ı̂K , ı̂K+1
}
, (Fa+1, . . . , FK) is uni-
formly distributed on
Da+1,K :=
{
(fa+1, . . . , fK) ∈ RK−a :
Pa+1,a(Fa) ≥ fa+1 ≥ Pa+1,a+2(fa+2) ≥ · · · ≥ Pa+1,K(fK) ≥ Pa+1,K+1(FK+1)
}
,
where Pi,j are described in (32).
A proof of this corollary can be found in Appendix C.2.
Remark 8. The previous statement is consistent with the case a = 0 corresponding to the global
null hypothesis H0 : “Xβ0 = 0” (or equivalently EZ = 0).
Therefore, if Z is centered then, conditional on FK+1, (F1, . . . , FK) is uniformly distributed on
D1,K :=
{
(f1, . . . , fK) ∈ RK : 1 ≥ f1 ≥ P1,2(f2) ≥ · · · ≥ P1,K(fK) ≥ P1,K+1(FK+1))
}
.
Remark 9. In the orthogonal case where R = Id, note that θj(i1, . . . , i`) = 0 for all ` ≥ 1 and
all i1, . . . , i` 6= j, ρj = 1 and Pi,j(f) = f . We recover that D1,K is the set of order statistics
1 ≥ f1 ≥ f2 ≥ . . . ≥ fK ≥ Φ(λK+1/σ) .
In this case, knots λi are Gaussian order statistics λ1 = Zı̂1 ≥ λ2 = Zı̂2 ≥ . . . ≥ λK = Zı̂K ≥ λK+1
of the vector Z.
From Theorem 5, we deduce several testing statistics. To this end, we introduce some notation.
Define
Iab(s, t) :=
P(a+1),a(s)∫
P(a+1),b(t)
dfa+1
P(a+2),(a+1)(fa+1)∫
P(a+2),b(t)
dfa+2
P(a+3),(a+2)(fa+2)∫
P(a+3),b(t)
dfa+3 · · ·
P(b−1),(b−2)(fb−2)∫
P(b−1),b(t)
dfb−1 (34)
for 0 ≤ a < b and s, t ∈ R , with the convention that Iab = 1 when b = a+ 1 ,
and also
Fabc(t) := 1{λc≤t≤λa}
Φb(t)∫
Φb(λc)
Iab(Fa, fb) Ibc(fb, Fc) dfb (35)
for 0 ≤ a < b < c ≤ K + 1 , t ∈ R where Fa = Φa(λa) and Fc = Φc(λc).
On the numerical side, note that this quantity can be computed using Quasi Monte Carlo (QMC)
methods as in [17, Chapter 5.1] or Appendix D. The function Fabc gives the CDF of λb conditional
on λa, λc and on some selection event, as shown in the next proposition.
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Figure 2: Observed empirical law of α̂abc over 5, 000 Monte-Carlo repetitions with n = 200 and
p = 300. We considered a designX ∈ Rn×p with independent column vectors uniformly distributed
on the sphere and an independent y ∈ Rn with i.i.d. standard Gaussian entries, and we computed
the indexes ( ı̂1, . . . , ı̂n) and the knots (λ1, . . . , λn) entering the model with LAR. The displays
are the empirical CDF of the α̂abc. We observe a perfect fit with the uniform distribution: the
conditional law of the LAR’s knots obtained theoretically is numerically validated.
Proposition 7. Let a, b, c be such that 0 ≤ a < b < c ≤ K + 1. Let (λ1, . . . , λK , λK+1) be the
first knots and let ( ı̂1, . . . , ı̂K) be the first variables entering along the LAR path. If ( ı̂1, . . . , ı̂K)
satisfies (AIrr.) and m̂ is chosen according to a procedure satisfying (A Stop) then under the null
hypothesis
H0 : “Xβ0 ∈ Ha ” ,
it holds that
P
[
λb ≤ t | m̂ = a, λa, λc, ı̂a+1, . . . , ı̂c−1
]
=
Fabc(t)
Fabc(λa)
. (36)
A proof of this proposition can be found in Appendix C.3.
Remark 10. Note that for a fixed a ∈ [K − 1], the deterministic m̂deter. = a is a procedure
satisfying (A Stop) and Proposition 7 holds true with that selection procedure m̂deter..
It shows that if ( ı̂1, . . . , ı̂K) satisfies (AIrr.) then, under the null hypothesis H0 : “Xβ0 ∈ Ha ”,
it holds that
P
[
λb ≤ t | λa, λc, ı̂a+1, . . . , ı̂c−1
]
=
Fabc(t)
Fabc(λa)
, (37)
for any 0 ≤ a < b < c ≤ K + 1.
From this point, we derive an exact p-value α̂abc in the next theorem.
Theorem 8. Let a, b, c be such that 0 ≤ a < b < c ≤ K + 1. Let (λ1, . . . , λK , λK+1) be the
first knots and let ( ı̂1, . . . , ı̂K) be the first variables entering along the LAR path. If ( ı̂1, . . . , ı̂K)
satisfies (AIrr.) and m̂ is chosen according to a procedure satisfying (A Stop) then under the null
hypothesis
H0 : “Xβ0 ∈ Ha ” ,
and conditional on the selection event
{
m̂ = a
}
it holds that
α̂abc = α̂abc(λa, λb, λc, ı̂a+1, . . . , ı̂c−1) := 1− Fabc(λb)
Fabc(λa)
∼ U(0, 1) , (38)
namely, it is uniformly distributed over (0, 1).
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Proof. From Proposition 7 we know that underH0 and conditional on the selection event
{
m̂ = a
}
,
Eq. (36) gives the conditional cumulative distribution function of λb. As a consequence and under
the same conditioning, one has
Fabc(λb)
Fabc(λa)
∼ U(0, 1).
Finally considerations of distribution under the alternative show that to obtain a p-value we must
consider the complement to 1 of the quantity above.
This theoretical result can be numerically illustrated in Figure 2. Note that we have a perfect fit
with the uniform law: the conditional law of the LAR’s knots obtained theoretically is numerically
validated1.
This testing statistic generalizes previous testing statistics that appeared in “Spacing Tests”, as
presented in [29, Chapter 5] for instance, and will be referred to as the Generalized Spacing test.
Remark 11. If one considers a = 0, b = 1 and c = 2 then one gets
α̂012 = 1− Φ1(λ1)− Φ1(λ2)
Φ1(λ0)− Φ1(λ2) =
1− Φ1(λ1)
1− Φ1(λ2) .
Similarly, taking b = a+ 1 and c = a+ 2 one gets
α̂a(a+1)(a+2) =
Φa+1(λa+1)− Φa+1(λa)
Φa+1(λa+2)− Φa+1(λa) .
which is the spacing test as presented in [29, Chapter 5].
One can consider the following testing procedures
Sabc := 1{α̂abc≤α} , (39)
that rejects if the p-value α̂abc is less than the level α of the test. One may remark that
the p-value α̂abc detects abnormally large values of λb conditional on (λa, λc).
3.3. Power studies
One may investigate the power of these tests detecting false negatives, namely alternatives given
by: there exists k ∈ S0 such that k /∈ {ı1, . . . , ıa}. In particular, what is the most powerful test
among these latter (39) testing procedures?
3.3.1. Theoretical result on power for the orthogonal design case
A comprehensive study in the orthogonal case is given by the following theorem.
Theorem 9. Assume that the design is orthogonal, namely R = Idp. Let a0 be s.t. 0 ≤ a0 ≤ K−1.
If m̂ is chosen according to a procedure satisfying (A Stop) then under the null hypothesis
H0 : “Xβ0 ∈ Ha0 ” ,
and conditional on the selection event
{
m̂ = a0
}
, it holds the test Sa0,a0+1,K+1 is uniformly most
powerful than any of the tests Sa,b,c for a0 ≤ a < b < c ≤ K + 1.
The proof of this result is given in Appendix C.4. It shows that the best choice among the
tests (Sa,b,c)a0≤a<b<c≤K+1 is
the test Sa0,a0+1,K+1 with the smallest a and the largest c.
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Figure 3: CDF of p-values α̂abc over 3, 000 Monte-Carlo iterations and a random design X given by
p = 300 independent column vectors uniformly distributed on the Euclidean sphere S199 (n = 200).
Central panel represents alternative composed by 2-sparse vector, right panel alternative composed
by 2-sparse vector 5 times larger while left panel corresponds to the null.
3.3.2. Numerical studies on power for the general design case
In the orthogonal design case, Theorem 9 shows that the test based on α̂a,a+1,K+1 is uniformly
more powerful than tests based on α̂x,y,z with a ≤ x < y < z ≤ K + 1. Numerical experiments
on the power of these tests are presented in Figure 3 and they witness the same phenomenon for
Gaussian designs. It presents the CDF of the p-value α̂abc under the null and under two 2-sparse
alternatives, one with low signal and one with 5 times more signal. Numerical results show that
all the tests are exact (leftmost panel) and the test S125 is the most powerful. More precisely, it
holds, as proved in the orthogonal case by Theorem 9 (and its proof), that
• α̂125 4 α̂124 4 α̂123;
• α̂125 4 α̂135 4 α̂235 4 α̂234;
• α̂125 4 α̂135 4 α̂145 4 α̂245.
where 4 denotes stochastic ordering. In the proof of Theorem 9 it is shown that
α̂ab(c+1) 4 α̂abc and α̂a(b−1)c 4 α̂abc and α̂(a−1)bc 4 α̂abc ,
for orthogonal designs.
3.4. Exact false negative testing after model selection
We get back to the general design case. Given α ∈ (0, 1) and using Theorem 8, one can consider
the following exact testing procedure at level α on false negatives, see the pseudo-code in Algo-
rithm 2. The theoretical guarantee of this algorithm is given by the next proposition. It shows
that conditional on the event that there is no false negatives, namely “Xβ0 ∈ Hm̂ ”, the observed
significance α̂ has uniform law and hence 1{α̂≤α} is a testing procedure with level exactly α.
Proposition 10. Let (λ1, . . . , λK , λK+1) be the first knots and let ( ı̂1, . . . , ı̂K) be the first variables
entering along the LAR path. If ( ı̂1, . . . , ı̂K) satisfies (AIrr.) and m̂ is chosen according to a
procedure satisfying (A Stop) then conditional on the null hypothesis
H0 : “Xβ0 ∈ Hm̂ ” ,
it holds that
α̂m̂(m̂+1)(K+1) := 1−
Fm̂(m̂+1)(K+1)(λm̂+1)
Fm̂(m̂+1)(K+1)(λm̂)
∼ U(0, 1) ,
namely, it is uniformly distributed over (0, 1).
1A reproducible experience given in a Python notebook is available at https://github.com/ydecastro/lar_
testing/blob/master/Law_LAR.ipynb
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Algorithm 2: Exact false negative testing after model selection
Data: K satisfying (10), selection procedure m̂ satisfying (A Stop), couple (X,Y ) giving design and response.
Result: p-value α̂ on the existence of false negative.
/* 1{α̂≤α} is a testing procedure with level exactly α */
1 Compute the LAR’s path from (X,Y ).
2 Check that ( ı̂1, . . . , ı̂K) satisfies (AIrr.). If not Stop.
3 Compute m̂, the size of the selected model.
4 Return α̂ = α̂m̂(m̂+1)(K+1), see (38). /* When variance is unknown, α̂ = β̂m̂,m̂+1,K+1, see (42). */
Proof. By Theorem 8, the conditional law of α̂a(a+1)(K+1) when {m̂ = a}. Remark the conditional
law (38) does not depend on a, b = a+ 1, c = K + 1, hence this law is unconditional on m̂.
When the variance σ2 is unknown, one can “Studentized” this test as presented in the next
section. The reader may consult Section 3.5 for a definition and check that the quantities β̂abc, F˜,Λk
do not require σ to be computed.
Proposition 11. Let (λ1, . . . , λK , λK+1) be the first knots and let ( ı̂1, . . . , ı̂K) be the first variables
entering along the LAR path. If ( ı̂1, . . . , ı̂K) satisfies (AIrr.) and m̂ is chosen according to a
procedure satisfying (A Stop) then conditional on the null hypothesis
H0 : “Xβ0 ∈ Hm̂ ” ,
it holds that
β̂m̂(m̂+1)(K+1) := 1−
F˜m̂(m̂+1)(K+1)(Λm̂+1)
F˜m̂(m̂+1)(K+1)(Λm̂)
∼ U(0, 1) ,
namely, it is uniformly distributed over (0, 1).
Proof. By Theorem 14, the conditional law of β̂a(a+1)(K+1) when {m̂ = a}. Remark the conditional
law (42) does not depend on a, b = a+ 1, c = K + 1, hence this law is unconditional on m̂.
3.5. Exact Testing Procedure on False Negatives with Variance Estimation
From the result of Section 3.2, one can present a method to select a model and propose an exact
test on false negatives in the general design case when the variance is unknown. We introduce a
new exact testing procedure that can be deployed when (A Stop) holds, namely an “admissible ”
selection procedure is used to build Ŝ. We start by a preliminary result.
Proposition 12. Let (λ1, . . . , λK , λK+1) be the first knots and let ( ı̂1, . . . , ı̂K , ı̂K+1) be the first
variables entering along the LAR path. If ( ı̂1, . . . , ı̂K) satisfies Condition (AIrr.) then conditional
on {̂ı1, . . . , ı̂K , ı̂K+1, λK+1}
• the random variables ((λ1, . . . , λK), σ̂select, σ̂test) are independent;
• and, under the null hypothesis H0 : “Xβ0 ∈ HK”, the distribution of (λ1, . . . , λK) is given
by Theorem 5, the distribution of σ̂select and of σ̂test are σχ(n1)/
√
n1 and σχ(n2)/
√
n2
respectively, where the χ(d) distribution is defined as the square root of a χ2(d) distribution.
Remark 12. Note that under the null hypothesis H0 : “Xβ0 ∈ HK”, the Gaussian vectors PE1(Y )
and PE2(Y ) (see (14)), defining the variance estimates σ̂2select and of σ̂
2
test, are centered.
This null hypothesis means that the true support is included in the set of the K first indices chosen
by LAR. One may chose K large enough to guarantee this null hypothesis.
17
Proof of Proposition 12. Let us fix some values i1, . . . , iK+1, we recall that the frozen values of
the knots
λf1 := Zi1 , . . . , λ
f
K := Z
(i1,...iK−1)
iK
, λfK+1 := Z
(i1,...iK)
iK+1
,
are Gaussian independent and
σ̂
i1,...,iK+1
select ⊥ σ̂i1,...,iK+1test ⊥ Z(i1,...,iK)iK+1 ⊥ Z
(i1,...,iK−1)
iK
⊥ · · · ⊥ Z(i1)i2 ⊥ Zi1 ,
see Proposition 3 and (26). Let us condition by {̂ı1 = i1, . . . , ı̂K = iK , λfK+1 = `K+1} because of
the independence above, the distribution of σ̂select and σ̂test remain unchanged and independent of
the other variables. By Remark 12, these standard deviation estimates are defined from centered
Gaussian vectors and hence follow χ distributions. Furthermore on this event, λfh = λh , h ∈ [K+1]
and by Proposition 3 this event is equivalent to
{Zi1 > · · · > Z(i1,...iK−1)iK > λK+1 = `K+1} .
This implies that the conditional distribution is the one claimed.
We recall that, up to some numerical constant, the probability density function of the multi-
variate t-distribution with ν degrees of freedom, mean m = (m1, . . . ,mK) and variance-covariance
matrix Diag(ρ1, . . . , ρK) is given by
ϕ˜(t1, . . . , tK) :=
[
1 +
1
ν
K∑
k=1
( tk −mk
ρk
)2]− ν+K2
.
We have an analogue to Theorem 5 giving the joint law of
Λk :=
λk
σ̂test
for k = 1, . . . ,K + 1 , (40)
where σ̂test is given by (14) has n2 degrees of freedom, see Proposition 12. In the sequel, we will
consider that ν = n2 in the expression of ϕ˜.
Theorem 13 (Conditional Joint Law of the Studentized LAR Knots). Let (λ1, . . . , λK , λK+1) be
the first knots and let ( ı̂1, . . . , ı̂K , ı̂K+1) be the first variables entering along the LAR path.
If ( ı̂1, . . . , ı̂K) satisfies (AIrr.) then, under the null hypothesis H0 : “Xβ0 ∈ HK” and con-
ditional on { ı̂1, . . . , ı̂K ,ΛK+1}, the vector (Λ1, . . . ,ΛK) has law with density (w.r.t. the Lebesgue
measure)
P−1( ı̂1,...,̂ıK ,ΛK+1)ϕ˜(t1, . . . , tK)1{t1≥t2≥···≥tK≥ΛK+1} ,
at point (t1, t2, . . . , tK), where P( ı̂1,...,̂ıK ,ΛK+1) is a normalizing constant, mk and ρk are as in (28)
and (29).
Proof of Theorem 13. Let us fix some values i1, . . . , iK+1. From the definition of the Gaussian
random variable Z(i1,...,ik−1)ik in (17) one can deduce that its mean mk is given by (28) and its
standard deviation vk := σρk by (29), considering putative indices for the selected variables. By
the proof of Proposition 12, we know that these variables are independent of σ̂i1,...,iK+1test , which
has σ χ(n2)√n2 distribution. We deduce that the vector (Zi1 , Z
(i1)
i2
, . . . , Z
(i1,...,iK−1)
iK
)/σ̂
i1,...,iK+1
test has
density a multivariate t-distribution with ν degrees of freedom, mean m = (m1, . . . ,mK) and
variance-covariance matrix Diag(ρ1, . . . , ρK). Now recall that, conditional on
E := {̂ı1 = i1, . . . , ı̂K = iK , ı̂K+1 = iK+1, λK+1} ,
and (i1, . . . , iK) satisfies (AIrr.), Proposition 3 implies that E = {λK+1 ≤ Z(i1,...,iK−1)iK ≤ · · · ≤ Zi1}
or equivalently
E =
{
ΛK+1 ≤
Z
(i1,...,iK−1)
iK
σ̂
i1,...,iK+1
test
≤ · · · ≤ Zi1
σ̂
i1,...,iK+1
test
}
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and on this event E it holds
(Zi1 , Z
(i1)
i2
, . . . , Z
(i1,...,iK)
iK+1
, σ̂
i1,...,iK+1
test ) = (λ1, λ2, . . . , λK+1, σ̂test) .
Since this conditional density does not depend on iK+1, one can de-condition on ı̂K+1.
For 0 ≤ a < b ≤ K + 1, we introduce
ϕ˜ab(ta+1, . . . , tb−1) :=
[
1 +
1
ν
b−1∑
k=a+1
( tk
ρk
)2]− ν+b−a2
I˜ab(s, t) :=
∫
{s≥ta+1≥...≥tb−1≥t}
ϕ˜ab
with the convention I˜ab(s, t) = 1 when b = a+ 1: and also
F˜abc(t) := 1{Λc≤t≤Λa}
t∫
Λc
I˜ab(Λa, `b) I˜bc(`b,Λc)
[
1 +
1
ν
( `b
ρb
)2]− ν+12
d`b (41)
for 0 ≤ a < b < c ≤ K + 1 , t ∈ R .
When ma+1 = · · · = mc−1 = 0, the function F˜abc gives the CDF of Λb conditional on Λa,Λc and
on some selection event, as shown below in Theorem 14 and (43).
For 0 ≤ a < b < c ≤ K + 1, we introduce the p-value
β̂abc = β̂abc(λa, λb, λc, ı̂1, . . . , ı̂K+1, σ̂test) = 1− F˜abc(Λb)
F˜abc(Λa)
(42)
On the numerical side, note that this quantity can be computed using Quasi Monte Carlo (QMC)
methods as in [17, Chapter 5.1]. We have the following result which is the analogue to Theorem 8.
Theorem 14. Let a, b, c be such that 0 ≤ a < b < c ≤ K + 1. Let (λ1, . . . , λK , λK+1) be the first
knots and let ( ı̂1, . . . , ı̂K , ı̂K+1) be the first variables entering along the LAR path. If ( ı̂1, . . . , ı̂K)
satisfies (AIrr.) and m̂ is chosen according to a procedure satisfying (A Stop) then under the null
hypothesis
H0 : “Xβ0 ∈ Ha ” ,
and conditional on the selection event
{
m̂ = a
}
it holds that
β̂abc ∼ U(0, 1) ,
namely, it is uniformly distributed over (0, 1).
Proof. Fix a such that 0 ≤ a ≤ K − 1 and consider any selection procedure m̂ satisfying (A Stop).
From Proposition 2, conditional on
F := {̂ı1 = i1, . . . , ı̂K = iK , ı̂K+1 = iK+1,Λa,ΛK+1}
and under the null hypothesis H0 : “Xβ0 ∈ Ha ”, we know that ma+1 = . . . = mK = 0. From
Theorem 13 we know that the density of (Λa+1,Λa+2, . . . ,ΛK) conditional on F is given by
(const)
[
1 +
1
ν
K∑
k=a+1
( tk
ρk
)2]− ν+K−a2
1Λa≤`a+1≤···≤`K≤ΛK+1 .
From definition (A Stop) and on the event F , we know that 1{m̂=a} is a measurable function
of λ1, . . . , λa−1, σ̂select which are respectively equal to Zi1 , . . . , Z
(i1,...,ia−2)
ia−1 , σ̂
i1,...,iK+1
select on F by (21)
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(as proven in Appendix A.3 and Eq. (52)). By Proposition 3 (more precisely (26)), we also know
that this function is independent of (λa+1, λa+2, . . . , λK) conditional on F . Remark that its is also
independent of σ̂i1,...,iK+1test conditional on F for the same reason. We deduce that the conditional
density above is also the conditional density on the event
G := {m̂ = a, ı̂1 = i1, . . . , ı̂K = iK , ı̂K+1 = iK+1,Λa,ΛK+1} .
Now, a simple integration shows that
P
[
Λb ≤ t | m̂ = a,Λa,Λc, ı̂1, . . . , ı̂K+1
]
=
F˜abc(t)
F˜abc(Λa)
. (43)
As a consequence and under the same conditioning, one has
F˜abc(Λb)
F˜abc(Λa)
∼ U(0, 1).
Finally considerations of distribution under the alternative show that to obtain a p-value we must
consider the complement to 1 of the quantity above.
One can consider the following testing procedures
Tabc := 1{β̂abc≤α} , (44)
that rejects if the p-value β̂abc is less than the level α of the test. This testing statistic generalizes
previous testing statistics that appeared in t-Spacing Tests, as presented in [1] for instance, and
will be referred to as the Generalized t-Spacing Test (GTST).
Remark 13. If one considers a = 0, b = 1 and c = 2 then one gets
β̂012 = 1− T 1(Λ1)− T 1(Λ2)
T 1(Λ0)− T 1(Λ2) =
1− T 1(Λ1)
1− T 1(Λ2) .
Similarly, taking b = a+ 1 and c = a+ 2 one gets
β̂a(a+1)(a+2) =
T a+1(Λa+1)− T a+1(Λa)
T a+1(Λa+2)− T a+1(Λa) .
which is the t-spacing test as presented in [1], where
T k(`) :=
`∫
−∞
[
1 +
1
ν
( `
ρk
)2]− ν+12
d` (45)
is, up to some numerical constant, the CDF of centered t-Student distribution with variance ρ2k
and ν = n2 degrees of freedom.
3.6. Control of False Discovery Rate in the Orthogonal Design case
3.6.1. Presentation in the general case
For sake of readability, we will assume, for the moment, that σ is known. We understand that the
law of test statistics are parametrized by the hypotheses (mk)k∈[K], where mk is given by (28).
We recall that we denote µ0 = X>Xβ0 and µ0i it ith coordinate. Assuming that predictors are
normalised, in the general case, this quantity is the sum of β0i and a linear combination of the β0j ’s
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whose predictors Xj are highly correlated with the predictor Xi. Now, given ı1, . . . , ık ∈ [p] and
signs ε1, . . . , εk ∈ {±1}k, we denote by (Π⊥ı1,...,ık−1(µ0))ık the orthogonal projection given by
(Π⊥ı1,...,ık−1(µ
0))ık := εkX
>
ık
[
Idn −XSk−1
(
X>
S
k−1XSk−1
)−1
X>
S
k−1
]
Xβ0. (46)
The tested hypotheses are conditional on some sub-sequence of variables (ı1, . . . , ıK+1) ∈ [p]K+1
and signs ε1, . . . , εK+1 ∈ {±1}K+1 entering the model. The p-values under consideration are
◦ p̂1 := α̂0,1,2 is the p-value testing H0,1 : “m1 = 0 ” namely µ0ı1 = 0;
◦ p̂2 := α̂1,2,3 is the p-value testing H0,2 : “m2 = 0 ” namely (Π⊥1 (µ0))ı2 = 0;
◦ p̂3 := α̂2,3,4 is the p-value testing H0,3 : “m3 = 0 ” namely (Π⊥2 (µ0))ı3 = 0; (47)
◦ and so on...
We write I0 of the set
I0 =
{
k ∈ [K] : H0,k is true
}
,
Given a subset R̂ ⊆ [K] of hypotheses that we consider as rejected, we call false positive (FP) and
true positive (TP) the quantities FP = card( R̂ ∩ I0) and TP = card( R̂ \ I0).
Denote by p̂(1) ≤ . . . ≤ p̂(K) the p-values ranked in a nondecreasing order. Let α ∈ (0, 1) and
consider the Benjamini-Hochberg procedure, see for instance [5], defined by a rejection set R̂ ⊆ [K]
such that R̂ = ∅ when {k ∈ [K] : p̂(k) ≤ αk/K} = ∅ and
R̂ = {k ∈ [K] : p̂k ≤ αk̂/K} where k̂ = max
{
k ∈ [K] : p̂(k) ≤ αk/K
}
. (48)
Recall the definition of FDR as the mean of False Discovery Proportion (FDP), namely
FDR := E
[ FP
FP + TP
1FP+TP≥1︸ ︷︷ ︸
FDP
]
,
where the expectation is unconditional on the sequence of variables entering the model, while the
hypotheses that are being tested are conditional on the sequence of variables entering the model.
This FDR can be understood invoking the following decomposition
FDR =
∑
(ı1,...,ıK)∈[p]K
pi(ı1,...,ıK)E
[
FDP|ı1 = i1, . . . , ıK = iK
]
,
where pi(ı1,...,ıK) = P
{
ı1 = ı1, . . . , ıK = ıK
}
.
3.6.2. FDR control of Benjamini–Hochberg procedure in the orthogonal design case
We now consider the orthogonal design case where X>X = Idp and the set of p-values given
by (47). Note that I0 is simply the set of null coordinates of β. Remark also that, Irrepresentable
Condition (Irrep.) of order p holds and so does Empirical Irrepresentable Check (AIrr.), see Propo-
sition 1.
Theorem 15. Assume that the design is orthogonal, namely it holds X>X = Idp, and let K ∈ [p].
Let (ı1, . . . , ıK) be the first variables entering along the LAR’s path. Consider the p-values given
by (47) and the set R̂ given by (48). Then
E
[
FDP|ı1 = i1, . . . , ıK = iK
] ≤ α ,
and so FDR is upper bounded by α.
The proof of this result is given in Appendix C.7.
One interpretation of post-selection type may be given as follows: if one looks at all the experi-
ments giving the same sequence of variables entering the model {ı1 = i1, . . . , ıK = iK} and if one
considers the Benjamini–Hochberg procedure for the hypotheses described in Section 3.6.1, then
the FDR is exactly controlled by α.
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4. Numerical experiments
In some cases some numerical limitations appear due to multivariate integration. All our testing
statistics can be efficiently computed using Quasi Monte Carlo methods (QMC) for Multi-Variate
Normal (MVN) and t (MVT) distributions, see the book [17] for a comprehensive treatment of
this issue or Appendix D for a short overview of the method we used in our Python codes that
can be found at https://github.com/ydecastro/lar_testing.
4.1. Examples of Admissible procedures
We are now able to present here an admissible procedure to build an estimate Ŝ of the support
that satisfies (A Stop). We chose a level α′ and we define a light modification of (44)
Tabc = 1{β̂abc≤α′} , (49)
by replacing σ̂2test by σ̂2select. The number of degrees of freedom of the χ
2 distribution is now ν = n1.
By a small abuse of notation, we still set
Λi :=
λi
σ̂select
.
We limit our attention to consecutive a, b, c. By Remark 13, one has
β̂a(a+1)(a+2) =
T a+1(Λa+1)− T a+1(Λa)
T a+1(Λa+2)− T a+1(Λa) .
which is the t-spacing test as presented in [1], where T a+1 is defined by (45) with ν = n1 degrees
of freedom, and so the quantity above is easy to compute. We are now in condition to present our
algorithm.
• Begin with a = 0,
• at each step, perform the test Ta,a+1,a+2 at the level α′,
• if the test is significant, we set a = a+ 1 and keep on going,
• if it is non-significant, we stop and set m̂ = a+ 2.
Recall that possible selected supports along the LAR’s path are nested models of the form (8).
Denote k0 ≥ 1 the smallest integer k such that the true support S0 is contained in Sk namely
S0 ⊆ Sk
0
and S0 * S(k
0−1)
.
We understand that admissible procedures depend on the sequence of false positives appearing
along the LAR’s path.
If the experimenter believes that there is no more than γFP consecutive false positives in S0
a less conservative admissible procedure would be the following.
• Begin with a = 0,
• at each step, perform the test Ta,a+1,a+2 at level α′,
• if the test is significant, we set a = a+ 1 and keep on going,
• if the γFP consecutive tests Ta,a+1,a+2, Ta+1,a+2,a+3, . . . , Ta+γFP−1,a+γFP ,a+γFP+1 are all
non-significants, we stop and set m̂ = a+ γFP + 1.
This method has been deployed on real data in Section 4.3 with γFP = 3.
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4.2. Experiments
To study the relative power in a non-orthogonal design case we have build a Monte-Carlo exper-
iment with 3, 000 repetitions. We have considered a model with n = 200, p = 300 and a random
design matrix X given by 300 independent column vectors uniformly distributed on the Euclidean
sphere S199. The computation of the function Fabc given by (35) is an important issue that de-
mands multivariate integration tools, see Appendix D for a solution using cubature of integral by
lattice rule. This has lead to some limitations namely we can compute spacings of length 4 that
implies c ≤ 5 when a = 1 in our experimental framework.
A python notebook and codes are given at https://github.com/ydecastro/lar_testing.
The base function is
observed_significance_CBC(lars, sigma, start, end, middle)
in the file multiple_spacing_tests.py. It gives the p-value α̂(start)(middle)(end) of knots and in-
dexes given by lars and an estimate of (or the true) standard deviation given by sigma. We have
run 3, 000 repetitions of this function to get the laws displayed in Figure 3. It presents the CDF of
the p-value α̂abc under the null and under two 2-sparse alternatives, one with low signal and one
with 5 times more signal. Results show, in our particular case, that all the tests are exact and the
test S125 is the most powerful, see Section 3.3.2 for further details.
4.3. Real data
A detailed presentation in a Python notebook is available at https://github.com/ydecastro/
lar_testing/blob/master/multiple_spacing_tests.ipynb.
We consider a data set about HIV drug resistance extracted from [3] and [22]. The experiment
consists in identifying mutations on the genes of the HIV-virus that are involved with drug resis-
tance. The data set contains about p = 200 and n = 700 observations. Since some protocol is used
to remove some gene or some individuals, the exact numbers depend on the considered drug.
We used a procedure referred to as “spacing-BH ” procedure which is a Benjamini–Hochberg
procedure based on the sequence of spacing tests
β̂012, β̂123, . . . , β̂a(a+1)(a+2), . . .
as described in Section 3.5 with α = 0.2. The results for Knockoff of [3] and of Benjamini–Hochberg
procedure on the coefficients of linear regression (BHq) are for the R-vignette knockoff of the
dedicated web page of Stanford. All results are evaluated using the TSM data base that gives, in
some sense, the list of true positives. A comparison of our results with those of [3] is displayed in
Figure 4. Our procedure is a bit more conservative but, in most of the case, gives a better control
of the FDP.
In addition we have performed on the same dataset a false negative detection as in Section 3.5,
and Section 4.1 with γFP = 3. We refer to the aforementioned Python notebook for further details.
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Figure 4: Comparison of numbers true and false positives for three procedures: Spacing-BH; Knock-
off [3] and Benjamini–Hochberg procedure on the coefficient of linear regression BHq. For each
drug we indicate the number of true positives in blue and false positives in orange. In the three
procedures the aimed FDR is α = 20%.
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Appendix A: Representing the LAR Knots
A.1. The equivalent formulations of the LAR algorithm
We present here three equivalent formulations of the LAR that are a consequence of the analysis
provided in Appendices A and B. One formulation is given by Algorithm 1.
Algorithm 3: LAR algorithm (standard formulation)
Data: Correlations vector Z and variance-covariance matrix R.
Result: Sequence ((λk, ık, εk))k≥1 where λ1 ≥ λ2 ≥ . . . > 0 are the knots, and ı1, ı2, . . . are the variables that
enter the model with signs ε1, ε2, . . . (εk = ±1).
/* Initialize computing (λ1, ı1, ε1) and defining a “residual” N
(1). */
1 Set k = 1, λ1 := max |Z|, ı1 := arg max |Z| and ε1 = Zı1/λ1 ∈ ±1, and N
(1)
:= Z.
/* Note that ((λ`, ı`, ε`))1≤`≤k−1 and N
(k−1) have been defined at the previous step. */
2 Set k ← k + 1 and compute the least-squares fit
θj :=
(
Rj,ı1 · · ·Rj,ık−1
)
M−1ı1,...,ık−1 (ε1, . . . , εk−1) , j = 1, . . . , p ,
where Mı1,...,ık−1 is the sub-matrix of R keeping the columns and the rows indexed by {ı1, . . . , ık−1}.
3 For 0 < λ ≤ λk−1 compute the “residuals” N(k)(λ) = (N(k)1 (λ), . . . , N(k)p (λ)) given by
N
(k)
j (λ) := N
(k−1)
j − (λk−1 − λ)θj , j = 1, . . . , p ,
and pick
λk := max
{
β > 0 ; ∃ j /∈ {ı1, . . . , ık−1}, s.t. |N(k)j (β)| = β
}
and ık := arg max
j /∈{ı1,...,ık−1}
|N(k)j (λk)| ,
εk := N
(k)
ık
(λk)/λk ∈ ±1 and N(k) := N(k)(λk) .
Then, iterate from 2.
Algorithm 4: LAR algorithm (“projected” formulation)
Data: Correlations vector Z and variance-covariance matrix R.
Result: Sequence ((λk, ık, εk))k≥1 where λ1 ≥ λ2 ≥ . . . > 0 are the knots, and ı1, ı2, . . . are the variables that
enter the model with signs ε1, ε2, . . . (εk = ±1).
/* Initialize computing (λ1, ı1, ε1). */
1 Define Z = (Z,−Z) and R as in (6), and set k = 1, λ1 := maxZ , ı̂1 := arg maxZ, ı1 = ı̂1 mod p
and ε1 = 1− 2( ı̂1 − ı1)/p ∈ ±1.
/* Note that ((λ`, ı̂`))1≤`≤k−1 have been defined at the previous step/loop. */
2 Set k ← k + 1 and compute
λk = max{j: θj(ı̂1,...,̂ık−1)<1}
{
Zj −Πı̂1,...,̂ık−1 (Zj)
1− θj( ı̂1, . . . , ı̂k−1)
}
and ı̂k = arg max
{j: θj(ı̂1,...,̂ık−1)<1}
{
Zj −Πı̂1,...,̂ık−1 (Zj)
1− θj( ı̂1, . . . , ı̂k−1)
}
,
where
Πı̂1,...,̂ık−1 (Zj) :=
(
Rj,̂ı1 · · ·Rj,̂ık−1
)
M−1
ı̂1,...,̂ık−1
(Zı̂1 , . . . , Zı̂k−1 )
θj( ı̂1, . . . , ı̂k−1) :=
(
Rj,̂ı1 · · ·Rj,̂ık−1
)
M−1
ı̂1,...,̂ık−1
(1, . . . , 1)
and set ık = ı̂k mod p and εk = 1− 2( ı̂k − ık)/p ∈ ±1. Then, iterate from 2.
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A.2. Initialization: First Knot
The first step of the LAR algorithm (Step 1 in Algorithm 3) seeks the most correlated predictor
with the observation. In our formulation, introduce the first residual N (1) := Z and observe
that N (1) := (N
(1)
,−N (1)). We define the first knot λ1 > 0 as
λ1 = maxZ and ı̂1 = arg maxZ .
One may see that this definition is consistent with λ1 in Algorithm 3 and note that ı̂1 and (ı1, ε1)
are related as in (3).
The LAR algorithm is a forward algorithm that selects a new variable and maintains a residual
at each step. We also define
N (2)(λ) = N (1) − (λ1 − λ)θ( ı̂1) , 0 < λ ≤ λ1 , (50)
and one can check that N (2)(λ) = (N
(2)
(λ),−N (2)(λ)) where N(λ) is defined in Algorithm 3. It
is clear that the coordinate ı̂1 of N (2)(λ) is equal to λ. On the other hand N (1) = Z attains its
maximum at the single point ı̂1. By continuity this last property is kept for λ in a left neighborhood
of λ1. We search for the first value of λ such that this property is not met, i.e. the largest value
of λ such that
∃j 6= ı̂1 such that N (2)(λ) = λ ,
as in Step 3 of Algorithm 3. We call this value λ2 and one may check that this definition is
consistent with λ2 in Algorithm 3.
Now, we can be more explicit about the expression of λ2. Indeed, we make the following dis-
cussion on the values of θj( ı̂1) .
• If θj( ı̂1) ≥ 1 , since N (1)j < N (1)ı̂1 for j 6= ı̂1 there is no hope to achieve the equality
between N (2)j (λ) and N
(2)
ı̂1
(λ) = λ for 0 < λ ≤ λ1 in view of (50).
• Thus we limit our attention to the j’s such that θj( ı̂1) < 1. We have equality N (2)j (λ) = λ
when
λ =
N
(1)
j − λ1θj( ı̂1)
1− θj( ı̂1) .
So we can also define the second knot λ2 of the LAR as
λ2 = max
j:θj( ı̂1)<1
{
Zj −Πı̂1(Zj)
1− θj( ı̂1)
}
.
where Πi1(Zj) := Zi1θj(i1). Remark that Πi1(Zj) = E(Zj | Zi1) is the regression of Zj on Zi1
when EZ = 0.
A.3. Recursion: Next Knots
The loop (2 3) in Algorithm 3 builds iteratively the knots λ1, λ2 . . . of the LAR algorithm and
some “residuals” N
(1)
, N
(2)
, . . . defined in Step 3. We will present here an equivalent formulation
of these knots.
Assume that k ≥ 2 and we have build λ1, . . . , λk−1 and selected the “signed” variables ı̂1, . . . , ı̂k−1.
Introduce N (k−1) := (N
(k−1)
,−N (k−1)) and define
N (k)(λ) = N (k−1) − (λk−1 − λ)θ( ı̂1, . . . , ı̂k−1) , 0 < λ ≤ λk−1 .
Check that θj( ı̂1, . . . , ı̂k−1) = (θj ,−θj) where we recall that we define
θj :=
(
Rj,ı1 · · ·Rj,ık−1
)
M−1ı1,...,ık−1(ε1, . . . , εk−1) , j = 1, . . . , p ,
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at Step 2 and it holds that ı̂` and (ı`, ε`) are related as in (3). From this equality, we deduce that
it holds N (k)(λ) = (N
(k)
(λ),−N (k)(λ)). One may also check that the coordinates ı̂1, . . . , ı̂k−1 of
N (k)(λ) are equal to λ.
Again if we want to solve N (k)j (λ) = λ for some j, we have to limit our attention to j’s such
that θj( ı̂1, . . . , ı̂k−1) < 1. Solving this latter equality yields to
λk = max
j:θj (̂ı1,...,̂ık−1)<1
{
N
(k−1)
j − λk−1θj( ı̂1, . . . , ı̂k−1)
1− θj( ı̂1, . . . , ı̂k−1)
}
.
This expression is consistent with λk in Algorithm 3.
Now, we can give an other expression of λk that will be useful in the proofs of our main theorems.
Note that the residuals satisfy the relation
N (k) = N (k−1) − (λk−1 − λk)θ( ı̂1, . . . , ı̂k−1) , (51)
and that N (k−1)j = λk−1 for j = ı̂1, . . . , ı̂k−1. The following lemma permits a drastic simplification
of the expression of the knots. Its proof is given in Appendix C.5.
Lemma 16. It holds
N (k−1) − λk−1θ( ı̂1, . . . , ı̂k−1) = Z −Πı̂1,...,̂ık−1(Z)
where we denote Πi1,...,ik−1(Z) = (Πi1,...,ik−1(Z1), . . . ,Πi1,...,ik−1(Z2p)) and for all j ∈ [2p] one
has Πi1,...,ik−1(Zj) =
(
Rj,i1 · · ·Rj,ik−1
)
M−1i1,...,ik−1(Zi1 , . . . , Zik−1).
Using Lemma 16 we deduce that λk in Algorithm 3 is consistent with
λk = max
j:θj (̂ı1,...,̂ık−1)<1
{
Zj −Πı̂1,...,̂ık−1(Zj)
1− θj( ı̂1, . . . , ı̂k−1)
}
. (52)
where Πı̂1,...,̂ık−1(Zj) =
(
Rj,̂ı1 · · ·Rj,̂ık−1
)
M−1ı̂1,...,̂ık−1(Zı̂1 , . . . , Zı̂k−1). When EZ = 0, one may re-
mark that Πi1,...,ik−1(Zj) is the regression of Zj on the vector (Zi1 , · · · , Zik−1) whose variance-
covariance matrix is Mi1,...,ik−1 . This analysis leads to an equivalent formulation of the LAR
algorithm (Algorithm 3). We present this formulation in Algorithm 4.
Remark 14. Note that Algorithm 3 implies that ı̂1, . . . , ı̂k are pairwise different, but also that
they differ modulo p.
Appendix B: First Steps to Derive the Joint Law of the LAR Knots
B.1. Law of the First Knot
One has the following lemma governing the law of λ1.
Lemma 17. It holds that
• Zi1 is independent of (Z(i1)j )j 6=i1 ,
• If θj(i1) < 1 for all j 6= i1 then {̂
ı1 = i1
}
=
{
λ
(i1)
2 ≤ Zi1
}
,
• If θj(i1) < 1 for all j 6= i1 then, conditional on {̂ı1 = i1} and λ2, λ1 is a truncated Gaussian
random variable with mean E(Zi1) and variance ρ21 := Rı̂1 ,̂ı1 subject to be greater than λ2.
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Proof. The first point is a consequence or the properties of Gaussian regression. Now, observe that
{
λ
(i1)
2 ≤ Zi1
}⇔ {∀j 6= i1 , Zj − Zi1θj(i1)
1− θj(i1) ≤ Zi1
}
⇔ {∀j 6= i1 , Zj − Zi1θj(i1) ≤ Zi1 − Zi1θj(i1)}
⇔ {∀j 6= i1 , Zj ≤ Zi1}
⇔ {̂ı1 = i1} ,
as claimed. The last statement is a consequence of the two previous points.
B.2. Recursive Formulation of the LAR
One has the following proposition whose proof can be found in Section C.6. As we will see in this
section, this intermediate result as a deep consequence, the LAR algorithm can be stated in a
recursive way applying the same function repeatedly, as presented in Algorithm 1.
Proposition 18. Set
τj,ik :=
Rj,ik −
(
Rj,i1 · · ·Rj,ik−1
)
M−1i1,...,ik−1
(
Rik,i1 , · · · , Rik,ik−1
)
(1− θj(i1, . . . , ik−1))(1− θik(i1, . . . , ik−1))
,
and observe that τj,ik is the covariance between Z
(i1,...,ik−1)
j and Z
(i1,...,ik−1)
ik
. Furthermore, it holds
τj,ik
τik,ik
= 1− 1− θj(i1, . . . , ik)
1− θj(i1, . . . , ik−1) (53)
and
∀j 6= i1, . . . , ik , Z(i1,...,ik)j =
Z
(i1,...,ik−1)
j − Z(i1,...,ik−1)ik τj,ik/τik,ik
1− τj,ik/τik,ik
. (54)
Now, we present Algorithm 1. Define R(0) := R, Z(0) = Z and T (0) = 0. For k ≥ 1 and
fixed i1, . . . , ik ∈ [2p], introduce
R(k) :=
(
Rj,` −
(
Rj,i1 · · ·Rj,ik
)
M−1i1,...,ik
(
R`,i1 , · · · , R`,ik
))
j,`
Z(k) := Z −Πi1,...,ik(Z)
T (k) := (θj(i1, . . . , ik))j ,
and note that R(k) is the variance-covariance matrix of the Gaussian vector Z(k). The key property
is following. Let v1, . . . , vk, be k linearly independent vectors of an Euclidean space and let u be
any vector of the space. Set
v := P⊥(v1,...,vk−1)vk,
the projection of vk orthogonally to v1, . . . , vk−1.Then
P⊥(v1,...,vk)u = P
⊥
v P(v1,...,vk−1)u .
Using this result we deduce that
Z(k) = Π⊥i1,...,ik(Z)
= Π⊥ik(Π
⊥
i1,...,ik−1(Z))
= Π⊥ik(Z(k − 1))
= Z(k − 1)−Πik(Z(k − 1))
= Z(k − 1)− x(k)Z(k − 1) , (55)
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where x(k) = Rik(k − 1)/Rik,ik(k − 1). It yields that
R(k) = R(k − 1)− x(k)Rik(k − 1)> . (56)
Using (53) (or (66)), remark that
T (k) = T (k − 1)− x(k)(1− Tik(k − 1)) . (57)
These relations give a recursive formulation of the LAR as presented in Algorithm 1.
Appendix C: Proofs
C.1. Proof of Proposition 3
The proof of the first point can be lead by induction. The initialization of the proof is given by
the first point of Lemma 17. Now, observe that Z(i1,...,ik−1)ik , · · · , Z
(i1)
i2
, Zi1 are measurable func-
tions of (Zi1 , . . . , Zik) and one may check that the vector (Zi1 , . . . , Zik) is independent of the
vector (Z(i1,...,ik)ik+1 , (Z
(i1,...,ik+1)
j )j 6=i1,...,ik+1). We deduce that Z
(i1,...,ik−1)
ik
, · · · , Z(i1)i2 , Zi1 are inde-
pendent of (Z(i1,...,ik)ik+1 , (Z
(i1,...,ik+1)
j )j 6=i1,...,ik+1). One can also check that Z
(i1,...,ik)
ik+1
is independent
of (Z(i1,...,ik+1)j )j 6=i1,...,ik+1 . We know also that they are independent of P
⊥
K+1Y leading to their
independence of the estimates of the standard error given by (14). These two estimates are inde-
pendent since they are built on orthogonal Gaussian vectors.
The second point also works by induction. The initialization of the proof is given by the second
point of Lemma 17. We will use Proposition 18 to prove the second point.
Now, we have
λ
(i1,...,ik)
k+1 ≤ Z(i1,...,ik−1)ik
⇔ ∀j 6= i1, . . . , ik , Z(i1,...,ik)j ≤ Z(i1,...,ik−1)ik
⇔ ∀j 6= i1, . . . , ik , Z(i1,...,ik−1)j − Z(i1,...,ik−1)ik
τj,ik
τik,ik
≤ Z(i1,...,ik−1)ik − Z
(i1,...,ik−1)
ik
τj,ik
τik,ik
⇔ ∀j 6= i1, . . . , ik , Z(i1,...,ik−1)j ≤ Z(i1,...,ik−1)ik (58)
⇔ λ(i1,...,ik−1)k = Z(i1,...,ik−1)ik .
using that (54) and that 1 − τj,ik/τik,ik > 0 (which is a consequence of (53) and (AIrr.)) in (58).
By induction and using (58), it holds that{
λ
(i1,...,ik)
k+1 ≤ Z(i1,...,ik−1)ik ≤ Z
(i1,...,ik−2)
ik−1 ≤ . . . ≤ Z
(i1)
i2
≤ Zi1
}
⇔ {∀j 6= i1, . . . , ik , Z(i1,...,ik−1)j ≤ Z(i1,...,ik−1)ik ≤ Z(i1,...,ik−2)ik−1 ≤ . . . ≤ Z(i1)i2 ≤ Zi1}
⇔ {∀j 6= i1, . . . , ik−1 , Z(i1,...,ik−1)j ≤ Z(i1,...,ik−2)ik−1 ≤ . . . ≤ Z(i1)i2 ≤ Zi1
and ∀j 6= i1, . . . , ik , Z(i1,...,ik−1)j ≤ Z(i1,...,ik−1)ik
}
⇔ {λ(i1,...,ik−1)k ≤ Z(i1,...,ik−2)ik−1 ≤ . . . ≤ Z(i1)i2 ≤ Zi1 and λ(i1,...,ik−1)k = Z(i1,...,ik−1)ik }
...
⇔ {λ(i1,...,ia−1)a ≤ Z(i1,...,ia−2)ia−1 ≤ . . . ≤ Z(i1)i2 ≤ Zi1
and λ(i1,...,ik−1)k = Z
(i1,...,ik−1)
ik
≤ . . . ≤ λ(i1,...,ia−1)a = Z(i1,...,ia−1)ia
}
(sa)
...
⇔ {̂ı1 = i1, . . . , ı̂k = ik} .
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Now, observe that îk+1 is the (unique) arg max of λ
(i1,...,ik)
k+1 on the event
{̂
ı1 = i1, . . . , ı̂k = ik
}
. It
yields that{̂
ı1 = i1, . . . , ı̂k+1 = ik+1
}
=
{
λ
(i1,...,ik)
k+1 = Z
(i1,··· ,ik)
ik+1
≤ Z(i1,··· ,ik−1)ik ≤ · · · ≤ Z
(i1)
i2
≤ Zi1
}
,
as claimed. Stopping at a as in (sa) gives the second part of the statement.
C.2. Proof of Proposition 6
Fix a such that 0 ≤ a ≤ K − 1 and consider any selection procedure m̂ satisfying (A Stop). From
Theorem 5 (more precisely (31)) we know that the density of (λa+1, λa+2, . . . , λK) conditional on
F := {̂ı1 = i1, . . . , ı̂K = iK , ı̂K+1 = iK+1, λa, λK+1}
is given by
(const)
( K∏
k=a+1
ϕmk,v2k(`k)
)
1λa≤`a+1≤···≤`K≤λK+1 .
From Proposition 2, conditional on F and under the null hypothesis of Proposition 6, we know
that ma+1 = . . . = mK = 0. It implies that Φk is the CDF of λk for a < k ≤ K.
From definition (A Stop) and on the event F , we know that 1{m̂=a} is a measurable function
of λ1, . . . , λa−1, σ̂select which are respectively equal to Zi1 , . . . , Z
(i1,...,ia−2)
ia−1 , σ̂
i1,...,iK+1
select on F by (21)
(as proven in Appendix A.3 and Eq. (52)). By Proposition 3 (more precisely (26)), we also know
that this function is independent of (λa+1, λa+2, . . . , λK) conditional on F . Remark that its is also
independent of σ̂i1,...,iK+1test conditional of F for the same reason (it would be useful later, when
we will build testing procedures when the variance is unknown). We deduce that the conditional
density above is also the conditional density on the event
G := {m̂ = a, ı̂1 = i1, . . . , ı̂K = iK , ı̂K+1 = iK+1, λa, λK+1} .
From Fk = Φk(λk) (i.e., applying the CDF) we deduce by a change of variables that conditional
on the selection event G, the vector (Fa+1, . . . , FK) is uniformly distributed on
Da+1,K :=
{
(fa+1, . . . , fK) ∈ RK−a :
Pa+1,a(Fa) ≥ fa+1 ≥ Pa+1,a+2(fa+2) ≥ · · · ≥ Pa+1,K(fK) ≥ Pa+1,K+1(FK+1)
}
,
where Pi,j are described in (32).
C.3. Proof of Proposition 7
By Proposition 6, a simple integration shows that
P
[
λb ≤ t | m̂ = a, λa, λc, ı̂1, . . . , ı̂a, ı̂a+1, . . . , ı̂c−1, ı̂c, . . . , ı̂K+1
]
=
Fabc(t)
Fabc(λa)
,
under the null hypothesis of Proposition 7 (which implies that ma+1 = . . . = mK = 0). Then
note that the function Fabc is defined by σ, λa, λc, ı̂a+1, . . . , ı̂c−1 only. We deduce that we can
de-condition on m̂ = a, ı̂1, . . . , ı̂a, ı̂c, . . . , ı̂K+1, which gives the result.
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Figure 5: Rejection domains associated to the different comparison sets appearing in steps of the
proof of Theorem 9.
C.4. Orthogonal Case: Proof of Theorem 9
Let I the set of admissible indexes
I := {a, b, c : a0 ≤ a < b < c ≤ K + 1} .
◦ Step 1: We prove that, when the considered indexes such that c + 1 ≤ K + 1 belong
to I, Sa,b,c+1 is more powerful than Sa,b,c. Our proof is conditional to Fa = fa, Fc+1 = fc+1 .
Note that (Fa+1, . . . , Fc) has for distribution the uniform distribution on the simplex
S := {fa > Fa+1 > · · · > Fc > fc+1}.
This implies by direct calculations that
Iab(s, t) = (s− t)
b−a−1
(b− a− 1)!
and that
Fabc(λb)
Fabc(λa)
= F β((b−a),(c−b))
(
Fb − Fc
fa − Fc
)
. (59)
where F β is the cumulative distribution of the Beta distribution in reference. Using monotony of
this function the Sabc test has for rejection region
(Fb − Fc) ≥ z1(fa − Fc)⇔ Fb ≥ z1fa + (1− z1)Fc, (60)
where z1 is some threshold, depending on α, that belongs to (0, 1).
Similarly Sab(c+1) has for rejection region
Fb ≥ z2(fa − fc+1) + fc+1, (61)
where z2 is some other threshold belonging to (0, 1). We use the following lemmas.
Lemma 19. Let c ≤ K. The density hµ of f1, . . . , fc, conditional on Fc+1 with respect of the
Lebesgue measure under the alternative is coordinate-wise non-decreasing and given by (62).
Proof. Observe that it suffises to prove the result when σ = 1. Note that
λi1,...,icc+1 = max
j∈[p] , j 6=ı1,...,j 6=ıc
|Zj |.
Thus its density pµ0,i1,...,ic does not depend on µ
0
i1
, . . . , µ0
ic
. As a consequence the following variables
have the same distribution ; λi1+1p,...,ic+cpc+1 , where 1, . . . , c take the value 0 or 1 and indices
are taken modulo p.
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Because of independence of the different variables, the joint density, under the alternative,
of λ1, . . . , λc+1 taken at `1, . . . , `c+1, on the domain {λ1 > · · · > λc+1} takes the value
(Const)
′∑(
ϕ(`1 − µ0j1) + ϕ(`1 + µ0j1)
)
, . . . ,
(
ϕ(`c − µ0jc) + ϕ(`c + µ0jc)
)
pµ0,j1,...,jK (`k+1).
Here the sum
′∑
is taken over all different j1, . . . , jc belonging to J1, pK.
Then the density, conditional on Fc+1 = fc+1, of F1, . . . , Fc at f1, . . . , fc takes the value
(const)
′∑
cosh(µj1f1) . . . cosh(µjcfc)1f1>···>fc>Fc+1 , (62)
implying that this density is coordinate-wise non-decreasing.
Lemma 20. Let ν0 the image on the plane (Fb, Fc) on the uniform probability on S: it is the
distribution under the null of (Fb, Fc). The two rejection regions : R1 associated to (60) and R2
associated to (61) have of course the same probability α under ν0. Let ηµ0 the density w.r.t. ν0 of
the distribution of (Fb, Fc) under the alternative.
Then ηµ0 is non decreasing coordinate-wise.
Proof. Integration yields that density of ν0 w.r.t. the Lebesgue measure taken at point (fb, fc) is
(fa − fb)b−a−1(fb − fc)c−b−1
(b− a− 1)!(c− b− 1)! .
The density of νµ0 w.r.t. Lebesgue measure is∫ fa
fb
dfa+1 . . .
∫ fb−2
fb
dfa+1
∫ fb−2
fb
dfb−1
∫ fb
fc
dfb+1 . . .
∫ fc−2
fc
dfc−1hµ0(fa, . . . , fc). (63)
Thus ηµ0 which is the quotient of these two quantities is just a mean value of hµ0 on the domain
of integration Dfb,fc in (63).
Suppose that fb and fc increase, then all the borns of the domain Dfb,fc increase also. By
Lemma 19 the mean value increases.
We finish now the proof of Step 1: For a given level α let us consider the two rejection
regions Ra,b,c and Ra,b,(c+1) of the two considered tests in the plane Fb, Fc and set
A := Ra,b,c \Ra,b,(c+1) and B := Ra,b,(c+1) \Ra,b,c ,
see Figure 5. These two regions have the same ν0 measure. By elementary geometry there exist a
point K = (Kb,Kc) in the plane such that
• For every point of A, Fb ≤ Kb, Fc ≤ Kc,
• For every point of B, Fb ≥ Kb, Fc ≥ Kc,
By transport of measure there exists a transport function T that preserve the measure ν0 and
that is one-to one A → B. As a consequence the transport by T improve the probability under
the alternative: the power of Sa,b,c+1 is larger than that of Sa,b,c.
◦ Step 2: We prove that, when the considered indexes belong to I such that a < b− 1, Sa,(b−1),c
is more powerful than Sa,b,c. Our proof is conditional on Fa = fa, Fb = fb and is located in the
plane (Fb−1, Fc).
The rejection region Ra,b,c takes the form Fc ≤ 11−z1 fb− z11−z1 fa for some threshold z1 belonging
to (0, 1).
The rejection region Ra,(b−1),c takes the form Fc ≤ 11−z2Fb−1− z21−z2 fa for some other threshold z2
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belonging to (0, 1).
These regions as well as the regions A and B and the point K are indicated in Figure 5.
Transport of measure and the convenient modification of Lemma 20 imply that the power of
Sa,(b−1),c is greater of equal that that of Sa,b,c.
◦ Step 3: We prove that, when the considered indexes belong to I such that a+ 1 < b, Sa,b,c is
more powerful than S(a+1),b,c. Our proof is conditional on Fa = fa, Fc = fc and is located in the
plane Fa+1, Fb.
The rejection region Ra,b,c takes the form Fb ≥ z1fa + (1− z1)fc for some threshold z1belonging
to (0, 1).
The rejection region Ra+1,b,c takes the form Fb ≥ z2Fa+1 + (1− z2)fc for some other threshold z2
belonging to (0, 1).
These regions as well as the regions A and B and the point K are indicated in Figure 5.
Transport of measure and the convenient modification of Lemma 20 imply that the power of
Sa,b,c is greater of equal that that of S(a+1),b,c.
Considering the three cases above, we get the desired result.
C.5. Proof of Lemma 16
The proof works by induction. Let us check the relation for k = 2, namely
N (1) − λ1θ( ı̂1) = Z − Zı̂1θ( ı̂1) = Z −Πı̂1(Z) .
Now, let k ≥ 3. First, the three perpendicular theorem implies that for every j, i1, . . . , ik−1 ,
θj(i1, . . . , ik−2) =
(
Rj,i1 · · ·Rj,ik−1
)
M−1i1,...,ik−1(θi1(i1, . . . , ik−2), . . . , θik−1(i1, . . . , ik−2)) ,
and Πi1,...,ik−2(Zj) =
(
Rj,i1 · · ·Rj,ik−1
)
M−1i1,...,ik−1(Πi1,...,ik−2(Zi1), . . . ,Πi1,...,ik−2(Zik−1)) .
By induction, using (51), we get that
N (k−1) = N (k−2) − (λk−2 − λk−1)θ( ı̂1, . . . , ı̂k−2) ,
= (N (k−2) − λk−2θ( ı̂1, . . . , ı̂k−2)) + λk−1θ( ı̂1, . . . , ı̂k−2) ,
= Z −Πı̂1,...,̂ık−2(Z) + λk−1θ( ı̂1, . . . , ı̂k−2) . (64)
Then, recall that N (k−1)j = λk−1 for j = ı̂1, . . . , ı̂k−1 and remark that
λk−1θj( ı̂1, . . . , ı̂k−1) =
(
Rj,̂ı1 · · ·Rj,̂ık−1
)
M−1ı̂1,...,̂ık−1(N
(k−1)
ı̂1
, . . . , N
(k−1)
ı̂k−1 ) .
Using (64) at indices j = ı̂1, . . . , ı̂k−1, we deduce that
λk−1θj( ı̂1, . . . , ı̂k−1)
=
(
Rj,̂ı1 · · ·Rj,̂ık−1
)
M−1ı̂1,...,̂ık−1(N
(k−1)
ı̂1
, . . . , N
(k−1)
ı̂k−1 )
=
(
Rj,̂ı1 · · ·Rj,̂ık−1
)
M−1ı̂1,...,̂ık−1(Zı̂1 , . . . , Zı̂k−1)
− (Rj,̂ı1 · · ·Rj,̂ık−1)M−1ı̂1,...,̂ık−1(Πı̂1,...,̂ık−2(Zı̂1), . . . ,Πı̂1,...,̂ık−2(Zı̂k−1))
+ λk−1
(
Rj,̂ı1 · · ·Rj,̂ık−1
)
M−1ı̂1,...,̂ık−1(θı̂1( ı̂1, . . . , ı̂k−2), . . . , θı̂k−1( ı̂1, . . . , ı̂k−2))
= Πı̂1,...,̂ık−1(Zj)−Πı̂1,...,̂ık−2(Zj) + λk−1θj( ı̂1, . . . , ı̂k−2) ,
Namely
Πı̂1,...,̂ık−1(Z)− λk−1θ( ı̂1, . . . , ı̂k−1) = Πı̂1,...,̂ık−2(Z)− λk−1θ( ı̂1, . . . , ı̂k−2) .
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Using again (64) we get that
N (k−1) = Z −Πı̂1,...,̂ık−2(Z) + λk−1θ( ı̂1, . . . , ı̂k−2) ,
= Z −Πı̂1,...,̂ık−1(Z) + λk−1θ( ı̂1, . . . , ı̂k−1) ,
as claimed.
C.6. Proof of Proposition 18
We denote
Rj :=
(
Rj,i1 , . . . , Rj,ik−1
)
,
Rik :=
(
Rik,i1 , . . . , Rik,ik−1
)
,
M := Mi1,...,ik−1 ,
M := Mi1,...,ik =
[
M Rik
R>ik Rik,ik
]
,
R :=
(
Rj,i1 , . . . , Rj,ik
)
,
x :=
1− θj(i1, . . . , ik−1)
1− θik(i1, . . . , ik−1)
τj,ik
τik,ik
,
and observe that
x =
Rj,ik −R>j M−1Rik
Rik,ik −R>ikM−1Rik
,
M
−1
=
[
Idk−1 −M−1Rik
0 1
] [
M−1 0
0
(
Rik,ik −R>ikM−1Rik
)−1 ] [ Idk−1 0−R>ikM−1 1
]
,
M
−1
R =
[
M−1
(
Rj − xRik
)
x
]
, (65)
using Schur complement of block M of the matrix M and a LU decomposition. Note also that
Z
(i1,...,ik−1)
j − Z(i1,...,ik−1)ik τj,ik/τik,ik
1− τj,ik/τik,ik
=
Zj −Πi1,...,ik−1(Zj)− x (Zik −Πi1,...,ik−1(Zik))
1− θj(i1, . . . , ik−1)− x(1− θik(i1, . . . , ik−1))
.
To prove (54), it suffices to show that the R.H.S term above is equal to the following R.H.S term
Z
(i1,...,ik)
j =
Zj −Πi1,...,ik(Zj)
1− θj(i1, . . . , ik) .
We will prove that numerators are equal and that denominators are equal. For denominators,
1− θj(i1, . . . , ik−1)− x(1− θik(i1, . . . , ik−1))
= 1− θj(i1, . . . , ik−1)− x+ x θik(i1, . . . , ik−1)
= 1− (1 · · · 1︸ ︷︷ ︸
k times
)
[
M−1
(
Rj − xRik
)
x
]
= 1− θj(i1, . . . , ik) , (66)
using (65). Furthermore, it proves (53). For the numerators, we use that
Zj −Πi1,...,ik−1(Zj)− x (Zik −Πi1,...,ik−1(Zik))
= Zj −Πi1,...,ik−1(Zj)− xZik + xΠi1,...,ik−1(Zik)
= Zj − (Zi1 · · ·Zik)
[
M−1
(
Rj − xRik
)
x
]
= Zj −Πi1,...,ik(Zj) .
using (65).
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C.7. Proof of Theorem 15
We rely on the Weak Positive Regression Dependency (WPRDS) property to prove the
result, one may consult [18, Page 173] for instance. We say that a function g : [0, 1]K → R+ is
nondecreasing if for any p, q ∈ [0, 1]K such that pk ≥ qk for every k = 1, . . . ,K, we have g(p) ≥ g(q).
We say that a Borel set Γ ∈ [0, 1]K is nondecreasing if g = 1Γ is nondecreasing. In other words if
y ∈ γ and if z ≥ 0, then y+z ∈ γ. We say that the p-values ( p̂1 = α̂0,1,K+1, . . . , p̂K = α̂K−1,K,K+1)
satisfy the WPRDS property if for any nondecreasing set Γ and for all k0 ∈ I0, the function
u 7→ Pµ0
[
( p̂1, . . . , p̂K) ∈ Γ
∣∣p̂k0 ≤ u] is nondecreasing
where µ0 = β0 in our orthogonal design case, and we recall that
I0 =
{
k ∈ [K] : H0,k is true
}
.
To prove Theorem 15, note that it is sufficient [18, Chapter 8] to prove that
u 7→ P[( p̂1, . . . , p̂K) ∈ Γ∣∣p̂k0 ≤ u] is nondecreasing (67)
where E,P will denote that expectations and probabilities are conditional on {ı1, . . . , ıK , λK+1}
and under the hypothesis that µ0 = X>Xβ0. Note that one can integrate in λK+1 to get the
statement of Theorem 15.
◦ Step 1: We start by giving the joint law of the LAR’s knots under the alternative in the orthog-
onal design case. Lemma 19 and (62) show that, conditional on {ı1, . . . , ıK , λK+1}, (λ1, . . . , λK)
is distributed on the set λ1 ≥ λ2 ≥ · · · ≥ λK ≥ λK+1 and it has a coordinate-wise nondecreasing
density. Now we can assume without loss of generality that σ2 = 1, in addition because of or-
thogonality ρ2k = 1 implying that Fk = Φ(λk) Pi,j = Φi ◦ Φ−1j = Id. We deduce that, conditional
on {ı1, . . . , ıK , FK+1}, (F1, . . . , FK) is distributed on the set{
(f1, . . . , fK) ∈ RK : 1 ≥ f1 ≥ f2 ≥ · · · ≥ fK ≥ FK+1)
}
,
it has an explicit density given by (62), and we denote it by hµ0 . By the change of variables
Gk :=
Fk−FK+1
Fk−1−FK+1 one obtains that the distribution of (G1, . . . , GK) is supported on [0, 1]
K . More
precisely, define
ψ(f1, . . . , fK) := (g1, . . . , gK) := (
f1 − FK+1
1− FK+1 , . . . ,
fK − FK+1
fK−1 − FK+1 )
ψ−1(g1, . . . , gK) :=
(
(1− FK+1)g1 + FK+1, . . . , (1− FK+1)g1g2 . . . gK + FK+1
)
,
whose inverse Jacobian determinant is
det
[ ∂ψ
∂f1
· · · ∂ψ
∂fK
]−1
=
K∏
k=1
(fk−1 − FK+1) = (1− FK+1)K
K∏
k=1
gK−kk .
We deduce that the density of (G1, . . . , GK)|{ı1, . . . , ıK , FK+1} at point g with respect to Lebesgue
measure is
p(g) := (const)1g∈(0,1)K
K∏
k=1
gK−kk cosh
[
µ0ık((1− FK+1)
k∏
`=1
g` + FK+1)
]
, (68)
where we have used (62). From (38) and (59), one has
p̂k = 1− F β(1,K−k+1)
(
Fk − FK+1
Fk−1 − FK+1
)
= 1− F β(1,K−k+1)(Gk) (69)
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where F β is the cumulative distribution of the Beta distribution in reference. We deduce that for
any v ∈ (0, 1) and for any ` ∈ [K],
p̂k = v ⇔ (G1, . . . , GK) ∈ [0, 1]K ∩ {F−1β(1,K−k+1)(1− v) = Gk} ,
so that
P
[
( p̂1, . . . , p̂K) ∈ Γ
∣∣p̂k0 ≤ u] = P[(G1, . . . , GK) ∈ Γ∣∣Gk0 ≥ F−1β(1,K−`+1)(1− u)] , (70)
where Γ can be proved to be a nonincreasing Borel set from (69).
◦ Step 2: Let 0 < x < y < 1 and denote by µx the following conditional law
µx := law
[
(G1, . . . , GK)|{ı1, . . . , ıK , FK+1, Gk0 ≥ x}
]
.
Remark that if there exists a measurable T : [0, 1]K 7→ [0, 1]K such that
• T is nondecreasing, meaning that for any g ∈ [0, 1]K , T (g) ≥ g;
• T is such that push-forward of µx by T gives µy, namely T#µx = µy;
then it holds
• 1{T (g)∈Γ} ≤ 1{g∈Γ};
• law[T (G)|{ı1, . . . , ıK , FK+1, Gk0 ≥ x}] = law[G|{ı1, . . . , ıK , FK+1, Gk0 ≥ y}] where G =
(G1, . . . , GK).
In this case, we deduce that
P
[
G ∈ Γ∣∣Gk0 ≥ x] ≥ P[T (G) ∈ Γ∣∣Gk0 ≥ x] = P[G ∈ Γ∣∣Gk0 ≥ y] .
If one can prove that such function T exists for any 0 < x < y < 1, it proves that
x 7→ P[G ∈ Γ∣∣Gk0 ≥ x] is nonincreasing ,
and, in view of (70), it proves (67). Proving that such function T exists is done in the next step.
◦ Step 3: Let 0 < x < y < 1. Consider the Knothe-Rosenblatt transport map T of µx
toward µy following the order
k0 → k0 + 1→ · · · → K → k0 − 1→ k0 − 2→ · · · → 1 .
It is based on a sequence of conditional quantile transforms defined following the ordering above.
Its construction is presented for instance in [24, Sec.2.3, P.67] or [31, P.20]. The transport T is
defined as follows. Given z, z′ ∈ [0, 1]K such that z′ = T (z) it holds
z′k0 = T
(k0)(zk0);
z′k0+1 = T
(k0+1)(zk0+1, z
′
k0);
...
z′K = T
(K)(zK , z
′
K−1, . . . , z
′
k0);
z′k0−1 = T
(k0−1)(zk0−1, z′K , . . . , z
′
k0);
...
z′1 = T
(1)(z1, z
′
2, . . . , z
′
k0−1, z
′
K , . . . , z
′
k0);
where T (k
0), T (k
0+1), . . . , T (K), T (k
0−1) . . . , T (1) will be build in the sequel, in which we will drop
their dependencies in the z′k’s to ease notations. It remains to prove that
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Figure 6: Note that, by symmetry the two boxed regions have same p ⊗ p measure. The blue
region is [x, t]× [y, 1], its measure is the measure of the red region (namely cDy(t)×Dx(1)) more
the bluest upper left corner (namely [x, y]× [t, 1]).
• T is nondecreasing, meaning that for any g ∈ [0, 1]K , T (g) ≥ g;
• T is such that push-forward of µx by T gives µy, namely T#µx = µy;
to conclude. The last point is a property of the Knothe-Rosenblatt transport map. Proving the
first point will be done in the rest of the proof.
◦ Step 3.1: We start by the first transport map T (k0) : [0, 1] 7→ [0, 1]. Denote µ(k0)x the following
conditional law
µ(k
0)
x := law
[
Gk0 |{ı1, . . . , ıK , FK+1, Gk0 ≥ x}
]
,
and F(k
0)
x its cdf. Note that the Knothe-Rosenblatt construction gives T (k
0) = (F
(k0)
y )−1 ◦ F(k
0)
x .
We would like to prove that T (k
0)(t) ≥ t for all z ∈ (0, 1). This is equivalent to prove that it holds
F
(k0)
x ≥ F(k
0)
y . For t ≤ y, F(k
0)
y (t) = 0 and it implies that F
(k0)
x (t) ≥ F(k
0)
y (t). Let t > y, using the
conditional density p defined in (68), note that
F(k
0)
x (t) ≥ F(k
0)
y (t) ⇔
∫ t
x
p∫ 1
x
p
≥
∫ t
y
p∫ 1
y
p
⇔
∫ t
x
∫ 1
y
p⊗ p ≥
∫ t
y
∫ 1
x
p⊗ p,
where, for example∫ t
x
means the integral over the hyper rectangle [x, t] :=
{
(g1, . . . , gK) ∈ [0, 1]K : x ≤ gk0 ≤ t
}
.
A simple calculation (see also Figure 6) gives that∫ t
x
∫ 1
y
p⊗ p =
∫ t
y
∫ 1
x
p⊗ p+
∫
[x,y]×[t,1]
p⊗ p ,
and it proves that F(k
0)
x ≥ F(k
0)
y .
◦ Step 3.2: We continue with the second transport map in Knothe-Rosenblatt construction. Let
zk0 ∈ (x, 1) and denote µ(k
0+1)
zk0 the following conditional law
µ(k
0+1)
zk0
:= law
[
Gk0+1|{ı1, . . . , ıK , FK+1, Gk0 = zk0}
]
,
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and F(k
0+1)
zk0 its cdf. Let z
′
k0 := T
(k0)(z′k0) and denote µ
(k0+1)
z′
k0
the following conditional law
µ
(k0+1)
z′
k0
:= law
[
Gk0+1|{ı1, . . . , ıK , FK+1, Gk0 = z′k0}
]
,
and F(k
0+1)
z′
k0
its cdf. Note that x < zk0 ≤ z′k0 = T (k
0)(zk0) ≤ 1. Again, we would like to prove that
F
(k0+1)
zk0 ≥ F(k
0+1)
z′
k0
which implies that the transport map T (k
0+1) :=
(
F
(k0+1)
z′
k0
)−1 ◦F(k0+1)zk0 satisfies
T (k
0+1)(u) ≥ u for all u ∈ (0, 1).
Recall that the conditional density p of G|{ı1, . . . , ıK , FK+1} is given by (68) and recall that
k0 ∈ I0. Observe that µ0k0 = 0, so that the conditional density of G|{ı1, . . . , ıK , FK+1, Gk0 = z} is
(const)1g∈(0,1)K1gk0=z
∏
k<k0
gK−kk cosh
[
µ0ık((1− FK+1)
k∏
`=1
g` + FK+1)
]
(71)
×
∏
k>k0
gK−kk cosh
[
µ0ık((1− FK+1) z
∏
1≤` 6=k0≤k
g` + FK+1)
]
.
Set τ := z′k0/zk0 ≥ 1 and G′k0+1 = τGk0+1 so that
zk0Gk0+1 = z
′
k0G
′
k0+1 .
Denote G′ := (G1, . . . , Gk0−1, G′k0+1, Gk0+2, . . . , GK) ∈ (0, 1)k
0−1× (0, τ)× (0, 1)K−k0−1 and note
that the conditional density of G′|{ı1, . . . , ıK , FK+1, Gk0 = τz} is
(const)1g∈(0,1)k0−1×(0,τ)×(0,1)K−k0−1
∏
k<k0
gK−kk cosh
[
µ0ık((1− FK+1)
k∏
`=1
g` + FK+1)
]
×
∏
k>k0
gK−kk cosh
[
µ0ık((1− FK+1) z
∏
1≤` 6=k0≤k
g` + FK+1)
]
,
which, up to some normalising constant, is the same as (71) up to the following change of support
1g∈(0,1)K ↔ 1g′∈(0,1)k0−1×(0,τ)×(0,1)K−k0−1 .
By an abuse of notation, we denote by p this function, namely
p(g) =
∏
k<k0
gK−kk cosh
[
µ0ık((1− FK+1)
k∏
`=1
g` + FK+1)
]
×
∏
k>k0
gK−kk cosh
[
µ0ık((1− FK+1) z
∏
1≤` 6=k0≤k
g` + FK+1)
]
.
We deduce that
F(k
0+1)
zk0
(t) ≥ F(k0+1)z′
k0
(t) ⇔ P(Gk0+1 ≤ t|Gk0 = zk0) ≥ P(Gk0+1 ≤ t|Gk0 = z′k0)
⇔ P(Gk0+1 ≤ t|Gk0 = zk0) ≥ P(G′k0+1 ≤ τt|Gk0 = τzk0)
⇔
∫
D(t) p∫
D(1) p
≥
∫
D(τt) p∫
D(τ) p
⇔
∫
D(t)×D(τ)
p⊗ p ≥
∫
D(τt)×D(1)
p⊗ p , (72)
where
D(s) :=
{
(g1, . . . , gk0−1, gk0+1 . . . , gK) ∈ (0, 1)K−1 : 0 < gk0+1 ≤ s
}
.
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Figure 7: The two boxed rectangles have Lebesgue measure, namely τt. The p⊗p measure of the
grey box is greater than the p⊗ p measure of the white box.
We now present an inequality on the to conclude. Observe that we are integrating on domains
depicted in Figure 7. The two boxes have same area for the uniform measure and we would like
to compare their respective measure for the p ⊗ p measure. We start by the next lemma whose
proof is omitted.
Lemma 21. Let a, b ≥ 0. The function
z 7→ cosh(a z + b)× cosh(a/z + b)
is non-decreasing on the domain [1,∞).
Now, let (g1, . . . , gk0−1, gk0+2 . . . , gK) ∈ (0, 1)K−1 be fixed in the integrals (72). We are the looking
at the weights of the domains (h1, h2) ∈ (0, t)× (0, τ) and (h3, h4) ∈ (0, τ t)× (0, 1) for the weight
function w given by
w(h1, h2) =C1h
K−k0−1
1 cosh
[
µ0ık((1− FK+1) zk0
∏
1≤`<k0
g` × h1 + FK+1)
]
×
∏
k>k0+1
cosh
[
µ0ık((1− FK+1) zk0
∏
1≤` 6=k0,k0+1≤k
g` × h1 + FK+1)
]
× hK−k0−12 cosh
[
µ0ık((1− FK+1) zk0
∏
1≤`<k0
g` × h2 + FK+1)
]
×
∏
k>k0+1
cosh
[
µ0ık((1− FK+1) zk0
∏
1≤` 6=k0,k0+1≤k
g` × h2 + FK+1)
]
,
where the constant C1 depends on (g1, . . . , gk0−1, gk0+2 . . . , gK) ∈ (0, 1)K−1. By the change of
variables h′1 = h3/t and h′2 = th4, the right hand term of (72) is given by the integration on the
domain (h′1, h′2) ∈ (0, t)× (0, τ) of the weight function w′ given by
w′(h′1, h
′
2) =C1h
′
1
K−k0−1
cosh
[
µ0ık((1− FK+1) zk0
∏
1≤`<k0
g` × t× h′1 + FK+1)
]
×
∏
k>k0+1
cosh
[
µ0ık((1− FK+1) zk0
∏
1≤` 6=k0,k0+1≤k
g` × t× h′1 + FK+1)
]
× h′2K−k
0−1
cosh
[
µ0ık((1− FK+1) zk0
∏
1≤`<k0
g` × h′2/t+ FK+1)
]
×
∏
k>k0+1
cosh
[
µ0ık((1− FK+1) zk0
∏
1≤` 6=k0,k0+1≤k
g` × h′2/t+ FK+1)
]
.
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Now, invoke Lemma 21 with
a = µ0ık(1− FK+1) zk0
∏
1≤`<k0
g` × h
b = µ0ıkFK+1
z = t ≥ 1 ,
where h = h1 or h2, to get that w′ ≥ w and so∫
D(t)×D(τ)
p⊗ p ≥
∫
D(τt)×D(1)
p⊗ p ,
which concludes this part of the proof.
◦ Step 3.3: We continue by induction with the other transport maps in Knothe-Rosenblatt’s
construction. Assume that we have built z′ := (z′k, . . . , z
′
k0) and z := (zk, . . . , zk0) for some k > k
0.
Denote µ(k+1)z the following conditional law
µ(k+1)z := law
[
Gk+1|{ı1, . . . , ıK , FK+1, Gk = zk, . . . , Gk0 = zk0︸ ︷︷ ︸
denoted G[k,k0]=z
}] ,
and F(k+1)z its cdf. Denote µ
(k+1)
z′ the following conditional law
µ
(k+1)
z′ := law
[
Gk+1|{ı1, . . . , ıK , FK+1, Gk = z′k, . . . , Gk0 = z′k0︸ ︷︷ ︸
G[k,k0]=z′
}] ,
and F(k+1)z′ its cdf. Note that z ≤ z′ = T (k)(z) ≤ 1. Again, we would prove that F(k+1)z ≥ F(k+1)z′
which implies that the transport map T (k+1) :=
(
F
(k+1)
z′
)−1 ◦F(k+1)z satisfies T (k+1)(u) ≥ u for all
u ∈ (0, 1).
For z ∈ (0, 1)k−k0 × (x, 1), the conditional density of G|{ı1, . . . , ıK , FK+1, G[k,k0] = z} is
(const)1g∈(0,1)K1g[k,k0]=z
∏
m<k0
gK−mm cosh
[
µ0ım((1− FK+1)
m∏
`=1
g` + FK+1)
]
]
×
∏
k0≤m≤k
zK−mm cosh
[
µ0ım((1− FK+1)
∏
1≤`<k0
g`
m∏
n=k0
zn + FK+1)
]
×
∏
k<m
gK−mm cosh
[
µ0ım((1− FK+1)
∏
1≤`<k0
g`
k∏
n=k0
zn
∏
k<`≤m
g` + FK+1)
]
.
Set τ :=
∏k
n=k0 z
′
n/
∏k
n=k0 zn ≥ 1 and G′k = τGk0+1 so that
[ k∏
n=k0
z′n
]
Gk+1 =
[ k∏
n=k0
zn
]
G′k+1 .
Then the proof follows the same idea as in Step 3.2 and we will not detail it here.
◦ Step 3.4: This is the last step of the proof. Assume that we have built z′ := (z′K , . . . , z′k0) and
z := (zK , . . . , zk0). Denote µ
(k0−1)
z the following conditional law
µ(k
0−1)
z := law
[
Gk0−1|{ı1, . . . , ıK , FK+1, G[K,k
0] = z}] ,
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and F(k
0−1)
z its cdf. Denote µ
(k0−1)
z′ the following conditional law
µ
(k0−1)
z′ := law
[
Gk0−1|{ı1, . . . , ıK , FK+1, G[K,k
0] = z′}] ,
and F(k
01)
z′ its cdf. Note that z ≤ z′ = T (K)(z) ≤ 1. Again, we would prove that F(k
0−1)
z ≥ F(k
0−1)
z′
which implies that the transport map T (k
0−1) :=
(
F
(k0−1)
z′
)−1 ◦ F(k0−1)z satisfies T (k0−1)(u) ≥ u
for all u ∈ (0, 1).
For z ∈ (0, 1)K−k0 × (x, 1), the conditional density of G|{ı1, . . . , ıK , FK+1, G[K,k0] = z} is
(const)1g∈(0,1)K1g[K,k0]=z
∏
m<k0
gK−mm cosh
[
µ0ım((1− FK+1)
m∏
`=1
g` + FK+1)
]
×
∏
k0≤m≤K
zK−mm cosh
[
µ0ım((1− FK+1)
∏
1≤`<k0
g`
m∏
n=k0
zn + FK+1)
]
.
Now, let (g1, . . . , gk0−2) ∈ (0, 1)k0−2 be fixed and denote by
∀g ∈ (0, 1), wz(g) :=gK−k0+1 cosh
[
µ0ık0−1((1− FK+1)
k0−2∏
`=1
g` × g + FK+1)
]
×
∏
k0≤m≤K
zK−mm cosh
[
µ0ım((1− FK+1)
m∏
n=k0
zn
k0−2∏
`=1
g` × g + FK+1)
]
.
and, substituting z by z′, define wz′ as well. Let t ∈ (0, 1). Following the idea of Step 3.2, one can
check that it is sufficient to prove that∫ t
0
(∫ 1
0
wz(g)wz′(g
′)dg′
)
dg ≥
∫ 1
0
(∫ t
0
wz(g)wz′(g
′)dg′
)
dg .
Substituting ∫ t
0
(∫ t
0
wz(g)wz′(g
′)dg′
)
dg
on both parts, one is reduced to prove that∫ t
0
(∫ 1
t
wz(g)wz′(g
′)dg′
)
dg ≥
∫ t
0
(∫ 1
t
wz′(g)wz(g
′)dg′
)
dg .
Observe that g ≤ g′ in the last two integrals. Now, we have this lemma whose proof is omitted.
Lemma 22. Let 0 < a ≤ a′ and b > 0. The function
z 7→ cosh(a z + b)
cosh(a′z + b)
is non-increasing on the domain (0,∞).
Let g ≤ g′. From Lemma 22, we deduce that cosh(ag+b) cosh(a′g′+b) ≥ cosh(ag′+b) cosh(a′g+b),
proving that wz(g)wz′(g′) ≥ wz′(g)wz(g′). It proves that T (k0−1)(u) ≥ u for all u ∈ (0, 1).
We then proceed by induction for k0 − 1→ k0 − 2→ · · · → 1. The proof follows the same line
as above, Step 3.4.
43
Appendix D: A Quasi Monte Carlo (QMC) method: Cubature by lattice rule
Our goal is to compute the integral of some functionf on the hypercube of dimension d, namely
I :=
∫
[0,1]d
f(x)dx.
We want to approximate it by a finite sum over n points
In :=
1
n
n∑
i=1
f(x(i)).
A convenient way of constructing the sequence x(i), i = 1, . . . , n is the so-called lattice rule: from
the first point x(1) we deduce the others x(i) by
x(i) =
{
i.x(1)
}
,
where the {} brackets mean that we take the fractional part coordinate by coordinate. In such a
case the error given by
E(f, n, x(1)) = I − In
is a function, in particular, of starting point x(1) .
The Fast-rank algorithm [21] is a fast algorithm that finds, component by component and as
a function of the prime n, the sequence of coordinates of x(1) that minimizes the maximal error
when f varies in a unit ball E of some RKHS, namely a tensorial product of Koborov spaces. In
addition it gives an expression of its minimax error, namely
max
f∈E
(f, n, x(1)).
In practice, very few properties are known on the function f , so the result above is not directly
applicable. Nevertheless for many functions f , it happens that the convergence of In to I is “fast”:
typically of the order 1/n while the Monte-Carlo method (choosing the x(i) at random) converges
at rate 1/
√
n.
A reliable estimate of the error is obtained by adding a Monte-Carlo layer as in [16] for instance.
This can be done as follows. Let U a unique uniform variable on [0, 1]d, we define
x
(i)
U :=
{
i.x(1) + U
}
, In,U :=
1
n
n∑
i=1
f(x
(i)
U ).
Classical computations show that In,U is now an unbiased estimator of I. In a final step, we
perform N (in practice 15-20) independent repetitions of the experiment above an we compute
usual asymptotic confidence intervals for independent observations.
Appendix E: Main notation
Please see next page.
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Notation Comment
General notation
[a] the set of integers {1, ..., a}
Y = Xβ0 + η Linear Model (2), X is n× p design matrix with rank r
σ2 the variance of the errors η
K the number of knots λ1, . . . , λK that are considered, see (10)
n1,n2 number of d.o.f. used for constructing σ̂select, σ̂test
ϕmk,v2k
standard Gaussian density with mean mk and variance v2k := σ
2ρ2k
ϕ˜ multivariate t-distribution with ν = n2 degrees of freedom, mean m = (m1, . . . ,mK)
and variance-covariance matrix Diag(ρ1, . . . , ρK)
mk, v
2
k conditional mean, see (28), and conditional variance v
2
k = σ
2ρ2k, see (29)
α̂abc the p-value of the generalized spacing test (GST), see (38)
Sabc 1{α̂abc≤α}, the generalized spacing test (GST) see (39)
Λk t-knots defined by (40)
β̂abc the p-value of the generalized t-spacing test (GtST), see (42)
Tabc 1{β̂abc≤α}, the generalized t-spacing test (GtST), see (44)
Technical notation
ı̂k a way of coding both indexes and signs, see (3)
ık; εk the indexes and the signs of the variables that enter in the LAR path
j1, . . . , jk; s1, . . . , sk a generic value of the sequences above
i1, . . . , ik a generic value of the sequence ı̂k
Z the vector of correlations, obtained by symmetry from Z defined by (4)
R the variance-covariance matrix of Z, see (6)
Mi1,...,i` sub-matrix of R indexed by {i1, . . . , i`}, see (12)
S
k {ı1, . . . , ık}, a possible selected support (8)
S0 the true support
Ŝ the chosen set of variables : Sm̂
m̂ the chosen size
(A Stop) stopping rule, see Section 2.4
Hk Span(Xı1 , . . . , Xık )
Pk(P
⊥
k ) Orthogonal projector on (the orthogonal of) Hk
(AIrr.) Irrepresentable Check, see (AIrr.)
θj(i1, . . . , ik) see (11), and θ` := θ( ı̂1, . . . , ı̂`)
Z
(i1,...,ik)
j see (17)
Πi1,...,ik (Zj) see (18)
λfk := Z
i1,...ik−1
ik
the k-th frozen knot, see (21)
mfk , σρ
f
k mean (23) and standard deviation (24) of λ
f
k
Fabc(t) see (35)
Fi;Pij Fi := Φi(λi) := Φ(λi/(σρi)) and Pij is given by (32)
F˜abc(t) see (41)
T k see (45)
Table 1
Table of notations (and commands).
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