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Abstract 
There is a growing need for new sources of energy due to the rise in global energy 
demand, the decline in fossil fuels, and the increasing, negative consequences of 
climate change. Renewable energy resources are sustainable but they are also 
intermittent, meaning that they cannot supply energy on demand unless it is 
stored. Hydrogen is one potential chemical method of storing this energy; 
however, it has a very low energy density per unit volume, meaning that storage in 
low mass and volume containers can be problematic. One solution is to adsorb 
hydrogen onto highly porous materials. 
This thesis presents an improved methodology for analysing hydrogen adsorbed 
inside porous materials, and how it can be utilised to determine the potential use 
of storing hydrogen via physisorption for aviation. Preliminary studies are 
conducted on pressure and temperature dependencies of both the pore volume 
and the adsorbate density, and a comparison is also made between the utilisation 
of different Type 1 isotherms for the fractional filling of hydrogen, with the use of 
the Tόth equation resulting in the best quality of fit to the isotherms overall. The 
model is verified using inelastic neutron scattering and computer simulations. 
The model is then utilised to calculate the amount of hydrogen within a tank 
containing varying quantities of adsorbent, and comparing this to the amount of 
hydrogen that can be stored via direct compression at the same conditions. This is 
then expanded to be compared to alternative energy systems, and a preliminary 
investigation on the use of adsorbed hydrogen within aviation is conducted. The 
results show hydrogen adsorption to always have a higher energy density than 
compressed hydrogen up to a certain pressure, and for both to have a comparable 
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1 Introduction 
1.1 Scope and motivation 
As a consequence of population increase and the growth in worldwide gross 
domestic product (GDP), there has been an enormous rise in global energy 
demand. Accompanying this increase in energy demand is a need for new, 
cleaner sources of energy due to the decline in fossil fuel reserves, and the 
increase in climate change. Aviation is one particular industry within which 
demand is constantly rising; the current fuels used will eventually run out, and the 
emissions are required to be reduced as many are released directly into the upper 
atmosphere causing an increase in radiative forcing. Renewable sources of 
energy, for example wind power, are one potential solution for this problem; 
however they do not supply a stored form of energy, thus the energy produced 
needs to be stored.  
Hydrogen shows great potential as an energy store; it is the most abundant 
element in the universe, has the highest energy per unit mass of any chemical 
fuel, and only water is produced as a by-product when releasing the energy via a 
fuel cell. However, there are currently two major issues with using hydrogen as an 
energy store; the lack of a cheap, sustainable method for the production of 
molecular hydrogen, and the difficulty of storage at high densities due to 
hydrogen’s very low energy per unit volume. Storage can be achieved via a 
number of processes: compression, liquefaction, chemisorption or physisorption. 
Compression and liquefaction are the current state of the art methods but they 
require unfavourable conditions, high pressures (70 MPa) and low temperatures 
(~20 K) respectively, and they do not increase the density to a high enough value 
to be competitive with current transport fuels. Chemisorption and physisorption are 
both solid state methods of storage; chemisorption involves chemically absorbing 
the hydrogen into a material, and physisorption encompasses physically adsorbing 
the hydrogen into the pores of a material. Physisorption is a very promising 
method of storing hydrogen, as it only requires a small energy input to discharge 
the hydrogen back out of the material. However, because physisorption only forms 
weak interactions between the hydrogen and the material, low temperatures within 
the range of ~77 K are required to store large quantities of hydrogen.  
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There are many different nanoporous materials that can be used for physisorption 
of hydrogen, including metal-organic frameworks (MOFs), zeolites, activated 
carbons, and polymers of intrinsic microporosity (PIMs). Modelling these systems 
is very important for two main reasons. Firstly, to calculate the total amount of 
hydrogen within the system, a quantity which cannot easily be measured 
experimentally. Secondly to better understand the fundamentals of the hydrogen 
adsorption process, in order to try to improve the design of the nanoporous 
materials which are synthesised for this, for example by finding the optimum pore 
size. The models that are used for these purposes are required to exist in terms of 
the excess amount of hydrogen, as this is the quantity that is measured 
experimentally. The excess amount of hydrogen refers to the additional amount of 
hydrogen in the pore of a material as a result of the interactions between the 
hydrogen and the surface of the material. The basic model used in the literature 
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1.2 Thesis structure 
Chapter 2 of this thesis consists of a detailed study of the background of the 
project via a critical assessment of the literature, including the motivation behind 
the work, the alternative solutions to the problem in hand, and other relevant 
research that has been conducted in the field. This chapter will be concluded with 
the aims and objectives of the work presented within the report, highlighting what 
was desired to be achieved throughout. A methodology chapter will follow, which 
includes details about the materials that were used throughout the study, as well 
as the characterisation and analysis techniques utilised. Subsequently, Chapter 4 
consists of the results and discussion, which comprises the bulk of the thesis and 
details the work completed, the results obtained, and a detailed analysis of the 
results. The results and discussion chapter is split into five sections. Within 
Section 4.1, a development of the basic model used within the literature is 
presented, introducing a more complex density profile within the pore. The 
developed model, known as the density variation model or DV model for short, is 
compared to the original model, and a derivation of the absolute and total 
quantities of hydrogen is conducted. Section 4.2 expands the DV model in more 
detail and focusses on the unknown parameters - such as the pore volume, the 
adsorbate density and the fractional filling term - in order to attempt to improve the 
model, and to potentially determine more about how the hydrogen adsorbs within 
the pores of materials. Section 4.3 focusses on the verification of the DV model by 
comparing the absolute and total quantities of hydrogen calculated using the 
model to both inelastic neutron scattering results as well as computer simulations. 
Section 4.4 utilises the DV model to create a direct comparison between the 
amount of hydrogen stored in a tank via adsorption and via direct compression, 
and Section 4.5 focusses the work conducted within Section 4.4 to the use of 
hydrogen in aviation. This chapter is succeeded by concluding remarks, which 
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2 Background 
This chapter gives an introduction to global energy from the 18th century through to 
the present, and introduces the role that hydrogen could have in future global 
energy scenarios. Hydrogen is then discussed in more detail, focussing on the 
storage of hydrogen and the types of materials that could be used for this 
application. The use of hydrogen in aviation is also described in detail, followed by 






















Figure 2.1 – A flow chart representing the material discussed in the background. The 
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2.1 Global energy 
2.1.1 Impact of the Industrial Revolution 
The Industrial Revolution of the 18th and 19th centuries in the United Kingdom, 
Western Europe, North America and Japan marked an enormous transformation in 
people’s lifestyles. The major sources of energy changed from biomass and 
muscle power to coal and steam power, thus more energy was able to be easily 
exploited, consequently increasing the energy use per capita. By the start of the 
20th century, petroleum and natural gas were also utilised for energy, driving this 
trend even further. In 2008, nearly 80 GJ of annual energy consumption per capita 
had been reached, doubling that from 1750 [1], resulting in a huge increase in 
global energy consumption (Figure 2.2). 
 
Figure 2.2 – Growth in global energy consumption with time. Lines are drawn to guide the 
eye. EJ stands for exajoule (x10
18
 joules). Data from [2, 3]. 
Another indirect consequence of the industrial revolution was an increase in 
population, Figure 2.3. The global population in 1750, before the industrial 
revolution, was estimated from the U.S. Census Bureau to be approximately 790 
million, and this has now risen to over seven billion [4, 5]. The majority of this 
growth (4.5 billion) has occurred since 1950, subsequent to the industrial 
revolution, and global population is expected to keep increasing to reach 
approximately nine billion by 2050 [6]. 
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Figure 2.3 – Growth in world population from 1750 to the present, and expected growth to 
2050 using a medium variant. Data from [4, 5, 6]. 
This population increase was largely due to the decline in the death rate, which in 
turn was due to the rise in living standards, a consequence of the industrial 
revolution, also recognised by increased gross domestic product (GDP) [7]. GDP 
accounts for many different aspects, such as health care, income, availability of 
food and educational standards; and, to date, the World Bank has observed a 
global increase in GDP of over 40 times its 1960 value alone [1].  
Assuming an energy consumption per capita of 80 GJ, the expected population 
growth of approximately two billion people in the next 36 years would require an 
extra 160 billion GJ of energy per year. However, this value relies upon the energy 
consumption per capita remaining constant. This is a very unlikely scenario due to 
the large alteration in the global distribution of wealth as a result of countries 
involved in the industrial revolution exploiting the available energy to mass 
produce goods that they sold worldwide. This, along with the many great famines 
of the 19th century, led to a large economic gap between developed and non-
developed countries, also now referred to as Organisation for Economic Co-
operation and Development countries (OECD) and non-OECD countries 
respectively [8]. In 2005, OECD countries accounted for 24 % of the population, 
and yet consumed 65 % of the energy supply [9]. Because of this, it is expected 
that non-OECD countries will be the major cause of increased energy 
consumption in the coming years as the national economies in OECD countries 
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are already mature. The US Energy Information Administration (EIA) has predicted 
energy use in non-OECD countries to increase by 90 %, but only 17 % for OECD 
countries [10]. This means that the energy demand per capita is not going to 
remain steady, but is expected to rise dramatically. 
To summarise, the industrial revolution has resulted in more energy becoming 
easily accessible in OECD countries, to an increased population with a larger 
demand of energy per capita. This trend is also expected to occur for non-OECD 
countries in the coming years, resulting in a continuation of the increase in global 
energy demand. All of this shows that either people’s lifestyles are going to have 
to change radically in order to cope with using less energy, or else the energy 
supply will need to be dramatically increased in the near future; but most probably 
a combination of the two. 
2.1.2 Energy sources and the environment 
In 2010, approximately 84 % of the global energy consumption was provided by 
fossil fuels (coal, oil and natural gas), amounting to over 460 EJ (Figure 2.4) [10]. 
Fossil fuels are organic remnants that have been decomposed in the Earth’s crust 
for millions of years. They are currently cheap, widely available, have a high 
energy density, are simple to transport, and are easy to convert into other forms of 
energy, such as into heat via combustion [11]. However, fossil fuels are non-
renewable sources of energy, and the reserves are depleting.  
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Figure 2.4 – Total global energy consumption by fuel type, 1990 – 2014. Data from [10]. 
It has been calculated that the known reserves of traditional coal, oil and gas will 
only last up to 2088 at current consumption rates [12]. However, new reserves are 
being discovered, such as shale oil, and controversial methods of extracting the 
reserves, that could otherwise not be extracted via conventional methods, are 
currently being used (such as hydraulic fracturing). Shale oil is extracted from oil 
shale rock fragments via pyrolysis, thermal dissolution or hydrogenation [13, 14]. 
Hydraulic fracturing is a mining technique in which a mixture of liquids and sand 
are injected at high pressures into a wellbore, causing small fractures in the deep 
rocks, along which gas or oil can migrate into the well [15]. Both of these methods 
are environmentally damaging, but are expected to be greatly utilised in the near 
future. 
Due to the reliance that many countries have on fossil fuels and the uneven 
distribution of fossil fuel sources, the depletion of these sources could also cause 
major issues with energy security, due to the vast global network of importing 
energy from other countries [16].  
Not only are fossil fuels running out, but the use of fossil fuels for energy is a major 
contributor to climate change through the production of harmful emissions, 
including carbon dioxide (CO2), carbon monoxide (CO), methane (CH4), sulphur 
dioxide (SO2), nitric oxide (NO), nitrous oxide (N2O), nitrogen dioxide (NO2), ozone 
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(O3) and chlorofluorocarbons (CFCs) [17]. These contribute to various harmful 
effects on the environment. SO2 and NOX are the cause of acid rain which can 
have detrimental effect on infrastructure, limestone and other carbonate rocks, 
plants and aquatic animals [18]. Ozone depletion is caused mostly by CFCs and 
NOX reacting with the ozone causing an increase in the UV radiation reaching the 
surface of the Earth [17]. Air pollution is caused by particulates in the Earth’s 
atmosphere causing a significant risk to human health, including conditions such 
as heart disease and respiratory infections [19]. 
One of the most significant aspects of climate change is global warming. This is 
caused by changes in radiative forcing (RF), the balance between incoming 
radiation from the sun and outgoing infrared radiation, which is affected by the 
different greenhouse gases released into the atmosphere. The gas with the 
highest impact on positive RF (causing global warming, c.f. negative RF which 
causes global cooling) is carbon dioxide, due to its long atmospheric lifetime and 
its significantly greater quantities than other high RF gases such as methane. The 
total net anthropogenic RF value is 1.7 W m-2, which is significantly larger than the 
natural solar RF value of 0.05 W m-2, indicating that global warming is caused by 
anthropogenic sources [20]. In 2012, 82 % of the total greenhouse gas emissions 
in the United States was carbon dioxide, and its presence in large quantities is 
thought to have irreversible effects on the global climate [21, 22]. The seriousness 
of recent global warming can be seen in Figure 2.5, with an average land 





















Concern has been raised about these figures, and governments have started to 
put several measures in place in order to try to reduce the greenhouse gas 
emissions. For example, the 2008 Climate Change Act in the United Kingdom 
aimed to reduce the UK’s greenhouse gas emissions by at least 80% from the 
1990 baseline by 2050, and was the world’s first legally binding climate change 
target [24]. 
Global warming has numerous consequences, including sea level rise, oceanic 
acidification, potential gas hydrate eruptions, more extreme weather conditions, 
and a decrease in biodiversity [25]. All of these issues will continue to worsen 
unless clean sources of energy substitute fossil fuels in supplying the majority of 
the global energy demand. Therefore, not only is there a rapidly rising global 
demand for energy, but also a need for new, cleaner sources of energy to fulfil this 
demand.  
Potential cleaner sources of energy available include nuclear energy and 
renewable sources of energy. Nuclear energy provided approximately 12.3 % of 
the world’s electricity production in 2012 [26], and has the potential to be a viable 
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Figure 2.5 – Land temperature 10-year running average. The shaded regions show the 
one- and two- standard deviation uncertainties calculated including both statistical and 
spatial sampling errors. Prior land results from other groups are also plotted in different 
colours. Figure adapted from [23]. 
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source of baseload energy in the near future as it is a very mature technology and 
is not as variable or intermittent as most renewable sources of energy. However, 
nuclear energy commonly uses uranium which is a finite resource, and there are 
also issues with the safety and waste disposal from nuclear plants [27]. Public 
perception is also a problem with nuclear energy, which was only worsened by the 
Fukushima disaster in 2011 [28]. Despite this, 72 new nuclear plants are currently 
under construction, particularly in China, and many more are expected to be 
commissioned in the near future [26]. 
Renewable sources of energy provided approximately 19 % of global final energy 
consumption in 2011, although 49 % of this was from biomass, mostly accounted 
for by the use of firewood in non-OECD countries [29]. However, the total potential 
capacity of renewable sources of energy is enormous, being able to supply over 
3000 times the current global energy consumption, excluding space and technical 
limits [9]. 
Renewable sources of energy have many positive attributes, including minimal 
greenhouse gas emissions, they cannot be depleted, they are generally distributed 
worldwide and so can enhance energy security, and they are predictable and 
clean. They also have the capability of increasing energy use in non-OECD 
countries, and their costs are likely to decrease dramatically as technologies 
mature [30]. However, there are also some problems with renewable sources of 
energy, including that most of them are currently very capital-intensive due to the 
novelty of the technologies, they are intermittent and variable and so need to be 
used in conjunction with other forms of energy. They also generally rely on very 
diffuse sources of energy, and the energy they produce needs to be immediately 
either used or converted into a form which can be stored [30].  
The different types of renewable sources of energy include solar energy, biomass, 
hydroelectric power, wind energy, tidal energy, marine current, wave energy and 
geothermal energy. The U.S. Energy Information Administration has predicted 
that, by 2035, the contribution of renewables to global electricity generation will 
have doubled [31]. It is very likely that there will not be one main source of energy 
in the future but a complex mixture, with renewable sources of energy contributing 
to a large sector of this.  
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2.2 Energy storage and hydrogen 
As mentioned previously, renewable sources of energy do not produce a stored 
form of energy, and so it needs to be stored separately. This is very important as 
energy is required on demand, not only when it is produced, and it also needs to 
be transported as many renewable sources of energy are in remote locations such 
as offshore wind farms. There are many ways in which energy can be stored, such 
as in batteries (which can leak, are expensive, suffer energy losses during 
charging and discharging, and have a limited lifetime), in flywheels and 
supercapacitors (which have a low energy storage potential), as pumped 
hydroelectric storage (which has large capital costs and is site specific), as 
compressed air storage (which requires large tanks, introducing geological 
restrictions), and by the production and storage of molecular hydrogen [32-34]. 
Hydrogen is the lightest element, consisting of a single proton and electron. At 
standard temperature and pressure (273 K, 0.1 MPa) molecular hydrogen (H2) is a 
colourless, tasteless, odourless, non-toxic, highly combustible, diatomic gas. It is 
the most abundant element in the universe (75 % by mass, 90 % by number of 
atoms), but on earth is mostly found in combination with other elements, such as 
with oxygen in the form of water. Hydrogen was named by Antoine Lavoisier in 
1783, but it was first identified as a distinct element by Henry Cavendish in 1766 
[35]. Hydrogen has been used in various applications in the past, the most 
widespread being in the manufacture of ammonia based fertilisers, and in 
petroleum processing [36, 37]. 
There are many benefits of using hydrogen as an energy store, including that it 
has the highest energy content of any chemical fuel on a mass basis (Figure 2.6), 
it is abundant and the methods used to strip it from materials are mature, it only 
produces water as a by-product when used as a fuel, and there are a wide variety 
of methods available to retrieve the energy when necessary. Not only does 
hydrogen have the potential to manage the intermittency of renewables, but it 
could also be used as an alternative transport fuel, since the transport sector is 
accountable for approximately 21 % of all global carbon dioxide emissions [38, 
39]. However, there are several challenges that need to be overcome before 
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hydrogen can be considered for use as a viable, commercial energy store; namely, 
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Figure 2.6 – Energy per unit mass and per unit volume for different fuels. LPG stands for 
liquid petroleum gas. Lines connecting the points are just to guide the eye. All conditions 
are ambient (298 K, 0.1 MPa) unless otherwise stated. Data received from [40]. 
Hydrogen rarely exists on earth as gaseous molecular hydrogen, so it needs to be 
produced. Currently, the most common and least expensive method for producing 
hydrogen is by steam methane reforming, which is used to produce approximately 
50 % of hydrogen globally [41]. However, this is a particularly unsustainable 
process and produces over 7 kg of carbon dioxide per kg hydrogen produced [41]. 
Other methods of producing hydrogen include biomass gasification, pyrolysis, 
electrolysis, photoelectrolysis and thermochemical water splitting [41]. However, 
these are mostly immature technologies and so are currently quite expensive, 
though a variety of research is going into improving these technologies in order to 
make them cheaper and more commercially viable [42]. 
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As previously mentioned, another issue is the storage of hydrogen. This is highly 
relevant because even though hydrogen has a very high energy per unit mass, it 
has a very low energy per unit volume (10.783 MJ m-3 at ambient conditions, c.f. 
diesel which has 36,500 MJ m-3) [40]. Therefore, the density of hydrogen needs to 
be vastly increased if it is to be a useful source of stored energy. There are four 
methods of doing this: compression, liquefaction, chemisorption and physisorption. 
Compression and liquefaction are the current state of the art methods, but they 
both require unfavourable conditions; high pressures (up to 70 MPa) and low 
temperatures (~ 20 K), respectively. Compression does not increase the energy 
density to a high enough value to satisfy the current fuel range of vehicles, and 
high costs are required for the compression process and the tanks. Another 
problem is the safety of the highly pressurised tanks. Storing the hydrogen via 
liquefaction has the problems of boil-off, as well as the low efficiency of the 
liquefaction process, limiting it to applications with a short hydrogen consumption 
time, and where cost is not an issue [43]. Despite these issues, both liquefaction 
and compression of hydrogen have been used in commercial transport 
applications such as the BMW Hydrogen 7 car (limited production, liquid hydrogen 
tank) [44], the Hyundai ix35 Hydrogen Fuel Cell Vehicle (series production, 
compressed hydrogen tank) [45], the Honda FCX Clarity (available on lease, 
compressed hydrogen tank) [46], the Mercedes-Benz B-Class F-Cell (available on 
lease, compressed hydrogen tank) [47], the London hydrogen buses (limited 
production, compressed hydrogen tank) [48], and forklift trucks (limited production, 
compressed hydrogen tank) [49]. One obvious barrier to hydrogen vehicles is the 
lack of hydrogen infrastructure, although there is a drive to push more fuelling 
stations and ‘hydrogen highways’, particularly in Japan, Europe and North America 
[50].  
Chemisorption and physisorption are both solid state methods of storing hydrogen, 
although chemisorption also offers liquid carrier options, such as ammonia. 
Chemisorption consists of hydrogen dissociating into atomic hydrogen, and 
subsequently chemically absorbing into a material forming chemical bonds of the 
order of 100 kJ mol-1, for example MgH2. However, these relatively strong 
interactions mean that appreciable heat is required in order to extract the 
hydrogen from the material again, which is a slow process due to reaction kinetics 
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[51]. Physisorption comprises molecular hydrogen physically adsorbing onto the 
surface of a material, usually within pores. The process of adsorption can be 
described in terms of a one-dimensional Lennard-Jones potential energy curve 
[52]. The attractive forces between the hydrogen and the surface of the material 
are van der Waals interactions (~5 – 10 kJ mol-1), caused by resonant fluctuations 
of the charge distributions between the polarisable hydrogen molecule and several 
atoms on the surface of the material [53]. Due to the attractive and repulsive terms 
between the hydrogen molecule and the surface of the material, explained by the 
Lennard-Jones potential, the hydrogen molecule will be adsorbed at at least one 
molecular radius away from the material [53]. The weak interactions between the 
hydrogen and the surface provide ease of hydrogen extraction, but also 
necessitates low temperatures in order to adsorb significant quantities of hydrogen 
by slowing down the rate of desorption. 
The U.S. Department of Energy (DOE) has set a system gravimetric density target 
of 5.5 weight percent (wt%) hydrogen by 2015 for light duty vehicles [54], and 
many different materials are being synthesised and analysed for hydrogen storage 
in order to try to reach this target. The only solid state hydrogen storage material 
that is currently close to becoming commercially available is ammonia borane in 
the form of pellets synthesised by Cella Energy, intended to be used in transport 
applications [55]. However, the hydrogen from the pellets is obtained by 
thermolysis which is not a reversible process, and so the pellets would need to be 
completely removed after use and fresh material reloaded. 
Considering current materials that are being studied for hydrogen storage, 10 wt% 
excess hydrogen uptake in a material at 77 K and < 20 MPa (excluding the system 
weight) is viewed as superior, 5 wt% is satisfactory, and anything less than 2 wt% 
is poor, although even the highest uptake materials are still a long way off the 
DOE systems target. The total hydrogen uptake differs from excess hydrogen 
uptake in that total uptake is a measure of the total amount of hydrogen in the 
system, whereas excess is a quantity that is measured experimentally and refers 
only to the additional amount of hydrogen in the system due to the interactions 
with the material, explained in more detail later on in the chapter.  
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Materials are classified according to their pore size by the International Union of 
Pure and Applied Chemistry (IUPAC), and they can be microporous (with pores 
narrower than 2 nm), mesoporous (with pore widths between 2 and 50 nm) and 
macroporous (with pore widths larger than 50 nm) [56]. The material properties 
required for physisorption of hydrogen are a high micropore volume, a large 
surface area and good accessibility to the pores. Pores larger than a micropore 
are not desirable for hydrogen uptake, as the hydrogen density is increased by 
interactions with the surface of the material. Therefore, pores larger than a 
micropore result in weaker interactions between the hydrogen and the material, 
and consequently lower hydrogen densities. There are many different types of 
porous materials that are researched for hydrogen storage, including metal-
organic frameworks (MOFs), nanostructured carbons, zeolites and polymers of 
intrinsic microporosity (PIMs).  
MOFs consist of metal centres strongly bonded to organic linkers (as seen in 
Figure 2.7), and have been explored since the early 1990s [57, 58]. They can be 
tailored for specific applications by, for example, changing the shape and size of 
the linker to alter the pore size, or by choosing different metal centres. MOFs can 
be synthesised relatively easily, and have been examined for use in catalysis [59, 
60], gas separations [61, 62], and gas storage [63, 64]. Another interesting feature 
of certain MOFs is the structural change that is induced by either introducing guest 
molecules into the pores or altering the pressure or temperature. These MOFs are 
known as ‘flexible’ or ‘breathing’ MOFs, and this process has been observed as a 
potentially interesting phenomenon in the study of gas storage [65-67]. Some 
MOFs have shown very promising hydrogen uptakes, one of the highest being 
NU-100 ([Cu3(L)(H2O)3]n, where LH6 is 1,3,5-tris[(1,3-carboxylic acid-5-(4-
(ethynyl)phenyl))ethynyl]-benzene) with an excess uptake of 9.95 wt% at 7 MPa 
and 77 K [68]. 
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Figure 2.7 – An example of a MOF, IRMOF-16, with the metal centres (red) linked by organic 
linkers (blue), and the yellow balls depicting the space available for adsorption [69]. 
Many different types of nanostructured carbons can be used for hydrogen 
adsorption, including activated carbons, nanotubes and carbide-derived carbons 
(CDCs) [70]. They all have varying structures due to the difference in the packing 
of the carbon. Activated carbon (Figure 2.8) consists of graphene sheets tightly 
packed into an amorphous porous structure, and can be synthesised by oxidising 
a wide variety of precursors. No activated carbons have shown over 1 wt% 
hydrogen uptake at room temperature up to 20 MPa; however, the AX-21 material 
displays 5.2 wt% excess hydrogen uptake at 77 K and 2.9 MPa [71]. 
 
Figure 2.8 – An illustration of an activated carbon particle. The scale is an estimated value 
to illustrate the size of activated carbon pores. Adapted from [72]. 
Carbon nanotubes are graphene sheets wound into tube structures, and can be 
either single-walled, or multi-walled (Figure 2.9, A and B respectively). There have 
been many contradicting hydrogen uptake results in literature for these materials, 
some showing uptakes of up to 21 wt%, although these were never verified and 
were attributed to measurement errors [70, 73]. 








Figure 2.9 – A conceptual diagram of a (A) single-walled carbon nanotube and a (B) multi-
walled carbon nanotube. The arrows in (B) highlight the inter-layer spacing. The scales 
given are typical dimensions for SWNTs and MWNTs. Adapted from [74].  
CDCs are formed from carbide precursors which are transformed into carbon via 
thermal decomposition or halogenation (Figure 2.10). They display a variety of 
pore sizes, making some of them very interesting potential candidates for 
hydrogen storage. A superactivated (activated with potassium hydroxide) CDC has 
been shown to have a large hydrogen uptake of 2.7 wt% at 77 K and 0.1 MPa and 
up to 6.2 wt% at 77 K and 2 MPa [75]. 
 
Figure 2.10 – An illustration of a synthetic route of a CDC using high-temperature 
chlorination of a metal carbide. The scale given is a representative value for metal carbide 
lattice spacing. Figure taken from [76]. 
Pillared graphene consists of graphene sheets linked by carbon nanotubes (Figure 
2.11). The carbon nanotubes support the graphene sheets, can optimise the 
distance between the sheets, and reduce the empty space between the sheets. 
Computer simulations show a higher uptake than in both pure graphene and 
carbon nanotubes at 77 K and pressures above 5 MPa [77]. To date, pillared 
1-2 nm 2-25 nm 
~0.4 nm 
~0.5 nm 
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graphene is mostly mentioned in theoretical studies due to the difficulty in the 
synthesis; however, attempts have been made at transferring pillared graphene 
nanostructures onto graphene layers whilst maintaining their 3D architecture [78].  
 
Figure 2.11 – An illustration of pillared graphene. The scale given is estimated to provide an 
idea of the approximate size. Figure taken from [77]. 
The benefits of carbon-based materials are that they are generally low cost and 
are lightweight, they have a wide variety of structural forms and good thermal 
stability, and the structures are easily modified [79]. One very interesting literature 
example of a high hydrogen uptake carbon is a MOF-derived carbon, which 
involves pyrolyzing a zinc based MOF, IRMOF-1, at 1,173 K for 3 hours, resulting 
in a carbon with a high excess hydrogen uptake of 3.4 wt% at 77 K and 0.1 MPa 
[80]. 
Zeolites are hydrated aluminosilicates, and were first termed ‘zeolites’ back in 
1756 by Axel Cronstedt, from the Greek words zéō and lithíos, meaning boiling 
stone [81]. They have been used in a variety of industrial applications, including in 
detergents, in catalytic processes, and as adsorbents [81, 82]. There are 
approximately 40 natural zeolites that have been discovered, which were formed 
over thousands of years in specific geological environments. However, since the 
1940s, zeolites have also been synthesised [83], such as ZSM-5 (Figure 2.12). 
One of the highest hydrogen uptakes in a zeolite to date is the calcium-exchanged 
zeolite X, which has a reported excess uptake of 2.19 wt% at 77 K and 1.5 MPa 
[84]. 
~1 nm 
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Figure 2.12 – The framework structure of the zeolite ZSM-5. Figure taken from [85]. 
PIMs, for example PIM-1 (Figure 2.13), were only discovered within the last 
decade, from an initial idea of creating network polymers with microporous and 
either amorphous or short-range crystalline structures [86]. PIMs possess 
properties of both polymers and conventional microporous materials, providing 
them with the advantage of having high surface areas, as well as superior stability 
and easy processability. The highest hydrogen uptake in a PIM so far is by PPN-4 
(Porous Polymer Network 4), with an excess uptake of 8.34 wt% at 77 K and 5.5 
MPa [87].  
 
Figure 2.13 – A molecular model of an example PIM structure, PIM-1. The white spheres 
represent carbon, blue represents nitrogen, and red represents oxygen. Figure taken from 
[86]. 
Since one of the intended uses of all of these materials for hydrogen storage is to 
aid in the reduction of climate change, the life cycle of the materials is important in 
order to determine if they are suitable for this; however, the sustainability of these 
materials has rarely been addressed in the literature. This is particularly true for 
MOFs and PIMs, which are still mostly synthesised in relatively small quantities.  
~0.5 nm 
~1 nm 
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However, there have been a few articles published on sustainable synthetic 






















~ 25 ~ 
 
2.3 Applications of hydrogen in energy systems 
2.3.1 Introduction 
Once hydrogen has been successfully stored, its energy can be converted to 
electrical energy (via a fuel cell or a gas turbine), mechanical energy (via an 
internal combustion engine), or thermal energy (via a boiler or a catalytic burner). 
Two current areas of interest are the hydrogen internal combustion engine (HICE), 
and the hydrogen fuel cell, both of which have potential applications for transport. 
HICEs are very similar to standard petrol-powered internal combustion engines 
(where ‘petrol’ here refers to the American term gasoline), but they use hydrogen 
and air as fuel. The first ever internal combustion engine, constructed in 1806 by 
De Rivaz, was actually powered by hydrogen, and subsequently there has been 
adequate development of the HICE, resulting in a well-established technology [91-
93]. HICEs have been used in various prototype vehicles, including the BMW 
Hydrogen 7 car [44], as well as commercially in forklift trucks [49]. 
Hydrogen fuel cell technology is not as mature as HICE technology, particularly as 
cold-weather operation is still problematic [94]. There are many classes of 
hydrogen fuel cells, including proton exchange membrane fuel cells (PEMFC), 
solid oxide fuel cells (SOFC), alkaline fuel cells (AFC), phosphoric acid fuel cells 
(PAFC) and molten carbonate fuel cells (MCFC) [95]. One of the most promising 
hydrogen fuel cell technologies is the PEMFC, which works by ionising the 
hydrogen into protons and electrons at the anode, followed by the migration of the 
protons through a membrane and onto the cathode, where they subsequently 
react with oxygen to produce water [96, 97]. However, the major problem with 
these fuel cells is that even trace amounts of impurities within the system cause a 
large decrease in the performance [98]. Therefore, significant research needs to 
be conducted before they can become commercially viable. However, there have 
been some prototype cars incorporating hydrogen powered PEMFCs, including 
the Hyundai ix35 fuel-cell prototype [99], and the Mercedes-Benz B-class F-cell 
[100]. 
2.3.2 Hydrogen in aviation 
Many of the emissions from aviation are released into the upper atmosphere. 
Although this does not alter the effect of long-lived emissions such as carbon 
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dioxide (although the production of these is still significant), it does increase the 
RF values of short-lived gases, causing even greater impacts on global warming 
[101-103]. 
The use of hydrogen in aerospace applications was first proposed in 1766 when 
Joseph Black suggested that a hydrogen filled balloon would be able to rise into 
the air, and take objects with it. This was put into practice in 1783 (only a few 
months after the Montgolfier balloon) when a hydrogen filled balloon carried two 
passengers nearly 600 m high for over two hours. Then, in 1900, the very first 
airship, the Zeppelin LZ1, was flown purely on 11,000 m3 of hydrogen gas [104]. 
Since these initial applications, hydrogen has been used for various functions 
within the aerospace industry.  
Even though hydrogen has played various roles within aerospace, its use in 
aircraft has been limited since the era of the Zeppelin-type airships, which ended 
in 1940. However, more recently there have been some hydrogen-powered aircraft 
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Year Stage Ref 





HICE Cryogenic 2003 Concept 
study 
[106] 
NASA - Quiet Green 










PEMFC Compression 2006 Test 
flights 
[108] 
Lange Aviation – 

















Boeing phantom eye - 
unmanned 
HICE Cryogenic 2010 Test 
flights 
[111] 








Observer - unmanned 
HICE Cryogenic 2011 Test 
flights 
[113] 
Lange Aviation – 
Antares DLR-H3 - 
unmanned 




The aircraft mentioned in Table 2.1 have remained as prototypes and have not 
been successfully commercialised for a number of reasons, including: 
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 The lack of a sustainable production method of hydrogen, as mentioned 
previously in Section 2.2. 
 The fuel cells currently used in the prototypes are not powerful enough to 
provide the propulsion that many aircraft require to get off the ground. Even 
if this initial challenge is eventually overcome, there is the likely further 
drawback of greater noise pollution, due to the subsequently slower take-
offs [107]. 
 A large change in the infrastructure of current planes would be required; it 
would not just be the case of taking out the old engines and putting in a fuel 
cell and hydrogen tank. The new infrastructure would have to account for 
the gain in weight of the aircraft due to the fuel cells and the large hydrogen 
storage tanks [115, 116]. This extra weight would also decrease the energy 
efficiency of the flights, particularly for short distances. The infrastructure 
would have to account for the additional volumes required to store the 
hydrogen.  
 Water vapour emissions would triple, which would have an unknown effect 
on radiative forcing at high altitudes [117, 118]. 
Adsorption has not yet been utilised for hydrogen storage in aviation due to the 
immaturity of the technology as well as the lack of scale-up technology. There has 
been limited research conducted on scale-up technology, and those available are 
only theoretical studies. For example, one study by Ahluwalia et al. observed 
hydrogen adsorbed in activated carbons in a tank at cryogenic temperatures and 
concluded that the system was not suitable for automotive applications, and 
therefore even less so for aviation, where mass is a much more significant factor 
[119]. Another study compared the amount of hydrogen stored in a tank via 
compression to the amount stored via adsorption in both a MOF and in a carbon, 
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2.4 The modelling of hydrogen adsorption 
Modelling adsorption has been extensively studied in the literature over the past 
century, although to a lesser extent for hydrogen adsorption. There is currently 
ongoing research into the modelling of hydrogen adsorption in a number of groups 
worldwide, the most prominent being the work conducted by a group at the 
Université du Québec at Trois-Rivéres led by Chahine, [120-128], and that led by 
Dailly and co-workers at the General Motors Chemical and Environmental 
Sciences Laboratory [129-134].  
The modelling is generally conducted by fitting developed equations to 
experimental hydrogen adsorption data on porous materials, and is vital for 
numerous reasons. One example of this is that the modelling can be used to 
determine the total amount of hydrogen within a material, as this cannot easily be 
measured experimentally. It can also be used to better understand the 
fundamentals of the adsorption process via manipulation of the parameters within 
the models.  
Adsorption has been modelled since the early 1900s, and is still a very popular 
area of research today. The first recognised equation was derived by Irving 
Langmuir in 1918, (Equation 2.1), and is aptly named the Langmuir equation [135]. 
This type of equation is one of many in literature known as an isotherm equation 
(where isotherms are the most common measurement of adsorption, showing the 
amount adsorbed at constant temperature with increasing pressure). It calculates 
the coverage of adsorbed molecules on a surface, ΘA (-), with respect to pressure, 









where b (MPa-1) is the affinity parameter, a constant that relates to the strength of 
adsorption onto the surface, and is usually assumed to follow an Arrhenius 
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where A (MPa-1) is the pre-exponential factor and relates to the entropy of 
adsorption, R (MPa cm3 K-1 mol-1) is the molar gas constant and Q (kJ mol-1) is a 
semi-empirical isotherm parameter relating to the heat flow and is correlated to ΔH 
(kJ mol-1), the enthalpy of interaction between the hydrogen and the surface.  
The Langmuir equation is kinetic in nature, and is derived by considering the 
adsorption process as  
  A M AM   2.3 





    a   A MRateof adsorption k  2.4 
   d   AMRateof desorption k  2.5 
where [A], [M] and [AM] are the concentrations of A, M, and AM respectively. At 
equilibrium, the rate of adsorption is equal to the rate of desorption, so     
      a d A M  AMk k  2.6 
However, [A]  is proportional to the pressure, P, [AM] is proportional to the 
coverage, Θ, and [M] is proportional to the surface not covered (1-Θ). 
Therefore, substituting these into Equation 2.6, the following is derived;      
   a d  1 Θ Θk P k   2.7 
Figure 2.14 – An illustration of adsorption and desorption of A onto a surface of molecules, 
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The Langmuir equation is a very simple equation, and has been the basis of many 
other equations that have been subsequently derived [137-139].  
There are two limiting behaviours of the Langmuir isotherm. Firstly, as the 
pressure tends to 0, the right hand side of Equation 2.10 tends to just bP, due to 
the bP on the denominator being negligible compared to 1. Mathematically, taking 























  Θ bP  2.13 
This is an example of Henry’s law, which was first expressed by W. Henry in 1803 
and states that “at a constant temperature, the mass of a given gas dissolved in a 
given volume of a solvent is directly proportional to its partial pressure in the gas 
phase in equilibrium with the solution” as cited in Glasstone and Lewis [140]. 
Henry’s constant here is b, as shown in Equation 2.13, which is the linear isotherm 
obtained for a diluted system. Thermodynamically, Henry’s law should always be 
obeyed, but in practice this is not always the case. For example, as seen above 
the Langmuir equation follows Henry’s law, however, some of the other equations 
which are used for the same purpose, e.g. the Sips equation [141], do not follow 
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Henry’s law, meaning that they are not necessarily valid at very low pressures 
[137]. 
Secondly, as P tends to infinity, the right hand side of Equation 2.10  tends to 1, 
as the 1 in the denominator becomes negligible compared to the bP. This is called 
saturation, and unlike Henry’s law it is binding and should always be obeyed.  
  Θ 1Plim    2.14 
Therefore, on a graph of coverage vs. pressure, the initial slope of the graph 
should represent bP, and the graph should tend to 1, as seen in Figure 2.15. Also, 
where the extrapolated initial slope intersects the coverage of 1, i.e. bP = 1, the 










The Langmuir equation follows an IUPAC Type 1 isotherm shape (Figure 2.16, 
part I), which relates to monolayer coverage on a surface; for example, in a 
microporous solid with a small external surface for supercritical systems.  
Consequently, this is very suitable for supercritical hydrogen adsorption which also 
produces isotherms of a Type 1 shape, as the weak interactions between the 
hydrogen and the material is thought to result in the majority of the hydrogen 
molecules being adsorbed in a monolayer. (Note: The adsorbed hydrogen is 
bP 1/b 




Figure 2.15 – An illustration of Henry’s law and the Henry pressure. b is the affinity 
parameter and P is the pressure. 
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referred to as the adsorbate, the bulk hydrogen is known as the adsorptive and the 
solid material that the hydrogen is adsorbed onto is referred to as the adsorbent.) 
The Type 2 isotherm represents multilayer coverage as exists, for example, in a 
macroporous solid, and Type 3 shows a system with strong adsorbate-adsorbate 
interactions. Type 4 and 5 are Type 2 and 3 respectively but with hysteresis loops, 
associated with capillary condensation, and Type 6 represents adsorption on a 
non-porous solid, as represented in Figure 2.16 [56]. 
 
Figure 2.16 – Types of physisorption isotherms [56]. 
There are four assumptions of the Langmuir equation [135]:  
1) There is only monolayer adsorption onto the surface. 
2) The adsorption is localised, i.e. the molecules do not move around. 
3) All the surface sites are energetically equivalent. 
4) The heat of adsorption per molecule is constant. 
Therefore, the Langmuir equation is only appropriate for limited systems at low 
pressures, and even then it is only approximate. The Type 1 isotherm equations 
that have subsequently been derived account for different surface energy 
distributions, and some account for other characteristics of the adsorption process, 
such as lateral interactions between the hydrogen molecules [137-139]. They can 
be fundamental or empirical, and some well-known examples of these equations 
include the Tόth equation [142], the Sips equation [141], and the Dubinin-Astakhov 
equation [121].  
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These isotherm equations allow calculation of the absolute amount of hydrogen in 
the system, which, as mentioned previously, differs from the excess hydrogen 
uptake which is the amount measured experimentally, also known as the Gibbs 
excess or Gibbsian surface excess due to its introduction by J. Williard Gibbs in 
1928 [143, 144]. When experimentally measuring the adsorbed amount of 
hydrogen, a probe gas, requiring zero interactions with the adsorbent (usually 
helium), has to be dosed onto the sample initially in order to calculate the available 
space. Following removal of the probe gas, a known volume of hydrogen is dosed 
onto the sample, and the additional amount of hydrogen in the system above that 
of the probe gas volume is calculated. Therefore, the excess is the additional 
amount of hydrogen in the system due to the interactions with the adsorbent, as 











The difference between excess and absolute uptake is usually ignored at low 
pressures, but becomes much more significant at higher pressures.  
There is one other variable which has recently been highlighted, and that is the 
total quantity of hydrogen. In Figure 2.17, this is the excess plus the bulk amount 
in the adsorbate plus the bulk amount in the adsorptive, i.e. the total amount of 
hydrogen in the system [145].  
bulk in adsorbate 
excess 
bulk in adsorptive 
adsorbate adsorptive 











Figure 2.17 – An illustration of the excess and absolute quantities of hydrogen. The excess 
is labelled (between the blue and the red lines) and the absolute is the total amount of 
hydrogen within the adsorbate (the total under the blue and red lines between the adsorbent 
and the vertical dotted line). The x-axis shows the distance from the adsorbent (Z(r)) and the 
y-axis shows the density of the hydrogen. ZA denotes the furthest distance from the 
adsorbent where there is adsorbate present.  
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A methodology was derived in 1997 which uses Type 1 isotherm equations in 
order to calculate the excess amount of hydrogen in a system, which can be fit to 
the Gibbs’ excess isotherms obtained experimentally using a gas analyser [146]. 
This method has since been expanded specifically for hydrogen adsorption 
through the works of Poirier, Dailly and Chahine [120-122, 124-127, 129-134]. 
These authors generally relate the absolute to the excess quantity of hydrogen, 
set the absolute quantity as the Dubinin-Astakhov equation, and fit to excess 
hydrogen isotherms in order to calculate the unknown parameters. 
Another expansion has been made on the use of modelling for hydrogen 
adsorption, but without using the Dubinin-Astakhov approach, resulting in Equation 
2.20, derived below [147]. 
It is a very simple system, assuming a single density within the pores, as seen in 
Figure 2.18.  
 
Figure 2.18 – The hydrogen density profile within a pore, assumed in the initial model. 
As mentioned, the excess relates to any hydrogen in the system that is present 
over the amount that would have been present without any interactions with the 
adsorbent, i.e. when assuming a single hydrogen density within the pore, the 
excess hydrogen adsorption, mE (wt%), is the absolute quantity of hydrogen, mA 
(wt%), minus the bulk amount, mB (wt%), which leads nicely into the derivation of 
the model. Here, and elsewhere in the thesis, m refers to the sample-specific 
quantity and is given in wt%, which is the grams of hydrogen divided by the grams 




density / g cm-3 
X  Y  
Cross section of a pore 
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A A A  Θm m  2.16 
and 
  B B P100m v  2.17 
As seen, the absolute adsorption is equal to the maximum adsorption, mA
max 
(wt%), multiplied by an isotherm equation (fractional filling term), ΘA (-). The bulk 
adsorption includes a multiplier of 100 in order to balance the units, ρB (g cm
-3) is 
the bulk density found using the gas laws (Equation 2.18), and vP (cm
3 g-1) is the 




   
2.18 
Where P (MPa) is the pressure, M (g mol-1) is the molar mass (given to convert 
from molar to mass quantities), R (MPa cm3 K-1 mol-1) is the molar gas constant, T 
(K) is the absolute temperature, and Z (-) is the compressibility factor to account 
for the fact that hydrogen is not an ideal gas.  
Therefore, substituting Equation 2.18 into Equation 2.17 results in 


















   
2.20 
This type of equation has been used to fit to adsorption isotherms of many 
different gases, but for hydrogen adsorption it has mostly been used to calculate 
the absolute amount of hydrogen using the parameters obtained from the fitting 
[121, 129,147, 148, 149].  
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2.5 Aims and objectives 
The aim of this project was to further develop the modelling of hydrogen 
adsorption. This was done by improving the current model used for hydrogen 
adsorption, and verifying the developed model (or the DV model) via inelastic 
neutron scattering experiments and computer simulations. A comparison was also 
made between the use of different Type 1 isotherm equations within the model, in 
order to improve the comparison of the total amount of hydrogen stored within 
different materials. The pore volume and adsorbate density were analysed in detail 
with respect to their dependencies on pressure and temperature. This was all 
completed with the aim that a general model would be derived, which can be used 
for any adsorbent in a variety of different applications. One application that was 
studied was the use of the DV model to compare the amount of hydrogen stored 
via adsorption to the amount of hydrogen stored via compression, and also to the 
amount of energy stored via other systems such as batteries and standard jet fuel. 
The DV model was also used for a preliminary investigation into the use of 
hydrogen adsorption in aviation. 
The original project objectives were: 
1) To improve the current model used for hydrogen adsorption by introducing 
a more complex and realistic hydrogen density profile within the pore. 
2) To expand on the parameters within the DV model in order to improve its 
quality of fit and to try to determine more information about the 
fundamentals of hydrogen adsorption. This will be done by: 
a. Calculating the pore volume dependence on pressure and 
temperature. 
b. Calculating the adsorbate density dependence on pressure and 
temperature. 
c. Comparing the use of different Type 1 isotherm equations within the 
model on different materials, to see if they can be justly compared, 
and to see if any of the equations fit to the isotherms of certain 
materials better than others. 
3) To verify the absolute amount of hydrogen within the adsorbate of a 
material, as calculated using the DV model, by inelastic neutron scattering. 
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4) To verify the total amount of hydrogen in the system, as calculated using 
the DV model, by computer simulations. 
5) To use the DV model in order to make a direct comparison between the 
amounts of hydrogen stored in a tank via physisorption and direct 
compression at the same conditions. 
6) To expand on the comparison between physisorption and compression by 
determining the amounts of hydrogen stored in a tank per unit volume and 
per unit mass. 
7) To expand even further on the comparison by calculating the energy stored 
in a tank containing hydrogen, either via compression or adsorption, and 
introducing the comparison to other energy systems, such as a standard jet 
fuel. 
8) To conduct a preliminary investigation into what needs to be considered 
before hydrogen adsorption can be used in aviation. 
2.6 Conclusion 
This chapter has highlighted all of the relevant background to the research 
conducted in this thesis, starting very generally with the global energy situation, 
and then focussing on the storage of energy via hydrogen, and the modelling of 
this process. A list of aims and objectives has been provided, giving the specific 
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3 Methodology 
This chapter of the thesis highlights the synthesis and characterisation of the 
different materials that have been used throughout the work. The equipment that 
has been used to characterise these materials is also detailed, followed by a 
description of the analytical tools that have been used and an explanation of the 
methodology utilised for the molecular simulation study. 
3.1 Materials 
Six materials have been used throughout this study, each of which is explained in 
detail in this section, including the source of the material, the synthetic route, the 
pore sizes, the surface area, the micropore volume, the skeletal density and the 
range of different temperature isotherms.  
The materials were chosen due to the differences in the properties of each one to 
make sure that the equations shown in Chapter 4 were applicable to a range of 
materials in order to eliminate bias. They show a broad range of pore sizes, mostly 
microporous but with some materials also containing mesopores. Certain materials 
are particularly ordered with a unimodal pore size distribution, whereas some 
show a few discrete pore sizes and the rest contain a broad range of pore sizes. 
The Brunauer, Emmett and Teller (BET) surface areas range between 960 and 
2,887 m2 g-1, and the micropore volumes between 0.3 and 1.9 cm3 g-1. Two of the 
materials are carbon based, but the other four are composed of different metals 
along with carbon and either oxygen or nitrogen. All the materials show differing 
flexibilities; some are very rigid materials, some slightly flexible, and one very 
flexible material. They also have a range of different temperature isotherms, with 
the isotherms from the two materials taken from literature ranging between 50 and 
125 K, and the isotherms from the other four materials being produced 
experimentally in Bath and ranging between 77 and 150 K. They all have different 
maximum excess hydrogen capacities ranging from 2.5 wt% to 7 wt% at the 
highest pressure and lowest temperature isotherm measured for each material.  
When choosing materials from the literature, the preferred materials were those 
with isotherms that went up to high pressures and scaled a wide range of 
temperatures (preferably low temperatures as these have a smaller error, resulting 
in more accurate fits). 
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The MIL-53 and MIL-101 materials were synthesised by the author, who also 
conducted all of the characterisation of the MIL-53 material. The TE7 carbon 
beads and AX-21 activated carbon were sourced externally, and these plus the 
MIL-101 material were characterised by colleagues of the author, and where 
applicable, the values were taken from the literature. The author sourced the 
isotherms and necessary data of the ZIF-8 externally, and colleagues of the author 
sourced the isotherms for NOTT-101.  
Unless stated otherwise, all of the characterisation methods were conducted as 
follows: 
The surface area measurements refer to the BET nitrogen specific surface area 
obtained using the 2010 British Standard Method [150] from low pressure nitrogen 
sorption measurements on a Micromeritics ASAP 2020 volumetric gas sorption 
analyser, where ASAP stands for Accelerated Surface Area and Porosimetry 
system, at 77 K with a 60 minute equilibration time (Section 3.2.3) [151] where the 
uncertainty is the standard error of the BET measurements. This surface area was 
calculated using the British Standard guidelines for the BET method [150], with the 
data points relevant to the linear regression in the 0.05 to 0.3 P/P0 relative 
pressure range.  
The micropore volume measurements were calculated using the Dubinin-
Radushkevich (DR) method [144, 152] applied to the nitrogen isotherms at 77 K 
up to 0.1 MPa, and the pore sizes were calculated using Density Function Theory 
(DFT) [153], both also measured on the Micromeritics ASAP 2020 volumetric gas 
sorption analyser. All pore sizes mentioned throughout the thesis refer to the 
available space for the adsorptive. 
The skeletal density is necessary to determine the free space (volume in the 
sample tube not occupied by the sample) for volumetric data corrections, and was 
generally measured using a Micromeritics helium pycnometer (Section 3.2.5) at 
room temperature.  
3.1.1 TE7 carbon beads 
TE7 carbon beads are a well characterised reference material, sourced from 
MAST Carbon International, Basingstoke, UK. They are produced from a 
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carbonised phenolic resin-based material activated at 750 oC in a steam 
atmosphere.  
They have a BET area of 810 ± 50 m2 g-1 (where the uncertainty here and 
elsewhere in this chapter refers to the standard deviation), a main pore size of 0.7 
nm, a DR micropore volume of 0.43 ± 0.03 cm3 g-1, and a skeletal density of 1.90 ± 
0.03 g cm-3 [150].  
Samples were degassed for 8 hours at 623 K under vacuum, prior to 
measurement of high pressure hydrogen sorption isotherms at 77 K, 89 K, 102 K, 
120 K, 150 K, 200 K and 295 K up to a maximum pressure of 14 MPa. The 
temperatures were chosen as a random sample within the range of 77 K (the 
lowest temperature possible for the measurements) to room temperature. 
Throughout the report, the TE7 carbon beads have been utilised as a reference 
material because they are commercially available, the general characterisation 
data is available from the supplier, they show batch homogeneity, they are high 
purity (94.9 +/- 0.8 wt% carbon), there is a very high repeatability of hydrogen 
isotherms for the same sample as well as for different samples, and the hydrogen 
isotherms for adsorption and desorption are reversible. 
3.1.2 AX-21 activated carbon 
AX-21 activated carbon (now commercially known as Maxsorb, from Kansai Coke 
and Chemicals Co, Amagasaki, Japan) was sourced from Anderson Development 
Company Inc., Michigan, United States. It is synthesised using petroleum coke as 
the carbon precursor, and potassium hydroxide activation at 973 K; a process 
patented by Standard Oil Company, Ohio, United States.  
This material has a BET area of 2,448 ± 40 m2 g-1, and a relatively broad pore size 
distribution compared to the TE7 carbon beads, with the majority of pores being 
around 1.4 nm, but with approximately 20 % of pores in the mesopore region 
(between 2 and 50 nm) calculated via the Dubinin-Radushkevich-Kaganer (DRK) 
[154] equation [155]. It has a reported DR micropore volume of 1.03 cm3 g-1 [149], 
and a skeletal density of 2.23 g cm-3. 
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Samples were degassed for 12 hours at 473 K under vacuum, prior to 
measurement of high pressure hydrogen sorption isotherms at 90 K, 100 K, 110 K 
and 120 K up to a maximum pressure of 18 MPa. 
3.1.3 MIL-101(Cr) 
Chromium (III) Terephthalate metal organic framework [Cr3O(bdc)3(OH)(H2O)2], 
MIL-101(Cr), (Figure 3.1) (where MIL stands for ‘Matériaux de l'Institut Lavoisier’, 
and bdc is benzene-1,4-dicarboxylate) was prepared by adapting the method 
reported previously by Jiang et al. [156]:  
0.33 g of terephthalic acid [C6H4-1,4-(CO2H)2] was added to 0.8 g chromium (III) 
nitrate nonahydrate [Cr(NO3)3
.9H2O] in a Teflon-lined autoclave, with 10 mL 
distilled water and a stirrer bar. This was heated to 453 K and left for 8 hours, 
before cooling overnight to room temperature. The white powder formed was 
washed with distilled water and vacuum filtered to form a blue/green suspension, 
which was centrifuged three times in water for 10 minutes each time at 11,000 rpm 
and left to dry, resulting in a green solid.  
 
Figure 3.1 – (Left) The structure of MIL-101(Cr), (right) the inorganic subunit, with the metal 
(green), oxygen (red) and carbon (black) atoms. Taken from [157]. 
Following the synthesis, the material was left with solvent in its pores, rendering it 
unsuitable for any gas uptake until this solvent is removed. This was achieved by 
drying in a vacuum oven, and then degassing at 423 K under vacuum for 4 hours, 
as the structure is stable up to approximately 580 K. 
MIL-101(Cr) is a rigid, well studied MOF with benzene-1,4-dicarboxylic acid groups 
as the linkers, with pore sizes of 0.7 nm, 2.9 nm and 3.4 nm [158], a micropore 
volume of 1.9 cm3 g-1 [159], a BET area of 2,887 ± 106 m2 g-1 and a skeletal 
density of 1.69 g cm-3. Samples were degassed for 4 hours at 423 K under 
~2 nm 
~0.5 nm 
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vacuum, prior to measurement of high pressure hydrogen sorption isotherms at 77 
K, 90 K, 100 K and 110 K up to a maximum pressure of 18 MPa. 
3.1.4 MIL-53(Al) 
Aluminium 1,4-benzenedicarboxylate, [Al(OH)(bdc)] (MIL-53(Al)) (Figure 3.2) was 
synthesised throughout this project, adapting the synthetic procedure from Loiseau 
et al. [160] using a method derived by Dr. Dongmei Jiang: 
0.165 g of terephthalic acid [C6H4-1,4-(CO2H)2] was added to 0.376 g aluminium 
(III) nitrate nonahydrate [Al(NO3)3
.9H2O] in a Teflon-lined autoclave, with 10 mL 
distilled water and a stirrer bar. This was heated to 493 K and left for 8 hours, 
before cooling overnight to room temperature. The white powder formed was then 
washed with acetone and vacuum filtered to form a clear liquid, which was 
centrifuged three times in acetone for 10 minutes each time at 11,000 rpm and left 
to dry, resulting in a white solid.  
 
Figure 3.2 – (Left) The structure of MIL-53(Al), (right) the inorganic subunit, with the metal 
(green), oxygen (red) and carbon (black) atoms. Taken from [157]. 
Similar to the synthesis of MIL-101(Cr) above, the material is left with solvent in its 
pores, rendering it unsuitable for any gas uptake until this solvent is removed. 
Solvent removal was achieved by drying in a vacuum oven, and then degassing at 
423 K for 4 hours, as the structure is stable up to approximately 560 K. 
MIL-53(Al) was chosen due to its propensity for breathing, or pore distortion [161-
163]. This behaviour can occur with changes in temperature, pressure, or 
introduction of a guest molecule, which causes the pores to stretch, reducing the 
volume within, as seen in Figure 3.3. 
~2 nm 
~1 nm 
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Figure 3.3 – Representation of the breathing phenomena observed in MIL-53(Al). A large 
pore, (a), to a narrow pore, (b), transition. 
The pore sizes in MIL-53(Al) vary between 1.7 – 2.1 nm, and 1.3 – 0.7 nm, 
between the large pore and narrow pore structures respectively, highlighted in the 
large differences in the XRD patterns of both phases [164], and the material has a 
BET area of 1,118 ± 47 m2 g-1. It has a micropore volume of 0.3 cm3 g-1, and a 
reported skeletal density of 1.4 g cm-3 [165]. Samples were degassed for 4 hours 
at 423 K under vacuum, prior to measurement of high pressure hydrogen sorption 
isotherms at 77 K, 90 K, 100 K, 110 K and 120 K up to a maximum pressure of 18 
MPa. 
As the only MIL-53 material used within the study is MIL-53(Al), this will be 
referred to as just MIL-53 throughout the thesis. 
3.1.5 NOTT-101 
NOTT-101 is a copper based MOF, with the formula Cu2(tptc) (where tptc is 
terphenyl-3,3”,5,5”-tetracarboxylate) (Figure 3.4), and was originally synthesised in 
Nottingham in 2006 via the addition of H4tptc to copper (II) nitrate [166]. It has an 
average pore size of 0.7 nm, a BET area of 2,510 m2 g-1 calculated in the P/P0 
range of 0.05 – 0.15 using a Quantachrome Autosorb-1 gas sorption apparatus at 
the Chemical and Environmental Sciences Laboratory, General Motors Research 
and Development Centre, Warren, MI, USA. It has a micropore volume of 0.9 cm3 
g-1 and a skeletal density of 0.68 g cm-3. 
 
Figure 3.4 – (Left) the ligand in NOTT-101 and (right) the space-filling representation of 
NOTT-101. Adapted from [166]. 
The hydrogen sorption data was provided by Anne Dailly, also from General 
Motors Research and Development Centre, in the form of hydrogen isotherm 
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measurements using a PCT-Pro 2000 from Hy-Energy LLC, at 50 K, 60 K, 70 K, 
77 K and 87 K, following activation of the material at 373 K under vacuum [131]. 
3.1.6 ZIF-8 
Zeolitic imidazolate framework 8 (ZIF-8) (Figure 3.5) is a MOF that is topologically 
isomorphous with a sodalite (SOD) zeolite. It is synthesised by adding zinc nitrate 
tetrahydrate (Zn(NO3)2
.4H2O) to 2-methylimidazole (H-MeIM, C4H7N2) in 
dimethylformamide (DMF) at 413 K for 24 hours [167]. Chloroform is then added to 
the vial, resulting in colourless crystals, which are washed with DMF and dried in 
air. 
 
Figure 3.5 – (Left) the single crystal X-ray structure of ZIF-8, and (right) the largest cage in 
ZIF-8, with the blue tetrahedral representing ZnN4 and the yellow ball depicting the space 
available for adsorption. Adapted from [167]. 
ZIF-8 consists of a tetrahedrally-coordinated zinc centre linked by imidazole, and 
the pores are 1.2 nm in diameter, connected by small apertures of 0.3 nm. It has a 
BET surface area of 1,630 m2 g-1 calculated in the range of P/P0 = 0.01 – 0.1 [167], 
a micropore volume of 0.64 cm3 g-1 [167], and a skeletal density of 1.4 g cm
-3 [165]. 
It is stable up to 825 K. 
ZIF-8 was first reported in 2006 [167], and the hydrogen sorption isotherms were 
extracted from the literature using EnGauge data-reading software at 50 K, 60 K, 
77 K, 100 K and 125 K, following degas at 423 K for 24 hours [168]. 
3.1.7 Summary 
Table 3.1 provides a summary of all of the key parameters for each material. As 
mentioned previously, the measurements for MIL-53 were made by myself, and 
the rest were either measured by colleagues or received from literature as 
highlighted individually within sections 3.1.1 to 3.1.6. Errors are included where 
possible for all values, except where omitted from the literature. 
~1.2 nm ~0.5 nm 
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Table 3.1 – A summary of the key parameters for each of the six materials used throughout 
the thesis. 
Material Pore size / nm 
BET surface 













1.4 and 2 to 
50 
2,448 ± 40 1.03 2.23 ± 0.02 
MIL-101(Cr) 
0.7, 2.9 and 
3.4 
2,887 ± 106 1.90 1.69 ± 0.14 
MIL-53(Al) 
1.7 to 2.1 and 
1.3 to 0.7 
1,118 ± 47 0.30 ± 0.04 1.40 ± 0.4 
NOTT-101 0.7 2,510 0.90 0.68 
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3.2 Characterisation equipment 
A variety of equipment was used in order to achieve a full characterisation of the 
materials. MIL-101(Cr) has been chosen throughout this section to illustrate each 
characterisation technique, except for the inelastic neutron scattering and helium 
pycnometry. 
3.2.1 X-ray diffraction (XRD)  
X-rays are electromagnetic radiation with a wavelength of about 0.1 nm, 
approximately the same size as an atom, making it suitable for structural studies of 
materials. XRD is able to measure the spacing between layers of atoms, it can find 
the crystal structure of an unknown material, it is able to determine the orientation 
of a single crystal, and it can measure the shape and size of small crystalline 
regions [169]. 
XRD utilises Bragg’s Law (Equation 3.1) to explain the diffraction of X-rays when 
hitting the surface of a material [170]. 
  λ 2 sinθn d  
3.1 
Where λ is the wavelength of the incident X-ray beam, d is the spacing between 
atomic layers in a crystal and θ is the angle of the incident X-ray beam, as shown 
in Figure 3.6. Two incident X-ray beams can either constructively interfere with 
each other or destructively interfere, all depending on the length of A to B to C in 






















Figure 3.6– An illustration of Bragg’s Law. The red triangle on the right is equivalent to the 
red triangle in the diagram on the left. 
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In XRD, the diffracted beam is recorded at an angle of 2θ from the incident beam, 
which continuously moves to adjust the angle of 2θ so that a diffraction pattern is 
recorded at a range of 2θ values. X-ray diffraction produces an individual pattern 
for each crystalline solid, making it an effective “fingerprinting” tool.  
Two types of XRD experiments were conducted throughout the study. 
Powder X-ray diffraction (PXRD) was conducted at the University of Bath. The 
PXRD machine is used to determine the position of atoms within a crystal. In this 
study it is of most use in determining whether two different batches of the same 
material are identical. Measurements were recorded using a Bruker D8 powder 
diffractometer, fitted with Goebel mirrors, and used CuKα radiation at 0.15414 nm. 
The samples were placed into 0.7 mm diameter Lindemann capillaries and 
measured with a 2θ range of 5 to 30 °. The step size was 0.03 ° with a time per 
step of 0.2 s. An example of the synthesised MIL-101(Cr) XRD against the 
literature MIL-101(Cr) XRD is shown in Figure 3.7 [158].   
 
Figure 3.7 – XRD patterns of MIL-101(Cr) synthesised in Bath (red), and from literature 
(black) [158]. The plots have been separated in y for comparison purposes. 
The other XRD experiments were conducted at high pressures and cryogenic 
temperatures at the European Synchrotron and Radiation Facility (ESRF) in 
Grenoble, on machine ID-31. The samples were dried at high temperature and 
high vacuum (10-7 mbar) prior to collection of synchrotron powder XRD patterns. 
Samples were held in standard glass capillaries of diameter 0.5 mm. The system 
was purged with nitrogen before use, and measurements were made at a range of 
0 - 60 o2θ at a rate of 2o min-1. A range of different pressures (0 – 10 MPa) and 
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temperatures (80 – 300 K) were used throughout the experiment, as observed in 
Figure 3.8, which shows the spectra for MIL-101(Cr). 
 
Figure 3.8 – The XRD patterns for MIL-101(Cr) at varying pressures and temperatures, 
collected at the ESRF. 
3.2.2 Thermogravimetric analysis (TGA) 
The TGA measures the change in mass of a sample as a function of temperature. 
This is particularly important for porous materials, as it provides the temperature 
boundaries within which the solvent can be removed from the pores, as well as an 
indication of the composition and temperature stability of the material. For 
example, Figure 3.9 shows the TGA for MIL-101(Cr), and it can be observed that 
the solvent (which is water in this example) has most likely been removed from the 
pores by 100 oC as the graph starts to level out again, i.e. there is a large 
reduction in the weight loss before 100 oC. It can also be seen that the material 
most probably decomposes at about 320 oC, due to the large weight loss observed 
at that temperature. Therefore, from this graph, it can be implied that solvent 
removal must be between around 120 oC and 300 oC, and that any analysis of the 












 0 bar, 100 K
 100 bar, 100 K
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 100 bar, 300 K
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Figure 3.9 – TGA plot of MIL-101(Cr) with increasing temperature under a nitrogen 





Thermogravimetric analyses were conducted using a Setaram T92 fitted with a 
differential thermal analysis head. Samples were heated to 900 °C with a heating 
rate of 1, 5 or 10 °C min-1 under an atmosphere of N2. Sample sizes of around 
0.01 g were used. 
3.2.3 Low pressure volumetric gas sorption  
Low pressure volumetric gas sorption studies were conducted on a Micromeritics 
ASAP 2020 (Micromeritics Instrument Corporation, Norcross, GA, USA) volumetric 
adsorption analyser (up to 0.1 MPa). This machine is particularly useful for 
measuring the surface area of a sample, by allowing the collection of sorption 
isotherms over different pressures up to 0.1 MPa. It works by dosing the sample 
chamber with a known volume of gas at a set temperature and pressure. The 
amount of gas adsorbed can be calculated by the change in pressure measured. 
As mentioned previously, the surface area is calculated using the British Standard 
Method of the BET calculation [150, 171]. The machine has a lower limit of 30 m2 
surface area per sample, and as the minimum surface area of the samples used is 
960 m2 g-1, sample sizes of 0.1 g are more than sufficient. Figure 3.10 displays 
screen shots from the ASAP showing the BET area data for MIL-101(Cr). 
~18 % weight loss over an 80 
o
C increase 
~50 % of initial 
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Figure 3.10 – Screen shots from the ASAP showing the BET data for MIL-101(Cr). 
3.2.4 High pressure volumetric gas sorption  
High pressure volumetric gas sorption studies were conducted on a Hiden HTP-1 
(Hiden Isochema, Warrington, UK) Sieverts-type volumetric gas sorption analyser 
up to pressures of 20 MPa. High purity hydrogen was used for all of the 
measurements (99.99996 %, BIP-Plus from Air Products), and a liquid nitrogen 
bath was used for temperature control for the 77 K isotherms. Prior to each 
measurement, the samples (typically 0.1 g) were degassed in order to remove 
impurities from surfaces and pores, applying a minimum equilibration time of 12 
minutes. The cryofurnace used was a Hiden liquid nitrogen recirculating 
cryofurnace with an integral band heater, and was utilised for all temperatures 
above 77 K. The 77 K isotherms were measured by submerging the sample 
chamber directly into liquid nitrogen. All isotherms presented in this work 
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measured using the HTP-1 were fully reversible, and repeat isotherms were 
reproduced to within 0.3 % of the measured amounts adsorbed. Desorption 
isotherms were measured for the lowest temperature isotherm of each sample. All 
isotherms are reported as excess hydrogen uptake in wt% relative to the 
degassed sample weight. Figure 3.11 shows the isotherms at four different 
temperatures for MIL-101(Cr).  
 
Figure 3.11 – Hydrogen isotherms measured on the HTP-1 for MIL-101(Cr) at different 
temperatures. 
3.2.5 Helium pycnometry 
The Helium pycnometer (Micromeritics AccuPyc 1330, Micromeritics Instrument 
Corporation, Norcross, GA, USA) was used to measure the skeletal density of the 
materials. It works by dosing helium into the sample, and due to the inert nature of 
the gas, is able to measure the volume unoccupied by the sample, and hence the 
volume occupied by the sample. The density is determined by dividing the sample 
mass by the volume occupied by the sample. 
3.2.6 Inelastic neutron scattering 
The inelastic neutron scattering measurements examined in this thesis were 
conducted on the TOSCA inelastic neutron scattering instrument at ISIS at the 
Rutherford Appleton Laboratories in Oxfordshire, which has an energy window 
from -3 meV to 500 meV. The sample (approximately 8 g) was degassed at 623 K 
for 8 hours at 0.1 MPa, and then loaded into a high pressure (7 MPa) stainless 
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steel sample can within an argon glovebox. A standard cryofurnace ancillary was 
used to supply temperature control, and normal hydrogen gas (BOC 99.999 %) 
was dosed into the sample, where it was thermally equilibrated at 77 K before the 
pressure was recorded using a baratron and a high-pressure transducer. The data 
was collected in 700 mA sets, with up to three data-sets being collected at each 
pressure (0.016, 0.070, 0.160, 0.301, 0.630, 0.998, 2.070 and 3.500 MPa) over 
collection periods of 8-12 hours. The data was corrected for the presence of 
terminal hydrogen atoms in the sample by subtraction of 12 hour background 
scans of the degassed sample at 4 K and 77 K. The data processing was 
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3.3 Analysis 
3.3.1 Statistical analysis 
All non-linear fitting was performed using Origin 8.5 Pro software (OriginLab 
Corporation, Massachusetts, United States). This program utilises a Levenberg-
Marquardt method of non-linear fitting [173], which combines the steepest-descent 
method and the Gauss-Newton method to adjust the parameter values to achieve 
the minimum reduced 2 value (a value relating to the quality of fit). The steepest-
descent method uses the gradient of the curve on a graph of 2 vs. parameter to 
find the nearest local minimum. The problem with this method is that it requires 
multiple iterations, and may not converge if no local minimum is observed. This is 
why Origin then goes on to use the Gauss-Newton method, which uses conjugate 
directions as opposed to the local gradient that the steepest-descent uses, 
resulting in far less iteration for specific functions [174, 175]. Up to 400 fitting 
iterations were carried out with a tolerance of 10-9. Origin is also capable of 
running simplex fitting [176], the method of which was originally published in 1965, 
and uses an algorithm instead of the gradient, making it a better method for non-
smooth functions. There were no limits placed on any of the variables in the fitting 
conducted throughout this thesis. 
The error bars shown in the graphs throughout the results and discussion chapter 
of the thesis are calculated by an estimate of the standard error, which is the 
standard deviation of the mean divided by the root of the sample size; 
representing how well the sample mean approximates the population mean. 
Origin allows for a variety of methods for observing the quality of the fitting, 
including the residual sum of squares (RSS), the reduced 2 value, the root mean 
square residual (RMSR), the R2 value and the adjusted R2 value (both corrected 
and uncorrected), calculated as seen in Equations 3.2 – 3.7 respectively [158, 
159].  
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where wi (-) is the weighted fitting (Origin is able to specify which weighting method 
can be used for each y data, however for this study no weighting was necessary), i 
(-) is the data point, yi (unit of data value) is the data value, ŷi (unit of data value) is 
the function value, DOF (-) is degrees of freedom, n (-) is the number of data 
points, p (-) is the number of parameters, TSS (unit of data value squared) is the 
total sum of squares and ȳ (-) is the series mean.  
The RSS shows the discrepancy between the entire fit data and the actual data, 
and is also known as the 2 value. The reduced 2 value is the RSS divided by the 
DOF, with the DOF being the number of data points minus the number of 
parameters. As mentioned before, the reduced 2 is the quantity that is minimized 
throughout the iteration, however this is not always the best measure of fit, for 
example if the y-data is scaled, then the reduced 2 will be also scaled. The closer 
the reduced 2 value is to 0, the better the fit. The RMSR is the square root of the 
reduced 2 value. 
The adjusted R2 value differs to the standard R2 by incorporating the degrees of 
freedom. This stops a scenario occurring where the goodness of fit appears to 
increase just by adding more parameters, even though it does not increase in a 
practical sense. The uncorrected adjusted R2 value does not account for the 
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mean, whereas the corrected one does. The R2 value lies between 0 and 1, but 
the closer to 1 it is, the better the quality of the fit. 
3.3.2 Computer simulations 
Grand Canonical Monte Carlo (GCMC) simulations were used to produce the 
computational results that are presented in Chapter 4. The specific code used was 
Simcheque, which was constructed and remodelled by students in the group led 
by Professor Suresh Bhatia in the University of Queensland. The supercomputer 
used to run the simulations was called Barrine, also from the University of 
Queensland, and a network file transfer application, PuTTY [177], was used to 
transfer the files to Barrine. The program used to test the code was Microsoft 
Visual Studio 2008 [178], the files were transferred to PuTTY via WinSCP [179]. 
The graphics presented were produced using Visual Molecular Dynamics [180].  
The code accounted for quantum effects using the method by Cracknell [181], and 
the 3-point hydrogen model was used instead of a spherical model, also taken 
from Cracknell [181]. The 3-point model accounts for 3 different sections of the 








The hydrogen molecule was assumed to be rigid, and charge was distributed 
throughout the molecule as observed in Figure 3.12. The pore width was varied, 
and the x and y dimensions were set as 4 nm. Simulations were done on both 
single walled slit pores and infinitely thick pore walls of pure graphite, but due to 
the low surface area of the TE7 carbon beads (the adsorbent chosen to compare 
+0.468 +0.468 -0.936 
0.037 
1 2 3 
0.037 
Figure 3.12 – An illustration of the 3-point hydrogen model. Points 1 and 3 are the hydrogen 
atoms, and point 2 is the centre of mass. The charges used for each point are labelled above 
in units of elementary charge, and the distances between the points are labelled below in 
nanometers. 
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to the simulation results) the infinite layer pore wall model was deemed more 
accurate.  
The number of simulation steps for each point was 50,000,000, with the chance of 
creation, deletion and translation set as 0.3, 0.3 and 0.4 respectively. The 
maximum rotation and translation were set at 0.05 nm, and the cut off radius was 
1.95 nm. Each simulation was repeated without the host file in order to get an 
accurate value of the pressure. Each pore was split into 50 equal segments in 
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4 Results and discussion 
This results and discussion chapter is split into five sections, as shown in Figure 
4.1. The first section (Section 4.1) highlights the development of the model used to 
fit to the excess experimental isotherms of the six materials mentioned in the 
methodology (Chapter 3). The development introduces a hydrogen density 
variation within the pores of the materials, and the model is compared to the initial 
model found in literature. The developed model, or density variation (DV) model, 
allows for an estimation of the density of the hydrogen in the adsorbate, a quantity 
which cannot easily be determined experimentally.  
Section 4.2 focusses on improving the DV model by expanding the parameters 
within it. This is done with the aim of understanding more about the fundamentals 
of the adsorption process, as well as attempting to make the model independent of 
pressure and temperature so that it can be used to estimate the hydrogen uptake 
at conditions that cannot be reached in the laboratory. The expansion specifically 
includes the pressure and temperature variation of the adsorbate density, the 
pressure and temperature variation of the pore volume, and a comparison of the 
use of different isotherm equations within the model. 
Section 4.2 results in a final equation which is thought to be suitable for use on all 
hydrogen isotherms of any material, and Section 4.3 focusses on the verification of 
this model, both by inelastic neutron scattering and by computer simulation. Both 
of these techniques are able to estimate the total or absolute amounts of hydrogen 
within a system, which can then be compared to the total or absolute amounts as 
calculated via the DV model. The inelastic neutron scattering experiments were 
conducted at the Rutherford Appleton Laboratories in Oxfordshire, and were able 
to successfully verify the model for the absolute quantity of hydrogen, but also 
resulted in some unexpected and unusual results about the density of the 
hydrogen in the pore. The computer simulations were conducted at the University 
of Queensland in Brisbane, Australia, focusing on hydrogen adsorption in a slit 
pore, and were compared to the total uptake modelled on the TE7 carbon beads. 
Section 4.4 develops the physical science aspect of adsorption into more of an 
engineering focus, calculating the amount of hydrogen that could be stored via 
adsorption in a tank, but still utilising the DV model. It explains in detail a method 
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of comparing the amount of hydrogen stored via physisorption to the amount of 
hydrogen stored via compression in a tank at the same conditions, and provides 
the conditions at which more hydrogen can be stored via adsorption than via 
compression. 
The final section (Section 4.5) expands on the work conducted in Section 4.4 to 
allow for a comparison between the amount of energy stored via hydrogen (stored 
by both adsorption and compression) to that of other storage systems such as 
batteries and standard jet fuel. The use of hydrogen stored via adsorption for 
aviation is then briefly reviewed, including the use of adsorbents in “cryo-charging” 
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Comparison of new 
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Figure 4.1 – A flow chart showing the content covered within the different sections of the 
results and discussion chapter. 
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4.1 Development of the initial model 
This section focuses on the development of the initial model (Equation 2.20) used 
in the literature to fit to experimental excess isotherms, as detailed in the 
background. The principle behind developing this model is that the hydrogen is 
thought to have a varying density profile inside the pores of materials due to the 
different degrees of interaction with the surface of the material. As there are only 
weak van der Waals interactions between the hydrogen and the material, any 
more than one layer of hydrogen from the surface would be expected to have very 
little interaction at all with the surface, as the attractive field would have rapidly 
diminished. Therefore, pores larger than twice the van der Waals diameter of 
hydrogen (0.22 nm) [182], would be expected to contain hydrogen both 
experiencing interaction with the surface at a high density, and hydrogen not 
experiencing this interaction, or experiencing it to a lesser extent, at a lower 
density. 
The section will include the choice of density variation within the pore used to 
develop the initial model, the derivation of the developed ‘density variation’ model 
and a comparison between the initial and the density variation models. This work 
has been published in the Journal Adsorption [183]. 
4.1.1 Density variation of hydrogen within the pores 
The density variation of hydrogen within the pores of a material is very difficult to 
accurately determine experimentally, but simulation methods that can be used to 
estimate it are available.  
The simulation method chosen throughout this thesis was Grand Canonical Monte 
Carlo (GCMC) simulation studies on hydrogen adsorption in slit pores, details of 
which can be found in Sections 3.3.2 and 4.3. One important outcome of these 
simulations is that they provide the density variation of hydrogen within the pores 
at any given volume, pressure and temperature. Simulations were conducted 
using slit-shaped pores with walls of pure graphene, the pore widths ranging 
between 0.3 and 0.7 nm, at pressures between 0 and 20 MPa and at temperatures 
between 77 and 298 K. The density of the hydrogen within the pore is shown in 
Figure 4.2 for the different pore widths at 77 K and 2 MPa. The same trends are 
observed at the other pressures and temperatures studied. 
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Figure 4.2 – The density profile of hydrogen at 2 MPa and 77 K inside slit pores of infinite 
width walls of pure graphite, with different pore widths obtained using molecular 
simulations. The dotted line represents the density of solid hydrogen. Z is the distance from 
the centre of the pore.  
Figure 4.2 shows that for the pores that were simulated to be smaller than 0.44 
nm, there is only one layer of hydrogen, with the highest density right in the centre 
of the pore. For the simulations using pore widths of 0.44 nm and larger, two 
layers of hydrogen can be observed.  
It is also worth noting that the density of the hydrogen within the pores seems to 
significantly exceed that of the solid density of hydrogen at 0 MPa and 4 K. This 
phenomenon will be discussed in detail in Section 4.3, and is due to the large 
number of segments used to calculate the density within the simulation, affecting 
the absolute density values but not the relative intensities of the peaks.  
Larger pore sizes would be expected to contain more than two layers of hydrogen, 
with the closest layer to the walls of the pore having the highest density, and the 
density decreasing for each subsequent layer, due to the decrease in interaction 
between the hydrogen and the surface of the material. This is highlighted by 
various papers in literature within which computer simulations are used to observe 
the density of hydrogen in larger pores, for example in pores up to 2.4 nm in 
single-walled carbon nanotubes [184], up to 3 nm in graphitic nanofibres [185], 
and up to 2.7 nm in single-walled carbon nanotubes [186]. They all contain more 
than two layers of hydrogen in the pore, as depicted in Figure 4.3. 































However, even though the large pores show multiple layers of hydrogen at 
different densities, the pores that are of greatest interest for hydrogen adsorption 
are less than 1 nm in width [187-189]. Taking this into account, as well as the 
simplicity required of the derivation, a compromise was made and a density 
variation allowing for only two different regions of hydrogen in the pore, the 
adsorbate and the adsorptive, was chosen, as highlighted in Figure 4.4. This 
shape allows for an accurate determination of the density of the adsorbed 
hydrogen for one or two layers, as in both these cases there are two main 
densities of hydrogen, and is a lot more realistic than just assuming a single 
density within the pores. 
 
Figure 4.4 – The density profile of hydrogen in a pore, utilised for the developed model. ρ (g 
cm
-3
) depicts the density, ρA (g cm
-3
) is the mass density of the adsorbate, and ρB(P) (g cm
-3
) 
is the mass density of the bulk hydrogen within the pore. 
It can be observed from Figure 4.4 that the density variation allows for two 
different densities of hydrogen within the pore, a density of the adsorbate, ρA (g 
cm-3), and a density of the bulk hydrogen, ρB(P) (g cm
-3). As mentioned in Chapter 
ρ/ g cm-3   





Cross section of a pore 
ρH  
Z  
Figure 4.3 – An illustration of a density profile of hydrogen inside a large pore. ρH is the 
density of the hydrogen and Z is the distance from the left-hand pore wall. 
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2, there are three distinguishable quantities of hydrogen within a pore; the excess, 
the absolute and the total.  
The plain dark pink area in Figure 4.4 indicates the excess uptake, mE (wt%), the 
dark pink area with diagonal lines indicates the bulk amount of hydrogen that 
would be within the area of the adsorbate with no interactions between the 
hydrogen and the pore walls, mB(A) (wt%), and the light pink area plus the dark 
pink area with diagonal lines indicates the bulk amount of hydrogen in the pore, 
mB(P) (wt%). The total amount of hydrogen within the pore (mT (wt%)) is the dark 
pink, plus the dark pink with diagonal lines, plus the light pink areas, and the total 
amount of hydrogen within the adsorbate (absolute amount, mA (wt%)), 
incorporates the areas which are dark pink plus the dark pink with diagonal lines. 
The following diagram gives a detailed description of the system used in the new 
model as a whole, including the key nomenclature. The new model will be referred 
to as the density variation model, or the DV model for short.  
 
Figure 4.5 – An overview of the system and the nomenclature used for the new model. The 
dark grey area represents the adsorbent. The smaller diagram at the bottom shows the 
density of the hydrogen within the cross-section of a pore and highlights the other 
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~ 67 ~ 
 
4.1.2  Derivation of the density variation model 
Because the excess hydrogen is a section of the adsorbate, it can be stated that 
the excess is equal to the absolute amount of hydrogen in the adsorbate, mA 
(wt%), minus the bulk amount of hydrogen in the adsorbate, mB(A) (wt%). 
Therefore, 
   E A B Am m m   4.1 
where 
  A A A1 00ρm v  4.2 
and 
    B AB A 100ρm v  4.3 
Therefore, substituting Equations 4.2 and 4.3 into 4.1 gives 
  E A A B A100ρ 100ρm v v   4.4 
  E A B A(ρ ρ )100m v   4.5 
The bulk density, ρB (g cm
-3), can again be substituted by using Equation 2.18 as 




   
2.18 
and Z is found using a rational approximation to the Leachman 2009 equation of 
state, currently the best available for hydrogen [190]. It is implemented in the 
REFPROP software [191], and is available through the National Institute of 
Standards and Technology (NIST) Chemistry Webbook [192]. The rational 
approximation uses a ratio of two quadratics with respect to pressure, as done 
previously [193], more information on which can be found in Supplementary 
Information A. 
The fractional filling can be estimated as a ratio of the adsorbate volume and the 









  4.6 
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Therefore, substituting Equation 4.6 and 2.18 into Equation 4.4 gives 






   4.7 
A comparison between the initial model (Equation 2.20) and the DV model 
(Equation 4.7) was then conducted, shown here using the TE7 carbon beads and 
the Tόth isotherm equation (observed in Section 4.2.1.2, Equation 4.11) as an 
example. For the initial model, mA
max (wt%), vA (cm
3 g-1) and b (MPa-1) and c (-) 
(the heterogeneity parameter within the Tόth equation, explained in Section 
4.2.1.2) from the Tόth equation were allowed to vary with temperature. For the DV 
model, ρA (g cm
-3), vP (cm
3 g-1) and b (MPa-1) and c (-) from the Tόth equation 
were allowed to vary with temperature. Only the 89 – 150 K isotherms were 
included in this study, as preliminary fits of the model to isotherms at the higher 
temperatures showed very unlikely values for the pore volume and the adsorbate 
density. This is because at high temperatures the bulk density is negligible, 
meaning that the equation reduces down to approximately  
  E A P Aρ Θm v  4.8 
where ρA (g cm
-3) and vP (cm
3 g-1) are both variables in the fit, allowing them to 
take an infinite number of values. The 77 K isotherm was not used due to the 
unexpected cross-over of the 77 K isotherm with three of the higher temperature 
isotherms for the TE7 carbon beads (Figure 4.6). This is likely to be due to the 
different set-up required for the collection of the 77 K isotherm on the volumetric 
gas analyser, due to the requirement of submersion into liquid nitrogen, necessary 
for temperature control (as detailed in Section 3.2.4). A correction has been made 
to account for this difference in set up, however it clearly has not been fully 
successful. 
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Figure 4.6 – The excess hydrogen uptake with pressure at different temperatures for the TE7 
carbon beads. Lines joining the points are to guide the eye. 
The root mean square residual (RMSR (wt%)), which is explained in detail in the 
methodology (Section 3.3.1), was used as a method of observing the quality of fit 
for the comparison, with lower values indicating a better quality of fit.  
 
Figure 4.7 – A comparison of the quality of the fit of the initial and DV models on the TE7 
carbon bead isotherms at various temperatures using the Tόth isotherm equation. Lines 
joining the points are to guide the eye. 
The same comparison was conducted on the other materials discussed in the 
methodology (Section 3.1), and bias was examined for all of the fits, as well as the 
use of other isotherm equations within the model. The results of all of these fits 
can be found in Supplementary Information B. As observed in Figure 4.7 and 
Supplementary Information B, both models appear to show very similar quality of 
fits for all isotherm equations (particularly as the scale is so small) as well as 
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having very similar bias. The initial model appears to show a slightly better fit to 
some of the materials over the DV model. 
However, the DV model does have some major advantages over the initial model. 
The chief advantage of the DV model is its ability to distinguish between the 
density of the adsorbate and the density of the bulk hydrogen within the pore, as 
opposed to the initial model which amalgamates these two values into one. This 
results in a far more detailed understanding of the density of the adsorbed 
hydrogen, a value which is difficult to accurately determine experimentally. 
Another advantage of the DV model is the ability to use it to calculate the absolute 
and the total amounts of hydrogen in the system (as defined in Sections 2.4 and 
0), as opposed to the initial model from which only the total amount of hydrogen 
can be calculated. This is because for the subsequent conversion of the excess to 
the absolute amount of hydrogen, an estimate of the adsorbate density is required 
[194]. As this cannot be calculated in the initial model, the limiting density is 
generally approximated to that of liquid hydrogen (about 70 kg m-3) within literature 
[53, 195].  
Therefore, even though the quality of the fits are marginally worse for some 
materials using the DV model, the additional advantage gained from being able to 
determine the density of the adsorbate is more significant for this work, and so the 
DV model will be used for all subsequent studies.  
4.1.3 Absolute and total hydrogen uptake 
As mentioned previously, the DV model can also be used to calculate the absolute 
and the total amounts of hydrogen. An example is shown below using the TE7 
carbon beads. The DV model was fit to the TE7, 89 K excess isotherm using the 
Tόth isotherm equation and without placing any limits on the variables. The 
parameters from the fit were then used in the equations for mT and mA (Equations 
4.9 and 4.10 respectively), which were derived fundamentally. 
  T E B P100 ρm m v   4.9 
  A A P A100 ρ Θm v  4.10 
The difference between mT (wt%), mA (wt%) and mE (wt%) can be observed in 
Figure 4.8. The trends observed in Figure 4.8 are exactly what would be expected, 
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with the total uptake being higher than the absolute amount in the adsorbate, 
which is higher than the excess. 
 
Figure 4.8 – A comparison of the total, absolute, and excess quantities of hydrogen within 
the TE7 carbon beads at 77 K. 
4.1.4 Conclusion 
A new model has been derived to fit to experimental hydrogen excess isotherms 
that accounts for a density variation within the pores of materials. The quality of 
the fits of this model to experimental isotherms has been shown to be comparable 
to the original model used in literature, as well as allowing for an estimated value 
of the density of the adsorbate. The excess, absolute and total amounts of 
hydrogen have been distinguished and compared.  
From here onwards in the thesis, only the DV model will be utilised for fitting to 
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4.2 Detailed analysis of the density variation model 
This section will concentrate on each parameter within the DV model in detail to 
ascertain if the hydrogen adsorption process inside the pores of the materials can 
be better understood. The trends in pressure and temperature of each parameter 
will be observed, in an attempt to set each parameter within the model 
independent of both pressure and temperature, so that the DV model can be used 
to predict the uptake at conditions that cannot be reached experimentally. 






   
4.7 
In Equation 4.7, the known parameters are the pressure, P (MPa), the molar 
mass, M (g mol-1), the molar gas constant, R (MPa cm3 K-1 mol-1), the temperature, 
T (K) and the compressibility factor, Z (-), although Z is specific for each 
temperature. That leaves the adsorbate density, ρA (g cm
-3), the pore volume, vP 
(cm3 g-1) and the fractional filling, ΘA (-) for more detailed consideration. 
The results for the comparison of the isotherm equations shown in this section are 
published in a paper in the Journal Adsorption [183].  
4.2.1 A comparison of isotherm equations, ΘA 
4.2.1.1 Introduction 
As mentioned in the background, there are many different isotherm equations 
which can be input into the DV model. Various studies have been conducted 
comparing a few isotherm equations to the isotherms of a small number of 
materials; for example, Saha et al. used both the Langmuir and the Freundlich 
equations in the study of MOF-177 [196], and again compared the Langmuir, 
Freundlich, Sips and Tόth equations (detailed later in the section) in the study of 
metal benzenetribenzoate MOFs [197]. However, there has been no complete 
comparison of the inclusion of these equations into a model, and then individually 
being fit to a variety of different types of materials in order to see if the results of 
the fits can be justly compared. This is particularly important, as in literature 
different isotherm equations are chosen, seemingly randomly, in order to calculate 
the total uptake. For example, Lin et al. use the Tόth equation in order to calculate 
the total uptake in the NOTT MOFs [198], whereas Kaye et al. use the Sips 
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equation in a study to calculate the total uptake in a Prussian blue analogue [199]. 
Consequently, the total uptake of these materials might not be comparable if the 
Tόth equation and the Sips equation display vastly different results.  
Therefore, an initial review of the isotherm equations used in literature was 
conducted, and a choice of the top 8 most suitable for the study was made, based 
on the suitability of the equations for hydrogen adsorption, and the differences 
between the equations to ensure a broad comparison. Initial fits were then 
conducted on every isotherm of each material mentioned in the methodology 
(Section 3.1) individually, using each isotherm equation within the DV model, and 
the quality of the fits was observed. Following this, the temperature dependence of 
the adsorbate density and pore volume from each individual fit was considered in 
order to allow global fits of the inclusion of each isotherm equation within the DV 
model to every material. The global fits allowed for a direct comparison of the 
suitability of the isotherm equations to each different material, and conclusions 
were drawn from these results.   
4.2.1.2 Variables chosen for the comparison of isotherm equations 
For this study, the six different materials described in the methodology (Section 
3.1) were all used, and eight different isotherm equations, all of which have a finite 
limit at very high pressures. Preliminary work displayed the ability of the eight 
equations within the DV model to fit to the isotherms of each material, that they are 
mostly well known equations, that they all advocate different surface energy 
distributions and that they have a range of numbers of parameters. The number of 
parameters is an important quantity as the most successful equation to use for 
fitting to hydrogen isotherms would be one that fits the data well but with the least 
number of parameters, all of which must display realistic values. This follows 
Occam’s razor, which states that when choosing between hypotheses, the one 
with the fewest assumptions should be chosen [200].  
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The Langmuir equation is described in detail in the background in Section 2.4. It 
assumes a homogeneous adsorbate surface, and accounts for only a monolayer 
formation of hydrogen. It has one unknown parameter, b (MPa-1), describing the 
affinity that the hydrogen has for the surface, aptly named the affinity parameter. 
The larger the value of b, the greater the affinity that the hydrogen has to the 
surface, and b is thought to follow an Arrhenius relationship with temperature 
(Equation 2.2) as mentioned in Section 2.4, and which will be studied in detail later 
on in the section. 














The Tόth equation was first introduced by Jozsef Tόth in 1962 [142]. It is an 
empirical expansion to the Langmuir equation, accounting for a heterogeneous 
surface; in particular an asymmetrical quasi-Gaussian distribution of adsorption 
energies, skewed to low adsorption energies. It assumes monolayer coverage of 
the adsorbate, b (MPa-1) is the affinity parameter as in the Langmuir equation, and 
c (-) accounts for the heterogeneity of the surface, either structural or chemical. 
When c is equal to one, the Tόth equation is reduced to the Langmuir equation, 
implying a homogeneous surface. The Tόth equation contains two unknown 
parameters and it follows Henry’s Law. 
















The Sips equation, also known as the Langmuir-Freundlich equation, is an 
empirical equation assuming a surface with a symmetrical quasi-Gaussian energy 
distribution. It was developed by Robert Sips as an extension to the Freundlich 
equation and at low pressures reduces to the Freundlich equation (Equation 4.13) 
[201]. 





mkP  4.13 
where k (MPa-1) and m (-) are temperature dependent parameters. The Sips 
equation also assumes monolayer coverage, has two unknown parameters, and 
does not obey Henry’s Law. Parameter m relates to the heterogeneity of the 
system, and is usually larger than 1, so the higher the value of m, the more 
heterogeneous the system. When m is equal to 1, the Sips equation reduces to 
the Langmuir equation. 











The Generalised Freundlich equation is another empirical expansion on the 
Langmuir equation, introduced by Robert Sips in 1950 [202]. It assumes an 
exponentially decreasing surface energy distribution and monolayer coverage, it 
has two unknown parameters and it does not follow Henry’s Law. The q (-) 
parameter refers to the heterogeneity of the system, and when q is unity, the 
Generalised Freundlich equation reduces to the Langmuir equation.  
5) Jovanović-Freundlich equation [203] 
    AΘ 1 exp cbP    4.15 
The Jovanović-Freundlich equation is a semi-empirical equation for single 
component adsorption, assuming an asymmetrical quasi-Gaussian skewed to high 
adsorption energies, first published by Igor Quiñones and Georges Guiochon in 
1996 [203]. It reduces to the Jovanović equation (Equation 4.16) when c (-) is 
unity, relating to a homogeneous surface [204]. 
   AΘ 1 exp bP    4.16 
The Jovanović-Freundlich equation is applicable to mobile and localised 
adsorption, it does not follow Henry’s Law and it has two unknown parameters. 
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   
    
   
 4.17 
The Dubinin-Astakhov (DA) equation is a semi-empirical equation following a pore 
filling mechanism, although it does not follow Henry’s law. It is represented in 
Equation 4.17 in its modified form, extended to the supercritical region, first 
published in 2009 by Marc-Andre Richard et al. [121]. Parameter m (-) is the 
heterogeneity parameter in the DA equation, and If m is equal to 2 then this 
equation is known as the Dubinin-Radushkevich (DR) equation. The parameter α 
(J mol-1) is the enthalpic factor, and β (J mol-1 K-1) is the entropic factor. P0 (MPa) 
is the vapour pressure, inapplicable to a supercritical fluid such as hydrogen above 
its critical point of 33 K, but despite this the DA has still been widely used for 
supercritical hydrogen in literature [121, 130, 205] by empirically relating the 
vapour pressure to the critical pressure and temperature, as observed in Equation 
4.18 [206]. 










Where PC (MPa) is the critical pressure, TC (K) is the critical temperature, and k (-) 
is a parameter determined from the fit. 















   
  
   




The Unilan-Q equation (known as the Unilan equation in literature, but expanded 
here to Unilan-Q to avoid confusion with the Unilan-b equation below) is an 
empirical equation using a uniform surface energy distribution with respect to Q 
(kJ mol-1), the enthalpic factor. The term Unilan refers to uniform Langmuir, and 
was first published in 1993 by Xijun Hu and Duong D. Do [207]. Q is related to the 
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affinity parameter b (MPa-1) by Equation 2.2, mentioned in Section 2.4. The 
Unilan-Q equation follows Henry’s law and has three unknown parameters. 










P b b b P
 




The Unilan-b equation is a relatively new equation derived by the author in 
previous studies. It has a derivation similar to that of the Unilan-Q equation, but 
uses a uniform surface energy distribution with respect to b, the affinity parameter. 








Figure 4.9 – A continuous uniform distribution with respect to the affinity parameter, b. 
The Unilan-b equation follows Henrys Law and saturation, and it reduces to the 
Langmuir equation when b2 (MPa
-1) approaches b1 (MPa
-1) (as seen in 
Supplementary Information C). 
There are three benefits of using b for the energy distribution instead of Q. Firstly, 
it is easier to comprehend the interactions between the adsorbate and adsorbent 
than it is to comprehend the enthalpy of a system. Secondly, b is considered as a 
single parameter, whereas it has been observed that A and Q (in Equation 4.19) 
are correlated, known as the ‘compensation effect’ [208], and b takes both A and 
Q into account. Thirdly, the Unilan-b equation is a lot simpler and has fewer 
parameters than the Unilan-Q equation. The Unilan-b equation was derived and 
tested in a scientific paper which was published in the journal Adsorption [183].  
f(b) / MPa 
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The main differences in the equations detailed above are highlighted in Table 4.1. 
Table 4.1 – A summary of the isotherm equations, the surface energy distribution, the type 
of adsorbent-adsorbate interaction, and the number (no.) of parameters in each equation.  
Name  Surface energy 
distribution 




Homogeneous Monolayer 1 
Tόth Asymmetrical quasi-




























Unilan-Q Uniform distribution with 





Unilan-b Uniform distribution with 





4.2.1.3 Individual fits 
The initial stage of the study was to fit each isotherm equation within the DV model 
to every different temperature isotherm from each material separately. The 89, 
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102, 120 and 150 K isotherms of the TE7 carbon beads and the Tόth equation 
have been selected here as an example to represent the methodology and results. 
The results established using the other materials and equations are all very 
similar, and do not provide any further information. The other temperature 
isotherms for the TE7 carbon beads were not chosen for use in this study due to 
the reasons as mentioned in Section 0. Figure 4.10 displays the individual fits for 
the Tόth equation to each separate isotherm of the TE7 carbon beads. Included in 
the plots are the regular residuals, which are the wt% hydrogen uptake from the 
actual data, minus the predicted wt% hydrogen uptake from the fit for each data 
point. These differ from standardised residuals, which convert each regular 
residual by dividing by the standard deviation of all the residuals, and allows for 

































There are a few points to note from Figure 4.10. The model appears to fit well to 
all of the experimental isotherms, apart from the unexpected rise in uptake 
observed in some of the isotherms at high pressures, for example above 10 MPa 
on the 89 K isotherm. This apparent rise in uptake is not thought to be a real 
phenomenon of adsorption, but is most likely due to the fact that in the volumetric 
gas sorption apparatus (detailed in the methodology), at very high pressures the 
system contains a lot more hydrogen than at low pressures. As hydrogen conducts 
heat very well, it is significantly more difficult for the machine to maintain a 
constant temperature, and so there are more fluctuations within the temperature, 
as observed by the sample temperature recorded on the apparatus.  
Key: 
         Experimental data 
         Tόth fit within the DV model 
         Regular residual 
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Figure 4.10 – Individual fits to the experimental TE7 carbon bead isotherms (black 
squares) at different temperatures using the DV model with the Tόth isotherm equation 
(red line). The dotted black line is at zero wt% hydrogen uptake, to highlight the trends in 
the regular residuals (purple stars). 
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The residuals, as observed in Figure 4.10, are a method of looking at the bias of a 
fit. If there is a random distribution of residuals both above and below zero, then 
the fit is not biased, whereas a group of adjacent residuals either above or below 
zero suggests bias in the fit. The Tόth fits vary in bias between temperatures, as 
seen in Figure 4.11, and it can be observed that at 89 K the fit indicates this type 
of bias, but at 120 K it does not. This is very similar for the trends observed using 
the other isotherm equations, examples of which can be found in Supplementary 
Information D, and is more likely to be due to the shapes of the isotherms as 
opposed to the isotherm equation chosen. The residuals observed for the other 
materials also appear to be similar between isotherm equations, emphasising the 
point that they depend on the shape of the isotherms more than the model.  
 
Figure 4.11 – Regular residuals with pressure for the DV model fit using the Tόth isotherm 
equation on the 89 K and 120 K experimental hydrogen isotherms from the TE7 carbon 
beads. 
The other method of bias that can be observed from the residuals is called 
heteroscedasticity, and is a measure of increasing or decreasing scatter in 
residuals with the independent variable. The 120 K residuals could indicate this 
type of bias (Figure 4.11), but it is most likely due to the unexpected apparent rise 
in the experimental data at high pressures as previously mentioned. 
4.2.1.4 Global fits 
Following the initial fits, studies on the pore volume and adsorbate density 
dependence on temperature from the individual fits were completed in order to be 
able to perform global fits on the isotherms, as these parameters are independent 
of the isotherm equation chosen. Global fits were conducted by fitting the DV 
model to all of the isotherms of one material at the same time, keeping certain 























Absolute pressure P / MPa























Absolute pressure P / MPa
~ 82 ~ 
 
parameters constant for each temperature. In this way, only one RSMR value is 
produced for each isotherm equation used within the DV model fit to each 
material, so that an easy, direct comparison can be made.  
Graphs were plotted for the values of adsorbate density and pore volume that 
were output from the individual fits at different temperatures, versus the 
temperature, such as those observed in Figure 4.12. 
 
Figure 4.12 - The dependence of (a) the pore volume and (b) the adsorbate density on 
temperature, found by fitting the DV model including the Tόth isotherm equation on the 
experimental isotherms of the TE7 carbon beads. Lines linking the data points are just to 




 in (a) represents the micropore volume of the 
TE7 carbon beads determined experimentally using the Dubinin-Radushkevich method. The 
dotted line at 0.087 g cm
-3
 in (b) represents the density of solid hydrogen at 0 Pa and 4 K. 
The error bars are calculated by standard error. 
There are a few things to note about the graphs in Figure 4.12. The pore volume 
appears to result in a fairly linear negative trend with temperature. However, 
realistically for a rigid material like the TE7 beads, there should be no change in 
pore volume with temperature, and so it is unclear as to whether this trend is real, 
or just an artefact of the analysis. Therefore, it was decided to set the pore volume 
as constant with temperature, although this is examined further later on in the 
section. 
The adsorbate density (Figure 4.12 (b)) is fairly constant with temperature, 
although with a slight positive trend. For simplicity, the adsorbate density is also 
going to be set as a constant value with temperature at this stage, but will also be 
examined further on in the section. 
There is something else interesting to note about Figure 4.12 (b). The dotted line 
at 0.087 g cm3 is the solid hydrogen density at 0 Pa and 4 K [210], indicating that 
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the hydrogen within the pores has a density commensurate to that of solid 
hydrogen. If this is not an artefact of the data, then the result is fascinating, and 
this concept will be discussed further in Section 4.3.  
Following the decision to set the pore volume and adsorbate density as constant 
with temperature, a global fit was completed on the isotherms of the TE7 carbon 
beads. This was achieved by keeping the pore volume and adsorbate density 
constant with temperature, but allowing the parameters within the Tόth equation, b 
and c, to vary between the isotherms. 
 
Figure 4.13 - Global fit of the DV model including the Tόth isotherm equation to all of the 
isotherms from the TE7 carbon beads. The corresponding coloured line is the Tόth fit to the 
experimental data points. 
It can be observed from Figure 4.13 that the model still appears to fit the isotherms 
well, even after restricting the pore volume and adsorbate density to remain 
constant with temperature. As mentioned previously, this was completed for all of 
the isotherm equations and materials, examples of which can be found in 
Supplementary Information E. 
4.2.1.5 Comparison of the quality of the global fits 
A comparison between the global fits of all of the equations on all of the materials 
was then made. As mentioned in the methodology, there are many different ways 
of assessing the quality of fit. The method that was chosen to compare the results 
of this study was the RMSR, due to the fact that it has units of wt%, and so could 
be put into context with respect to the overall isotherms. However, because in this 
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case it was necessary to calculate the quality of fit for multiple isotherms at the 
same time, the equation was adjusted slightly to: 
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  4.21 
where j (-) is the particular isotherm, m (-) is the number of isotherms, and n (-) in 
this case includes all of the data points. 
Using this equation, the following graphs were produced. 
 
Figure 4.14 - The cumulative RMSR values for global fits of each isotherm equation within 
the DV model to each material. Lang refers to the Langmuir equation, DA to the Dubinin-
Astakov, GF to the Generalised-Freundlich, JF to the Jovanović-Freundlich, U-Q to the 
Unilan-Q and U-b to the Unilan-b. 
 
Figure 4.15 - The RMSR values for global fits of each isotherm equation within the DV model 
to each material. Lang refers to the Langmuir equation, DA to the Dubinin-Astakov, GF to 
the Generalised-Freundlich, JF to the Jovanović-Freundlich, U-Q to the Unilan-Q and U-b to 
the Unilan-b. 
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Both Figure 4.14 and Figure 4.15 show the same information, but plotted 
differently in order to emphasise different trends. Figure 4.14 shows the 
cumulative RMSR from the materials, for each equation. It shows that overall, 
utilising the Langmuir or the Unilan-b equations within the DV model exhibit the 
worst fits to the data (highest RMSR values), using the Tόth or the Unilan-Q 
equations result in the best fits to the data, with the use of the other four equations 
demonstrating relatively similar quality of fits. 
However, Figure 4.15 shows that even though the Tόth has the best fit overall to 
the data, it is not the best equation to use for each individual material. For 
example, using the Sips equation and the Generalized Freundlich equation within 
the DV model both result in better fits to the ZIF-8 isotherms than using the Tόth 
equation. Figure 4.15 also shows that generally, all of the equations fit better to the 
isotherms of the carbon materials (TE7 and AX-21) than the MOFs, and worst of 
all to the ZIF. This result could be skewed as the RMSR does not take into 
account the capacity of the materials, and higher capacities could result in higher 
RMSR values [211], which would not affect the trends within each material, but 
could in a comparison between materials. Another point to note from Figure 4.15 is 
that some equations show much higher or lower RMSRs for certain materials than 
would be expected from observing general trends. For example, the Sips and the 
Dubinin-Astakhov equations show much higher RMSRs for NOTT-101 in 
comparison to the other equations than they do for other materials.  
Overall, this shows that the comparison between materials when using different 
isotherm equations within a model is not accurate, although the Tόth equation 
appears to be the best isotherm equation to use overall, as it fits well to the 
isotherms from all materials and only has two parameters. Therefore, for all 
following studies, the Tόth equation is used to represent the fractional filling.   
4.2.2 Pore volume, VP, dependence on pressure and temperature 
The subsequent parameter to be studied was the pore volume. The pore volume is 
a particularly important quantity as it is required when calculating the total amount 
of hydrogen in the system, and so is vital to estimate accurately. As mentioned in 
the methodology, certain adsorbent materials are known to be flexible, thus the 
pore volume can change with either pressure, temperature, or inclusion of a guest 
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molecule within the pore. It has even been discovered that materials that were 
thought to be rigid do change structure slightly at very high pressures, such as 
zeolites [212]. Therefore, to see if it could be determined how the pores flex with 
pressure and temperature, and also to make the DV model accessible to all 
adsorbent materials, pore volume dependence on pressure and temperature was 
examined.  
This research was conducted by introducing different pore volume dependencies 
into the DV model and observing the quality of fit for the six different adsorbent 
materials, as well as the values of the parameters from the fits and their trends 
with temperature.  
Literature studies highlight how flexible materials are thought to breathe with 
pressure and temperature, particularly using MIL-53(Al) (referred to in this section 
as MIL-53). An example of MIL-53 breathing with temperature can be found in 
literature by Liu et al. [164] who observe structural hysteresis with temperature. An 
example of MIL-53 breathing in the presence of guest molecules can be observed 
in Figure 4.16, but with xenon, methane and carbon dioxide adsorption [213].  
 
Figure 4.16 - A diagram determining the pressures and temperatures at which the pores of 
MIL-53 are in narrow form or large form. Everything within the bubbles represents the 
conditions within which the narrow pores exist, and everything outside are the conditions 
required for the large pores. This was determined by an osmotic thermodynamic model as 
well as a series of adsorption experiments [213]. 
If a similar trend was observed for the pores of MIL-53 with hydrogen adsorption 
then the pressure and temperature dependencies of pore volume would be a 
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uniform distribution (Figure 4.17), where T1 and T2 depend on pressure and P1 and 








At the time of writing this thesis, there had been no suggested method for how, or 
if, MIL-53 breathes with hydrogen adsorption in literature. The breathing behaviour 
with hydrogen adsorption could differ to that from other adsorptives due to the very 
weak interaction of hydrogen with the adsorbent, and is even thought to potentially 
not induce MIL-53 to breathe at all [214].  
However, the majority of studies still believe that through the process of hydrogen 
adsorption some change in structure of the pores is observed, due to the 
anomalies seen in the isotherms at low pressures, as observed in the isotherms 
measured in Figure 4.18, and which has also been observed elsewhere in 
literature [164]. However, the desorption isotherm measured for MIL-53 using the 
gas sorption apparatus highlighted in Section 3.2.4 was not able to go to a low 






Figure 4.17 - A representation of the potential uniform distribution dependence of pore 
volume (VP) on pressure and temperature, where X could represent either pressure or 
temperature. 
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Figure 4.18 - The low temperature region of the MIL-53 hydrogen isotherms measured on the 
HTP-1, indicating potential breathing of the material with hydrogen adsorption by the kinks 
observed in the isotherms. 
The most successful experimental method of observing this phenomenon is via x-
ray diffraction (XRD) at a variety of temperatures and pressures. Using this 
technique, it can be observed at what conditions the large pore XRD powder 
patterns and the narrow pore XRD powder patterns are found, as they differ for 
both as observed in Figure 4.19. 
 
Figure 4.19 - The different XRD powder patterns for MIL-53(Al) with large pores (red line, 
containing water) and narrow pores (blue line, empty), as measured by Dr. Dongmei Jiang at 
the University of Bath.  
Therefore, beam time on the European Synchrotron and Radiation Facility (ESRF) 
in Grenoble (details of which can be found in the methodology) was applied for by 
Dr. Valeska Ting at the University of Bath and granted, in order to study the XRD 
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patterns of adsorbents with hydrogen adsorption at various pressures and 
temperatures. The use of this machine was necessary due to the high pressure 
and cryogenic temperatures required which are not accessible on a routine 
laboratory XRD. 
Two different materials were chosen to be tested at the ESRF, MIL-53, a known 
flexible MOF, and MIL-101, a rigid MOF (detailed in Section 3.1). 
The temperature dependence of MIL-101 was tested first at 0 MPa and 80, 90, 
100, 120, 150, 200 and 300 K, following degas of the sample at 293 K under 
vacuum for 5 hours. XRD patterns were conducted from of 0 - 60 o2θ at a rate of 
2o min-1 and each repeated three times. No structural change was observed at 
these conditions, and so more readings were done at 10 MPa and 80, 100 and 
300 K in order to get a broad range of hydrogen pressures and temperatures. 
Again, no structural change was observed, indicating a pore volume independent 
of both pressure and temperature with hydrogen adsorption (Figure 4.20). 
 
Figure 4.20 – The XRD patterns of MIL-101 at a variety of hydrogen pressures and 
temperatures. 
The MIL-53 sample was then degassed at 423 K for 8 hours before a range of 
quick scans were conducted at a variety of temperatures and pressures in order to 
try to gauge the conditions at which the material might flex. These were conducted 
at 0 to 20 o2θ at a rate of 2o min-1 and not repeated. The results of the scans were 
fairly inconclusive, only showing exceptionally small shifts of approximately 0.02 o 
2θ in some peaks, the largest shift of which can be observed in Figure 4.21. 
However, Figure 4.21 does show that the peak shift appears to be dependent on 
temperature, with the 80 K scans showing a slight difference to the 173 and 273 K 
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scans. Because the shift was so small, longer scans were conducted at the 
temperatures and pressures shown in Figure 4.22. 
 
 
Figure 4.21 – A zoomed in region of the XRD quick scan patterns of MIL-53 showing the 
largest peak shift. 
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The long scans showed two different XRD powder patterns over the range of 
temperatures and pressures chosen, as observed in Figure 4.19, potentially 
indicating the breathing of MIL-53. However, further investigation into the XRD 
powder patterns showed no real trend with either pressure or temperature, 
indicating that there might have been a contaminant, such as water, in either the 
hydrogen used, or in the system itself. This theory was validated when it was 
discovered that all of the XRD patterns taken after the hydrogen bottle was 
changed showed MIL-53 in what appears to be a combination of the narrow pore 
and the large pore phase, whereas all of the XRD powder patterns before showed 
MIL-53 in just the large pore phase. On returning to the University of Bath, the 
sample was degassed once more at 423 K for 4 hours and an atmospheric XRD 
scan showed the pattern of MIL-53 with narrow pores, showing that the error was 
not in the material itself. 
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Figure 4.23 – The XRD powder patterns from the MIL-53 long scans at the ESRF. The brown 
stars highlight the conditions within which different XRD patterns are observed to the rest, 
and also show the patterns that were made following the change in the hydrogen cylinder. 
The peaks cannot be directly compared to those measured at the University of 
Bath without a conversion of the 2θ scale, due to the difference in the wavelengths 
of the X-ray beams. However by simply looking at the corresponding peaks in both 
Figure 4.19 and Figure 4.23, it can be observed that only the powder patterns 
taken at 80 K and 0 MPa, 80 K and 1 MPa, and 173 K and 9.7 MPa (highlighted 
with brown asterisks on Figure 4.23) show the powder pattern of MIL-53 with a 
combination of large and narrow pores, the patterns taken after the hydrogen tank 
was changed. 
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Unfortunately, due to the unreliability of the results, it was not possible to 
determine experimentally how the pore volume changed with temperature and 
pressure. 
4.2.2.1 Pore volume dependence on pressure 
Due to the lack of experimental evidence for how the pore volume varies with 
pressure and temperature upon hydrogen adsorption, it was decided to choose 
simple pore volume dependencies on pressure to see how they affected the 
quality of the fits, and to see if the results could be used to determine how the pore 
volume changed with pressure and temperature. For the simple functions, a linear, 
rational and power type function were chosen, but a Langmuir type function was 
also chosen which could comprehensively be a realistic function for the pore 
volume dependence on pressure. Due to the reasons mentioned previously in the 
section, functions with small numbers of parameters were decided upon. The pore 
volume dependencies on pressure were chosen as listed in Table 4.2.  
Table 4.2 - The different functions chosen to represent the pore volume, and the number of 
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They were each input into the DV model, and the RMSR was observed from global 
fits on the isotherms of the TE7 carbon beads (the reference material), and MIL-
53, due to its flexibility. The adsorbate density was assumed constant, the Tόth 
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isotherm equation was used for the fractional filling, and all other parameters were 
allowed to vary with temperature. The fits can be found in Supplementary 
Information F, and Table 4.3 shows the results of this study. 
Table 4.3 - RMSR values using different pore volume (VP) dependencies of pressure on the 
TE7 carbon beads and MIL-53 to 3 decimal places (dp). 
VP function RMSR values / wt% 
TE7 carbon beads MIL-53 
Linear 0.030 0.095 
Rational 0.030 0.090 
Power 0.030 0.091 
Langmuir type 0.039 0.147 




Table 4.3 highlights that the linear, rational and power functions of pore volume 
with pressure improve the RMSR of the global fits compared to a constant pore 
volume for both the TE7 carbon beads and MIL-53, whereas the Langmuir type 
function only improves it slightly for the MIL-53 and not at all for the TE7 carbon 
beads. These improvements would be expected due to the increase in the number 
of parameters in the overall DV model. Considering that the difference in the 
RMSR values for the linear, rational and power functions of pore volume with 
pressure are the same to 3 dp for the TE7 carbon beads, and very similar for MIL-
53, it was decided that the temperature dependence of the parameters in the 
linear and the power functions would be observed in detail, as both of these 
functions only have two parameters whereas the rational function has three. The 
temperature dependence of the parameters was selected to be studied in order to 
ascertain if realistic values were found from the fits, and consequently to 
determine how realistic the linear and power pore volume dependencies on 
pressure are. 
4.2.2.1.1 Linear pore volume dependence on pressure 
For the linear dependence of the pore volume on pressure, the two unknown 
parameters are the initial pore volume, VP
0, and alpha, α, which can be thought of 
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as the incremental change in pore volume with pressure, over the initial pore 












Figure 4.24 - The initial pore volume dependencies on temperature for the TE7 carbon beads 
and MIL-53, assuming a linear-type dependence on pore volume with pressure. The y-error 
from the fitting is shown for each point, and the insets show the same data without the y-
error. Lines joining the points are to guide the eye. 
 
Figure 4.25 - The dependencies of alpha on temperature for the TE7 carbon beads and MIL-
53, assuming a linear-type dependence on pore volume with pressure. The y-error from the 
fitting is shown for each point, and the insets show the same data without the y-error. Lines 
joining the points are to guide the eye. 
Figure 4.24 and Figure 4.25 show that the error in the data from the fitting is very 
large for both the initial pore volume and alpha, indicating that the trends observed 
may not be reliable. From Figure 4.24, if the error is ignored it can be observed 
that the TE7 carbon beads show an initial pore volume decrease of nearly 0.3 cm3 
g-1 from 89 K to 150 K, whereas MIL-53 only shows an initial pore volume 
decrease of approximately 0.07 cm3 g-1 from 77 K to 120 K. A small change may 
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be expected for the initial pore volume of MIL-53 with temperature as it is a flexible 
material, however no noticeable change would be expected from the TE7 carbon 
beads, indicating that this result may just be an artefact of the fitting and not a 
representation of the actual initial pore volume dependence on temperature. 
Ignoring the error bars in Figure 4.25, it can be observed that there is an upward 
trend in alpha with temperature for the TE7 carbon beads, although all the alpha 
values are negative, implying that the pore volume decreases with pressure at all 
temperatures, but at a less rapid rate the higher the temperature. For MIL-53, 
there is no obvious trend in alpha with temperature, although it can be observed 
from Figure 4.25 that at 77 K, 90 K and 120 K the pore volume increases with 
pressure whereas at 100 K and 110 K the pore volume decreases with pressure. 
This is a very unlikely scenario, suggesting even more that a linear dependence of 
pore volume with pressure is not accurate. 
When the values for the initial pore volume and alpha are both considered at each 
temperature, the predicted linear pore volume trends with pressure can be 
observed using Equation 4.22 (Figure 4.26). 
 
Figure 4.26 – The predicted linear pore volume dependence on pressure using the values 
provided from the fitting for the TE7 carbon beads and MIL-53. 
Realistically, the initial pore volume for the TE7 carbon beads would be expected 
to be constant at around 0.43 cm3 g-1 (as measured experimentally), and alpha 
would be expected to be zero. The initial pore volume for MIL-53 might be 
expected to vary slightly with temperature but be approximately 0.3 cm3 g-1, and 
alpha would be expected to be either positive or negative at all temperatures, not a 
combination of both. The value of 0.3 cm3 g-1 can only be considered as a rough 
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guideline as this is the experimentally measured value of narrow pore MIL-53, 
whereas that of the large pore would be greater. Figure 4.26 shows the range of 
pore volumes as calculated for the TE7 carbon beads to straddle the expected 
value, but to cover an unrealistically large range of pore volumes. Figure 4.26 also 
shows a very sporadic and improbable linear pore volume relationship for MIL-53. 
Even though the RMSR value was improved with the inclusion of a linear pore 
volume dependence on pressure, the unrealistic parameter values in conjunction 
with the large error bars observed for each parameter indicates that the RMSR 
value was only improved due to the increase in the number of parameters, and not 
by representing a real physical phenomenon within adsorption. Therefore, a linear 
pore volume dependence on pressure was not included within the DV model. 
4.2.2.1.2 Power pore volume dependence on pressure 
For the power dependence of the pore volume on pressure, the two unknown 
parameters are the initial pore volume, VP
0, and alpha, α, which is a complex value 
that cannot be considered as representing a comprehendible real phenomenon 
such as the alpha in the linear scenario. 
 
Figure 4.27 - The initial pore volume dependencies on temperature for the TE7 carbon beads 
and MIL-53, assuming a power-type dependence on pore volume with pressure. The y-error 
from the fitting is shown for each point, and the inset shows the same data without the y-
error. 
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Figure 4.28 - The alpha dependencies on temperature for the TE7 carbon beads and MIL-53, 
assuming a power-type dependence on pore volume with pressure. The y-error from the 
fitting is shown for each point, and the inset shows the same data without the y-error. 
Figure 4.27 and Figure 4.28 generally show smaller error bars than when a linear 
dependence of pore volume on pressure was assumed. From Figure 4.27, if the 
error is ignored then it can be observed that the TE7 carbon beads again show an 
initial pore volume decrease of approximately 0.3 cm3 g-1 from 89 K to 150 K, 
although MIL-53 shows a sporadic trend in initial pore volume with temperature, 
within the range of 0.07 to 0.11 cm3 g-1, nearly a tenth of the range of values 
observed for the TE7 carbon beads. Again, this differs from what would be 
expected to happen; no change in the initial pore volume for the TE7 carbon 
beads, but potentially a slight change for MIL-53. Yet again, this might indicate that 
the results may just be an artefact of the fitting and not a good representation of 
the actual initial pore volumes.  
Ignoring the error bars in Figure 4.28, it can be observed that there is a general 
upward trend in alpha with temperature for the TE7 carbon beads, although it 
drops again at 150 K. Three of the values for alpha are also negative, with one 
positive value, which appears to be a very unlikely situation as the values of alpha 
should have the same sign for each temperature, or else different functions of pore 
volume with pressure would be suggested for different temperatures. For MIL-53 
there is no trend in alpha with temperature, and a combination of positive and 
negative values. Again, this is very unlikely to be realistic, suggesting even more 
so that a power dependence of pore volume with pressure is not representative of 
the actual scenario. 
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When the values for the initial pore volume and alpha are both considered at each 
temperature, the predicted power pore volume trends with pressure can be 
observed using Equation 4.24 (Figure 4.29). 
 
Figure 4.29 - The predicted power pore volume dependence on pressure from the values 
provided from the fitting for the TE7 carbon beads and MIL-53. 
As mentioned previously, the initial pore volume for the TE7 carbon beads would 
be expected to be constant at around 0.43 cm3 g-1, and alpha would be expected 
to be zero. The initial pore volume for MIL-53 might be expected to vary slightly 
with temperature but be approximately 0.3 cm3 g-1 (with the same caution required 
for large pore versus narrow pore values), but the predicted values of alpha are 
unknown. Figure 4.29 shows that the pore volumes calculated for the TE7 carbon 
beads and MIL-53 cover an unrealistically large range of pore volumes. Figure 
4.29 also shows a very sporadic and improbable power pore volume relationship 
for the TE7 carbon beads, and very unrealistic values of the pore volume at low 
pressures for certain temperatures for MIL-53. 
Just as with the linear pore volume dependence on pressure, even though the 
RMSR value was improved with the inclusion of a power pore volume dependence 
on pressure, the unrealistic parameter values in conjunction with the large error 
bars observed for some parameters indicates that the RMSR value was only 
improved due to the increase in the number of parameters, and not by 
representing a real physical phenomenon within adsorption. Therefore, a power 
pore volume dependence on pressure was not included within the DV model. 
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4.2.2.2 Pore volume dependence on temperature 
The pore volume was then kept constant with pressure to see if there was any 
trend in temperature. Again the adsorbate density was kept constant with 
temperature but all other parameters were permitted to vary. 
 
Figure 4.30 - The pore volume dependence on temperature for the TE7 carbon beads and 
MIL-53. The horizontal dotted lines represent the experimentally measured pore volumes 
(described in Section 3.1). 
It can be observed from Figure 4.30 that both materials show a negative trend in 
pore volume with temperature. The pore volume range provided in Figure 4.30 for 
the TE7 carbon beads is unrealistically large considering that it is not expected to 
change in a rigid material, although the range does span the experimentally 
measured value of the pore volume. The range of pore volume values with 
temperature is lower for MIL-53, however, all values are significantly lower than 
the experimentally measured narrow pore volume. 
Therefore, it was decided that allowing the pore volume to vary with temperature 
was not necessary due to the resulting unrealistic values. 
Including a pressure and temperature dependence of the pore volume to the 
known flexible material, MIL-53, does not appear to be an accurate method to 
determine how the pore volume varies with pressure and temperature, although 
this would potentially be solved by expanding the number of dependencies 
studied. The results presented also indicate that it is not worth including a 
pressure and temperature dependence of the pore volume in the DV model due to 
the inaccuracy of the parameters, and so the pore volume was kept constant with 
pressure and temperature.  
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4.2.3 Adsorbate density, ρA, dependence on pressure and temperature 
The following parameter to be observed as a function of pressure and temperature 
was the adsorbate density, as it is yet unknown what happens to the density of the 
hydrogen within the adsorbate with increased pressure and decreased 
temperature once a monolayer has been formed, as illustrated in Figure 4.31. This 
would be affected by whether the hydrogen in the adsorbate behaves more like 
the highly compressible supercritical fluid that it is, or as an incompressible 
subcritical fluid as has been previously suggested in literature [215]. The density of 
the hydrogen would be expected to always increase until the monolayer has been 
formed.  
 
Figure 4.31 - An illustration of the hydrogen inside a pore with (a) a constant density with 
increased pressure or decreased temperature and (b) an increased density with increased 
pressure or decreased temperature. The blue balls represent hydrogen molecules and the 
light blue box represents a pore. 
From the computational studies conducted at the University of Queensland 
(detailed in Sections 3.3.2 and 4.3), the density of the hydrogen within the pore 
can be calculated, as observed in Figure 4.32. 
 
Figure 4.32 – The density profile of hydrogen within a 0.7 nm slit pore with graphene walls at 
different pressures and temperatures. Z represents the distance from the centre of the pore. 
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Figure 4.32 indicates that the density of hydrogen in the adsorbate increases with 
pressure, but decreases with temperature. The values show in Figure 4.32 are 
exceptionally high because the number of bin widths used to calculate the density 
in the simulations was very large, with the width of each bin being equal to 0.014 
nm. Thus, the trends in temperature and pressure could just represent the filling of 
the monolayers on either side of the pore, instead of the increase in density of the 
hydrogen post monolayer filling. 
4.2.3.1 Adsorbate density dependence on pressure 
Therefore, a similar study was conducted to that of the pore volume dependence 
of pressure and temperature, but this time keeping the pore volume constant, and 
setting different functions of the adsorbate density. Initially the adsorbate density 
dependence on pressure was observed using the same functions chosen for the 
pore volume dependence on pressure, as listed in Table 4.4. 
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Again, the functions were each input into the DV model and the RMSR was 
observed from global fits. This time, the isotherms from the TE7 carbon beads and 
the MIL-101 materials were used due to the large difference in pore sizes, as this 
is likely to make a difference to the behaviour of the adsorbate, and potentially its 
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dependence on pressure and temperature. The TE7 carbon beads have an 
average pore size of 0.7 nm, and MIL-101 contains pores of 0.7 nm, 2.9 nm and 
3.4 nm as stated in Section 3.1. The pore volume was assumed constant and all 
other parameters were allowed to vary with temperature. The fits can be found in 
Supplementary Information G, and Table 4.5 highlights the results of the study. 
Table 4.5 - RMSR values using different adsorbate density dependencies of pressure on the 
TE7 carbon beads and MIL-101 to 3 decimal places. 
ρA function RMSR values / wt% 
TE7 carbon beads MIL-101 
Linear 0.028 0.055 
Rational 0.030 0.118 
Power 0.030 0.118 
Langmuir type 0.030 0.159 
Constant with pressure 
and  temperature 
0.036 0.235 
 
As observed from Table 4.5, the linear dependence of adsorbate density on 
pressure clearly has the greatest improvement on the quality of the fit to the 
isotherms for both the TE7 carbon beads and MIL-101. Therefore, the temperature 
dependence of the parameters in the linear dependence, the initial adsorbate 
density, ρA
0, and alpha, α, were observed. Similarly to the linear pore volume 
dependence on pressure, alpha represents the incremental change in adsorbate 
density with pressure over the initial pore volume.  
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Figure 4.33 - The initial adsorbate density dependencies on temperature for the TE7 carbon 
beads and MIL-101, assuming a linear-type dependence on adsorbate density with pressure. 
The y-error from the fitting is shown for each point. Lines are drawn to guide the eye. 
 
Figure 4.34 - The dependencies of alpha on temperature for the TE7 carbon beads and MIL-
101, assuming a linear-type dependence on adsorbate density with pressure. The y-error 
from the fitting is shown for each point. Lines are drawn to guide the eye. 
It can be observed from Figure 4.33 that both materials show a negative trend in 
the initial adsorbate density with temperature, both with relatively small error bars. 
This is exactly what would be expected as more hydrogen is stored at low 
temperatures, as explained in the background. The values are also within a 
realistic range for the initial density of hydrogen in an adsorbate, as they are much 
lower than that of liquid hydrogen (0.07 g cm-3 at 20 K and 0.1 MPa). Figure 4.34 
generally shows an upward trend in alpha with temperature for both materials, and 
with all alpha values being positive, implying that the adsorbate density increases 
with pressure at a more rapid rate at higher temperatures. This could be 
considered realistic as at higher temperatures the initial adsorbate density is less 
than that of the lower temperatures and so has the potential to increase to a 
greater extent. 
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When the initial adsorbate density and alpha are considered together at each 
temperature, the predicted linear adsorbate density trends with pressure can be 
calculated using Equation 4.27 (Figure 4.35). 
 
Figure 4.35 - The predicted linear adsorbate density dependence on pressure from the 
values provided from the fitting for MIL-101 and the TE7 carbon beads. 
The values for the adsorbate density in Figure 4.35 appear to be realistic as they 
are within the range of densities expected for hydrogen within the adsorbate, they 
all follow a constant trend, and they follow the expected trend as shown from the 
computational results. Therefore, the same study was conducted on the other four 
materials to certify that the linear trend of adsorbate density with pressure is 
suitable for all materials. For MIL-101, TE7 carbon beads, AX-21 and MIL-53, the 
pressure range from the respective lowest temperature isotherm has been used, 
but for NOTT-101 and ZIF-8, this pressure range was extended so that the 
predicted adsorbate density values at high pressures could be observed. 
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Figure 4.36 - The predicted linear adsorbate density dependence on pressure from the 
values provided from the fitting for AX-21, MIL-53, NOTT-101 and ZIF-8. The inset in the 
graph for ZIF-8 is the same data excluding the 50 K. 
It can be observed from Figure 4.36 that predicting a linear adsorbate density 
dependence on pressure is not as successful for AX-21, MIL-53 and ZIF-8 as it is 
for the other three materials. AX-21 and MIL-53 both show a cross-over of the 
adsorbate density between different temperatures, which would not be expected to 
occur, as up until the maximum quantity adsorbed, no matter the pressure, lower 
temperatures should always result in more hydrogen being adsorbed. ZIF-8 shows 
a huge anomaly in the results with the 50 K data, spanning an entirely unrealistic 
range of adsorbate density values, and showing a negative trend in adsorbate 
density with pressure. However, the 50 K isotherm for ZIF-8 does only extend up 
to 2 MPa and so would be expected to produce less reliable results than the other 
temperatures. 
Another factor to consider when introducing a linear dependence on adsorbate 
density with pressure into the DV model is how the values of the other parameters 
within the model are affected, as if they consequently become less realistic then it 
is not beneficial to include the linear dependence on adsorbate density. Therefore, 
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the pore volume was observed and compared for keeping a constant adsorbate 
density with pressure and temperature, and for introducing the linear dependence 
of adsorbate density. The pore volume was chosen for comparison as it is the 
value that is most likely to be directly influenced by the adsorbate density; the 
other unknown parameters, b and c, are more directly influenced by each other.  
 
Figure 4.37 - The pore volume values from fitting the DV model to each adsorbent assuming 
a constant adsorbate density (black), and assuming a linear dependence of adsorbate 
density with pressure (red). The experimental values of pore volume calculated as 
mentioned in the methodology are also included (blue). The lines joining the points are just 
to guide the eye. The inset is the same data using the same x-axis but including the y-error 
in the black and red data from the fitting. 
It can be observed from Figure 4.37 that assuming a constant adsorbate density 
within the DV model results in a particularly good match in pore volume values for 
all materials with that of the experimental values, whereas assuming a linear 
adsorbate density with pressure within the DV model results in more sporadic pore 
volume values, one with a very large y-error.  
Therefore, it was concluded that even though introducing a linear adsorbate 
density with pressure increases the quality of the fit to the isotherms of the 
adsorbents, and produces realistic looking adsorbate density parameter values, it 
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adsorbate density was decided to be kept constant with pressure within the DV 
model. 
4.2.3.2 Adsorbate density dependence on temperature 
The adsorbate density was then kept constant with pressure to observe if there 
was any trend with temperature. Again the pore volume was kept constant with 
pressure and temperature, but all other parameters were permitted to vary with 
temperature. 
 
Figure 4.38 - The adsorbate density dependence on temperature, keeping a constant pore 
volume. The ZIF-8 values were plotted on a separate graph (right) due to the vastly different 
values in adsorbate densities to the other materials. The insets on both graphs are the same 
data with the same x-axis but including the y-error from the fitting. Lines are drawn to guide 
the eye. 
It can be observed from Figure 4.38 that the adsorbate density variation with 
temperature is not systematic. Therefore, the adsorbate density was kept constant 
with both pressure and temperature when used within the DV model. 
4.2.4 Independence of the density variation model with pressure and 
temperature 
In order to use the DV model to predict hydrogen uptakes at temperatures outside 
of those studied in the laboratory, each parameter is required to be independent of 
pressure and temperature. So far within the DV model, all of the parameters are 
independent of pressure, but there are six parameters which are dependent on 
temperature; the four parameters in the rational function approximation for the 
compressibility factor, aZ (MPa
-1), bZ (MPa
-2), cZ (MPa
-1) and dZ (MPa
-2), observed 








































































~ 109 ~ 
 
in bold in Equation 4.31, and the two parameters in the Tόth equation, b (MPa-1) 


































Using the Tόth equation in global fits of the DV model to the isotherms of each 
material, and keeping the pore volume and adsorbate density constant with 
pressure and temperature, the temperature dependence of each of the parameters 
mentioned above were observed. 
4.2.4.1 Affinity parameter, b 
As mentioned in Section 2.4, the affinity parameter, b, is thought to follow an 











Equation 2.2 can be rearranged into the following form 
 




   
4.33 
which can be used to plot graphs of ln(b) vs 1000/RT, resulting in a straight line 
with a gradient of Q, related to the heat flow, in kJ mol-1 (if R is in MPa cm3 K-1 mol-
1), and a y-intercept of ln(A), where A is the pre-exponential factor and relates to 








Figure 4.39 - Values for ln(b), without y-error (top), with y-error (bottom left), and the values 
from the fitting (bottom right). The fitting on both graphs is a linear fit. 
The y-error shown in Figure 4.39 was calculated using propagation of errors, as 
follows 
 
    
  









From Figure 4.39, it can be observed that none of the materials show an exact 
linear trend in ln(b) vs 1000/RT, but that they are mostly not far off. It can also be 
observed that the y-error is relatively large for each material except for MIL-53. 
The values of Q can be determined from the fitting, and are highlighted in Table 
4.6. 
 
















(1000/RT) / mol kJ
-1 




















(1000/RT) / mol kJ
-1 
~ 111 ~ 
 
Table 4.6 - The heat of adsorption observed in each material as calculated from the 
Arrhenius relationship between the affinity parameter, b, and temperature. Q, the parameter 
value relating to the heat of adsorption is given to two significant figures. 
Adsorbent Q / kJ mol
-1 (2 s.f.) 







All of the values highlighted in Table 4.6 are within the expected range for the heat 
of hydrogen adsorption, except for MIL-101, indicating that the use of the 
Arrhenius equation for the relationship between b and temperature roughly follows 
the predicted trends. Some heat of adsorption values also compare favourable to 
those reported in the literature, for example a value of 4.5 kJ mol-1 has been 
observed for ZIF-8 [168], and a range of 2 to 6 kJ mol-1 was suggested for NOTT-
101 [131]. However, some are not as comparable, for example an average value 
of 9.5 kJ mol-1 has been calculated for MIL-101 [159]. 
Thus, if the rest of the parameters can be successfully made independent of 
temperature, the Arrhenius equation will be utilised for the temperature 
dependence of b. The negative value for MIL-101 cannot be explained, although 
repeating the calculations with more temperatures may improve this value. Due to 
the lack in accuracy of using the Arrhenius equation, it will not be used in the 
following studies for the temperature dependence of parameters, and b will be 
permitted to vary with temperature. 
It has also been speculated that the pre-exponential factor, A, is dependent on 
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where α is the sticking coefficient, accounting for non-ideal sticking, and kd is the 
rate of desorption [137]. Therefore, if a multifit is deemed possible for the DV 
model, the dependence of A on temperature will be studied. 
4.2.4.2 Heterogeneity parameter, c 
The heterogeneity parameter would be expected to always exist between 0 and 1, 
with 1 indicating a homogeneous system, and so smaller values of c indicating 
more heterogeneous systems. It has been suggested in literature that the higher 
the temperature, the more homogeneous the system becomes and so the closer c 
comes to unity [137]. This is thought to be because at higher temperatures the 
rates of adsorption and desorption are much faster, and so the hydrogen does not 
favour the sites with a higher affinity to as large an extent as at lower 
temperatures. 
 
Figure 4.40 - The heterogeneity parameter dependence on temperature for each material 
(left) and for each material excluding MIL-53 (right). Lines are drawn to guide the eye. The y-
error observed is from the fitting. 
It can be observed from Figure 4.40 that there are no similar trends in c with 
temperature between the materials. MIL-53 and ZIF-8 both show values of c 
above 1, which should not be possible. All materials except for NOTT-101 and the 
TE7 carbon beads show a negative trend with temperature, also not expected to 
happen. However, NOTT-101 shows an initial negative trend in c followed by an 
upward trend, therefore the TE7 carbon beads are the only adsorbent showing the 
expected trend. 
It would be possible to set a linear dependence of c with temperature if necessary, 
but it would not accurately represent the data presented in Figure 4.40. Therefore, 
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a linear trend in c would only be introduced within the DV model if a multifit was 
deemed possible from the other parameter dependencies on temperature. 
4.2.4.3 Compressibility factor parameters, aZ, bZ, cZ and dZ 
The parameters for the compressibility factor are calculated for a set temperature 
for each adsorbent as described in Supplementary Information A. They are purely 
empirical and exist in order to allow for the input of the compressibility factor into 
the DV model with ease, and so it is unknown what trend they would be expected 
to follow with temperature. However, they would be expected not to show sporadic 
values, but should display some sort of trend with temperature as the 
compressibility of hydrogen is affected by temperature, as hydrogen is thought to 
behave more like an ideal gas at low temperatures.  
 
Figure 4.41 - The dependence of the parameters within the compressibility factor with 
temperature for each adsorbent. Lines shown are just to guide the eye. The y-error is from 
the fitting of the rational function to the Leachman equation of state. 
It can be observed from Figure 4.41 that even though bZ and dZ show a negative 
trend with temperature, aZ and cZ exhibit no real trend with temperature. 
Attempting to fit any trend onto each of these parameters within the DV model 
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would result in a very inaccurate representation of the values, and so potentially a 
much worse fit to the isotherms.  
Therefore, due to the lack of trends for the c value in the Tόth equation with 
temperature, as well as for the parameters within the compressibility factor, it was 
determined that a multifit using the DV model would result in very inaccurate 
results, and so would not be conducted. 
4.2.5 Conclusion 
This section has studied each unknown parameter within the DV model in depth to 
infer whether they could be expanded and improved. A comparison of isotherm 
equations concluded that individually, they are sometimes better suited to different 
materials than others, but that overall the Tόth equation shows the best fit to the 
data. A study was conducted on the pressure and temperature dependence of the 
pore volume. Four different equations were initially studied for this purpose and 
input into the DV model, and from the results of the quality of the fits of the study, 
a linear dependence and a power dependence were deemed the most successful 
dependencies and so were observed in more detail. However, neither equation 
showed realistic parameter values or any certain trends with temperature, thus the 
pore volume was assumed constant with pressure. The temperature dependence 
of the pore volume was then observed, which again resulted in unrealistic 
parameter values. The results of this subsequently led to the pore volume in the 
DV model being set as constant with pressure and temperature. 
A similar study on the pressure and temperature dependence of the adsorbate 
density showed that a linear dependence with pressure appeared to be quite 
successful in producing realistic parameter values as well as expected trends. 
However, as a consequence of introducing a linear dependence of adsorbate 
density with pressure, the values of the pore volume were observed to be much 
less realistic. Therefore, the adsorbate density was set as constant with pressure, 
and its dependence on temperature was observed. Yet again, this showed 
sporadic trends, and so the adsorbate density was also set as constant with 
temperature. The results of this subsequently led to the adsorbate density in the 
DV model also being set as constant with pressure and temperature. 
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Finally, the temperature dependence of the parameters within the DV model that 
were previously allowed to vary with temperature was conducted in order to 
determine if the entire DV model could be made independent with respect to 
temperature. This would allow the prediction of hydrogen uptake at different 
temperatures to those measured experimentally, but unfortunately was not 
deemed possible due to the lack of trends in the parameters with temperature. 
The section has moulded the DV model, and henceforth, it will be used as shown 
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4.3 Verification of the density variation model 
This section will detail the two methods used to verify the DV model. The previous 
few sections of this thesis have shown that the model fits well to the excess 
isotherms, but a more substantial verification would be to compare the total and 
the absolute amounts of hydrogen in the system measured experimentally, and 
calculated using the DV model. This is because not only would it verify the 
derivation of the absolute and total uptake equations, but also when the model is 
fit to the experimental excess isotherms the parameters are allowed to take any 
value, and so could be completely inaccurate even though the model might appear 
to fit well to the data. When the model is used to calculate the absolute or total 
quantities of hydrogen, these parameters are utilised, and thus would verify how 
well the model has fit to the excess isotherms as well as how realistic the 
parameter values are.  
As mentioned previously, the total and absolute quantities of hydrogen cannot 
easily be measured experimentally. One of the most suitable methods of probing 
the hydrogen at the conditions favoured for adsorption whilst negating the 
adsorbent is inelastic neutron scattering (INS). INS is a very successful technique 
for analysing hydrogen, which has a much larger cross-sectional area than any 
other element, allowing for the observation of the behaviour of the hydrogen by 
penetrating the surrounding material. Because INS can differentiate between the 
hydrogen in the adsorbate and the adsorptive, the absolute quantity of hydrogen 
can be determined. The INS work was led by Dr. Valeska Ting at the Rutherford 
Appleton Laboratories in Oxfordshire, details of which can be found in the 
methodology.  
A suitable method of estimating the total quantity of hydrogen in a system is to use 
computer simulations. The types of computer simulations that can be used for this 
study are Grand Canonical Monte Carlo simulations. The simulation work was 
conducted in collaboration with the group led by Professor Suresh Bhatia at the 
University of Queensland, who, alongside his group, provided all of the necessary 
codes and help required to complete this study. 
For both of these studies, the TE7 carbon beads were used as a reference 
material for the reasons stated within the methodology. 
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4.3.1 Inelastic neutron scattering 
Neutrons are uncharged sub-atomic particles contained within the nuclei of atoms. 
The number of neutrons within an atom can vary, resulting in differing isotopes of 
that atom. For example, hydrogen has three naturally occurring isotopes; protium 
is the most common hydrogen isotope (over 99.98 % abundance) and consists of 
a single proton, deuterium consists of one proton and one neutron and is still 
relatively stable, and tritium consists of one proton and two neutrons, is 
radioactive, and has a half-life of 12.32 years [216].  
Neutrons have been utilised in diffraction studies since the 1940s and in INS since 
the 1950s, with users ranging from chemists to physicists to biologists [217]. 
Neutrons are a successful tool for research for a variety of reasons. They are 
uncharged and so can penetrate matter and approach the nuclei (as opposed to 
X-rays which probe the electron cloud). Neutrons have a similar wavelength to that 
of interatomic distances and so can be used for atomic level studies. They can 
transfer the correct amount of energy to a sample to cause vibrational, 
translational or rotational excitations which can consequently be detected by the 
energy transfer. Neutrons can also have a magnetic moment resulting in potential 
interactions with unpaired electrons [218, 219]. 
Nuclear diffraction studies are used for determining structures whereas INS is 
utilised to study atomic vibrations and other excitations. The neutrons are 
generated in a neutron source via either nuclear fission or spallation. Nuclear 
fission is a chain reaction and consists of bombarding the nucleus of a heavy 
element, such as uranium, with a neutron which it absorbs, becomes unstable and 
breaks apart, consequently forming two lighter nuclei and releasing additional 
neutrons which are then able to be absorbed by another heavy nucleus, and so on 
[218]. Spallation initiates with the acceleration of negatively charged hydrogen ions 
using a linear accelerator. The two electrons from each hydrogen ion are then 
removed by passing through a foil, and the resulting proton is passed into a proton 
accumulator ring where it is accelerated to even higher speeds and accumulated 
into pulses. These pulses of high speed protons are then directed at a heavy metal 
where spallation occurs and the neutrons are released [218]. The neutrons can be 
slowed down in a moderator to a fixed energy and then aimed at the sample that is 
required to be tested. Detection is conducted by measuring the energy that is 
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transferred to the sample when the neutrons hit it, by calculating the difference in 
the energy of the neutron before and after it has hit the sample.  
Neutron scattering is one of the few experimental techniques which can directly 
access information on the state of hydrogen within a porous material, due to the 
deeply penetrating nature of the neutrons and the high sensitivity that they have to 
the presence of hydrogen. Hydrogen has a very large incoherent neutron 
scattering cross section, enabling the analysis of the hydrogen within the material 
and in high-pressure in-situ sample environments, with the signals from the other 
elements being overridden. 
INS studies are usually performed at low temperatures (<25 K) in order to 
maximize the resolution of the vibrational spectra [220, 221], however, in order to 
be comparable with the isotherms of the TE7 carbon beads so that the DV model 
can be verified, temperatures of 77 K were required.  
The INS measurements were conducted on the TOSCA instrument at the ISIS 
neutron facility at the Rutherford Appleton Laboratories, UK. Recent modifications 
of the TOSCA instrument enabled high resolution measurements over a very wide 
range of energy transfer, including very low energies, which allowed for 
quantitative analysis of the elastic region (-3 to 3 meV) as a function of gas 
pressure, simultaneous to the inelastic region (3 to 500 meV). The elastic region 
measures the neutrons that transfer little or no energy to the target H2 molecules, 
and so only shows information about the hydrogen in the adsorbate, whereas the 
inelastic region provides information about the hydrogen in the adsorbate and the 
adsorptive. 
The elastic region was utilised for the comparison with the DV model due to the 
superior count statistics, and was tracked as a function of pressure at 77 K, at set 
pressures between 0.016 and 4.69 MPa. Due to the fact that the elastic region 
only shows adsorbed hydrogen, an absolute isotherm was produced by 
normalising the total neutron scattering in each spectrum to a standard number of 
neutron counts (i.e. normalising the peak area in the elastic region (Figure 4.43, 
A)), and then normalising to the lowest hydrogen loading. This was then compared 
to the absolute quantity of hydrogen (Equation 4.10) calculated using parameters 
predicted from fitting the DV model to the 77 K excess TE7 isotherm, which can be 
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observed in Figure 4.42. Details of the experimental methodology can be found in 
Section 3.2.6. 
  A A P A100 ρ Θm v  4.10 
 
Figure 4.42 - A comparison between the amount of densified hydrogen detected by INS (red 
squares), and calculated using parameters from fitting the DV model to the TE7 77 K 
isotherm (blue line). The red line joining the points is just to guide the eye. The inset is the 
same data on a logarithmic scale. 
It can be observed that there is quite a strong correlation between the two 
measurements, verifying that the model for the absolute amount of hydrogen in the 
adsorbate is a good estimation.  
Throughout the INS experiment, another remarkable observation was made. For 
each different pressure that was measured, there appeared a distinctive peak in 
the inelastic spectrum at around 14.7 meV, corresponding to the ortho-to-para 
hydrogen conversion (Figure 4.43) [221]. The peak was modelled with a Gaussian 
distribution and spans approximately 2 meV. There is also a mode at 
approximately 30 meV, as observed in literature [221]. This is a very clear 
indication of strongly bound hydrogen that cannot rotate, vibrate or translate, 
relating to either hydrogen that is strongly bound to the surface of the material, or 
that has a density equivalent to solid-like hydrogen.  
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Figure 4.43 – INS spectra, ascending pressures going from lowest to highest intensity in the 
main panel, and zoomed in the inset (B). (A) INS elastic spectrum at the lowest pressure 
[222].  
The elastic region also contains information of the state of the hydrogen within the 
pore, and because the full-width at half-maximum of the elastic peak was 
approximately the same as TOSCA’s instrumental resolution (0.3 meV), i.e. there 
was no significant broadening of this peak (Figure 4.43 (A)), which would occur for 
liquid hydrogen due to its mobility [221], this also suggests that the hydrogen was 
immobilised, and hence solid-like. This, plus the value of the density of the 
hydrogen found from the DV model fitting as shown in Figure 4.42 being 0.10 g 
cm-3, strongly indicates that there is solid-like hydrogen within the pores of the TE7 
carbon beads. The density of solid hydrogen is considered to be 0.087 g cm-3, 
making the value of 0.10 g cm-3 seem very high, however hydrogen is a highly 
compressible solid, as can be observed in Figure 4.44, highlighting that 0.1 g cm-3 
is not an unrealistic value for the density of the adsorbate. This is not the first time 
that densities of this magnitude have been observed from fitting the DV model to 
the isotherms. In Section 4.2.1.3, when comparing isotherm equations for use 
within the DV model, the adsorbate density in Figure 4.12 was observed to be 
much higher than 0.08 g cm-3 for a range of temperatures and materials. When 
conducting global fits on each of the six materials using the Tόth isotherm 
equation within the DV model, and assuming a constant adsorbate density and 
pore volume with pressure and temperature, the adsorbate density values ranged 
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between 0.06 and 0.13 g cm-3, with four out of the six materials showing adsorbate 
densities above 0.08 g cm-3.  
 
Figure 4.44 – The density of solid para-hydrogen with pressure at 4 K. Data taken from 
Silvera [210]. 
This is an astonishing result for hydrogen at 77 K, which is far above hydrogen’s 
critical temperature of 33.2 K, and on a carbon surface which generally has weak 
interactions with the hydrogen, although densities of this type have been observed 
in literature previously using simulations [223, 224]. A scientific publication on 
these results is currently being written for submission to Nature Communications 
[222]. 
4.3.2 Computer simulations 
Computer simulations are a valuable technique for theoretically studying the 
properties of a molecular substance, the complexity of which makes it near 
impossible to accurately predict using any other method. They have been widely 
used for a variety of different topics, but particularly within materials science they 
are exceptionally useful for studying a materials characteristics and predicting the 
behaviour of atoms and molecules. 
There are many different types of computer simulations, and for studying hydrogen 
adsorption the two main areas are molecular dynamics, in order to study the 
kinetics of adsorption and the diffusion of hydrogen, and equilibrium studies, in 
order to determine uptakes and densities within the pores. As the required output 
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of the simulation studies conducted was to determine the total uptake of the 
hydrogen, equilibrium studies were utilised, in particular GCMC simulations.  
Monte Carlo refers to statistical sampling and the term was coined in 1945 through 
the link of statistical sampling within gambling in Monte Carlo [225]. There are 
many different types of Monte Carlo simulations that are used to date, each 
assuming different constant parameters within the system. GCMC simulations in 
particular assume a fixed temperature, volume and chemical potential. This allows 
for the number of particles to fluctuate throughout the simulation, resulting in a 
measurement of the amount of adsorbed material with pressure [226].  
The acceptable trial moves within the system are the displacement of a molecule, 
the insertion of a molecule and the removal of a molecule. Each time the computer 
simulates one of these moves, the free energy of the system must fulfil a certain 
criteria for the move to be accepted, the acceptance criteria, with the aim of 
discovering the most energetically favourable position of particles. To do this, the 
system is required to create a random chain of states, called the Markov chain of 
states, which results in the random creation of new states, only dependent on the 
state immediately prior to them [227]. 
GCMC simulations have been used extensively for hydrogen adsorption within the 
literature [223, 228-232]. They were chosen for the verification of the DV model as 
they are able to predict the total hydrogen uptake in a system, which can be 
compared to the total uptake as predicted by the DV model. For this study, a slit 
pore model was selected with infinite width walls of pure graphene. The intention 
was to very basically mimic the structure of the TE7 carbon beads, and so pore 
widths of 0.7 nm were used (the main pore size in the TE7 carbon beads). The 
simulations were run as stated in the methodology, and the total amount of 
hydrogen was calculated using Equation 4.9, with the pore volume found from 
fitting the DV model to the excess isotherms.  
  T E B P100 ρm m v   4.9 
In order to calculate the wt% hydrogen uptake from the simulations, an 
assumption was required as to the mass of carbon to include, as in the simulation 
the number of layers of graphene in the walls was set as infinite. Due to the weak 
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interactions between the hydrogen and the adsorbent, initially only two layers of 









The simulation box was limited at 4 nm in the x and y directions, the pore size was 
set as 0.7 nm, and each layer of carbon has a diameter of 0.34 nm [233]. 
Therefore, in order to calculate the total uptake of hydrogen in wt% from grams, 
the grams of carbon in the two layers were required. This was calculated by 
assuming 38.2 atoms of carbon per nm2 [234] multiplied by the area of each layer, 
4 nm2, to give the number of atoms of carbon in each layer. This was then divided 
by the Avogadro constant in order to convert to the number of moles, which was 
multiplied by the molecular mass of carbon to give the number of grams per layer 

















Where mH is the total hydrogen uptake and mC is the mass of carbon. 
Figure 4.46 was produced by calculating the total amount of hydrogen from the 
simulations as explained above, and by comparing to the total amount of hydrogen 




1.38 nm  
x 
y z 
Figure 4.45 – An illustration of the simulation box used when only assuming one layer of 
carbon either side of the pore. The blue balls represent the carbon atoms, but are not to 
scale with the rest of the diagram.  
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Figure 4.46 - The total hydrogen uptake with pressure, calculated from simulations (“sim” in 
the legend), assuming only one layer of graphene either side of the pore for the calculation, 
and from modelling to experimental isotherms (“exp” in the legend). 
Figure 4.46 shows a very successful compatibility between the total hydrogen 
uptake calculated from Equation 4.9 using parameters from the DV model fit to 
TE7 carbon bead isotherms, and the simulated total uptake in a slit pore. This 
initially suggests that Equation 4.9 is successful at calculating the total uptake, and 
that the simulations present a good representation of the TE7 carbon beads, and 
that the assumption of the hydrogen only experiencing interactions with the outer 
layers of graphene is a correct one. 
However, this is more accurate than would be expected, and there are many 
reasons as to why this should not be the case. Firstly, the simulations assumed an 
ideal structure, which is certainly not going to be the case for the TE7 carbon 
beads due to potential structural and chemical heterogeneities such as impurities, 
non-slit shaped pores, a differentiation of pore width throughout, different sized 
and shaped pores, irregularities in the adsorbent surface, etc. Also, within the 
simulations the pore was assumed to have an infinite wall thickness, potentially 
increasing the attractive forces of the adsorbent to the hydrogen which may not be 
the case for the TE7 carbon beads, although in the conversion of the simulation 
results to wt%, only two graphene layers were accounted for for the mass of the 
adsorbent. 
Therefore, even though the results predict that the calculation for the total amount 
of hydrogen is successful, it is not the most accurate validation method due to the 
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potential errors mentioned above, and therefore care must be taken when relying 
on the results. 
4.3.3  Conclusion 
To conclude this section, inelastic neutron scattering proved to be a successful 
method at verifying the absolute quantity of hydrogen calculated from the 
modelling. It also resulted in the discovery that the hydrogen within the pores of 
the TE7 carbon beads is immobile. 
The computer simulations showed a very close fit between the total quantities of 
hydrogen calculated by simulations and from the modelling. However, this was not 
deemed a very successful methodology for comparison, due to the assumptions 
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4.4 Comparison of hydrogen adsorption vs. compression in a 
tank 
This section of the thesis introduces a methodology which has been developed to 
compare the amount of hydrogen stored in a tank containing adsorbent to direct 
compression of hydrogen in a tank at the same conditions. We call this 
methodology design curves. This is especially important for assessing the benefits 
of hydrogen adsorption against other more mature methods, such as compression, 
and to see if there is a range of conditions at which adsorption can store more 
hydrogen than compression, potentially resulting in a less energy-intensive 
method of storing hydrogen.  
The section starts with an introduction to design curves and an explanation of 
where they have been used previously within the literature. This will be followed by 
the derivation of a new equation used to calculate the design curves, introducing 
the same density variation within the pore as used within the DV model. The 
equation will be expanded to account for the amount of hydrogen stored per unit 
volume and per unit mass of the system, using the internal walls of the tank as the 
system boundary.  
The section will show that there is a range of conditions within which adsorption 
stores more hydrogen than direct compression, but that for each material and 
temperature, there is a break-even pressure above which compression will always 
store more hydrogen than adsorption. This value will be shown to be independent 
on the amount of adsorbent in the tank. 
4.4.1 History of design curves 
Design curves have been used in literature to compare the amount of hydrogen 
stored via adsorption and compression, and a break-even pressure has been 
observed, below which adsorption stores more hydrogen than compression, and 
above which compression stores more hydrogen than adsorption [120]. The break-
even pressure is thought to exist due to the adsorbent occupying space that could 
otherwise contain hydrogen 
The design curves were expanded within the literature to introduce a factor that 
accounts for different quantities of adsorbent in the tank [193]. It was concluded 
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from this study that the break-even pressure observed in previous work was 
independent of the amount of adsorbent in the tank. 
However, the expansion conducted on the design curves utilised the original 
model, assuming a single density of hydrogen within the pore, as detailed in the 
background. The same principle for the design curves as previously shown in the 
literature was used within this section, but utilising the hydrogen density variation 
used within the DV model. The major benefit in including the density variation 
within the design curves is that it provides a value for the adsorbate density, ρA, 
which is required to input into the equation used to calculate the total amount of 
hydrogen, required for the design curves. The previous study within the literature 
required an estimate of the adsorbate density. 
4.4.2 Derivation of the new equation used for design curves 
The development of the model presented within this section includes a factor to 
account for the hydrogen in the intergranular space, as observed in Figure 4.47, 
where VC (cm
3) represents the volume of the container, VB (cm
3) is the volume of 
the bulk hydrogen, VD (cm
3) is the displaced volume, VT (cm
3) is the total volume 
of the adsorbent, and VF (cm
3) is the volume of the tank containing the adsorbent 
(VT plus intergranular volume). The bulk hydrogen contribution can be separated 
into the following volumes: VBI (cm
3) is the volume of the bulk hydrogen in the 
interstitial sites between the adsorbent, VBC (cm
3) is the volume of the bulk 
hydrogen in the section of the container containing no adsorbent and VBP (cm
3) is 
the volume of the bulk hydrogen in the pores of the adsorbent. The skeletal 
volume of the adsorbent including the closed pores is VS (cm
3), the open pore 
volume is VP (cm
3), and the volume of the adsorbate is VA (cm
3). f (-) is the fill 
factor, indicating the ratio of the volume of the tank containing the adsorbent to the 
total volume of the tank, x (-) is the packing factor of the adsorbent, indicating the 
ratio of the total volume of the adsorbent to the total volume of the adsorbent plus 
intergranular space, ΘA (-) is the fractional filling of the pore i.e. the ratio of the 
adsorbate volume to the pore volume, and vP (cm
3 g-1) is the pore volume per unit 
mass of the adsorbent, mS (g), after degassing. 
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Figure 4.47 – Representation of the nomenclature used to calculate the amount of hydrogen 
in a tank containing adsorbent. 
Using this nomenclature, the following derivation for the total amount of hydrogen 
within a tank containing adsorbent is achieved, 
 
H B B A A ρ ρm V V   4.38 
where mH (g) is the mass of hydrogen, ρB (g cm
-3) is the density of bulk hydrogen 
and ρA (g cm
-3) is the density of the adsorbate. 
 
H B BC B BI B BP A A ρ ρ ρ ρm V V V V     4.39 
 
 
H B C F B F T B P A A A ρ ( ) ρ ( ) ρ ( ) ρm V V V V V V V        4.40 
 
 
H B C B C C B P A A A ρ (1 ) ρ ( ) ρ ( ) ρm V f fV xfV V V V        4.41 
 
 
H B C B P S A A P S A ρ (1 ) ρ (1 Θ ) ρ Θm V fx v m v m      4.42 
  
The mass of the adsorbent can be varied and so the following substitution is 
required  
 
S S Sρm V  4.43 
 
where ρS (g cm
-3) is the skeletal density  
VC = VB + VD 
VBC = VC – VF 
VF = VT + VBI 
VT = VD + VBP = VS + VP 
VD = VS + VA 
 
VB = VBP + VBI + VBC  
f = VF /VC 
x = VT /VF 
ΘA = VA /VP 
vP = VP /mS 
Tank boundary 
Adsorbent 
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S S T Pρ ( )m V V   4.44 
 
 
S S T P Sρ ( )m V v m   4.45 
 














Substituting Equation 4.46 into Equation 4.42 gives  
 
T S T S
H B C B P A A P A
P S P S
ρ ρ
 ρ (1 ) ρ (1 Θ ) ρ Θ
1 ρ 1 ρ
V V
m V fx v v
v v
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    

 4.49 
As mentioned previously, prior work conducted within the literature showed the 
break-even pressure to be independent of f. This can also be proved for Equation 
4.49, as it is known that at the break-even point, the mass of hydrogen in a tank 













  4.51 
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  4.52 
Substituting Equations 4.49 and 4.52 into Equation 4.51 gives 
 










    

   4.53 
 
 













      4.54 
 
 































Therefore, it does not matter what the value of f is at P = PB. 
4.4.3 Design curves per unit volume and per unit mass 
Equation 4.49 gives the total amount of hydrogen in a tank of volume VC. This can 
be easily rearranged to give the volumetric hydrogen capacity by dividing by the 
volume of the container 
 
    P SH B B A A A
C P S
ρ





    

 4.57 
The volumetric capacity is a useful comparison for adsorption vs. compression, as 
it is a quantity that is independent of the tank size. 
Equation 4.49 can also be adjusted in order to calculate the amount of hydrogen 
stored per unit mass of the container, using the internal walls of the tank as the 
system boundary.  
The mass of the contents of the tank, mW (g), is  
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W H Sm m m   4.58 
where mS (g) is the mass of the adsorbent and mH (g) is the mass of the hydrogen. 
The mass of the hydrogen has been calculated (Equation 4.49) and the mass of 
the adsorbent is given in Equation 4.46. Substituting these into Equation 4.58 
gives 
 
  C S C P SW B C B A A A
P S P S
ρ ρ
ρ (1 ) ρ 1 Θ ρ Θ









    C SW B C P B A P A A
P S
ρ
ρ 1 1 ρ 1 Θ ρ Θ
1 ρ
xfV
m V fx v v
v
     

 4.60 
Equations 4.49 and 4.60 can be used to observe the amount of hydrogen per unit 
mass of the system 
 
  
    
C P S
B C B A A A
P SH
C SW
B C P B A P A A
P S
ρ
ρ (1 ) ρ 1 Θ ρ Θ
1 ρ
ρ






V fx v v
v
   


    

 4.61 
Equation 4.61 utilises the internal tank walls for the system boundary, and so 
when comparing adsorption to compression it is with the assumption that the same 
tank would be required for both. In reality, as the systems are being observed at 
equivalent conditions, the tank requirements would be the same for both. 
4.4.4 Adsorption vs. compression 
The TE7 carbon beads were chosen as an example comparison between the 
amount of hydrogen stored via adsorption and via compression, and the Tόth 
isotherm equation was used. Parameters b and c from the Tόth isotherm equation 
were estimated using the DV model for a non-linear fit on the isotherms and were 
allowed to vary with temperature. ρA was also estimated from the fitting but 
assumed to be constant with temperature and pressure, and ρB was found using a 
rational function approximation to the Leachman equation of state. f and x are 
variables, and ρS and vP were determined experimentally. For the gravimetric 
capacity, the tank was set as 30 litres. 
Figure 4.48 shows the volumetric and gravimetric energy densities for a variety of 
pressures (0 - 22 MPa), temperatures (89 - 295 K) and amounts of adsorbate. 
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Arbitrary values were chosen for f and x to give a broad range of quantities of 
adsorbate; from direct compression of hydrogen (fx = 0) to a combination of 
adsorption and direct compression of hydrogen (0 < fx < 1) to complete adsorption 
of hydrogen (fx = 1). 
The 295 K isotherms for the TE7 carbon beads were also used here, unlike 
previous studies, due to the interest in the amount of hydrogen stored via 
adsorption and compression at room temperature, although care is taken when 
analysing the results due to the problems mentioned in Section 0. 
It is also worth noting that a comparison with liquefied hydrogen was not included 
in this study as high pressures would not realistically be used, but the volumetric 
density of liquefied hydrogen is approximately 0.07 g cm-3, way above that 
observed for adsorbed and compressed hydrogen in Figure 4.48, and the mass 
density would be the same as that of compression using the inner walls of the tank 
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Figure 4.48 - The volumetric density (left) and the mass density (right) of hydrogen in 
a tank filled with varying quantities of TE7 carbon beads at different temperatures 
and pressures. The insets show zoomed regions of the same data. 
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To determine whether Equations 4.57 and 4.61 are accurate, the values calculated 
for direct compression (f = 0) were compared to those found in literature [235].  
Figure 4.49 shows break-even pressures, PB, for the TE7 carbon beads, the 
pressure up until which adsorption has a higher energy density than compression.  
 
Figure 4.49 – The break-even pressures for TE7 carbon beads as a function of temperature. 
The lines joining the points are to guide the eye. 
As seen in Figure 4.49, when observing the volumetric density for the TE7 carbon 
beads there is an optimum temperature at which adsorption is favoured up to a 
higher pressure than direct compression, independent of the amount of adsorbent 
present, as also observed in our previous work [193].  
When observing the mass density in Figure 4.48, compression is always favoured. 
However, if the system boundaries were broadened, for example including the 
weight of the tank, adsorption would become more favourable than compression at 
low pressures. This is because when just using the internal surface of the tank as 
the system boundary, almost all of the included weight in the system is that of the 
adsorbent which is not present in compression, whereas the broader the system 
boundary, the more weight that is relevant for compression as well as adsorption. 
These calculations have also been performed for the other materials detailed in 
the methodology. The results of these calculations can be found in Supplementary 
Information H. When the break-even pressures found for the volumetric density of 
hydrogen in each material against temperature are compared, it can be observed 
that there does not appear to be an obvious trend (Figure 4.50). 
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Figure 4.50 – Break-even pressure as a function of temperature for a range of materials. The 
lines joining the points are to guide the eye. 
For AX-21 and NOTT-101, within the temperature range studied for these 
materials, there appears to be a fairly linear increase in break-even pressure with 
temperature. ZIF-8 and MIL-53 show more of a curve, and MIL-101 and the TE7 
carbon beads both show an optimum temperature for the break-even pressure. 
This could indicate that if a broader range of temperatures was studied, there 
would always be an optimum temperature for the break-even pressure. 
Figure 4.48, Figure 4.49, and Figure 4.50 suggest that, provided enough hydrogen 
per unit volume and per unit mass can be stored via adsorption below the break-
even pressures, then adsorption is favourable to compression, as it diminishes the 
energy penalty of the storage system by using conditions closer to ambient. 
However, if more hydrogen is required to be stored than is possible via adsorption 
in a set tank volume, compression at higher pressures would be a more successful 
method. This is highlighted in Figure 4.51, which shows that if 0.025 g cm-3 was 
required in a tank full of TE7 carbon beads at 89 K, it would only need to be 
pressurised up to just over 1 MPa. If the same amount was required in a tank half 
full of adsorbent, 6.4 MPa would be needed, a tank quarter full would need a 
pressure of 8.2 MPa, and for direct compression, 9.6 MPa would be required. 
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Figure 4.51 – The design curve for the TE7 carbon beads at 89 K, highlighting the different 
pressures that would be required to store 0.025 g cm
-3
 of hydrogen in a tank containing 
different amounts of adsorbent. The lines joining the points are to guide the eye. 
4.4.5 Conclusion 
An equation has been successfully derived to calculate the volumetric density and 
mass density for the adsorption of hydrogen in a tank containing varying quantities 
of adsorbent at different temperatures and pressures. It has been observed that 
when using this equation to directly compare the adsorption and compression of 
hydrogen, the volumetric density of hydrogen stored via adsorption is always 
better than that of compression up to a certain pressure, which for the TE7 carbon 
beads at 150 K is approximately 21 MPa. Therefore, for applications where small 
quantities of stored hydrogen are required and where weight is not an issue, 
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4.5 Hydrogen adsorption in aviation 
The previous section of this thesis highlighted a methodology for comparing the 
amount of hydrogen stored in a tank via adsorption and compression. In order to 
consider the use of hydrogen in aviation, this comparison needs to be extended to 
include other energy systems, including current jet fuel, in order to get an idea of 
the energy densities of hydrogen compared to other systems and to see if it shows 
potential as an alternative aviation fuel. Throughout the section the amount of 
energy per unit volume will be referred to as the energy density and the amount of 
energy per unit mass will be referred to as the specific energy. 
Also, in order to consider hydrogen for use in aircraft, other factors aside from the 
energy density need to be considered. One preliminary study has been conducted 
on the potential of “cryo-charging” a tank in order to assess the benefits compared 
to directly compressing hydrogen to high pressures. 
A small summary of alternative areas that are required to be regarded before 
adsorption of hydrogen can be considered for aviation is then presented. 
4.5.1 Comparison to alternative energy systems 
Equation 4.57, used to calculate the volumetric energy density in Section 4.4, can 
be further adjusted to calculate the energy available per unit volume instead of the 
quantity of hydrogen available per unit volume, providing an easier comparison 
with other systems such as batteries and kerosene. The energy is accounted as 
follows, assuming the production of H2O(g) and not H2O(l)   
    12 1
1
2
H O g 241.8 kJ mol
 120 MJ kg  







   4.62 
Therefore, a factor of 120 can be used in order to convert Equation 4.57 from 
grams of hydrogen per cm3 to mega joules of energy available, EH, per litre.  
 
    P SH B B A A A
C P S
ρ






     
 
 4.63 
In the same way, Equation 4.61 can be adjusted to account for the amount of 
energy per unit mass in MJ kg-1 as opposed to the amount of hydrogen per unit 
mass in g g-1. 
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 
    
 
       
 4.64 
However, it is worth noting here that both Equations 4.63 and 4.64 employ the 
internal tank walls as the system boundary due to the uncertainty in the rest of the 
system, and so care must be taken in the comparison of hydrogen storage with 
other systems, as it will not account for the different weights or volumes required 
for the balance-of-plant. This limitation of the system boundary is particularly 
significant when comparing to systems such as batteries which do not require 
heavy tanks. 
4.5.1.1 Example calculation 
A preliminary comparison between the energy density and specific energy via 
hydrogen storage and alternative energy technologies is shown, using the TE7 
carbon beads as an adsorbent at 89 K. The data is the same as that used in 
Section 4.4, but using the energy stored per unit mass and volume instead of the 
amount of hydrogen, and includes the data for other energy systems (kerosene, 
lithium-ion batteries and lead-acid batteries). 
 
Figure 4.52 - A comparison of the energy stored per unit volume (left) and per unit mass 
(right), for potential aviation energy technologies compared to hydrogen storage in a tank 
containing varying quantities of TE7 carbon beads at 89 K. The insets show zoomed regions 
of the same data. The lines joining the points are to guide the eye. 
Figure 4.52 shows that hydrogen adsorption in TE7 carbon beads at 89 K has a 
much lower energy density and specific energy than kerosene at all pressures 
calculated. Compressed hydrogen has a higher specific energy than kerosene, but 
a much lower energy density. At high pressures, adsorbed hydrogen shows a 
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higher energy density and specific energy than both battery technologies, but a 
complete comparison would require accounting for the full storage system. As 
mentioned previously, the system boundaries are particularly significant when 
comparing to battery storage, as no additional tank is required, making the 
quantities for adsorbed and compressed systems overrepresented in both graphs 
shown in Figure 4.52. 
These trends are further confirmed in Figure 4.53, which depicts the comparison of 
the energy density and specific energy of various energy storage technologies. 
The change in energy density and specific energy when using the different 
adsorbents is fairly insignificant when comparing to other systems such as 
kerosene. 
 
Figure 4.53 - (Left) The energy density and specific energy of various energy storage 
technologies [236–238]. The adsorbed hydrogen range contains the same data observed in 
(right), which is zoomed in to the various hydrogen adsorption materials at 20 MPa in a tank 
half filled with adsorbent. 
To conclude, preliminary studies show compression and adsorption of hydrogen to 
be both deemed comparable to battery technologies in terms of energy density 
and specific energy, but cannot yet compete with standard jet fuels such as 
kerosene. For hydrogen to be utilised in aviation, materials with a higher hydrogen 
capacity are required in order to make the energy density and specific energy 
more comparable to current systems.  
4.5.2 Cryo-charging of hydrogen tanks 
Comparing the energy density and specific energy of hydrogen to other systems is 
not the only consideration that needs to be studied to see how successful 
hydrogen could be for use in aircraft. One particular problem which needs to be 
considered is the most energetically favourable method of refuelling the tanks with 
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hydrogen. The theoretical energy required to compress hydrogen at a constant 
temperature from 2 MPa to 35 MPa or to 70 MPa is 1.05 kWh kg-1 and 1.36 kWh 
kg-1 respectively. To liquefy the hydrogen at 0.1 MPa from 300 K (including the 
conversion to para-LH2), much more energy is required at 3.9 kWh kg
-1 [239]. 
However, realistically greater energy requirements are necessary for compression 
and substantially higher energy requirements are needed for liquefaction due to 
inefficiencies within the processes. Therefore, a novel method of utilising an 
adsorbent in order to refill a hydrogen tank was studied in order to determine if it 
could be done at less energy than liquefaction and compression. 
This method involves introducing a quantity of adsorbent into a tank, and filling the 
tank up with hydrogen at 77 K and low pressures, termed “cryo-charging”. The 
tank would then be allowed to heat up to room temperature, negating the 
requirement of a heavy liquid nitrogen system on-board to keep it cool. As the tank 
warms up to room temperature, a significant pressure increase would be 
expected, as suggested in Figure 4.54, which can be calculated and compared to 





The adsorbent used for the study was the reference material, TE7 carbon beads. 
The calculation was based on the design curve equation assuming a density 
variation within the pore, Equation 4.57, and making the assumption that the mass 
of hydrogen per unit volume remains constant as the tank is allowed to heat up to 
room temperature. This way, the initial and final temperature can be set, and then 
only either the initial pressure, mass of hydrogen per unit volume, or the final 
pressure needs to be known in order to calculate the remaining two values. 
 
    P SH B B A A A
C P S
ρ














T2 > T1  
P2 > P1  
mH(2) = mH(1) = mH Figure 4.54 – A representation of the nomenclature used to calculate the increase in 
pressure when allowing an increase in temperature in a closed tank containing an 
adsorbent. 
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The values of the parameters were obtained the same way as in Section 4.4. 
Once all of the conditions were determined for the cryo-charging, a comparison 
could be made to direct compression by calculating the pressure required to store 
the same amount of hydrogen, using the gas laws (Equation 4.65).  
 
 H C
( / )m V ZRT
P
M
  4.65 
Three different types of calculation are going to be conducted in order to get a 
preliminary view on whether cryo-charging may be favourable to direct 
compression. All of them are conducted assuming varying quantities of adsorbent 
in the tank. 
1. Firstly, the initial temperature and pressure were set as 77 K and 0.1 MPa. 
The temperature was then raised to 295 K, and the final pressure was 
calculated. This was then compared to the pressure that would be required 
to store the same amount of hydrogen via direct compression at 295 K. 
Table 4.7 - The final pressure reached in a tank charged with hydrogen at 77 K and 0.1 MPa 
following a rise in temperature to 295 K, the corresponding quantity of hydrogen per unit 
volume within the tank, and the pressure required to store that same quantity of hydrogen 
per unit volume via compression in a tank containing no adsorbent at 295 K. All values are 
given to 1dp. 
Ratio of adsorbent 
to free space in the 
tank (fx) 
Final pressure 
reached / MPa 
Amount of 
hydrogen per unit 
volume / mg cm-3 
Pressure required for 
direct compression at 
295 K / MPa 
0 0.4 0.32 0.4 
0.2 3.9 3.3 4.0 
0.4 7.7 6.4 7.7 
0.6 12.1 9.4 11.4 
0.8 17.5 12 15.0 
 
The results shown in Table 4.7 highlight that when there are large quantities of 
adsorbent in the tank, specifically the TE7 carbon beads, higher pressures are 
required in order to hold the same quantity of hydrogen via cryo-charging than 
direct compression due to the additional space that the adsorbent takes up within 
the tank. It can also be observed from Table 4.7 that pressures over 17.5 MPa are 
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not likely to be reached in a tank containing TE7 carbon beads by cryo-charging 
from atmospheric pressures. Therefore, if only small quantities of hydrogen per 
unit volume are required, such as the quantities shown in Table 4.7, then cryo-
charging could be competitive to direct compression depending on the work 
required to cool the hydrogen down to 77 K vs. the work required to compress to 
the pressures shown in the final column in Table 4.7.  
2. Secondly, the final pressure was set at 70 MPa, which is of interest due to 
the current state of the art tanks which are designed to be kept at that 
pressure. The initial temperature was again set at 77 K and the final at 295 
K. The results of this were again compared to the pressure required to store 
the same amount of hydrogen via direct compression at 295 K.  
Table 4.8 - The initial pressure required in a tank filled with hydrogen at 77 K to produce a 
pressure of 70 MPa following a rise in temperature to 295 K, the corresponding quantity of 
hydrogen per unit volume within the tank, and the pressure required to store that same 
quantity of hydrogen per unit volume via compression in a tank containing no adsorbent at 
295 K. All values are given to 1dp. 
Ratio of adsorbent 
to free space in the 
tank (fx) 
Initial pressure 
required / MPa 
Amount of 
hydrogen /  
mg cm-3 
Pressure required for 
direct compression at 
295 K / MPa 
0 27 57.8 70 
0.2 25 52.6 63.7 
0.4 22.5 47.5 57.5 
0.6 18.9 42.3 51.2 
0.8 13.8 37.1 45 
 
The results shown in Table 4.8 highlight that if a pressure of 70 MPa is required 
within a tank, it could be achieved by either compressing the hydrogen to 13.8 
MPa at 77 K in a tank containing 80 % TE7 carbon beads, or by directly 
compressing the hydrogen to 70 MPa at room temperature in an empty tank. 
However, in the situation with the tank containing adsorbent, less hydrogen is 
stored. Therefore, for comparing cryo-compression and direct compression in a 
tank at 70 MPa and with the same quantity of hydrogen, a direct comparison 
would need to be made between compressing hydrogen to 27 MPa at 77 K or to 
70 MPa at room temperature. Therefore, again cryo-charging could be competitive 
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with direct compression if the process of compressing to 27 MPa and cooling to 77 
K is more energetically favourable than just compressing to 70 MPa at room 
temperature. 
3. Thirdly, the mass of hydrogen per unit volume was set as the DOE 
volumetric target for 2015, 0.04 g cm-3 [54], and the initial pressure, final 
pressure, and pressure required for direct compression at 295 K were 
calculated.  
Table 4.9 - The initial and final pressures required in a tank at 77 K and 295 K respectively in 
order to hold 0.04 g cm
-3
 hydrogen, and the pressure required to store that same quantity of 
hydrogen per unit volume via compression in a tank containing no adsorbent at 295 K. All 
values are given to 1dp. 
Ratio of adsorbent 
to free space in the 
tank (fx) 
Initial pressure 
required / MPa 
Final pressure 
reached / MPa 
Pressure required for 
direct compression at 
295 K / MPa 
0 14 48.5 48.5 
0.2 14.4 56.6 48.5 
0.4 15 68.9 48.5 
0.6 16.1 89.5 48.5 
0.8 18.4 133 48.5 
 
The results shown in Table 4.9 highlight that it is not worth having TE7 carbon 
beads in a tank when 0.04 g cm-3 of hydrogen is required. In an empty tank, this 
quantity of hydrogen can be reached via either compressing to 14 MPa at 77 K, or 
to 48.5 MPa at room temperature. 
Cryo-charging could potentially be beneficial over direct compression, depending 
on the work required to cool the hydrogen to 77 K and then to compress to a lower 
pressure compared to compressing to a higher pressure at room temperature. Due 
to the inefficiency in cooling hydrogen to 77 K, it is initially thought that cryo-
charging would not be beneficial over direct compression; however more research 
would be required to be conducted. 
 
4.5.3 Physisorption of hydrogen in aviation 
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The calculations conducted above are only a few areas which can aid in 
determining how suitable physisorption of hydrogen would be for use in aviation. 
Other aspects that could be considered include the comparison in tank 
requirements (dimensions, conditions, materials, etc.) for adsorption vs. 
compression of hydrogen; the recoverable quantity of hydrogen; the requirements 
of the synthesis, activation, safety and price of the adsorbents; the purity of the 
hydrogen required for the system and the subsequent number of storage cycles 
for the adsorbent; the time required to refuel the tank; the lifetime of the stored 
hydrogen; the most favourable conditions to discharge the hydrogen; more 
information into the efficiency of the system; and the different uses of the hydrogen 
on-board, e.g. propulsion vs. power. Initial consideration of these aspects has 
been conducted within the literature [108, 119, 120, 133, 237, 240-246], and would 
be fascinating to consider in more detail, as mentioned in the future work chapter 
of this thesis. 
4.5.4 Conclusion 
The design curves derived in Section 4.4 have been expanded to consider the 
energy available in a tank containing hydrogen, so that the comparison with other 
energy systems can be conducted. Overall, compression and adsorption of 
hydrogen have been deemed comparable to battery technologies in terms of 
energy density and specific energy, but cannot yet compete with standard jet fuels 
such as kerosene. Therefore, materials with a much higher hydrogen capacity are 
required in order to make hydrogen comparable to current aviation systems. 
A method for recharging hydrogen tanks has been presented, entitled cryo-
charging, which would allow tanks to be charged at lower pressures, but at 77 K. 
However, a comparison of the work required to compress hydrogen at high 
pressures and room temperature as opposed to compress it to lower pressures 
but at 77 K is required before cryo-charging can be deemed as a suitable 
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5 Concluding remarks 
5.1 Conclusions 
The aim of this thesis was to improve the current method of modelling hydrogen 
adsorption in nanoporous materials, and to use the improved model to discern the 
potential of adsorbed hydrogen within aviation. The following conclusions can be 
drawn: 
1. A new model has been derived to fit to experimental hydrogen excess 
isotherms that accounts for a density variation within the pores of materials, 
the DV model. The quality of the fits of this model to experimental isotherms 
has been shown to be comparable to the original model used in literature, 
and it has the added bonus of allowing for an estimated value of the density 
of the adsorbate. 
 
2. The excess, absolute and total amounts of hydrogen have been 
distinguished, and equations to calculate each value have been derived and 
compared.  
 
3. Each unknown parameter within the DV model has been studied in depth to 
infer whether they could be expanded and improved, and whether anything 
could be learnt about the fundamentals of the adsorption process from the 
expansion of each parameter. 
 
4. A comparison of isotherm equations concluded that individually, they are 
sometimes better suited to certain materials than others, but that overall the 
Tόth equation shows the best fit to the data.  
 
5. A study was conducted on the pressure and temperature dependence of 
the pore volume. Four different equations were initially studied for the 
pressure dependence of the pore volume, and input into the DV model. 
From the quality of the fits for each equation, a linear and a power 
dependence were deemed the most successful and so were observed in 
more detail. However, neither equation showed realistic parameter values 
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nor any trends with temperature, and so the pore volume was assumed 
constant with pressure. The temperature dependence of the pore volume 
was then observed, which again resulted in unrealistic parameter values. 
The conclusions of this study subsequently led to the pore volume in the DV 
model being set as constant with pressure and temperature. 
 
6. A similar study on the pressure and temperature dependence of the 
adsorbate density showed that a linear dependence with pressure 
appeared to be quite successful in producing realistic parameter values as 
well as expected trends with temperature. However, as a consequence of 
introducing a linear dependence of adsorbate density with pressure, the 
values of the pore volume were observed to be much less realistic. 
Therefore, the adsorbate density was set as constant with pressure, and its 
dependence on temperature was observed. Yet again, this showed 
sporadic trends, and so the adsorbate density was also set as constant with 
temperature. The results of this subsequently led to the adsorbate density 
in the DV model also being set as constant with pressure and temperature. 
 
7. The temperature dependence of the parameters in the DV model that were 
previously allowed to vary with temperature was conducted in order to 
determine if the DV model could be made independent of temperature, as 
this would allow the prediction of hydrogen uptake at different conditions to 
those studied experimentally. Unfortunately, this was not deemed possible 
due to the lack of trends in the parameters with temperature. 
 
8. Two different techniques were used to verify the DV model by comparing 
the results to the total and absolute uptakes as calculated from the model. 
Inelastic neutron scattering proved to be a successful method at verifying 
the absolute quantity of hydrogen calculated from the modelling. It also 
resulted in the astonishing discovery that the hydrogen within the pores of 
the TE7 carbon beads has a density comparable to that of solid hydrogen. 
The second method utilised for the verification of the DV model was 
computer simulations, which showed a very close fit between the total 
quantities of hydrogen calculated by the simulations and from the 
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modelling. However, this was not deemed a very successful methodology 
for comparison, due to the assumptions made throughout the simulation 
study. 
 
9. An equation has been successfully derived to calculate the energy density 
and specific energy for hydrogen in a tank containing varying quantities of 
adsorbent at different temperatures and pressures. It has been observed 
that when using this equation to directly compare the adsorption and 
compression of hydrogen, the energy density of hydrogen stored via 
adsorption is always better than that of compression up to a certain 
pressure, which for the TE7 carbon beads at 150 K is approximately 21 
MPa. Therefore, for applications where small quantities of stored energy 
are required, adsorption is preferable to compression, as it can occur at 
pressures closer to ambient conditions. 
 
10. The design curves were then expanded to consider the energy available in 
a tank containing hydrogen, so that comparisons with other energy systems 
could be conducted. Overall, compression and adsorption of hydrogen were 
deemed comparable to battery technologies in terms of energy density and 
specific energy, and yet are far off from competing with standard jet fuels 
such as kerosene. Therefore, materials with a much higher hydrogen 
capacity are required in order to make hydrogen comparable to current 
aviation fuel systems. 
 
11. A method for recharging hydrogen tanks has been presented, cryo-
charging, which would allow tanks to be charged at lower pressures, but at 
77 K. However, a comparison of the work required to compress hydrogen at 
high pressures and room temperature as opposed to compress it to lower 
pressures but at 77 K is required before cryo-charging can be deemed as a 
suitable alternative to the direct compression of hydrogen into a tank.  
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5.2 Future work 
Some areas of work that would be of particular interest to follow up and expand 
upon are highlighted below. 
1. Even though the density variation within the pore chosen for the DV model 
was more realistic than just assuming a single density, and also allowed for 
the density of the adsorbate to be calculated, it still does not match with the 
expected density variation within the pore as measured via simulation 
studies. It would be very interesting to introduce a more realistic density 
distribution within the pore to see how the model would fit to excess 
hydrogen isotherms, and to observe how the parameter values provided 
would differ from those calculated using the DV model. 
 
2. A repetition of the parameter dependencies on pressure and temperature 
would be interesting if the experimental error was included in the isotherms. 
This would expand the range of values that could result in a good quality of 
fit, and so potentially allow for realistic parameter values within some of the 
temperature and pressure dependencies selected. 
 
3. The six materials chosen for the isotherm equation study were not enough 
to fully determine why some isotherm equations fit better to the isotherms of 
certain materials than others. Therefore, an expansion of this study 
including more materials at a broader range of temperatures might result in 
patterns which could determine why this may be. If this was the case, then 
suggestions could be made as to which isotherm equations should be used 
with which types of materials, resulting in a more accurate comparison of 
hydrogen uptakes within literature. The desirable materials would have a 
broad range of surface areas, micropore volumes and pore sizes. 
 
4. A more successful measurement of the 77 K TE7 isotherm would be useful 
so that the 77 K data could be included in the temperature and pressure 
dependence of the parameters within the DV model. Also, a repetition of the 
measurement of the 89 K TE7 carbon bead isotherm, but submerged in 
liquid Argon instead of using liquid nitrogen in a cryofurnace, would be 
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interesting to determine if the kinks in the isotherms at high pressures was 
due to temperature fluctuations or something else.  
 
5. A repetition of the ESRF study into the pore flexibility of MIL-53(Al) with 
hydrogen adsorption would be fascinating to determine if hydrogen 
adsorption does actually cause the material to flex, and if so, whether the 
inclusion of this pore volume dependence on pressure and temperature 
would improve the DV model. Also, a repetition of the measurement of the 
MIL-53 isotherms but starting with both the narrow pore and the large pore 
phases respectively, to observe any hysteresis and how the isotherms differ 
from each other. These observations could then be compared to those 
found by Liu et al. [164]. 
 
6. It would be very interesting to conduct more INS experiments on hydrogen 
adsorption in different materials containing different pore sizes to determine 
if the densities of solid hydrogen are reached for all materials, or just for 
certain pore sizes. This research is currently on-going, led by Dr. Valeska 
Ting at the University of Bath.    
 
7. More simulation studies would be required in order to achieve a more 
accurate representation of the experimental system, so that fewer 
assumptions would be made. This could be done by inputting the 
coordinates of a material into the simulation, such as those determined by 
Farmahini et al. [247], or for crystalline materials such as MOFs, and 
comparing the total uptake to that calculated by fitting the DV model to the 
experimental isotherms of the material that was simulated. 
 
8. The design curve studies could be expanded by introducing the isotherms 
from more materials at a broader range of pressures and temperatures. By 
doing this, the temperature dependence of the break-even pressure may 
result in certain trends which could be used to determine the optimum 
temperature at which adsorption stores more hydrogen then compression. 
Subsequently, this could be utilised to limit the conditions at which 
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adsorption of hydrogen is deemed useful, and so limit the conditions at 
which it is studied in detail. 
 
9. The design curve study would also be improved by expanding the system 
boundaries used, to remove the bias from systems requiring large balance 
of plant, and for a more complete comparison between systems. In order to 
do this, knowledge would be required of all of the components for the 
balance of plant. 
 
10. As mentioned in Section 4.5, the preliminary study on cryo-charging would 
be more complete if the work required for each system was to be 
calculated. This would involve complicated thermodynamics calculations 
that there has unfortunately not been time to complete so far. 
 
11.  As mentioned in Section 4.5, there are many areas within using the 
adsorption of hydrogen for aviation which would be fascinating to study in 
detail. In particular, the recoverable quantity of hydrogen could be 
determined by using the DV model to calculate the amount of hydrogen 
stored in a tank, and the amount of hydrogen remaining in the tank at the 
conditions of discharge. To do this, it would be useful to determine the 
efficiency of the entire system so that the percent of hydrogen actually 
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