Abstract-An interval analysis-based method for the rootfinding of nonmonotonic polynomials is presented in this paper. It has been developed for numerical time-domain analysis of switched nonlinear networks, where internally controlled switching instants must be calculated as zeros of strongly nonmonotonic nonlinear functions. The method in based on an interval extension of Newton's operator resulting from the application of the meanvalue theorem (m.v.t.) at the highest order to the polynomials whose zeros are sought. It is demonstrated that such interval extension is the most efficient one with respect to not only all those derived from the application of m.v.t. at any order lower than the maximum one but also to that one obtained with the centered form of the first derivative of the polynomial. A recursive algorithm for roots finding is presented which uses this optimal interval Newton's contraction mapping. Some examples drawn from switching converters time-domain analysis are proposed to outline the robustness and the sharp convergence of the method and its improvements with respect to other interval operators.
I. INTRODUCTION NE of the main problems encountered in numerical
0 time-domain analysis of switched nonlinear networks consists in the calculation of the first (or earliest) zero t* of a strongly nonlinear function f ( t ) , corresRonding to a current or voltage, within a given time interval I = [tl, tz] . The interest in the first zero t* only comes from the fact that t* may be the instant where the state of some controlled switch (BJT, MOSFET, GTO, IGBT, etc.) or uncontrolled switch (diodes) changes because of either (a) a zero-voltage or a zero-current condition (spontaneous commutation) or (b) the action of a feedback circuitry (forced commutation) which suddenly drives a switch commutation if some voltage or current exceeds a given threshold. In both cases the first zero t* of some voltage or current f ( t ) corresponds to an Internally Controlled Switching Instant (ICSI), after which a new circuital configuration is entered which is modeled by a new set of equations. Some eventualities, occumng very frequently in switching converters and regulators, dramatically reduce the possibilities of computing ICSI's by means of the numerical methods based on real analysis: i) it is not known a priori if I includes zeros of f ( t ) ; ii) f ( t ) may be nonmonotonic within I ; iii) I may contain more than one zero Manuscript received October 25, 1993 , revised January 16, 1995 and May 17, 1995 The work was supported by M U R S T. 40% and 60°C tunds This paper was recommended by Associate Editor A Premoli
The author is with the Dipartimento di Ingegnena Elettronica, Universith di Salemo, 1.84084, Fisciano (SA) Italy Publisher Item Identifier S 1057-7122(96)01363-3 v Femia of f ( t ) ; iv) the values of f ( t ) at the extremes of I may have the same sign. Consequently, Newton's, bisection and other methods working on real funtions can merely fail, unless either an optimal guess is found or a large amount of computations is accepted. But, in addition to the uncertainty of the former hypothesis, the complexity of modern switching circuits makes unacceptable also the latter one if fast numerical simulation are looked for. Furthermore, some chaotic behaviors have been recently detected in switched nonlinear networks that can be properly observed only if a large number of switching periods (even thousands!) is run.
In this paper the author shows how Interval Analysis (IA) can be applied to solve efficiently the root-finding problem framed above. By means of IA robust and fast convergent algorithms can be settled which do not require guess solutions at all, even in presence of strong nonmonotonic nonlinearities and of the conditions i)-iv) listed above. In the books [1]- [9] an exhaustive treatment of IA theory and applications may be found. The essence of IA-based computations lies in the seek for the closest upper and lower extremes which bound the interval of values where the exact result of a computation certainly lies. Working with IA offers the advantage of getting as a result of each computation two informations at a time: an approximated value of the solution and an estimation of the actual worst case error of the computation. Major efforts have been made, since the birth of IA as an autonomous discipline around late sixties, to identifiy optimal interval forms, operators and decomposition techniques enabling the minimization of the width of intervals including the range of rational functions (see for example [15] , [16] ). Such topic is indeed of crucial importance for making interval computationbased algorithms efficient. IA has encountered until today large interest in the framework of numerical solution of nonlinear problems and it has been applied also to problems concerning analysis and design of linear and nonlinear circuits. Nowadays some programming languages including reliable intervals handling capabilities are also available [6]. The efficiency of interval computations is strictly connected to machine numbers rounding and is much sensitive to the form adopted for the calculation of the interval extension of rational and irrational functions. A large number of papers in literature is devoted to this last aspect (see for example
In Section I1 an algorithm for the first-zero-search is proposed, based on Newton's interval operator for interval con-
1057-7122/96$05.00 @ 1996 IEEE traction mapping. In Section I11 some fundamental properties of Newton's operator and the optimality of its maximum order m.v.t. form are outlined. In Section IV some applications of the method are proposed to show its performances. In the Appendix a simple criterion for the automatic calculation of centered forms of polynomials is given. Readers are supposed to know at least the elementary concepts of IA, otherwise they are addressed to the referenced literature.
It is worth remarking that numerical computation of ICSI's, which are zeros of currents andor voltages whose waveforms are real-valued combinations of complex exponential functions [18] , requires that any function is in polynomial form. Hence, in the following, we shall consider the problem of root finding of polynomials assuming that a suitable method for polynomial approximation of functions (e.g., Pad6 approximants or Chebyshev polinomials) is available. 
can be introduced, which represents an interval version of Newton's operator, where P' is an interval extension of p' on I. The interval Newton's operator (1) is defined provided the condition 0 @ P'(I) is fulfilled. The point T is usually chosen as the middle point of I , m ( I ) . Since g ( I ) C P'(1) (see [I] ) it follows that t* E N ( I ) . Consequently, given IO = I , the operator (1) can be used for the iterative intewal contraction mapping towards t* defined by the recursive formula:
The general properties of the contraction mapping (2) are deeply discussed in the books listed in the references. Herein we restrict the attention to few aspects which are important for the convergence in the root-finding problem (proofs can be found in 111): 1) if an interval I contains a simple root t* of p , then 2) whenever N ( I ) is defined, i.e., 0 @ P'(I), then either N ( I ) n I = 0, in which case I does not contain a zero of p , or N ( I ) n I is a nonempty interval which contains a zero of p if I does.
The property 1) assures that zeros can be always found by means of interval Newton's method, when they exist.
In this case it has been shown ( [I] ) that the convergence t* E N ( 1 ) ; of Newton's contraction mapping (2) is quadratic in exact interval arithmetic. The property 2) is very important because it can be used as an efficient nonexistence test of zeros. Such preliminar operation is really useful for fast circuit timedomain simulation since it permits to skip the root search if there are not zeros, i.e., internally controlled switching instants, in the interval under inspection. It has been shown in [17] that the convergence of interval Newton's method is quadratic even for this exclusion property.
From above it is clear that the condition 0 E P'(1) is crucial since it makes N ( I ) undefined. This can be the consequence of two distinct situations:
In the case (a) p ( t ) is not monotonic on I and this requires a segmentation of I in two subintervals I , and IR such that I , U IR = I and IL n I , = 0. The iterative mapping (l), (2) can restart from IL. If IL does not contain zeros of p then IR is inspected and further interval decompositions must be resorted to whenever Newton's operator (1) is not defined. In the case (b) the interval decomposition would not be striclty necessary and it could be avoided by adopting a sufficiently narrow interval extension P'( I ) ) which bounds the exact range $ ( I ) as closely as possible. For this reason the miminization of the interval extensions of polynomials is always looked for. We will consider such problem in the next section. A further suppression of superfluous interval segmentations can be gained if a left-oriented self-calling strategy is adopted, according to the flow diagram of Fig. 1 . Such algorithm, called in the sequel Jirst-rootsearch(p, I ) ) seeks the first zero of the polynomial p in 1 and stops when the relative width A, = w(I,)/m(In) of the last interval computed I,, which includes the solution t* ) is smaller than the required one A. Some elements of the algorithm are worth to be discussed. If path 2 is entered then a sequence of interval segmentations and nested self calls to first-root-search will occur until path 1 is run. Throughout such zooming in a left-priority criterion is followed, namely after each interval segmentation, the left half is always inspected first. If the zero is found then the algorithm stops, otherwise the right half is inspected. If no zeros are found within a right half I , of a segmented interval at any hierarchical level of recursive calls to Jirstxootsearch, then two possibilities arise: if the right end of I, corresponds to the right end of I , then stop because I does not contain zeros of p ( t ) ; otherwise move backwards and run a first_rootsearch call on the lowest order right-side subinterval among the preceding levels of segmentation. Such mechanism is illustrated in Fig. 2 , where all the left and right halves of each interval up to the third segmentation level have been depicted for easy of explanation, while it must be clear that segmentations are actually performed only when needed.
HIGHER ORDER m.v.t. FORMS OF INTERVAL POLYNOMIALS AND NEWTON'S OPERATOR
The amount of segmentations and the number of iterations required by the the root search method illustrated above can be sensibly reduced by minimizing the width w ( N ( 1 ) ) of the interval Newton's operator (1). In addition to the basic form Other versions of Krawczyk's operator have been also proposed for systems of nonlinear equations in more than one variable ([ 121, [13] ). Krawczyk's operator brings the advantage of presenting the interval extension P'(I) at the numerator of a fraction: however, the condition 0 Q P'(1) must be fulfilled to get the inclusion K ( I ) n I c I , which is necessary for interval contraction. The performances of Krawczyk' s and other operators have been considerably experienced especially in the framework of tests of existence, uniqueness and convergence in nonlinear problems. They are somehow more complicated than basic Newton's operator (1) but offer small width and avoid the presence of the inverse interval (P'(I))-', even if segmentations are required whenever 0 E P'(1). Newton's operator may offer indeed faster convergence if an appropriate form for P'(I), or even an alternative interval extension, is adopted in (1). For example, Oliveira has proposed in [14] an altemative form of interval Newton's operator where the interval extension O ( I ) =
p ' (~) + 1/2(P"(I)(I -T ) ) is used instead of P'(I),P"(I)
being the interval extension of the second derivative p". O ( I ) can be obtained by applying m.v.t. at second-order to the polynomial p . It makes the width of Newton's operator N ( I ) narrower than that of Krawczyk's one K ( I ) . Notice that the above interval extension O(1) does not correspond to the interval extension which can be obtained by applying the m.v.t. at first-order to the derivative p',P'(I) = ~' ( 7 ) + P"(I) ( I -T ) . In this section we will stress this last point and will show that the improvement of Newton's operator can be further sharpened, accounting for some properties of interval 
Qt E I and for some 8 E [0, I], with 7 = m(1) and n 5 N . If p ( t * ) = 0, then from (3) we have (see below).
As far as n < N , the exact value of B which fulfils the (3) is unknown, while t* is the unknown zero that we are seelung.
Consequently, the nth order m.v.t. interval Newton's operator can be defined as follows:
Nn (I) is a more general form of Newton's operator (1) and includes as special cases both the basic operator (l), for n = 0, and Oliveira's one, for n = 1. Since the interval extension P(n) of the nth derivative p(") in (4) (9) is always smaller than the sum of the first q -1 terms of w ('P) , as
The second sum in the expression of w(9), instead, may be greater than the sum of the corresponding terms in the expression of w(@), as the inequality
is not necessarily fulfilled, unless n + q = N , namely when the m.v.t. is applied up to the maximum order (the degree N of p ( t ) ) . In this case, in fact, the second sum in the expression of w ( 9 ) reduces to one term only, corresponding to k = N -n, so that
and then w (9) < w (a). Notice that if N is large there are more possibilities that w (9) > w (a), especially if n is small. This is the case encountered in the time domain simulation of switching converters, where voltage and current waveforms may have a bandwidth next to (or even greater than) the switching frequency so that high order approximating polynomials are required for correct waveforms representation.
From above we conclude that higher-order m.v.t. forms of polynomial interval extensions and interval Newton's operator are not always better than first-order ones, unless the maximum order N corresponding to the polynomial degree is resorted to. Furthermore, the maximum order m.v.t. interval extension PN ( I ) corresponds to a centered form, whose optimality for bounding the range of polynomials has been already shown in literature ([ 151, [ 16] ), whereas the optimal Newton's operator (4) 
t. forms ( n < N ) ;
3) the maximum order m.v.t. form of interval Newton's operator is always better than Newton's operator using the centered form for the interval extension of the derivative p'. Before closing the discussion it is worth stressing some computational aspects connected to the use of lower order m.v.t. Newton's operators. We recall that we are interested in Interval Analysis for applications where large numbers of root searches are required, as in switching circuit time-domain analysis, under the worst case conditions i)-iv) listed in the Introduction. To this regard the main demand is for a rootsfinding technique running as fast as possible, taking into account the great variety of situations that can occur. In general, the lower the number of arithmetic operations, the faster the algorithm. We have seen above that higher order reduced m.v.t.
forms for p' in Newton's operator N , ( I ) certainly involve less interval segmentations and ensures sharper contractions, but require the calculation of higher denvatives of p ( t ) . Does this involve additional computations? As far as a centered form is adopted for the residual interval extension P ( " ) ( I ) in (5) the answer is no, because even in this case all derivatives of p must be computed indeed. If a natural interval extension is adopted for P(n) ( I ) , instead, one could expect that there could 
IV. APPLICATIONS
The algorithm first-rootsearch has been developed and applied by the author in the framework of switched nonlinear networks analysis [18] ; the examples proposed in the following are drawn from that application, which can be considered as a worst case since nonmonotonic and fast oscillating waveforms are usually present. A rounded machine interval arithmetic has been implemented under MATLABB environment which computes separately intervals endpoints [31.
Example I : Let us first consider a polynomial of eighth degree, whose coefficients bo, P I , 3 * . , pa] are [1.82507, -4.99980, -16.90853, -7.32341,35.81879, 7.94845, -37.15860,10.20117,4.11101] for which the first root within the interval I = [0,0.5] is sought. This polynomial approximates the current of the diode in the ON state in a Cuk converter working in discontinuous quasi-resonant mode [18] ; when this current drops to zero the diode spontaneously turns OFF. The results shown in Table IV -0.00208,0.00050,0.06855, -0.02769, -0.38485, -0.35249,2.90658, -3.53902,1.33307] .
This polynomial approximates the diode voltage in the OFF state for the Cuk converter mentioned before [18] Table 11 . Therein it is shown also that, while for I = [0.3,0.5 
] the width W (~~-~( I ) )
is monotonic with respect to the order n of the m.v.t. form, for I = [0,1] it is not so: only from sixthorder upwards the width is smaller than that one of first-order form. This affects directly computing times, which however greatly depend also on the location of the interval along the real axis. For example, in Table I11 the interval width and the times required to find the first root within [-1, 01 and [0,1] 
V. CONCLUSION
A robust and fastly convergent interval analysis-based method for root finding of nonmonotonic polynomials has been proposed in this paper. It has been developed for numerical time-domain analysis of switched nonlinear networks, which involves numerous calculation of the zeros of strongly nonlinear nonmonotonic waveforms. A special form of interval Newton's operator for interval contraction mapping has been adopted which guarantees high accuracy within few iterations. Its performances are sensibly better than those ones of other interval operators without involving additional computations. It has been demonstrated that the width of polynomial interval extensions and interval Newton's operators obtained using mean-value-theorem is not monotonic with respect to the forms order, but maximum order forms give always the smallest interval width. This directly affects computational efficiency. A simple method for the determination of the centered form of a polynomial by means of Tartaglia's tiangle has been also indicated.
The theoretical properties discussed in Section 111 and the results presented in Section IV outline some important facts concerning the problem of roots finding by means of interval Newton's operator. Whenever using Interval Analysis two main elements must be accounted for: the width of intervals and the amount of arithmetic computations. It is a diffused belief, supported by theory and experiences indeed, that interval operators ensuring smaller interval width must be somehow more complicated, and then require additional computations, with respect to basic ones. This is often judged as a sufficient reason to renounce using enhanced versions of interval operators for contraction mapping. In despite of that, we have seen that maximum order m.v.t. form of Newton's operator joins both the objectives of small width and low amount of computations.
Finally, it is worth stressing one last point. Interval arithmetics is obviously more honerous than real arithmetics, since each interval computation requires a number of real computations. The main drawback of real type iterative methods for roots finding lies in the demand for monotonicity or for a suitable guess solution, whereas they allow faster computations in safe conditions. It is the author's opinion that further improvements can be attained in roots finding problems by cleverly matching preliminar interval analysisbased existence, inclusion and monotonicity tests with real analysis-based computations.
APPENDIX A Let consider the polynomial p ( t ) = PO + P l t + P l t + p2t2 + ' . ' + p r v t N , of which the coefficients of the centered form
p c ( t ) = p ( t ) = c o + c~( t -r ) + C 2 ( t -r ) 2 + -. + C N ( t -7 )~
are sought.
After the change of variable t' = t -r we obtain ?r(t') = po +Pl(t' -r) +pz(t' -T ) 2 + . . 
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