This paper aims at extending the criterion that the quasi-stability of a polynomial is equivalent to the total nonnegativity of its Hurwitz matrix. We give a complete description of functions generating doubly infinite series with totally nonnegative Hurwitz and Hurwitz-type matrices (in a Hurwitz-type matrix odd and even rows come from two distinct power series).
Introduction

the matrix is totally nonnegative).
Note that the indexation of four-way infinite matrices affects the multiplication. Here we adopt the following convention: the uppermost row and the leftmost column, which appear in representations of such matrices, have the index 1 unless another is stated explicitly.
The total nonnegativity of the corresponding Toeplitz matrices is a characteristic property of power series converging to functions of a very specific form:
,
where the products converge absolutely, j is integer and the coefficients satisfy A, A 0 0, C , β µ , δ ν > 0 for all µ, ν.
The converse is also true: every function of this form generates (i.e. its Laurent coefficients give) a doubly infinite totally positive sequence.
Recent publications [HT2012, Dy2014] have shown that a relevant criterion holds for the so-called Hurwitz-type matrices, which are built from two Toeplitz matrices and have applications to questions of stability.
Definition. The Hurwitz-type matrix is a matrix of the form The main goal of the present study is to determine conditions on the power series p(z) and q(z) necessary and sufficient for total nonnegativity of the matrix H (p, q): like in the case of singly infinite series, one of the conditions is that the ratio q(z) p(z) maps the upper half-plane C + := {z ∈ C : Im z > 0} into itself. To give a more precise statement, let us introduce the following class of functions: Definition. A function F (z) is called an S -function if it is holomorphic and satisfies Im z · Im F (z) 0 for all z 0 and if additionally F (z) 0 wherever z > 0.
The straightforward corollary of the definition is that F (z) = F (z) for each S -function F (z) wherever it is regular. We need a subclass of S -functions introduced in the following lemma.
Lemma 2. Let p(z) and q(z) be two functions of the form (1); then their ratio
is an S -function if and only if there exists a function g (z) of the form (1), such that
if the sequence of µ terminates on the left at µ 0 , then β µ 0 can be positive or zero 2 and the sequence of ν also By definition, a polynomial is quasi-stable if it has no zeros in the right half of the complex plane. It is known [Asn70, Kem82] , that Hurwitz matrices of quasi-stable polynomials with positive leading coefficients are totally nonnegative. The relevant criterion of total nonnegativity of Hurwitz matrices follows from Theorem 3; it is an extension of the recent result [Dy2014, Theorem 1.1] to doubly infinite series: Note that the expression (3) can be rewritten as q 1 (z)·q 2 1 z , where both q 1 (z) and q 2 (z) can be represented in the form
with the same conditions on the coefficients, except that Re γ ν 0 and additionally A 0 and C , c µ > 0 for all µ > 0. Theorem 1.1 of [Dy2014] says that the Hurwitz matrices generated by the involved functions q 1 (z) and q 2 (z) are totally nonnegative; the annulus of convergence of f (z) is the domain, where both power series for q 1 (z) and q 2 1 z converge. In other words, the relations between limits of singly and doubly infinite series corresponding to totally nonnegative Hurwitz and Toeplitz matrices are akin.
Another outcome of Theorem 3 is an extension of [HKK2016, Theorem 4] on total nonnegativity of the generalized Hurwitz matrices, i.e. the matrices defined by
where M = 1, 2, . . . and f k is the kth coefficient of a power series. (The extension seems to be new even for the singly infinite case.) Let arg z denote the principal value of the argument of a complex number z = 0. Given 
z with no zeros in the sector 
In the products and sums with inequalities in limits, we assume that the indexing variable changes in Z or in some finite or infinite subinterval of Z, and that it additionally satisfies the indicated inequalities. Accordingly, a product or sum can be empty, finite or infinite. By writing that a function has one of the above representations, we assume that the involved products are locally uniformly convergent unless the converse is stated explicitly. In the above theorems, the convergence follows from the total nonnegativity of the involved matrices. The condition of convergence is well-known and can be expressed as the following theorem, which we apply in the settings ζ = z ±1 or ζ = z 2 . 
< C e εR and, outside exceptional disks with an arbitrarily small sum of radii,
provided that |ζ| R and the positive numbers R and C are big enough.
For example, by this theorem the convergence (locally uniform in some annulus centred at the origin) of a series to a function of the form (3) implies the condition 
S -functions
Lemma 9. The product
, where C > 0, and the numbers
where C 0 and the numbers 0 Proof. Suppose that F (z) has the form (4) and denote
Note that the product
is an S -function as each of its partial fractions is such. The condition ν =0 α −1
ν < ∞ implies the locally uniform convergence of each product in (4) (see Theorem 7) and, therefore, of the numerator q n (z) and the denominator p n (z) as n → ∞. Since the denominator is nonzero for z 0, the function F (z) is the limit of F n (z) as n → ∞ uniform on compact subsets of C \ (−∞, 0]. Moreover,
the inequality is strict outside the real line due to the maximum principle for the harmonic function Im F (z).
The assertion that the expression (5) represents an S -function follows by omitting from (7) terms that correspond to absent poles.
Lemma 10. Let F (z) be a function of the form (4) or (5) and let real numbers
is not a mapping of C + into itself and G(z 0 ) < 0 for some z 0 ∉ R.
Proof. Denote the multivalued argument function by Arg and its principal value by arg. In the special case when F (z) is a real constant Arg F (z) does not depend on z. Otherwise 0 < arg F (z)
In other words, the interval (r 1 , r 2 ) contains at least one point r such that argG(i r ) = π, that is G(z 0 ) < 0 with z 0 = i r . Proof. The reciprocal of the product (4) can be expressed as
Therefore, relabelling the β µ → α µ for all µ = 0; α −1 → β 1 and α ν → β ν−1 for all ν ∉ {0, 1} yields that z F (z) has the form (4). An analogous reasoning works for the reciprocal of (5). Now, let p > 0. Non-constant functions of the form (4) or (5) have at least one negative simple zero. Therefore, there exists r > 0 such that F (−r ) < 0. On the semicircle {z ∈ C + : |z| = r }, we have the following conditions:
The above inequalities yield that The remaining case of p = −1 follows from the identity
Proof of Lemma 2. On account of Lemma 9, it is enough to prove that the function F (z) is an S -function only if has the form (4) or (5). Since F (z) is regular for z > 0, the poles of p(z) and q(z) coincide and have the same orders. Therefore, the function F (z) is positive when z > 0. As is shown in Lemma 10, F (z) does not have exponential factors; that is, the exponential factors in the representations (1) of the functions p(z) and q(z) coincide. As a result, F (z) = z p G(z), where p is integer and G(z) is an S -function. The exponent p must then be zero by Lemma 11.
Total nonnegativity and interlacing zeros
Assume in this section that p(z) :
Lemma 12. If the matrix H (p, q) is totally nonnegative, then for arbitrarily taken nonnegative numbers A and B
both matrices T (Ap + B q) and T (Aq + B p) are totally nonnegative.
Proof. The matrices H (p, q) and
coincide up to a shift in indexation; that is, H (q, p) can be obtained by increasing the indices of rows in H (p, q) by 1. In particular, the matrix H (q, p) is totally nonnegative.
Observe that
where the auxiliary totally nonnegative matrix H T (A, B ) is the transpose of H (A, B ): 
Therefore, applying the Cauchy-Binet formula to the expressions (9) yields that all minors of the matrices T (Ap + B q) and T (Aq + B p) must be nonnegative. Proof. Given a real number a let a denote the maximal integer less then or equal to a. The straightforward consequence of the total nonnegativity of T (p) is a m+1 a n a n+1 a m for all indices n < m. If a n a k > 0 for some k > n, then we therefore have 0 < a n a k a n+1 a k−1 · · · a n+k 2 a n+k+1 2 , which implies a m > 0 whenever m = n + 1, n + 2, . . . , k − 1; in other words, the series p(z) has no gaps. Moreover, 0 a n a n+1 a m a m+1 provided that n < m and the denominators are nonzero. Accordingly, p(z) converges in the annulus 0 r < z < R +∞ by the ratio test (unless r = R), where
Lemma 13. Let the matrix T (Ap + B q) be totally nonnegative for every choice of the numbers
Since the matrix T (p) has a nonzero minor of order two, Theorem 1 implies that the annulus r < z < R for the series p(z) is not empty. − a n−1 = −a n+1 C 2 + 2a n C − a n−1 (10) must be satisfied for each n. Nevertheless, the condition a n = 0 = a n−1 + a n+1 for some n gives the contradiction 0 −a n+1 C 2 − a n−1 < 0. Thus, all coefficients of the series p(z) are nonzero and the estimate (10) is equivalent to C − a n a n+1 2 a n a n+1 2 − a n−1 a n+1 = a n a n+1 − a n−1 a n a n a n+1 .
Taking limits as n → ±∞ then yields the equality r = C = R.
Suppose that T (p) has a nonzero minor of order 2. Theorem 1 then implies that the series p(z) converges; that is we have the contradiction r < R unless q(z) converges in some annulus. Analogously, the Suppose that T (p) has no nonzero minors of order 2.
which implies the lemma in this case. Otherwise, the series p(z) diverges by Theorem 1 and r = R = a n a n+1
for all n. Thus, the above part of the proof with the exchanged roles of p(z) and q(z) yields that
whenever n ∈ Z. Consequently, the equality a 0 q(z) = b 0 p(z) is satisfied in the sense of formal power series,
i.e. coefficient-wise.
Corollary 14. If the totally nonnegative matrix H (p, q) has a nonzero minor of order 2 and p(z) ≡ 0, then T (p)
has a nonzero minor of order 2 as well.
Proof. Indeed, Lemma 12 implies that all minors of the matrix T (Ap + B q) are nonnegative for every choice of the numbers A, B 0, so we can apply Lemma 13. We have two possibilities: the first is that the entries involved in the nonzero minor of H (p, q) only come from one of the involved series. That is, this minor is actually a minor of T (p), or of T (q) and hence T (p) also has a nonzero minor of order 2 by Lemma 13. Another possibility is that the terms of the nonzero minor come from both involved series: In particular, all zeros of the functions φ(z; A, B ) and is holomorphic at the origin and equal to zero there. The assumption that the point x = 0 can be a double zero of F (z) is contradictory: Fact I implies that F (z) is negative for all real z = 0 small enough, which is impossible for z > 0. Suppose that x < 0 is a double zero of
Then F (z) < 0 and, therefore, z −1 F (z) > 0 for all real z in a sufficiently small punctured neighbourhood of x.
At the point x, the function z −1 F (z) has a double zero:
Putting h(z) := z −1 F (z) in Fact I then yields a contradiction, since the inequality z −1 F (z) 0 must be satisfied for all real z which are close enough to x. Consequently, the only possible case is r = 1, that is that all zeros of F (z) are simple. Considering in the same way
shows that all poles of
z are simple. In particular, F (z) cannot have a pole at the origin. Now, let us prove that zeros and poles of F (z) are interlacing. Suppose that x 1 < x 2 0 are two consecutive zeros of the function F (z), such that the interval (x 1 , x 2 ) contains no poles of F (z). The ratio z −1 F (z) also vanishes at x 1 and x 2 unless x 2 = 0; therefore, Rolle's theorem gives the points
In the special case x 2 = 0, the function F (z) is negative in (x 1 , x 2 ), so we put h(z) := F (z) and denote a zero of h (z) in this interval by x. Fact I implies h (z) = 0 in the whole interval x 1 < z < x 2 0 including z = x, which contradicts to our choice of x. This shows that the function F (z) has at least one pole between each pair of its zeros. The same argumentation for z F (z) instead of F (z) yields that F (z) has a zero between each pair of its poles. As a result, zeros and poles of F (z) are interlacing.
Recall that the functions p(z) and q(z) can be represented as in (1) [Dy2014] where the notation is closer to the current paper) the matrix H (p n , q n ) is totally nonnegative. Since p n (z) and q n (z) converge in C \ {0} locally uniformly to p * (z) and q * (z) respectively, their Laurent coefficients converge as well. Therefore, the matrix H (p * , q * ) is totally nonnegative as an entry-wise limit of totally nonnegative matrices. Then the Cauchy-Binet formula implies the total nonnegativity of the matrix 
Proofs of Theorems 5 and 6
There are well-known relations between stable entire functions (more specifically, strongly stable -of the class H B up to a change of the variable) and mappings of the upper half of the complex plane into itself, see e.g. [ChM49, Lev64] . In this section, we adapt these relations to suit our problem; some simplifications arise since we only consider the real case. 
