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ABSTRACT
Online writers and journalism media are increasingly combin-
ing visualization (and other multimedia content) with narrative
text to create narrative visualizations. Often, however, the two
elements are presented independently of one another. We
propose an approach to automatically integrate text and vi-
sualization elements. We begin with a writer’s narrative that
presumably can be supported with visual data evidence. We
leverage natural language processing, quantitative narrative
analysis, and information visualization to (1) automatically
extract narrative components (who, what, when, where) from
data-rich stories, and (2) integrate the supporting data evi-
dence with the text to develop a narrative visualization. We
also employ bidirectional interaction from text to visualization
and visualization to text to support reader exploration in both
directions. We demonstrate the approach with a case study in
the data-rich field of sports journalism.
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INTRODUCTION
Integrating narrative text with visual evidence is a fundamental
aspect of various investigative reporting fields such as sports
journalism and intelligence analysis. Sports journalists gener-
ate stories about sporting events that typically generate tremen-
dous amounts of data. These stories summarize the event and
build support for their particular narrative (e.g. why a particu-
lar team won or lost) using the data as evidence. Intelligence
analysts carry out similar tasks, collecting data as evidence in
support of the narrative that they construct to inform decision
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makers [1]. Such a process would also be familiar to digi-
tal humanities scholars who routinely distill meta-narratives
by automatic means from large corpora consisting of literary
texts [12, 8]. Support for linking visualizations of this infor-
mation to the text is an underexplored area that could benefit
each of these users.
When visual evidence is provided, it is often presented com-
pletely independently of the narrative text. ESPN1, for exam-
ple, routinely presents journalistic articles on web pages that
are separate from relevant videos, interactive visualizations,
and box score tables that all present information about the
same game event (See Figure 1). This approach may limit the
reader’s ability to interpret the writer’s narrative in context. For
example, a reader might be interested in more detail surround-
ing a specific element described in the narrative text because
she may not agree with the statement. Alternatively, the reader
might also be interested in finding the writer’s particular take
on a specific player of interest or time in the game that she
came across while exploring the data visualization. This bi-
directional support for interpretation is currently lacking. We
leverage the existing skill set of the writer and combine it
with computational methods to automatically link the writer’s
narrative text to visualization elements in order to provide that
context in both directions.
RELATED WORK
Narrative visualizations are data visualizations with embedded
“stories” presenting particular perspectives using various em-
bedding mechanisms[14]. Segel et al. [14] discuss the utility
of textual “messaging”and how author-driven approaches typi-
cally include heavy messaging while reader-driven approaches
involve more interaction. Kosara and Mackinlay [9] and Lee
et al. [11], on the other hand, adopt a view of storytelling in
visualization as primarily consisting of communication sep-
arate from exploratory analysis. This view matches the way
journalists use various data sources including videos and notes
to create compelling stories [9].
We attempt to provide equal flexibility to the reader and au-
thor. Our proposed method for coupling textual stories to data
visualizations can not only assist writers in constructing their
message and framing the data [5, 9] but also create exploratory
interaction mechanisms for readers. The linking of subjective
narrative with objective data evidence can serve to reinforce
1espn.go.com
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Figure 1. Sites such as www.espn.com provide the reader with several
forms of content, but they are often presented independent of one an-
other. Here we see typical narrative text on the upper left, box score in
the upper right, and visualizations (shot chart and game flow time se-
ries) along the bottom. Each of these elements is shown on a separate
web page on the ESPN site. All content from www.espn.com
author communication and give readers the ability to explore
their own interpretations of the story and the event. This ap-
proach can be viewed as providing a “close reading” of the
narrative, using the visualization as a means for providing the
semantic context [7] as opposed to a distant reading where the
actual text is replaced by abstract visual views [12].
We are not the first to investigate the coupling of text to vi-
sualization. Chul Kwon et al. [10] directly, but manually,
tie specific text elements to visualization views to support
interpretation of the author’s content. Others analyze text to
automatically generate elements of narrative visualization such
as annotations [6, 2]. Likewise, Dou et al. [3] also analyze
text, but from large scale text corpora, to identify key “event”
elements of who, what, when and where and use that informa-
tion to construct a visual summary of the corpora and support
exploration of it. We build on these approaches, automatically
linking text to visualization elements, but focus on a single
data-rich text document. In addition, we explore the use of
links from the visualization back to the text.
SPORTS STORIES: BASKETBALL
To ground the discussion, we focus on the data-rich domain
of sports, specifically basketball, for which we have a sig-
nificant set of narratives and data published regularly online.
Sports events produce tremendous amounts of data and are
the subject of sports journalists and general public fans. Bas-
ketball is no exception. Data regarding player position and
typical basketball “statistics” are collected for every game in
the National Basketball Association (NBA)2. These data typi-
cally include field goals (2pt and 3pt), assists, rebounds, steals,
blocked shots, turnovers, fouls, and minutes played. The NBA
has recently begun to track the individual positions of players
throughout the entire game, leading to spatial data as well as
various derived data such as the total number of times a player
touches the ball (i.e., touches). The data is rich in space, time,
and discrete nominal and quantitative attributes.
2http://stats.nba.com/
Figure 2. Software architecture for deep coupling of narrative text and
visualization components.
OVERVIEW
Our approach is based on a detailed analysis of narrative text to
identify key elements of the story that can directly index into
the visualizations (and vice versa) to create a deep coupling.
The system architecture is shown in Figure 2. Raw text is
provided as input to the text processing module. This module
analyzes the text to extract the four key narrative elements
- who, what, when, and where (4 Ws). The coupler then
indexes into the multimedia and vice versa with these Ws. We
focus solely on data visualization multimedia elements (charts,
tables, etc.) as the supporting evidence, however, evidence
such as video, images, and audio could be treated similarly.
IDENTIFYING STORY ELEMENTS
A story is defined by characters, plot, setting, theme, and
goal which are also sometimes referred to as the five Ws:
who, what, when, where and why. These are the elements
considered necessary to tell and/or uncover, in the case of
intelligence investigation, a complete story [1].
In sports, there are clear mappings for these essential elements.
In basketball, for example, there are players, coaches, referees,
and teams (who), locations/spaces on the basketball court such
as the 3-point line or inside the key (where), distinct times or
time periods such as the 4th quarter, or 3-minutes left (when),
and particular game “stats” such as shots, fouls, timeouts,
touches, etc. (what). Our first step is to extract these elements.
We first segment the text into sentences and for each sentence,
we seek to determine if it contains a reference to who, what,
when, or where. Consider the following sentence from an
Associated Press story from Game 3 of the 2017 NBA Fi-
nals between the Cleveland Cavaliers and the Golden State
Warriors 3: The Warriors trailed by six with three minutes
left before Durant, criticized for leaving Oklahoma City last
summer to chase a championship, brought them back, scoring
14 in the fourth. From the second clause in this sentence, we
would expect to extract a Who (Durant), a What (14 points), a
When (the fourth), and no Where elements.
Who: Extracting the story characters is straightforward, espe-
cially for a particular domain. In the NBA case, we can obtain
a complete list of all teams, players, coaches, and referees in
the league. A more general solution, however, could utilize a
3http://www.espn.com/nba/recap?gameId=400954512
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named-entity identifier such as the Stanford Core NLP Named
Entity Recognizer 4.
What: The “What” of a basketball story, or any sports story in
general, refers to the game statistics of interest. While it would
seem straightforward to look for mentions of numbers and/or
specific stat names since numbers and names are generally
used to describe these stats (e.g. 25 points, 10 rebounds, five
3-pointers), this is not always the case. Consider the many
ways to refer to the points scored stat: Durant scored 25 points,
Durant added 15, or even, Durant outscored the entire Cavalier
team in the second quarter.
To identify stats, we take inspiration from the digital humani-
ties [4] and build a “story grammar” to parse the narrative. The
stats story grammar is a set of manually designed production
rules for creating and/or matching variations of mentions of
stats. While the grammar-based approach is appropriate for
identifying most mentions of stats, it is only as effective as
the grammar specification and a new variation of a stat men-
tion will not be recognized. We therefore use the grammar to
generate training data for an SVM classifier for stats.
We run the sentences of 13 stories/blog posts through the stats
story grammar to label the sentences as STAT or NO STAT.
We then use these positive (STAT) sentence-classification pairs
as training data for the SVM classifier. Specifically, for each
sentence that contains a statistic, we create a 10-word window
around the statistic to use as a feature vector. All such windows
are provided as training examples in order to learn the general
textual context that surrounds mentions of stats. After training
on approximately 600 such windows, the classifier achieves
98% accuracy on a test data set of approximately 150 sentences
and it finds additional statistic mentions that were not classified
correctly by the grammar.
When and Where: We currently extract both times and loca-
tions using only a grammar with acceptable results because
there are a limited number of ways to specify times and places
in basketball. A classifier similar to that developed for stats
could also be generated for both times and places to boost
performance if necessary.
Narrative Text to Visualization Coupling
The text analysis stage results in a list of Ws for each sentence
in the narrative, stored as a .json object with W-value pairs.
This information is then provided to the “coupling” component.
The coupler associates each sentence with the appropriate
visualization(s) (i.e., those that support the specific Ws in the
sentence) and initializes the visualization to show the data
for the particular person (who), stat (what), time (when), and
location (where) mentioned in the sentence.
In Figure 3, the user has hovered over the sentence highlighted
on the left side. The mentioned player is highlighted in the
box score on the right (Kevin Durant) and his player profile
is shown at the bottom left. The specific mentioned time in
the game is marked in the time series visualization (3 minutes
left), the specific quarter that is mentioned is selected in the
time series visualization (fourth quarter), and the shot chart in
4https://nlp.stanford.edu/software/CRF-NER.shtml
the upper left of the visualization shows the shots attempted
(both made and missed) by Kevin Durant in the 4th quarter.
This visualization initialization provides the context for the
writer’s interpretation of what was important, and allows the
reader to ask their own questions, such as: How many shots
did Durant have to take in the 4th quarter to score 14 points?
Interaction Design
No guidelines or principles currently exist for the design of
tightly coupled reader interaction with narrative text and visu-
alization concurrently. We chose a multi-view or “partitioned
poster” layout [14] to allow for all visualizations to be accessi-
ble in a single view along with the narrative text. Interaction
is guided by basic multi-view coordination principles [13].
We assume each data table consists of items described by
attributes - both of which can correspond directly to one of
the four Ws of a story. Thus a visualization can be directly
parameterized by one or more of the 4Ws from a sentence.
We coordinate text views with visualization views and vice
versa. User interaction (e.g., mouse over, selection) with spe-
cific sentences results in the corresponding Ws being brushed
in the linked visualizations. Likewise, user interaction with the
visualization components results in the corresponding Ws be-
ing highlighted in the narrative text. For example, in Figure 3,
users can select a row (i.e. a player) in the box score tables and
that player’s data is then highlighted (brushing and linking)
in all other views (e.g. shots in the short chart and mentions
in the time series). That player’s profile is also displayed in
detail at the bottom left (details on demand). All visualizations
support tooltip details where appropriate.
Navigation Between Text and Visualization
The reader must be able to navigate from the narrative text
to the visual representations and vice versa. As the reader
browses the text, sentences are highlighted to show the current
sentence of interest and the visualizations update to reflect
the corresponding Ws from the highlighted text. The user
can click on a sentence to indicate that he is interested in
exploring the data context around that aspect of the narrative,
thus, we freeze the state of the visualizations. The user can
then interact with the visualizations, using mouse-overs to
get further details. Any direct interaction, such as a click on
an element or brush to select a time series range, results in
updating all visualizations and the highlighted narrative text
given the new selected Ws. The user can now continue to
explore the visualizations or can navigate back to the narrative
text at any time to examine the writer’s commentary with
regards to the selected Ws.
CASE STUDY: SPORTS NARRATIVES
To gain an initial understanding of the potential opportunities
and pitfalls that this approach presents, we conducted an in-
formal case study with a domain expert user with 4.5 years
of experience as a media producer for Bleacher Report5 and
multiple collegiate sports media outlets. We gave the user a
brief introduction to the interface and asked him to explore a
game recap of Game 3 of the 2017 NBA finals and provide
feedback using a “Think Aloud” protocol.
5www.bleacherreport.com
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Figure 3. Coupling from text to visualization. The user has selected a passage that reads: The Warriors trailed by six with three minutes left before
Durant, criticized for leaving Oklahoma City last summer to chase a championship, brought them back, scoring 14 in the fourth. Story excerpt from
the Associated Press.
Our user immediately grasped the navigation concept and was
easily able to move from reading/scanning the narrative text
to the visualization and back to the narrative text. His general
impression was that there was great value in being able to more
deeply explore the specific narrative presented by the author: I
love the idea of being able to experience the article, but really
dial-in on a specific part of it myself. He was also intrigued by
the potential to more deeply tie the text phrasing to the visuals.
If the writer emphasized the number of points Curry had from
the paint, I’d be interested in seeing that visually, and also
exploring for myself where else he may have scored from. I’d
like to select areas like the paint, midrange, and 3-pointers
and beyond to see the shots he took in those areas.
Our user also articulated several areas for improvement. For
example, he found the box score filtering by selecting a player
row to be extremely useful, but wanted even more control. I’d
like to select both a player row and a stat column so I could
more specifically look for a specific stat for that player in the
other charts like the time series view. He also recommended
a more subtle tie from the visualization to the narrative text
might be more effective. Currently, data items selected through
direct interaction with the visualization causes the sentences
that mentioned those items to be highlighted in the narrative.
This was sometimes overwhelming because some sentences
may have directly mentioned specific players and their stats
while others may have simply provided commentary or men-
tioned the player in a secondary role. A deeper analysis of the
text to understand the saliency of the sentence with regards to
the selected data should be explored. Finally, our user desired
a more granular link to the text. It would be useful if the text
highlighted the types of elements - player, stats, times, etc.,
with different colors . Future versions could employ color
encodings to distinguish the 4Ws in the text.
CONCLUSION AND FUTURE WORK
We have presented a novel approach to automatically couple
narrative text to visualizations for data-rich stories and demon-
strated the approach in the basketball story domain. This
serves only as an introductory step for using text analysis to
tightly integrate visualization with narrative text. There are
several exciting avenues of research that remain to be explored.
First, Where is the 5th W? We have not attempted to analyze
the text to understand the “Why” of the narrative. A more
nuanced narrative analysis is necessary to take semantics and
topics into account when coupling to the visualization.
Our approach is carried out completely offline. One can imag-
ine, however, a real-time version that operated online as the
journalist writes the story - suggesting a set of initialized can-
didate visualizations to support the most recently completed
sentence. Our case study user was intrigued by the possibility
that the tool could influence how journalists write. I wonder
if a writer might use specific phrasing as a tool for leading
the reader to particular elements of the game? It would be
interesting to study how real-time interactive visualization
coupling might influence the writing style of journalists.
This approach should transfer well to any sport where stories
typically consist of discussions of players, teams, the field (or
pitch, court, etc.), times, and game stats. We suspect it can
also be extended to data-rich news stories as well, however,
these will require more sophisticated algorithms for extracting
the Ws given the more general language and context. Finally,
a thorough evaluation of the approach is needed. We are in the
process of conducting a crowdsourced study to examine the
effects of this type of coupling on the reading experience.
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