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第 1章 序論 2
(a) (b)
Fig. 1.1 Estimation methods for the position and orientation of an object:














一般的に，計測対象上の三次元点と画像上の点の n 組の対応から PnP(Perspective-
n-Point)問題を解くことにより位置・姿勢を推定する．この方法は，事前に何らかの































































































































ハードウェア技術の発展に伴い，Google Glass [7] やMoverioBT-200 [8] に代表さ
れる小型軽量な計算機とカメラ，シースルー型ヘッドマウントディスプレイを組み合
わせたウェアラブルデバイスが現実のものとなっている．これらのウェアラブルデバ
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イスに関する研究として，仮想情報を実空間に重畳表示する拡張現実感 (AR) 技術を
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(a) (b)
(c) (d)
Fig. 2.2 Hand segmentation procedure. (a) a captured RGB image, (b) the
probability image of skin-color for the captured image, (c) the extracted hand









































ここで，N は手領域輪郭の画素数，xi，yi は各手領域輪郭画素の座標値，xm，ym は


















Relative angle φ 
Fig. 2.3 Overview of feature-points detection.
手領域輪郭画素の重心位置を表している．続いて，得られた基準角  からの相対角度
'を次式により得る．
' = atan2 (yi   ym; xi   xm)   (2.2)
ただし，相対角度 'は小数点以下を切り捨て，整数値としている．この相対角度 'が










Fig.2.4の実線が得られた 1 ごとの距離 l' をグラフ化したものである．ここで，横
軸は基準角  に対する相対角度 '，縦軸は手の中心から輪郭点までのユークリッド距
離である．この得られた距離 l' から特徴点 A～D を検出する．得られた距離 l' は
局所的に微小な変化を含むため，指の凹部を直接検出することが難しい．そのため，
Fig. 2.4 の点線 ls' のように，得られた距離 l' を平滑化し，特徴点 A～D の相対角度
'A～'D を推定する．ここでは，移動平均法を用いて次式のように得られた距離 l' を









事前の実験から経験的に b = 5 に設定した．平滑化された距離 ls' から極小点を検出
し，' =  110 側から見て 2 番目から 4 番目の極小点の相対角度を特徴点 B～D の
相対角度 'B～'D とする．特徴点 A については，Fig. 2.4 の ' =  50 付近のよう
に，特徴点 Aから正の方向に距離が滑らかに変化するため，極小点の位置が安定しな
い．一方で，' =  110 側から特徴点 A にかけて親指と人差指間の凹部を境に距離
が急激に変化する特徴がある．そこで，親指と人差指間の凹部よりもわずかに負側に
現れる，' =  110 から見て最初の極大点を Aの暫定的な角度 'A0 とする．この角
度 'A0 を基準に 'A0 + 30 までの範囲において急激に距離が減少した点を探索するこ
とで，親指と人差指間の凹部が存在する相対角度 'A を決定する．得られた相対角度
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Fig. 2.5 Calibration of feature-points. (a) an input image with detected








画像平面上の特徴点の三次元座標を (px; py; pz)，マーカの原点を (mx;my;mz)，マー
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の特徴点は手のひら平面上に存在し，常に Z = 0となるため，画像中の手のひらの座























入力画像中の特徴点の 5点の対応から Levenberg-Marquardt法 [18]に基づいて投影
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誤差が最小となるホモグラフィ行列 H を算出している．推定されたホモグラフィ行






r3 = r1  r2 (2.9)
T = A 1h3 (2.10)
 = 1=
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(a) (b) (c)
Fig. 2.6 Normalization of a hand silhouette. (a) captured hand images, (b)
































の入力画像は，USBカメラ (Webcam C500, Logicool社製)を用いて，320240[pixel]








t = 10.1 t = 13.0 t = 17.5 t = 22.1 t = 24.3t = 3.3 t = 0.0 
Fig. 2.7 Qualitative comparison between displayed objects based on the
postures of the AR marker and the palm. (a) captured images, (b) displayed
objects based on the posture of the AR marker, and (c) displayed objects
based on the posture of the palm.
フリッカーにより生じる輝度の揺らぎを低減している．人の手のひら上に貼付した一





t = 0:0と t = 3:3，t = 13:0と t = 17:5の結果では，ほぼ同じ指の動きを伴う手に
対して，手の姿勢のみが変化している．また，t = 22:1および t = 24:3の結果では，
他の結果に比べて比較的カメラから離れた位置に手のひらが位置している．これらの
結果では，手の位置および姿勢が変化しているが，いずれの結果においても手のひらに
基づいて ARマーカとほぼ同じ位置・姿勢でオブジェクトを描画できている．t = 3:3
と t = 10:1の結果では，手の位置・姿勢はほぼ同じであるが，指の間隔が異なってい
る．同様に，t = 22:1と t = 24:3の結果についても，指の間隔が異なっている．これ
らの結果においても，ARマーカと手のひらに基づいて描画されたオブジェクトの位














Fig. 2.8 Computation procedure of projection error based on the AR marker
and the palm: (a) estimated coordinate systems, (b) projected points based
on the postures of the AR marker and the palm, and (c) enlarged image that






標系 (Xm; Ym; Zm)，手のひらの座標系 (Xp; Yp; Zp)がそれぞれ得られる．Fig. 2.8(b)
のように，推定された座標系のXY 平面上に原点を中心とし，X 軸，Y 軸に沿ってそ
れぞれ 10.0 mm間隔で 11 11点の点群をプロットし，画像平面上に投影したものが
m i;j，pi;j である．Fig. 2.8(b)における影付きの矩形領域を拡大し，重ね合わせて表
示したものが Fig. 2.8(c)である．点m i;j，点 pi;j は，推定された ARマーカ，手の
ひらの位置・姿勢の差異に応じて，それぞれ異なる位置に投影される．この ARマー
カに基づいて投影された点m i;j と手のひらに基づいて投影された点 pi;j から，投影


















Fig. 2.9 RMS errors of the projected points based on the AR marker and the palm.
















ここで，pi;jx ，pi;jy は手のひら，mi;jx ，mi;jy は ARマーカの位置・姿勢に基づいて投影
された点の画像上の座標値を表す．また，N は iおよび j の要素数である．
実験によって得られたフレームごとの RMS 誤差を Fig. 2.9 に示す．ここで，横軸
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イスとほぼ同等の処理能力を持った Intel(R) Core(TM) i7-4500U @1.80GHzを搭載
したモバイル PCを利用した．
入力画像 400フレームの各処理における平均処理時間を Table 2.1 に示す．処理結
果を見ると，手領域の抽出から手のシルエットを正規化するまでの合計した処理時間
第 2章 単眼カメラによる手のひらの位置・姿勢のマーカレス計測 25
F
0 F1 F2 F3 F4












な F0～F4 の 5枚の事前に記憶した手のシルエットをテンプレート画像として利用し，
単純な形状マッチングにより手形状を識別した．ここでは，入力画像 I に対する各テ
ンプレート画像 Fi (0  i  4)との類似度 Si を算出し，類似度が最大となるテンプ
レート画像 Fk を次式で求める．
k = arg max
0 i4
Si (2.16)























8<: 1 if I(x; y) = Fi(x; y)0 otherwise (2.18)












えば，(a1) と (a2) の結果画像を比較すると，異なる手のひら位置・姿勢からほぼ同

















Hand SilhouetteSource Image Displayed Object
Fig. 2.12 Results of the experiment using an example application for switch-
ing displayed objects.
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Table 2.2 Recognition rate of each hand shape












Table 2.2 に手形状ごとの認識率を示す．本実験では，手形状ごとに 97.1% から
99.7%の認識率で正しい手形状を識別し，手形状に対応する正しいオブジェクトを描















d = sc   sh (2.19)
r =
d  dnarrow
dwide   dnarrow (2.20)
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手のシルエットとその凸包領域，右列が表示オブジェクトの画像を表している．中央
列の r の値は式 (2.20)を用いて得られたそれぞれの結果である．例えば，(a)のよう
に手を大きく広げた場合には r = 1:000 となり，ティーポットが鮮明に描画されて
いる．(b)～(d) を順に見ると，指同士の間隔を狭めるにつれて r の値が小さくなり，
徐々にティーポットの透過度が増している．(e) のように指同士を接触させた状態で


























Hand SilhouetteSource Image Displayed Object
Fig. 2.13 Results of the experiment using an example application for chang-
ing the transparency of a displayed object
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Table 2.3 Recognition rate of each hand shape


































































































きを計測する手法 [25, 26] も報告されている．これらの研究では，カメラ画像からモ
デル船に貼付したカード状のマーカーから特徴点を検出し，船体の位置・姿勢の高精
度な計測を実現している．しかしながら，計測範囲の狭さや特徴点検出の頑健性の観














































































Fig. 3.3 に計測用カメラと得られる距離の幾何学的関係を示す．ここで， l と  r




tan l   tan r ; (3.2)
ここで，LC は計測用カメラ間のベースラインの長さを表す．得られた距離 hを用い


































tan2  l + tan





カメラユニットのパン角 'は，追跡用カメラから得られた角度  c と電動雲台のパ
ン角 pan から次のように決定される．














(xTR , yTR)(x0 , y0)
θ
LU




dR，角度 'L, 'R から計算する．本システムでは，2つのランドマークの中点 (x0, y0)








+ dR sin'R; yTR = dR cos'R (3.6)
ここで，LU はカメラユニット間の長さを表す．また，この LU はカメラユニットの設
置時に得られるものとしている．船体の向き  は，得られたランドマークの位置に基
づいて次のように決定される．




















  x0) cos  + y0 sin  (3.9)
yCL = ( LU
2








  x0) sin    y0 cos  (3.12)















ニットから得られた角度 'R が R の誤差を持つ場合の距離計測のシミュレーション
結果を Fig. 3.5に示す．同図では，横軸が実際の距離，縦軸が計測される距離を表し




























Fig. 3.5 Simulated distance errors, given the error R of the angle 'R in a
case where LC = 300 mm and f = 16 mm.










































Fig. 3.6 Geometry for the correction of the camera-unit directions.
得られた補正値 cに基づいて，以下の式から補正した距離 dc を得る．
dc =
8>><>>:












 = (1 + c1)
2   4c2 (c0  m) : (3.17)






aL1，aL2，aR1，aL1, aL2, aR1 はそれぞれ各カメラユニット，ランドマーク間の実際
の距離を表す．角度 L1，L2，R1，R2 は，ランドマーク間の距離 LT およびカメ
















































  (R1 + R2)  'R: (3.23)
式 (3.5) および式 (3.6) において，得られた誤差に基づいて 'L を 'L + L，'R を






の焦点距離は 16mmである．各カメラのピクセルサイズは 7.5m，解像度は 640480
ピクセルである．実験では，船体の代わりに可動式の机に 860mmの間隔でカメラユ
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Table 3.1 Conguration parameters of the prototype measurement system
for the evaluation of measurement accuracy
Parameter Value
Baseline length of cameras 300 [mm]
Focal length of measurement camera 16 [mm]
Focal length of tracking camera 8 [mm]
Pixel size 7.5 [m]
Image resolution 640 480 [pixel]
Baseline length of camera-units 860 [mm]





軸方向の並進ずれ，回転を含まないの条件である．Fig. 3.7(b)は x = 2:0mの並進ず
れ，Fig. 3.7(b)は  = 20 の回転，Fig. 3.7(b)は x = 2:0mの並進ずれと  = 20 の
回転の両方を含む条件である．各条件では，y = 3:0mから y = 10:0mまで 1m毎に
計測点を設定した．各計測点では，連続 100回の計測を行った．
Fig. 3.8 に条件ごとに得られた計測の平均誤差を示す．各図において，丸が x 軸方
向のずれ，回転を含まない条件の平均誤差を表している．同様に，菱型が x = 2:0mの
ずれを含む条件，三角が  = 20:0 の回転を含む条件，四角が x = 2:0mと  = 20:0
の両方を含む条件での平均誤差を表している．Fig. 3.8(a)，Fig. 3.8(b)の結果から，x
および y軸方向の平均誤差は全て100m以下であることがわかる．また，Fig. 3.8(c)








20.0 [deg.] 20.0 





Fig. 3.7 Conditions for accuracy evaluation of position measurement: (a)
without translation of x and rotation, (b) with 2.0 m translation of x, (c) with
2.0 m translation of x and 20 rotation, and (d) with both 2.0 m translation
of x and 20 rotation.
の結果から，姿勢 の平均誤差は 1:0 以下であることがわかる．Table 3.2に x，y，
それぞれの最大誤差を示す．x軸の最大誤差は，x = 2:0m，y = 10:0m， = 20:0 の
場所において 195.6mmであった．y軸の最大誤差は，x = 0:0m，y = 9:0m， = 0:0
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x = 0 m, θ = 0㼻
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(b) Average errors for y
x = 0 m, θ = 0㼻
x = 2 m, θ = 0㼻
x = 0 m, θ = 20㼻















2 3 4 5 6 7 8 9 10
Value of y [m]
(c) Average errors for θ
x = 0 m, θ = 0㼻
x = 2 m, θ = 0㼻
x = 0 m, θ = 20㼻
x = 2 m, θ = 20㼻
Fig. 3.8 Results of the position measurement.
により，本実験の結果から，本システムにより，近距離での船位保持に必要な高精度
な船体の位置・姿勢の計測が可能であることが示された．
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Table 3.2 Maximum errors in the measurements.
Maximum error for x 195.6 mm
Maximum error for y 67.2 mm
Maximum error for  1.4
Table 3.3 Processing time of the proposed system.
Process Time [ms]
Landmark detection 3.44
Estimation of distance and direction ＜ 0.01

























は，長さ 85m，幅 10m，深さ 3.5mの大きさを持ち，波を発生させることができる．
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Fig. 3.10 Angular velocities of the model vessel in condition without waves:
(a) angular velocity of roll motion, and (b) angular velocity of pitch motion.


















































0 10 20 30 40 50 60
Fig. 3.11 Angular velocities of the model vessel in condition with 2 cm waves:
(a) angular velocity of roll motion, and (b) angular velocity of pitch motion.
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Table 3.4 Processing time of the proposed system.
Condition Parameter Standard deviation
x 10.4 mm
Without waves y 3.1 mm
 0.1
x 16.9 mm
With waves y 5.6 mm
 0.2
Figs. 3.12，Fig 3.13に，計測によって得られた，船体の位置 x，y，向き  を示す．
Figs. 3.12 が波のない条件における計測結果，Fig 3.13 が波のある条件における計測
結果である．結果から，波の有無にかかわらず，x，y ともに 50mm以下の誤差で計
測できていることがわかる．また，各条件において計測された位置 x，y，姿勢  の
標準偏差をまとめたものが Table 3.4である．波のない条件における xの標準偏差は
10.4mmであった．yの標準偏差は 3.1mm，の標準偏差は 0.1 であった．2cmの波





























































































Fig. 3.12 Measured position and heading in the condition without waves:
(a) displacement of x position, (b) displacement of y position, and (c) dis-
placement of heading.






















































































Fig. 3.13 Measured position and heading in the condition with waves: (a)
displacement of x position, (b) displacement of y position, and (c) displace-
ment of heading.



















































られる．既に実用化されているレーザセンサに基づくシステム [31, 32] は，レーダに
よる手法と同様に，船体に設置したレーザセンサと対象物に設置した複数の反射板か
ら得られる距離に基いて位置・姿勢を計測している．これらのシステムは，頑健で実
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用的な位置・姿勢計測を実現している．一方で，反応器や反射板が設置されている特
定の場所における対象の計測に適用場面が限定されてしまう課題がある．





























Fig. 4.1 Conguration of the proposed measurement system.
4.2 マーカレス計測におけるシステムの構成







ユニットが追跡しながら距離 dL，dR と角度 'L，'R を計測する．これらの距離と角
度から，2つの観測点の中点を基準とする船位 (x, y)と姿勢  を得る．





















前述の処理により得られた指定点は，Fig. 4.3(a)のように，画像上の座標 (u, v)に
投影される．画像内の指定点の座標 (u, v)に基づいて，カメラの光軸と指定点のなす





Fig. 4.2 Estimation of displacement between two image frames.
水平角  cx を次式により計算する．




ここで，f はレンズの焦点距離，su は水平方向のピクセルサイズを表す．垂直角  cy
についても，水平角  cx と同様の手順により算出することができる．得られた水平角
 cx および垂直角  cy を最小化するように，電動雲台のパン軸とチルト軸を回転制御
することで，常に指定点が画像内に収まるように追従させる．
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Input image
















Fig. 4.3 Calculation of the direction angle to the designated point: (a)
projected position of the designated point in an input image, and (b) geometry




トから対象物までの距離を計算する．Fig. 4.4 に距離計測の概要を示す．Fig. 4.4(a)
中の×印は対象物ともう一方のカメラの光軸との交点を表す．左計測用カメラ画像に
投影された右計測用カメラの光軸と対象物の交点座標 p l = (plu; plv; 1)T は，右計測
用カメラ画像の中心座標 cr = (cru; crv; 1)T と右計測用カメラから左計測用カメラへ
のホモグラフィを表す行列Hを用いて，次のように定義される．
sp l = Hcr (4.2)














Fig. 4.4 Illustration of distance measurement based on the homography be-
tween two measurement cameras: (a) angle calculation between the optical
axis and center point of another camera image, and (b) distance calculation
between the designated point and the camera unit.




これにより得られた交点座標から，各カメラの光軸と交点のなす角  lx， ry を以下の
式を用いて計算する．








ここで，su および f は前節と同様に，それぞれ水平方向のピクセルサイズと焦点距離
である．

















カメラユニットの水平角 'は，追跡用カメラから得られた水平角  cx と電動雲台の
パン角 pan から次のように決定される．




























Fig. 4.5 Experimental conditions in water.
Table 4.1 Conguration parameters of the prototype marker-less measurement system
Parameter Value
Baseline length of camera units (LU ) 1316 mm
Baseline length between measurement cameras (LC) 300 mm
Focal length of measurement cameras 16 mm
Focal length of tracking cameras 8 mm
Pixel size 7.5 m






本実験では，Fig. 4.5中に示す x方向の並進，y 方向の並進，水平方向の回転 をそ
れぞれ与えた 3つの条件で計測を行った．また，波による船体の揺れに対する影響を







































Fig. 4.6 Measured x positions of the model vessel: (a) results under the
condition without roll motion of the model vessel, and (b) results under the







































Fig. 4.7 Measured y positions of the model vessel: (a) results under the
condition without roll motion of the model vessel, and (b) results under the
condition with roll motion of the model vessel.
評価するため，各条件において全長方向を軸とするロール回転を船体に加えた場合と
加えない場合でそれぞれ計測を行った．ロール回転を加えた時に慣性センサにより計













































Fig. 4.8 Measured headings theta of the model vessel: (a) results under the
condition without roll motion of the model vessel, and (b) results under the
condition with roll motion of the model vessel.
Table 4.2 Average errors, maximum errors, and standard deviation of the
measured positions and headings under the condition without roll motion of
the model vessel.
Parameter Average error Maximum error Standard deviation
x 0.059 m 0.169 m 0.037 m
y 0.029 m 0.132 m 0.033 m






Table 4.2と Table 4.3に各条件における，位置・姿勢の平均誤差と絶対誤差，標準
偏差を示す． x方向および y 方向の平均誤差はいずれも，最も精度の要求される接岸
作業における船位計測に必要とされる 0.1mを十分に下回っている．各標準偏差につ
いても，0.05m 未満となっており，安定した計測結果が得られていることがわかる．
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Table 4.3 Average errors, maximum errors, and standard deviation of the
measured positions and headings under the condition with roll motion of the
model vessel.
Parameter Average error Maximum error Standard deviation
x 0.053 m 0.198 m 0.036 m
y 0.027 m 0.112 m 0.024 m
 0.58 2.23 0.39
接岸作業では，計測される姿勢の誤差は 0.1 以下であることが望ましいが，実験結果











では，CPUとして Intel(R) Core(TM) i7-4710MQ，GPUとして GeForce GTX860
Mを搭載した，ノート PCを利用した．
Table 4.4に位置・姿勢の計測における各処理の時間を示す．これらの結果は，300
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Table 4.4 Processing time of the marker-less measurements.
Process Time [ms]
Feature-points detection and matching for distance measurement 47.85
Homography estimation for distance measurement 1.10
Distance and angle calculation 0.02
Feature-points detection and matching for tracking 39.36
Displacement calculation 1.08
Position and orientation estimation 0.05
回の計測における平均の処理時間である．両計測用カメラによる SURF特徴点の検出
および照合に要した時間は 47.85 ms であった．ホモグラフィに基づく視差の算出に
要した時間は 1.10 ms，距離と方向  の算出に要した時間は 0.02 msであった．また，
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