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ABSTRACT. Within this article, the Kardar-Parisi-Zhang stochastic PDE is both considered and established as the continuum model
for the height function associated to the long-range asymmetric exclusion process. Precisely, we demonstrate that the lattice Cole-
Hopf transform of the height function, or equivalently the Gartner transform, converges in the appropriate topology to the solution
of a linear multiplicative stochastic heat equation for arbitrarily long-range exclusion processes living on the infinite-volume lattice
Z, thereby furthering the result of Dembo-Tsai in [8]. The primary technical novelty that we develop towards establishing this KPZ
continuum limit is a robust dynamical variation and improvement upon the classical one-block estimate of [14], crucially exploiting
the temporal ergodicity of the lattice dynamics.
1. INTRODUCTION
The current article concerns the universality behind the Kardar-Parisi-Zhang stochastic PDE among interacting particle
systems, namely the asymmetric exclusion processes. Precisely, the primary objective for this article is to establish the KPZ
equation as the universal family of continuum models parameterized by its coefficients for the height function associated
to a large family of long-range asymmetric exclusion processes under the weak-type scaling for the asymmetry.
The Kardar-Parisi-Zhang SPDE is the following family of stochastic PDEs parameterized by both its diffusivity constant
α ∈ R>0 and effective drift α′ ∈ R:
∂THT,X =
α
2
∂ 2
X
HT,X −
α′
2
∂XHT,X 2 + α 12 W˙T,X ; (T,X ) ∈ R>0 ×X . (1.1)
The spaceX can be either the torus T1 or the line R, among other examples, though in this article we address the situation
of X = R; the compact framework X = T1 yields the same behaviors as X = R for this article, though we do not address
this explicitly. Moreover, the random field W˙T,X is a space-time white noise on R>0×X defined to be a centered Gaussian
field on R>0 ×X with covariance kernel E[W˙T,X W˙S,Y ] = δ0(T − S)δ0(X − Y ) for all (T,X ), (S,Y ) ∈ R>0 ×X , where δ0
denotes the Dirac point mass supported at the origin.
The KPZ equation (1.1) was originally derived via renormalization group (RG) considerations in the seminar PRL article
of Kardar, Parisi, and Zhang [18]. The equation has then been conjectured to be the universality class for slope-dependent
growth processes, such as paper-wetting, crack formation, burning fronts, epidemics; these processes include the ballistic
deposition and Eden models, respectively. We refer the reader to [5] for any details. However, giving part of the motivation
of this article, understanding the KPZ equation (1.1) itself is a nontrivial task already, as explained below.
The analytic problem with the KPZ stochastic PDE is the quadratic nonlinearity which is, a priori, ill-defined given the
spatial roughness of the space-time white noise. The classical solution theory to (1.1) is through the Cole-Hopf transform
ZT,X , defined to be the linearization
∂TZT,X =
α
2
∂ 2
X
ZT,X + λα
1
2 ZT,X W˙T,X , (T,X ) ∈ R>0 ×X , (1.2)
with λ = α
′
α ∈ R; indeed, the field ZT,X is formally obtained through exponentiating the solution HT,X to the corresponding
KPZ equation, and (1.2) itself admits a classical solution theory via Ito’s calculus. Moreover, by a theorem of Mueller [21],
positive solutions remain positive under the SHE flow (1.2) with probability 1, which therefore provides a solution theory
for the KPZ equation via the SHE.
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To illustrate the problem, consider the simple or nearest-neighbor models with dynamics on some latticeX , interpreted
as either the full line Z or a torus T of growing volume, given by the following data:
• Any initial particle configuration must have at most one particle per site in X .
• Provided any initial particle configuration, distinct particles perform symmetric simple random walks on X with
an asymmetric drift of order N−
1
2 .
• If any particle attempts a jump that would yield a site with multiple particles, suppress that jump; this preserves
the total particle number and ensures each site has at most one particle during the entire lifetime of the process.
We formulate the above dynamics more precisely later in this section for the long-range processes. Delaying also a precise
formulation of the height function until later in this section, within the seminal article [3] of Bertini-Giacomin, the authors
establish the family of KPZ stochastic PDEs, again parameterized by its coefficients, as the continuum model for the height
function associated to the nearest-neighbor model described earlier. Roughly speaking, the key insight is inspired by fluid
dynamics and Gartner’s analysis towards establishing the hydrodynamic limit of the height function associated to an ASEP
with weaker-asymmetry; the employed tool referred to as the Gartner transform solves a microscopic version of a stochastic
heat equation, a linear equation for which the analysis is almost entirely PDE-based.
In [7], the observation leading to a microscopic stochastic heat equation is reinterpreted as a self-duality of the Gartner
transform with respect to an exponential-type function of the associated height function; in particular, much probabilistic
detail in the work of Bertini-Giacomin in [3] is hidden behind the aforementioned duality, and more generally the quantum
integrable structure, of the ASEP. In a successful first attempt towards establishing the KPZ equation as a continuum model
for the height function associated to long-range exclusion processes, Dembo-Tsai prove the analogous result in [8] under
two constraints:
• The maximal range of interaction between any two sites within the lattice X , or equivalently the maximal jump-
range for any given particle, is bounded above by 3.
• The vector of asymmetry coefficients belongs to a sufficiently small neighborhood of a specialized one-dimensional
space of possible asymmetry coefficients, to be made precise shortly. Here, sufficiently small refers to at the scale
for which themicroscopic features behind the particle system are identical to those for the particle system evolving
with the specialized asymmetry.
A possibly valid, common perspective towards the above pair of assumptions is that neither assumption above carries with
it a blatant physical or probabilistic lesson, so neither assumption should be necessary in establishing the KPZ equation as
a continuum model for the associated height function. However, a consequence of the exclusion component of the particle
system, in [8] the authors encounter multiple nonlinearities of the Gartner transform in deriving an approximation for the
duality that arises in the nearest-neighbor models. All but two nonlinearities are successfully analyzed via a hydrodynamic
theory for the particle system; the remaining two nonlinearities are addressed by employing the two assumptions above,
which, via algebraic formulas, transforms the problem of their analysis into a similar problem of hydrodynamic analysis.
Within the current article, we establish the family of KPZ equations parameterized by their coefficients as the continuum
model for long-range exclusion processes without any constraint on the maximal range of interaction, and while improving
significantly the second assumption concerning the asymmetry. Moreover, this result remains valid for all types of the initial
data considered in [1], [3], and [8], including the narrow-wedge initial condition. Equivalently, the primary result within
this article furthers the primary result within [8] to arbitrarily long-range interactions and a significantly larger family of
allowable asymmetries.
Meanwhile, the primary technical innovation and contribution within this article is a dynamical analog of the classical
one-block strategy, whose ingredients consist of a log-Sobolev inequality for the dynamic and an energy estimate of Kipnis-
Varadhan. We address this point with additional detail after we have introduced enough preliminary discussion.
1.1. The Model. We review the particle system from [8] of primary interest in this article. We employ a scaling parameter
N ∈ Z>0, and the desired continuum limits will emerge in the limit N →∞ which itself will be referred to as the large-N
limit.
2
A precise description of the stochastic particle dynamics requires an underlying space-time geometry, some static system
specifying the state-space, and a suitable operator to serve as the generator. We list these three components in this order.
• Our particles will move on the infinite-volume lattice Z. Our temporal coordinates will be [0,∞) = R>0. Consid-
ering approximations of this half-line by intervals with finite time-horizons, our dynamics will occur on [0, T f ]×TN
for arbitrary T f ∈ R>0.
• The state space is exactly the state space of ASEP on Z. More precisely, using the spin-notation adopted previously
in [8], for any sub-lattice Λ ⊆ Z we define ΩΛ = {±1}Λ. Observe this association prescribes a mapping Λ→ ΩΛ
for which any containment Λ′ ⊆ Λ induces the canonical projection operator ΩΛ→ ΩΛ′ given by
ΠΛ→Λ′ : ΩΛ→ ΩΛ′ , (ηx)x∈Λ 7→ (ηx )x∈Λ′ . (1.3)
We implicitly adopt the physical interpretation that ηx = 1 indicates the presence of a particle located at x ∈ TN
and that ηx = −1 indicates the absence of any particle. The aforementioned relationship between the sub-lattices
and corresponding state-spaces thus enables us to write the Greek letter η to denote a particle state in ΩΛ without
explicitly referring to exact sub-lattice Λ ⊆ Z.
We conclude by mentioning that the global state spaceΩZ is equipped with theσ-algebra generated by cylinder
sets, namely the σ-algebra induced by taking pullbacks of measurable sets under the projections ΩZ → ΩΛ with
Λ ⊆ Z ranging over all finite sub-lattices of Z.
• To specify the stochastic dynamic, we must first introduce the following two sets of coefficients, the first of which
encodes the underlying symmetric mechanism and the second of which encodes the asymmetric component:
AN :=
¨
αN
k
∈ R>0 :
∞∑
k=1
αN
k
= 1
«∞
k=1
, Γ N :=

γN
k
∈ R
	∞
k=1
. (1.4)
For convenience, let us assume γN
k
> 0 for all k ∈ Z>0, though this assumption is certainly removable by straight-
forwardly adapting the analysis within this article.
For any pair of sites x , y ∈ Z, we denote by Lx ,y the generator for the symmetric exclusion process on the bond
{x , y}. We specify the generator LN ,!T of our dynamic via its action of a generic functional f : ΩZ→ R given by
LN ,!T f : η
·7→ N2
∞∑
k=1
αN
k
∑
x∈Z

1+
γN
kp
N
1+ηx
2
1−ηx+k
2

Lx ,x+kf. (1.5)
To completely specify the data of our stochastic process, we let F• denote the canonical filtration.
We proceed by presenting structural assumptions concerning our particle dynamic. The first assumption consists of two
sub-components; one of these sub-components is to ensure that the predicted KPZ-limit as discussedwithin the introduction
in [8] is well-defined, and the other component concerns moments of these coefficients.
Assumption 1.1. For any k ∈ Z>0, there exist deterministic parameters αk,γk so that
lim
N→∞
∞∑
k=1
k2

αN
k
−αk

= 0, lim
N→∞
∞∑
k=1
k

γN
k
− γk

= 0. (1.6)
Moreover, for all p ∈ R>1, we have
sup
N∈Z>0
∞∑
k=1
kpαN
k
.p 1, sup
N∈Z>0
∞∑
k=1
kp|γN
k
| .p 1. (1.7)
The next assumption is significantly more interesting concerning the physics behind our model. To present the assump-
tion, we require some notation.
Notation 1.2. For any N , k ∈ Z>0 we define the specialized asymmetry coefficients by the formula
αN
k
γ
N ,∗
k
= 2λN
∞∑
ℓ=k+1
ℓ− k
k
αN
ℓ
+ λNα
N
k
, λN
·
=
∞∑
k=1
k2αN
k
−1 ∞∑
k=1
kαN
k
γN
k
. (1.8)
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Consequence of definition of λN ∈ R>0, the coefficients (γN ,∗k )∞k=1 and (γNk )∞k=1 are intimately connected in an important
fashion; see Lemma 2.1 below for details.
Concerning the coefficients of the asymmetry component of our dynamic, the following constraint is of primary interest;
it provides a priori comparison between γN
k
and γ
N ,∗
k
for all k ∈ Z>0 that is both stable in the large-N limit and a significant
improvement on the parallel assumptions in [8].
Assumption 1.3. There exists some βc ∈ R>0 sufficiently small but universal so that
∞∑
k=1
k
γN
k
− γN ,∗
k
 6 N− 12+βu (1.9)
for any βu < βc.
The assumption within [8] concerning the asymmetry coefficients for the system requires the a priori estimate of N−1
rather than N−
1
2 ; thus the improvement within this article relaxes the necessary bound from inverse of the hydrodynamic
scale to inverse of the finer fluctuation scale.
1.2. Lattice Cole-Hopf Transform. Following both of [3] and [8], we construct a space-time random field as a functional
of the entire process for the particle system which converges to the continuum SHE in the large-N limit. This approach is
due originally to Gartner in the derivation of the hydrodynamical limit for the ASEP with weaker asymmetry.
Definition 1.4. For T ∈ R>0, we define hNT,0 as the net flux of particles across the origin, adopting the convention counting
leftward moving particles contribute positive flux.
We now define the associated height function and Gartner transform to be
hN
T,X
•
= hN
T,0
+ N−
1
2
∑
0<y<X
ηN
T,y
, (1.10a)
ZN
T,X
•
= exp

−λNhNT,X + νN T

(1.10b)
where
νN
•
=
1
4
N
∞∑
k=1
k

γN
k
u(N−1)−αN
k
v(N−1)

+ λ2
N
N
∞∑
k=1
eαN
k

k+λ2
6k2 − 5k
12N

(1.11)
with u(x) = x−
1
2 sinh(2λN x) and v(x) = x
−1[cosh(2λN x)− 1].
Lastly, we linearly interpolate both the associated height function and Gartner transform to obtain continuous functions
on R>0 ×R.
1.3. Main Theorem. The primary result within this article is a continuum limit for the Gartner transform ZN
T,X
. To present
the result precisely, we introduce the following two types of initial particle configurations, which we often refer to as initial
data from the PDE perspective.
For any p ∈ R>0, we define ‖X‖Lpω = [E |X |p]
1
p to be the Lp-norm with respect to the underlying randomness.
Definition 1.5. We say the particle system is at near stationarity, or equivalently that a probability measure µ0,N on ΩZ is
near stationary, if the following moment bounds when taken with respect to µ0,N :
sup
X∈Z
eN−κ,XZN0,X
L
2p
ω
.κ,p 1, (1.12)
sup
X∈Z
eN−κ,X ZN0,X − ZN0,y
L
2p
ω
.κ,p,u N
−u|x − y |u; (1.13)
above, p ∈ R>1 is any arbitrary finite moment, and we have u ∈ (0, 12 ).
Moreover, we require the spatial fields ZN
0,NX
→N→∞ Z0,X with respect to the locally uniform topology on C(R) for some
continuous function Z0,X ∈ C(R).
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Further, we define the narrow-wedge initial condition, or narrow-wedge initial data, to be the probability measure on
ΩZ supported on the configuration
ηNW
y
•
= 1R>0(y) − 1R60(y), y ∈ Z. (1.14)
Before we state the primary result, we recall the exponent βc ∈ R>0 from Assumption 1.3. Second, the upcoming result
relies on the topology of the Skorokhod spaces; for a reference, see [4].
Theorem 1.6. Suppose βc ∈ R>0 is sufficiently small, and moreover define the constants α =
∑∞
k=1
k2αk and λ = limN→∞ λN .
Then the following hold:
• Under near-stationary initial data, the space-time field ZN
T,NX
is tight in the large-N limit with respect to the Skorokhod
topology on D(R>0,C(R)). Moreover, all limit points concentrate on the unique weak solution to the SHE (1.2) with
parameters α,λ ∈ R defined above and with initial data Z0,X .
• Under narrow-wedge initial data, consider instead
eZN
T,X
•
=
1
2λN
N
1
2ZN
T,X
. (1.15)
Then the space-time field eZN
T,NX
is tight in the large-N limit with respect to the Skorokhod topology on D(R>0,C(R)).
Moreover, all limit points concentrate on the unique weak solution to the SHE (1.2) with parameters α,λ ∈ R defined
above and with initial data the Dirac point mass δ0 supported at the origin. Equivalently, all limit points concentrate
on the fundamental solution to the SHE (1.2), in distribution.
In proving Theorem 1.6, for simplicity we assume βc = 0; the interested reader is invited to compute the optimal value
of βc ∈ R>0 provided by our analysis.
Consequence of Theorem 1.6 within the setting of the narrow-wedge initial data, we obtain limiting exact statistics for
the height function hN
T,X
which indicate its membership in the KPZ universality class. Because such consequence concerning
the limiting exact statistics is identical to Theorem 1.3 in [8], we refer therein for the precise result.
Lastly, in proving Theorem 1.6, we will organize our analysis by explicitly writing the bulk of the analysis when proving
results necessary for establishing Theorem 1.6 with near-stationary initial data. Meanwhile, the necessary adjustments for
proving Theorem 1.6 for narrow-wedge initial data will be ultimately organized and combined in the final section of this
article, as the strategies are almost identical.
1.4. Background. This subsection contains information that is considered "well-known" to experts on the KPZ equation,
though we include this discussion anyway for a sense of completeness.
In [15], Hairer developed the famous, robust theory of regularity structures in a successful effort to construct an intrinsic
solution theory for the KPZ equation; Hairer’s theory of regularity structures was afterwards furthered to singular stochastic
PDEs beyond the KPZ equation in [16]. However, Hairer’s theory of regularity structures is a stochastic analytic theory; in
particular it provides a stochastic analytic toolbox, and thus the problem of implementing regularity structures into lattice
dynamics and interacting particle systems remains open. For progress in this direction, we refer to [17].
An alternative approach to understanding the KPZ equation is through the stochastic Burgers equation, whose solution
is formally defined via u = ∂XH . In [10], Goncalves and Jara successfully introduced the nonlinear martingale problem
formulation for the stochastic Burgers equation known as energy solutions. The primary advantage of the energy solution
theory is its robust nature when analyzing fluctuation fields of interacting particle systems; coupled with the uniqueness
result for energy solutions obtained by Gubinelli and Perkowski within [13], Goncalves and Jara, along with Sethuraman in
additional papers, successfully established the energy solution theory for the stochastic Burgers equation as the continuum
model for the analog of the derivative of the height function for a general class of interacting particle systems. Moreover, the
energy solution theory was established to agree with the Cole-Hopf theory of solutions to the KPZ equation as a byproduct
in [13]. The primary disadvantage to the energy solution theory, however, is its limited scope; the analysis depends heavily
on analyzing particle systems beginning at the stationary measure, and thus cannot study the initial particle configurations
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of primary interest outside stationarity such as the narrow-wedge, flat, or the one-sided Brownian initial data. See [5] for
a further discussion on initial conditions, and [11] and [12] for the application of energy solution theory.
Lastly, although not directly related to the main problem of the KPZ equation, we remark briefly on the seminal article
[6] in which Chang and Yau establish the additive SHE as the continuum model for fluctuations of the empirical measure
associated to a reversible Ginzburg-Landau model. The methods employed within [6] rely on substantially little algebraic
structure of the Ginzburg-Landau model outside of its Gibbs-type structure which yields both a log-Sobolev inequality and
large-deviations principles. In particular, Chang and Yau reduce the continuum model problem into an N -body eigenvalue
problem via the classical Feynman-Kac estimate (see Lemma 7.2 in Appendix 1 in [19]). In principle, an important although
certainly not all-encompassing component of our proof of Theorem 1.6 may be replaced with a similar approach, namely
reducing our analysis to an eigenvalue estimate via the Feynman-Kac formula, but at this point only if we study the particle
system in the finite-volume framework on the one-dimensional torus.
1.5. Outline. Although the strategy behind our proof of Theorem 1.6 will not be discussed until after we have developed
enough framework, we present a structural outline for the remainder of the article now for presentational clarity.
In Section 2, we re-develop the framework established in Section 2 of [8] though from a perspective that will be useful
for this article; the strategy for the proof of Theorem 1.6 is also presented towards the end of this section. Within Section 3,
we introduce a novel entropy production estimate in the infinite-volume and asymmetric regime and further preliminary
estimates. In Section 4, we compactify dynamics of the Gartner transform via detailed heat kernel analysis. Within Section
5, we develop the primary technical contribution for this article, which we refer to as the dynamical variation of the one-
block strategy. In Section 6, we establish preliminary temporal regularity estimates for the Gartner transform. In Section 7,
we employ the aforementioned dynamical one-block strategies and regularity estimates to implement a multiscale analysis
and establish the fundamental estimate. For Section 8, we organize results in the previous section to establish Theorem 1.6
for near-stationary initial data via a continuity method. Lastly, within Section 9, we comment on the necessary adjustments
to analyze narrow-wedge initial data with the same strategy.
1.6. Acknowledgements. The author is grateful for constant encouragement, discussion, and advice from Amir Dembo.
The author is further grateful for A.Dembo’s careful listening and feedback concerning some technical details of this article.
1.7. Notation. For any probability measure µ, we let Eµ denote the expectation with respect to this measure. Further, for
any σ-algebra F , we let E
µ
F
denote the expectation conditioning on F .
Moreover, for any function F : Z→ R and for any k ∈ Z, we define the appropriately-scaled lattice-differential operators
N−1DkF(X )
•
= F(X + k)− F(X ), (1.16)
∆kF
•
= DkD−kF. (1.17)
Finally, for any space-time function F(T,X ) : R>0 ×Z→ R, we define the following two-parameter family of norms
‖F(T,X )‖L∞T,X (κ;δ)
•
= sup
(T,X )∈[0,T f ]×Z
T
1
2−δe−κ,X |F(T,X )|. (1.18)
We emphasize that after Section 4, the definition of these norms change, precisely by replacing the infinite volume lattice
Z with a compact sub-domain of size N
5
4+ǫ, where ǫ ∈ R>0 is an arbitrarily small but universal constant.
Next, for any s, T ∈ R>0, we define ̺s,T = |T − s| simply for compact notation.
Lastly, for any (T,X ) ∈ R×Z, we define the space-time shift operator τT,X f (s, y,ηNr,z) = f (T + s,X + y,ηNT+r,X+z).
2. STOCHASTIC INTEGRAL EQUATION
This section is primarily devoted towards providing a recapitulation of the framework developed in [8] as we will adopt
an identical framework with technical adjustments for this article. Afterwards, we provide an outline towards overcoming
the obstacles discussed in [8] that limit the allowed maximal range of interaction in [8], thus proving Theorem 1.6.
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Before we begin, we remark that this section requires the notions of canonical ensembles as invariant probability mea-
sures for the exclusion process. The definition of these canonical ensembles will not be used outside defining hydrodynamic-
type quantities; we present these probability measures in Section 3.
2.1. Specialized Asymmetry. Before we record the dynamics of the Gartner transform, we require this next key observa-
tion concerning the relationship between the original asymmetry coefficients and these specialized ones.
Lemma 2.1. We have
∞∑
k=1
kαN
k

γN
k
− γN ,∗
k

= 0. (2.1)
Proof. By definition of λN ∈ R>0, it suffices to prove
∞∑
k=1
kαN
k
γ
N ,∗
k
= λN
∞∑
k=1
k2αN
k
. (2.2)
By definition of γ
N ,∗
k
, the LHS of the desired identity is given by
∞∑
k=1
kαN
k
γ
N ,∗
k
= 2λN
∞∑
k=1
∞∑
ℓ=k
(ℓ− k)αNℓ + λN
∞∑
k=1
kαN
k
(2.3)
= 2λN
∞∑
k=1
∞∑
ℓ=k
ℓαNℓ − 2λN
∞∑
k=1
k
∞∑
ℓ=k
αNℓ + λN
∞∑
k=1
kαN
k
. (2.4)
We now rewrite both the double summations by accumulating the resulting coefficients for each αN
k
with k ∈ Z>0. In the
first double summation, we obtain kαN
k
a total of k-times for any k ∈ Z>0. For the second double summation, we obtain a
copy of jαN
k
for each j ∈ J1, kK. Combining these two observations gives
2λN
∞∑
k=1
∞∑
ℓ=k
ℓαN
ℓ
− 2λN
∞∑
k=1
k
∞∑
ℓ=k
αN
ℓ
= 2λN
∞∑
k=1

k2 − k∑
j=1
j

αN
k
(2.5)
= λN
∞∑
k=1

k2 − k

αN
k
, (2.6)
from which we see
∞∑
k=1
kαN
k
γ
N ,∗
k
= 2λN
∞∑
k=1
∞∑
ℓ=k
(ℓ− k)αN
ℓ
+ λN
∞∑
k=1
kαN
k
(2.7)
= 2λN
∞∑
k=1
∞∑
ℓ=k
ℓαN
ℓ
− 2λN
∞∑
k=1
k
∞∑
ℓ=k
αN
ℓ
+ λN
∞∑
k=1
kαN
k
(2.8)
= λN
∞∑
k=1

k2 − k

αN
k
− λN
∞∑
k=1
kαN
k
(2.9)
= λN
∞∑
k=1
k2αN
k
. (2.10)
This completes the proof. 
2.2. Hydrodynamic-Type Quantities. The current subsection is organizational; we present the two classes of quantities
appearing in the dynamics for the Gartner transform.
First, we define a class of weakly vanishing quantities whose analysis was a primary contribution of [8].
Definition 2.2. A space-time random field wT,X (η) : R>0×Z×ΩZ→ R is a weakly vanishing random field if the following
conditions are satisfied:
• For all (T,X ,η) ∈ R>0 ×Z×ΩZ, we have wT,X (η) = τT,Xw0,0(η).
• We have EµgcZ w0,0(η) = 0, where µgcZ is the grand-canonical ensemble on Z of parameter 12 .
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• For some universal constant κ′ ∈ R>0, we have ‖w0,0(•)‖L∞ω . 1 uniformly in N ∈ Z>0.
Although the definition of weakly vanishing quantity provided in [8] differs from the above definition, Lemma 2.5 and
its straightforward extension to higher-degree polynomials of the occupation variables show that the class of random fields
introduced above are weakly vanishing quantities in the sense that is presented in [8].
The second class of quantities introduced as follows are those of primary interest concerning the technical innovations
within this article.
Definition 2.3. A space-time random field egT,X (η) : R>0×Z×ΩZ→ R is said to be a pseudo-gradient field if the following
conditions are satisfied:
• For all (T,X ,η) ∈ R>0 ×TN ×ΩTN , we have egT,X (η) = τT,Xeg0,0(η).
• For any canonical-ensemble parameter ̺ ∈ [−1,1], we have Eµcan̺,TN eg0,0(η) = 0.
• We have the universal bound supN∈Z>0 ‖eg0,0(•)‖L∞ω . 1.
• The support of egT,X ,η has its size bounded above by N ǫPG ∈ R>0 for some arbitrarily small but universal constant
ǫPG ∈ R>0.
Remark 2.4. The constant ǫPG ∈ R>0 will be made explicit and precise in Proposition 2.6 below; therein, we may indeed
take ǫPG ∈ R>0 an arbitrarily small yet universal exponent.
For example, any honest spatial gradient of a functional of the particle system is a pseudo-gradient field, provided the
necessary a priori estimates are satisfied. In providing a nontrivial example, the cubic nonlinearity appearing in Proposition
2.3 in [8] is a pseudo-gradient field that is not an honest spatial gradient assuming the maximal jump-range in the particle
system is greater than 3.
The following refinements of pseudo-gradient fields will also serve an important role towards the proof of Theorem 1.6.
Definition 2.5. A given space-time random field g¯T,X (η) : R>0 ×Z×ΩZ→ R is said to admit a pseudo-gradient factor if it
is uniformly bounded and
g¯T,X (η) = egT,X (η) · fT,X (η), (2.11)
where the following constraints are satisfied:
• We have fT,X (η) = τT,X f0,0(η) for all (T,X ,η) ∈ R>0 ×TN ×ΩTN , and
f0,0(•)L∞
ω
. 1.
• The factor egT,X (η) is a pseudo-gradient field.
• The η-wise supports of egT,X (η) and fT,X (η) are disjoint.
2.3. Approximate Lattice-SHE. We now present the result of [8] giving the stochastic dynamics of the Gartner transform
though presented in the framework we have developed thus far.
Proposition 2.6. Define βX =
1
3
+ ǫ1 for ǫ1 ∈ R>0 an arbitrarily small but universal constant. Moreover, denote by ǫc ∈ R>0
any arbitrarily small but universal constant.
Under Assumption 1.1 and Assumption 1.3, for any (T,X ) ∈ [0, T f ]×Z we have
ZN
T,X
= UN
0,T
◦ ZN
0,y
+
∫ T
0
UN
s,T
◦

ZN
s,y
dQ
N
s,y

+
∫ T
0
UN
s,T
◦

N 12 · −NβX∑
w=1
τ−wg
N
s,y
· ZN
s,y

 ds + ∫ T
0
UN
s,T
◦

NβXegN
s,y
ZN
s,y

ds
+
∫ T
0
UN
s,T
◦

wN
s,y
ZN
s,y

ds +
∫ T
0
UN
s,T
◦

N ǫc∑
k=1
ckDk

wN ,k
s,y
ZN
s,y

, (2.12)
where
• The family of operators UN
s,T
defines the semigroup associated to the elliptic-type differential operator
L N ,!T
·
=
1
2
N ǫc∑
k=1
eαN
k
∆k, eαNk = αNk + N−1λ2N

k
2
− 1

αN
k
− k−1
∞∑
ℓ=k+1
(2ℓ− k)αN
k

+ α¯N
k
(2.13)
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for some vector (α¯N
k
)∞
k=1
satisfying |α¯N
k
|. N− 32αN
k
with universal implied constant,
• The integrator dQN
s,y
is a martingale increment given by the linear combination of compensated Poisson processes
dQ
N
s,y
·
=
h
e2λN
− 12 − 1
i ∞∑
k=1
∑
y−k<z<y
1+ηN
s,z
2
1−ηN
s,z+k
2

dQN ,k,+
s,y
−

αN
k
+
γN
kp
N

dt

(2.14)
+
h
e−2λN
− 12 − 1
i ∞∑
k=1
∑
y<z<y+k
1+ηN
s,z
2
1−ηN
s,z−k
2

dQN ,k,−
s,y
−αN
k
dt

.
Above, the collection of Poisson processes (QN ,k,±•,y )y∈TN ,k∈Z>0 are jointly independent with rates so that each quantity
inside either summation on the RHS above is a martingale difference.
• The field gN
T,X
is a pseudo-gradient field.
• The field egN
T,X
admits a pseudo-gradient factor whose support is contained in a sub-lattice whose size is bounded above
by N ǫc ∈ R>0; if g¯NT,X denotes this pseudo-gradient factor, then [g¯NT,X ]−1egNT,X is some average of monomial functionals
in the occupation variables.
• The fields wN
s,y
,wN ,1
s,y
, . . . ,wN ,N
β0
s,y
weakly vanishing quantities.
• The coefficients {ck}∞k=1 admit all moments.
Proof. The desired equation (2.12) is the integral equation associated to a stochastic differential equation that is immediate
from Proposition 2.3 in [8] combined with the derivation of the stochastic dynamics prior and the following observations.
• In principle, the SDE-dynamics of the Gartner transform obtained in Section 2 of [8] are matched with the infinite-
range Laplacian-type operator within the proof of Proposition 2.3 in [8]. However, given the moment bounds in
Assumption 1.1, we may match the SDE-dynamics with the Laplacian-type operator or range N ǫc ∈ R>0 with an
error whose N -dependent prefactor is bounded above by κpN
−p for any p ∈ R>1. We therefore compute the action
of this Laplacian-type operator on the Gartner transform for ranges at most N ǫc ∈ R>0.
• The cubic nonlinearity in Proposition 2.3 is a pseudo-gradient field, because all canonical ensembles are invariant
under permutations of the lattice-sites. Moreover, if bgN
T,X
denotes the total contribution from these cubic nonlin-
earities, an application of summation-by-parts yields the following expansion for any ℓ ∈ Z>0:∫ T
0
UN
s,T
◦

N
1
2bgN
s,y
ZN
s,y

ds =
∫ T
0
UN
s,T
◦

N
1
2τ−ℓbgNs,yZNs,y ds (2.15)
+
∫ T
0
UN
s,T
◦

N
1
2bgN
s,y

ZN
s,y
− ZN
s,y−ℓ

ds
−
∫ T
0
N−
1
2D−ℓU
N
s,T
◦
bgN
s,y
ZN
s,y−ℓ

ds.
Upon Taylor expansion similar to that within the proof of Proposition 2.3 in [8], within the final quantity we may
replace the shifted Gartner transform ZN
s,y−ℓ by the unshifted Gartner transform Z
N
s,y
at the cost of some additional
weakly vanishing quantity in (2.12). Furthermore, concerning the second quantity within the RHS of (2.15), we
recall that the cubic nonlinearity within Proposition 2.3 in [8] is a linear combination of cubic nonlinearities such
that cubic nonlinearities whose support is of length ℓ ∈ Z>0 come with coefficients bounded by κpℓ−p ∈ R>0 with
any p ∈ R>1, and the number of these nonlinearities is bounded above by κℓ2 ∈ Z>0 with κ ∈ R>0 some universal
constant. Thus, upon organizing the cubic nonlinearities according to length of support, another Taylor expansion
analogous to that within the proof of Proposition 2.3 in [8] shows that the second quantity on the RHS of (2.15)
corresponds to a weakly vanishing quantity.
It remains to analyze the resulting first quantities on the RHS of (2.15). To this end, for total clarity we remark
that this remaining quantity is of the form∫ T
0
UN
s,T
◦

N
1
2
N ǫc∑
k=1
ekg
N ,k
s,y
· ZN
s,y

ds, (2.16)
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where {ek}∞k=1 have all moments uniformly bounded in N ∈ Z>0, and gN ,ks,y is some pseudo-gradient field whose
support is contained in y + J−2k, 0K ⊆ Z, courtesy of the spatial shift implemented in (2.15). Another application
of summation-by-parts yields
N ǫc∑
k=1
ek
∫ T
0
UN
s,T
◦

N
1
2 gN ,k
s,y
· ZN
s,y

ds =
N ǫc∑
k=1
ek
∫ T
0
UN
s,T
◦

N 12 · NβX∑
w=1
τ−wg
N ,k
s,y
· ZN
s,y

 ds (2.17)
+
N ǫc∑
k=1
ek
∫ T
0
UN
s,T
◦

N 12 gN ,k
s,y
·
NβX∑
w=1
ZN
s,y
− ZN
s,y+w

 ds
−
N ǫc∑
k=1
ek
NβX∑
w=1
∫ T
0
N−
1
2DwU
N
s,T
◦

gN ,k
s,y
· ZN
s,y+w

ds.
Observe the second quantity on the RHS of (2.17) yields another Taylor expansion as in the proof of Proposition
2.3 in [8]. Because the consequential polynomials in the occupation variables have supports disjoint from that of
gN ,k
s,y
due to the spatial shift employed within (2.15), we are left with analyzing the third quantity within the RHS of
(2.17). To this end, for each w ∈ J1,NβX K, we may first rewrite DwUNs,T as a sum of D1-operators acting on the heat
kernel UN
s,T
evaluated at w-many different points. For each resulting operator, we employ a change-of-variables by
shifting the lattice Z, afterwards re-centering each Gartner transform via the Taylor expansion calculation from
Proposition 2.3 in [8]. Ultimately, we obtain a negligible gradient-type quantity, or equivalently another quantity
of type the last term in (2.12).
• Because γN
k
6= γN ,∗
k
in general, consequence of following the proof of Proposition 2.3 in [8], in addition to the RHS
(2.12) we are missing a quantity of the form
N
1
2
∫ T
0
UN
s,T
◦
 eQN
s,y
ZN
s,y

ds, eQN
s,y
·
= κλN
∞∑
k=1
αN
k

γN
k
− γN ,∗
k
 ∑
z1<y<z2
z2−z1=k
ηN
s,z1
ηN
s,z2
(2.18)
for some constant κλN ∈ R>0 that is uniformly bounded in N ∈ Z>0 depending only on λN ∈ R>0. Upon rewriting
this quadratic nonlinearity as
eQN
s,y
= κλN
∞∑
k=1
αN
k

γN
k
− γN ,∗
k
 ∑
z1<y<z2
z2−z1=k

ηN
s,z1
ηN
s,z2
−ηN
s,y
ηN
s,y+1

+ κλN
∞∑
k=1
kαN
k

γN
k
− γN ,∗
k

ηN
s,y
ηN
s,y+1
, (2.19)
we observe the first quantity on the RHS is a pseudo-gradient term given the constraint in Assumption 1.3. More-
over, by Lemma 2.1, the last quantity on the RHS vanishes deterministically. We may therefore repeat the proce-
dure of the previous bullet point for the quantities corresponding to an index k 6 N ǫc per the first bullet point.
• Themoment estimates for {ck}∞k=1 follow from the a priori moment bounds for the coefficients {αk}∞k=1 and {γk}∞k=1
from Assumption 1.1.
This completes the proof. 
2.4. Strategy. As suggested by Proposition 2.6, the primary challenge in proving Theorem 1.6 from the integral equation
(2.12) is a suitable analysis of the quantities containing pseudo-gradient fields therein. To elucidate the difficulties behind
showing such quantities contribute an negligible amount in the large-N limit, we propose the following "preliminary" yet
unsuccessful strategy.
• First, we mention that these long-range asymmetric exclusion processes do not admit any known duality except
in the situation of the ASEP. Moreover, approaches via duality are unlikely to give a simple argument showing the
vanishing of the pseudo-gradient quantities on the RHS of (2.12); see [7], for example.
Similarly, the strategy introduced in [3] of interpreting particle functionals as products of gradients of the Gart-
ner transform are seemingly unhelpful given that the pseudo-gradient quantities are higher-degree polynomials
in the occupation variables and we have only one copy of the Gartner transform.
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• The remaining approach is the perspective of hydrodynamic theory and analysis. Following the classical approach,
we rely entirely on the spatial-averaging procedure introduced within the proof of Proposition 2.6. However, given
the regularity of the Gartner transform, via either its continuum SHE model or by its definition, we may only hope
to replace a pseudo-gradient by its spatial average on the scale N
1
2 ∈ R>0. Unfortunately, via CLT considerations,
if the average particle density on this scale is anything close to the physically predicted 1
2
given the near-stationary
initial data, pointwise-in-time this spatial average is expected to be roughly N−
1
4 ∈ R>0, which is certainly far from
sufficient to counter the N -dependent prefactor.
The failure of the classical one-block strategy outlined in the second bullet point is its heavy reliance on spatial averaging. In
particular, as explained in the seminal work [6], the proof of Theorem 1.6 depends heavily on a successful implementation
of time-averaging. The perspective taken within the current article is that if the hydrodynamical theory and toolbox were
suitable to prove Theorem 1.6 from (2.12), then the classical one-block estimate is inherently open for improvement; this
motivates our development of a dynamical variation of the one-block strategy, which we spend almost the entire remainder
of this section explaining.
Our implementation of time-averaging contrasts from that within [6]. Briefly, the strategy therein relies on a Feynman-
Kac estimate which then reduces their problem into an N -body eigenvalue problem, solved using large-deviations estimates
for the Ginzburg-Landau model. Unfortunately, we cannot adopt such an approach because the integrals of primary interest
include the Gartner transform, which is not only a non-local function of the particle system but it further depends on the
entire path of the exclusion process because of its dependence on the flux hN
T,0
. Furthermore, within [6] the problem is set
on the torus and its lattice approximations, whereas in this current article we analyze the more probabilistically interesting
infinite-volume lattice Z and thus require suitably strong entropy production estimates like in Theorem 2.1 in [20], though
this latter point is likely irrelevant.
Contrary to [6], the approach taken within the current article towards implementing time-averaging consists of replac-
ing the spatial average of the pseudo-gradient quantity on the RHS of (2.12) by its temporal average on some mesoscopic
time-scale. Considerations with respect to any of the invariant probability measures, essentially generated by the canonical
ensembles, show that the desired time-scale is roughly τ∼ N−1; see Lemma 3.15. Indeed, this roughly matches the scale
that we ultimately arrive at.
Before addressing the problem of analysis outside the invariant probability measure, we note that even this replacement
with a mesoscopic time-average is nontrivial because of the "insufficient" temporal regularity behind the Gartner transform;
this can be deduced by looking at the temporal regularity of the continuum SHE model. In order to overcome this hurdle
is a multiscale analysis, we employ the following algorithm:
• Replace the pseudo-gradient field, or a suitable spatial-average of it, by its time-average on some time-scale above
the microscopic time-scale.
• Replace this newly obtained time-average by another time-average on a time-scale that is larger than the previous
time-scale by a factor of N β¯ ∈ R>0, where β¯ ∈ R>0 is a universal constant.
• Repeatedly iterate until you reach the desired time-scale.
We refrain from introducing any precise details, but we emphasize that the success behind this algorithm relies heavily on
the powerful estimate obtained from time-averaging and the temporal ergodicity of the lattice dynamic under the diffusive
regime; in particular, the analogous multiscale strategy for spatial averages fails upon considerations with respect to the
invariant probability measures.
Although the aforementioned strategy succeeds with respect to the invariant probability measures of the particle dy-
namic, we are interested in the problem of non-equilibrium probability measures, including deterministic initial data. To
this end, we employ the classical one-block strategy though with two important changes.
• First, like in [6], we require a quantitative version of the one-block strategy which originally relied on qualitative
compactness arguments, and to this end we employ the optimal log-Sobolev inequality, or LSI, within [22].
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• Second, we require a dynamical variation of the one-block strategy to address moments of a path-space observable,
namely a time-average. The key observation employed is that any expectation taken with respect to the path-space
probability measure may be decomposed into an expectation over the dynamic conditioning on the initial data,
and afterwards an expectation over the initial data. Because our time-averages are taken with respect to the same
dynamic in distribution at each space-time point but with an initial condition that is sampled from its macroscopic
space-time average, we may apply the classical one-block strategy and obtain the desired replacement.
Somewhat more precisely, this previous paragraph yields this next observation; for any path-wise functional f,
for any sub-lattice Λ ⊆ Z, and for any T ∈ R>0, we have
E

−
∫ T
0
−
∑
X∈Λ
f(τs,Xη
N
•,0) ds

= eEEpath
ηN0

f(ηN•,0)

, (2.20)
where the eE-operator is an expectation taken over the initial data ηN
0
, and the expectation E
path
ηN0
is an expectation
with respect to the path-space probability measure conditioning on the initial data ηN
0
, and is therefore a function
of this initial data; crucially, we note the path-space probability measure is a space-time homogeneous probability
measure, so that the above identity actually holds. In particular, the eE-operator above is taken with respect to the
space-time average of the probability measures at the different space-time points in [0, T ]×Λ as in the classical
one-block scheme. At this point, we proceed as in the one-block strategy with a log-Sobolev inequality.
We briefly remark that the above identity between expectations is actually useless at face-value; this is a simple consequence
of the observation that the eE-operator on the RHS is the expectation with respect to a particle configuration on the infinite-
volume lattice Z. However, for the class of functionals f depending only on mesoscopic space-time-scales, we may replace
the function f by its values with respect to the exclusion process on some mesoscopic neighborhood equipped with periodic
boundary conditions; this is roughly due to the diffusive nature with weak asymmetry of particles in the exclusion process,
or more precisely of the discrepancies between two exclusion processes, and a coupling argument.
Moreover, we remark that the aforementioned strategy succeeds on the torus, and to the author’s knowledge, it actually
fails in the infinite-volume setting. To remedy this issue, we require a compactification scheme consisting of the following
three ingredients:
• Via precise heat kernel estimates, for the purposes of understanding the Gartner transform on arbitrary compact
domains, we replace the infinite-volume Gartner transform evolution (2.12) by the same evolution equation on
some torus of size roughly N
5
4 ∈ R>0. This consists of replacing both the (stochastic) heat flow propagating (2.12)
by its periodification and replacing the initial data by its periodification.
• Observe the previous "analytic" compactification does not replace the entire particle system by its periodification.
In particular, to implement a quantitative and precise version the one-block estimate, we are left with a problem of
estimating entropy production in the infinite-volume setting. This has been performed in several settings, such as
that of [20]. However, the asymmetry within our particle system presents an honest obstruction to employing the
results therein or of related articles. Regardless, we obtain a sufficient entropy production estimate by combining
the procedure in [20] and another coupling argument.
• The third and final ingredient is another technical multiscale analysis towards estimating the time-average outside
of the invariant probability measures; we do not discuss any details for now.
3. ENTROPY PRODUCTION, THE LSI, AND SPECTRAL ANALYSIS
The primary objective for the current section is a suitable preliminary discussion consisting of tools from hydrodynamical
analysis that will be crucial in our proof of Theorem 1.6. Beyond the entropy production estimate in Proposition 3.5, the
remainder of the preliminary bounds are well-established if not classical.
3.1. Canonical Ensembles. We briefly review the fundamental invariant probability measures for the long-range exclu-
sion processes of primary interest.
12
Definition 3.1. For any sub-lattice Λ ⊆ Z and ̺ ∈ [−1,1], we define the (̺,Λ)-canonical ensemble and grand-canonical
ensemble to be the following probability measures on ΩΛ, respectively:
µcan̺,Λ
•
= Unif
 
H̺,Λ

, H̺,Λ
•
=
¨
η ∈ ΩΛ : −
∑
x∈Λ
ηx = ̺
«
, (3.1)
µ
gc
̺,Λ
•
=
⊗
X∈Λ
[̺δ+1 + (1−̺)δ−1] . (3.2)
The following consistency-type property of canonical ensembles on different sub-lattices will be crucial to our analysis
in this section; the proof is a direct consequence of conditioning.
Lemma 3.2. Suppose Λi ⊆ Λo ⊆ Z is a nested pair of sub-lattices, and fix any ̺o ∈ [−1,1]. For any functional ϕ : ΩΛi → R
whose support is contained in Λi ⊆ Z, we have
Eµ
can
̺,oΛo ϕ =
∑
̺∈[−1,1]
pΛi ,Λo
̺
E
µcan
̺,Λi ϕ, pΛi ,Λo
̺
•
= Pµ
can
̺o ,Λo

 −∑
x∈Λi
ηx = ̺

 . (3.3)
Equivalently, the pushforward of µcan
̺o ,Λo
under the projection map ΩΛo → ΩΛi is a convex combination of canonical ensembles
on ΩΛi with the above coefficients.
Our last discussion concerning the canonical and grand-canonical ensembles concerns the relative entropy and Dirichlet
form; these quantities are standard in both the theory and toolbox for hydrodynamical limits, but we define them as follows
for the reader’s convenience.
Definition 3.3. Consider any sub-lattice Λ ⊆ Z and parameter ̺ ∈ [−1,1], and suppose that f ∈ L1(ΩΛ) is a probability
density with respect to the canonical ensemble µcan̺,Λ.
• The relative entropy with respect to µcan
̺,Λ
is defined as
Hcan
̺,Λ
( f )
•
= Eµ
can
̺,Λ f log f . (3.4)
Similarly, we define the relative entropy with respect to µ
gc
̺,Λ to be
Hcan
̺,Λ
( f )
•
= Eµ
gc
̺,Λ f log f . (3.5)
• The Dirichlet form with respect to µcan̺,Λ is defined as
Dcan̺,Λ( f )
•
= Eµ
can
̺,Λ

 f 12 · ∑
x ,y∈Λ
αN|x−y |Lx ,y f
1
2

 , (3.6)
where we recall Lx ,y is the generator for the symmetric exclusion process on the graph consisting of only the bond
{x , y}. Similarly, we define the Dirichlet form with respect to µgc̺,Λ as
D
gc
̺,Λ( f )
•
= Eµ
gc
̺,Λ

 f 12 · ∑
x ,y∈Λ
αN|x−y |Lx ,y f
1
2

 . (3.7)
The analytic statement that relates the relative entropy and Dirichlet form is the log-Sobolev inequality within Theorem
A of [22]. Another important inequality that concerns the relative entropy is the upcoming entropy inequality which holds
true for any random variable X ∈ L1
µcan̺,Λ
, for any probability density f with respect to µcan̺,Λ, and for any κ ∈ R>0:
Eµ
can
̺,Λ( f X ) 6 κ−1Hcan
̺,Λ
( f ) + κ−1 logEµ
can
̺,Λ exp [κ f ] . (3.8)
The same inequality certainly holds for µ
gc
̺,Λ in place of µ
can
̺,Λ
, as well, though the LSI of Theorem A in [22] applies only to
the canonical ensembles.
We finally recall that the Dirichlet form is convex; see Appendix 1 in [19] for the proof.
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3.2. Entropy Production. The current subsection is dedicated towards obtaining an entropy production estimate. This
requires establishing the following preliminary notation.
Notation 3.4. For any probability density f ∈ L1(ΩZ), and any sub-lattice Λ ⊆ Z, we let f Λ = EΛ f denote the projection of
the probability density onto the compact sub-lattice via conditional expectation.
Given any probability measure µ0,N on ΩZ, we define µT,N = e
TLN ,!T µ0,N to be the probability measure on ΩZ obtained via
evolving µ0,N under the long-range exclusion dynamic by time T ∈ R>0. Moreover, for any T ∈ R>0, we define
fT,N
•
=
dµT,N
dµ
gc
1/2
, (3.9a)
f¯T,N
•
= −
∫ T
0
ft ,N dt. (3.9b)
The main result for the current subsection is the following Dirichlet energy estimate.
Proposition 3.5. Consider any time-scale T ∈ R>0 independent of N ∈ Z>0, and consider any arbitrarily small but universal
constant ǫ ∈ R>0. Define TN = J−N
5
4+ǫ ,N
5
4+ǫK. Then we have a universal constant ǫ′ . ǫ such that for any initial data µ0,N
on ΩZ, we have
D
gc
1
2 ,TN
( f¯
TN
T,N ) .T N
− 34+ǫ′ . (3.10)
Supposing the particle dynamic lived on the torus TN with a periodic boundary condition, the result of Proposition 3.5
would be classical; see Appendix 1 in [19], for example. In particular, the problem arises from the non-compact geometry.
Although our treatment roughly follows the strategy of [20], first, we present a preliminary reduction which provides
some precise treatment of the non-compact infinite-volume issue in presence of the asymmetry. To present this preliminary
estimate, we first introduce the following generator for a particle dynamic with large but N -dependent finite-range jump-
lengths:
eLN ,!T f : η 7→ N2 N ǫˆ∑
k=1
αN
k
∑
x∈Z

1+
γN
kp
N
1+ηx
2
1−ηx+k
2

Lx ,x+kf; (3.11)
above, ǫˆ ∈ R>0 is arbitrarily small but universal.
Lemma 3.6. Retain the framework within Proposition 3.5, and for any arbitrarily small but universal constant ǫ′′ ∈ R>0,
we define the sub-lattice eTN = J−N 32+ǫ′′ ,N 32+ǫ′′K along with the probability measures
eµ0,N •= ΠeTNµ0,N ⊗ΠeTCNµgc12 ,Z, (3.12)eµT,N •= eTeLN ,!T eµ0,N , (3.13)
gT,N
•
=
deµT,N
dµ
gc
1/2
, (3.14)
g¯T,N
•
= −
∫ T
0
gt ,N dt. (3.15)
Then for any D ∈ R>0, we have
D
gc
1
2 ,TN
( f¯
TN
T,N ) .D D
gc
1
2 ,TN
( g¯
TN
T,N) + N
−D. (3.16)
Moreover, we have
−
∫ T
0
D
gc
1
2 ,Z
(gt ,N ) dt . N
− 12+ǫ′′ , (3.17)
where the implied constant is universal.
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Remark 3.7. Observe that convexity of the Dirichlet form provides a sub-optimal and weaker version of Proposition 3.5.
This basic estimate, however, is insufficient for the purposes of this article.
It will serve convenient for the remainder of this section to establish the following notation.
Notation 3.8. For any x , y ∈ Z, we define the following involution σx ,y : ΩZ→ ΩZ given by
σx ,yη(z)
•
=


η(y) z = x ,
η(x) z = y,
η(z) z 6= x , y.
(3.18)
The action of σx ,y extends to functionals of the particle system, defined by σx ,y f(η) = f(σx ,yη).
Proof. We first remark that (3.17) is consequence of replacing the infinite-volume particle dynamic with the particle dy-
namic on arbitrarily large intervals with periodic boundary condition, applying the entropy production inequality of The-
orem 9.2 in Appendix 1 in [19], and passing to the infinite-volume limit.
It remains to establish (3.16). To this end, we first assume that for ǫc ∈ R>0 an arbitrarily small but universal constant,
the maximal jump-length is bounded by N ǫc ∈ R>0. We now construct a coupling given as follows.
• Upon realizing the symmetric long-range exclusion process as attaching a Poisson clock to each bond connecting
two sites, and the step in the process corresponding to a ringing of this Poisson clock as swapping the occupation
variable values at these two sites, for any bonds shared between the global dynamic and the local periodic dynamic
we couple the bond-clocks together. We emphasize that this is not the basic coupling.
• The remaining Poisson clocks associated to the lower-order totally asymmetric long-range exclusion process are
then equipped with the basic coupling, that any of these remaining clocks, if are shared between the two dynamics,
are coupled together. Equivalently, any particles that occupy any site shared in the two domains eTN and Z jump
together whenever possible.
We make three further observations.
(1) There are no present discrepancies between these two initial particle configurations on TN ⊆ eTN by assumption.
Moreover, the coupling constructed above cannot create discrepancies. In particular, any discrepancies that appear
in TN ⊆ eTN must be consequence of some interaction that is present in one dynamic and absent in the other. These
interactions are those coming from either the periodic boundary condition defining the periodic process or from
the interaction of sites within the larger torus eTN ⊆ Z to sites outside this sub-lattice in the original infinite-volume
process. Ultimately, discrepancies must travel the distance of N
3
2+ǫ
′′
in order to create discrepancies in TN .
(2) Under the above semi-basic coupling, the dynamics of any tagged trajectory are a free and unsuppressed symmetric
long-range random walk plus a randomly suppressed and randomly killed totally asymmetric long-range random
walk, where the randomness is a function of the environment of particles. The latter totally asymmetric component
occurs with a dampened speed of scale N
3
2 ∈ R>0.
(3) Thus, by the Azuma martingale inequality and a large-deviations-estimate for the Poisson clocks, the probability
we find a discrepancy between the respective particle configurations on TN ⊆ eTN ⊆ Z given by the two different
dynamics we are coupling is exponentially small. More precisely, we have an exponentially small upper bound on
the total variation distance between f¯
TN
T,N and g¯
TN
T,N , which then gives the next L
1
ω
-estimate with ǫ′′′ ∈ R>0 another
universal constant:  f¯ TNT,N − g¯TNT,N
L1ω
. e−N
ǫ′′′
. (3.19)
It remains to estimate the Dirichlet form in terms of the L1ω-above. In what follows, all expectations are taken with respect
to the invariant measure µ
gc
1
2 ,Z
.
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For any x , y ∈ TN , we haveE
rσx ,y f¯ TNT,N −r f¯ TNT,N
2

− E
rσx ,y g¯TNT,N −rg¯TNT,N
2
 =
2Erσx ,y f¯ TNT,N · f¯ TNT,N − 2Erσx ,y g¯TNT,N · g¯TNT,N
 (3.20)
. E
r
σx ,y f¯
TN
T,N
r f¯ TNT,N −r g¯TNT,N


(3.21)
+ E
r
σx ,y g¯
TN
T,N
r f¯ TNT,N −r g¯TNT,N


6
√√√
E
r f¯ TNT,N −rg¯TNT,N
2

, (3.22)
where the last upper bound follows from the Cauchy-Schwarz inequality and the observation that f¯
TN
T,N and g¯
TN
T,N are proba-
bility densities with respect to the invariant measure µ
gc
1
2 ,Z
. We now observe the following general inequality for a, b ∈ R>0:
|pa−
p
b|2 6 |a− b|
|pa+
p
b|
|pa−
p
b| 6 |a− b|; (3.23)
if a = 0 or b = 0, the final upper bound remains true for obvious reasons without the intermediate step. Thus, as f¯
TN
T,N and
g¯
TN
T,N are non-negative probability densities, we see
E
r f¯ TNT,N −r g¯TNT,N
2

6
 f¯ TNT,N − g¯TNT,N
L1
ω
(3.24)
. e−N
ǫ′′′
. (3.25)
Lastly, because the Dirichlet form over TN is bounded by N
D-many of these last quantities with D ∈ R>0 arbitrarily large
but universal, the result follows. 
Courtesy of Lemma 3.6, it remains to prove Proposition 3.5 upon replacing f¯
TN
T,N by g¯
TN
T,N , the latter of which admits a
description as a "pre-compactified" cousin of f¯
TN
T,N with cut-off in the maximal jump-length.
We now briefly explain the utility of Lemma 3.6. The classical strategy within [20] behind obtaining entropy production
bounds in the infinite-volume setting is performed for symmetric reversible systems. In particular, the strategy therein does
not obviously extend to asymmetric systems, let alone particle systems with an asymmetry of order as large as N−
1
2 on the
macroscopic time-scale of primary interest in this article. Therefore, our proof of Proposition 3.5 is the combination of the
strategy for reversible systems within [20] combined with an additional estimate for asymmetric dynamics which requires
Lemma 3.6 as an a priori estimate.
Proof of Proposition 3.5. Following the proof of Theorem 2.1 in [20], consider any smooth function ζ : R→ R such that
ζ(x) ∼ |x | as |x | → +∞; its utility will appear towards the end of this proof. It will also serve convenient to establish the
following notation.
Notation 3.9. Consider any eǫ & ǫˆ with the implied constant universal to be determined shortly. Omitting the time-variable
from notation without risk of confusion, we define both the sub-lattice Tℓ
N
= J−N 54+ǫ−ℓN eǫ,N 54+ǫ+ℓN eǫK and, for any x , y ∈ Z,
gℓ
•
= g
T
ℓ
N
T,N , gℓ,x ,y
•
= g
T
ℓ
N∪{x ,y}
T,N . (3.26)
Moreover, we define the boundary of this sub-lattice by
∂Tℓ
N
•
=

(x , y) ∈ Z : x < y, x ∈ TN , y 6∈ TN , |x − y |6 N ǫˆ
	
. (3.27)
Applying the Kolmogorov forward equation for gT,N , we see
d
dT
H
gc
1
2 ,T
ℓ
N
(gℓ) 6 −N2Dgc1
2 ,T
ℓ
N
(gℓ) + N
2 E

 ∑
(x ,y)∈∂TℓN
αN|y−x |

1+
γN|y−x |p
N
1+ηx
2
1−ηy
2

·

gℓ,x ,y · Lx ,y log gℓ
 . (3.28)
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For the symmetric component of the second quantity on the RHS of (3.28), we will compute as in Theorem 2.1 in [20]:
N2 E

 ∑
(x ,y)∈∂TℓN
αN|y−x | ·

gℓ,x ,y · Lx ,y log gℓ
 = N2 ∑
(x ,y)∈∂TℓN
αN|y−x | E

gℓ,x ,y · Lx ,y log gℓ

= N2
∑
(x ,y)∈∂TℓN
αN|y−x | E

Lx ,y gℓ,x ,yLx ,y log gℓ

= N2
∑
(x ,y)∈∂TℓN
αN|y−x | E
h
Lx ,y g
1
2
ℓ,x ,y

σx ,y g
1
2
ℓ,x ,y
+ g
1
2
ℓ,x ,y

Lx ,y log gℓ
i
. N
11
4
∑
(x ,y)∈∂TℓN
αN|y−x | E
h
Lx ,y g
1
2
ℓ,x ,y
i2
(3.29)
+ N
5
4
∑
(x ,y)∈∂TℓN
αN|y−x | E
h
σx ,y g
1
2
ℓ,x ,y
+ g
1
2
ℓ,x ,y

Lx ,y log gℓ
i2
.
The second quantity on the RHS of (3.29) admits the following upper bound courtesy of the general convexity inequality
log b− log a 6 2a− 12
 p
b −pa

, valid for all a, b ∈ R>0:
N
5
4
∑
(x ,y)∈∂TℓN
αN|y−x | E
h
σx ,y g
1
2
ℓ,x ,y
+ g
1
2
ℓ,x ,y

Lx ,y log gℓ
i2
. N
5
4
∑
(x ,y)∈∂TℓN
αN|y−x | E

σx ,y gℓ,x ,y
σx ,y gℓ
σx ,y gℓ
Lx ,y log gℓ2 (3.30)
+ N
5
4
∑
(x ,y)∈∂TℓN
αN|y−x | E

gℓ,x ,y
gℓ
gℓ
Lx ,y log gℓ2
. N
5
4
∑
(x ,y)∈∂TℓN
αN|y−x |
 gℓ,x ,ygℓ

L∞
ω
E

gℓ
Lx ,y log gℓ2 (3.31)
. N
5
4
∑
(x ,y)∈∂TℓN
αN|y−x | E

σx ,y gℓ + gℓ

(3.32)
. N
5
4 . (3.33)
Indeed, gℓ is the equally-weighted average over two values of gℓ,x ,y , which gives a straightforward bound for the L
∞
ω -norm
of their ratio; moreover, we have employed invariance of µ
gc
1/2
under the action of σx ,y repeatedly, and the final inequality
is consequence of moment assumptions on the coefficients {αN
k
}∞
k=1
. Lastly, all implied constants are universal constants.
We now address the first quantity on the RHS of (3.29). Because the Dirichlet form is convex, we know
N
11
4
∑
(x ,y)∈∂TℓN
αN|y−x | E
h
Lx ,y g
1
2
ℓ,x ,y
i2
6 N
3
2
∑
(x ,y)∈∂TℓN
αN|y−x |
N
5
4∑
j=1
E

Lx ,y gℓ+ j
2
(3.34)
We return back to the asymmetric component of the operator within the second quantity on the RHS of (3.28). Proceeding
along a similar calculation, defining βN
k
= αN
k
γN
k
> 0 just for this proof, observe
N2 E

 ∑
(x ,y)∈∂TℓN
βN|y−x |p
N
1+ηx
2
1−ηy
2
·

gℓ,x ,y · Lx ,y log gℓ
 . N2 ∑
(x ,y)∈∂TℓN
βN|y−x | E
 
gℓ,x ,y · Lx ,y log gℓ

+

= N
3
2
∑
(x ,y)∈∂TℓN
βN|y−x | E

gℓ,x ,y
gℓ
gℓ · Lx ,y log gℓ

+

. N
3
2
∑
(x ,y)∈∂TℓN
βN|y−x | E
h
Lx ,y g
1
2
ℓ

+
i
. N
3
2
∑
(x ,y)∈∂TℓN
βN|y−x |

E
σx ,y g 12ℓ − g 12ℓ 2
1
2
. (3.35)
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Applying once more the convexity of the Dirichlet form, given the assumed moment bounds on {βk}∞k=1 we obtain
N2 E

 ∑
(x ,y)∈∂TℓN
βN|y−x |p
N
1+ηx
2
1− ηy
2
·

gℓ,x ,y · Lx ,y log gℓ
 . N 32 hDgc1
2 ,Z
(g)
i 1
2
. (3.36)
Ultimately, for any ℓ ∈ Z>0, we obtain the following upper bound with κ ∈ R>0 a universal constant:
d
dT
H
gc
1
2 ,T
ℓ
N
(gℓ) 6 −N2Dgc1
2 ,T
ℓ
N
(gℓ) + κN
3
2
∑
(x ,y)∈∂TℓN
αN|y−x |
N
5
4∑
j=1
E

Lx ,y gℓ+ j
2
+ N
5
4 + N
3
2
h
D
gc
1
2 ,Z
(g)
i 1
2
. (3.37)
Following the proof of Theorem 2.1 in [20], we obtain
N−
5
4
∞∑
ℓ=0
exp

−ζ(N− 54 ℓ)

−
∫ T
0
D
gc
1
2 ,T
ℓ
N
(g
T
ℓ
N
T,N ) . N
−2− 54
∞∑
ℓ=0
exp

−ζ(N− 54 ℓ)

·
h
H
gc
1
2 ,T
ℓ
N
(g
T
ℓ
N
0,N
)−Hgc1
2 ,T
ℓ
N
(g
T
ℓ
N
T,N )
i
(3.38)
+ N−
3
4 + N−
1
2 −
∫ T
0
h
D
gc
1
2 ,Z
(gt ,N )
i 1
2
dt (3.39)
.T N
− 34+ǫ + N−
1
2

−
∫ T
0
D
gc
1
2 ,Z
(gt ,N ) dt
 1
2
(3.40)
.T N
− 34+ǫ + N−
3
4+ǫ
′′
, (3.41)
where the penultimate inequality is consequence of Jensen’s inequality and the straightforward bound on relative entropy
H
gc
1
2 ,Λ
( f ) . |Λ|, and the ultimate inequality is a consequence of Lemma 3.6. Considering only the summands |ℓ| . N 54+ǫ′′′
for ǫ′′′ ∈ R>0 arbitrarily small but universal, the result follows upon convexity of the Dirichlet form, again. 
3.3. Entropy Inequalities. We recall the general entropy inequality in (3.8). The second inequality of primary importance
is the log-Sobolev inequality of [22]; we refer the reader to Theorem A therein.
Combining these two entropy inequalities with the Dirichlet form estimate in Proposition 3.5, we obtain an inequality
which we use repeatedly throughout this article. However, it will be convenient to first establish some notation.
Notation 3.10. We define the space-time average
efT,N •= −∑
y∈TN
τy f¯T,N , eµT,N •= efT,Ndµgc1
2 ,Z
. (3.42)
Notation 3.11. Consider any sub-lattice Λ ⊆ Z and any ̺ ∈ [−1,1]. Define
p
Λ,̺
T,N
·
= E
µcan̺N ,TN
ef Λ
T,N
1 −
∑
x∈Λ
ηx=̺

. (3.43)
We further define the following post-projection relative entropy and Dirichlet form:
eHcan̺,Λ  f¯ ΛT,N ·= Hcan̺,Λ

deµΛ
T,N
dµcan̺,Λ

p
Λ,̺
T,N
−1
1 −
∑
x∈Λ
ηx=̺

, (3.44a)
eDcan
̺,Λ
ef Λ
T,N
 ·
= Dcan
̺,Λ

deµΛ
T,N
dµcan̺,Λ

p
Λ,̺
T,N
−1
1 −
∑
x∈Λ
ηx=̺

. (3.44b)
Lemma 3.12. Fix β ∈ R>0, and suppose ϕ has a support Λϕ ⊆ Z. Then for any κ ∈ R>0, we have
E
µ
gc
1/2,Z

ϕ ef ΛϕT,N 6 κ′κ−1N− 74 |Λϕ |3 + κ−1 sup
̺∈[−1,1]
logE
µcan
̺,Λϕ eκϕ , (3.45)
where κ′ ∈ R>0 is a universal constant.
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Proof. Appealing to Lemma 3.2 and (3.8), we have the following for any κ ∈ R>0:
E
µ
gc
1/2,Z

ϕ ef ΛϕT,N = ∑
̺∈[−1,1]
p
Λϕ ,̺
T,N E
µcan
̺,Λ

ϕ ef ΛϕT,N
 −∑
x∈Λ
ηx = ̺

(3.46)
6
∑
̺∈[−1,1]
p
Λϕ ,̺
T,N

κ−1eHcan
̺,Λϕ
ef ΛϕT,N + κ−1 logEµcan̺,Λϕ eκϕ . (3.47)
The second quantity admits the straightforward bound∑
̺∈[−1,1]
p
Λϕ ,̺
T,N ·κ−1 logE
µcan̺,Λϕ eκϕ 6 κ−1 sup
̺∈[−1,1]
logE
µcan̺,Λϕ eκϕ. (3.48)
Concerning the relative entropy, we apply the LSI within Theorem A in [22] to obtain
κ−1
∑
̺∈[−1,1]
p
Λϕ ,̺
T,N
eHcan
̺,Λϕ
ef ΛϕT,N . κ−1|Λϕ |2 ∑
̺∈[−1,1]
p
Λϕ ,̺
T,N
eDcan
̺,Λϕ
(ef ΛϕT,N) (3.49)
= κ−1|Λϕ |2Dgc1
2 ,Λϕ
(ef ΛϕT,N ), (3.50)
where the final identity follows from the definition of the eD-functional, or equivalently by definition of conditional proba-
bility and conditional expectation. Again by convexity, as in the classical one-block estimate within Theorem 2.4 in [14],
we obtain
κ−1|Λϕ |2Dgc1
2 ,Λϕ
(ef ΛϕT,N ) . κ−1|Λϕ |3|TN |−1Dgc1
2 ,TN
( f¯
Λϕ
T,N ) (3.51)
. κ−1N−2|Λϕ |3, (3.52)
where the final inequality is consequence of Proposition 3.5. This completes the proof. 
3.4. Spectral Analysis. The dynamical one-block analysis for pseudo-gradient fields depends on the following inequality
of Kipnis-Varadhan; roughly speaking, the inequality provides an estimate for the temporal-average of any pseudo-gradient
field in terms of an energy-type quantity, when the process starts with respect to a stationary measure which, in the situation
of the exclusion processes within this article, are generated by the canonical ensembles.
To state the estimate, we introduce the following Sobolev space.
Definition 3.13. Consider any sub-lattice Λ ⊆ Z. We first define the following operator given by the global generator L!T
Z
restricted to Λ ⊆ Z and without the N -dependent prefactor:
LΛϕ
•
=
∑
x ,y∈Λ

αN|x−y |+
γN|x−y |p
N
ηx∧y(1−ηx∨y)

Lx ,yϕ, ϕ : ΩΛ→ R, (3.53)
For any fixed parameter ̺ ∈ [−1,1], we define the space H˙−1
̺,Λ
via the norm
‖ϕ‖2
H˙−1̺,Λ
•
= sup
ψ∈L∞(ΩΛ)
DN
ϕ,ψ
, DN
ϕ,ψ
•
= 2Eµ
can
̺,Λ(ϕψ) − N2Dcan
̺,Λ
(ψ2). (3.54a)
Demonstrating the utility of the above Sobolev-type spaces consists of two ingredients. First, we illustrate their relevance
by presenting the Kipnis-Varadhan inequality, for whose proof we cite Appendix 1 in [19]. To state this result, we establish
notation for a periodic dynamic that will be used throughout the article.
Notation 3.14. Consider any sub-lattice Λ ⊆ Z, and consider the Markov process s 7→ ηN ,per
s
given by the generator
L
!T
Λ,perϕ
•
=
∞∑
k=1
∑
x∈Λ
1x ,x e+k∈Λ

αN
k
+
γN
kp
N
ηx(1−ηx e+k)

Lx ,x+kϕ, ϕ : ΩΛ→ R. (3.55)
The Markov process s 7→ ηN ,per
s
is the long-range exclusion process on Λ ⊆ Z upon imposing periodic boundary conditions.
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Lemma 3.15. Consider any sub-lattice Λ ⊆ Z and any parameter ̺ ∈ [−1,1]. For any bounded function g : ΩΛ → TN and
for any T ∈ R>0, we have
Eµ
can
̺,Λ
∫ T
0
g(ηN ,per
s
) ds
2
•
= Eµ
can
̺,Λ EηN ,per0
∫ T
0
g(ηN ,per
s
) ds
2
6 20T‖g‖2
H˙−1̺,Λ
, (3.56)
with the inner expectation on the RHS taken with respect to the path-space measure induced by the Markov process s 7→ ηN ,per
s
.
The second ingredient demonstrating the utility of the Sobolev-type spaces H˙−1
̺,Λ
consists of estimating the associated
norm; this depends largely on a spectral gap for the symmetrization of L
!T
Λ,per and an orthogonality-type property for the
norm itself. We record both of these estimates in the following lemma.
Lemma 3.16. Consider any sub-lattice Λ ⊆ Z and any parameter ̺ ∈ [−1,1]. Furthermore, suppose we have a collection of
bounded functions ϕ1, . . . ,ϕJ : ΩΛ→ R satisfying the following constraints:
• For each j ∈ J1, JK, the support of ϕ j is contained in some further sub-lattice Λ j ⊆ Λ; alternatively, the function ϕ j is
realizable as a function ϕ j : ΩΛ j → R;
• The supports Λ1, . . . ,ΛJ ⊆ Λ are mutually disjoint;
• For each j ∈ J1, JK and for any e̺ ∈ [−1,1], we have Eµcane̺,Λ j ϕ j = 0.
Then we have the following two estimates:
sup
j=1,...,J
|Λ j |−2‖ϕ j‖2H˙−1̺,Λ . N
−2 sup
̺ j∈[−1,1]
E
µcan̺ j ,Λ j |ϕ j |2, (3.57)
J∑
j=1
ϕ j

2
H˙−1̺,Λ
.
J∑
j=1
‖ϕ j‖2H˙−1̺,Λ . (3.58)
Proof. See the proofs of Proposition 3.3 and Proposition 3.4, respectively, in [10]. 
Observe the remarkably small N -dependent factor in the estimate within Lemma 3.16; indeed, this N -dependent factor
reflects the diffusive scaling underlying the particle system dynamic and its speed of convergence to statistical equilibrium.
Our last spectral estimate addresses pseudo-gradient fields whose supports may be relatively large, but whose pseudo-
gradient factors have small supports.
Lemma 3.17. Let ϕ : ΩZ→ R denote a pseudo-gradient field with support Λϕ ⊆ Z of the form
ϕ = g ·
ℓ∏
i=1
ηx i , (3.59)
where g is a pseudo-gradient field with support Λ ⊆ Z disjoint from {x1, . . . , xℓ}, and where ℓ ∈ Z>0 denotes any non-negative
integer. Then
‖ϕ‖2
H˙−1̺,Λϕ
6 ‖g‖2
H˙−1̺,Λ
. (3.60)
Proof. Provided any functionalψ : ΩΛϕ → R, let us define eψ=ψ ·∏ℓi=1 ηx i . By definition of the H˙−1̺,Λϕ -norm and positivity
of the Dirichlet form, we have
‖ϕ‖2
H˙−1̺,Λϕ
6 sup
ψ∈L∞(ΩΛϕ )

2E
µ
̺
̺,Λϕ (ϕψ) + N2 E
µ
̺
̺,Λϕ ψLΛϕψ

(3.61)
6 sup
ψ∈L∞(ΩΛϕ )

2E
µ
̺
̺,Λϕ (ϕψ) + N2 E
µ
̺
̺,Λϕ ψLΛψ

(3.62)
= sup
ψ∈L∞(ΩΛϕ )

2E
µ
̺
̺,Λϕ (g eψ) + N2 Eµ̺̺,Λϕ eψLΛ eψ . (3.63)
Indeed, because the operator LΛ does not act on those sites outside Λ ⊆ Z, and since η2x i = 1 for all x i ∈ Z, the last bound
follows. But this last bound is bounded above by ‖g‖2
H˙−1̺,Λ
upon applying the convexity of the Dirichlet form and replacingeψ in the last bound above by its conditional expectation onto Λ ⊆ Z, so the result follows. 
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3.5. Martingale Estimates. Applying martingale analysis, we now exploit the spatial ergodicity of pseudo-gradient fields
through the following result; the setting is quite similar to the framework of Lemma 3.16.
Lemma 3.18. Consider any sub-lattice Λ ⊆ Z and any parameter ̺ ∈ [−1,1]. Furthermore, suppose we have a collection of
bounded functions ϕ1, . . . ,ϕJ : ΩΛ→ R satisfying the following constraints:
• For each j ∈ J1, JK, the support of ϕ j is contained in some further sub-lattice Λ j ⊆ Λ; alternatively, the function ϕ j is
realizable as a function ϕ j : ΩΛ j → R;
• The supports Λ1, . . . ,ΛJ ⊆ Λ are mutually disjoint;
• For each j ∈ J1, JK and for any e̺ ∈ [−1,1], we have Eµcane̺,Λ j ϕ j = 0.
• For each j ∈ J1, JK, we have ‖ϕ‖L∞
ΩΛ j
6 1.
Then for some universal constant κ′ ∈ R>0, for any C ∈ R>0, and for any ̺ ∈ [−1,1], we have
Pµ
can
̺,Λ

 −
J∑
j=1
ϕ j
 > C

 6 e−κ′JC2 . (3.64)
Proof. Consider the filtration of σ-algebras defined by F j
•
= σ(Λ1, . . . ,Λ j) for j ∈ J1, JK, and observe the following process
is a discrete-time martingale with respect to the filtration under the canonical ensemble µcan
̺,Λ
by assumption:
J0 7→
J0∑
j=1
ϕ j , J0 ∈ J1, JK. (3.65)
The result now follows from the Azuma martingale inequality and a union bound over J0 ∈ J1, JK. 
Lemma 3.18 provides a fundamental estimate for our hydrodynamical-type analysis of pseudo-gradient fields in Section
5. For instance, from the sub-Gaussian estimate in Lemma 3.18 we obtain the following Laplace transform estimate.
Corollary 3.19. Retain the setting within Lemma 3.18 and further define
ΦJ
•
= −
J∑
j=1
ϕ j , bΦNJ ,ǫ •= ΦJ1|ΦJ |> N ǫJ− 12  (3.66)
There exists some universal constant κ ∈ R>0 such that for any ǫ ∈ R>0, we have
Eµ
can
̺,Λ exp

J
1
2 bΦN
J ,ǫ

6 1 + exp

−κN2ǫ

. (3.67)
Proof. Applying Lemma 3.18, the desired estimate follows from a straightforward computation involving Gaussian prob-
ability densities. 
4. ANALYTIC COMPATIFICATION
The present section provides an analytic strategy to replace the integral equation (2.12) on the infinite-volume lattice Z
by the solution to a periodized integral equation on a compact torus of divergent size. To make this precise, we introduce
notation. In what follows, ǫ0 ∈ R>0 is an arbitrarily small but universal constant.
Notation 4.1. Define TN = J−N
5
4+ǫ0 ,N
5
4+ǫ0K ⊆ Z. Further, for any X ∈ Z, denote by X¯ ∈ TN the reduction of X ∈ Z modulo
this torus. Lastly, for any functional of the particle system, denoted by fX = τX f for example, we define f
p
X = fX¯ .
We define Z
N ,p
T,X as the unique solution to the following stochastic differential equation:
dZ
N ,p
T,X = L
NZ
N ,p
T,X + Z
N ,p
T,XdQ
N ,p
T,X
+ N
1
2Av
βX ,p
g
N
T,X
Z
N ,p
T,X dt + N
βXegN ,pT,XZN ,pT,X dt + wN ,pT,XZN ,pT,X dt + ∞∑
k=1
cN
k
Dk

w
N ,k,p
T,X Z
N ,p
T,X

dt,
(4.1)
with initial data Z
N ,p
0,X
•
= ZN
0,X¯
; we remark dQ
N ,p
T,X
= dQ
N ,p
T,X¯
for total transparency. Moreover, recall βX =
1
3
+ ǫ1 with ǫ1 ∈ R>0
arbitrarily small but universal, and {cN
k
}∞
k=1
are the coefficients for the gradient quantity appearing in (2.12).
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Similarly, we have the integral representation
Z
N ,p
T,X = U
N
0,T
◦ ZN ,p
0,y
+
∫ T
0
UN
s,T
◦

ZN
s,y
dQ
N ,p
s,y

+
∫ T
0
UN
s,T
◦
h
N
1
2Av
βX ,p
gN
s,y
ZN ,p
s,y
i
ds +
∫ T
0
UN
s,T
◦

NβXegN ,p
s,y
ZN ,p
s,y

ds (4.2)
+
∫ T
0
UN
s,T
◦

wN ,p
s,y
ZN ,p
s,y

ds +
∞∑
k=1
cN
k
∫ T
0
D−kU
N
s,T
◦

wN ,k,p
s,y
ZN ,p
s,y

ds.
The primary result for the current section is a comparison between the honest Gartner transform ZN
T,X
and its compactifi-
cation Z
N ,p
T,X on compact domains.
Proposition 4.2. Consider any constant eǫ0 ∈ (0,ǫ0). For any T ∈ R>0 and any X ∈ J−N 54+eǫ0 ,N 54+eǫ0K, the following estimate
holds with a universal constant κ0 ∈ R>0:
e−κ,X E
ZNT,X − ZN ,pT,X 2 .T e−κ0N 12 . (4.3)
Moreover, consider any constant ǫ¯0 ∈ (0, eǫ0). The following estimate holds uniformly over X ∈ J−N 54+ǫ¯0 ,N 54+ǫ¯0K with universal
constants κ1,κ2 ∈ R>0:
P

sup
T∈[0,T f ]
e−κ,X
ZNT,X − ZN ,pT,X  &T f e−κ1N 12

.T f e
−κ2N
1
2
. (4.4)
In particular, we obtain the following straightforward consequence and reduction for proving Theorem 1.6, which we
state rather loosely.
Corollary 4.3. To prove Theorem 1.6, for both the near-stationary and narrow-wedge initial data it suffices to prove the result
therein upon replacing ZN
T,X
by Z
N ,p
T,X .
Moreover, for the remainder of the article after this section, we will simply denote Z
N ,p
T,X by Z
N
T,X
. In particular, after this
section, the topologies L∞
T,X
(κ;δ) are taken with respect to TN as the spatial domain rather than the infinite-volume lattice
Z. We reemphasize this at the beginning of each section to follow for the remainder of this article for total clarity.
4.1. A Priori Moment Estimates. The proof of Proposition 4.2 requires first the following pointwise moment estimate
derived in exactly the fashion that Proposition 3.2 in [8] is obtained, with minor modifications. Moreover, upon presenting
these pointwise moment bounds the validity of Proposition 4.2 is elucidated.
Lemma 4.4. Consider any p ∈ R>1. We have the following estimate for a universal constant κ0 ∈ R>0:
sup
(T,X )∈[0,T f ]×Z
e−κ,X
ZNT,X
L
2p
ω
.κ,T f e
κ0N
1
2
. (4.5)
Moreover, the same result holds for Z
N ,p
T,X in place of Z
N
T,X
.
Proof. Upon iteration, it suffices to prove that for any T1 ∈ R>0 and T0 ∼ N−
1
2 , we have instead the estimate
sup
(T,X )∈[T1,T1+T0]×Z
e−κ,X
ZNT,X
L
2p
ω
.κ,T f sup
X∈Z
e−κ,X
ZNT1,XL2pω . (4.6)
The constant κ0 ∈ R>0 would therefore depend only on κ, T f ∈ R>0. The above estimate, however, follows from exactly
the considerations from Proposition 3.2 in [8]. 
We now briefly explain the content of Proposition 4.2. The heat kernel underlying the semigroup UN
s,T
admits Gaussian
and Poisson estimates, recorded shortly in the following subsection. In particular, the validity of Proposition 4.2 remains
if we replace TN by any compact sub-lattice containing the origin and whose boundary is some distance from the origin
sufficiently large so that the heat kernel estimate effectively "counters" the moment bound obtained in Lemma 4.4 above.
Establishing Proposition 4.2 now consists entirely of precisely executing the idea presented in this paragraph
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4.2. Heat Kernel Estimates. Our first preliminary heat kernel estimate is the following two-sided estimates in the Gauss-
ian and Poisson regimes, respectively.
Proposition 4.5. Suppose T & |X |. Then for some universal constants κ± ∈ R>0, we have
T−
1
2 exp

− |X |
2
κ−T

. UN
0,T
(0,X ) . T−
1
2 exp

− |X |
2
κ+T

, (4.7)
where the implied constants are universal.
Suppose now that T . |X |. Then for some universal constants κ±, we have
exp

−κ−|X | − |X | log
|X |
κ−T

. UN
0,T
(0,X ) . exp

−|X | log |X |
κ+T

. (4.8)
Proof. See Theorem 5.17 and Theorem 5.25 in [2]; the proofs still apply even with long-range random walks because, for
example, we have αN
1
& 1 uniformly in N ∈ Z>0 and {αNk }N
ǫc
k=1
have all moments bounded uniformly in N ∈ Z>0. 
Remark 4.6. Alternatively, the above two-sided estimates hold upon replacing T  N ǫcT , which is, at least potentially, a
more straightforward consequence of Theorem 5.17 and Theorem 5.25 in [2]. Indeed, for ǫc ∈ R>0 sufficiently small but
still universal, such an estimate would be sufficient for our proof of Proposition 4.2.
Second, in light of the gradient quantities on (2.12) and (4.2), respectively, we require some pointwise estimate for the
gradient of the heat kernel. To state this upper bound, it will serve convenient to establish notation for some space-time
dilated variation of the heat kernel.
Notation 4.7. For κP ∈ R>0 sufficiently small and κG ∈ R>0 sufficiently large but both universal, we define
eUN
0,T
(X ,Y )
•
=

U
N
0,κPT
( 1
2
X , 1
2
Y ) |X − Y |& T,
UN
0,κGT
( 12X ,
1
2Y ) |X − Y |. T ;
(4.9)
the above implied constants are also universal. The values of the heat kernel are extended to the half-integer lattice 12Z through
piecewise linear interpolation of the values on the integer lattice Z.
Lastly, by eUN
s,T
we denote the operator corresponding to convolving by eUN
s,T
(X ,Y ).
Remark 4.8. The dilation constants κP,κG ∈ R>0 correspond to the distinct Poisson-type and Gaussian-type regimes for
the heat kernel UN
s,T
(x , y).
Before we present the aforementioned pointwise gradient estimate, we first make the following important observation
concerning a semigroup-type property for the space-time dilated heat kernels.
Lemma 4.9. Consider any L ∈ Z>0; for any sequence of times T1 < T2 < . . . < TL ∈ R>0, and any spatial points X ,Y ∈ Z,
we have eUN
0,T1
◦ eUN
T1,T2
◦ . . . ◦ eUN
TL−1,TL

(X ,Y ) . κL
CK,1
eUN
0,κCK,2TL
(X ,Y ); (4.10)
above the implied constant is universal, and κCK,1,κCK,2 ∈ R>0 are universal as well.
Proof. The estimate follows immediately from the Chapman-Kolmogorov equation for the original heat kernel UN
s,T
(X ,Y );
the inequality follows from possible over-counting within the summation and the estimate UN
0,T
(0,X ) . UN
0,2T
(0,X ±1) for
a universal implied constant, which is direct consequence of the two-sided estimates in Proposition 4.5. 
Proposition 4.10. Consider any k ∈ Z. Uniformly in (T,X ) ∈ R>0 ×Z, we haveDkUN0,T (0,X ) . T− 12 ∑
|ℓ|6|k|
eUN
0,T
(0,X + ℓ) (4.11)
with a universal implied constant. Moreover, for a universal constant κ0 ∈ R>0, we have
UN
0,T
(0,
1
2
X ) . eUN
0,T
(0,X ) . UN
0,κ0T
(0,
1
2
X ); (4.12)
23
the implied constants are both universal.
Proof. The non-gradient estimates follow from a direct computation via the two-sided bounds in Proposition 4.5.
Upon induction in |k| ∈ Z>0 and the following telescoping identity, we may assume k = ±1:
D±kϕ(x) =
k−1∑
ℓ=0
D±1ϕ(x + ℓ), (4.13)
where the signs are specified to mutually agree; in particular, there are only two allowed choices of sign above. Moreover,
upon symmetry of the following analysis, we assume k = 1.
Further, without loss of generality, assume X < Y . Employing the Chapman-Kolmogorov equation for the unperturbed
heat kernel UN
0,T
(X ,Y ), we see
UN
0,T
(X ,Y ) =
∑
w∈Z
UN
0, 12 T
(X ,w) ·UN1
2 T,T
(w,Y ) (4.14)
=
∑
w∈Z:
|w−X |> 12 |X−Y |
UN
0, 12 T
(X ,w) ·UN1
2 T,T
(w,Y ) +
∑
w∈Z:
|w−X |< 12 |X−Y |
UN
0, 12 T
(X ,w) ·UN1
2 T,T
(w,Y ). (4.15)
To estimate the gradient of the first quantity on the RHS of (4.15), we apply a lattice-type integration-by-parts to obtain
∑
w∈Z:
|w−X |> 12 |X−Y |
D1U
N
0, 12 T
(X ,w) ·UN1
2 T,T
(w,Y )
 .

∑
w∈Z:
|w−X |> 12 |X−Y |
UN
0, 12 T
(X ,w) ·D−1UN1
2 T,T
(w,Y )
 (4.16)
+ UN
0, 12 T
(0,
1
2
|X − Y |) ·UN1
2 T,T
(w,Y )
+ UN
0, 12 T
(0,−1
2
|X − Y |) ·UN1
2 T,T
(w,Y ).
We provide a bound for each quantity on the RHS of (4.16):
• The first quantity admits a straightforward bound obtained via the on-diagonal gradient estimate from Proposition
A.1 in [8] and a straightforward summation employing the two-sided estimates in Proposition 4.5:
∑
w∈Z:
|w−X |> 12 |X−Y |
UN
0, 12 T
(X ,w) ·D−1UN1
2 T,T
(w,Y )
 . T
−1
∑
w∈Z:
|w−X |> 12 |X−Y |
UN
0, 12 T
(X ,w) (4.17)
. T−
1
2 eUN
0,T
(X ,Y ), (4.18)
assuming the constants κP,κG ∈ R>0 are chosen suitably.
• The second and third quantities admit the same upper bound from the on-diagonal estimate from Proposition A.1
in [8] and the non-gradient estimates within the proposition at hand:
UN
0, 12 T
(0,
1
2
|X − Y |) ·UN1
2 T,T
(w,Y ) + UN
0, 12 T
(0,−1
2
|X − Y |) ·UN1
2 T,T
(w,Y ) . T−
1
2 eUN
0,T
(X ,Y ). (4.19)
This provides a final estimate of
∑
w∈Z:
|w−X |> 12 |X−Y |
D1U
N
0, 12 T
(X ,w) ·UN1
2 T,T
(w,Y )
 . T
− 12 eUN
0,T
(X ,Y ). (4.20)
To estimate the second quantity within the RHS of (4.15), we employ the methodology within the first bullet point above;
this completes the proof. 
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4.3. Compactification. The current subsection provides two estimates which, combined with the pointwise non-gradient
estimates in Proposition 4.5 and Proposition 4.10, respectively, ultimately yield the proof of Proposition 4.2.
The first of these two aforementioned estimates is a short-time estimate similar to the short-time analysis employed in
proving Lemma 4.4. To state the estimate, we first establish notation and define Z N
T,X
= ZN
T,X
− ZN ,pT,X .
Lemma 4.11. Consider T, T0 ∈ [0, T f ], and consider τ= N−
1
2−ǫMS for a ǫMS ∈ R>0 arbitrarily small but universal depending
only on ǫc,ǫ0 ∈ R>0. Then there exists some universal constant κ ∈ R>0 and some set of coefficients {ak}∞k=1 with all moments
uniformly bounded in N ∈ Z>0 such that for any |X |. N
5
4+
1
2 ǫ0 , we have
eUN
0,T
◦
Z NT0+τ,y2L2ω .
∑
|k|6N 12 +ǫ+ǫc
akeUN0,T+κτ ◦ Z NT0,y2L2ω + e−κN
1
2
+ǫ0
, (4.21)
where κ ∈ R>0 and the implied constant are both universal.
Proof. Employing directly the integral equations (2.12) and (4.2) and applying the Ito isometry for the stochastic integral-
type quantity, for |X | . N 54+ 12 ǫ0 , we have the following estimate consequence of the non-gradient estimate in Proposition
4.10; observe that the second moment of the stochastic-integral type quantity is actually the second moment of an integral,
rather than simply a summation over jump-times of the underlying Poisson clocks:
eUN
0,T
◦
Z NT0+τ,y2L2
ω
. eUN
0,T+τ ◦
Z NT0,y2L2
ω
+
∫ τ
0
̺
− 12
s,τ
eUN
s,T+τ ◦
Z NT0+s,y2L2
ω
ds (4.22)
+
∫ τ
0
̺
− 12
s,τ
eUN
s,T+τ
◦
ZNT0+s,y2L2ω 1TCN

ds
+ Nτ
∫ τ
0
eUN
s,T+τ
◦
Z NT0+s,y2L2ω ds + Nτ
∫ τ
0
eUN
s,T+τ
◦
ZNT0+s,y2L2ω 1TCN

ds
+ N2βXτ
∫ τ
0
eUN
s,T+τ
◦
Z NT0+s,y2L2ω ds + N2βX τ
∫ τ
0
eUN
s,T+τ
◦
ZNT0+s,y2L2ω 1TCN

ds
+ τ
∫ τ
0
eUN
s,T+τ ◦
Z NT0+s,y2L2
ω
ds + τ
∫ τ
0
eUN
s,T+τ ◦
ZNT0+s,y2L2
ω
1TCN

ds
+ τ
1
2
N ǫc∑
k=1
|ck | · eUN0,T ◦
∫ τ
0
D−kUNs,τ ◦ Z NT0+s,y2L2ω ds
+ τ
1
2
N ǫc∑
k=1
|ck | · eUN0,T ◦
∫ τ
0
D−kUNs,τ ◦ ZNT0+s,y2L2
ω
1TCN

ds.
For the final quantity on the RHS of (4.22), we apply both Proposition 4.10 and afterwards Lemma 4.9. Analytically, this
transforms the gradient of the heat kernel into a space-time dilated and spatially shifted heat kernel with a time-dependent
factor, allowing us to iterate (4.22). In particular, we have
τ
1
2
N ǫc∑
k=1
|ck| ·UN0,T ◦
∫ τ
0
D−kUNs,τ ◦ ZNT0+s,y2L2ω 1TCN

ds
. N ǫcτ
1
2 −
N ǫc∑
k=1
∫ τ
0
̺
− 12
s,τ
eUN
s,T+τ
◦
ZNT0+s,y2L2ω 1TCN

ds. (4.23)
Analogously, for the second-to-last quantity on the RHS of (4.22), we convert the gradient into a space-time dilated heat
kernel and obtain the upper bound
τ
1
2
N ǫc∑
k=1
|ck| · eUN0,T ◦
∫ τ
0
D−kUNs,τ ◦ Z NT0+s,y2L2ω ds
. N ǫcτ
1
2
∫ τ
0
̺
− 12
s,τ −
∑
|k|6N ǫc
τkeUNs,T+τ ◦ Z NT0+s,y2L2ω ds. (4.24)
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Thus, upon another application of Proposition 4.10, we obtain the following final estimate for |X |. N 54+ 12 ǫ0 after defining
µN
s,τ
= N ǫc̺
− 12
s,τ + N
ǫcNτ:
eUN
0,T
◦
Z NT0+τ,y2L2ω . eUN0,T+τ ◦
Z NT0,y2L2ω +
∫ τ
0
µN
s,τ −
∑
|k|6N ǫc
τkeUNs,T+τ ◦ Z NT0+s,y2L2ω ds (4.25)
+
∫ τ
0
µN
s,τ
−
∑
|k|6N ǫc
τkeUNs,T+τ ◦ ZNT0+s,y2L2ω 1TCN

ds.
We apply N
1
2+ǫ-many iterations of (4.25). Collecting the resulting quantities, for universal constants C0,κ ∈ R>0 and for
σN = ⌊N
1
2+ǫ⌋, we obtain
eUN
0,T
◦
Z NT0+τ,y2L2
ω
. eUN
0,T+τ ◦
Z NT0,y2L2
ω
+ N ǫc
∫ τ
0
µN
s,τ −
∑
|k|6N ǫc
τkeUNs,T+τ ◦ eUN0,s ◦ Z NT0+τ,y2L2
ω
ds (4.26)
+ N ǫceκN
1
2
∫ τ
0
µN
s,τ
−
∑
|k|6N ǫc
eUN
s,T+τ
◦

1
T
C
N

ds
+
σN∑
j=1
N jǫcC
j
0
I N
τ, j
+ eκN
1
2
σN∑
j=1
N jǫcJ N
τ, j
+ eκN
1
2
∫ τ
0
. . .
∫ sσN+1
0
σN+1∏
ℓ=1
µN
sℓ+1,sℓ
· µN
s1,τ
dsσN+2 . . . ds1,
. eUN
0,T+τ
◦
Z NT0,y2L2ω + N ǫc
∫ τ
0
µN
s,τ
−
∑
|k|6N ǫc
τkeUNs,T+τ ◦ eUN0,s ◦ Z NT0+τ,y2L2ω ds (4.27)
+ N ǫceκN
1
2
∫ τ
0
µN
s,τ −
∑
|k|6N ǫc
eUN
s,T+τ ◦

1TCN

ds
+
σN∑
j=1
N jǫcC
j
0
I N
τ, j
+ eκN
1
2
σN∑
j=1
N jǫcJ N
τ, j
+ eκN
1
2
N−σN ǫMS ,
where
I N
j,τ
•
=
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
· µN
s1,τ
−
∑
|k1|6N ǫc
. . . −
∑
|k j+1|6N ǫc
eUN
s1,T+τ
◦ eUN
s2,s1
. . . ◦ eUN
s j+1,s j
◦ eUN
0,s j+1
◦
Z NT0,y2L2ω ds j+1 . . . ds1, (4.28)
J N
j,τ
•
=
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
· µN
s1,τ
−
∑
|k1|6N ǫc
. . . −
∑
|k j+1|6N ǫc
eUN
s1,T+τ
◦ eUN
s2,s1
. . . ◦ eUN
s j+1,s j
◦

1
T
C
N

ds j+1 . . . ds1. (4.29)
We first address the quantities of type (4.29). Applying the Chapman-Kolmogorov-type estimate in Lemma 4.9, for some
universal constant κCK ∈ R>0 depending only on κCK,2 ∈ R>0, we see
J N
j,τ
6 κ
j
CK,1
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
·µN
s1,τ
eUN
0,T
◦ −
∑
|k1|6N ǫc
. . . −
∑
|k j+1|6N ǫc
τk1+...+k j+1
eUN
κCK,2s j+1,κCK,2τ
◦

1TCN

ds j+1 . . . ds1 (4.30)
. κ
j+1
CK,1
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
·µN
s1,τ
−
∑
|k1|6N ǫc
. . . −
∑
|k j+1|6N ǫc
τk1+...+k j+1
eUN
0,κCK[T+τ−s] ◦

1TCN

ds j+1 . . . ds1, (4.31)
with the implied constant being universal.
Recall |X | . N 54+ 12 ǫ0 . This assumption implies that the heat flow operator within this last estimate is actually a summa-
tion supported on points in the infinite-volume lattice Z that are distance at least N
5
4+ǫ0 ∈ R>0 from X ∈ Z. Employing the
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heat-kernel estimate in Proposition 4.5, we see
κ
j+1
CK,1
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
·µN
s1,τ
−
∑
|k1|6N ǫc
. . . −
∑
|k j+1|6N ǫc
τk1+...+k j+1
eUN
0,κCK[T+τ−s] ◦

1TCN

ds j+1 . . . ds1
. e−N
1
2 +ǫ0
κ
j+1
CK,1
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
·µN
s1,τ
−
∑
|k1 |6N ǫc
ds j+1 . . . ds1 (4.32)
. e−N
1
2 +ǫ0
κ
j+1
CK,1N
− jǫMS; (4.33)
above, the implied constants are both universal, and the final estimate is consequence of a straightforward integral calcu-
lation identical to that used to obtain (4.27).
Lastly, we address the quantities of type (4.28). To this end, we first proceed in similar fashion as we did for quantities
of type (4.29), namely by employing Lemma 4.9; this provides
I N
j,τ
. κ
j
CK,1
eUN
0,T
◦
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
·µN
s1,τ
−
∑
|k1|6N ǫc
. . . −
∑
|k j+1|6N ǫc
τk1+...+k j+1
eUN
0,κCK,2τ
◦
Z NT0,y2L2ω ds j+1 . . . ds1. (4.34)
Observe that for τ = N−
1
2−ǫMS with ǫMS ∈ R>0 arbitrarily small but universal, for a universal constant κ ∈ R>0 we have
τk1+...+k j+1
eUN
0,κCK,2τ
(X ,Y ) . τk1+...+k j+1
eUN
0,κτ(X ,Y ) + e
− 12 |X−Y |1

|X − Y |& N 32−ǫMS

. (4.35)
Indeed, the first quantity within the RHS suffices within the Gaussian regime in Proposition 4.5, and the second quantity
suffices within the Poisson regime, as j 6 σN and in this regime, we have the lower bound |X −Y |& N2τ& N
3
2−ǫMS . Thus,
upon possibly updating the constant κ ∈ R>0, courtesy of Lemma 4.4, we have
I N
j,τ
. −
∑
|k1|6N ǫc
. . . −
∑
|k j+1|6N ǫc
τk1+...+k j+1
eUN
0,T+κτ
◦
Z NT0,y2L2ω ·κ jCK,1
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
·µN
s1,τ
ds j+1 . . . ds1 (4.36)
+ eκ
′N
1
2
∑
|X−Y |&N 32 −ǫMS
e−
1
2 |X−Y | ·κ j
CK,1
∫ τ
0
. . .
∫ s j
0
j∏
ℓ=1
µN
sℓ+1,sℓ
·µN
s1,τ
ds j+1 . . . ds1
. κ
j
CK,1
N− jǫMS · −
∑
|k1|6N ǫc
. . . −
∑
|k j+1|6N ǫc
τk1+...+k j+1
eUN
0,T+κτ
◦
Z NT0,y2L2ω + κ jCK,1N− jǫMSe−N . (4.37)
Finally, a similar calculation shows
eUN
T+τ
◦
Z NT0,y2L2ω . eUNT+κτ ◦
Z NT0,y2L2ω + e−N (4.38)
and further
N ǫc
∫ τ
0
µN
s,τ
−
∑
|k|6N ǫc
τkeUNs,T+τ ◦ eUN0,s ◦ Z NT0+τ,y2L2ω ds . −
∑
|k|6N ǫc
τkeUNT+κτ ◦ Z NT0,y2L2ω + e−N , (4.39)
N ǫceκN
1
2
∫ τ
0
µN
s,τ −
∑
|k|6N ǫc
eUN
s,T+τ ◦

1TCN

ds . e−N
1
2 +ǫ0
. (4.40)
Combining (4.27), (4.31), (4.33), (4.37), (4.38), (4.39), and (4.40) gives the result upon straightforward moment bounds
for {ak}∞k=1. 
Proof of Proposition 4.2. We consider κ = 0 for simplicity, because the following analysis remains valid upon additional
κ-dependent factors. In particular, our a priori moment estimates for the initial condition will hold for κ= 0.
We begin by proving the moment estimate (4.3). To this end, upon inductively applying Lemma 4.11, we obtain the
following estimate for a sequence of coefficients {eak}∞k=1 with all moments uniformly bounded in N ∈ Z>0 and for a pair
27
of universal constants κ1,κ2 ∈ R>0:Z NT,X2
L2
ω
. CN
1
2
+ǫMS
1
·
∑
|k|6N 1+ǫMS+ǫc
eakτkeUN0,κ1T ◦ Z N0,y2L2
ω
+ CN
1
2
+ǫMS
1
e−κ2N
1
2
+ǫ0
. (4.41)
Choosing ǫMS <
1
2ǫ0, for example, provides a suitable bound for the second quantity on the RHS of (4.41).
As for the first quantity on the RHS of (4.41), we first observe that the summation is over lengths bounded above by
N1+ǫMS+ǫc for ǫMS,ǫc ∈ R>0 arbitrarily small but universal. We further split the analysis of the first quantity on the RHS of
(4.41) into the situations of near-stationary and narrow-wedge initial data, respectively and in this order.
• By assumption, the first quantity on the RHS of (4.41) is a summation outside the ball of radius N1+ǫMS+ǫc around
X ∈ Z. Uniformly over |X | . N 54+ 12 ǫ0 , for example, because the initial data have uniformly bounded moments, we
have the following estimate courtesy of the heat kernel estimates in Proposition 4.5:
CN
1
2 +ǫMS
1
·
∑
|k|6N 1+ǫMS+ǫc
eakτkeUN0,κ1T ◦ Z N0,y2L2ω . CN
1
2 +ǫMS
1
∑
Y∈Z:
|Y |&N 54 + 12 ǫ0
eUN
0,κ1T
(0,Y ) (4.42)
. CN
1
2 +ǫMS
1
e−N
1
2 +
1
2 ǫ0
, (4.43)
from which we may choose ǫMS <
1
2ǫ0 again to obtain the desired estimate in (4.3).
• Concerning narrow-wedge initial data, we follow the proof of Lemma 5.1 in [8] with the observation that Z N
0,X
is
approximately a Dirac point mass supported on nonzero integer multiples of N
5
4+ǫ0 ∈ R>0. This provides
CN
1
2 +ǫMS
1
·
∑
|k|6N 1+ǫMS+ǫc
eakτkeUN0,κ1T ◦ Z N0,y2L2
ω
. NCN
1
2 +ǫMS
1
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eak ∑
ℓ∈Z\{0}
eUN
0,κ1T
(X + k,ℓN
5
4+ǫ0) (4.44)
. NCN
1
2
+ǫMS
1
e−N
1
2
+ǫ0
, (4.45)
which is uniform over |X |. N 54+ 12 ǫ0 . Provided ǫMS < 12ǫ0, this establishes (4.3) for narrow-wedge initial data.
We now conclude the proof of Proposition 4.2 by establishing the pathwise probability estimate (4.4); for this, we simply
partition [0, T f ] × TN into any lattice of N−D-many evenly-spaced space-time points with D ∈ R>0 arbitrarily large but
universal. For ǫ ∈ R>0 arbitrarily small, consider the event, for D′ ∈ R>0 arbitrarily large but universal,
Q
•
=
⋃
(T,X )∈DN
¨
sup
t∈[0,N−D′ ]
QNT+t ,X −QNT,X  > N ǫ
«
.
For D′ ∈ R>0 sufficiently large and ǫ ∈ R>0 small, via large-deviations for the Poisson distribution, we have P[Q]6 e−κN
eǫ
with κ ∈ R>0 universal and eǫ ∈ R>0 depending only on ǫ ∈ R>0. Thus, the pathwise probability estimate (4.4) now follows
from the probability estimate on Q and taking the union bound over the N D-many events for which (4.3) holds. 
5. DYNAMICAL ONE-BLOCK ANALYSIS
We reemphasize that although the particle system evolves on the infinite-volume latticeZ, the Gartner transform evolves
on the compact torus TN = J−N
5
4+ǫ,N
5
4+ǫK, where ǫ ∈ R>0 is an arbitrarily small though universal constant. In particular,
the semigroup of operators UN
s,T
denotes the periodic heat flow on this torus. Moreover, all spatial coordinates are implicitly
taken modulo this torus; see Corollary 4.3.
Before we proceed, we declare the following two assumptions:
• Within this section, any constant ǫ ∈ R>0 labeled as "arbitrarily small but universal", with or without subscript or
superscript, is allowed to change between different lines an N -independent number of times.
• All particle dynamics within the current section are assumed to allow amaximal jump-length of at most N ǫc ∈ R>0.
This will not affect our results given the moment estimates in Assumption 1.1.
Because this section may be of independent interest, the discussion is held in slight generality.
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5.1. Dynamical Analysis Ia. The primary objective of the current subsection is establishing one of two crucial dynamical
estimates for mesoscopic space-time averages of pseudo-gradient fields.
We first establish the following notation for mesoscopic space-time averages of pseudo-gradient fields with and without
a cutoff; this notation will be employed throughout the article.
Notation 5.1. Fix some universal constant βX ∈ R>0 and an arbitrarily small but universal constant ǫX ∈ R>0. For any
pseudo-gradient field gN
T,X
, we define the following mesoscopic spatial average and its cutoff:
Av
βX
g
N
T,X
•
= −
NβX∑
w=1
τ−wg
N
T,X
, cAvβX
g
N
T,X
•
= Av
βX
g
N
T,X
1
hAvβX
g
N
T,X
6 N− 12βX+ǫX i . (5.1)
Fix any possibly N-dependent time-scale τ ∈ R>0, and any universal constants β+,β− ∈ R>0. We define the temporal average
and its cutoff with any tN ∈ R>0 satisfying |tN |. N ǫτ for any constant ǫ ∈ R>0 arbitrarily small but universal:
A
βX
g
N
T,X
(τ)
•
=
 −
∫ τ
0
τrcAvβXgNT,X dr
 , bAβXgNT,X (τ;β+,β−) •= AβXgNT,X1
hAβX
g
N
T,X
(τ)
6 N−β−i1hτtNAβXgNT,X (τ)
> N−β+i . (5.2)
Remark 5.2. Briefly, the cutoff incorporated into the mesoscopic spatial average is a natural cutoff coming frommartingale
LDP-type estimates that pseudo-gradient fields exhibit. The cutoff incorporated into the last temporal average is not natural
in the same sense, but arises from a multiscale analysis required in the proof of Theorem 1.6.
Moreover, we will always omit the parameter tN ∈ R>0 within our notation for the temporal cut-off since our estimates
will be uniform in tN ∈ R>0.
We now present the primary estimate for this subsection and main ingredient towards the proof of Theorem 1.6 conse-
quence of our dynamical analysis.
Proposition 5.3. Suppose gN
T,X
is a pseudo-gradient field, and then fix universal constants βX ,β+,β− ∈ R>0, and let τ ∈ R>0
denote an N-dependent time-scale to be specified. Suppose that all of the following conditions are satisfied:
• We have βX = 13 + ǫ1 for ǫ1 ∈ R>0 an arbitrarily small but universal constant.
• We have β+ = [ 12β− + βX − ǫ2]∧ [ 32β− + βX − 13 − ǫ2] for an arbitrarily small but universal constant ǫ2 ∈ R>0.
• We have τ= N−1−βX− 12β−+β++ǫ3 for some arbitrarily small but universal constant ǫ3 ∈ R>0.
Then for some universal constant βu ∈ R>0, we have, with universal implied constant,
E


∫ T
0
UN
s,T
◦
h
eκ,yN
1
2 bAβX
gN
s,y
(τ;β+,β−)
i
ds

L∞T,X (κ;0)

 . N−βu . (5.3)
As an immediate consequence of Proposition 5.3, we obtain the following multiscale analog which provides the primary
utility of the current subsection towards the proof of Theorem 1.6.
Corollary 5.4. Suppose gN
T,X
is a pseudo-gradient field, and consider the constant βX ∈ R>0 from Proposition 5.3.
Suppose further that for some universal constant M ∈ Z>0 and two sequences {βm}Mm=0 and {τ
(m)
N }Mm=1 the following condi-
tions are satisfied:
• We have β0 = 12βX − ǫX for ǫX ∈ R>0 the arbitrarily small but universal constant from Notation 5.1.
• For m ∈ J0,M − 1K, we have βm+1 = [ 12βm + βX − ǫm]∧ [βm + ǫ2] for two arbitrarily small but universal constants
ǫm,ǫ2 ∈ R>0.
• For each m ∈ J1,MK, define τ(m)N = N−1−βX−
1
2βm−1+βm+ǫ3 for an arbitrarily small but universal constant ǫ3 ∈ R>0.
• The terminal index M ∈ Z>0 is the smallest positive integer for which βM > 12 .
Then for some universal constant βu ∈ R>0, we have
M∑
m=1
E


∫ T
0
UN
s,T
◦
h
eκ,yN
1
2 bAβX
gNs,y
(τm;βm,βm−1)
i
ds

L∞T,X (κ;0)

 .M N−βu , (5.4)
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where the implied constant is universal outside of its dependence on the terminal index M ∈ Z>0, which itself is universal.
Finally, the sequence {τ(m)N }Mm=1 is increasing in m ∈ J1,MK, and for some arbitrarily small but universal constant ǫ ∈ R>0,
we have τ
(m+1)
N . τ
(m)
N N
ǫ .
Proof of Corollary 5.4. For any m ∈ J1,MK, the corresponding expectation satisfies the constraints within Proposition 5.3.
Moreover, the strictly monotone property of {τ(m)N }Mm=1 follows from the following three observations:
• Suppose βm+1 = βm + ǫ2. In this situation, we have τ(m)N = N−1−βX+
1
2βm−1+ǫ2+ǫ3 , which is certainly increasing since
{βm}∞m=1 is increasing. Moreover, it is clear that τ
(m)
N . τ
(m−1)
N N
ǫ for ǫ ∈ R>0 arbitrarily small but universal within
this regime for βm+1,βm ∈ R>0.
• Suppose βm+1 = 12βm + βX − ǫm. In this case, we have τ
(m)
N = N
−1−ǫm , which is certainly increasing if we choose
{ǫm}∞m=1 decreasing; the property τ
(m)
N . τ
(m−1)
N N
ǫ for ǫ ∈ R>0 arbitrarily small but universal is also immediate.
• Considering the index m ∈ Z>0 from which we transition from the first bullet point to the second bullet point, the
sequence {τ(m)N }∞m=1 remains increasing; for the first bullet point to hold, we must have βm < 13 + ǫ′m for ǫ′m ∈ R>0
some arbitrarily small but universal constant, in which case τ
(m)
N 6 N
−1−ǫ′′m for ǫ′′
m
∈ R>0 another arbitrarily small
but universal constant, so we choose ǫm+1 ∈ R>0 sufficiently small for the next parameter βm+1 ∈ R>0 depending
on this last ǫ′′
m
∈ R>0.
To complete the proof, it remains to prove that βM >
1
2 for M . 1 with a universal implied constant. To this end, we make
the following two observations:
• The second constraint within the minimum defining βm+1 indicates that, because βX > 13 , we may take βm+1−βm
to be some universal positive constant.
• The first constraint within the minimum defining βm+1 does not yield the same indication. However, it yields that
we may choose {βm}∞m=1 strictly increasing with the limit given by a geometric series; in particular, we have
β∞ = βX
1
1− 1
2
(5.5)
= 2βX , (5.6)
which, given βX >
1
3 , is strictly larger than
1
2 . In particular, for a universal constant M ∈ Z>0, we have βM > 12 .
This completes the proof. 
The first ingredient towards establishing Proposition 5.3 is some dynamical replacement-type lemma. Roughly speaking,
the statement asserts that the expectation of any bounded functional of the path-space that depends only those occupa-
tion variables along any given trajectory associated to sites within some sub-lattice Λ ⊆ Z is approximately equal to the
expectation of the same functional, but replacing the original exclusion process with a periodic exclusion process on some
neighborhood of Λ ⊆ Z sufficiently large depending only on the terminal time for the process.
We now make the aforementioned replacement precise. Suppose Λ ⊆ Z is any connected sub-lattice. For any τ ∈ R>0
and κ1 ∈ R>0, we let ΛN ,τ ⊇ Λ be the neighborhood
Λ
N ,τ ·= Λ+ J−ΣN ,ΣN K, ΣN
·
= Nτ
1
2 logκ1 N + N
3
2τ logκ1 N . (5.7)
Lastly, we define s 7→ ηN ,per
s
to be the exclusion process with on ΛN ,τ with periodic boundary conditions on the time-interval
s ∈ [0,τ], or equivalently with the generator L!T
ΛN ,τ ,per
.
Lemma 5.5. Fix any n ∈ Z>0, and suppose F : ΩnΛ→ R is any bounded functional.
For any κ2 ∈ R>0, there exists κ1 ∈ R>0 sufficiently large depending only on κ2 ∈ R>0 such that for any t1, . . . , tn ∈ [0,τ],EηN0 F  ΠΛηN•  − EΠΛN ,τηN0 F  ΠΛηN ,per• L∞
ηN
0
6 ‖F‖L∞ e− log
κ2 N , (5.8)
where
ΠΛη
N
•
•
=

ΠΛη
N
t j
n
j=1
, ΠΛη
N ,per
•
•
=

ΠΛη
N ,per
t j
n
j=1
, (5.9)
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and where κ1 ∈ R>0 is the parameter defining ΣN and the periodic dynamic s 7→ ηN ,pers .
Proof. Because the desired estimate concerns only the path-space law of the trajectories s 7→ ηN
s
and s 7→ ηN ,per
s
projected
ontoΛ ⊆ TN , it suffices to construct a coupling of these trajectories with the same initial particle configuration onΛN ,τ ⊆ TN
where the probability of a discrepancy appearing in Λ ⊆ TN by time τ ∈ R>0 is exponentially small on the desired scale.
To this end, we introduce the following coupling from the proof of Lemma 3.6. Provided the current section is possibly
of independent interest outside proving Theorem 1.6, we repeat the coupling below.
• Upon realizing the symmetric long-range exclusion process as attaching a Poisson clock to each bond connecting
two sites, and the step in the process corresponding to a ringing of this Poisson clock as swapping the occupation
variable values at these two sites, for any bonds shared between the global dynamic and the local periodic dynamic
we couple the bond-clocks together. We emphasize that this is not the basic coupling.
• The remaining Poisson clocks associated to the lower-order totally asymmetric long-range exclusion process are
then equipped with the basic coupling, that any of these remaining clocks, if are shared between the two dynamics,
are coupled together. Equivalently, any particles that occupy any site shared between the two domains Z and ΛN ,τ
jump together whenever possible.
We make two further observations.
(1) There are not discrepancies between the two initial particle configurations on ΛN ,τ ⊆ Z by assumption, since the
expectations appearing in the statement of this lemma condition on identical initial configurations. Moreover, the
coupling constructed above cannot create discrepancies. In particular, any discrepancies that appear in ΛN ,τ ⊆ Z
must be consequence of some interaction that is present in one dynamic and absent in the other. These interactions
are those coming from the periodic boundary condition in the process s 7→ ηN ,per
s
or from the interaction of sites
within ΛN ,τ ⊆ Z to sites outside this sub-lattice in the process s 7→ ηN
s
. Ultimately, discrepancies must travel the
distance of ΣN ∈ R>0 in order to reach Λ ⊆ Z.
(2) Under the above semi-basic coupling, the dynamics of any tagged trajectory are a free and unsuppressed symmetric
long-range random walk plus a randomly suppressed and randomly killed totally asymmetric long-range random
walk, where the randomness is a function of the environment of particles. The latter totally asymmetric component
occurs with a dampened speed of scale N
3
2 ∈ R>0.
The claimed estimate is thus straightforward consequence of the Azuma-Hoeffding martingale inequality, which estimates
from above the maximal distance for any individual tagged discrepancy, combined with the union bound over all tagged
discrepancies. As a discrepancy is created only through the ringing of any Poisson clock, the total number of discrepancies
is at most N D ∈ Z>0 with exponentially high probability, where D ∈ R>0 is some large but universal constant. 
Via Lemma 5.5 and a straightforward calculation, we obtain the following result; to state it, we first introduce localized
and periodic variants of the mesoscopic space-time averages that were introduced in the beginning of this subsection.
Notation 5.6. Fix any possibly N-dependent time-scale τ ∈ R>0, and any pair of universal constants β+,β− ∈ R>0. We define
the localized and periodic temporal average and its cutoff:
A
βX ,per
g
N
T,X
(τ)
•
=
 −
∫ τ
0
τrcAvβX ,pergNT,X dr
 , bAβX ,pergNT,X (τ;β+,β−) •= AβX ,pergNT,X 1
h
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6 N−β−i , (5.10)
where
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NβX∑
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N ,per
T+r,X , τr
cAvβX ,per
g
N
T,X
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= τrAv
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N
T,X
1
hτrAvβX ,pergNT,X
6 N− 12 βX+ǫi , r ∈ [0,τ], (5.11)
and g
N ,per
T+r,X denotes the value of the pseudo-gradient field g
N when evaluated at the particle configuration obtained by evolving
the particle configuration ΠΛN ,τη
N
T
under the periodic dynamic of generator L
!T
ΛN ,τ ,per
for time r ∈ [0,τ].
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Corollary 5.7. For any κ2 ∈ R>0, there exists some κ1 ∈ R>0 sufficiently large depending only on κ2 ∈ R>0 such that for any
(s, y) ∈ [0, T f ]×TN , we have
EηNs
AβX
gN
s,y
(τ)
 6 EΠy+ΛN ,τηNs AβX ,pergNs,y (τ)
 + e− logκ2 N , (5.12)
EηNs
bAβX
gNs,y
(τ;β+,β−)
 6 EΠy+ΛN ,τηNs bAβX ,pergNs,y (τ;β+,β−)
 + e− logκ2 N , (5.13)
where κ1 ∈ R>0 is the parameter defining ΣN and the periodic dynamic s 7→ ηN ,pers .
Proof. Follows immediately from Lemma 5.5 and the uniform bound ‖g‖L∞ . 1. 
Proof of Proposition 5.3. We demonstrate the analysis for κ= 0; for general κ ∈ R>0 the following estimates remain valid
up to universal prefactors depending only on κ ∈ R>0.
Defining TN = T − N−
1
2+β−−ǫ for ǫ ∈ R>0 arbitrarily small but universal, we write∫ T
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Proceeding in reverse order, the second quantity on the RHS of (5.14) is straightforward to estimate; because the operator
UN
s,T
is a contraction in L∞(TN ), due to the a priori estimate built into the mesoscopic space-time average we observe the
bound 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i
ds
 6 N−ǫ . (5.15)
Proceeding with the first quantity on the RHS of (5.14), we employ the on-diagonal estimate for the heat kernel underlying
the semigroup operator UN
s,T
, which we cite from Proposition A.1 in [8], to obtain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At the cost of a sub-optimal upper bound, we may extend the time-integral to the domain [0, T f ], providing the space-time
uniform estimate upon recalling (5.14) and (5.15)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where cN ,β− = N
1+ǫ− 12β− . Thus, it remains to take then analyze the expectation of the integral on the RHS. The first step
is invoking Corollary 5.7, which gives
E
cN ,β−
∫ T f
0
−
∑
y∈TN
bAβX
gN
s,y
(τ;β+,β−)
 ds
 = cN ,β−
∫ T f
0
−
∑
y∈TN
Eη
N
s EηNs
bAβX
gN
s,y
(τ;β+,β−)
 ds (5.19)
6 cN ,β−
∫ T f
0
−
∑
y∈TN
Eη
N
s EΠy+ΛN ,τηNs
bAβX ,per
gNs,y
(τ;β+,β−)
 ds + cN ,β−e− logκ2 N (5.20)
6 E

cN ,β−
∫ T f
0
−
∑
y∈TN
EΠy+ΛN ,τηNs
bAβX ,per
gNs,y
(τ;β+,β−)
 ds

 + e− 12 logκ2 N (5.21)
for κ2 ∈ R>0 large but universal.
Observe the conditional expectation within the RHS of (5.21) is an expectation with respect to the path-space measure
induced by the periodic dynamic with initial condition Πy+ΛN ,τη
N
s
= τy,sΠΛN ,τη
N
0
. In particular, since the periodic dynamic
is invariant under space-time translations, this conditional expectation is the space-time translation of a functional of the
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particle system. We may now proceed with the usual one-block estimate; by Lemma 3.12 applied to κ= N−β− , we obtain
the following upon realizing the time-average and its tN -translate are defined on a common lattice of size N
ǫ|ΛN ,τ|:
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We recall |ΛN ,τ|= Nτ 12 logκ N +N 32τ logκ N +NβX for some arbitrarily large but universal constant κ ∈ R>0. Combine this
with a straightforward computation, and we note that the assumptions within Proposition 5.3 imply the first quantity on
the RHS of (5.22) is bounded above by N−βu ∈ R>0 for some universal constant βu ∈ R>0.
To estimate the second quantity on the RHS of (5.22), we appeal to the following observations:
• The quantity within the exponential is uniformly bounded in N ∈ Z>0 by definition. Thus, we have the determin-
istic upper bound
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for some universal constant κ ∈ R>0.
• As consequence, we have
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• Third, via the Cauchy-Schwarz inequality and Chebyshev inequality, and further applying Lemma 3.18 accompa-
nied by the uniform deterministic bound on gN
T,X
, we see
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with κ2 ∈ R>0 an arbitrarily large but universal constant.
As a final consequence, because the above estimates are uniform in ̺ ∈ [−1,1], the second quantity on the RHS of (5.22)
admits the following bound as consequence of both Lemma 3.15 and Lemma 3.16:
cN ,β−N
−β− sup
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logEµ
can
̺,Λ exp
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Nβ− EΠ
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g
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i . cN ,β−N−2−βX+β+τ−1 + + e− 12 logκ2 N . (5.30)
Again, by the assumptions in the statement of Proposition 5.3, this quantity is bounded above by N−βu ∈ R>0 for a universal
constant βu ∈ R>0. 
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5.2. Dynamical Analysis Ib. Towards the proof for Theorem 1.6, we require a variation of Proposition 5.3 without the
additional input of a mesoscopic spatial-average, though with a smaller N -dependent prefactor.
Proposition 5.8. Suppose gN
T,X
is a pseudo-gradient field, and then fix universal constants β+,β− ∈ R>0, and let τ ∈ R>0
denote an N-dependent time-scale to be specified. Suppose that all of the following conditions are satisfied:
• The pseudo-gradient field has a pseudo-gradient factor contained in a sub-lattice of size at most N ǫc ∈ R>0.
• We have β+ = [ 112 + β− − ǫ2]∧ [ 14 + 12β− − ǫ2] for some arbitrarily small but universal constant ǫ2 ∈ R>0.
• We have τ= N− 54− 12β−+β+−ǫ3 for some arbitrarily small but universal constant ǫ3 ∈ R>0.
Then for some universal constant βu ∈ R>0, we have
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L∞T,X (κ;0)

 . N−βu , (5.31)
where the implied constant is universal.
Similar to the previous subsection, from Proposition 5.8 we obtain a multiscale estimate.
Corollary 5.9. Suppose gN
T,X
is a pseudo-gradient field satisfying the constraint within Proposition 5.8.
Suppose further that for some universal constant M ∈ Z>0 and two sequences {βm}Mm=0 and {τ
(m)
N }Mm=1 the following condi-
tions are satisfied:
• Define β0 = 0.
• For m ∈ J0,M − 1K, we define βm+1 = [ 14 + 12βm − ǫm]∧ [βm + ǫ2] for some arbitrarily small but universal constants
ǫm,ǫ2 ∈ R>0.
• For each m ∈ J1,MK, define τ(m)N = N−
5
4+βm−ǫ3 for some arbitrarily small but universal constant ǫ3 ∈ R>0.
• The terminal index M ∈ Z>0 is the smallest positive integer for which βM > 13 + ǫ4, where ǫ4 ∈ R>0 is an arbitrarily
small but universal constant.
For ǫ1 ∈ R>0 arbitrarily small but universal, we have M .ǫ1,...,ǫ4 1. Moreover, for some universal constant βu ∈ R>0, we have
M∑
m=1
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L∞T,X (κ;0)

 .M N−βu . (5.32)
Finally, the sequence {τ(m)N }Mm=1 is increasing in m ∈ J1,MK, and for some arbitrarily small but universal constant ǫ ∈ R>0, we
have τ
(m+1)
N . τ
(m)
N N
ǫ.
The respective proofs of Proposition 5.8 and Corollary 5.9 follow from exactly those of Proposition 5.3 and Corollary
5.4, respectively, with the following changes:
• We update the constant cN ,β− = N
3
4+ǫ− 12β− within the proof of Proposition 5.3.
• We update βX = 0 throughout the proof of Proposition 5.3.
• We apply Lemma 3.17 in addition to Lemma 3.16.
5.3. Dynamical Analysis IIa. We proceed to establish the second of two aforementioned dynamical estimates. Though
both the proof and statement of this upcoming second bound resemble those of Proposition 5.3, we separate these two
purely for organizational clarity.
Proposition 5.10. Suppose gN
T,X
is any pseudo-gradient field, consider by βX a universal constant, and let τ ∈ R>0 denote an
N-dependent time-scale; moreover, suppose the following conditions hold:
• We have βX = 13 + ǫ1 for some arbitrarily small but universal constant ǫ1 ∈ R>0.
• We have N−2+2βX−2ǫX+ǫ2 . τ. N−1 for some arbitrarily small but universal constant ǫ2 ∈ R>0.
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For any ǫ ∈ R>0 sufficiently small but universal, we have
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Again, we obtain the following multiscale variation of Proposition 5.10.
Corollary 5.11. Suppose gN
T,X
is any generic pseudo-gradient field, and consider βX ∈ R>0 from Proposition 5.10.
Suppose further that {τm}Mm=0 is a sequence of length M ∈ Z>0 defined as follows:
• Define τ0 = N−2+2βX−2ǫX+ǫ for an arbitrarily small but universal constant ǫ ∈ R>0, and where ǫX ∈ R>0 denotes the
constant from Notation 5.1.
• For each m ∈ J0,M − 1K, define τm = τm−1Nβu , where βu ∈ R>0 any arbitrarily small but universal constant.
• Define M ∈ Z>0 to be the least positive integer for which τM = τ(M)N , where τ
(M)
N ∈ R>0 denotes the terminal time-scale
within Corollary 5.4 with possibly different terminal index M ∈ Z>0.
If βu ∈ R>0 is sufficiently small, we have M .ǫ,βu 1, and
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Proof. The estimate M .ǫ,βu 1 is straightforward via τ
(M)
N . N
−1 coupled with a short calculation. The subsequent estimate
follows from a repeated application of Proposition 5.10 combined with the observation that τ
(M)
N . N
−1. 
Proof of Proposition 5.10. Again, we will assume κ= 0 for convenience; the following analysis remains valid for arbitrary
κ ∈ R>0 up to additional κ-dependent factors.
Applying the Cauchy-Schwarz inequality with respect to the temporal-integration and afterwards the spatial sum, we
have 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to establish the final inequality, we employed once again the heat kernel estimate from Proposition A.1 in [8]. Therefore,
because the final upper bound (5.38) is uniform in space-time, it remains to estimate its expectation. To this end, applying
both the Jensen inequality and Corollary 5.7, we obtain
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for κ2 ∈ R>0 large but universal; this is consequence of the analogous calculation from the proof of Proposition 5.3. Also
similarly, by Lemma 3.12 applied to κ= N−βX+2ǫX , we have
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Under the assumptions of the current proposition, the first quantity on the RHS of (5.41) is bounded above by N
5
12+2ǫX .
To estimate the second quantity on the RHS of (5.41), we follow an identical line of reasoning as employed during the
proof of Proposition 5.3. Precisely, because the quantity within the exponential is deterministically bounded by a universal
constant, we see
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. N−
3
4τ−1N−βX , (5.43)
with the final estimate consequence of Lemma 3.15 and Lemma 3.16. Because of the prior assumption τ& N−2+2βX−2ǫX+ǫ2 ,
we obtain our final upper bound N−
3
4τ−1N−βX . N
1
4−2βX+ǫX−ǫ2τ−
1
2 , which completes the proof. 
5.4. Dynamical Analysis IIb. Again, we require some variation of Proposition 5.10 and Corollary 5.11 without a spatial
average but with a smaller N -dependent prefactor.
Proposition 5.12. Suppose gN
T,X
is any pseudo-gradient field satisfying the pseudo-gradient factor constraint from Proposition
5.8, and let τ ∈ R>0 an N-dependent time-scale satisfying N−
4
3−ǫ . τ. N−1 for some arbitrarily small but universal constant
ǫ ∈ R>0.
We then have
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The following is the corresponding multiscale analog of Proposition 5.12.
Corollary 5.13. Suppose gN
T,X
is any pseudo-gradient field satisfying the pseudo-gradient factor constraint from Proposition
5.8.
Suppose further that {τm}Mm=0 is a sequence of length M ∈ Z>0 defined as follows:
• Define τ0 = N−
4
3−ǫ for an arbitrarily small but unviersal constant ǫ ∈ R>0.
• For each m ∈ J0,M − 1K, define τm = τm−1Nβu , where βu ∈ R>0 is an arbitrarily small but universal constant.
• Define M ∈ Z>0 to be the least positive integer for which τM = τ(M)N , where τ
(M)
N ∈ R>0 denotes the terminal time-scale
from Corollary 5.9 with a possibly different terminal index M ∈ Z>0.
If βu ∈ R>0 is sufficiently small, we have M .ǫ,βu 1, and
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The proofs of Proposition 5.12 and Corollary 5.13 follow from the identical updates made in the proofs of Proposition
5.8 and Corollary 5.9 applied to the proof of Proposition 5.8; we thus omit these analyses.
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5.5. Static Analysis. The current subsection amounts to a technically precise and quantitative refinement of the classical
one-block estimate from [14]. Although it serves as a key preliminary step in establishing the framework for the dynamical
one-block estimates above, we present it last within this section because previous articles, including [6], have implemented
similar strategies.
While we will retain the notation from the previous subsection on the dynamical one-block strategy, we further establish
the following notation whose relevance will come directly from the proof of Theorem 1.6.
Notation 5.14. Consider a universal constant βX ∈ R>0, and let ǫX ∈ R>0 denote the arbitrarily small but universal constant
from Notation 5.1. For any pseudo-gradient field gN
T,X
, we define the following mesoscopic spatial average with LDP-type cutoff:
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T,X
− cAvβX
g
N
T,X
. (5.47)
The static analysis amounts to the following result.
Proposition 5.15. Suppose gN
T,X
is a pseudo-gradient field with support of size bounded above by Nβ0 ∈ R>0. Suppose further
that βX =
1
3 + ǫ1 as in Proposition 5.3. Then for some universal constant βu ∈ R>0, we have
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where the implied constant is universal.
Proof. Again, we will assume κ= 0 just for convenience; the following analysis holds for general κ ∈ R>0 up to additional
κ-dependent constants.
Define TN = T−N−
1
2−ǫ, where ǫ ∈ R>0 is arbitrarily small but universal. Similarly following the strategy behind proving
Proposition 5.3, we have∫ T
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Because this final estimate is uniform in space-time, we may estimate its expectation. Employing Lemma 3.12, we obtain
the following estimate for the first quantity, and only remaining interest quantity, on the RHS of (5.51), with κ= κN to be
determined shortly:
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Employing now Corollary 3.19, for κN = N
1
2βX−ǫX , the second quantity within the RHS of (5.52) is bounded above by
e− log
100 N , for example. Thus, we have
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which certainly completes the proof given the assumption βX =
1
3 + ǫ1 with ǫ1 ∈ R>0 arbitrarily small but universal. 
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6. LATTICE-SHE ANALYSIS I: PRELIMINARY ESTIMATES
We reemphasize that although the particle system evolves on the infinite-volume latticeZ, the Gartner transform evolves
on the compact torus TN = J−N
5
4+ǫ,N
5
4+ǫK, where ǫ ∈ R>0 is an arbitrarily small though universal constant. In particular,
the semigroup of operators UN
s,T
denotes the periodic heat flow on this torus. Moreover, all spatial coordinates are implicitly
taken modulo this torus; see Corollary 4.3.
6.1. High-Probability Temporal Regularity. The following estimate is a pathwise estimate for the stochastic integral-type
quantity within the integral equation (2.12).
Proposition 6.1. Consider any set of arbitrarily small but universal constants ǫ1,ǫ2,ǫ3,ǫ4,ǫ5 ∈ R>0, any D ∈ R>0, and any
τ ∈ R>0. The following estimates hold with probability at least 1− κǫ1 ,ǫ2,ǫ3,ǫ4,ǫ5,DN−D: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(6.2)
Both estimates in Proposition 6.1 together provide the most nontrivial ingredient towards proving the following regu-
larity estimate.
Proposition 6.2. Suppose τ. N−1. Consider any set of parameters ǫ1,ǫ2,ǫ3 ∈ R>0, any D ∈ R>0. We have
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where the implied constants within the events on the LHS are universal constants.
The first step towards the proofs of Proposition 6.1 and Proposition 6.2 is a pointwise moment estimate.
Lemma 6.3. Consider any arbitrarily small but universal constants ǫ1,ǫ2,ǫ3,ǫ4,ǫ5 ∈ R>0, any D ∈ R>0, and any τ ∈ R>0;
further consider any arbitrarily large but universal D ∈ R>0. For p &ǫ1,...,ǫ5,D 1 sufficiently large, we have
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Proof. As before, we prove the estimates for κ= 0, because the following analysis remains valid for κ ∈ R>0 up to inserting
κ-dependent factors. Moreover, we prove only the estimate (6.4); the proof of (6.5) follows from similar considerations.
Consider first T > N−2. For eǫ4 ∈ R>0 arbitrarily small but universal, we employ the decomposition∫ T
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We proceed to analyze each quantity on the RHS of (6.6), for which the following notation will serve convenient:
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Beginning with the second quantity on the RHS of (6.6), we employ the Chebyshev inequality to obtain
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where the last bound is obtained via the constraint in the indicator function to rewrite the stochastic integrand, and then
dropping this indicator. Via the BDG inequality and heat kernel estimates from Proposition A.1 in [8], for p ∈ R>1 we have
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Choosing eǫ2 = ǫ2 and eǫ4 = 12ǫ4 provides the estimate if p ∈ R>1 is sufficiently large. It remains to estimate the first quantity
on the RHS of (6.6); we further decompose∫ T
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∈ [N−eǫ4 , 1)

.
Applying the Chebyshev inequality for p ∈ R>1, we similarly obtain
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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
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s,T+τ
−UN
s,T
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+ N−2pǫ1+4peǫ4+2peǫ4eǫ5τ− 12 p+2pǫ2 E


∫ T
0

UN
s,T+τ
−UN
s,T

◦

ZN
s,y
(1) · dQN
s,y

2p


.p,eǫ2,T f N−2pǫ1+2peǫ4τ2pǫ2−2peǫ2
∞∑
ℓ=1
ℓ−2pǫ5 + N−2pǫ1+4peǫ4+2peǫ4ǫ5τ2pǫ2−2peǫ2 . (6.14)
For any p &ǫ5 1 sufficiently large, the infinite series converges absolutely uniformly in N ∈ Z>0. For any given ǫ1 ∈ R>0,
choosing eǫ4,ǫ5 ∈ R>0 sufficiently small and ǫ2 = 12 eǫ2, we finally choose any exponent p ∈ R>1 sufficiently large.
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Consider now T 6 N−2. To this end, an identical analysis succeeds upon the adaptation that under this regime, we may
directly bound the quadratic variation of the compound Poisson martingale by the number of jumps, which is bounded by
N ǫ5 ∈ R>0 with probability at least 1− e−κN
eǫ5
for κ ∈ R>0 a universal constant and eǫ5 ∈ R>0 depending on ǫ5 ∈ R>0. 
Proof of Proposition 6.1. We obtain the space-time uniform estimate (6.1) from (6.4); the mechanism for obtaining (6.2)
from (6.5) is identical. Moreover, as earlier we further assume κ= 0 purely for notational simplicity.
We first claim that it suffices to reduce proving the estimate (6.1) to proving the estimate (6.4) for N D
′
-many points for
D′ ∈ R>0 an arbitrarily large but universal constant. Indeed, if this reduction were valid, the estimate (6.1) would follow
from combining (6.4) with a straightforward union bound.
To establish validity of the reduction, we proceed as in the proof of Proposition 4.2. Suppose DN is any discretization
of [0, T f ]×TN of N D
′
-many points such that the distance between any two time coordinates is equal to N−D
′′ ∈ R>0 with
D′′ ∈ R>0 arbitrarily large but universal. For ǫ6 ∈ R>0 arbitrarily small, consider the event
Q
•
=
⋃
(T,X )∈DN
¨
sup
t∈[0,N−D′′]
QNT+t ,X −QNT,X  > N ǫ6
«
.
For D′′ ∈ R>0 sufficiently large and ǫ6 ∈ R>0 sufficiently small, consequence of large-deviations estimates for the Poisson
distribution we know P[Q] 6 e−κN
eǫ6
with κ ∈ R>0 universal and eǫ6 ∈ R>0 depending only on ǫ6 ∈ R>0. Upon taking the
intersection of Q with the events in (6.4), this completes the proof of the reduction. 
Proof of Proposition 6.2. Appealing to the integral equation (2.12), we have
ZNT+τ,X − ZNT,X  . UN0,T+τ −UN0,T ∗ ZN0,y  +

∫ T+τ
T
UN
s,T+τ ∗

ZN
s,y
dQ
N
s,y

+
∫ T
0

UN
s,T+τ −UNs,T

∗

ZN
s,y
dQ
N
s,y
 (6.15)
+ N
1
2
∫ T+τ
T
UN
s,T+τ ∗ ZNs,y ds + N
1
2
∫ T+τ
T
hUNs,T+τ −UNs,T i ∗ ZNs,y ds
+
∞∑
k=1
|ck|
∫ T+τ
T
D−kUNs,T+τ ∗ ZNs,y ds + ∞∑
k=1
|ck|
∫ T
0
D−k UNs,T+τ −UNs,T ∗ ZNs,y ds.
Concerning the quantities on the RHS of (6.15), we first record the following deterministic estimates consequence of the
heat kernel estimates in Proposition A.1 in [8] and straightforward computations, valid for any ǫ ∈ R>0:N 12
∫ T+τ
T
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s,T+τ
∗ ZN
s,y
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L∞T,X (κ;0)
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1
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ZNT,X
L∞T,X (κ;0)
, (6.16)
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T
hUNs,T+τ −UNs,T i ∗ ZNs,y ds

L∞T,X (κ;0)
.κ,ǫ N
1
2+2ǫτ1−ǫ
ZNT,X
L∞T,X (κ;0)
, (6.17)

∞∑
k=1
|ck|
∫ T+τ
T
D−kUNs,T+τ ∗ ZNs,y ds

L∞T,X (κ;0)
.κ τ
1
2
ZNT,X
L∞T,X (κ;0)
, (6.18)

∞∑
k=1
|ck|
∫ T
0
D−k UNs,T+τ −UNs,T ∗ ZNs,y ds

L∞T,X (κ;0)
.κ,ǫ τ
1
4−ǫ
ZNT,X
L∞T,X (κ;0)
. (6.19)
We further observe that for τ6 N−1+ǫ0 with ǫ0 ∈ R>0 sufficiently small but universal, each upper bound above is bounded
above by τ
1
4−ǫ‖ZN
T,X
‖L∞T,X (κ;0) for any ǫ ∈ R>0 arbitrarily small but universal.
It remains to estimate the first three quantities on the RHS of (6.15). The second and third quantities, from Proposition
6.1 provide the appropriate estimates, so it remains to analyze the first quantity on the RHS of (6.15). However, this is a
consequence of the assumed temporal regularity of the Gartner transform. 
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7. LATTICE-SHE ANALYSIS II: MULTISCALE ANALYSIS
We reemphasize that although the particle system evolves on the infinite-volume latticeZ, the Gartner transform evolves
on the compact torus TN = J−N
5
4+ǫ,N
5
4+ǫK, where ǫ ∈ R>0 is an arbitrarily small though universal constant. In particular,
the semigroup of operators UN
s,T
denotes the periodic heat flow on this torus. Moreover, all spatial coordinates are implicitly
taken modulo this torus; see Corollary 4.3.
The current section is dedicated towards the primary estimate for the nonlinearities:
GN
T,X
=
∫ T
0
UN
s,T
◦
h
N
1
2Av
βX
gN
s,y
ZN
s,y
i
ds, (7.1)
eGN
T,X
=
∫ T
0
UN
s,T
◦

NβXegN
s,y
ZN
s,y

ds. (7.2)
We emphasize the following important features concerning the objects above, some of which were previously mentioned.
• We define βX = 13 + ǫ1, where ǫ1 ∈ R>0 is an arbitrarily small but universal constant.
• The pseudo-gradient field gN
T,X
has support of size at most N ǫc ∈ R>0 with ǫc ∈ R>0 arbitrarily small but universal.
• The pseudo-gradient field egN
T,X
admits a pseudo-gradient factor whose support is contained in X+J−2N ǫc , 0K ⊆ TN .
Moreover, throughout the current section we continue to follow the notation established in Section 5.
The primary objective for the current section is the following estimate.
Proposition 7.1. For a universal constant βu ∈ R>0 and for any arbitrarily small but universal constant ǫ ∈ R>0, we have
P
GNT,X
L∞T,X (κ;0)
+
eGNT,X
L∞T,X (κ;0)
&ǫ N
−βu
ZNT,X
L∞T,X (κ;0)
+ N−βu
ZNT,X1+ǫ
L∞T,X (κ;0)

.ǫ,ǫ0 N
−βu . (7.3)
Upon employing a union bound and the triangle inequality, it suffices to establish the estimate for both GN
T,X
and eGN
T,X
individually. Moreover, the analysis for eGN
T,X
follows exactly the same procedure as the analysis for GN
T,X
with exception to
one step present for the latter analysis though absent for the former. Therefore, instead of producing identical analysis,
we comment on the adjustments needed for eGN
T,X
in Remark 7.3, Remark 7.6, and Remark 7.10.
7.1. Preliminary Static Estimate. The proof of Proposition 7.1 follows three steps, the first being a large-deviations-type
argument concerning the static estimate in Proposition 5.15.
Lemma 7.2. For a universal constant βu ∈ R>0, we have
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L∞T,X (κ;0)
> N−βu
ZNT,X
L∞T,X (κ;0)

 6 N−βu . (7.4)
Proof. Pointwise in space-time, we have the straightforward estimate
∫ T
0
UN
s,T
◦
h
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1
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s,y
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s,y
i
ds −
∫ T
0
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s,T
◦
h
N
1
2cAvβX
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ZN
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i
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 6
ZNT,X
L∞T,X (κ;0)
·
∫ T
0
UN
s,T
◦
h
eκ,yN
1
2
fAvβX
gNs,y
i ds. (7.5)
The result now follows from Proposition 5.15. 
Remark 7.3. Our analysis for eGN
T,X
will not require an analog of Lemma 7.2.
7.2. Dynamical Multiscale Analysis I. The second step towards the proof behind Proposition 7.1 is a multiscale analysis
implemented to replace the space-average with cutoff by its temporal average on a suitable mesoscopic time-scale. Towards
facilitating the statement and proof of the following estimate in Lemma 7.5, we first establish the following notation.
Notation 7.4. Consider some possibly N-dependent time-scale τ ∈ R>0, and define the temporal average:
A
βX
g
N
T,X
(τ)
•
= −
∫ τ
0
τrcAvβXgNT,X dr. (7.6)
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Moreover, consider any sequence {τ j}∞j=0 of possibly N-dependent but positive time-scales, and define
A
βX
g
N
T,X
(τ; j)
•
= −
∫ τ1
0
. . . −
∫ τ j−1
0
τr1+...r j−1A
βX
gN
s,y
(τ j) dr j−1 . . . dr1. (7.7)
Lastly, we define
ζ(1)
m
•
=
∫ T
0

−
∫ τm
0
UN
s,T
−UN
s−r,T dr

◦
h
N
1
2 A
βX
gNs,y
(τm−1;m− 1) · ZNs,y
i
ds, (7.8)
ζ(2)
m
•
= −
∫ τm
0
∫ T
0
UN
s−rm,T ◦
h
N
1
2 A
βX
gN
s,y
(τm−1;m− 1) ·

ZN
s,y
− ZN
s−rm,y
i
ds drm (7.9)
We briefly mention that A
βX
g
N
T,X
(τ) = A
βX
g
N
T,X
(τ) to possibly clear any confusion. Moreover, we remark that the conclusions
of Proposition 5.3, Corollary 5.4, Proposition 5.10, and Corollary 5.13 all remain valid upon the replacement of the space-
time average A
βX
g
N
T,X
(τ) by A
βX
g
N
T,X
(τ; j) for any j ∈ Z>0, upon taking the time-average of the expectations.
Lemma 7.5. Consider the set of times {τm}Mm=0 from Corollary 5.11. For a universal constant βu ∈ R>0, for any ǫ ∈ R>0, we
have the following estimate with probability at least 1− N−βu :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Proof. We first consider a temporal replacement at some mesoscopic scale. Precisely, we define τ0 = N
−2+2βX−2ǫX+ǫ for an
arbitrarily small though universal constant ǫ ∈ R>0; we recall ǫX ∈ R>0 from Notation 5.1 is another arbitrarily small but
universal constant.
A straightforward computation gives∫ T
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+ −
∫ τ0
0
∫ T
0
UN
s−rm,T ◦
h
N
1
2cAvβX
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·

ZN
s,y
− ZN
s−rm,y
i
ds.
The second and third quantities on the RHS of (7.11) admit almost-deterministic estimates. In particular, we observe the
following two upper bounds, consequence of the temporal regularity estimate for the heat kernel from Proposition A.1 in
[8] and the temporal regularity estimate for the Gartner transform from Proposition 6.2, valid for any ǫ′ ∈ R>0: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and, for any D ∈ R>0,
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In particular, because τ0 = N
−2+2βX−2ǫX+ǫ, considering ǫX ,ǫ
′ ∈ R>0 are both sufficiently small but universal, and ǫ . ǫX+ǫ′
is therefore sufficiently small but universal, for βu ∈ R>0 arbitrarily small but universal, we see the following estimate holds
with probability at least 1− κDN−D for any arbitrarily large but universal D ∈ R>0: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It therefore remains to compare the temporal average on this short, though still mesoscopic, time-scale to that with respect
to the desired time-scale. To this end, consider {τm}Mm=0 from Corollary 5.11 and the following multiscale decomposition:∫ T
0
UN
s,T
◦
h
N
1
2 A
βX
gNs,y
(τ0) · ZNs,y
i
ds =
∫ T
0
UN
s,T
◦
h
N
1
2 A
βX
gNs,y
(τM ;M) · ZNs,y
i
ds +
M−1∑
m=1
 
ζ(1)
m
+ ζ(2)
m

. (7.15)
As M . 1, we may estimate each ζ( j)
m
-quantity; this is immediate by Corollary 5.11 and the temporal regularity of the heat
kernel from Proposition A.1 in [8] and the temporal regularity estimate for the Gartner transform in Proposition 6.2. 
Remark 7.6. Concerning the analog of Lemma 7.5 for eGN
T,X
, the same procedure succeeds if, rather than, Corollary 5.11 we
employ Corollary 5.13; although there is not an a priori estimate equipped to the spatial average coming from Lemma 7.2
for eGN
T,X
, the initial time-replacement succeeds regardless because the N -dependent prefactor in eGN
T,X
of N
1
3+ǫ1 is roughly
the N -dependent prefactor in GN
T,X
of N
1
2 combined with the a priori static estimate implemented in Lemma 7.2.
7.3. Dynamical Multiscale Analysis II. The final step towards proving Proposition 7.1 is a multiscale analysis designed
to implement successively sharper cutoffs for the final time-average A
βX
gNs,y
(τM ;M) appearing in Lemma 7.5.
Lemma 7.7. For a universal constant βu ∈ R>0, the following estimate holds with probability at least 1− N−βu :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It will again serve convenient to establish some notation before we prove Lemma 7.7.
Notation 7.8. Recall the sequences {βm}Mm=0 and {τ
(m)
N }Nm=1 from Corollary 5.4.
For m ∈ J1,MK, we further let {Bj,m}Jmj=1 denote some decomposition of the time-block [0,τ
(M)
N ] into disjoint and connected
sub-intervals whose lengths satisfy |Bj,m| ≍ τ(m)N , and Jm ∈ Z>0 denotes the number of such sub-intervals. Moreover, we define
t j,m
•
= |Bj,m|, ι j,m
•
= infBj,m, σ j,m,ℓ
•
=
Jm+1
Jm
j + ℓ. (7.17)
Lastly, we now define ξm = ξ
(1)
m
+ ξ(2)
m
+ ξ(3)
m
, where
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
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and the events are defined as
1E j,m+1
•
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m∏
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1
hτισ j,m,ℓ ,mA βXgNs,y (tσ j,m,ℓ,m;M)
 6 N−βmi (7.18)
6 1
hA βX
gN
s,y
(t j,m+1;M)
6 N−βmi . (7.19)
Proof of Lemma 7.7. We first observe that Jm+1J
−1
m
. N ǫ due to the constraint τ
(m+1)
N . τ
(m)
N N
ǫ from Corollary 5.4.
Second, observe the following decomposition with βM >
1
2 as in Corollary 5.4: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Indeed, the decomposition comes from an inductive procedure; tomake this estimate an exact identity without the absolute
values requires slightly more attention, especially to ξ(1)
m
-quantities, though this will not be necessary to prove Lemma 7.7.
For presentational clarity, we provide the following algorithm which yields (7.20):
• Consider every block Bj,1, and replace the respective A -quantities with time-scales t j,1 ∈ R>0 with a cut-off N−β1 ;
this provides the error ξ
(1)
1
.
• Now, group theA -quantities associated to blocks Bj,1 according to the larger Bj,2-block that contains each of them.
For each of these larger groups, update these grouped quantities by inserting the factor 1E j,2 ; the error obtained
is bounded by the ξ
(2)
1
-quantity.
• What remains is an average ofA -quantities grouped according to boxes Bj,2, each of theseA -quantities admitting
a cut-off N−β1 and the whole group corresponding to any box Bj,2 admitting a factor of 1E j,2 . For each A -quantity,
remove the individual N−β1 -cutoffs while leaving the 1E j,2 -factor for each group. This gives the error corresponding
to ξ
(3)
1
, while what remains is an average ofA -quantities, now on larger time-scales t j,2 ∈ R>0, each with a cut-off
implemented through 1E j,2 .
• Repeat this procedure, proceeding in increasing fashion in m ∈ J1,MK to larger blocks Bj,m and larger time-scales
t j,m ∈ R>0 and with shaper cut-offs N−βm and 1E j,m until we finally arrive at the ξ
(1)
M -quantity, in which case we are
left with the first quantity on the RHS of (7.20). To illustrate the inductive procedure, precisely, the next step in
the algorithm will be to introduce a sharper cutoff of N−β2 for each of the A -quantities on scales t j,2 with cutoffs
1E j,2 , giving the error ξ
(2)
1 . Afterwards, we group A -quantities according to their respective Bj,3-block, from where
we introduce the cutoff 1E j,3 on each block and remove the previous 1E j,2 -factor from each A -quantity, giving the
errors ξ
(2)
2
,ξ
(3)
2
, respectively.
Therefore, it remains to estimate each quantity on the RHS. Concerning the first quantity, because βM >
1
2 is a universal
constant, the required upper bound is easy. To estimate the ξ( j)
m
-quantities, we observe that the ξ(1)
m
-quantities are bounded
immediately via Corollary 5.4. Second, we observe the next inequality, valid for some positive universal constant ǫ′ . ǫ:
1E C
j,m
6


Jm+1J
−1
m∑
ℓ=1
1
hτισ j,m,ℓ ,mA βXgNs,y (tσ j,m,ℓ,m;M)
 > N−βmi

 ∧ 1
hA βX
gN
s,y
(t j,m+1;M)
> N−βm+1−ǫ′i . (7.21)
This, along with Jm+1J
−1
m
. N ǫ , provides the following upper bounds which include soon-to-be-introduced events:
ξ(2)
m
. N ǫ
∫ T
0
UN
s,T
◦

ZN
s,y
· −
Jm+1∑
j=1
·

 −
Jm+1J
−1
m∑
ℓ,ℓ′=1
τισ j,m,ℓ ,mA βXgNs,y (tσ j,m,ℓ,m;M)
 · 1E j,m,ℓ1E Cj,m,ℓ′

 ds

 , (7.22)
ξ(3)
m
.
∫ T
0
UN
s,T
◦

ZN
s,y
· −
Jm+1∑
j=1
·

 −
Jm+1J
−1
m∑
ℓ=1
τισ j,m,ℓ ,mA βXgNs,y (tσ j,m,ℓ,m;M)
 · 1H j,m,ℓ



 ds, (7.23)
where the soon-to-be-introduced events are defined as
1E j,m,ℓ
•
= 1
hτισ j,m,ℓ ,mA βXgNs,y (tσ j,m,ℓ,m;M)
6 N−βmi , (7.24)
1H j,m,ℓ
•
= 1
hτισ j,m,ℓ ,mA βXgNs,y (tσ j,m,ℓ,m;M)
> N−βm+1−ǫ′i · 1hτισ j,m,ℓ ,mA βXgNs,y (tσ j,m,ℓ,m;M)
6 N−βmi . (7.25)
Provided the above bounds, we may now employ Corollary 5.4 again to suitably estimate the ξ(2)
m
-quantities. Moreover, we
would be able to obtain the same for the ξ(3)
m
-quantities if tσ j,m,ℓ,m ∈ R>0 were replaced by t j,m+1 ∈ R>0 for any j ∈ J1, Jm+1K.
However, because τ
(m+1)
N . τ
(m)
N N
ǫ with ǫ ∈ R>0 arbitrarily small but universal, the proof of Corollary 5.4 actually provides
the desired estimate; indeed, given the smaller tσ j,m,ℓ,m time-scale in place of the larger t j,m+1 time-scale, the upper bound
of N−βu within Corollary 5.4 thus grows by a factor of N ǫ . This completes the proof. 
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Remark 7.9. Tracking sufficiently carefully the ǫ-type constants in both Corollary 5.4 and the proof of Lemma 7.7 allows
one to deduce that the ξ(3)
m
-quantities are superfluous in our estimation within the proof of Lemma 7.7. However, the proof
given above is both more transparent and certainly succeeds without this precise bookkeeping, hence its presentation.
Remark 7.10. The same procedure succeeds for eGN
T,X
if we instead apply Corollary 5.9 instead of Corollary 5.4.
8. LATTICE SHE ANALYSIS IIIA: NEAR-STATIONARY INITIAL DATA
We reemphasize that although the particle system evolves on the infinite-volume latticeZ, the Gartner transform evolves
on the compact torus TN = J−N
5
4+ǫ,N
5
4+ǫK, where ǫ ∈ R>0 is an arbitrarily small though universal constant. In particular,
the semigroup of operators UN
s,T
denotes the periodic heat flow on this torus. Moreover, all spatial coordinates are implicitly
taken modulo this torus; see Corollary 4.3.
Within the current section, we prove Theorem 1.6 for near-stationary initial data. To this end, we require the following.
Definition 8.1. Retain the framework of Proposition 2.6. We define ZN
T,X
to be the unique solution to the integral equation
ZN
T,X
= UN
0,T
◦ ZN
0,y
+
∫ T
0
UN
s,T
◦

ZN
s,y
dQ
N
s,y

+
∫ T
0
UN
s,T
◦

wN
s,y
ZN
s,y

ds +
∞∑
k=1
ck
∫ T
0
D−kU
N
s,T
◦

wN ,k
s,y
ZN
s,y

ds. (8.1)
Moreover, we define YN
T,X
•
= ZN
T,X
− ZN
T,X
.
The space-time field ZN
T,X
is a lattice model of the continuum SHE. Precisely, the sequence of random fields {ZN
T,X
}∞
N=1
is
tight with respect to the Skorokhod topology on D(R>0,C(R)); moreover, all limit points concentrate on the unique weak
solution to the continuum SHE with appropriate initial data. Thus, it remains to prove the following result.
Proposition 8.2. For some universal constant βu ∈ R>0, we have
P
YNT,X
L∞T,X (κ;0)
> N−βu

6 N−βu . (8.2)
Roughly speaking, Proposition 8.2 follows courtesy of Proposition 7.1 assuming some a priori estimate on ‖ZN
T,X
‖L∞T,X (κ;0).
Indeed, if Proposition 8.2 were actually provided, this would follow immediately frommoment estimates for ZN
T,X
combined
with the gluing strategy used to prove Proposition 6.2; these moment estimates follow via Proposition 3.2 in [8].
To rigorously execute the heuristic in the above paragraph, we implement a continuity method. Because the initial data
ZN
0,X
admits its all moments uniformly bounded in N ∈ Z>0, we obtain the desired control on ZNT,X at least for the initial
data. Our strategy amounts to using YN
T,X
to propagate an L∞
T,X
(κ; 0)-estimate, completing the proof.
Presenting the proof in technical detail requires the following stopping times.
Notation 8.3. Retain the setting in Proposition 7.1. For ǫST ∈ R>0 arbitrarily small but universal, define the stopping times
τ(1)∞
•
= inf

T ∈ [0, T f ] :
eGNT,X
L∞T,X (κ;0)
&δ N
−βu
ZNT,X
L∞T,X (κ;0)
+ N−βu
ZNT,X1+δ
L∞T,X (κ;0)

∧ T f , (8.3a)
τ(2)∞
•
= inf

T ∈ [0, T f ] :
ZNT,X
L∞T,X (κ;0)
> N2ǫSTδ

∧ T f , (8.3b)
τ(3)∞
•
= inf

T ∈ [0, T f ] :
Z NT,X
L∞T,X (κ;0)
> N ǫSTδ

∧ T f , (8.3c)
τ∞
•
= τ(1)∞ ∧ τ(2)∞ ∧τ(3)∞; (8.3d)
above, the implied δ-dependent constant defining τ(1)∞ ∈ R>0 is chosen so that τ(1)∞ = T f with probability at least 1−N−βu for
a universal constant βu ∈ R>0, courtesy of Proposition 7.1.
Next, it will be convenient to introduce the following "pathwise model" for YN
T,X
.
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Definition 8.4. Define eYN
T,X
to be the unique solution to the integral equation
eYN
T,X
=
∫ T
0
UN
s,T
◦
eYN
s,y
dQ
N
s,y

+
∫ T
0
UN
s,T
◦

wN
s,y
eYN
s,y

ds +
∞∑
k=1
ck
∫ T
0
∇!X
k
UN
s,T
◦

wN ,k
s,y
eYN
s,y

ds (8.4)
+
∫ T∧τ∞
0
UN
s,T
◦
h
N
1
2Av
βX
gNs,y
ZN
s,y
i
ds +
∫ T∧τ∞
0
UN
s,T
◦

NβXegN
s,y
ZN
s,y

ds.
Remark 8.5. Uniqueness for the above integral equation follows from almost an identical argument for uniqueness of the
equation defining ZN
T,X
, but the stopping time must be addressed; this can be done through analyzing the path before and
after τ∞ ∈ R>0.
To justify referring to eYN
T,X
as a model forYN
T,X
, we appeal to the following lemma which identifies these two space-time
random fields until the stopping time τ∞ ∈ R>0.
Lemma 8.6. For any T0 ∈ [0, T f ], we have the containment of path-space events
{τ∞ > T0} ⊆
⋂
(T,X )∈[0,T0)×TN
¦eYN
T,X
= YN
T,X
©
. (8.5)
Proof. This is an immediate consequence of the observation eYN
T∧τ−∞,X =Y
N
T∧τ−∞,X . 
The next lemma, which justifies studying eYN
T,X
as opposed to YN
T,X
itself, is a collection of moment estimates.
Lemma 8.7. There exists a universal constant βu ∈ R>0 such that for any p ∈ R>1, we have
sup
(T,X )∈[0,T f ]×TN
e−κ,X E
 eYNT,X 2p .p,T f N−2pβu . (8.6)
Moreover, for any D ∈ R>0,
P
eYNT,X
L∞T,X (κ;0)
> N−
1
2βu

.T f ,D N
−D. (8.7)
Proof. We first observe that, by definition of τ∞ ∈ R>0, for a universal constant β ′u ∈ R>0, since UNs,T is a contraction on
L∞(Z), we have
∫ T∧τ∞
0
UN
s,T
◦
h
N
1
2Av
βX
gNs,y
ZN
s,y
i
ds +
∫ T∧τ∞
0
UN
s,T
◦

NβXegN
s,y
ZN
s,y

ds

L∞T,X (κ;0)
.

∫ T∧τ∞
0
UN
s,T∧τ∞ ◦
h
N
1
2Av
βX
gNs,y
ZN
s,y
i
ds +
∫ T∧τ∞
0
UN
s,T∧τ∞ ◦

NβXegN
s,y
ZN
s,y

ds

L∞T,X (κ;0)
(8.8)
. N−β
′
u . (8.9)
The desired moment estimate now follows immediately from the proof under both Proposition 3.2 and Lemma 5.2 in [8].
To obtain the high-probability space-time uniform pathwise estimate, similarly to the proof for Proposition 6.2 it suffices to
apply the a priori moment estimate for sufficiently large but universal exponent p ∈ R>1, combined with the trivial union
bound over any suitable discretization of space-time by N D-many points, where D ∈ R>0 is arbitrarily large but universal.
This completes the proof upon possibly updating βu ∈ R>0. 
8.1. Proof of Proposition 8.2. Via Lemma 8.6 and Lemma 8.7, it remains to prove that τ∞ = T f with probability at least
1−N−β ′u , for β ′
u
∈ R>0 some universal constant. To this end, for any ǫ ∈ R>0 arbitrarily small but universal, define another
set of auxiliary stopping times
τ(4)∞
•
= inf

T ∈ [0, T f ] :
eYNT,X
L∞T,X (κ;0)
> N−
1
2βu

∧ T f , (8.10a)
τ(5)∞
•
= inf

T ∈ [0, T f ] :

sup
(T0,X )∈[0,T ]×TN
QN
T0+N
−10,X −QNT0,X

> N ǫ

∧ T f . (8.10b)
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Finally, our last preliminary observation is the following estimate for βu ∈ R>0 a universal constant:
P
⋃
j 6=2

τ( j)∞ 6= T f
	
6 N−βu . (8.11)
Indeed, this is consequence of Proposition 7.1, Proposition 3.2 in [8], Lemma 8.7, and large-deviations principles for the
Poisson distribution all combined with a union bound over N D-many space-time points with D ∈ R>0 arbitrarily large but
universal. Thus, it remains to establish the following bound on conditional probability for any D ∈ R>0:
P

τ(3)∞ 6= T f
 ⋂
j 6=2

τ( j)∞ = T f
	
.D N
−D. (8.12)
Indeed, this estimate is consequence of the following observations, in which 100 plays no particular importance.
• If τ(3)∞ < T f , consider the time τ(3.1)∞ = τ(3)∞ −N−100 ∈ R>0; indeed, courtesy of the a priori estimate in Lemma 4.4
and the union bound argument within the proof of Proposition 6.2, we know τ(3)∞ > N
−1 with probability at least
1− κDN−D for any D ∈ R>0.
• Courtesy of Lemma 8.6, we know eYN
τ
(3.1)
∞ ,X
=YN
τ
(3.1)
∞ ,X
, and thus we haveZNT,X
L∞
τ
(3.1)
∞ ,X
(κ;0)
6
eYNT,X
L∞T,X (κ;0)
+
ZNT,X
L∞
τ
(3.1)
∞ ,X
(κ;0)
. (8.13)
• Consequence of conditioning on τ(4)∞ = T f and τ(3)∞ = T f , from (8.13) we haveZNT,X
L∞
τ
(3.1)
∞ ,X
(κ;0)
. N−
1
2βu + N ǫSTδ (8.14)
. N ǫSTδ, (8.15)
where the implied constants are universal.
• Moving forward in time by an increment of N−99 ∈ R>0 from τ(3.1)∞ to τ(3.2)∞ = τ(3.1)∞ + N−99, because we have
conditioned on τ(5)∞ = T f , by definition of the Gartner transform we seeZNT,X
L∞
τ
(3.2)
∞ ,X
(κ;0)
.
ZNT,X
L∞
τ
(3.1)
∞ ,X
(κ;0)
(8.16)
again with another universal implied constant.
• Lastly, combining (8.15) and (8.16), we contradict the condition defining τ(3)∞ ∈ R>0 at the time τ(3.2)∞ > τ(3)∞.
Precisely, we deduce
P

τ(3)∞ 6= T f
 ⋂
j 6=2

τ( j)∞ = T f
	
6 P

τ(3)∞ > N
−1
 ⋂
j 6=2

τ( j)∞ = T f
	
(8.17)
.D N
−D (8.18)
with the final inequality a consequence of Lemma 4.4 for time-scale N−1 ∈ R>0, which completes the proof.
9. LATTICE SHE ANALYSIS IIIB: NARROW-WEDGE INITIAL DATA
We reemphasize that although the particle system evolves on the infinite-volume latticeZ, the Gartner transform evolves
on the compact torus TN = J−N
5
4+ǫ,N
5
4+ǫK, where ǫ ∈ R>0 is an arbitrarily small though universal constant. In particular,
the semigroup of operators UN
s,T
denotes the periodic heat flow on this torus. Moreover, all spatial coordinates are implicitly
taken modulo this torus; see Corollary 4.3.
In the current section, we address the necessary updates to the previous results and steps within the article in order to
establish Theorem 1.6 for narrow-wedge initial data. To avoid repeating technical details, we comment on the differences
without providing complete proofs as before.
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Before we begin, however, we recall the following space-time norm, which is an adaptation of the previous L∞
T,X
(κ; 0)-
topology addressing the singular nature with respect to time of the heat kernel:
‖F(T,X )‖L∞T,X (κ;δ)
•
= sup
T∈(0,T f ]
sup
X∈TN
T
1
2−δeN−κ,X |F(T,X )|. (9.1)
For the remainder of the article, we choose δ ∈ R>0 arbitrarily small but universal. Lastly, we recall the normalized Gartner
transform eZN
T,X
from (1.15).
9.1. Preliminary ℓ1
X
-Estimate. Unlike the situation for near-stationary initial data, we first need an auxiliary estimate for
the lattice-analog of the L1
X
-norm for the Gartner transform. Before we state the result, we first define the norm precisely:
‖F‖ℓ1X
•
= N−1
∑
X∈TN
|F(X )|. (9.2)
Lemma 9.1. For some universal constant βu ∈ R>0 and for any ǫ ∈ R>0, we have
P

sup
T∈[0,T f ]
eZNT,X
ℓ1X
> N
1
8 + N
1
8+ǫ
eZNT,X1+ǫ
L∞T,X (κ;δ)

.ǫ N
−βu . (9.3)
Throughout the proof for Lemma 9.1 to follow, we mention adaptations of necessary results established previously in
this article; we do not explicitly write details because more difficult versions of these details will be addressed later within
the current subsection.
Proof. We first assume T f =
1
2 ; for general T f ∈ R>0, the result follows from iterating the following analysis for O(T f )-many
instances.
From (2.12), positivity of the Gartner transform, and the unit ℓ1
X
-norm of the heat kernel, we haveeZNT,X
ℓ1X
=
eZN0,X
ℓ1X
+
∫ T
0
N−1
∑
y∈TN
eZN
s,y
dQ
N
s,y
+
∫ T
0
N−1
∑
y∈TN
N
1
2 · −
NβX∑
w=1
τ−wg
N
s,y
· eZN
s,y
ds (9.4)
+
∫ T
0
N−1
∑
y∈TN
NβXegN
s,y
eZN
s,y
ds +
∫ T
0
N−1
∑
y∈TN
wN
s,y
eZN
s,y
ds.
The first quantity on the RHS is bounded above by a universal constant as noted in the proof of Lemma 5.1 in [8].
As for the third quantity on the RHS of (9.4), we proceed like in the proof of Proposition 5.3; define TN = N
− 12−ǫ for
ǫ ∈ R>0 arbitrarily small but universal, and consider
∫ T
0
N−1
∑
y∈TN
N
1
2 · −
NβX∑
w=1
τ−wg
N
s,y
· eZN
s,y
ds
 6

∫ T
TN
N−1
∑
y∈TN
N
1
2 · −
NβX∑
w=1
τ−wg
N
s,y
· eZN
s,y
ds
 + N−ǫ supT∈[0,T f ]
eZNT,X
ℓ1X
. (9.5)
Proceeding like in the respective proofs of Proposition 7.1, Proposition 5.3, Proposition 5.10, and Proposition 5.15, we
obtain the following estimate for a universal constant βu ∈ R>0 and arbitrarily small but universal constant ǫ ∈ R>0, with
probability at least 1− N−βu :
∫ T
TN
N−1
∑
y∈TN
N
1
2 · −
NβX∑
w=1
τ−wg
N
s,y
· eZN
s,y
ds
 .ǫ N−βu
eZNT,X
L∞T,X (κ;δ)
+ N−βu
eZNT,X1+ǫ
L∞T,X (κ;δ)
. (9.6)
Indeed, we outline the differences below.
• Employing the temporal regularity of the heat kernel from Proposition A.1 in [8], the temporal regularity for the
Gartner transform obtained in Proposition 6.2 applies to the narrow-wedge initial data upon replacing L∞
T,X
(κ; 0)-
norms with L∞
T,X
(κ;δ)-norms. To justify this, we observe the stochastic integral-type estimates in Lemma 6.3 hold
for the L∞
T,X
(κ;δ)-norms with implied constant depending on δ ∈ R>0 by means of writing eZNs,y = s− 12+δs 12−δeZs,y
within the stochastic-integrand and integrability of the function s−1+2δ for s ∈ [0, T f ]. Moreover, separating the
initial data quantityUN
0,T
◦eZN
0,y
quantity from the remainder of the integral equation (2.12), the proof of Proposition
6.2 remains valid for the L∞
T,X
(κ;δ)-norms; the temporal regularity of UN
0,T
◦ eZN
0,y
matches that of the heat kernel
itself.
48
• The previous bullet point indicates that the multiscale analysis in Lemma 7.5 remains valid for the narrow-wedge
initial data and for the L∞
T,X
(κ;δ)-norms. Thus, to complete the remainder of the steps in establishing Proposition
7.1, it suffices to establish analogs of Proposition 5.3 and Proposition 5.10 for the L∞
T,X
(κ;δ)-norms for the third
quantity on the RHS of (9.4). However, this is actually a simple adaptation of these aforementioned propositions
uponwriting eZN
s,y
= s−
1
2+δs
1
2−δeZs,y inside the first quantity within the RHS of (9.5) and proceeding as in Proposition
5.3 and Proposition 5.10, given that within (9.5) we have already introduced the time-scale TN ∈ R>0.
Similarly, following similar adaptations of Proposition 7.1, Proposition 5.8, and Proposition 5.12, we deduce the following
for any ǫ ∈ R>0 arbitrarily small but universal and possibly updated universal constant βu ∈ R>0, again with probability
at least 1− N−βu :
∫ T
0
N−1
∑
y∈TN
NβXegN
s,y
eZN
s,y
ds
 .ǫ N−βu
eZNT,X
L∞T,X (κ;δ)
+ N−βu
eZNT,X1+ǫ
L∞T,X (κ;δ)
+ N−βu sup
T∈[0,T f ]
eZNT,X
ℓ1X
. (9.7)
Moreover, we have the straightforward bound
∫ T
0
N−1
∑
y∈TN
wN
s,y
eZN
s,y
ds
 . T supT∈[0,T f ]
eZNT,X
L∞T,X (κ;δ)
. (9.8)
It remains to analyze the stochastic integral-type quantity on the RHS of (9.4). To this end, we observe the proof of Lemma
6.3 gives the following estimate for any ǫ ∈ R>0 with probability at least 1− κDN−D for any D ∈ R>0:
∫ T
0
N−1
∑
y∈TN
eZN
s,y
dQ
N
s,y
 .ǫ N 18+ǫ
eZNT,X1+ǫ
L∞T,X (κ;δ)
+ N
1
8+ǫ. (9.9)
Indeed, this estimate is actually simpler to obtain because the quantity on the LHS is an honest martingale. Nevertheless,
we finally obtain the following estimate with probability at least 1− N−βu :
sup
T∈[0,T f ]
eZNT,X
L∞T,X (κ;δ)
. N
1
8+ǫ + N
1
8+ǫ
eZNT,X1+ǫ
L∞T,X (κ;δ)
+
1
2
sup
T∈[0,T f ]
eZNT,X
L∞T,X (κ;δ)
, (9.10)
which gives
sup
T∈[0,T f ]
eZNT,X
L∞T,X (κ;δ)
. N
1
8+ǫ + N
1
8+ǫ
eZNT,X1+ǫ
L∞T,X (κ;δ)
. (9.11)
This completes the proof. 
9.2. Proof of Theorem 1.6. Towards establishing Theorem 1.6 with narrow-wedge initial data, the strategy we adopt is
exactly that presented in Section 8. However, to this end, we need an analog of Proposition 7.1 with respect to L∞
T,X
(κ;δ)-
norms. We emphasize that this differs from the adjustments made in the proof of Lemma 9.1 because within this previous
lemma, the presence of the heat kernel is eliminated by taking the ℓ1
X
-norm. Actually, as mentioned just prior to the proof
of Lemma 9.1, the presence of the heat kernel renders the estimates more challenging to obtain.
To begin, we first establish the appropriate analogs of Corollary 5.4, Corollary 5.9, Corollary 5.11, Corollary 5.13, and
Proposition 5.15. We begin with the first of these results.
Proposition 9.2. Suppose gN
T,X
is a pseudo-gradient field, and consider the constant βX ∈ R>0 from Proposition 5.3.
Suppose further that for some universal constant M ∈ Z>0 and two sequences {βm}Mm=0 and {τ
(m)
N }Mm=1 the following condi-
tions are satisfied:
• We have β0 = 12βX − ǫX for ǫX ∈ R>0 the arbitrarily small but universal constant from Notation 5.1;
• For m ∈ J0,M−1K, we have βm+1 = [ 12βm+βX − 116−ǫm]∧[βm+ǫ2] for two arbitrarily small but universal constants
ǫm,ǫ2 ∈ R>0.
• For each m ∈ J1,MK, define τ(m)N = N−1−βX−
1
2βm−1+βm+ǫ3 for an arbitrarily small but universal constant ǫ3 ∈ R>0.
• The terminal index M ∈ Z>0 is the smallest positive integer for which βM > 12 .
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Then for some universal constant βu ∈ R>0, the following estimate holds with probability at least 1− N−βu for any ǫ ∈ R>0:
M∑
m=1

∫ T
0
UN
s,T
◦
h
N
1
2 bAβX
gNs,y
(τm;βm,βm−1)eZNs,yi ds

L∞T,X (κ;δ)
.M ,ǫ N
−βu + N−βu
eZNT,X1+ǫ
L∞T,X (κ;δ)
, (9.12)
where the implied constant is universal outside of its dependence on the terminal index M ∈ Z>0, which itself is universal.
Lastly, the sequence {τ(m)N }Mm=1 is strictly increasing in m ∈ J1,MK.
Proof. We first decompose∫ T
0
UN
s,T
◦
h
N
1
2 bAβX
gNs,y
(τm;βm,βm−1)eZNs,yi ds =
∫ 1
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(τm;βm,βm−1)eZNs,yi ds (9.13)
+
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Concerning the second quantity on the RHS, we have
T
1
2−δ

∫ T
1
2 T
UN
s,T
◦
h
N
1
2 bAβX
gNs,y
(τm;βm,βm−1)eZNs,yi ds
 . N2δ
eZNT,X
L∞T,X (κ;δ)
∫ T
1
2 T
UN
s,T
◦
h
eκ,yN
1
2
bAβX
gNs,y
(τm;βm,βm−1)
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(9.14)
from which the proof of Proposition 5.3 yields the desired estimate if δ ∈ R>0 is sufficiently small.
We return to the first quantity on the RHS of (9.13). To this end, we note
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 eZNs,yi ds. (9.15)
Defining TN = N
− 12− 18+βm−1 as in the proof of Lemma 9.1, we have∫ 1
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We estimate the first quantity within the RHS via Lemma 9.1 combinedwith the a priori estimate within |bAβX
gNs,y
(τm;βm,βm−1)|.
For the second quantity, observe∫ 1
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from which we obtained the desired estimate from the proof of Proposition 5.3. This completes the proof. 
Employing similar adjustments, we obtain the following analog of Corollary 5.9.
Proposition 9.3. Suppose gN
T,X
is a pseudo-gradient field satisfying the constraint within Proposition 5.8.
Suppose further that for some universal constant M ∈ Z>0 and two sequences {βm}Mm=0 and {τ
(m)
N }Mm=1 the following condi-
tions are satisfied:
• Define β0 = 0.
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• For m ∈ J0,M −1K, we define βm+1 = [ 316 + 12βm− ǫm]∧ [βm+ ǫ2] for some arbitrarily small but universal constants
ǫm,ǫ2 ∈ R>0.
• For each m ∈ J1,MK, define τ(m)N = N−
5
4+βm−ǫ3 for some arbitrarily small but universal constant ǫ3 ∈ R>0.
• The terminal index M ∈ Z>0 is the smallest positive integer for which βM > 13 + ǫ4, where ǫ4 ∈ R>0 is an arbitrarily
small but universal constant.
For ǫ1 ∈ R>0 arbitrarily small but universal, the terminal index satisfies M .ǫ1 ,...,ǫ4 1. Moreover, for some universal constant
βu ∈ R>0, we have the following estimate with probability at least 1− N−βu and for any ǫ ∈ R>0:
M∑
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.M ,ǫ N
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eZNT,X1+ǫ
L∞T,X (κ;δ)
. (9.19)
Lastly, the sequence {τ(m)N }Mm=1 is strictly increasing in m ∈ J1,MK.
Because the proof consists of the same adjustments made in the proof of Proposition 9.2, we omit the details.
The next step is an analog of Corollary 5.11.
Proposition 9.4. Suppose gN
T,X
is any generic pseudo-gradient field, and consider βX ∈ R>0 from Proposition 5.10.
Suppose further that {τm}Mm=0 is a sequence of length M ∈ Z>0 defined as follows:
• Define τ0 = N−2+2βX−2ǫX+ǫ for an arbitrarily small but universal constant ǫ ∈ R>0, and where ǫX ∈ R>0 denotes the
constant from Notation 5.1.
• For each m ∈ J0,M − 1K, define τm = τm−1Nβu , where βu ∈ R>0 any arbitrarily small but universal constant.
• Define M ∈ Z>0 to be the least positive integer for which τM = τ(M)N , where τ
(M)
N ∈ R>0 denotes the terminal time-scale
within Proposition 9.2 with possibly different terminal index M ∈ Z>0.
If βu ∈ R>0 is sufficiently small, we have M .ǫ,βu 1, and the following estimate holds with probability at least 1− N−βu :
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Proof. The necessary adjustments within the proof of Corollary 5.11 are simpler. Indeed, following the proof of Corollary
5.11, for any τ ∈ R>0 we have
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.δ

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0
N
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AβX
gNs,y
(τ)
2 ds


1
2
. (9.23)
We then proceed exactly as in the proof of Proposition 5.10. 
Once again, we obtain the following analog of Corollary 5.13 via the same adjustments.
Proposition 9.5. Suppose gN
T,X
is any pseudo-gradient field satisfying the pseudo-gradient factor constraint from Proposition
5.8.
Suppose further that {τm}Mm=0 is a sequence of length M ∈ Z>0 defined as follows:
• Define τ0 = N−
4
3−ǫ for an arbitrarily small but universal constant ǫ ∈ R>0.
• For each m ∈ J0,M − 1K, define τm = τm−1Nβu , where βu ∈ R>0 is an arbitrarily small but universal constant.
• Define M ∈ Z>0 to be the least positive integer for which τM = τ(M)N , where τ
(M)
N ∈ R>0 denotes the terminal time-scale
from Proposition 9.3 with a possibly different terminal index M ∈ Z>0.
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If βu ∈ R>0 is sufficiently small, we have M .ǫ,βu 1, and the following estimate holds with probability at least 1− N−βu :
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We conclude our discussion concerning adaptations of estimates within Section 5 with the following analog of Propo-
sition 5.15.
Proposition 9.6. Suppose gN
T,X
is a pseudo-gradient field with support of size bounded above by Nβ0 ∈ R>0. Suppose further
that βX =
1
3 + ǫ1 as in Proposition 5.3. Then for some universal constant βu ∈ R>0, we have the following with probability at
least 1− N−βu : 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fAvβX
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 eZNs,yi ds
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. N−βu + N−βu
eZNT,X1+ǫ
L∞T,X (κ;δ)
, (9.25)
where the implied constant is universal, and where we recall the definition of fAvβX
gNs,y
from Notation 5.14.
Proof. The adjustments are the same as in Proposition 9.2; we are then left with the constraint that − 15
16
+ 5
2
βX < 0 if we
otherwise follow the proof of Proposition 5.15. However, βX =
1
3 + ǫ1 with ǫ1 ∈ R>0 arbitrarily small but universal certain
satisfies this constraint, which completes the proof. 
The final ingredient towards proving Proposition 7.1 for the L∞
T,X
(κ;δ)-topology is an analog of the temporal regularity
estimate in Proposition 6.2. Indeed, this would provide the temporal bootstrapping result in Lemma 7.5.
Proposition 9.7. Suppose τ. N−1. Consider any set of parameters ǫ0,ǫ1,ǫ2,ǫ3 ∈ R>0, any D ∈ R>0. We have
P
ZNT+τ,X − ZNT,X
L∞T,X (κ;δ)
& τ1−ǫ0T−1+ǫ0 + N ǫ1τ
1
4−ǫ3 + N ǫ1τ
1
4−ǫ3
ZNT,X1+ǫ2
L∞T,X (κ;δ)

.ǫ0,ǫ1,ǫ2,ǫ3,D N
−D, (9.26)
where the implied constants within the events on the LHS are universal constants.
Indeed, with Proposition 9.7, similar considerations as in the proofs of Proposition 9.2 and Proposition 9.4 provide the
analog of Lemma 7.5 with respect to the L∞
T,X
(κ;δ)-topology.
Proof. The estimate follows from the same considerations applied to all but the first quantity on the RHS of (6.15). As for
the first quantity, we simply apply the temporal regularity estimate for the heat kernel from Proposition A.1 in [8], which
gives the additional quantity τ1−ǫ0T−1+ǫ0 . 
Accumulating the estimates within this subsection, we obtain an analog for Proposition 7.1 with respect to the L∞
T,X
(κ;δ)-
topology. Considering the auxiliary solution ZN
T,X
with the narrow-wedge initial data and scaled appropriately in the same
fashion as eZN
T,X
, the proof behind Proposition 8.2 for the narrow-wedge initial data thus holds if we implement the moment
estimates from Lemma 5.1 in [8] rather than those from Proposition 3.2 in [8]. In particular, we deduce that the following
event holds with probability at least 1− N−βu , with βu ∈ R>0 some universal constant.
• For all T0 ∈ R>0, under the narrow-wedge initial data, we have
sup
X∈TN
ZNT0,X − eZNT0,X  .T0 N−βu . (9.27)
By Theorem 1.3 in [8], we know the sequence of random space-time fields {ZN
T,NX
}∞
N=1
is tight with respect to the Skorokhod
topology on D(R>0,C(R)) and that all limit points concentrate on the weak solution to the continuum SHE (1.2) with initial
data given by the Dirac point mass δ0 supported at the origin. Via these last two pieces of information, we deduce Theorem
1.6 for narrow-wedge initial data.
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