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Resumo 
O objetivo deste trabalho é formalizar a teoria local das variedades infinito 
dimensionais e estudar a geometria/topologia no caso em que a curvatura 
seccional seja limitada por duas constantes positivas, comparando-se com o 
caso finito dimensional e enfatizando as diferenças. A teoria local já era co-
nhecida desde 1960, e por isso nós apresentamos, sem muitos detalhes, alguns 
resultados tais como a existência e unicidade da conexão de Levi Civita, lema 
de Gauss e a existência de vizinhanças convexas. Porém, nós provamos que o 
critério de tensorialidade não é verificado em dimensão infinita e introduzimos 
uma classe, que nós chamamos de C'"'-fracamente contínua, cujo critério é 
verificado. 
Quando queremos estudar as propriedades globais, o fato da variedade 
ser completa é fundamental, como no caso finito dimensional, mas como o 
teorema de Hopf-Rinow nem sempre é verificado não temos a equivalência 
com o fato da variedade ser geodesicamente completa. As variedades comple-
tas com curvatura seccional constate simplesmente conexas não apresentam 
as patologias anteriores e obtemos a mesma classificação finito dimensional. 
Porém, a classe das variedades completas com curvatura constante positiva é 
maior do que a respectiva classe de dimensão finita. Esse fato é conseqüência 
do estudo dos grupos que podem atuar efetivamente e de modo propriamen-
te descontínuo, como grupo de isometrias, na esfera unitária dos espaços 
de Hilbert de dimensão infinita. Os dois fatos básicos que justificam nossa 
afirmação são que cada grupo de isometrias, finito, que atua de modo pro-
priamente descontínuo na esfera euclidiana unitária , atua tambem na esfera 
unitária de qualquer espaço de Hilbert de dimensão infinita, com as mesmas 
propriedades, e que cada grupo G sem torção atua efetivamente e de modo 
propriamente descontínuo como grupo de isometrias na esfera unitária de 
h(G). 
O estudo das variedades completas com curvatura seccional limitada por 
duas constantes positivas nos levou a estender os teoremas de comparação 
de Rauch e o teorema de Topogonov, no caso de variedades que verificam 
o teorema de Hopf-Rinow. Como corolário obtemos vários resultados da 
geometria Riemanniana finito dimensional tais como o teorema de Berger-
Topogonov sobre o diâmetro máximo e, sobre a hipótese de que o raio de 




The aim of this work is to formalize the local theory of infinite dimen-
sional Riemannian manifold and to study the geometry /topology when the 
sectional curvature is bounded by two positive constant. We compare this 
situation with the finite dimensional case and emphasize the difference. The 
local theory was already developed since 1960, so we describe, briefly, the 
basic facts of the theory as the existence and uniqueness of Levi Civita con-
nection, Gauss lemma and existence of convex neighborhood. However, we 
proved that the fundamental theorem of tensor field is not verified and we 
introduced a class, that we called C 00-weakly ,for which the criterion holds. 
When we want to study the global properties, the fact that the manifold 
is complete is fundamental, as in finite dimensional case, but as the Hopf-
Rinow theorem is not always verified, completeness is not always equivalent 
to geodesic completeness. These pathology is not verified by complete simply 
connected manifolds with constant sectional curvature and we have the same 
classification as the finite dimensional case. However, the class o f infinite 
dimensional manifolds of constant positive curvatura is bigger than the res-
pective class in the finite dimensional case. This fact is consequence of the 
study of the groups that could acts effective and properly discontinuosly, as 
isometry group, on the unitary sphere on infinite dimensional Hilbert spaces. 
The two basics facts that justify our are that any infinite dimensional Hilbert 
space and any group G without torsion, acts without fixed point and properly 
discontinuous, as isometry group, on the sphere in 12 ( G). The extension o f 
theorems of Rauch and Topogonov, is fundamental when we study the geo-
metry of with sectional curvature bounded by two positive constants. The 
consequence are the extension of some classical result, that we have proved 
in chapter 6, like of Berger-Topogonov theorem about the maximal diameter 
and, when we assume that the radius of injectivity of the manifolds is at least 
'IT, some results in the spirit of the pinching theorems. 
!V 
Introdução 
As variedades infinito dimensionais aparecem de modo natural como os 
domínios de definição dos funcionais do cálculo das variações. Já nos anos 50, 
sabia-se que a maioria dos espaços de funções entre variedades diferenciáveis 
admitiam uma estrutura de variedade de dimensão infinita e, em geral, as 
propriedades de tais variedades refletiam propriedades do contra-domínio. 
Os casos mais interessantes são as variedades de seções de Sobolev de fibra-
dos sobre variedades compactas e esta teoria foi essencialmente desenvolvida 
por Falais em [30]. A importância destes exemplos motivaram, nos anos 60, 
o estudo da geometria/topologia diferencial das variedades infinito dimensi-
onais. O fato que a teoria local se desenvolve essencialmente como no caso 
de dimensão finita ficou logo claro. As primeiras diferenças substanciais na 
teoria global apareceram nos trabalhos de Grossman e McAlphin em 1965. 
Grossman e McAlphin produziram, veja [14] e [25], variedades completas 
nas quais o teorema de Hopf-Rinow não é verificado. Porém, Ekeland 1978, 
veja [12], provou que o teorema de Hopf-Rinow nas variedades completas 
vale genericamente no sentido que, dado um ponto p em uma variedade 
Riemanniana completa M, de dimensão finita ou infinita, o conjunto dos 
pontos q tal que existe uma única geodésica minimal unindo p a q é denso. 
O teorema de Hopf-Rinow está relacionado ao fato de que, em dimensão 
finita, o funcional energia, definido na variedade de dimensão infinita dos 
laços de Sobolev (de classe H 1), que ligam dois pontos, verifica a condição 
(C) de Palais-Smale. A não validade, em geral, do teorema de Hopf-Rinow 
implica que o funcional energia nem sempre verifica esta condição, no caso 
de variedade infinito dimensional. Porém, Elíason ([13]) provou que nas 
variedades de seções de Sobolev de fibrados sobre variedades compactas o 
funcional energia satisfaz a condição (C) e, portanto, o teorema de Hopf-
Rinow é verificado. 
C ma outra diferença, que foi tratada por Grossman em [14], é que existem 
dois tipos diferentes de pontos conjugados. De fato, um ponto conjugado é 
um valor crítico da aplicação exponencial e, em dimensão infinita, podemos 
ter pontos onde d( exp) não é injetivo, pontos monoconjugados, e pontos on-
de d(exp) não é sobrejetivo, pontos epiconjugados. Grossman construiu um 
exemplo onde os pontos conjugados ao longo de uma geodésica de compri-
mento finito se acumulam, em contraste com o caso de dimensão finita. A 
existência de pontos epiconjugados é até agora um pouco misteriosa e, surpre-
v 
endentemente, a existência de pontos epiconjugados, não-monoconjugados e 
isolados não influenciam na estabilidade das geodésicas (veja capítulo 5). O 
único problema de geometria global que foi tratado por Grossman, e estendi-
do ao caso infinito dimensional, foi o teorema de Hadamard: uma variedade 
completa com curvatura seccional não-positiva a aplicação exponencial é uma 
aplicação de recobrimento (em qualquer ponto da variedade). Este teorema 
prova, em particular, que as variedades simplesmente conexas com curvatura 
seccional não positiva admitem geodésicas minimais entre pontos distintos 
quaisquer. Um outro resultado clássico de geometria global resolvido em 
1986 por Anderson, veja [2], é o teorema de Bonnet sobre o diâmetro de 
variedades completas com curvatura seccional K 2: K 0 > O. Este resultado, 
cuja demonstração aparece no capítulo 4, é uma simples aplicação do teore-
ma de Ekeland, que nos permite fazer a mesma demonstração que no caso 
de dimensão finita. 
Sucessivamente as pesquisas em dimensão infinita se direcionaram princi-
palmente ao estudo de exemplos concretos de variedades de dimensão infinita, 
como as variedades das seções de Sobolev, deixando de lado a teoria geral. 
Por exemplo Misiolek, ([26]), provou que no espaço dos laços de Sobolev 
ll(M) de uma variedade compactaM, a aplicação exponencial é Fredholm 
de índice zero e que ao longo de geodésicas de comprimento finito só pode 
ter um número finito de pontos conjugados. Os resultados de Misiolek pro-
vam que em Q(M) não acontecem as patologias descritas por Grossman e 
isso confirma ainda a intuição de que as variedades de funções refletem as 
propriedades do contra-domínio. 
Em 1996, em um congresso em Palermo (Itália) M. Gromov durante uma 
conferência cujo título era "Geometria em dimensão finita e infinita" propôs 
o estudo de uma análise comparativa entre o caso de dimensão finita e o caso 
de dimensão infinita, propondo algumas questões, entre as quais a validade 
do "teorema da esfera" e mais em geral o estudo da topologia das variedades 
com curvatura seccional limitadas por constantes positivas. Esta proposta 
foi a motivação principal deste trabalho. 
::\"o capítulo L introduzimos os conceitos básicos da teoria das varieda-
des de dimensão infinita e a teoria local da geometria Riemanniana como 
distância, existência e unicidade da conexão de Levi Civita e existência de 
vizinhanças convexas. Estes resultados eram bem conhecidos já nos anos 60 
e aparecem na literatura, a menos do resultado apresentado na seção 1.6, 
o qual trata do critério de tensorialidade em dimensão infinita. Damos um 
exemplo onde este critério não vale e provamos um teorema que garante que 
Vl 
em uma classe oportuna, tal critério é verificado e que a conexão de Levi 
Civita pertence a esta classe. 
No capítulo 2, estudamos os campos de Jacobi transportando a equação 
de Jacobi no espaço tangente do ponto inicial da geodésica reduzindo-a ao 
estudo de uma E.D.O., tipo Sturm, de operadores. Este ponto de vista foi 
usado por Karcher, ([17]) e permite provar uma versão fraca do teorema de 
comparação de Rauch, no caso em que a curvatura seccional é limitada por 
constantes. 
No capítulo 3, consideramos o conceito de variedade completa enfatizan-
do as diferenças com o caso de dimensão finita, discutindo alguns exemplos 
de Grossman. Estendemos o resultado clássico que o grupo de isometrias de 
uma variedade Riemanniana coincide com o grupo das aplicações que preser-
vam a distância e apresentamos a classificação das variedades completas com 
curvatura seccional constante. A seção 3.3 apresenta a parte mais original 
deste trabalho: trata-se do estudo das ações propriamente descontínuas sobre 
a esfera unitária de um espaço de Hilbert de dimensão infinita para produ-
zir exemplos de variedades com curvatura constante. No caso de dimensão 
finita, como corolário do teorema de Bonnet-Myers, as variedades completas 
com curvatura seccional K 2: Ko > O têm grupo fundamental rr1 (M) finito. 
No caso em que o espaço é de dimensão infinita podemos encontrar grupos 
de isometrias arbitrariamente grandes que atuam sem pontos fixos e de modo 
propriamente descontínuo. Além disso, se o espaço modelo é separável então 
o grupo fundamental tem cardinalidade enumeráveL O resultado principal 
da seção 3.3 é o seguinte. 
Teorema 3.3.10 Seja G um grupo sem torção e sejam p1 < · · · < Pn primos. 
Então o grupo 
atua como grupo de isometrias sem pontos fixos de modo propriamente des-
contínuo na esfera unitária do espaço de Hilbert 12 ( G). 
Ainda na seção 3.3, apresentaremos também condições necessárias a fim 
de que os grupos finitos possam atuar sem pontos fixos, provando que os gru-
pos que contêm subgrupos do tipo ZnffiZm com MDC(m,n) i 1 não podem 
atuar sem pontos fixos linearmente. Tais condições se encaixam nas classi-
ficações dos subgrupos do grupo O(n) que atuam de maneira propriamente 
descontínua sem pontos fixos. 
Vll 
No capítulo 4, apresentamos as fórmulas de variações da Energia e do 
Comprimento e estudamos algumas aplicações como o teorema de Bonnet 
([2]), e alguns exemplos de Grossman, comparando-os com o caso de dimensão 
finita. 
No capítulo 5, estudamos os pontos críticos da aplicação exponencial ao 
longo de geodésicas que, como comentamos anteriormente, são de dois tipos: 
epiconjugados e monoconjugados. A distribuição de tais pontos difere muito 
do caso de dimensão finita e nós construímos um exemplo onde os pontos 
focais se acumulam ao longo de uma geodésica de comprimento finito. O 
resultado principal é o Lema do índice, na sua generalidade, que nos permi-
te estender os teoremas de comparação de Rauch que são os instrumentos 
básicos para estudar a geometria/topologia das variedades com curvatura 
seccional limitada por duas constantes. 
No capítulo 6, apresentamos algumas aplicações dos teoremas de Rauch e 
do teorema de Topogonov na classe das variedades onde o teorema de Hopf-
Rinow é verificado. Apresentamos também dois teoremas do tipo Teorema 
da esfera, assumindo que o raio de injetividade seja maior que r.: um usando 
somente o teorema de Rauch clássico, com "piching" ~ ~ e outro na classe 
das variedades que verificam o teorema de Hopf-Rinow, com "pinching" ~. 
Existem muitos problemas nesta área, mas ainda não são claras todas as 
diferenças, entre o caso de dimensão finita e infinita quando queremos estudar 
as propriedades globais. Neste trabalho nós provamos que existem diferenças 
mas ainda não esta claro por exemplo, se é possível provar o teorema da 
esfera no seu enunciado mais geral. Lembramos por fim que sendo a esfera 
de dimensão infinita contrátil teríamos, em caso de resposta positiva, que 
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Variedades Riemannianas: a 
Teoria Local 
1.1 Variedades diferenciáveis 
Seja lHl um espaço de Banach e seja M um espaço topológico. Uma es-
trutura diferenciável de classe Ck em M, modelada em JHI, é uma família 
D = { (U;;1>;), i E I} onde: 
(1) U; é um aberto de lHI, </;;(U;) é um aberto de Me M = UiEI </;;(U;); 
(2) cada</;; : U; --+]';{é um homeomorfismo sobre o aberto <Pi(U;) e, para 
cada i,j E I com </;;(Ui) n </;j(Uj) f 0, as aplicações </;j1 o </;j são de 
classe Ck. 
' 
(3) D é maximal em relação às condições acima. 
O par (U;, </;;) é chamado sistema de coordenadas (ou carta local) de M e se 
p E </;;(U;) nós diremos que o par (U;, </Ji) é um sistema de coordenadas (ou 
carta local) de M em p. O espaço modelo Itlí, sendo Banach, é metrizável; 
uma aplicação do teorema de A. Stone e Y. Smirnov, veja [28], prova que A1 
é metrizável se e somente se M é paracompacta e Hausdorff. Isso justifica a 
seguinte definição. 
Definição 1.1.1. Uma variedade diferenciável de classe Ck modelada em JHI, 
é uma par (M, D), onde: 
1 
1. M é um espaço topológico de Hausdorff e paracompacto; 
2. T> é uma estrutura diferenciável de classe Ck, modelada em llll. 
Além disso, se lHI é um espaço de Hilbert então diremos que ]\![ é uma va-
riedade Hilbertiana (ou de Hilbert) de classe Ck 
Observação 1.1.2. :\"este trabalho assumiremos, geralmente, que k = oo 
e quando o contexto for claro, nós nos referimos a J\1[ simplesmente como 
variedade diferenciável (Hilbertiana) ou variedade. 
Podemos definir, como no caso clássico, o conceito de funções diferenciá-
veis entre variedades diferenciáveis e o conceito de difeomorfismo. Isso nos 
permite definir o espaço tangente de J\II em p E !v!, Tp1v1, como classes de 
equivalência de curvas diferenciáveis que passam por p. Usando as cartas 
locais de 1\!l em p podemos transportar em TpM uma estrutura de espaço 
vetorial topológico, induzida por uma estrutura de Banach ([23]). Com a 
noção de espaço tangente podemos estender, como no caso de dimensão finita, 
a noção de diferencial de uma aplicação diferenciável. 
Agora, dada }vf variedade diferenciável de classe Ck, k 2 L modelada 
em IBJ, definimos o fi brado tangente T AI como a união disjunta dos espaços 
tangentes TPM. :\ota-se que temos uma projeção 
": TM-----> M 
que manda TpM em p e é fácil ver que TM tem uma estrutura natural de 
variedade diferenciável de classe Ck- 1, modelada em lHI x llll, de modo que 
(TM, "' M) é um fibrado vetorial ([23]) e os diferenciais das cartas são de 
classe Ck- 1 . As seções de classe Ck- 1 deste fi brado são os campos vetoriais de 
M, que nós denotaremos por 1-l(M), e este conjunto admite uma estrutura de 
espaço vetorial real e de módulo sobre o anel :F(M) das funções diferenciáveis 
com valores reais. Uma diferença entre o caso de dimensão finita e infinita é 
que se o espaço modelo lHI é um espaço de Hilbert de dimensão infinita, sendo 
GL(JBJ) contrátil ([20]), o fi brado tangente T M é sempre trivial. 
1.2 Subvariedades, imersões e mergulhos 
2 
Seja (M, D) uma variedade diferenciável de classe Ck e seja N C M. 
Assumimos que para cada p E N existe um sistema de coordenadas (U, <j;) 
de M em p, tal que 
<f; : JH[ =:: lE1 x lEz :::l V1 x \12 --+ U c M 
onde v; são abertos dos subespaços fechados lEi do espaço modelo JH[, e: 
Então diremos que N é uma subvariedade de M e é fácil ver que a família 
D = { (UinN, <j;i), i E I} é uma estrutura diferenciável de classe Ck modelada 
em JE1 . Como no caso de dimensão finita, os conceitos de imersão, mergulho 
e submersão podem ser extendidos ao nosso caso. Porém, é conveniente 
uma hipótese suplementar, que é trivialmente verificada no caso de dimensão 
finita. 
Definição 1.2.1. Para i = 1, 2 sejam JH[i espaços de Banach, Mi variedades 
de classe Ck modeladas sobre JH[i e f : M1 --+ M 2 uma função diferenciável. 
1. f é uma submersão se (df)p: TpM1 --+ Tf(p)M2 é sobrejetora e o núcleo 
é complementado em Tpl'>11o Vp E M1 ; 
2. f é uma imersão se (df)P : TpM1 --+ TJ(p)M2 é injetiva e a imagem é 
fechada e complementada em TJ(p)M2 , Vp E M1 ; 
3. f é um mergulho se f é uma imersão e um homeomorfismo sobre sua 
imagem (com a topologia induzida de M2 ). 
Como no caso de dimensão finita, veja [1], temos o seguinte resultado. 
Proposição 1.2.2. Sejam Me N variedades diferenciáveis de classe Ck mo-
deladas em JH[1 e JH[2 respectivamente e seja f : M --+ N uma aplicação Ck. 
Dado y E N se, para cada p E f-1 (y), o diferencial de f no ponto pé so-
brejetor e seu núcleo é complementado em TJ,M, então Z = f- 1(y) é uma 
subvariedade de M de classe Ck e o seu espaço tangente é dado por: 
para cada p E Z. 
Como no caso de dimensão finita, a imagem de um mergulho f : M --+ N 
é uma subvariedade de N e TtcxJf(M) = dfx(TxM), para todo x E IVI. 
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1.3 Partições da unidade 
Partições da unidade são urna das ferramentas básicas na teoria clássica 
das variedades diferenciáveis. A existência de partições da unidade de classe 
Ck, no caso em que H = JR.n, depende de dois fatores: a paracornpacidade 
da variedade lvf e a existência de funções, de classe Ck, não nulas com su-
porte limitado. Um teorema de Falais, veja [1] p. 384, garante que no caso 
de variedades modeladas em espaço de Banach, a existência de partições da 
unidade na variedade se reduz a existência de partições da unidade no espaço 
modelo. Em 1966 R. Bonic e J. Frarnpton, veja [6], provaram que se o espaço 
de Banach é separável a existência de partições da unidade é equivalente a 
existência de funções de classe Ck no espaço modelo com suporte limitado. 
Enfim, \Yulbert, veja [35], provou que cada espaço de Hilbert admite par-
tições da unidade de classe coo. A existência de partições da unidade permite 
provar, veja [35], o teorema de imersão de Whitney no caso de variedades 
Hilbertíanas. 
Teorema 1.3.1. SeM é urna variedade Hilbertiana de classe Ck então existe 
um mergulho f : ]\;f --+ H de classe Ck com f ( M) fechado em I'll. 
Em dimensão infinita temos também que se M é modelada em um espaço 
de Banach separável H então M é difeornorfa a um aberto de H ([16]), que 
é uma outra diferença com o caso de dimensão finita. 
1.4 Derivações e colchete de campos vetoriais 
Seja (M, D) uma variedade de classe Ck modelada em H. Dada uma 
função f: M -r lR e um campo vetorial X E H(M) podemos definir 
p -r X(p)(f) = (df)p(X(p)) 
urna aplicação de classe ck-:. Agora, fixado um ponto p E 1\!I, podemos 
definir, como no caso de dimensão finita, a noção de derivação. Todavia em 
geral, não conseguimos provar, como no caso de dimensão finita, a corres-
pondência bijetiva entre campos de vetores e derivações, a menos que BI 
seja reflexivo e admita uma norma de classe Ck fora da origem ([1] p. 274). 
Por isso não usaremos o conceito de derivação, para introduzir o conceito 
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de colchete entre campos vetoriais, mas uma construção que funcione em 
geral. Sejam X, Y E 1l(IV!); em coordenadas locais campos são aplicações 
de abertos de lHl em lHI. Indicamos, com abuso de notação, ainda com X, Y 
estas aplicações. Definimos 
[X, Y](p) := (dY)p(X(p))- (dX)p(Y(p)). 
Não é difícil verificar, veja [23], que a definição fica bem posta e que o colchete 
verifica: 
[X, Y] = - [Y, X]; 
[[X, Y], Z] + [[Z, X], Y] + [[Y, Z], X] =O; id. de Jacobi 
[!X, Y] = J[X, Yj Y(f)X; 
[X, fY] = f[X, Y] + X(f)Y. 
Além disso, se M, N são variedades diferenciáveis e c/! : A1 --+ N é uma 
função diferenciável, temos o conceito de campos f-relacionados, como no 
caso de dimensão finita e o colchete de Lie de campos ?-relacionados é ?-
relacionado ao colchete de Li e ( [23]). 
1.5 Métricas e conexões Riemannianas 
De agora em diante todas as variedades serão Hilbertianas e, por simpli-
cidade, a diferenciabilidade será de classe coe. Lembramos, ainda, que sendo 
lHl um espaço de Hilbert podemos "localizar" campos vetoriais e funções. 
Definição 1.5.1. Uma métrica Riemanniana em lvf é uma lei que associa a 
cada p E M um produto escalar g(p) em TpM de modo que Vp E M, existe 
uma carta local 9 : O Ç lHl -+ M tal que 
(1) a aplicação x E n--+ g(x)(X, Y) := g(c/J(x))(dc/!xX, dc/!xY) é uma apli-
cação diferenciável de n no espaço (de Banach) B 8 (lHI, JHI) das aplicações 
bilineares simétricas e contínuas de lHI; 
(2) dc/!x : lHl -+ TxM é um isomorfismo topológico, onde TxM é munido da 
topologia associada ao produto interno g(x). 
Uma variedade Riemanniana é um par constituído de uma variedade Hil-
bertiana e uma métrica Riemanniana. 
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Em particular, uma métrica Riemanniana define em cada Tj,M uma estru-
tura Hilbertiana compatível com a estrutura de H e, claramente, as condições 
acima não dependem da carta local escolhida. Além disso, sendo o espaço 
modelo de Hilbert, sempre existem métricas Riemannianas em variedades 
Hilbertianas. 
Observação 1.5.2. Como de costume, quando não houver ambigüidades, 
escreveremos simplesmente (E,, 71) em lugar de g(p)(E,, 7J). 
Seja .M uma variedade Riemanniana conexa. Dada r : [a, b] -+ M uma 
curva diferenciável de classe C 1, podemos definir o comprimento de r: 
L(r) := [[g(r(t))('Y(t),"f(t))]~dt, 
e estender, tal definição ao caso de curvas C 1 por partes. Analogamente ao 
caso de dimensão finita, é fácil ver que o comprimento de uma curva C 1 por 
partes não depende da parametrização escolhida. Também diremos que r é 
parametrizada por ( respectivamente, proporcionalmente ao) comprimento de 
arco se g(r(t))('Y(t),"f(t)) = 1 (respectivamente, g(r(t))("((t),"f(t)) = const). 
Como podemos medir comprimento de curva, podemos definir a função d : 
J1;J x M ---t lR. que associa a cada par (p, q) o ínfimo dos comprimentos das 
curvas C 1 por partes que ligam os dois pontos. 
Proposição 1.5.3. (M, d) é um espaço métrico e a topologia induzida por 
d é equivalente a topologia de M. 
Demonstração: obviamente d(p, q) 2: O e a desigualdade triangular é facil-
mente verificada. Falta provar que d(p, q) = O =i> p = q. O resultado será 
conseqüência dos seguintes fatos. 
Lema 1.5.4. Seja lE um espaço de Banach e f : [a, b] ---t lE uma curva de 
classe C 1 por partes. Então 
[ il j(t) 11 dt 2:11 f(b) - f( a) li . 
Demonstração: A prova resume-se a usar as propriedades da integral de 
Bochner e o teorema de Hahn-Banach. 
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Lema 1.5.5. Seja (H, ( , ) ) um espaço de Hilbert, p E H e G : U --+ 
B, (H, H) uma aplicação contínua definida em uma vizinhança de p com va-
lores nas aplicações bilineares simétricas contínuas definidas positivas. Su-
ponha que G(x) define a mesma topologia que (,) em lHI para todo x E U. 
Então existe r 2 O tal que G é definida em Br(P) = {x E H :11 x - p II:S r}, 
e duas constantes positivas K, L tal que 
1. se c: [a, b] --+ Br(P) é uma curva C 1 por partes com c( a)= p então 
L [ 11 c(t) 11 dt :S [ G(c(t))(c(t), c(t))~dt :S K [ 11 c(t) 11 dt; 
2. se c: [a, b] --+H é uma curva de classe C 1 por partes com c( a) = p e 
Ç = sup{t E [a, b] : c([a, t]) C Br(p)}, então 
r< , Ja G(c(t))(c(t), c(t))'dt 2 Lr 
Demonstração: [28]. 
Sejam q # p em M e (U, tj;) um sistema de coordenadas em M de p que 
não contém q e tj;(O) = p. Seja c: [a, b] --+ M uma curva entre p e q. Como 
M é paracompacta e Hausdorff (e em particular T3), podemos diminuir a 
carta (U, <jJ) de modo que <jJ leve fechados de lHI contidos em U em fechados 
de M. Denotamos por G1> a representação da métrica em (U, tj;). Tomando 
constantes K, L, r como no lema anterior temos: 
[ 11 c(t) 11~ dt 2 Lr, 
e logo d(p, q) > O. Além disso se O :S Ç :S r temos 
BKE,(p) :) tj;(Bç(O)):) BLç(p), 
onde B,(p) = { q E M : d(p, q) < s }, que implica que a topologia induzida 
pela distância d é a mesma topologia de A1. c.q.d. 
Definição 1.5.6. Uma conexão (linear) em M é uma aplicação IR-bilinear 
v : H(M) x H(M) --* 1l(M), v(x, Y) :=v x Y, 
tal que 
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1. v é .F(M)-linear na primeira variável; 
2. VxfY=X(f)Y + vxY, VX,YE1i(Iv!), fE.F(M). 
Corno temos partições da unidade sempre existem conexões lineares. Uma 
conexão é dita simétrica se 
VxY-vyX = [X,Y], VX,YE1i(M). 
I\o caso em que l\1 seja uma variedade Riemanniana diremos que uma cone-
xão é compatível com a métrica Riemanniana, se 
Z(X,Y) = (vzX,Y)+(X,vzY), VX,Y,ZE1i(A1). 
Observação 1.5. 7. Como veremos na próxima seção, a .F(M)-linearidade 
na primeira variável, não implica, em geral, a "tensorialidade" de v na pri-
meira variável. 
Como no caso de dimensão finita, sendo ( , ) compatível com a estrutura de 
K-J[, a fórmula de Koszul: 
2(vxY,Z) = X(Y,Z) + Y(Z,X)- Z(X, Y)+ 
+([X, Y], Z) + ([Z, X], Y) - ([Y, Z], X) 
nos permite provar o seguinte resultado de existência e unicidade. 
Teorema 1.5.8. Dada uma variedade Riemanniana 111 existe uma única 
conexão simétrica e compatível com a métrica. Esta conexão é chamada de 
conexão de Levi Civita ou conexão Riemanniana e é dada pela fórmula de 
Koszul. 
Se nós fixamos (íl, <j;) uma carta local, usando a fórmula de Koszul, ob-
temos que localmente a conexão de Levi Civita é do tipo 
v X y = dY(X) + fÓ(X, Y), 
onde f 6 : íl ---+ L(l!ll, JHI; H) é uma aplicação diferenciável, chamada símbolo 
de Christoffel e é definida por 
2g(x)(f"(x)(X, Y), Z) - (dg)x(X, Y, Z) + (dg)x(Y, Z, X) 
(dg)x(Z, X, Y). 
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Note que o símbolo de Christoffel é simétrico, isto é, r<~>(X, Y) = r<~>(Y, X), 
que a conexão é tensorial na primeira variável e se (V, 1/J) é um outra carta 
local, para cada x E U n V temos 
Quando uma conexão escreve-se na forma anterior, podemos definir o con-
ceito de derivadas de campos ao longo de aplicações: seja F : 11l---+ lvf uma 
aplicação diferenciável. Um campo ao longo de F é uma seção do fibrado 
induzido sobre N, via F, do fi brado T M. Indicamos por F* (T lvf) tal fi brado 
e por 1-l(F*(TM)) as suas seções diferenciáveis. 
Proposição 1.5.9. Sejam M uma variedade que admite uma conexão do 
tipo anterior e F : N --+ M um aplicação diferenciável. Então existe uma 
única aplicação 
\7: 1-l.(N) X 1-l(F*(TM))---+ 1-l.(F*(TM)) 
tal que 
(1) \7 é C 00 (N) linear no primeiro argumento e uma derivação no segundo 
(2) se V= Y o F, onde Y E 1-/.(M) então 
V'xV(p) = V'(dF)(x)Y(F(p)). 
Além disso, se \7 é a conexão de Levi Civita, para cada X, Y E 1-/.(N) e para 
cada V, W E 1-l(F*(TM)) temos 
(3) Y'x(dF)(Y) - \7y(dF)(X) = (dF)([X, Y]); 
(4) X(V, W) = (\7x11~ IV) + (V, \7ylV). 
Demonstração: seja X E 1-/.(N) e V E 1-/.(F*(T(M)). Definimos em coor-
denadas 
Y'xV(p) = (dV)p(X) + f[F(p)]((dF)p(X), V(p)) 
e, usando as propriedades dos símbolos de Christoffel, temos que esta defi-
nição é bem posta. É fácil ver que \7 é única e que verifica, também no caso 
que \7 seja Levi Civita, as propriedades anteriores. c.q.d. 
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1.6 Campos tensoriais 
Sejam lBI um espaço de Hilbert, B(H, H) o espaço dos operadores lineares 
e contínuos de H em si, e seja í2 Ç H um aberto de H. 
Consideramos urna aplicação A: í2-+ B(H, H) e, para cada Ç E H.(í?), a 
função Ã(Ç)(x) := A(x)(Ç(x)). Se Ã(Ç) E 1-l.(í?), para cada Ç E H.(í?), então 
nós diremos que A é fracamente diferenciável. Observamos que em dimensão 
finita as aplicações fracamente diferenciáveis são diferenciáveis. Seja 
Ã: H.(í?) -+ H.(í?) 
uma aplicação entre o espaço dos campos vetoriais de í2 e lembramos que: 
1. Ã é um campo tensorial de tipo (1,1) fracamente diferenciável (resp. 
diferenciável), se existe uma aplicação fracamente diferenciável (resp. 
diferenciável), A: í2-+ B(H) tal que Ã(Ç)(x) = A(x)Ç(x); 
2. Ã é pontual se Ç(x0 ) =O implica A(Ç)(x0) =O; 
3. A é um operador diferenciável de ordem O se A é .F(í?)-linear. 
Observação 1.6.1. Ser .F(í?)-linear implica que A é, de fato, um operador 
diferencial, isto é, se Ç =O em um aberto U c í?, então A(ç) =O em U. 
As condições 1 e 2 são equivalentes e 2 =? 3. É fácil provar que se o espaço 
de Hilbert tem dimensão finita as condições anteriores são equivalentes; por 
exemplo provemos que 3 =? 2: 
seja { ei, i = 1 ... n = dimlBI} uma base ortonormal e Ç = 2::::~= 1 xiei. 
Sendo A .F(íl)-linear, A(Ç) = _L~=l xiÃ(ei), logo a propriedade 2 é satisfeita. 
Nosso objetivo é discutir quais são as relações entre as condições anteriores 
em dimensão infinita. O primeiro fato importante é que 3 não é equivalente 
a 2 como mostrará o exemplo seguinte. 
Exemplo 1.6.2. Seja À : B(H, JHI) ---+ H uma aplicação linear e contínua 
não nula tal que o núcleo contém o subespaço fechado dos operadores com-
pactos. Definimos 
A(Ç)(x) = >.((dÇ)x)· 
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Afirmação: Ã é .F(íl)-linear. 
Seja f E .F(íl). Então d(JE,)x0 = (dflxoE,(xo) + j(xo)(dE,)xo· O primeiro 
pedaço da diferencial anterior é compacto pois, a dimensão da imagem é no 
máximo um. Logo 
De outro lado se nós pegamos um operador E,, que não está no núcleo de À, 
teremos Ã(E,- E,(x0 )) f= O, isto é, Ã não é pontuaL 
Assumimos, por simplicidade, que o espaço IHi seja separáveL Se nós pe-
dirmos que o operador Ã seja contínuo em relação a convergência pontual 
em 1-l(D) poderemos repetir a mesma demonstração do caso de dimensão 
finita para concluir que 3 =? 2. Esta condição não é muito interessante pois, 
na maioria das aplicações as derivadas direcionais aparecem . Todavia, se 
nós fixarmos uma base Hilbertiana ortonormal {e;} C !Hi, podemos escrever 
pontualmente 
00 
E, E 1-l(D), E,(p) =L x;(p)e;, x; E .F(D) 
i=l 
e tal série converge pontualmente com as derivadas parciais. De fato, o 
diferencial no ponto p do campo E, é dado por 
d 00 
d(E,)p(v) := dtE,(p+tv)lt=O = Ld(x;)p(v)e;, 
í=l 
pois o vetor tangente à curva a(t) = 2:::::1 a;(t)e; é 2:::::1 ài(t)ei. Esta simples 
observação justifica a seguinte definição. 
Definição 1.6.3. Um operador Ã: 1l(D) ---+ 1-l(íl) é fracamente C 00-contí-
nuo se para toda seqüência de campos convergentes pontualmente, com todas 
as derivadas parciais, a imagem converge pontualmente na topologia fraca. 
Observação 1.6.4. Como um conjunto A Ç IHi é limitado se e somente se 
,P(A) é limitado V,P E JH[*, existe uma função K : D ---+ lR não negativa, tal 
que para cada campo vetorial constante temos 1\Ã(E)(x)\1 :S K(x)\\E\\. 
Teorema 1.6.5. Se o operador Ã é fracamente C')0-contínuo então 3 =? 2. 
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Demonstração: seja Ç E H(fl), Ç = I;~1 xiei, com Ç(p) =O. A seqüência 
Çn = I:;~=l Xiei verifica as hipóteses então A(Çn)(p) converge fracamente para 
Ã(Ç)(p) = I:;~ 1 Yiei. Como Çn(P) =O então Ã(Çn)(p) =O e para cada i E N 
temos 
Yi = (-4(Ç)(p), e,)= lim (Ã(Çn)(p), ei) =O. 
n-+oc 
Daí concluímos que Ã(Ç)(p) =O. c.q.d. 
:\'a seção anterior introduzimos o conceito de conexão linear. Podemos 
modificar um pouco o exemplo anterior para obter conexões que não sejam 
tensoriais no primeiro argumento. Porém, se a conexão linear é a conexão de 
Levi Civita, a fórmula de Koszul e as propriedades do colchete mostram que 
a expressão é F(fl)-linear em X e Z. De outro lado, nesta fórmula aparecem 
somente as derivadas parciais e então obtemos que o operador é fracamente 
C"'-contínuo, em relação a primeira variáveL Portanto provamos, usando 
o teorema anterior, que a conexão de Levi Civita é pontual na primeira 
variáveL Sempre aplicando o teorema anterior prova-se que os símbolos de 
Christoffel são fracamente coo -contínuos nas duas variáveis. Em dimensão 
finita cada conexão é da forma da Levi Civita, onde em geral os símbolos 
de Christoffel não são simétricos. Alguns autores, veja por exemplo [18], 
definem as conexões lineares como dada localmente, a partir dos símbolos de 
ChristoffeL pois a curvatura, conceito que nós introduziremos no capítulo 2, 
é pontual nas suas variáveis. 
1. 7 Exponencial 
Seja (ivf, g) uma variedade Riemanniana com conexão de Levi Civita v e 
seja c: [a, b] ---+ M uma curva diferenciável por partes. Se V é um campo ao 
longo de c, indicaremos por V'(t) ou v fi.. V(t) a derivada de V em t, segundo 
8t 
a conexão induzida em c' (T 1\11). 
Definição 1. 7.1. Um campo vetorial V, ao longo de uma curva diferenciável 
c: [a, b]---+ 1Vf, é um campo paralelo se V'(t) =O, para cada tE [a, b]. 
Proposição 1.7.2. Seja c : [a, b] -+ IV! uma curva diferenciável em 1\11. 
Então 
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1. \i\/ E Tc(a)M existe um único campo paralelo V(t) ao longo de c tal 
que V(c(a)) =V; 
2. a aplicação 
que associa a cada vetor V o valor V ( s), do transporte paralelo ao longo 
de c no ponto c( s), é uma isometria; 
3. sejam X, Y E H(M). Então 
d 
vxY(p) = dt ]t=O TP(Y), 
onde T2 é o transporte paralelo ao longo de qualquer curva que tenha 
X (p) como vetor tangente. 
Demonstração: 
1. em coordenadas, V(t) é um campo paralelo se satisfaz a seguinte equa-
ção de primeira ordem 
V(t) + r(c(t))(c(t), V(t)) =o. 
Sendo uma equação linear temos existência e unicidade; 
2. basta observar que v preserva a métrica; 
3. seja Z E TpM e seja c : [O, 1] ---t M uma curva tal que c(O) = X e 
c(O) = p. Seja Z(t) o transporte paralelo de Z ao longo de c. Para 
cada t E [0, 1] temos 
g(c(t))(Y(c(t)), Z(t)) = g(p)(T2(Y(c(t)), Z). 
Derivando em t e usando que v é Levi Civita temos 
g(p) (v x Y(p ), Z) = g(p)( :t ]t=ü Tp (Y(c(t)), Z). 
c.q.d. 
O próximo passo é definir a classe de curvas mais importantes quando temos 
uma conexão linear na variedade. 
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Definição 1.7.3. Uma curva diferenciável c : [a,b] ----+ M é dita uma 
geodésica se o vetor tangente é paralelo ao longa dela, isto é, v g,é(t) =O. 
Em coordenadas a equação das geodésicas fica 
d?c 
dt + r(c(t))(c(t), c(t)) =o. 
Usando os resultados clássicos sobre soluções de equações ordinárias, em 
espaços de Banach (veja [23]), prova-se o seguinte resultado. 
Teorema 1.7.4. Seja (M,g) uma variedade Riemanniana. Então 
1. lfp E M, X E TpM, existe uma geodésica c : ( -5, E) ----+ M tal que 
c( O) = p, c( O) = X. Esta geodésica é única, a menos do intervalo de 
definição, e será denotada por cx(t). 
2. se c(t) é uma geodésica então c(kt), com k E JR, é também uma 
geodésica com vetor tangente ké(kt); 
3. existe uma vizinhança W da seção nula m--+ Üm E T(M) tal que, para 
cada X E W, a geodésica que sai de 1r(X) com vetor tangente X é 
definida por !ti < 2. 
Demonstração: [18]. 
Tomando W como no teorema anterior, definimos a aplicação exponencial 
exp : W --+ M x M, 
X--+ (1r(X),cx(l)), 
e a restrição exp
1
wnTpM será denotada por expP. Como ( d expp)o = I d temos, 
como no caso de dimensão finita, o seguinte fato. 
Teorema 1. 7.5. Seja p E (M, g). Existem dois números reais positivos E(p), 
17(p) tal que 
expP: B,(op) ----+ B,(p), 
onde B,(op) ={v E TpM: 11 v I!< E} e B,(p) = {q EM: d(p, q) <E}, é um 
difeomorfismo sobrejetor no conjunto aberto B, (p) de p. Além disso 
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L V q, r E B, (p) existe uma única geodésica 
Cqr : [0, 1] -+ M 
que liga q e r de comprimento :S 7); 
2. a aplicação 
(q, r) E B,(p) -+ Cqr E C0 ([0, 1], M) 
é contínua; 
3. Vq E B,(p), a exponencial expq: Bry(oq)-+ Bry(q) é um difeomorfismo 
sobrejetivo com B,(p) C B~(q). 
Demonstração: [18]. 
1.8 Vizinhança convexa 
Nesta seção estudaremos a geometria local das variedades Riemannianas. 
Na seção anterior nós provamos a existência de coordenadas normais ( 1) e 
coordenadas polares (2): 
L seja ip: (TpM,g(p))-+ (IHI,(, )) uma isometria; (Be(O),expPoi;1) é 
uma carta local em p sobre a bola Be(P) para cada() :S E(p). Note-se 
que o símbolo de Christoffel é nulo na origem pois, as geodésicas por p 
são imagens das retas que passam pela origem. 
2. seja X E TpM- {ov} ~ Cfi~i, 11 X 11) E S(IHI) x (0, oo). Então para 
cada () :S E(p ), (S(IHI) x (0, ()), expP oJ;1) é uma carta local em p com 
imagem Be(P) {p}. 
Lema 1.8.1. (lema de Gauss) Seja p E Me sejam X, Y E TvM· Assu-
mimos que a exponencial seja definida em Br ( op). Então para cada t :S r 
temos 
g(expp(tX))(d(expp)tx(X), d(expp)tx(Y)) = g(p)(X, Y). 
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Demonstração: primeiramente, nota-se que é suficiente provar o caso em 
que g(p)(X, Y) =O. Seja X(s) uma curva em Br(op) com X(O) = tX, X(O) = 
Y e li X(s) li=ll tX 1!- Podemos escolher E, "f/ suficientemente pequenos de 
modo que 
F: (-ry,7)) X (-E, 1 +E)--+ M 
(s, h) --+ expp(hX(s)) 
é bem definido. Quando fixamos s, a curva F(s, .) é uma geodésica e por isso 
8 8F 8F 1 8 8F 8F 
oh g( &· oh) = 2 as 9( oh· oh l =o. 
8F 8F 8F 8F 
Logo, g( os, oh) não depende de h e sendo g( os (0, 0), [)h (0, O)) =O con-
cluímos que 
8F 8F 
O= g( a;(O, 1), oh (0, 1)) = g(expp(tX))(d(expp)tx(X), d(expp)tx(Y)). 
c.q.d. 
Os próximos resultados são conseqüências imediatas do lema de Gauss. 
Corolário 1.8.2. Suponhamos que a aplicação expP esteja definida em uma 
vizinhança aberta U do segmento {tu: tE [0, I]} no espaço tangente TpM. 
Seja r/J : [0, I] --+ U uma curva C1 por partes que liga os vetores rj;(O) = Op 
e rj;(l) = lu. Denotamos por c(t) = expp(tu) a geodésica relativa a u e 
por '1/J(t) = expp(r/J(t)). Então L[c] :::; L['I/J] e se a diferencial da aplicação 
exponencial é um isomorfismo em cada ponto de U, então a igualdade é 
verificada se e somente se 'ljJ é uma reparametrização da geodésica c. 
Corolário 1.8.3. Seja p E M, E(p), 77(p) como no Teorema (1.7.5). Então 
cada geodésica de comprimento:::; 77(p), que tem como ponto inicial um ponto 
q E B,(p)(p), minimiza a distãncia. 
Corolário 1.8.4. Seja a : [a, b] --+ M uma curva de classe C1 por partes 
parametrizada com comprimento de arco. Se L(a) :::; L( c), para cada curva 
c que liga a( a) e a(b), então a é uma geodésica. 
Um fato importante em dimensão finita é a existência da vizinhança con-
vexa. Por exemplo, usando as vizinhanças convexas podemos provar que o 
grupo fundamental de uma variedade compacta é finitamente gerado. 
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Definição 1.8.5. Um conjunto aberto U é chamado convexo se para cada 
x, y E U existe uma única geodésica mínima! em U que liga x e y. 
Lema 1.8.6. Seja p E M e 77 > O tal que expP : B~(op) --+ B~(p) é um 
difeomorfismo sobrejetivo. Então existe um número real não negativo E0 < 77 
tal que a esfera S, (p) é mergulhada de modo convexo para cada E :<; E0 , isto 
é, se c é uma geodésica que intercepta a esfera geodésica em c( ta) E S, (p) 
e c(to) é tangente a S,(p), então c(t) fica fora de B,(p) para cada t i= to 
suficientemente pequeno. 
Demonstração: seja c(t) uma geodésica com [ t- to I:S 5, como nas hipó-
teses, e seja u(t) a curva em Tplvf tal que expp(u(t)) = c(t). A função 
1 1 
F(t) = 2(u(t), u(t)) = 2d(p, c(t))
2 
é diferenciável e 
dF 
dt(to) = (u(t0 ),u(t0 )) =O, (lema de Gauss) 
~:(ta)= (u(t 0 ),u(to)) + (~~(to),u(t0)). 
Sendo c uma geodésica, u(t) satisfaz a seguinte equação: 
d2u 
dt2 + r(u(t))(u(t),u(t)) =o. 
Agora, f(O) = O então existe O < ~ < 1 e O < E0 < TJ tal que, para cada 
11 u ll:S Eo, temos 11 r(u) li:S ~· Daí obtemos 
~t~ (to) :::11 u(to) jj (1- ~), 
o que prova que se O < E < E0 então F(t0 ) é um máximo local. c.q.d. 
Teorema 1.8.7. Seja p E M e seja E0 como no lema anterior. Então para 
cada X :<; X o = 'f, a bola Bx (p) é convexa. 
Demonstração: como no caso de dimensão finita ([10]). 
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Capítulo 2 
Curvatura e Campos de Jacobi 
2.1 Tensor de curvatura 
Seja (M, g) uma variedade Riemanniana e seja v a conexão de Levi Civi-
ta. Como no caso de dimensão finita queremos medir quanto a geometria da 
nossa variedade difere da geometria do espaço modelo; por isso nós introdu-
ziremos o conceito de curvatura. A curvatura R associa a cada ponto puma 
aplicação trilinear R : TpM x TPM x TpM ---+ TpM, assim definida: sejam 
x, y, z E TpM e sejam campos X, Y, Z E 1-l(M) que coincidem no ponto p 
com os três vetores tangentes em p. Definimos 
R(x,y)z = Yx\7yZ - \7y\7xZ - Y[x,YJZ. 
Em coordenadas temos que a curvatura R é dada por 
R(x)(X,Y)Z - dr(x)(X,Y,Z)- df(x)(Y,X,Z) 
+ f(x)(X, r(x)(Y, Z)) - f(x)(Y, f(x)(X, Z)), 
onde r é o símbolo de Christoffel. Nota-se que R está bem definida e é 
tensorial em cada variável; por isso chamaremos R de tensor de curvatura. 
Proposição 2.1.1. Seja (M, g) uma variedade Riemanniana e seja R o ten-
sor de curvatura. Então 
1. R( X, Y)Z = -R(Y, X)Z; 
2. R(X, Y)Z + R(Y, Z)X + R(Z, X)Y =O; 
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3. se F : N ---+ M é uma aplicação diferenciável então VX1, X 2 E T~N e 
VY E H(F*(TM)) temos 
Sejam x, y, z, t E TpM .. Definimos, como no caso finito dimensional, a 
curvatura Riemanniana R(x, y, z, t) = g(R(x, y)z, t). Usando as propriedades 
do tensor de curvatura é fácil ver que 
1. R(X,Y,Z,T) = -R(Y,X,Z,T); 
2. R( X, Y, Z, T) = -R(X, Y, T, Z); 
3. R( X, Y, Z, T) = R(Z, T, X, Y); 
4. R(X, Y, Z, T) + R(Y, Z, X, T) + R(Z, X, Y, T) =O; 
onde a última propriedade é chamada de identidade de Bianchi. 
Observação 2.1.2. Como R é fracamente C 00-contínua em cada variável, 
aplicando o teorema (1.6.5), concluímos que R é um tensor, como no caso de 
dimensão finita. 
Observação 2.1.3. Note-se que para cada p E M e X E TpA1 a aplicação 
linear 
TpM Rx TpM, Y ---+ R(X, Y)X 
é contínua e auto-adjunta pela propriedade (3). 
Definição 2.1.4. Seja (M, g) uma variedade Riemanniana, seJa p E M e 
sejam v, w E TpM linearmente independentes. Definimos 
( ) 
R(v,w,w,v) 
K v,w = 11 v 11211 w 112 - (v,w)2 
a curvatura seccional K (v, w) relativa a v, w. 
Como no caso de dimensão finita temos que a curvatura seccional depende 
só do subespaço TJ gerado por v, w, determina univocamente o tensor de 
curvatura e, usando a identidade de Bianchi, verifica 
K(ry) = K 0 , para cada 2 plano TJ C TpM ? 
R( X, Y)Z = Ko(g(Y, Z)X - g(X, Z)Y). 
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Exemplo 2.1.5. 
1. Seja lf'J um espaço de Hilbert. Então a conexão de Levi Civita é dada 
por v x Y = dY(X) e é fácil ver que R(X, Y)Z =O; 
2. Seja S~(!Hr) a esfera de raio Ç. Pode-se demonstrar que K = l2 ; 
3. Seja (JHI, ( , ) ) um espaço de Hilbert e seja Bç a bola aberta de raio Ç. 
Defina-se em B~ a seguinte métrica: 
( )(X Y) = 4(X, Y) g U ' ( _ (u,u) )2 · 
1 Ç' 
Pode-se provar que a curvatura Riemanniana desta variedade, chamada 
de espaço hiperbólico, é constante e igual K = - /z. 
2.2 Campos de Jacobi 
A equação dos campos de Jacobi representa a linearização da exponencial. 
Os campos de Jacobi são muito importantes pois, eles determinam a geome-
tria local das variedades Riemannianas. 
Definição 2.2.1. Seja c : [O, a] ---+ M uma geodésica. Cm campo de Jacobi 
ao longo de c é um campo Y(t) que satisfaz a equação 
v É_ v Ê_Y(t) + R(Y(t), ê(t))ê(t) =O, 
at at 
chamada de equação de Jacobi. 
A equação de Jacobi é uma equação diferencial linear de segunda ordem. 
Os teoremas clássicos de E.D.O. (veja [23]) garantem que a solução de tal 
equação é sempre definida e o espaço vetorial das soluções Ic é isomorfo 
naturalmente a Tc(o)M x Tc(o)lvf via a aplicação Y---+ (Y(O), v Ê-Y(O)). Isto 
at 
significa que para cada v, w E TvM existe um único campo de Jacobi Y(t) 
com Y(O) = w e v Ê_Y(O) =v. Suponhamos que ê i= O e seja Y um campo 
Bt 
de Jacobi ao longo de c. A função 
(Y(t), ê) = (\7 *'Y(O), ê(O))t + (Y(O), ê(O)) 
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é afim e fica claro que os campos de Jacobi interessantes são aqueles que 
são ortogonais ao vetor tangente da geodésica; chamaremos tais campos de 
campos de Jacobi normais. A fórmula anterior prova que se as condições 
inicias são ortogonais ao vetor ê(O) então o campo Y é um campo de Jacobi 
normal. 
Agora, lembramos que uma variação de uma curva c : I --+ 1\!I é uma 
aplicação 
F: (-ry,o) x 1--+ M 
diferenciável, onde o e 7) são reais positivos, tal que F( O, t) = c(t). Como no 
caso de dimensão finita Y é um campo de Jacobi ao longo de c se e somente 
se existe uma variação F da curva c tal que 
• a curva c,(t) = F(s, t) é uma geodésica; 
éJF 
• Y(t) = as (o, t). 
Os campos ao longo de F são chamados variacionais e no caso em que a 
variação seja do tipo anterior diremos que F é uma variação geodésica. 
Corolário 2.2.2. Seja c : [O, a] --+ M uma geodésica não constante e seja 
Y(t) um campo de Jacobi ao longo de c com condições inicias Y(O) = O e 
V 11_Y(O) = w E Tc(o)M. Então, identificando Tti:(o)(Tc(o)) c:: TpM, temos 
àt 
Y(t) = d(expp)té(o)(tw). 
Corolário 2.2.3. Seja u E TpM. Assumimos que expP seja definida em um 
aberto que contém {tu: tE [O, a]}. Então 
1. d(expp)tu(u) = êu(t); 
2. (d(expp)tu(Ç), Cu(t)) = (u, E,). 
O próximo resultado, devido a Ambrose, embora muito simples, nos per-
mitirá obter informações sobre os pontos críticos da aplicação exponencial. 
Lema 2.2.4. Seja (M,g) uma variedade Riemanniana e sejam p E Me 
u E TpM· Assumimos que a exponencial seja definida em uma vizinhança 
que contém {tu : t E [O, a]} e seja c(t) = expp(tu) a geodésica respectiva. 
Sejam Ç(t) e ry(t) dois campos de Jacobi ao longo de c. Então 
(v a ry(t), E,) - (ry(t), v -º-Ç(t)) =constante C. 
ãt 8t 
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Demonstração: é suficiente observar que a derivada da expressão anterior 
é nula. c.q.d. 
É interessante calcular os campos de J acobi nas variedades de curvatura 
constante pois, quando nós tivermos limitações sobre as curvatura seccional, o 
conhecimento da geometria das variedades com curvatura seccional constante 
será fundamental para obtermos informações sobre a nossa variedade. 
Exemplo 2.2.5. (Campos de Jacobi em variedade de curvatura constante) 
Seja Jl,f uma variedade Riemanniana com curvatura seccional constante K, 
seja 1 : [0, l] --+ M uma geodésica parametrizada com comprimento de arco 
em Me seja J um campo de Jacobi ao longo de 'f. Como 
R(J(t), "y(t))'((t) = K J(t), 
então verifica-se facilmente que os campos de Jacobi, com condições iniciais 
J(O) =O e v .Q.J(O) = w, < w, "y(O) >=O, são 
ôt 
{ 
sinh~/7)w(t) se K <O; 
J(t) = tw(t) se K =O; 
sin(tVK) w(t) se K > O· 
v'K ' 
onde w(t) é o transporte paralelo ao longo de 'i de w. Analogamente podemos 
calcular os campos de Jacobi ao longo de 1 com outras condições iniciais. 
Como no caso de dimensão finita, podemos calcular a fórmula de Taylor da 
norma dos campos de Jacobi, o que representa intuitivamente a "velocidade 
de afastamento" das geodésicas. 
Proposição 2.2.6. Seja c : [O, a] --+ J'vf uma geodésica e seja J(t) um 
campo de Jacobi ao longo de c com J(O) = O e denotamos por J' = v.!!. J. 
ôt 
Então 
li J(t) 11 2 = Jl J'(O) 11 2 (t2 - ~K(ê(O), J'(O))t4 ) + o(t4 ). 
2.3 Fluxo de Jacobi 
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Todas as informações sobre as geodésicas estão contidas na equação de 
Jacobi. Nosso objetivo é construir uma E.D.O. que generalize a equação de 
Sturm, que representa os campos de Jacobi e de estimar a norma quando 
temos limitações inferiores e superiores sobre a curvatura seccional. Cada 
estimativa é feita considerando geodésicas parametrizadas por comprimento 
de arco e campos de Jacobi normais. 
Proposição 2.3.1. Seja c : [0, l] ---+ M uma geodésica parametrizada por 
comprimento de arco. Suponhamos que 
t.(s) 2: (R(u,c(s))c(s),u), (u,c(s)) =O, (u,u) = 1. 
Então se J é um campo de Jacobi normal temos 
I! J(s) 11"2: -t.(s) 11 J(s) 11 
no intervalo onde J não é nulo. 
Demonstração: 
11 J(s) 11' 
11 J(s) 11" 
c.q.d. 
11 J(s) 11- 1 (J(s), \7 jj_J(s)) 
a, 
11 J(s) 11-3 (-(J(s), \7 jj_](s))2 + 11\7 a J(s) 11 2 11 J(s) 11 2 ) 
ôs E; 
+ (J(s), 'V j}_ \7 jj_J(s)) 11 J(s) il-1 
8~ ôs 
11 J(s) 11- (11 \7 .g,J(s) 11 2 11 J(s) 11 2 - (J(s), \7 f,J(s)j2) 
(R( 11~/:\11• c(s))c(s), ~~~i:ln) li J(s) li 
> -t.(s) 11 J(s) 11 
Corolário 2.3.2. Seja f a solução da equação diferencial: 
{ 
f"(t) + t.(t)f(t) =O; 
f(O) =\\ J(O) \\, f'(O) =\\ J \1' (0). 
Então no intervalo onde f é positiva temos 
!I J(s) \12: f(s), li J(t) 11 11 J(s) 11 f(t) < f(s) ' 0 < t :S S. 
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lim 11 J(t) 11 = 1. 
t-tO f(t) . 
- p\J J;(il J(s) 11" f(s) - f(s)" 11 J(s) ll)ds 
' t > p(t) fo (6(s)f(s) - 6(s)f(s)) li J(s) li ds 
o 
Daí segue-se que onde J ( s) é diferente de zero e onde f ( s) é positivo temos a 
desigualdade desejada. De outro lado, a fórmula anterior prova também que 
o primeiro zero de J, se existir, aparece depois do primeiro zero de f. c.q.d. 
O próximo passo é transportar no espaço tangente a equação de Jaco-
bi, via transporte paralelo, para reduzir o estudo dos campos de Jacobi a 
uma E.D.O. no espaço tangente. Fixamos c : [O, b] ----+ M uma geodésica e 
definimos 
uma curva de operadores simétricos em Tp1VI. Nós queremos estudar os 
campos com condições ao bordo genéricas. Indicamos por p = c(O), tomamos 
IHio um subespaço fechado de TpM e 
A : IHio ----+ IHio 
um operador contínuo e simétrico. Podemos pensar TpM - IHI0 EB IHI;; e 
consideramos o sistema 
{ 
T"(s) + R,(T(s)) =O; 
T(O)(v,w) =(v, O), T'(O)(v,w) = (-A(v),w). 
A primeira observação é que a família a um parâmetro de aplicações bilineares 
4>(t) 
Tplvl x TPM ----+ IR 
(u, v)----+ (T(t)(u), T'(t)(w)) 
é simétrica pois, ela é simétrica em t = O, sendo A simétrico e a derivada 
( (T(t)(u), T'(t)(w)) - (T(t)(w), T'(t)(u)) )'=O 
é nula. 
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Proposição 2.3.3. Para cada (v, w) E Tplvl o campo de Jacobi com con-
dições inicias 
J(O) =v E IHI0 , V f,J(O) + A(J(O)) = w E Jf,l0 .L, 
é dado por rJ(T(t)(v, w)). 
Demonstração: seja Z(t) o transporte paralelo de um campo u E TpM ao 
longo de 'I e indiquemos por Y(t) = rJ(T(t)(v, w)). Então 
(v f, v f,Y(t), Z(t)) - (Y(t), Z(t))" 
(T(t)(v, w), u)" 
- -(R,(T(t)(v, w), u) 
-(R(Y(t), c(t))c(t), Z(t)) 
que prova que o campo Y(t) é de Jacobi e obviamente verifica as condições 
desejadas. c.q.d. 
A proposição anterior nos diz que estudar os campos de Jacobi ou as 
soluções da E.D.O. anterior é equivalente; por isso chamaremos T(t) fluxo 
de Jacobi. É interessante calcular o adjunto de T(b): fixamos u E TpM e 
calculamos (T(b)(v, w), u). Considere J o campo de Jacobi ao longo de 1 tal 
que 
J(b) =O, v .§_](b) = rg(u). 
&t 
Aplicando o lema de Ambrose temos 
(T(b)(v, w), u) = (T(O)(v, w), v .§_J(O)) - (T'(O)(v, w), J(O)). 
8t 
Seja c(t) = c(b- t) e seja 
{ 
t''(s) + R3('i(s)) =O; 
T(O) =O, T'(O) = id, 
o fluxo de Jacobi relativo a c: [O, b] -t M. É fácil ver que se J é um campo 
de Jacobi ao longo de c então ](t) = J(b- t) é um campo de Jacobi ao longo 
de c com v .§_](b) =-v .§_1(0). Por isso segue-se que 
&t 8t 
(T(b)(v, w), u) ((v, o), r~(T'(b)( -rg(u)))) 
- ((-A( v), w), r~(T(b)( -rg(u))) 
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e daí concluímos que 
(T* (b) ( u ), (v, O)) = - (r~ (:T' ( b) ( r8 ( u)))) + A(pt( r~ (T(b )( r8 ( u)))) ), (v, O)), 
(T* (b) ( u ), (0, w)) = ( T~ (T(b) ( r8( u)) ), (O, w)). 
A fórmula anterior mostra também que existe uma correspondência bijetiva, 
entre o núcleo de T(b) e o núcleo de T*(b); de fato se T(b)(w) =O então o 
campo de Jacobi 
l"(t) == r6(T(t)(ta)) == rt(7'(t)(ta)) (2.1) 
para um único ta E Tc(b)M. Agora, usando as condições inicias do fluxo T(t) 
é fácil ver que 
T*(b)(r~(ta)) ==O. 
Vice-versa se ta está no núcleo de T*(b) então o campo de Jacobi ri7'(t)(ta) 
satisfaz as condições do fluxo T(t) no ponto c( O). Por isso obtemos a fórmula 
(2.1) para um certo w E TvlVI e como anteriormente prova-se que w pertence 
ao núcleo de T(b). Lembrando que KerT*(b) = ImTl. temos o seguinte 
resultado. 
Proposição 2.3.4. Se T(b) é uma aplicação injetiva então a imagem de T(b) 
é densa. 
Analisemos com mais detalhe o caso onde lHio = O e o caso onde lllio == Tp1'vf 
e A == O. Indiquemos por f b. a solução da equação diferencial ordinária 
f"(t) + !l(s)f(s) ==O com condições f(O) =O, f'(O) == 1, quando trata-se 
do fluxo de Jacobi com lHI0 =O ou com condições f(O) == 1, J'(O) ==O, quando 
trata-se do fluxo de Jacobi com lHI0 == TpM e A= O. 
Proposição 2.3.5. Assumimos que o(s) :S (R(u,é(s))é(s),u) ::; fl(s) ao 
longo de c. Então 
1. no intervalo onde T(s) é invertível temos 
2. 11 T(s)u 112: h(s)(u,u)~ se !t:,.(s) é não negativa no intervalo O< s :S 
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3. (T'u, Tu) h 2:: (Tu, Tu) f'::,., se ft,(s) é não negativa no intervalo O < 
s :S 8 0 ; 
4. (T'u, Tu) h :S (Tu, Tu) f~, O< s :S s0 se T(s) é invertível em O< s :S s1 
(sl 2:: So); 
5. se T(s) é invertível em O< s :S s1 então 
11 T(s) 11 fo(t) 2::11 T(t) 11 fo(s), O :S s :S t :S s1; 
6. 11 T(s) II:S fo(s) < u,u >1, O :S s :S s1. 
Demonstração: veja [17] 
Os operadores T(s) representam a aplicação exponencial e por isso, é 
interessante conhecer, sobre hipóteses oportunas, a distribuição dos pontos 
singulares quando temos limitações sobre a curvatura seccional. 
Proposição 2.3.6. Seja 
{ 
T"(s) + Rs(T(s)) =O; 
T(O)(v, w) =(v, o), T'(O)(v, w) = (-A( v), w), 
o fluxo Jacobi, onde lHI0 =O ou lHI0 = TpM e A= O. Assumimos também que 
a curvatura seccional K :S H é limitada por cima. Então: 
(a) caso r.lio =O o fluxo de Jacobi é um isomorfismo topológico para cada 
t 2:: O, se H :S O e no intervalo O :S t < JH se H > O; 
(b) caso lHI0 = TpM e A = O então o fluxo de Jacobi é um isomorfismo 




Demonstração: aplicando a segunda propriedade da proposição anterior, 
com l!.(s) = H, obtemos que o fluxo é injetivo e a imagem é fechada no 
intervalo desejado. De outro lado aplicando a proposição (2.3.4) temos que 
T(s) é também sobrejetor. c.q.d. 
Como corolário obtemos uma versão fraca do teorema de Rauch, que 
provaremos na sua generalidade no capítulo 5. 
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Teorema 2.3.7. (Rauch fraco) Assuma que ao longo de uma geodésica 
c : [0, b] --+ M com vetor tangente unitário temos que a curvatura seccional 
é limitada por baixo e por cima por constantes 
L S K(é(t), v) S H, 
para cada te v E Tc(t)Af unitário e ortogonal a ê(t). Então d(expp)té(O) é um 
isomorfismo topológico para cada t 2: O, se H S O e no intervalo O S t < }H 
se H > O e, em tal intervalo, temos 
fH(t) fL(t) . 
-t- 11 v IISII d(expp)té(o)(v) IIS -t- li v 11 . 




Teorema de Hadamard e 
Variedades de Curvatura 
Constante 
3.1 Variedades completas: diferenças entre o 
caso de dimensão finita e infinita 
Seja (M,g) uma variedade Riemanniana. Nós sabemos que podemos de-
finir uma distância em M e diremos que (lvf, g) é completa se ela é completa 
como espaço métrico. Nota-se que pelo teorema (1.3.1) existe uma métrica 
Riemanniana tal que (M, g) seja completo. Por outro lado, podemos intro-
duzir a noção de geodesicamente completa (em p) se a aplicação exponencial 
é definida no espaço tangente inteiro Vp E M (p E M). Em dimensão fini-
ta geodesicamente completa (em p) é equivalente à variedade ser completa, 
devido ao teorema de Hopf-Rinow que prova a existência de geodésicas que 
minimizam a distância entre dois pontos distintos quaisquer. Em dimensão 
infinita a situação fica mais complicada pois, existem variedades completas 
onde há dois pontos sem geodésicas minimais; o exemplo a seguir é devido a 
Grossman ([15]). 
Exemplo 3.1.1. SejaM:= {x = :z=:,1 x;e;: xi + :z=:,2 (1 - })2x; = 1} 
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e sejam p = e1 , q = -e1 E lV!. Kota-se que lV! é uma subvariedade fechada 
de l2 e por isso completa com a métrica induzida por 12 . Consideramos 
T é um isomorfismo linear e T(;vf) = S(/2), a esfera unitária em l2 . Seja 
a: [O, 1] ---+ M uma curva que liga p e q. A curva T(a) liga p e q também 
em S ( i 2 ) e é fácil ver que 
r. :S L[T(a)] = [ li T(à(t)) 11 dt < L[a]. 
Por outro lado temos que as curvas, rn(t) = coste1 + (l ~ ~~ sinten ligam 
p e q, em M, e límn--+oo L[rn] = r.. Logo, d(p, q) = 1í. Agora, assumimos 
que exista uma geodésica mínima] c que liga p e q. Então a curva T( c) teria 
comprimento estritamente menor do que F, o que é absurdo, pois na esfera 
d(p, q) =Ti. 
No exemplo de Grossman a aplicação exponencial em p é sobrejetora. 
Atkin (veja [3]) exibiu uma variedade completaM onde existem dois pontos 
p, q tal que q não pertence a imagem de expv Este exemplo mostra que ser 
geodesicamente completo em um ponto não é equivalente a ser completa; de 
fato a variedade M - { q} não é completa, mas é geodesicamente completa 
em p. De outro lado, como no caso de dimensão finita, ser completo implica 
geodesicamente completo. Logo, a classe para estudar propriedades globais 
é a classe das variedades completas e nessa classe é interessante estudar as 
variedades que verificam o teorema de Hopf-Rinow. 
Definição 3.1.2. Uma variedade (M, g) completa é dita de Hopf-Rinow se 
dados dois pontos p, q E M existe pelo menos uma geodésica entre p e q que 
minimiza a distância. 
O artigo de Elíason (veja [13]) prova que as variedades de Sobolev, que 
contêm as seções de Sobolev dos fibrados vetoriais sobre variedades com-
pactas, são Hopf-Rinow. Em geral, na classe das variedades completas, não 
temos nenhum critério para garantir a existência de geodésicas minimais. 
Todavia, Ekeland (veja [12]) provou que o teorema de Hopf-Rinow é genérico 
no caso completo. 
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Teorema 3.1.3. (Ekeland) Seja (M,g) uma variedade Riemanniana com-
pleta como espaço métrico e seja p E M. O conjunto dos pontos q E M tais 
que existe uma única geodésica mínima! que liga p a q contém um G6 denso. 
Este teorema é uma aplicação do teorema de Baire. Como ( M, g) não 
tem pontos isolados é fácil ver, sempre usando o teorema de Baire, que a 
cardinalidade dos conjuntos G6 não pode ser enumerável. O teorema de 
Ekeland é interessante também no caso de dimensão finita, pois ele afirma que 
o conjunto chamado de cut-locus é uma união enumerável de subconjuntos 
fechados com interior vazio. 
A priori não temos critérios gerais para garantir a completitude, mas nós 
desejamos que os espaços de recobrimento de variedades completas sejam 
completas e também as variedades recobertas por variedades completas sejam 
variedades completas, no caso em que a aplicação de recobrimento seja uma 
isometria local. Para provar isso introduziremos primeiramente a noção de 
curva convergente. 
Definição 3.1.4. Uma curva contínua c: [a, b) --+ M é dita convergente se 
existe um conjunto discreto, enumerável ou finito, D tal que 
1. c: [a, b) - D --+ M é de classe C 1; 
2. limt-tb J: li é(t) I! dt é finito. 
Proposição 3.1.5. Uma variedade Riemanniana (M, g ), conexa, é completa 
se e somente se cada curva convergente tem imagem relativamente compacta. 
Demonstração: se (M, g) é completa é fácil ver que cada curva convergente 
tem imagem relativamente compacta. Vice-versa assumimos que cada curva 
convergente tenha imagem relativamente compacta. Nosso objetivo é provar 
que toda seqüência de Cauchy é convergente e por isso é suficiente provar que 
toda seqüência de Cauchy admite uma subseqüência que converge. Seja (xn) 
uma seqüência de Cauchy. Em correspondência de E = 2
1
,, existe um n(k) 
tal que 'in, m 2': n(k), =? d(xn, xm) :::; 2k~ 1 • Podemos supor que n( k + 1) 2': 
n(k) + 2 e seja (an) uma seqüência tal que 
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Daí segue-se que para cada k inteiro não negativo existe uma curva de classe 
C ! '"k "\'k+l l H I. d . , ~(k : [L.,J an, L.! an, --+ iv1, que 1ga Xn(k) COm Xn(k+l) e Compnmento 
. 1 1 1 





Usando as /k, definimos 'f : [0, 1) --+ A1 como 1(t) = !k(t) no intervalo 
t E [I;~ an, I:~+ I an]- É fácil ver que ; é uma curva convergente e por isso 
(xn) admite uma subseqüência que converge. c.q.d. 
Corolário 3.1.6. Seja (M,g) ~ (N,h) uma aplicação de recobrimento 
entre variedades Riemannianas. Assumimos também que a aplicação de re-
cobrimento seja uma isometria locaL Então M é completa se e somente se 
N é completa. 
Demonstração: assumimos i\!! completa. Seja 1 : [a, b) --+ N curva con-
vergente. Podemos levantar esta curva e o levantamento '7 : [a, b) --+ M é 
uma curva convergente também pois, 1r é uma isometria local. Logo 1 tem 
imagem relativamente compacta e sendo 
;([a,b)) Ç 7r(('t([a,b))), 
temos que a imagem de ; é também relativamente compacta e daí segue-se 
que N é completa. 
Vice-versa assumimos que N seja completa e seja (xn) seqüência de Cau-
chy em M. Então (1r(xn) = Yn) é de Cauchy também e sendo N completa 
Yn -+ Yo· Como 1r é uma isometria e uma aplicação de recobrimento, existe 
um to > O tal que a bola geodésica em N de Yo de raio t :S t 0 é uniforme-
mente recoberta pelas bolas de mesmo raio dos elementos da fibra. Agora 
usando que (xn) é Cauchy é fácil ver que (xn) admite uma subseqüência que 
converge. c.q.d. 
Um outro critério de completitude é a próxima proposição e foi o argu-
mento que Grossmann usou em [15] para estender o teorema de Hadamard 
ao caso de dimensão infinita. Este resultado generaliza o resultado anterior, 
mas a demonstração que aparece em [23] não é muito clara. A demonstração 
fica mais clara se usamos o conceito de curva convergente, para provar a com-
pletitude, e um argumento do tipo que aparece em [9], p. 383, para completar 
a prova. 
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Proposição 3.1. 7. Seja f : (M, g) -+ (N, h) um difeomorfismo local de 
classe C 1 entre variedades Riemannianas. Assumimos que exista uma cons-
tante C tal que vm EM, 11 (df)m(w) 112: C 11 w il· Assumimos também que 
(M, g) seja completa e que (N, h) seja conexa. Então f é uma aplicação de 
recobrimento e (N, h) é completa. 
Demonstração: veja [23] 
3.2 Variedade com curvatura constante e te-
orema de Hadamard 
Nesta seção classificaremos as variedades de curvatura constante comple-
tas. Quando queremos classificar devemos especificar em relação a qual grupo 
de transformações queremos classificar. No nosso caso temos uma estrutura 
métrica e as transformações que preservam o tensor métrico são chamadas 
de isometrias. 
Definição 3.2.1. Seja F: (M,g)-+ (N,h) um difeomorfismo (local). F é 
chamada de isometria (local) se para cada p E M temos 
((dF)p(X), (dF)p(Y))h =(X, Y) 9 . 
Uma isometria é rígida no seguinte sentido. 
Lema 3.2.2. Sejam F, G : M -+ N, isometrias locais. Assumimos que 
existe p E M tal que 
F(p) = G(p), (dF)p = (dG)r 
Assumimos também queM é conexa. Então F= G. 
Demonstração: sejaS:= {q EM: F(q) = G(q), (dF)q = (dG)q}· Nosso 
objetivo é provar que S é aberto e fechado em M, o conclui a nossa prova, 
porque M é conexa. Obviamente S é fechado e S é aberto pois, para cada 
isometria local H : M -+ N se tomamos p E M e r não negativo tal que a 
aplicação exponencial de M em pé um difeomorfismo sobrejetivo de Br(op) 
em Br(P) e o mesmo é verificado para a aplicação exponencial em H(p) de 
N então 
H(exp{: p(tv)) = exp~(p)(t(dH)p(v)), 11 v II:S r. 
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c.q.d. 
Como no caso de dimensão finita, nós provaremos que o grupo das iso-
metrias coincide com as transformações que preservam a distância. 
Proposição 3.2.3. Seja F : (M, g) ---+ (N, h) uma aplicação sobrejetiva 
entre duas variedades Riemannianas. Então F é uma isometria se e somente 
se d9 (p, q) = dh(F(p), F(q)), para todos p, q E l'vf. 
Demonstração: ( =?) é obvia. 
( {=) primeiramente nota-se que F é um homeomorfismo. Seja p E JV!, r > O 
tal que exp;1 e exp~(p) são difeomorfismos sobrejetivos respectivamente em 
Br(P) e Br(F(p)) e seja X E TpM, IJ X 11= 1. Então 
t = d(p, exp:1(tX)) = d(F(p), F(exp:r(tX))), O :S t <r. 
Isso significa que a curva t --+ F( exp:r (tX)) é uma geodésica mínima!, então 
existe um único vetor h(X) = Y E TF(p)N unitário, tal que 
Definimos <I> : TplV[ ---+ T F(p) N como 
se X= O 
se X f. O. 
Nosso objetivo é provar que (dF)p = <I> e que <I> é uma isometria entre os 
espaços tangentes. 
Lema 3.2.4. Seja <I> : Iclf1 ---+ iHI2 uma aplicação entre espaços de Hilbert 
que preserva o produto escalar e <P(O) = O. Então <I> é linear e contínua. 
Demonstração: é fácil ver que 
(<P(.\X) - .\<I>(X),<I>(.\X)- .\<P(X)) =O, 
(<P(X + Y) - <P(X) - <P(Y), <P(X + Y) - <I>( X) - <P(Y)) =O 
e daí concluímos que <P é linear. A continuidade segue do fato do operador 
preservar o produ to escalar. 
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Lema 3.2.5. Sejam X, Y E TPM unitários. Então 
lim 11 sX - sY 11 = 1. 
s-+0 d(expp(sX), expp(sY)) 
Demonstração: seja r > O tal que expP : Br(op) -+ Br(P) é um difeomor-
fismo sobrejetivo. Como d( expp)o = I d então dado E > O existe O < 17 :::; r 
tal que 
1 - E :SII d(expp)q II:S 1 + E, 
para cada q E B~(op)- Agora sejam m,a E B%(p); nota-se que d(m,a) < ~ 
e para medir esta distância é suficiente considerar as curvas em B~ (p). De 
fato, seja AI : [0, 1] --+ M que ligam e a e assumimos que tal curva não 
esteja contida em B~ (p). Como [O, 1] é conexo, existe t 0 , t1 E [O, 1] tal que 
d(p, !(ta)) 2': ~e d(1(tl),p) 2': 7J e pelo lema de Gauss temos que 
l.tl 17 L[1l 2': 11 ~t(t) 11 dt 2': 2· to 
Cada curva c com imagem em B~ (p) é imagem de uma curva em TPM; então 
c(t) = expp(Ç(t)) e 
(1 - E) [11 ~(t) llp dt:::; [11 é(t) 11 dt:::; (1 + E) [11 ~(t) IIP dt. 
Daí concluímos que dado E positivo existe s0 = ~ tal que para cada s < sa 
temos 
(1 - E)(ll sX - sY jjp):::; d(m,a) :SII (1 + E)(ll sX - sY 11), 
que prova o nosso lema. 
Sejam X, Y E TpM unitários. Então 
1 a 
(sX -sY,sX -sY)'~=(2s)sin(2), 
onde a é o ângulo entre os dois vetores. Indiquemos por a' o ângulo entre 
h( X) e h(Y). Como F preserva a distância e aplicando o lema anterior temos 












Logo c/ = a. Agora por definição de i!> segue-se que 
. X y 
('P(X), 'P(Y)) = (li X li h( li X li), li Y li h( ifYlí )) 
- n x 1111 y H (h( li~ IIJ,h(ll ~ llll 
- (X, Y). 
Logo, i!> é uma isometria e i!> = (dF)p pois, para cada 11 X II:S r temos que 
(exp~(p))- 1 o F o exp;r(x) = 'P(X). c.q.d. 
Um resultado importante para classificar as variedades de curvatura cons-
tante é o teorema de Cartan. Este teorema afirma que a métrica é determi-
nada localmente pela curvatura. 
Sejam (M, g) e (N, h) variedades Riemannianas modeladas nos espaços de 
Hilbert H 1 , H2 respectivamente. Denotamos as conexões de Levi Civita por 
\7 e \7' de Me N . Seja I= [0, a] um intervalo fechado e sejam c: I---+ M 
e c' : I ---+ N geodésicas com o mesmo comprimento. Assumimos que H 1 é 
isométrico a um subespaço fechado de H 2 e escolhemos uma isometria 
tal que io(é(O)) = é*(O). Denotamos por x:; o transporte paralelo ao longo 
de c' entre os pontos c* ( t 1) e c* ( t 2 ). Definimos 
Proposição 3.2.6. 
1. cada it é uma isometria; 
2. Se Y(t) é um campo ao longo de c então Y*(t) = it(Y(t)) é um campo 




2. seja t0 E [0, a] e seja Z E Tc·(to)N. Denotamos por Z*(t) o transporte 
paralelo da componente deZ no subespaço x~o(io(Tc(o)M), ao longo de 
c*. Então 
h('Vf,itX(to). Z) ! lt=to h(i,Y(t), Z'(t)); 
d 
dt lt=to g(Y(t), i;1 (Z'(t))); 
g(\7 it_Y(t), i;:1 (Z'(to))); 
&t 
- h(itoYf,Y(to),Z). 
Teorema 3.2.7. (Cartan) Sejam ]V[ eM* variedades Riemannianas mo-
deladas sobre o mesmo espaço de Hilbert lHL Sejam p E M, p* E M* e seja 
1} > O tal que Bn(op) é uma vizinhança normal de M e a aplicação expP. é 
não singular na bola Bn ( Dp•). Seja i 0 : TpAf ----+ Tv M* uma isometria entre 
os espaços tangentes. Então a aplicação 
iP : expP. o i 0 o expP -l : Bn(P) ----+ Bn(p*) 
é de classe C 00 e leva geodésicas radiais em geodésicas radiais. Além disso, 
se para cada geodésica radial c(t) e a sua imagem c*(t) = iP(c(t)) temos 
então iP é uma isometria local. 
Demonstração: seja u E Bn(op)· Por definição de iP temos 
e daí segue-se que iP manda geodésicas radiais em geodésicas radiais. Sendo 
os campos de Jacobi campos variacionais de variações geodésicas, temos que 
o diferencial manda campos de Jacobi com condição inicial nula em campos 
de Jacobi com a mesma condição inicial. Se i, o Ré(t) = R~·(t) oi, aplicando a 
proposição (3.2.6) é fácil ver que se Y(t) é um campo de Jacobi com Y(O) =O 
então i,(Y(t)) é um campo de Jacobi ao longo da geodésica radial respectiva. 
Além disso, sendo i, uma isometria o diferencial de iP é uma isometria. c.q.d. 
Teorema 3.2.8. Seja (M, g) uma variedade completa simplesmente conexa, 
modelada em Itll. Assumimos que a curvatura seccional é constante e igual 
K 0 . Então M é isométrica a: 
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l. B0 (1HI) = {x E lHI : 11 x/i::; p} com métrica g(u)(X, Y) = (1 ~x~)' se 
p· 
K - 1. o- - p2l 
2. (lm, ( , ) ) se K 0 = O; 
3. S0 (lf'I x R) com a métrica produto induzida se Ko = 
1
2 . p 
Demonstração: caso Ko < 0: 
aplicando o teorema de Rauch fraco ternos que para cada p E M a diferencial 
de expP é um isomorfismo topológico e 
11 d(expp)w(v) 11::0:11 W 11, 
V v, w E TPJ\.1. Sejam p E Af e N E lvf Ko, a variedade de curvatura constante 
Ko como assumido. A aplicação expP oi0 o expN - 1, onde i0 é urna isometria 
entre TpM e TN1'v!Ko , é urna isometria local, pelo teorema de Cartan, e 
aplicando a proposição (3.1. 7) ternos que tal aplicação é urna aplicação de 
recobrimento. Logo, 1\1[ é difeornorfo, sendo simplesmente conexo, a ,'v[ Ko. 
caso Ko > 0: 
fixamos p E M e N = (0, p) E S0 (T0 M x JR) e seja io uma isometria linear 
entre os espaços tangentes em N e em p. Definimos 
Pelo teorema de Cartan f é uma isometria local. Escolhemos agora N' f N 
em S0 (TpM x JR) e q f p em M com f(N') = q. Escolhemos também 
i = d(f) -N e definimos 
f'= expN' oi o expq - 1 : S0(TpM x JR) - { -N'} -----+ 1\!I, 
que é uma isometria local. Observa-se que W = S0 (T0 M x JR)- { -N, -N'} 
é conexo, N' E W e 
f(N') = f'(N'), (df)N' = (df'lN'· 
Segue-se, pelo lema (3.2.2) que f = f' em W. Por conseguinte, podemos 
definir uma aplicação 
{ 
f(r) 
g(r) = J'(r) 
se r E S0 (T0 1\1 x JR)- { -N} 
se r E S0 (TpM x JR)- { -N'} 
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que é obviamente uma isometria local. Logo, aplicando a proposição (3.1. 7), 
g é uma aplicação de recobrimento e sendo A1 simplesmente conexa, g é uma 
isometria. c.q.d. 
Concluiremos esta seção enunciando o teorema de Hadamard. Tal teore-
ma foi provado por Grossman ([15]) na sua tese de doutorado. Este resultado 
nos diz também que as variedades simplesmente conexas com curvatura sec-
cional não positiva são Hopf-Rinow. 
Teorema 3.2.9. Seja (M, g) uma variedade com curvatura seccional K :::; 
O e seja p E lvf. Então a aplicação exponencial expP é uma aplicação de 
recobrimento. 
Demonstração: aplicando o teorema de Rauch fraco temos que para cada 
v,w E TpM o d(expp)v é um isomorfismo linear e 
11 d(expp)v(w) 11~11 W 11 · 
Aplicando a proposição (3.1.7) provamos o teorema. c.q.d. 
3.3 Formas espaciais 
Um conjunto G parcialmente ordenado, isto é., dotado de uma relação de 
ordem ( :::;) transitiva e reflexiva, é dito dirigido se para cada a, f3 E G existe 
1) E G tal que a :::; 1) e ,!3 :::; 1). Uma rede em um espaço vetorial X é uma 
aplicação 1' : G --+ X onde G é um conjunto dirigido. Exatamente como no 
caso de seqüências podemos definir o conceito de convergência de rede: uma 
rede 1' : G --+ X converge para X 0 se para cada vizinhança V de x 0 existe 
um 8 E G tal que para cada a ~ 8 temos iP(a) E V. Agora, analisemos o 
caso que X = lHl é um espaço de Banach e seja f : G --+ lHl uma aplicação. 
Podemos associar a f a rede das somas finitas, isto é, como conjunto dirigido 
A, consideremos os conjuntos finitos de G com a relação de ordem 
e a rede 1' : A --+ JE-K é definida como 
iP(F) =L f(i). 
iEF 
39 
Se a rede converge, e em tal caso é fácil ver que o limite é único, diremos 
com abuso de notação que a série LgEG f (g) converge e que f é somável. 
Explicitamente uma série LgEG f(g) converge a Lo se e somente se para 
cada E > O existe um conjunto finito lo c G tal que, para cada conjunto 
finito 1 2 lo temos 
IILf(g)- Lo//~E. 
gEJ 
Consideremos o espaço 
I2(G) = {x: G---+ IR.: L[x(g)]2 < oo}. 
gEG 
É fácil verificar que 





EF[x(g)J2: F é um subconjunto finito de G}. 
A segunda propriedade nos diz que se a série I;
9
Ec[x(g )J2 converge, então 
para qualquer bijeção 9 : G --t G temos que 
L[x(g)F = L[x(cj;(g)JJ2. 
gEG gEG 
Na realidade esta propriedade é verdadeira para funções somáveis quaisquer. 
O próximo resultado é bem conhecido em análise funcional. 
Proposição 3.3.1. 12(G) é um espaço de Hilbert em relação ao produto 
escalar 
(x,y) = L:x(g)y(g). 
gEG 
Além disso uma base Hilbertiana é dada pelas funções eh(g) = Jh9, h, g E G. 
Como as séries de termos positivos são incondicionalmente convergentes, 
no caso que G seja enumerável, obtemos o espaço de Hilbert separável l2 
clássico. Assumimos agora que G seja um grupo. Denotamos por R9 : G --t 
G a translação à direita por g, isto é R9 (h) = gh. Como R9 é bijetiva então 
se x E 12 ( G) então x o R9 está também em 12 ( G) e tem a mesma norma. Além 
disso, temos o seguinte resultado cuja prova é simples. 
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Lema 3.3.2. A aplicação x-+ x o R9 é uma isometria sobrejetora de 12 (G) 
em si mesmo, e a aplicação 
f-t: G x l2 (G)-+ 12 (G) J-t(g, x) = x o R9 
é uma ação efetiva (isto é, nenhum elemento distinto da identidade fixa todo 
o espaço) de G em 12 ( G) por isometrias. 
Em particular, f-t induz uma ação por isometrias sobre a esfera unitária 
S(l2(G)) = {x E 12 (G): 1/xll = 1}. Como é usual, tendo fixada a ação f-t, 
escreveremos gx em lugar de J-t(g,x). 
Recordamos que uma ação de um grupo G num espaço topológico X é 
dita propriamente descontínua se valem as seguintes condições: 
• a ação é livre; 
• para todo x E X existe uma vizinhança aberta U de x com gU nU = 0, 
para todo g E G diferente da unidade; 
• para todos x, y E X com y f/. Gx existem vizinhanças abertas U, V de 
x, y, respectivamente com gU n V= 0, para todo g E G. 
Se G é uma ação propriamente descontínua num espaço topológico X então 
o quociente X/G é Hausdorff e a aplicação quociente X ----+ X/G é uma 
aplicação de recobrimento. 
Teorema 3.3.3. Se G não possui elementos de ordem finita, a ação induzi-
da em S(l2 (G)) é propriamente descontínua. Além disso a projeção canônica 
S([z(G)) ----+ S(l2 (G))/G é uma isometria local e uma aplicação de reco-
brimento. Por isso S (12 ( G)) / G possui uma métrica completa de curvatura 
constante 1. 
Demonstração: dividimos a demonstração em três simples afirmações. 
Afirmação 1: a ação é livre. 
Se gx = x, também temos gnx = x e daí segue que para todo h E G e todo 
n E :Z temos x( h) = x( hgn). Os elementos { hgn, n E :Z} são distintos pois, 
g tem ordem infinita. Portanto, se x # O, existe h E G tal que x(h) # O 
e daí segue que L::;"=1 [x(hgn)J2 = 2:::;"=1[x(h)]2 = oo, o que é absurdo pela 
propriedade ( 2). 
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Afirmação 2: se a ação não for propriamente descontínua, existiria uma 
seqüência de elementos distintos (gn) Ç G ex E 5(12 (G)) tal que gnx-+ y, 
para algum y. 
Como a ação de G é por isometrias, é fácil ver que a ação é propriamente 
descontínua se e somente se a órbita de cada ponto for discreta e fechada. 
Mas isso significa justamente que nenhuma seqüência de elementos distintos 
da órbita converge. 
Afirmação 3: não existe nenhuma seqüência (gn) Ç G de elementos distintos 
ex E 5(12 (G)) tal que gnx converge para algum y E 5(12 (G)). 
De fato, seja gn uma seqüência de elementos distintos de G tais que gnx -+ y. 
Para cada a E G temos 
Todos os elementos agn são distintos e L~=1 [x(agnJF :S 1, pois o vetor 
x E 5(12 (G)). Portanto, 
e isso implica y = O, que é absurdo. 
Agora, como usualmente 5(12 (G))/G admite uma estrutura de variedade 
diferenciável tal que a projeção canônica seja uma aplicação de recobrimento. 
Por outro lado, sendo G um grupo de isometrias, 5(12 (G)) induz uma métrica 
em S(l2 (G))/G tal que a projeção é uma isometria local. Logo, aplicando o 
corolário (3.1.6) temos que S(b(G))/G é uma variedade Riemanniana com-
pleta com curvatura seccional constante unitária. c.q.d. 
Em dimensão infinita a esfera é difeomorfa ao espaço de Hilbert ([4]); em 
particular a esfera é simplesmente conexa. Por isso demonstramos o seguinte 
resultado. 
Corolário 3.3.4. Dado um grupo G sem torção existe uma variedade com-
pleta com curvatura seccional constante 1 com grupo fundamental G. 
Este fato está em contraste com o caso de dimensão finita onde só os gru-
pos finitos podem atuar na esfera como grupo de isometrias sem pontos fixos. 
Por exemplo, no caso 12 o resultado anterior prova que os racionais atuam 
na esfera de modo propriamente descontínuo. outra observação interessante 
é que se a variedade é modelada em um espaço de Hilbert separável então 
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o grupo fundamental tem cardinalidade finita ou enumerável. De fato, pelo 
teorema de Sierpinski ([34]) um espaço métrico conexo localmente separável 
é separável. Daí o recobrimento universal de uma variedade Riemanniana, 
modelada em um espaço separável, é métrico, "pullback" da métrica de bai-
xo, e separável. Logo, a cardinalidade da fibra, sendo um conjunto discreto, 
tem cardinalidade finita ou enumerável. Agora, pelo resultado clássico de 
topologia algébrica a cardinalidade da fibra é a cardinalidade do grupo fun-
damental. Um outro fato importante é que se a cardinalidade do espaço de 
Hilbert aumenta, os grupos que podem atuar, aumentam também. 
Teorema 3.3.5. Seja G um subgrupo de isometrias de JRn ou de 12 que atua 
de modo propriamente descontínuo na esfera unitária. Então G opera de 
modo propriamente descontínuo na esfera unitária de qualquer espaço de 
Hilbert lHI de dimensão infinita. 
Demonstração: primeiro provaremos que se G C O(n) então ele atua em 
l2 com as mesmas propriedades. Seja g E G. Definimos 
00 00 ni-1 
T9 : l2--+ l2, Tg("L_::xiei) = L9( L Xj+lej+I), 
i=l i=l j=n(i-l) 
.d t•fi - Rn T, l ( ) 'Ç"'ni-1 C! com as 1 en 1 caçoes, --'+ 2. x 1 , ... , Xn --+ L..,j;n(i-l) Xj+lej+l· a-
ramente T9 é uma isometria, a aplicação g -+ T9 é um homeomorfismo e 
T9x = x implica x =O. Portanto, G atua em S(l2 ) sem pontos fixos e sendo 
finito, de modo propriamente descontínuo. O caso geral é similar; pela teoria 
clássica de análise funcional, qualquer espaço de Hilbert é isométrico a l2(D) 
onde D é a cardinalidade da base e 
D = U Di, Di n D1 = 0, se i # j, D; ""' N, 
i E! 
veja [22] p. 678. Seja f E l2 (D). Definimos 
J;(x) = { f(x) o 
se x E D;; 
caso contrário. 
Afirmação: f = L:iEI k 
Como f E l2 (D), pela propriedade 2, fi E l2(D). Uma conseqüência fácil 
da propriedade 2 é que dado é > O existe J (é) Ç D finito tal que para cada 
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J Ç D- J(E) finito temos I;dEJff(d)J2 ::; E. Seja E > O e seja J(E) como 
anteriormente. Escolhemos lo:= {i E I: D; n J(E) =/0} e calculemos, para 
I 2 10 finito, 
11 L;Erf; - f /1 2 = sup{LgEJ[f;(g) - f(g)j2, J finito} 
sup{J:.9 EJ -J(t) [f (g )]
2
, J finito} 
:':: E. 
Logo a série LíEI f; converge para f. Usando a notação anterior é fácil ver 
que o:f + {Jg = LiEI o:f; + {Jg; e se f = LiEI f[, onde f[ = O fora de D; 
então f; =f[, pois f(x) = f[(x), se x E D;. Além disso, como para J c I 
finito temos 
LiEJ 11 /; 11 2 = L;EJ sup(J:.9,0 J!;(g;)j2) J; Ç D; finito 
= sup(LgEuJ,[f(g)j2) 
segue-se que LiEI 11 f; 11 2 =11 f 11 2 Por isso, se nós definirmos 
T9 : l2(D) ~ lz(D), T/2.:.. f;) =L gj;, 
identificando 12 .!l, lz(D) como 
f~ { ~os;(x) 
iEI iEI 
se x E D;; 
caso contrário, 
onde s; é uma bijeção entre D; e N , a aplicação g --+ T9 e um homo-
morfismo injetivo nos grupo das isometrias de l2 (G). Se G não atuasse de 
modo propriamente descontínuo existiria uma seqüência 9n e um elemento 
x = LiEI x; =/ O tal que 
9nX = L9nXi--+ X= LX;. 
iEI iEJ 
Logo 9nX; --+ x; e por isso X; = O para cada i, que é absurdo. c.q.d. 
Queremos estudar as condições afim de que os elementos de ordem finita 
possam atuar sem pontos fixos, exceto a origem, pois, queremos estender o 
teorema (3.3.3) para uma classe de grupos que admitem elementos de torção. 
Daqui para frente quando nós dissermos que o operador linear T não tem 
pontos fixos, significará que a origem é seu único ponto fixo. 
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Seja T uma aplicação de um espaço de Hilbert H de ordem finita m, isto 
é, ym = I d e m é o menor inteiro positivo que satisfaz esta propriedade. 
Afim que T não tenha pontos fixos T deve ser solução da equação 
ym-1 + ym-2 + ... + T +I d =O 
pois, caso contrário temos pontos fixos. Em particular, no caso que m = 2 o 
operador T deve ser necessariamente o operador -I d, que comuta com todos 
os operadores lineares. Esta simples observação já mostra algumas restrições. 
Proposição 3.3.6. Se um grupo G atua como grupo linear sem pontos fixos, 
exceto a origem, em um espaço de Hilbert H, de dimensão finita ou infinita, 
então G possui no máximo um elemento de ordem dois e este elemento deve 
pertencer ao centro. 
Exemplo 3.3.7. Os grupos Z2 8 Z2 , S3 =< </J, ?j;; <jJ2 = 7j;3 = 1, </J?j; = 7j;2 </J > 
(grupo simétrico), D8 =< o,T;o4 = T 2 ,TOT = o3 > (grupo diedral), não 
podem atuar linearmente sem pontos fixos. 
Para entender de modo melhor a situação é conveniente trabalhar com 
espaços de Hilbert complexos. Isso não é restritivo pois, se T é uma isometria 
de um espaço de Hilbert real H, a sua complexificação yc é uma isometria 
do complexificado H 0 C. Além disso, T não tem pontos fixos se e somente 
se yc não tem pontos fixos. 
Seja agora T um operador linear de H de ordem n e tal que Te as suas 
potências não tenham pontos fixos. Seja C[z] o anel dos polinômios com 
coeficientes em C. Temos então um homomorfismo de anéis 
Br : C[z] --+ B(H, H), B(J) = j(T). 
Sendo C[z] um anel de ideais principais, KerBr é gerado por um polinômio 
que podemos assumir mônico, PT E C[z], chamado polinômio mínimo de 
T. Como o operador linear T tem ordem finita então o polinômio mínimo 
de T, PT = (z - 6) · · · (z - ~m), onde os ~i são raízes da unidade. Em 
correspondência temos uma decomposição 
em subespaços T-invariantes, com 
• Hi = K er(T- ~J d); 
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• PT\lEI, = (z- Çi). 
A prova é a mesma do caso de dimensão finita; por exemplo veja [24]. Como 
os subespaços IH!i são T-invariantes um vetor x = x1 + · · · + Xm é ponto fixo 
de Tk, 1 ::; k ::; n, se e somente se Tk(xi) = xi. Em cada subespaço JH[i o 
operador T atua como multiplicação por Çi; então se Çi não fosse raiz primitiva 
n-ésima da unidade alguma potência de T teria pontos fixos. Vice-versa, se 
PT só tem raízes primitivas n-ésimas da unidade, os operadores T, · · · , Tn-l 
não têm pontos fixos pois, não têm pontos fixos em cada subespaços JH[i· 
Enfim provamos o seguinte resultado. 
Proposição 3.3.8. Seja T : IH! --+ IH! um operador linear de ordem finito n 
de um espaço de Hilbert de dimensão finita ou infinita sobre o corpo IC ou R 
Uma condição necessária e suficiente afim de que T, · · · , Tn-l não tenham 
pontos fixos é que 
<l?n(T) =O 
onde <l?n ( t) é o n-ésimo polinômio ciclotômico. 
Agora seja T : IH! --+ IH! um operador de ordem n e seja L : IH! --+ IH! um 
operador de ordem m. Assumimos que os dois operadores comutam e que 
existe p primo que divide m e n. Indicamos por T1 = T~ e por L1 = L 'ii'; 
obviamente os dois operadores comutam e têm a mesma ordem. Em relação 
a T1 temos uma decomposição 
e como L1 comuta com T1 os IH!i são L1-invariantes. Localizando o estudo no 
primeiro subespaço; em relação a L 1 temos: 
O operador T1j!HI1 = 6, onde Ç1 é raiz p-ésima primitiva, e o operador L1jV1 = 
Ç~; por isso Tf-k o L1 iV1 = I d. Esta simples observação permite encontrar 
uma outra obstrução afim de que um grupo possa atuar sem pontos fixos 
como grupo linear. 
Proposição 3.3.9. Afim que um grupo G atue como grupo linear sem pon-
tos fixos, exceto a origem, é necessário que para cada elemento g de ordem 
finita e para cada m no centralizador de g, de ordem finita, ou uma potência 
de m é igual a uma potência de g ou MDC(o(m),o(g)) = 1. 
46 
O resultado anterior prova que os grupos que contêm subgrupos do tipo 
com M DC(n, m) # 1 não podem atuar sem pontos fixos. Nosso objetivo 
é provar que os grupos abelianos finitamente gerados, cuja parte de torção 
não apresenta subgrupos da forma anterior, atuam de modo propriamen-
te descontínuo, como grupo de isometria em qualquer espaço de Hilbert de 
dimensão infinita. Anteriormente provamos que cada grupo que atua em 
dimensão finita atua também no caso de dimensão infinita. Todavia estas 
ações, a priori, não comutam com aquelas que construímos para os grupos 
sem torção. Por isso queremos construir uma ação explícita para os gru-
pos de torção, para depois provar o resultado principal desta seção. Agora, 
consideramos os grupos abelianos finitos do tipo 
com p1 < ... < Pm· Escolhemos 6 ... Çm raízes pf'-ésima primitivas da 
unidade e ei = arg(Çi)- Em geral, dados e E IR. definimos 
Te: lHI Ei lHI---+ I'li Ei JHI, Te(x, y) = (cos(&)x - sin(ll)y, sin(ll)x + cos(ll)y). 
É fácil ver que 
1. Te é uma isometria sobrejetora; 
3. Te tem pontos fixos se e somente se e= 2kn:, com k E Z. 
Os operadores Te, têm ordem pf' e as potências não triviais não tem pontos 
fixos. Usando as raízes Çi podemos definir em JH[C os operadores v -+ Ç v, 
que indicaremos por Ç, e fixados sb ... Sm inteiros positivos é fácil ver que 
V(x, y) E JH[ EB JH[ temos 
m m m 
i=l i=l i=l 
onde n:1 e n:2 são as projeções sobre o primeiro e segundo fator do espaço de 
Hilbert JH[ EB JH[. Provaremos que os operadores Te, representam o grupo G 
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como grupo de isometrias sem pontos fixos. Primeiramente provaremos que 
a soma é direta. Assumimos que existem s1 ... Sm E N tal que 
Pela fórmula (3.1) temos 
çt' = II ç? 
#i 
e daí segue-se que Çf' é raiz Tii#i p;' -ésima da unidade. Como os p; são distin-
tos, lembrando que se Ç é uma raiz n-ésima e m-ésima então Ç é MDC ( m, n )-
ésima, concluímos que Ç!' = 1. Falta provar que os operadores 
m 
II TSi e, 
não têm pontos fixos. Caso contrário, aplicando a fórmula (3.1), segue-se que 
m 
II J"i -1 ":.i -
i=l 
e daí temos que cada Çf' é raiz TI#ip~'-ésima da unidade. Logo Çf' = 1 para 
cada 1 ::; i ::; m . 
Finalmente podemos provar o resultado principal usando a ação que cons-
truímos para os elementos de torção. 
Teorema 3.3.10. Seja H"' G EB ZP~l EB · · · EB Zp;;.m, onde G é um grupo sem 
torção e p; são primos distintos. Então H atua como grupo de isometrias de 
modo propriamente descontínuo na esfera unitária de 12 (G). 
Demonstração: nosso objetivo é representar H como subgrupo de isometri-
as do espaço de Hilbert 12 (G) EBI2 (G) que é isométrico a 12 (G). Os elementos 
g E G atuam em 12 ( G) EB 12 ( G), como g EB g e é fácil ver que tal ação verifica 
as mesmas propriedades da ação de G em 12 (G). Cada elemento de torção, 
que indicaremos por A, atua como anteriormente. A demonstração se divide 
em três passos: 
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1. c nA= e. 
Se I17=1 Tt; =Te= 9o, onde e= 01s1 + · · · + Omsm, então 
9o(e.,ee) = (e90-1,e90 -1) = (ee(cos& - sin&),ee(cos& +sinO)). 
Logo 9o = e e e = 27ik; 
2. 1:/g E G e \la E A, ag = ga. 
É suficiente provar que o operador Te comuta com g, para cada g E G 
e para cada O E lR. 
g(Te(C2~hEG Xheh, L;hEG Yheh)) = 
g(L;hEG(xhcosO- YhsinO)eh,L;hEGxhsinO + cosO)eh)) = 
(L;hEGxhcosO - YhsinO)ehg-',L;hEG(xhsinO + cosO)ehg-1)) = 
Te((L;hEG xhehg-1, L;hEG Yheh9-1)) = 
Te(g(L;hEG xheh, L;hEG Yheh))). 




ag(L xheh, LYheh) = (L xheh, LYheh) 
hEG hEG hEG hEG 
Yh sin O)ehg-1 =L xheh 
hEG 
L(xhcose + Yhsin&)ehg-1 = LYheh· 
hEG hEG 
As igualdades anteriores mostram que para cada a E G temos 
Se o elemento fixado é diferente do vetor nulo existe a E G tal que 
X a # O ou Ya # O. Aplicando (1) e (2) recursivamente, obtemos que 
para cada n E N 
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Por isso temos 
00 00 
L lxag-n 12 + L IYag-n 12 = 00 
n=l n=l 
que é absurdo, pois as duas séries são convergentes. Para completar 
devemos provar que a ação é propriamente descontínua. Por isso é 
suficiente provar que para cada seqüência de elementos distintos gnan 
e para cada elemento x # O, a seqüência gnanx não converge. Caso 
contrário, sendo A um grupo finito podemos escolher uma subseqüência 
tal que an(k) = a0 e daí teremos que 9n(k)(a0 x) converge em contradição 
com o fato de que G atua de modo propriamente descontínuo na esfera 
unitária de 12 (G) EJ12 (G). c.q.d. 
Como corolário do teorema anterior e do corolário (3.3.6), temos os se-
guintes resultados. 
Corolário 3.3.11. Todo grupo abeliano G finitamente gerado com torção 
do tipo 
sendo Pi primos distintos, atua, como grupo de isometrias, de modo propria-
mente descontínuo na esfera unitária de qualquer espaço de Hilbert. Por isso, 
existem variedades de Hilbert completas com curvatura constante unitária, 
cujo grupo fundamental é G. 
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Capítulo 4 
Variações de Energia e do 
Comprimento 
4.1 Primeira e segunda fórmulas de variações 
Seja (M, ( , ) ) uma variedade Riemanniana e seja c : [a, b] --+ M uma 
curva de classe CP por partes. Definimos Comprimento e a Energia da curva 
c como 
L(c) = J: 11 c(t) 11 dt, 
E(c) = ~ J:(c(t),c(t))dt. 
Usando a desigualdade de Cauchy-Shwartz temos 
L2 (c) ::; 2(b - a)E(c) 
onde a igualdade é verificada se e somente se o vetor tangente tem módulo 
constante. Nota-se que o funcional Energia não é invariante para reparame-
trizações ao contrário do funcional Comprimento. Nós estamos interessados 
em minimizar estes funcionais e por isso nesta seção consideraremos curvas 
com particulares condições ao bordo. Seja B uma subvariedade fechada de 
M x M e denotamos por 
C8 ([a,b]) :={c: [a,b]--+ M: c é coo por partes com (c(a),c(b)) E B} 
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Lembramos ainda que, como no caso de dimensão finita, podemos in-
troduzir a noção de imersão isométrica, fibrado normal, conexão normal, 
operadores de \Veingarten, e obter as equações de Gauss, Codazzi e Ricci 
(veja [18]). 
Definição 4.1.1. Seja 1 E C3 ([a,b]). Uma variação coe por partes de uma 
curva 1 é uma aplicação contínua 
o:: (-c,c) x [a,b]---+ M 
tal que 
1. o:(O, t) = 1(t); 
2. existe uma partição a = t 0 :::; t 1 :::; ... :::; tn-l :::; tn = b tal que a 
aplicação o:f,_,_,Jx(t,_,,,,) é coo para cada 1 :::; i :::; n; 
3. o:(s, ·)E Cs([a,b]); 
Indicamos por 
TcCs([a,b]) :={X E H(c*(TM)) C00 por partes: (X(a),X(b)) E T(c(a),c(b)JB}. 
Lema 4.1.2. Para cada X E TcCs([a, b]) existe uma variação o: de c tal que 
X(t) = ~~(0, t). 
Demonstração: veja [33] 
Proposição 4.1.3. Sejam X E TcCs([a, b]), o: uma variação de c relativa a 
X e seja a = to :::; t1 :::; ... :::; tn-1 :::; tn = b uma partição de [a, b] tal que 
O:f._ J Ct· • t·J é coo. Então 
\.~,EX~-l'Z 




+ (X(b), c(b)) - (X(a), ê(a)); 
d 
ds ls=O L(o:(s, ·)) 1b c(t) - - a (\7 f, 11 c(t) 11 ,X(t))dt 
~( ( ) ê(ti-o) c(ti+ol ) 




+ (X(b), 11 ê(b) /1 1 - (X(a), 11 c(a) 11). 
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Demonstração: veja [33] 
Corolário 4.1.4. Uma curva c : [a, b] -+ M é ponto crítico do funcional 
Energia e Comprimento se e somente se c é uma geodésica com condição ao 
bordo (c( a), -c(b)) E (T(c(a),c(b))E)J.. 
Quando uma geodésica c satisfaz a condição anterior diremos que c é uma 
E-geodésica. 




2 ls=oE(a(s, ·)) = r il \7 _q_X(t) 11 2 - (X(t), R(X(t), é(t))é(t))dt la 8t 
- << A(é(a),-c(b))(X(a),X(b)), (X(a),X(b) >> 
~~ r li \7 _q_XJ.(t) 11 2 - (R(XJ.(t), é(t))c(t), XJ.(t)(dt Ja 8t 
1 - y << A(é(a),-é(b))(X(a),X(b)), (X(a),X(b) >>. 
onde X .L(t) é a componente normal relativa a c(t), l =li c(t) 11. << , >>é a 
métrica produto em M x Me A é o operador de Weingarten de E'-+ M x M. 
Demonstração: veja [33]. 
A forma do índice D 2E(c) em TcCs([a, b]) é definida como 
D2 E(c)(X, Y) t 11 \7 t,X(t) 11 2 - (Y(t), R(X(t), é(t))c(t))dt 
- << A(é(a),-é(b))(X(a),X(b)), (Y(a), Y(b) >>. (4.1) 
Sendo o tensor de curvatura simétrico e o operador de Weingarten também 
simétrico obtemos que a forma do índice D2 E(c) é uma forma bilinear e 
simétrica. Dada uma partição a = t 0 ::; t 1 ::; ... ::; tn- 1 ::; tn = b tal que o 
campo X é C 00 , podemos escrever a forma do índice como 
-1\'Ç'-ª- 'V 2.X(t) + R(X(t),é(t))é(t), Y(t)) 
a at 8t 
n-1 
i=l 
« A(é(a),-é(b))(X(a), X(b)), (Y(a), Y(b)) >> 
+ «(-'V _q_X(a), 'V _q_X(b)), (Y(a), Y(b)) >>. 
8t 8t 
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Usando a fórmula anterior é fácil ver que um campo X E TcCs([a, b]) perten-
ce a nulidade de D 2 E(c) se e somente se X é um campo de Jacobi e satisfaz 
a seguinte condição 
(-v .2..X(a), v .2..X(b)) + A(c(a),-c(b))(X(a),X(b)) E (Tc(a),c(b)B)j_. at at 
4.2 Teorema de Bonnet e outras aplicações 
Passaremos agora a algumas aplicações da fórmula da segunda variação 
da Energia, comparando-se com o caso de dimensão finita. 
Teorema 4.2.1. (Bonnet) SejaM urna variedade Riernanniana completa 
com curvatura seccional K 2': Ko > O. Então o diâmetro da variedade 1\lf, 
d( M) = sup{ d(p, q) : p, q E M } é finito e resulta menor ou igual que .}R;; 
Demonstração: suponhamos por absurdo que d(}vf) > .}R;; . Como, pelo 
teorema de Ekeland, o teorema de Hopf-Rínow é genericamente satisfeito, 
existem dois pontos p, q E M, com d(p, q) > .JK e uma geodésica rninírnal 
entre eles. Denotamos por c a geodésica mínima! que liga p e q. Seja Y(t) = 
sin 7w(t) um vetor ao longo de c, onde w(t) é o transporte paralelo de um 
vetor unitário ortogonal a c(O) e l > O. O índice de Y é 
1
1 t 2 
D 2 E(c)(Y,Y) = 
0 
sín2 (~ )(~2 - (R(w(t),c(t))c(t),w(t)))dt. 
Se l > .JK, então o índice deste campo é negativo o que implica que a 
geodésica c não é mínima, que é um absurdo. c.q.d. 
Sobre o grupo fundamental, como vimos no capítulo 3, não podemos 
colocar nenhuma restrição. Este ponto difere muito do caso de dimensão 
finita pois, neste caso concluímos que o grupo fundamental é finito. 
Um outra aplicação da segunda fórmula de variação é o teorema de 
Weínstein-Synge. Este teorema prova a existência de pontos fixos das iso-
metrias em variedade, com curvatura seccional positiva, com dimensão par 
que preserva a orientação e com dimensão ímpar que reverta a orientação. 
No caso de dimensão infinita, devido aos resultados apresentados na seção 
3.3, não podemos estender este teorema. Além disso, podemos construir uma 
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isometria sem pontos fixos na esfera de um espaço de Hilbert separável com 
inf{ d(f(x),x) : x E S(lHI)} =O como prova o seguinte exemplo: 
!(2::;~1 Xiei) = 2:::~ 1 (cos( ~ )xzí-l + sin( t )x2i)ezi-l 
+ 2::;~ 1 (cos( f )xzi) - sin( t )xzH)e2i· 
Um outro problema ligado a variação de Energia é a existência, no caso de 
dimensão finita, da geodésica de energia mínima em variedades compactas 
em cada classe de homotopia livre. A primeira idéia é substituir compacta 
por diâmetro finito. Todavia Grossman construiu um exemplo, veja [14] para 
mais detalhes, onde o diâmetro é finito, que não tem geodésicas fechadas de 
Energia mínima. A idéia é considerar as isometrias de 12 dadas por 
00 00 . 1 
En(Lxiei) = L(xi + 5~(1 + ~))ei, 
i=l i=l 
considerar o grupo gerado por (En)nEN e enfim, considerar o espaço quociente 
(Toro generalizado). Sendo as En isometrias podemos induzir uma métrica 
tal que a projeção natural é uma isometria local e uma aplicação de recobri-
mento. Agora os elementos na mesma classe de equivalência da origem são 
qn = (1 + ~ )en e as geodésicas fechadas cujo ponto inicial é a classe da 
origem são levantadas nas retas que ligam a origem com os pontos qn. Logo, 




Teoremas de Comparação de 
Rauch 
5.1 Pontos conjugados e pontos focais 
Seja Numa subvariedade de (M, g) e seja 1: [a, b]----+ M uma geodésica 
tal que 
1. r( a) = p E N; 
2. i'(a) = Ç E TpNj_. 
Definição 5.1.1. Um campo de Jacobi ao longo de ~~ é dito N-Jacobi se 
satisfaz as seguintes condições ao bordo 
Y(a) E TpN, V' it.Y(a) + Aç(Y(a)) E T/N, 
ôt 
onde Aç é o operador de Weingarten de N. 
Como no caso de dimensão finita os campos N-Jacobi são relacionados com 
a aplicação Expj_: T;..N---+ M, Expj_(X) = expM(X); explicitamente, os 
campos N-Jacobi que se anulam em to estão em correspondência biunívoca 
com os vetores do núcleo de d(Expj_)ta< (veja [18]). Isso justifica a seguinte 
definição. 
Definição 5.1.2. Um ponto q =r( to) ao longo de "i é dito: 
56 
1. monofocal se d(ExpJ. )to!: não é injetivo; 
2. epifocal se d(ExpJ. Jtoç não é sobrejetor. 
No caso "degenerado", isto é, o caso em que N = p, diremos que o ponto 
q = !(to) é monoconjugado ou epiconjugado ao longo de I· Se não temos 
pontos epiconjugados (epifocais) e monoconjugados (monofocais) diremos 
que não temos pontos conjugados (focais) ao longo de I· A distribuição de 
pontos conjugados ao longo de geodésicas difere muito do caso de dimensão 
finita pois, Grossman em [14] construiu um exemplo onde a distribuição de 
pontos monoconjugados tinha pontos acumulação. Equivalentemente cons-
truiremos um exemplo onde a distribuição de pontos epifocais e monofocais 
se acumulam. 
Exemplo 5.1.3. Seja M = { x E l2 : xi + x§ + L::3 a;xr = 1}, onde 
(a;)iEN é uma seqüência de números positivos. É fácil ver que a curva 
1(s) = sin(s)e1 + cos(s)e2 
é uma geodésica e T-,(s)M =< .Y(s), e3 , e4 , ... >. Para estudar a distribuição 
dos pontos epifocais ou monofocais, ao longo de /, podemos restringir o 
estudo aos campos de J acobi normais. No ta-se que para cada k 2': 3 
é totalmente geodésica que implica que K(.y(s), ek) = ak e os campos de 
Jacobi, com as condições iniciais Jk(O) = eko v _g_Jk(O) = O, são dados por 
at 
Jk(t) = cos(,jãkt)ek· Por isso temos 
oc 00 
d(ExpJ.).,(s) (L)kek) = I>k cos( ,jãks )ek. 
k=3 k=3 
Os pontos r(rk'), rk' = 2'fok são pontos monofocais. Escolhamos ak = (1-íJ 2 
e estudemos esta situação. Os pontos r(sk), sk = 2 c~.':k) são monoconjugados, 
sk -t ~ e 
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Logo, o ponto 'f(~) não é monoconjugado e cada vetor ek pertence a imagem. 
Daí concluímos que a imagem é densa. De outro lado, se o vetor 2::;:"=3 f:ek = 




e daí segue-se que 
l. b !' 7T 1 2 2 Jm k = lm -
k-too k-+oo 2k sin(:;,) 1T 7í 
Logo, o ponto 1(~) é epiconjugado. 
No capítulo 3 provamos que estudar os N-Jacobi ao longo de r é equiva-
lente ao estudo da seguinte E.D.O., em TpM = TpN@ TpN-'-, 
{ 
T"(s) + R,(T(s)) =O; 
T(a)(v,w) =(v, O), T'(a)(v,w) = (-Aç(v),w). 
Por isso este sistema de E.D.O. é a !inearização do Exp.L e os resultados na 
seção 3 traduzem-se no seguinte resultado. 
Proposição 5.1.4. Seja ( M, g) uma variedade Riemanniana com curvatura 
seccional L ::; K::; H, onde H, L são constantes. Seja Numa subvariedade 
de M e seja r : [0, b] --+ M uma geodésica, parametrizada com comprimento 
de arco, com 'f(O) = p E N e "1(0) E T/ N. Então 
1. se d(Exp.L )1,ç é injetivo então a imagem é densa; 
2. se N = p e L > O, então a distância d, ao longo de /, entre p e o 
primeiro ponto monoconjugado ou epiconjugado satisfaz 
7T d 7T --< <-· .JH- - .JL' 
3. se N é a subvariedade totalmente geodésica definida por "f( O) e L > O, 
então a distância d, ao longo de{, entre p e o primeiro ponto monofocal 
ou epifocal, satisfaz 
7f íT 
-- <d< --. 2-/H- - 2-/L 
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As propriedades 2 e 3 são verificadas também no caso de dimensão finita. 
Todavia, o exemplo anterior, junto com o exemplo de Grossman, provam que 
a distribuição dos pontos monofocais e epifocais ou monoconjugados e epi-
conjugados, ao longo de geodésicas, é muito diferente do caso de dimensão 
finita. Misiolek em [26], provou que no caso de rl(!vf), o espaço dos laços 
livres de Sobolev de uma variedade compacta, a diferencial da aplicação ex-
ponencial é um operador de Fredholm de índice zero e por isso um ponto 
ao longo de uma geodésica é monoconjugado se e somente se é epiconjuga-
do. Este fato é verificado também quando os operadores Rs são operadores 
compactos ([27]). A idéia da prova é integrar e observar que temos: 
T(s) = sld - [ (l RhT(h)dh)dt. 
Como os conjuntos dos operadores compactos são fechados então o fluxo de 
Jacobi T(s) = sld - K(s), onde K(s) é compacto. Agora, um clássico 
teorema de análise funcional implica que T(s) é Fredholm e como T(O) = Id 
segue-se que o índice é zero pois, o índice é constante em cada componente 
conexa. Misiolek provou também que em ri(M) só pode ter um número finito 
de pontos monoconjugados ao longo de uma geodésica de comprimento finito. 
O próximo passo é estender o lema do índice ao caso de dimensão infinita, 
para provar, na sua generalidade, os teoremas de comparação de Rauch. Seja 
X: [O, 1]--> TpM, com X(O) E TpN e definimos o índice focal de X como 
JN(X,X) - J;((X(t),X(t))- (R,(X(t)),X(t)))dt 
(Aç(X (O)), X (O)). 
No caso em que N = p usaremos a notação I(X, X) o qual chamaremos 
simplesmente índice. Obviamente cada campo ao longo de r pode ser visto 
como transporte paralelo de uma aplicação X : [O, b] --> TpM; indicaremos 
por X(t) = rJ(X) o campo associado a X. 
Lema 5.1.5. JN(X,X) = D2E(r)(X,X), onde D2 E(r) é a forma do índice 
relativa a B = N x M--> M x M (veja 4.1). 
Demonstração: comparando as duas expressões nota-se que é suficiente 
provar que \7 JL X ( t) = rJ (X ( t)). Seja Z ( t) o transporte paralelo de um vetor 
8t 
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em TpM· Então 





- (TJ(X(t)), Z(t)). 
c.q.d. 
A prova do lema do índice que será apresentada é feita no caso dos pontos 
focais. A prova no caso de pontos conjugados pode ser feita exatamente da 
mesma maneira e por isso não apresentaremos nenhuma prova. Lembramos 
ainda, que a família de aplicações bilineares 
<I>(t)(v, w) = (T(t)(v), T'(t)(w)), 
é simétrica. 
Lema 5.1.6. (Índice Focal) seja X : [0, b] --+ TpA1 uma aplicação dife-
renciável por partes com X(O) E TpN. Assumimos que T(t) é invertível para 
cada O < t ::; a. Então 
onde J(t) = T(t)(u) com X(b) = T(b)u. A igualdade é verificada se e 
somente se X=T(t)(u). 
Demonstração: sendo T(t) invertível então existe um aplicação diferenci-
ável por partes Y : [0, b] --+ TpM tal que Y(O) = X(O) E TpN e a aplicação 
X(t) = T(t)(Y(t)). Então 
X(t) = T'(t)((Y(t)) + T(t)(Y(t)) = A(t) + B(t). 
O índice de X é igual a 
I(X, X) = f~((A(t), A(t)) + 2(A(t), B(t)) + (B(t), B(t))dt 
- f~(R1 (T(t)(Y(t)),T(t)(Y(t)))dt - (Aç(X(O),X(O)). 
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Por outro lado, 
(A(t), A(t)) - (T'(t)(Y(t)), T'(t)(Y(t))) 
- (T(t)(Y(t)), T'(t)(Y(t)))' 
- (T(t)(Y(t)), T'(t)(Y(t))) 
- (T(t)(Y(t)), T"(t)(Y(t))) 
- (T(t)(Y(t)), T'(t)(Y(t))) 
e por isso 
(A(t), A(t)) - (T(t)(Y(t)), T'(t)(Y(t))' 
- (B(t), A(t)) 
+ (T(t)(Y(t)), Rt(T(t)(Y(t))) 
- (T(t)(Y(t)),T'(t)(Y(t)))(= (A(t),B(t))), 
onde a última igualdade segue do fato que \l>(t) é simétrica. Logo, 
[ (T(t)(Y(t)), T'(t)(Y(t))'dt - -(T(O)(Y(O)), T'(O)(Y(O)))) 
+ (T(l)(Y(l)), T'(l)(Y(l))) 
- (X(O), Aç(X(O))) 
+ (T(l)(Y(l)), T'(l)(Y(l))) 
e o índice focal de X é 
IN(X,X) = (T(l)(u),T'(l)(u)) + [ 11 T(t)(Y(t)) 11 2 dt. 
c.q.d 
Uma simples aplicação da fórmula anterior é o seguinte resultado. 
Proposição 5.1. 7. Seja (M, g) uma variedade Riemanniana e sejam Se N 
subvariedades em M de codimensão 1. Assumimos que p E S n N e que no 
ponto p, N e S têm o mesmo vetor normal (Np = Np)· Assumimos também 
que 
g(\lxN,X) < g(\lxN,X), 
para cada X E TpN = TpS· Então se o fluxo de Jacobi T relativo a S é 
invertível em (0, b) então o fluxo de Jacobi relativo a N não pode ter pontos 
monofocais em (0, b). 
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Demonstração: seja Y(t) um !V-campo de Jacobi. Indicamos por A e A os 
operadores de Weingarten relativamente a S e N. Sendo T invertível existe 
X: [O, s] -t TvM com X(O) E TvS, tal que Y(t) = T(t)(X(t)) e 
Y(O) - T(O)(X(O)) 
Y'(O) = T'(O)(X(O)) + T(O)(X'(O)) 
( -A(Y(O)),Y'(O)n) = ( -A(X(O)) + X'(O)', 0)). 
Daí segue-se que Y(O) = X(O) e que X'(O)' =(A - A)(X(O)). Aplicando a 
fórmula do índice temos 
g(Y(s), v -"-Y(s)) J5 (Y, Y) 
3t 
- g((A - A)(X(O)),X(O)) + fos 11 T(t)(X'(t)) 1[ 2 dt 
> o. 
Logo Y(s) #-O. c.q.d. 
Voltemos ao lema do índice; assumimos que exista um ponto epifocal, 
no intervalo (0, b), isolado com imagem densa. Isso significa que o fluxo de 
Jacobi é um isomorfismo para t -f- to em (0, b) e em t0 o fluxo T(t0 ) tem 
imagem densa. Consideremos X : [0, b] -t TvM uma aplicação coo por 
partes com X(O) E TpN. Fixado~' existe X~, n = 1, 2 tal que 
11 T(to)(Xi)) - X(to)) II::S ~ 
li T(to)(X2)) - X(to)) II::S ~· 
Escolhemos também Y' de modo que 
11 T(to)(Y') - T'(to)(XD II::S ~· 
Logo, existe ry(E) :::; ~tal que no intervalo ry(E) - t0 :::; t ::S ry(E) + to temos 
11 T(t)(Xí + (t - to)(X2 - Y')) - X(t) II::S E, 
llf,(T(t)(Xí + (t - to)(X2 - Y'))) - X(t) II::S E. 
Indiquemos por X' a aplicação 
{ 
X(t) 
X'(t) = T(t)(Xf + (t 
X(t) 
- t 0 )(X~ - Y')) 
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se O :S:: t :S:: t0 - ry(E); 
se t0 -ry(E) < t <to+ ry(E); 
se t 0 -ry(E) :S:: t :S:: b. 
Nota-se que X'= T(t)(Y(t)) por um certo Y(t) e pela prova anterior temos 
Calculemos o índice focal do campo X. 
I(X, X) = I(X', X') 
f1~o~~~1 (X' (t), X' (t)) - (R(X' ( t), é(t) )ê( t), X' (t) )dt 
+ .ft~~~ryc~1 (X (t), X (t)) - (R(X ( t), é( t) )é( t), X ( t) )dt. 





- (R(X(t), C(t))é(t), X(t))dt, 
tende para zero quando E-+ O pois X(t) é C 1 por partes e 
(X'(t),X'(t)) ::; 4((X(t),X(t)) + ,2 ) 
(R(X'(t),é(t))ê(t),X'(t)) ::; 411 Rt 11 (ê(t),é(t))((X(t),X(t)) + E2). 
Logo, fazendo o limite de E -+ O obtemos a seguinte versão do lema do índice. 
Lema 5.1.8. (Índice generalizado) Se 1 : [O, b] ----+ A1 é uma geodésica 
que contém só um número finito de pontos epifocais ( epiconjugado) com 
imagem densa, no interior, então dado um campo X ao longo de 1 com 
X(O) E TpN o índice, relativo a N x M -+ M x M, do campo X satisfaz 
D 2E(c)(X,X) :::: D 2 E(c)(J,J), onde J é o campo de Jacobi com J(b) = 
X(b). 
O lema anterior garante que o índice é definido positivo no espaço dos 
campos ao longo de 1 com X(O) = X(b) = O, se no interior da geodésica 
só tem um número finito de pontos epifocais ( epiconjugados) que não são 
monofocais (monoconjugados). Como no caso de dimensão finita, depois de 
um ponto monoconjugado a geodésica não pode minimizar a distãncia. 
Corolário 5.1.9. Seja 1: [a, b] ----+ M uma geodésica e assumimos que c(t0 ) 
seja monoconjugado ao longo de c. Então para cada t > to a geodésica não 
pode ser um mínimo local do funcional Energia. 
Demonstração: veja [8] 
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5.2 Teoremas de comparação de Rauch 
Nesta seção provaremos os teoremas de comparação que nos permite en-
tender a geometria da variedade quando a curvatura seccional é limitada 
superiormente ou inferiormente. 
Teorema 5.2.1. (Rauch) Sejam (M, ( , ) ), (N, ( , )*) variedades Rieman-
nianas modeladas em lHI1 e lHI2 respectivamente com lHI1 isométrico linearmen-
te a um subespaço fechado de H 2 . Sejam 
·0 1 "1 ··o·" c: l , aJ --+ m, c : l , aj --+" 
geodésicas de igual comprimento. Assumimos que c* tenha no máximo um 
número finito de pontos epiconjugados com imagem densa no interior. Assu-
mimos também que se tE [0, a], para cada X E Tc(t)M, Xo E Tc'(t)N temos 
que 
Sejam J e J* campos de Jacobi ao longo de c e c' tal que J(O) e J*(O) são 
tangentes a c e c' respectivamente e 
1. 11 J(O) 11=11 J'(O) li; 
2. (c(O), \7 _g_J(O)) = (c'(O), \7 _g_J'(O)); 
ôt Ôt 
3. 11 'V'1,J(O) 11=11 'V1,J'(O) 11-
Então para cada tE [0, a] 
11 J(t) 112':11 J*(t) 11 . 
Demonstração: os dois campos de Jacobi têm condições iniciais tangentes, 
com mesma norma e por isso as componentes ortogonais inicias dos dois 
campos são nulas. Daí é fácil ver que as componentes dos campos de Jacobi 
tangentes são iguais. Esta observação inicial reduz a prova do teorema ao 
caso cujos campos de Jacobi têm as seguintes condições inciais: 
\I J(O) \1= (c(O), 'V _g_J(O)) =11 J*(O) 11= (c(O), 'V _g_J*(O)) 
ôt ôt 
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e para hipótese sobre c' o campo J'(t) =/= O. Escolhemos to E [0, a] e uma 
isometria 
F : Tc(o)!Yf -----+ Tc•(o)N 
F( c( O)) = é' (O) 
F( o (J( )) _ o (J'(t )) IIJ(to)IJ . Tto to - Xto o !il'(to)i!. 
Consideremos a família de isometrias 
i, : Tc(t)M-----+ Tc·(t)N 
i1 =x~oForp, 
O::::; t::::; t 0 , e seja W(t) = i,(J(t)). Então 
= f~o 11 'V12.W(t) 11 2 - (RJV(c*(t),W(t))ê'(t),W)dt 
ôt 
< f~o 11 'V12.J(t) 11 2 -(RM(ê(t),J(t))ê(t),J(t))dt 
ôt 
= D 2E(c)(J,J). 
O cálculo anterior prova que 
1 d 
2 dt lt;t0 (J(t), J(t)) - (J(to), V' ftJ(to)) 
- D2 E(c)(J, J) 
> D 2 E(c*)(W, W) 
> D2 E(c*)(J* rJI ;.~t;}l I/I, r ril J.~tto}l IJr ), 
onde a última desigualdade é conseqüência do lema do índice generaliza-
do. Como J*(t) é um campo de Jacobi, o índice do campo J* é dado por 
D 2E(c*) = (J*(t0 ), V' .Q.J*(t0 ))*. Daí segue-se que 
ôt 
d 
dt [t;t0 (J(t), J(t)) > D2E(c*)(J* 11 J(io) 11 J* li J(to) 11) 
11 J•(to) [[' [[ J*(to) [[ 
d I (J'( l J*( ))* 11 J(iol 11
2 
dt t;to t' t [[ J*(to) [1 2 . 
A desigualdade anterior é verificada para cada t 0 então se nós tomarmos 
E > O, para cada t ;::: E obtemos 
6.5 
e integrando em [E, t] temos 
li J(t) I 2 > li l*(t) 11 2 
!I l(E) 12 - 11 l*(E) li 2 
Agora, usando que 11 v .g,l(O) 11=11 v .g,J'(O) 11 e fazendo o limite de E-+ O 
da expressão anterior temos o nosso resultado. c.q.d 
Misiolek, sempre em [26], provou que em O(M) o índice da forma bilinear 
D2 E(c), ao longo de uma geodésica de comprimento finito, é finito. Logo, 
a variedade D(M) não pode ter curvatura estritamente positiva ao longo de 
qualquer geodésica de comprimento finito. De fato se K 2: Ko > O, considere 
a esferaS b- (12) pois, fi(M) é separável, e seja N E S-,~,_ (12 ). Todo campo 
vKo VII.o 
de Jacobi ao longo de qualquer geodésica que sai de N se anula no instante 
t = ;,.-K· e o espaço vetorial de tais campos tem codimensão 1. Sejam c* 
v o 
uma geodésica em D(M) e c uma geodésica em S 1 (lz) com ponto inicial 
;m;; 
N. Assumimos também que as duas geodésicas sejam parametrizadas com 
comprimento de arco e elas têm comprimento igual a Jk:· Escolhemos uma 
isometria F tal que F( é( O)) = é*(O) e seja J(t) um campo de Jacobi normal ao 
longo de c. Podemos definir, como na prova anterior, a família de isometrias 
it e associar ao campo de Jacobi J(t) o campo W(t) := it(l(t)) ao longo da 
geodésica c*. É fácil ver que 
e daí segue-se que o índice da forma bilinear D 2 E( c), não pode ser finito que 
é absurdo. O próximo resultado é um corolário clássico também em dimensão 
finita. 
Corolário 5.2.2. Sejam M, N variedades Riemannianas modeladas em IHl1 
e 1Hl2 onde 1Hl2 é isométrico a um subespaço fechado de 1Hl1 . Assumimos que 
para cada m E M e n E N e para cada 1) E TpM e (J E TnN 2-subespaços 
temos 
Seja i : TnN --+ TpM uma isometria e seja r > O tal que 
expn: Br(on)--+ Br(m) difeomorfismo 
expm: Br(om)--+ Br(n) não singular. 
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Seja c: [a, b] --t expn(Br(on)) uma curva C 1 por partes e considere a curva 
c(s) = expm oi o expn - 1 (c(s)). Então 
L(c) 2: L(c). 
Demonstração: [8] 
Se nós comparamos curvas que são imagens da mesma curva, nos relativos 
espaços tangentes, podemos assumir que a aplicação expP seja não singular a 
menos de um número finito de pontos e em tais pontos o diferencial é injetivo. 
De forma análogo ao teorema de Rauch, pode-se provar o seguinte resul-
tado relativo aos pontos epifocais e monofocais. 
Teorema 5.2.3. (Rauch II) Sejam (M, g) e (N, h) variedades Riemannia-
nas modeladas em lrl1 e Hz, onde H1 é isométrico linearmente a um subespaço 
fechado de H2 . Sejam 
11 : [O, b] --t M, 
'lz : [O, b] --t N 
geodésicas com o mesmo comprimento. Assumimos que para todos vetores 
X1 E T~1 (t)M e Xz E T~2 (t)N, temos 
Assumimos também que 12 possui no máximo um número finito de pontos 
epifocais com imagem densa no interior, relativa a subvariedade geodésica 
definida por i 2 (0). Sejam J e J* campos ao longo de 11 e 12 respectivamente 
tal que 
1. 'V JLJ(O) ='V JLJ*(O) =O, 
ôt ôt 
2. (il(O), J(ü)) = (iz(O), J*(O)), 11 J(O) 11=11 J*(O) 11· 
Então, 
11 J(t) 11211 J*(t) 11 
para cada tE [0, b]. 
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Corolário 5.2.4. Sejam M, N variedades modeladas em lHh e H 2 com JH[2 
isométrico a um subespaço de JH[1 . Sejam 1 1 e 12 geodésicas em l'vf e N 
respectivamente com mesmo comprimento e definidas no mesmo intervalo. 
Sejam V1 (t) e V:;(t) campos paralelos respectivamente a "11 e rz unitários e 
ortogonais às geodésicas. Seja f : I --t JR positiva e consideremos as curvas 
b(t) = exp~1 (1j(/(t)ví(t)); 
b*(t) = exvy,(tj(f(t)Vz(t)). 
Assumimos que para cada t E I as geodésicas 
exp~z(t)(sf(t)Vz(t)), O :S s :S 1 
não tenham pontos epifocais ou monofocais. Então L(b) 2': L(b*). 
Demonstração: [8] 
O corolário anterior é muito importante pois, nos permite comparar com-
primentos de curvas entre variedades e isto será fundamental na prova do 
teorema de Topogonov que apresentaremos no próximo capítulo. Provare-
mos também, como os teoremas de comparação têm muitas aplicações de 
caráter global sobre as variedades com curvatura seccional limitada. 
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Capítulo 6 
Variedades Riemannianas: a 
Teoria Global 
Os teoremas de comparação de Rauch são os instrumentos básicos para es-
tudar a geometria das variedades de curvatura seccional limitada. O fato 
de poder comparar uma variedade com modelos onde a geometria é bem co-
nhecida, ajuda a entender as propriedades globais a partir de informações 
locais. 
6.1 Aplicações dos teoremas de Rauch 
Em dimensão infinita, também no caso de variedade completa, nós sa-
bemos que a aplicação exponencial pode não ser sobrejetora. O teorema de 
Hadamard prova que nas variedades de curvatura seccional não positiva a 
aplicação expP é sobrejetora para qualquer p. Quando a curvatura seccio-
nal é limitada por cima por uma constante obtemos que a aplicação expP é 
sobrejetora ou parcialmente sobrejetora. 
Proposição 6.1.1. Seja (M,g) uma variedade Riemanniana completa com 
curvatura seccional K :S H. Se c: [O, 1] ---+ M é uma curva de classe C 1 
por partes, com L(c) < }H se H > O, então existe uma única curva de 
classe C 1 por partes c: [0, 1] ---+ BL(c)(Oc(o)) tal que expc(O) oc(t) = c(t). Em 
particular, 
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para cada p E 1\lf e r 2': O se H::; O e para r < }H se H> O. 
Demonstração: provaremos apenas o caso em que H > O pois, o caso 
H :S O é análogo. Seja 
to= sup{ tE [O, 1]: 3! c: [0, t] --7 BL(c)(oc(o)), com c(t) = c(t)}. 
Pelo teorema de Rauch (comparando com a variedade de curvatura constante 
H) o exponencial é não singular na bola de raio }H. Por isso t 0 é estrita-
mente positivo. Queremos provar que t 0 = 1 e que c( t 0 ) está bem definido. 
Seja 
o levantamento de c; sempre pelo teorema de Rauch, versão fraca, temos 
Logo, 
11 é(t) 11 - [I d(expc(olc(t)(~(t)) 11 
> sin(II<TtllliVH [[ .:_(t) I' 
v'H'ilc(t)Jl. c 1 




lim [[ ~(t) [[ dt < oo 
t-tto 0 
o que implica que o limite limt-+to c(t) = q existe pois, a imagem de c é 
relativamente compacta em um espaço métrico BL(c)(Oc(o)) completo. Se 
q E BL(c)(Oc(o)) então sendo o exponencial não singular na bola B ;,(oc(OJ) 
podemos continuar o nosso levantamento e isso implica que t 0 = 1. No caso 
em que q E 8BL(c)(Oc(o)), pelo lema de Gauss, concluímos que to = 1 e c é 
uma geodésica. c.q.d. 
Corolário 6,1.2. Seja (M, g) uma variedade completa com curvatura secci-
onal K ::; H e sejam p, q E M, com d(p, q) < }H se H > O. Então uma das 
duas seguintes condições são verificadas: 
1. existe uma geodésica minimal entre p, q; 
2. existe uma seqüência bn) de geodésicas entre p, q com L(rn) > L(rn+l) 
e L(Jn) --+ d(p, q). 
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Demonstração: aplicando a proposição anterior à uma seqüência de curvas 
tal que o comprimento converge à distãncia entre os pontos p, q, obtemos a 
segunda propriedade. A primeira propriedade segue-se do fato que o teorema 
de Hopf-Rinow é genericamente satisfeito. c.q.d 
O teorema de Bonnet mostra que as variedades com K 2: L 0 têm diãmetro 
limitado pelo diãmetro da esfera com curvatura Lo . Usando o teorema de 
Rauch, com algumas restrições, podemos provar um resultado na mesma 
linha do teorema de diãmetro máximo de Topogonov. Antes de provar esta 
simples aplicação, provaremos um lema que será útil também para outras 
aplicações nesta seção. 
Lema 6.1.3. Seja (M, g) uma variedade Riemanniana com curvatura seccio-
nal K 2: L, onde L é uma constante não negativa. Assuma que o exponencial 
em um ponto p EM seja não singular na bola Br(op)· Indicamos por J(s) a 
curva que liga dois pontos antípodas na esfera de raio s no espaço tangente 
TpM· Se indicamos por t> a imagem via exponencial então 
L(t>) ::; :r sin(sVL), 
paras <r. 
Demonstração: considere a esfera S7;; (TpM x JR) de raio Jr e seja N = 
(0, Jrl E S Jr (TpM x JR); é fácil ver que 
expN(v) = Jz:(cos(il v 11 VL)N + sin(ll v 11 VL)II ~ 
11
J. 
Sejam v, w E TpM tal que (v, w) = O, (v, v) = (w, w) = 1; cada meridiano 
da esfera de raio s em Tp,'V! pode ser escrito como 
c8 (t) = s(cos(s)v + sin(s)w) 
e L(expN(cs)) = Jr sin(sv'L). Aplicando o corolário (5.2.2) segue-se que 
L(t>) ::; :r sin(sVL) 
c.q.d. 
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Proposição 6.1.4. Seja (M,g) uma variedade Riemanniana completa co-
nexa com K 2: 1. Assumimos que o d(l'vi) = 7r e que exista um ponto p E M 
cujo exponencial é não singular na bola B,.(op) e a função m ---+ dp(m) = 
d(p, m) contém o interval [0, r.). Então lvf é isométrica a esfera unitária 
S(TplVI X JR?.). 
Demonstração: seja p E Jvf como assumido e seja Sr(TpM) a esfera de 
raio r, com r < r.; aplicando o lema anterior obtemos que o diâmetro de 
expP ( Sr (Tj,M)) ---+ O quando r -+ r. que implica que a imagem, via expo-
nencial da esfera S,.(TpM), é um ponto. Como dp(M) ;;:> [0, r.) aplicando o 
teorema de Ekeland existe uma seqüência qn tal que limn-+oo d(p, qn) = 7r e 
cada qn pode ser ligado a p por uma geodésica minimal. Se nós tomamos 
Vn E Tp1V! tal que expp(vn) = qn temos que I! Vn 11-+ r. e por isso qn -+ q. 
Logo d(p, q) =r.. Agora, seja N = (0, 1) E S(TpM x JR.) e definimos 
rj;(m) = { expp(expN - 1 (m)) sem~ -N; 
q sem- -N. 
Nosso objetivo é provar que r/; é uma isometria. Primeiramente nota-se que 
toda geodésica que sai de p no instante t = r. chega no ponto q, por isso todo 
campo de Jacobi se anula em t = r.. Além disso o expP é não singular em 
B,.(op) então o índice ao longo das geodésicas radiais é não negativo. Agora, 
consideremos c : [0, r.] --+ M uma geodésica com c( O) = p e seja W(t) o 
transporte paralelo ao longo de c de um vetor unitário e ortogonal a é(O). O 
índice do campo Y(t) = sin(t)W(t) é 
O < D2E(c)(Y,Y) 
= J; (Y(t), Y(t)) - (R(Y(t), ê(t))é(t), Y(t))dt 
< J; ( cos2 t - sin2 t)dt 
= o. 
Logo, K(W(t), é(t)) = 1 e Y(t) é um campo de Jacobi. Daí concluímos, 
usando também a proposição (6.1.1), que M tem curvatura constante 1. Is-
so significa que r/; é uma isometria local e uma aplicação de recobrimento, 
sendo a esfera S(TpM x JR.) completa. De outro lado, como d(p, q) =r. toda 
geodésica que sai de pé minimal até chegar em q; por isso cjJ é injetiva. Logo 
M é isométrica a esfera S(TpM x JR?.). c.q.d. 
O teorema de Topogonov sobre o diâmetro máximo, em dimensão finita, 
pode ser demonstrado sem usar o teorema de Topogonov, mas simplesmente 
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usando o corolário (5.2.4). Esta prova foi dada por Berger e como temos 
todas as informações necessárias teremos o mesmo resultado com a mesma 
técnica. 
Teorema 6.1.5. (Berger-Topogonov) Seja (M,g) uma variedade com-
pleta conexa com o ::; K ::; 1. Suponha que exista dois pontos p, q com 
d(p, q) = :r, e pelo menos uma geodésica minimal entre ele. Então M é 
isométrica à esfera S ..L (TpM x IR.). 
v'J 
Demonstração: comparando a nossa variedade M com a esfera S (TpM x IR.) 
obtemos que o primeiro ponto focal, ao longo de quailquer geodésica, só pode 
aparecer depois do instante ~. Além disso pelo teorema de Bonnet, existindo 
dois pontos com distância :r,, concluímos que d(M) = :18· Considere os 
pontos p, q E M como assumido e seja 1 : [0, :r,J ---+ M uma geodésica 
minimal entre p e q. Tomemos também o campo ao longo de 'I 
Y(t) = ~ sin(t05)W(t), 
onde W(t) é o transporte paralelo ao longo de 1 ortogonal a "y(t). Definimos 
a variação da curva 1 
7r 
fl(s, t) = exp.,(t)(sY(t)), O::; s::; 1, O::; t::; 
05
. 
Cada curva fl(s, ·)liga os pontos p, q e aplicando o corolário (5.2.4) temos 
7r 
L[fl(s, ·)] ::; 
05
. 
Como d(p, q) = d(M) = :r,, as curvas são geodésicas minimais e o campo 
Y(t) é um campo de Jacobi. Além disso temos que fl(·, ·)é uma subvariedade 
totalmente geodésica. Usando estas informações é fácil ver que a aplicação 
exp" é não singular e injetiva na bola B ;;,(op), que expp(S ;;,(TpM)) = q, e 





onde N = (0, ~),é uma isometria. c.q.d. 
Um dos teoremas mais belos da geometria Riemanniana clássica é o teo-
rema da esfera; 1r1 (lvf) = O e i < 5 ::; K ::; 1 então M é homeomorfa a esfera. 
Durante os últimos dois anos procuramos encontrar uma generalização ao ca-
so de dimensão infinita. Os problemas que aparecem são de vários tipos e nós 
não conseguimos um caminho para obter uma prova que fosse independen-
te do caso de dimensão finita, ou uma prova que funcionasse também neste 
caso. O que vamos apresentar é um o primeiro teorema tipo esfera, que em 
dimensão finita foi tratado por Rauch em [32], assumindo que M é conexa 
e que o raio de injetividade i(M), isto é, o menor real r onde a aplicação 
exponencial é um difeomorfismo na bola de raio r, para cada p E M, seja 
maior de 1r. O lema fundamental é o seguinte. 
Lema 6.1.6. Seja (M, g) uma variedade diferenciável com curvatura seccio-
nal K::; H, H constante positiva. Seja cjJ: S(JHI) --+ M, onde lHI é um espaço 
de Hilbert qualquer, um homeomorfismo local na imagem tal que cjJ(N) = p e 
a imagem de qualquer meridiano que sai de N tem comprimento menor que 
r ::; r o < Jn . Então existe uma aplicação 
a qual é um homeomorfismo local na imagem, tal que expP oc/J = c/J. 
Demonstração: Aplicando a proposição (6.1.1) a cada imagem dos meri-
dianos, podemos definir uma aplicação 
";j;: S(R-lf)- {-N}--+ Br,(op)· 
Nosso objetivo é provar que <f, se estende a -N e que é um homeomorfismo 
local, pois tal aplicação já é um levantamento de cjJ . Seja Ç(t) = expN(tv) 
um meridiano que sai de N e sejam ~t(t) = c/J(Ç(t)) e 'Y(t) o levantamento 
de I· Como a aplicação expP é não singular na bola de raio Jn• Vt E [0, 1r] 
existe W(t) de ;y(t) e U(t) de 1(t) tal que 
expP : W(t) --7 U(t) 
é um difeomorfismo sobrejetor. Sendo cjJ um homeomorfismo local na imagem, 
existe V(t) tal que cj;(V(t)) C U(t) e 9 restrita a V(t) é um homeomorfismo. 
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Pela compacidade existe O = to :S t 1 :S ... :S tn-l :S tn = 7f tal que 
{ 
çqo, r.]) ~~(to) U · · · U V(tn) =V:; 
1'([0, r.]) ':= U (to) U · · · U U(tn) = U; 
'7([0, r.]) Ç W(to) U · · · u W(tn) = W; 
e também existe uma partição O < s 1 < · · · < Sn < Sn+l = r. tal que 
ti < si+l <ti+! e Ç(s;+l) E V(t;) n V(t;+1) para O :S i :S n -1. Esta condição 
é verificada também pelos meridianos que saem de N e que pertencem a 
uma vizinhança oportuna de Ç contida em V. Seja 7) : [0, 1r] ---+ S(I'll) um 
meridiano que verifica as mesmas propriedades relativas à partição O < s1 < 
· · · < Sn < Sn+l = 1r e indicamos por Tj o levantamento da curva c/J( 7)) . 
Nós sabemos que tal levantamento é único e utilizando a linguagem anterior 
temos 
Tj(t) = (expP lw(t;))-1(c/J(7)(t)), tE [s;, s;+l]· 
Como em W(tn) existe só um elemento tal que a imagem é rp(7)(r.)) = cjJ(Ç(r.)); 
então 'i]( r.)= ~(1r). Daí temos que o conjunto 
C:= {w E TNS(lHl): expN(tw)(r.) =~(r.)} 
é aberto e usando o mesmo argumento anterior prova-se que é fechado. Logo, 
sendo I:JVS(lHl) conexo, (f, pode ser estendida em -N e sendo um levantamen-
to de rj:J segue-se que (f, é um homeomorfismo local. c.q.d. 
O próximo passo é provar que a variedade é coberta por duas bolas 
geodésicas. Assumimos então que (M, g) é uma variedade Riemanniana com-
pleta conexa com curvatura seccional O < h :S K :S 1 tal que h é solução da 
equação 
sin M = Vil (h ~ ~). 
2 4 
Seja p E M. Pelo teorema de Rauch a bola de raio r. não tem pontos 
conjugados e aplicando o lema (6.1.3) temos que o comprimento da imagem 
dos meridianos, que indicaremos por 6., da esfera de raio r. em Tpl>1, resulta 
L'D.' r. . v1J 7f 
[ J :S Vh Slll7r :S 2' 
Logo existe um E positivo tal que a imagem dos meridianos da esfera de raio 
r. - E tem como imagem uma curva de comprimento r :S r 1 < r o < 7f E. 
::\'ota-se que E não depende de p. 
75 
Lema 6.1.7. Seja p E 1vf e seja q E expp(S,._,(Tp,~I)). Então 
Demonstração: sejam EM e seja c: [O, 1]---+ J'vf curva de classe C 1 por 
partes que liga p com m. Seja 
ta= sup{t E [0, 1]: 3c: [0, t] ---+ B,._,(op): expp(c(s)) = c(s)}. 
Como na prova da proposição ( 6.1.1) temos que c esta definida em ta e que 
L(qo,to]) :2: 1T - E. Se to = 1 a prova acabou. Se ta < 1 nota-se que pelo 
lema (6.1.6) c( ta) E expq(Br1 (oq)). Logo, podemos definir 
t1 = sup{t :2: ta: 3 c: [t0 ,t]---+ B"_,(oq).} 
Como r 1 < 1r - E temos que t 1 > O e, como anteriormente, c(ti) está bem 
definida. Se t 1 = 1 a prova terminou. Senão, sempre aplicando o lema (6.1.6), 
o ponto c( ti) E expp(Br1 (op)) e pelo lema de Gauss 
Podemos então iterar este procedimento e a cada passo levantaremos, nos 
espaços tangentes em p ou em q, um pedaço de curva c com comprimento 
;:::: r 1 - r o· Logo, este procedimento deve terminar pois, o comprimento da 
curva c é finito e por isso m deve pertencer a uma das duas bolas geodésicas. 
c.q.d. 
Teorema da Esfera (Rauch) Seja (M, g) uma variedade conexa completa 
com curvatura seccional O < h :s; K S 1, com h sendo solução da equação 
sin(1rVh) = -/f. Assumimos também que i(M) ;:::: 1r. Então lv! é contrátil e 
se lHI ~ 12 então M é difeomorfa a esfera S ( 12 ). 
Demonstração: Em dimensão infinita o bordo de um disco fechado é retrato 
forte de deformação, pelo teorema de Bessega que diz que lHI é difeomorfo a 
lHI- O e tal difeomorfismo fixa o complementar de um disco aberto unitário. 
Nosso objetivo é provar que 1Tk(M) = O pois, uma variedade de Banach é 
contrátil se e somente se 1rk(M) =O para cada k E N (veja [29]). 
Seja f : Sk ---+ M uma aplicação contínua e seja 
H : B,._, (p) x [0. 1] ---+ B,._, (p) 
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uma homotopia entre a retração sobre o bordo e aplicação identidade, que 
deixa fixo o bordo. Podemos estender a homotopia H a uma homotopia fi, 
definida em 1\11, que fixa o complementar de B"_' (p). A aplicação 
F: Sk X [O, 1]----+ M, 
F(x, t) = H(f(x), t). 
é uma homotopia entre f é uma aplicação f: Sk----+ B"_,(q). Logo, sendo 
o espaço B,._,(q) contrátil temos que f é homótopa a constante. Se l!li"' 12 , 
pelo teorema de Kuiper-Burghelea (veja [7]) a única variedade contrátil é a 
esfera. c.q.d. 
6.2 Teorema de Topogonov 
Nesta seção provaremos o resultado que nos permite comparar triângulos 
de uma variedade com curvatura seccional limitada por baixo e por cima, 
com os triângulos das variedades bidimensionais completas, simplesmente 
conexa, com curvatura constante. Este resultado será provado em uma classe 
particular das variedades infinito dimensionais; as variedades Hopf-Rinow. 
Definição 6.2.1. Um triângulo geodésico é um conjunto de três geodésicas 
(!1 , 0 ( 2 , ~13 ), parametrizadas com comprimento de arco, de comprimento h, 12 , 
13 tal que 0 /i(li) = íi+l (O) e li + li+l 2: /í+2 (módulo 3); indicaremos por 
I\ este trabalho nós nos referiremos a um triângulo com a notação anterior 
ou especificando os vértices. 
Definição 6.2.2. Uma dobradiça é uma tripla (!1 , í 2 , a) onde as íi são 
geodésicas com comprimentos li, com í 1 (11) = íAO) e a= (-'h(II),i'2(0)). 
Indicamos por MH a variedade Riemanniana completa, bidimensional, 
simplesmente conexa, com curvatura constante H e seja (!1, íz, í3) um triân-
gulo geodésico cujas geodésicas sejam minimais. Aplicando a lei do seno 
temos 
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sinh FlJI1 sinhFli12 sinhFJl/3 
-
sma1 sina2 sma3 
H< O 
11 lz 13 
-
sina1 sina2 sina3 
H O 
H> O 
sin mzl sin VJil2 sin mz3 
- -
sinal sinaz sma3 
Proposição 6.2.3. Seja (M, g) uma variedade Riemanniana com curvatura 
seccional H ::; K ::; 2>. Seja (11, /2, a) uma dobradiça tal que Íl e /2 são 
geodésicas minimais, e o perímetro P = 11 + 12 + d(/1(0), 12(/2))::; ~ - 4<', 
por E > O. Além disso assumimos: 
(i) se H ::; O, que /2 ::; 2~; 
(ii) se H > O que 
. sin VJiE . 1fVJj 1f 
12 < mf(E, VJj sm !A' !A). 
- H 2v2>'2v2> 
Se (!1 , 12 , a) é uma dobradiça em 1\1H tal que L[Ji] = L[:y;j, por i=1,2, então 
d(/!(Okf2(lz)) ::ô d(:Y1 (0), 1'2(72)). 
Demonstração: assumimos que as geodésicas tenham como domínio [O, 1]. 
caso H< 0: 
Considere (!1 , 12, a) uma dobradiça em ]v[ H com Ii = li, i=l,2. Se a = 1f 
a curva :y1 U '72 é uma geodésica minimal, que implica nossa desigualdade. 
Analisemos o caso em que a < 1f. Pelo teorema de Hadamard, a aplicação 
expP é um difeomorfismo sobrejetor para cada p E lvfH, então a geodésica 
minimal que liga 71 (0) e '72 (1) é dada por 'f3 (t) = expõ',(t)(f(t)V(t)), onde 
f(t) = d(:Y1 (t),:Y3(t)) e V(t) é transporte paralelo ao longo de :Y1 (t) do vetor 




Sendo a função a(t) crescente temos que f(t) é crescente e daí concluímos 
que O::; j(t)::; !(1) = 2.JE; isso prova que as geodésicas 
(}(s) = exp~:(t)(sj(t)V(t)), O::; s::; 1, 
onde V(t) é o transporte paralelo ao longo de 'Yl (t) do vetor ~~~/~\ 1 , não têm 
pontos epifocais ou monofocais no interior. Aplicando o corolário (5.2.4) às 
curvas c(t) = exp,(1j(f(t)V(t)) e '73 (t) = exp1':(t)(f(t)V(t)), temos 
d('/1(0),/2(1))::; L[cj::; L['73] = d('i\(0),'72 (1)). 
Caso H> 0: 
Se a = 1r a desigualdade é facilmente verificada. Assumir então que a < 1r. 
O perímetro da dobradiça é::; .JH- 4E então d(/1(1),/1(0))::; }H -E, pois 
caso contrário o perímetro deveria ser estritamente maior do que .JH - 4E. 
Se nós tomamos '73 a geodésica minimal que liga '71(0) a ? 2(1) temos que o 
perímetro do triângulo é 
- - - 1r 1r 2w 
h +l2 +l3::;(..ffi- 2E) + € + (..fij- 2E + E)=(..fij- 2E). 
Como a< 1r, obtemos que a geodésica minimal ')'3 (t) = exp'i:(t)(f(t)V(t)), 
com a mesma notação anterior. Se d('71(0),"72 (0))::; 2JH aplicando a lei do 
seno ao triângulo de vértices ("71 (O), "71 ( t), '7 3 ( t) temos 
. ITr sin/Ha(t) . 
smvHj(t) = . sma2 
Slll<Y3 
(6.1) 
e daí concluímos que j(t) é estritamente crescente e a função f tem imagem 
no intervalo [0, 2JH]. Se d(?1(0),'72(1)) > 2JH, indicamos por to o máximo 
de f. Derivando (6.1) obtemos que a(to) = 2JH e sendo a(t) estritamente 
crescente temos 
(sinVHf(t))'?:O, o::;t::;to 
e por isso f(t) ::; 
2
JH. Em t = t0 , aplicando a lei do seno ao triângulo de 
vértices ("71 (0), "71 (to), '73 (t0 )) e ao triângulo (11, { 2 , 13), obtemos 
sin.Jiif(to) = Slll<Y2 
Slll<Y3 
sin /H d("71 (1), '73 (O)) 
sin /Hd("71(0), "73 (1))). 
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. K K 
Ass1m, sendo 
2
VH < d(')\ (0), '73 (1))::; VII - E segue-se que 
Isso nos permite concluir que f(to) ::; 
2
.:fE e podemos usar o mesmo argu-
mento do caso H ::; O. c.q.d. 
Teorema 6.2.4. (Topogonov) Seja (M, g) uma variedade Riemanniana co-
nexa, completa, de Hopf-Rinow com curvatura seccional H ::; K ::; Ll.. Então 
(A) Seja ("YI./2,/a) um triângulo geodésico em M. Assumimos que /I e 
{3 sâo geodésicas minimais e caso H > O, 12 ::; JH· Então em MH 
existe um triângulo geodésico (r1, 12 , 13) tal que li= li e a1 ::; ar, a 2 ::; 
az. Além disso, o triângulo (r1, /z, -r3 ) é univocamente determinado a 
menos que H > O e 12 = JH . 
(B) Seja (11, 12, a) uma dobradiça e assumimos que 11 é uma geodésica 
minimal e caso H >O, l2 ::; JH· Seja (!1, '(2 , a) uma dobradiça emMH 
tal que li = li, i = 1, 2 e a= a. Então 
Demonstração: a demonstração seguirá os mesmos passos da demonstração 
que aparece no livro de Cheeger-Ebin. Na realidade a prova deste teorema, 
em dimensão infinita, se resume a estender o teorema de Rauch II e depois 
imitar as demonstrações já conhecidas. Como na demonstração de Cheeger-
Ebin, inicialmente trabalharemos em MH-,, onde E é um número positivo. 
(1) Seja (!1, -;2 , a) uma dobradiça em MH-, e l 1 ::; JH· Quando a aumenta 
em (0, w) a função j(a) = d('71(0), '72 (l2 )) é estritamente crescente de 12 - l1 ; . 2r.- ---
ateD=mzn(vH·_,- l1- lz, 11 + l2). 
Demonstração: se H::; O pelo teorema de Hadamard J(a) é de classe coo; 




Deste forma, se d("il(O), 1(72 )) = ;;r::, a curva "71 U "72 seria uma geodésica 
quebrada entre pontos antípodas, que é um absurdo. Quando a varia o ponto 
"72 (72 ) pertence ao círculo geodésico de raio 72 de 12 (0) e a geodésica minimal 
t7 entre "71 (O) e 12 (72) não intercepta o círculo ortogonalmente, a menos que 
a= O ou a= 1r. Caso contrário a curva IJU -12 seria uma geodésica minimal 
entre "71 (O) e 12 (72) diferente de "f1 . Isso é impossível se H::; O, pelo teorema 
de Hadamard, e se H > O teremos que l, = ..;;;_, o que é absurdo. Daí, 
usando a primeira fórmula de variação obtemos 
pois, ~7 (t) não é ortogonal ao círculo geodésico o que implica que a função 
f (a) é monótona crescente pois, 
(2) Em MH-' os triângulos cujos lados têm comprimento menor que -ÍH são 
univocamente determinados. 
Demonstração: sejam C'Yl, --y2 , --y3 ) e (""11 , --y2 , ~r3 ) dois triângulos em MH-' 
com li= Ii, para i=1,2,3. Pelo passo (1) --y3 é univocamente determinada por 
a 3; então a 3 = a 3 e por isso a isometria que manda ~li em 'fi, i=1,2, leva 
(""11, ~(2, ""/3) em (--y,, ""12, ""/3)· 
(3) Seja (""11 , --y2 , a) uma dobradiça tal que --y1 é minimal e l2 ::; -ÍH· Então as 
seguintes condições são equivalentes: 
(i) seja --y3 um geodésica minimal entre ~~2 ( 12 ) e --y1 (O). Então existe um 
triângulo em MH-, com Yi =li, i=1,2,3, e a3 ::; a3; 
(ii) seja ( ~(1 , ~12 , a) uma dobradiça em MH-' com 7i =li, i=1,2. Então 
Demonstração: ((i)=? (ii)) seja (""11 , --y2 , a) uma dobradiça em MH-'. Apli-
cando (i) existe (~h, ·f2, f 3 ) em MH-, com~= li e ã 3 ::; a3 e pelo item (1) e 
(2) obtemos 
l2 l, ::; d(--y1 (O), ""12(0)) = [3 ::; d(11 (O), 72(0) ). 
((ii) =?(i)) tomamos a dobradiça como em (ii) e seja (""/J, --y2 , --y3 ) o triângulo 
onde 73 é uma geodésica minimal entre "71 (O) e 12 (0); aplicando o item (1) 
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devemos diminuir o ângulo a3, para obter que 73 = 13. 
Uma dobradiça (11, 12 , a) é dita uma dobradiça pequena se ~r= max(l1 , 12 ) 
e exp.1,(o) : Br(O-y2 (o))--+ Br(1'2 (0)) é um difeomorfismo. Se ('t1 , 12, 13 ) é um 
triângulo geodésico, diremos que (11, 12 , 't3 ) é um triângulo pequeno se cada 
(ri, '(i+b ai+2) é uma dobradiça pequena 
( 4) (A) é verdadeiro para triângulos pequenos. 
(B) é verdadeiro para dobradiças pequenas 
Demonstração: as duas afirmações são conseqüência do corolário (5.2.2) 
e nós provaremos só a primeira pois, a outra prova-se da mesma maneira. 
Seja ( '(1, '(2 , '13 ) um triângulo pequeno e fixemos 12 (0). Em MH-c considere 
a dobradiça (11, { 2 , a), onde a= a 3 e l; =li, i=l,2. Por definição de r temos 
que a geodésica minimal)'3 que liga 1'1(0) e )'2 (72 ) pertence a Br(1'2(l2)). 
Logo 73 (t) = exp'Y,(O)(c(t)) e pelo o corolário (5.2.2) temos que 
Sejam ('11, '12, ~) uma dobradiça, (71, 72, ~) uma dobradiça em MH-c com 
li = li e seja )'3 uma geodésica mínima! entre 72 (/2 ) e 71 (O). Podemos 
representar 
onde E(t) é o transporte paralelo ao longo de 72 perpendicular a "(2 (t) e j(t) 
uma função oportuna. Se E(t) é o transporte paralelo do vetor -"11 (11 ) ao 
longo de 
72 chamaremos ('11, 12 , ~)uma dobradiça reta fina se as hipóteses do co-
rolário (5.2.4) são satisfeitas. Isso é equivalente dizer que as geodésicas 
s --7 exp-rz(t)(sE(t)), s :S f(t), 
não têm pontos epifocais ou monofocais no interior. 
(5) B é verdadeiro para dobradiças retas finas. 
Demonstração: só aplicar o corolário (5.2.4). 
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Sejam (11, 'Y2, a) uma dobradiça com a > ~' ('/'1, 12 , a) uma dobradiça em 
MH-, com li = li, i=l,2., e seja "73 uma geodésica mínima! entre "72(l2) e 
"11(0). Indicamos por O': [0, i]---> MH-< uma geodésica que sai de "12 (0) com 
(o-(o),"/2(0)) =o, -&(o)= À1"/1 (h) + À2"/2(0), Ài >o 
e seja a(i) o primeiro ponto que intercepta "73 . Tomamos J uma geodésica 
que sai de 12 (0) com as mesmas propriedades de 0'. Diremos que (!1, 12 , a) 
é uma dobradiça obtusa fina se (11, J, a - ~) é uma dobradiça pequena e 
( J, 12, ~) é um dobradiça reta fina. 
(6) B é verdadeiro para dobradiças obtusas finas. 
Demonstração: seja ('11, '12, a) uma dobradiça obtusa fina. Aplicando a 
desigualdade triangular temos 
dh(O), 12(/2)):::; d(r1(0), J(l)) + d(J(l), 12(/2)). 
Pelos ítens (4) e (5) temos 
Então 
d(r1(0),J(i)):::; d("í1(0),a(i)), 
d(r2(l2), J(l)):::; d("72(l2), a(l)). 
Seja (!1, 12, a) uma dobradiça com a< ~e seja 12(i) o elemento da geodésica 
que fica mais perto de r 1(0). Indicamos por 
T = '12 : [0, i] -----> M, 
e = 12 : [i, 12] -----> M 
e por J : [O, k] -----> M uma geodésica minimal entre 11 (O) e 12 ( 12). Dire-
mos que (r1,12,a) é uma dobradiça aguda fina se (r1,r,J) é um pequeno 
triângulo e ( J, e' ~) é uma dobradiça reta fina. 
( 7) B é verdadeiro para dobradiças retas finas. 
Demonstração: aplicando (4) existe ("71,7", a) em MH-< tal que 
h= l1 
L[r] = L[r] 
L[J] = L[a] 
e (-"/1(/l),:f(O)) =a:::; a 
e ('f( i), Õ'(O)) = a1:::; ~-
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Seja e: [l, 12] ___. MH-€ a geodésica que sai de 'f( I) com vetor tangente i'(l) 
e considere a curva "7 2 = 'f U li; então 
Por isso, a dobradiça ("(1, "(2 , ~) é uma dobradiça reta fina. Então pelo item 
(5) temos 
e daí concluímos que 
Sendo a::; a, pelo item (1), obtemos o nosso resultado. 
Diremos que ("/1 , 12, 13) é fino se (lb 12 , a 3) e (13, "(2 , a 1) são dobradiças finas, 
no sentido de que são uma das dobradiças descritas anteriormente. 
(8) (A) é verdadeiro por ("(1,/2,/3 ) fino. 
Demonstração: pelos ítens (5) e (7) existe ('71, '?2, 0'3) e ()-2, 13, õ:1) em 
MH-< que satisfazem (B). Sejam ')'3 geodésica mínima! entre '71 (O) e '72(12) 
e 13 entre )-1(0) e 12(12). Se nós diminuímos os ângulos 0'3 e &1, pelo item 
(1), obtemos triângulos com lados iguais ao triângulo ("!1, 12 , 13). Agora pe-
lo item (2) concluímos que os dois triângulos são iguais, que prova o nosso 
resultado. 
Seja (11, 12 , a) como em (B). Dado N > O, para cada inteiro positivo O ::; 
k, l ::; N ponhamos 
Indicamos por O"k a geodésica mínima! entre "!1(0) e 12 (~!}) e consideremos 
Tk,t = (O"k, Tk,l, O"k+l)-
Se 11 + L[O"n] < l2 então se ("(1 , 12 , a) é uma dobradiça em lvJH-' com l; = l; 
temos que 
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em tal caso não temos nada para provar. Logo podemos assumir que 
Queremos provar que cada Tk,l é um triângulo geodésico. Sendo 0(! e CJN 
geodésicas minimais temos 
Então 
L[To,k] + L[Gk] 2 11 , 
Lh+l,N-k-d + L[Gk+l] 2: L[GN]· 
Daí concluímos que Tk,l são triângulos geodésicos. 
(9) Existe N suficientemente grande tal que Tk,l são finos. 
Demonstração: no caso em que H > O podemos assumir que para cada 
t E [O, 12] temos d(·Y!(O), 12 (t)) < JH pois, caso contrário pelo teorema de 
Berger-Topogonov JV! seria isométrico à esfera de raio ,}g e daí não teremos 
nada para provar. Usando a compacidade de ~12 , existe um Eo de modo que, 
para cada E :S E0 existe 7)(E) :SE tal que para cada s, tE [0, 12] temos 
271' 
db(0),12(t)) + d(Jl(O),!z(s)) :S .j - 57)(E). 
H-E 
Daí segue-se que para E :S E0 , se N é suficientemente grande em modo que 
L[Tk,1] :S 7)(t), então a cada dobradiça (Gk, Tk,l, ak) e (Gk+l• Tk,ú ,Bk) podemos 
aplicar a proposição (6.2.3). Sempre pela compacidade de 12 existe r 0 > O 
tal que 
é um difeomorfismo. Analisando cada caso provaremos que os triângulos 
Tk,l são finos; verificaremos só as dobradiças (Gk, Tk, 1, ak) pois, as outras são 
completamente análogos. 
1. ak = %; neste caso (Gk, Tk, 1, ak) é uma dobradiça reta fina pois, pelo 
argumento anterior, podemos aplicar a proposição (6.2.3); 
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2. ak > ~; o comprimento de a, onde a é geodésica que aparece no item 
(6), depende continuamente do comprimento de Tk,l· Logo, se assumi-
mos N suficientemente grande temos que para cada O ::= k ::= N 
r o> max(Lh,1J, L[a]) 
e por isso a dobradiça ( ak, rk,l. ak) é uma dobradiça obtusa fina. 
3. ak < ~; usando o mesmo argumento anterior prova-se que ( ak, Tk,l, ak) 
é dobradiça aguda fina 
No caso em que H 2= O e .0. seja negativo não temos problemas, em vez no 
caso em que .0. > O consideramos N suficientemente grande de modo que (i) 
da proposição (6.2.3) seja verificado. 
(10) Assumimos N como no item (9). Então se (A) é verdadeiro por Tk,l, l 
fixo e k qualquer, então (B) é verdadeiro por Tk,l+l, por k qualquer. 
Demonstração: dado (ak, Tk,l. ak+l) existe ('Zh, 'fk,l, Zfk+l) em MH-< que sa-
tisfaz (A). Pelo item (1) e (2) concluímos que 73k+l 2= f3k+l e ak 2= ak, onde ak 
é o ângulo entre ak e Tk,l. ,Bk+l é o ângulo entre ak+l e Tk,l e os outros dois nos 
respectivos triângulos em 1\![H-<. Prolongamos a geodésica 'Fk,l de modo a 
obter o mesmo comprimento da geodésica Tk,l+l· O ângulo ak+1 2: ak+l pois, 
.Bk+t + ak+l = "• e sendo (ak+l, Tk+t, 1 , ak+l+l) um triângulo fino, obtemos, 
pelos ítens (1) e (5) que (ak, Tk,l+l, ak) verifica (B). 
(11) Assumimos N como no item (9). Então (A) e (B) são verdadeiros para 
('n, 12, "/3) em 1\JH-<. 
Demonstração: É suficiente provar, usando um argumento de indução, que 
se Tk,l verifica (A) e (B), l fixado e k qualquer, então Tk,l+l verifica (A) e 
(B) para cada k. 
Se l = 1 o triângulo geodésico Tk,l := (ak, rk,l• ak+l) é fino por hipótese e, 
por isso, verifica (B) e pelo item (3) verifica (A). 
Suponhamos que a nossa afirmação é verdadeira para l 2= l 0 . Como Tk,l,, 
verifica (A) pelo item (10) Tk,lo+l verifica (B) e pelo item (3) verifica (A). 





1\ós sabemos que para cada E > O ternos que 
e a função à esquerda é contínua. Fazendo o limite de E -+ O encontramos 
urna dobradiça em lvfH que satisfaz as propriedades anteriores, com ângulo o. 
(A) 
aplicar o item (3) ao triângulo (11, 12, '13 ) em MH-' e corno anteriorrnents 
fazer o limite E -+ O. c.q.d. 
Provaremos agora, alguns resultados que são conseqüência do teorema de 
Topogonov. 
Corolário 6.2.5. Se (11 , 12 , 13) é um triângulo geodésico em urna variedade 
Riernanníana completa com curvatura seccional O < H ::; K ::; t. então o 
perímetro do triângulo é no máximo rs. 
Demonstração: é suficiente aplicar (A) e observar que nas variedades MH 
o máximo perímetro é exatamente ffi· c.q.d 
Corolário 6.2.6. Seja (M, g) urna variedade de Hopf-Rinow conexa, com-
pleta, com curvatura seccional O < H ::; K ::; 6.. Assumimos que d( M) = }H 
e que existe um ponto p tal que a função q -+ d(p, q) contém o intervalo 
[O, J-g). Então M é isométrico a esfera Sif(TpM x IR). 
Demonstração: aplicando o teorema de Ekeland, existe uma seqüência qn 
em M tal que 
e existe exatamente uma geodésica mínima! que liga p com qn. Aplicando 
o teorema de Topogonov à dobradiça ( /n, /m, On,m) ternos que existe urna 
dobradiça em lvfH ('7n, '7m, On,m), com 
assumindo que cada geodésica tem corno domínio [0, 1]. Corno '7n estão em 
S 1 (TpM x IR), a seqüência '7n(l) converge e por isso qn é urna seqüência de 
7H 
87 
Cauchy em M. Daí segue-se que qn -t q e d(p, q) = d(A1). Como a variedade 
1'v1 é de Hopf-Rínow, existe pelo menos uma geodésica mínima! entre p e q 
e aplicando o teorema de Berger-Topogonov segue-se que a variedade lvf é 
isométrica à esfera S_1 (TpM x JR). c.q.d . 
.;H 
Terminaremos esta seção com uma versão do teorema da esfera na classe 
de variedade de Hopf-Rinow. 
Teorema da Esfera Seja (M, g) uma variedade Riemanniana completa, co-
nexa, de Hopf-Rinow com curvatura seccional ~ < o :S K :S l. Assumimos 
também que i(M) 2': 1r. Então M é contrátil e se llli ~ 12 , M é difeomorfa a 
s ( 12). 
Demonstração: como ~ < o então existe E > O tal que 
7r 3 
- = -(7r - E). 
vfõ2 
Como i(M) 2': 7r existem dois pontos p, q E M tal que d(p, q) 
Provaremos que 
7r - E. 
Seja rEM tal que d(p, r) 2': 7r - E. Aplicando o corolário (6.2.5) do teorema 
de Topogonov ao triângulo geodésico de vértices (p, q, r) temos 
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