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Abstract  
This paper presents a review of the literature on integrated hospital 
scheduling problems. In these problems, patients need to sequentially visit 
multiple resource types in a hospital setting in order to receive full 
treatment. Therefore, each patient is assigned a specific path over a subset 
of the resources and each step of the path needs to be scheduled. The main 
aim of these problems is to have each patient complete all stages of his or 
her path within the required due date, such that all patients receive timely 
care. This is important as a delayed diagnosis or treatment may result in 
adverse health effects. Also, with integrated scheduling, hospitals have 
the opportunity to augment patient satisfaction by creating a smooth 
patient flow, even if the patient needs to visit multiple hospital 
departments. In order to structure the growing body of literature in this 
field, a classification scheme is proposed and used to classify all scientific 
work on integrated hospital scheduling published between 1995 and 2016. 
The results are surprising as, although pathway concepts such as clinical 
pathways or diagnosis related groups have been around for several 
decades, the classification scheme indicates that the majority of relevant 
work is only quite recent. In fact, integrated hospital scheduling is 
currently gaining progressively more momentum in practice as well as in 
the academic literature. Both seem to have realized that eliminating the 
silos of information in hospitals is no longer optional but a true necessity 
if overall performance needs to be maximized.  
1 Introduction 
Due to increasing healthcare expenditures and an ever-rising demand for healthcare services, hospitals face a 
continuous challenge to increase the efficiency of their operations [43]. Countless attempts have therefore been 
made in recent years to develop new planning or patient admission techniques. As a result, large strands of 
literature exist on inpatient (in which patients spend the night in the hospital) and outpatient scheduling. Literature 
concerning the former mentioned topics has also been summarized in several extensive literature reviews such as 
[1, 29, 55] for outpatient scheduling and [27, 103] for operating room scheduling. However, in the complex maze 
of regulations and constraints, various papers had to limit their scope to a single diagnostic resource type or 
procedure step. In reality, a hospital is a complex system in which all actors need to work in harmony in order to 
achieve maximal performance [23, 43, 55, 113, 126]. Indeed, studies show for example that 65 % of all patients 
visiting a hospital in the Netherlands are multi-disciplinary patients [84, 124], which implies that multiple 
disciplines are required to treat or cure the patient. Such patients also need to be scheduled on multiple resource 
types. The treatment of these patients is often not incorporated in the simplistic scope of most healthcare scheduling 
papers, which may result in suboptimal behavior from a hospital-wide point of view when the proposed system is 
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implemented. Patients who are scheduled using a single-resource algorithm may for example not be available as 
they are still queuing for another resource type. Also, if two or more departments use single-resource scheduling 
algorithms, patients might have to wait a substantial amount of time between two consecutive appointments on 
two different resources. In the case of inpatients, this behavior results in an increased length of stay (LOS), while 
outpatients may need to visit the hospital multiple times for a set of procedures that could have been performed in 
a single day. It is clear that for both patient groups these disadvantages will result in elevated healthcare costs, 
while at the same time patient satisfaction will be low.  
In recent years, an increasing number of researchers started to acknowledge the aforementioned problems. The 
result is a series of research efforts that incorporate multiple resources that need to be visited by the patient 
sequentially. We refer to such attempts with the idiom integrated hospital scheduling problems (IHSPs). This term 
is selected as it emphasizes the relationship with the more general integrated healthcare literature. Indeed, IHSPs 
expand the toolbox of integrated healthcare by also improving the scheduling process in hospitals. IHSPs are 
designed to act as an umbrella for both combination appointments (in which patients need a series of appointments, 
preferably on the same day [20, 64]) and appointment series (in which patients need to revisit the same set of 
resources several times [64]). The IHSP is defined as the problem of scheduling patients in a care pathway, which 
is defined as the set of consecutive care stages followed by patients through a hospital [65], by bringing together 
all stakeholders (sometimes also referred to as agents) and optimizing the scheduling process on these resources 
from a centralized perspective. These resources include, amongst others, diagnostic tests (e.g. CT-scan, MRI-scan, 
PET-scan, stress test, ECG, ultrasound), operating rooms, doctors (for a consultation), chemotherapy chairs, linear 
accelerators in radiotherapy and treatment rooms. Each resource type can either consist of a single server or 
multiple servers [125]. The required resources can also be located in a single discipline or in multiple disciplines. 
The latter is often referred to as multi-disciplinary scheduling of patients, which was already reviewed in Vanberkel 
et al. [113]. The scheduling process that arises from these problems is often a complex one, given the fact that each 
patient is assigned a specific path over a subset of the considered resources. However, studying these problems 
can only be encouraged as it eliminates the former mentioned disadvantages of single-resource scheduling. 
Therefore, the purpose of this paper is to aid researchers in this field by structuring and classifying all scientific 
work related to IHSPs. As such, a complete overview of the benefits and achievements of IHSPs can be given in 
the hope that this strand of literature can keep growing, resulting in even better care in hospitals if the research is 
applied in practice. The remainder of this paper follows the purposes of this review. First, we position the IHSP 
concept in the literature in order to understand this set of problems. This helps to fully comprehend and define the 
IHSP concept. Second, we present our method to find and classify scientific work. Third, we aspire to give a 
structured review of IHSPs in the current literature. Doing so allows to identify commonly researched topics, 
pitfalls and gaps in the existing literature.  
2 Positioning IHSPs in the literature 
In order to further clarify the IHSP concept, it is necessary to clarify its relation with other streams of literature 
such as the integrated healthcare literature, the patient flow literature, the resource scheduling literature and the 
appointment scheduling literature. 
First, a clarification on the link between the IHSP concept and the integrated healthcare literature is provided. 
Integrated healthcare (or integrated care) refers to the process of integrating multiple (often multi-disciplinary) 
healthcare services in order to improve the continuity of care for all patients [4, 74]. Hence, integrated care tries 
to create patient-centered, affordable and accessible care, especially for patients with complex conditions [112]. 
In this field, researchers try to eliminate the silos of information that currently exist between hospital departments 
or specialists [77, 110]. Such endeavors resulted in a spectrum of integrated care methods, such as focused factories 
(see [21, 37, 108]), integrated practice units (see [95, 96]), one-stop shops [101], specialty clinics [11] or the use 
of multi-disciplinary teams of physicians who collaborate to define the necessary treatment for patients (see [20] 
for an example). Integrated hospital scheduling is then defined as an extra dimension in the spectrum of integrated 
healthcare. Using the framework of Drupsteen, van der Vaart and van Donk [43], the IHSP concept needs to be 
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classified as one of the functional integration methods. In the integrated healthcare literature, special emphasis is 
also put on proving the effectiveness of integrated care [77] as not all integrated care methods proposed by 
researchers seem to result in statistically significantly better results in practice [49]. This also directly translates to 
IHSPs, for which researchers need to scientifically prove that their approach to integrated scheduling works in 
practice as well. 
Second, as IHSPs deal with the optimization of the path followed by patients over a given set of resources, a 
distinction between the IHSP concept and the patient flow literature is required. In the latter strand of literature, 
researchers often try to optimize the way in which patients consume a set of predefined resources [57]. However, 
when doing so, patients do not require an appointment on all visited resources. In these problems, patients go 
directly to another resource when their demand for service on the previous resource has been satisfied. In other 
words, apart from admission planning, no scheduling occurs. The goal is to reduce the patient waiting time, to 
increase the patient throughput or to level the capacity of resources with the demand for services [57]. It is 
important to note that IHSPs cannot be seen as completely disjointed from patient flow problems. For example, 
admission planning techniques (e.g. [9, 63, 65, 73, 101, 109, 119]) can also be applied in an IHSP context as 
schedulers need to decide when to admit inpatients, even if all stages of the care process need to be scheduled. 
Third, referring back to the previously mentioned criteria, it is clear that an IHSP shares a high level of similarity 
with flow-shop, job-shop and open-shop scheduling problems. In a job-shop scheduling problem, jobs need to visit 
all machines, following a predetermined fixed sequence [22]. In an open-shop problem, the sequence in which 
jobs must visit machines is interchangeable, while in a flow-shop problem all jobs follow the same route through 
the shop [22]. If the scope of the IHSP is restricted to only planning and sequencing patients on hospital resources, 
then the IHSP can be described as a job-shop, flow-shop or open-shop scheduling problem depending on the type 
of precedence constraints. Examples of the latter can be found in Azadeh et al. [5] and Vermeulen et al. [118]. 
Fourth, IHSPs are an integral part of the appointment scheduling literature. Given that the first efforts in this strand 
of literature already date back to 1952 with the work of Bailey [8] and that the amount of research in this field has 
expanded rapidly since then [12, 55], one might expect that the number of IHSPs is also quite substantial. However, 
the majority of papers in the appointment scheduling literature focuses on single-resource scheduling, both in 
outpatient and inpatient scheduling problems [29, 52]. Froehle and Magazine [50] and Van de Vrugt [125] noticed, 
for example, independently from each other that studies that transcend the simple clinic environment are very rare. 
Therefore, little evidence is available to guide schedulers in serving patients who need to see multiple providers. 
In other words, current scheduling methods ignore the complex relationships that exist between departments [113], 
both on an operational as well as on a tactical level [63]. Therefore, patient scheduling is rarely managed in an 
integrated way [85, 126] and schedulers do not understand the impact of various combinations of facility routings 
on the performance measures [85]. The resulting schedules are therefore rarely optimal from a hospital-wide point 
of view [52]. Hence, healthcare scheduling can be seen from a resource perspective (single-resource scheduling) 
and from a patient perspective (IHSP) [38, 90], with the latter being a less researched topic. In some cases, the 
evolution towards integrated care is also purposefully halted by departments that want to keep resource calendars 
locally [117]. 
3 Literature search method 
For the purposes of this research, papers were selected on the basis of the following three criteria. First, selected 
papers need to consider multiple resource types. Papers that consider single-resource scheduling were excluded 
from the review. The same applies to papers that consider a single resource type that has to be revisited a number 
of times. This implies that we investigate only combination appointments and appointment series on multiple 
resource types [64]. Second, at least a subset of all patients needs to be scheduled on a minimum of two different 
resource types. When patients flow from one resource to the next, a new appointment is needed on the second 
resource. This distinguishes the topic of this paper from the patient flow literature and the patient admission 
literature. Third, papers must identify the path followed by patients over all resource types. Papers can do so either 
by grouping the patients into classes by using a classification algorithm or by assuming that the path for each 
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patient is known upfront. We decided to exclude similar scheduling problems in research areas other than patient 
scheduling in hospitals. 
We performed an initial search on the Web of Science and Scopus databases, using the keyword “( ( integrated OR 
holistic ) AND ( healthcare OR patient ) AND scheduling )”. Starting from this initial set of papers, we reviewed 
the papers cited by and citing this initial set of papers. Papers (both published and unpublished) obtained by 
personal communication were also added. Both peer-reviewed papers and conference proceedings are included in 
the review. After investigating for each paper whether they matched the scope of this research paper, 44 research 
efforts were selected to be included in the review, all published between 1995 and 2016. Table 1 provides more 
information on the type of scientific work that was included. No related work was found that can be classified as 
an IHSP prior to 1995. In total, 357 papers related to patient scheduling were reviewed, which implies that only 
12.32% of the total set of reviewed papers is classified as an IHSP. This indicates that the topic is currently not 
well researched, despite the clear potential benefits. Fortunately, Figure 1 proves that the topic is becoming more 
and more popular in the healthcare literature. The remainder of this paper focuses on classifying the set of papers 
mentioned in Table 1 using different perspectives. This facilitates current researchers to quickly find papers 
tailored to their needs. It also aids new researchers to quickly learn about the field and discover which topics have 
been well researched. With this goal in mind, we propose to enumerate the classification fields in the order in 
which they should be tackled by researchers when developing a new integrated scheduling model or method. These 
classification fields are the following: 
 Step 1: Choosing a setting (Section 4) 
 Step 2: Choosing what to optimize (Section 5) 
 Step 3: Choosing a scope (Section 6) 
 Step 4: Choosing how to optimize (Section 7) 
 Step 5: Applying and validating the model (Section 8) 
Figure 1: Scatterplot depicting the selected papers and the year in which they were published. IHSPs are clearly a growing 
topic in the healthcare literature. The dotted line indicates the best fitting linear curve (R² = 33.29 %). No papers on the topic 
were published before 1995. 
 
4 Choosing a setting 
When developing a new integrated scheduling method or model, a first set of decisions that need to be made by 
the researcher is related to the setting of the problem. In this section, we will therefore elaborate on the different 
hospital departments in which IHSPS can be found, as well as on the decision level and the patient mix. Doing so 
allows the researcher to identify the majority of the constraints that need to be taken into account in the 
optimization model.  
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Table 1: Classification of the selected scientific work according to type. 
Type of scientific work References 
Paper in peer-reviewed journal 
[5, 6, 16, 19, 20, 26, 28, 30, 31, 35, 40, 41, 42, 44, 
52, 62, 70, 71, 76, 83, 88, 91, 93, 94, 107, 115, 118, 
122, 128] 
Conference proceeding [17, 38, 39, 58, 68, 69, 71, 72, 89, 92, 117, 127] 
Book chapter [50, 60, 90] 
Other source [116] 
4.1 Hospital department 
A first key determinant is the hospital department in which the problem is set. Patient scheduling can occur in all 
departments of a hospital in which patients are non-urgent or elective. However, there are multiple departments in 
a hospital that have this property and the scheduling problem that arises in each of these departments is, not 
surprisingly, significantly divergent. Therefore, this section provides an overview of all departments in which 
IHSPs can be found in the current literature, along with a short description of the characteristics of the scheduling 
problem in each department. Table 2 provides an overview of the popularity of research in each department. Papers 
that are not directly classifiable into a single hospital department, are labelled as general hospital. These papers do 
not consider a specific setting. Instead, they focus on general multi-resource scheduling problems in hospitals, 
without referring to a particular application. The purpose is often to propose a methodological framework for 
practitioners that can be used as a foundation when developing case-specific problem solutions. Froehle and 
Magazine [50] propose, for example, the Clinic Operations Management System (COMS). This conceptual 
framework aspires to take all aspects of multi-resource patient scheduling into account, including tracking patients 
during their visit and optimizing the clinic plan. Other than the generic hospital setting, three specific departments 
in which IHSPs in the healthcare literature can be found are further elaborated on.  
Table 2: Classification based on hospital department 
Hospital department References 
General hospital [35, 41, 44, 50, 52, 70, 88, 89, 90, 94] 
Rehabilitation department [20, 31, 62, 107, 116, 122, 128] 
Facility for diagnostic tests [5, 6, 19, 30, 38, 39, 40, 71, 83, 91, 117, 118, 127] 
Oncology department [16, 17, 28, 42, 76, 92, 93] 
A first application of IHSPs in hospitals can be found in rehabilitation departments. In these departments patients 
recover, amongst others, from physical injuries or drug addictions. Treating patients usually requires multiple 
specialists and devices from several departments. A visit to each of these resources must be carefully planned, 
which is often a complicated task as it involves many human actors. With manual, uncoordinated planning, 
resulting schedules are often far from optimal from a patient point of view [20]. Given that revalidation is a long-
term process, patients need to visit the same set of resources multiple times. This implies that scheduling in 
rehabilitation departments does not only focus on the problem of combination appointments, but also on 
appointment series. Another difficulty related to scheduling in rehabilitation is that some specialists organize group 
sessions, which have a fixed slot in the time schedule. Rehabilitation departments can treat both inpatients (e.g. 
[62, 107, 128]) and outpatients (e.g. [20, 116]), although in both cases a common goal is to finish the care pathway 
as soon as possible. In an outpatient department, researchers try to schedule, for example, as many treatments as 
possible on one day such that patients need to visit the hospital as little as possible (e.g. [20, 116]).  
The second application of IHSPs in hospitals occurs when patients need to be scheduled for diagnostic tests. These 
tests often do not take a long time and therefore it is possible for patients to undergo multiple tests during one day. 
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Doing so, allows to diagnose patients faster. As such, the majority of this subset of manuscripts aims to minimize 
the completion time of all steps in the care chain. Thanks to the characteristics of diagnostic tests, these problems 
can also be conveniently modelled as an open shop (e.g. [118]), a flow shop (e.g. [30]) or a hybrid shop (e.g. [6]), 
depending on the precedence constraints. A hybrid shop is an open shop, with partial precedence constraints [6]. 
The tests are usually followed by a consultation (e.g. [117, 118]) such that the doctor can decide on the course of 
treatment (either new tests or some treatment). It is important to note that not all diagnostic facilities employ 
appointments to schedule patients on tests. Some also rely on queuing and thus only need to decide when to admit 
patients to the hospital (e.g. [53, 54, 101]). Such approaches are not taken into account in this paper. 
A third and final application of IHSPs in hospitals can be found in the oncology department. Although the main 
research focus in these departments lies on the scheduling of patients on the chemotherapy chairs or linear 
accelerators (linac) in radiotherapy, some research has also been dedicated to the scheduling process of the entire 
care pathway, including consultations with oncologists and pre-treatment stages. This research is motivated by the 
idea that delaying treatment could have adverse effects on the patient [81, 98]. Therefore, minimizing the time 
needed to complete the path, including the pre-treatment stages, can be very important. Given this knowledge, it 
is a surprise that only very few papers in this field of literature expand their focus from the single-resource problem 
to the scheduling of the entire care pathway (e.g. [33, 34, 100, 105]).  
The number of departments in which IHSPs occur is, as shown by the enumeration above, rather limited. However, 
it needs to be mentioned that not all hospital departments rely on scheduling. Emergency departments let patients 
queue with priorities for resources and do not use scheduling. The same applies to operating rooms in which 
patients are transferred from pre-operative stages to the anesthesia unit and the operating room as soon as the next 
resource in the chain is available. Also in these cases, no scheduling is required and concepts such as blocking and 
queueing theory become important.   
4.2 Decision level 
After choosing an environment, many of the constraints that need to be taken into account are already known. 
However, a department can be studied from several angles, depending on the level of decision making the 
researcher wants to focus on. As IHSPs consider scheduling activities, their level of decision making is typically 
short-term based. Indeed, scheduling takes the allocated capacity as a given, without questioning whether the 
allocated capacity is sufficient or not. In other words, deciding upon the capacity levels of resources, by taking the 
patient groups that use these resources into account, can also be value adding for hospitals. In consistency with the 
healthcare literature, we identify three levels of decision making: the strategic, the tactical and the operational 
level. The division between these three levels of planning was first proposed by Anthony for manufacturing 
purposes in 1965 [3, 59] and has since been widely used in the healthcare literature as a framework to classify 
healthcare related scientific work [64]. 
First, the strategic level addresses long-term and structural decision making [64]. In the case of the IHSP, this 
implies that hospitals need to take a decision on how many resources to acquire and where to locate them in order 
to serve all patient groups. Bowers et al. [19] develop, for example, a decision tool to help a diagnosis and treatment 
center with finding the optimal capacity level based on predicted demand levels. At the strategic level, hospitals 
also need to define their level of integration, using the spectrum of integrated care that was introduced earlier. 
Second, on the tactical decision level, decisions made on the strategic level are translated to guidelines that 
facilitate operational planning decisions [59, 64]. Healthcare planners allocate, for example, capacity over the 
available resources to patient groups [75]. Bikker et al. [16] illustrate this by optimally allocating the time slots for 
consultations to patient groups such that the allocation is aligned with the radiation treatment. Third, the 
operational decision level involves the day-to-day scheduling of patients and is furthermore also divided in an 
offline (scheduling requests that arrive before the appointment day) and online operational level (reacting to events 
that could not have been foreseen). However, the latter difference is only subtle and sometimes difficult to 
recognize. For this reason, Table 3 does not distinguish between the operational online and operational offline 
decision level. The results in Table 3 show that IHSPs, as already mentioned, have mainly focused on the 
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operational decision level. This also implies that capacity decisions or capacity allocations when considering 
multiple resources on which scheduling is required, remains a gap in the healthcare literature. Papers that consider 
multiple resources when making tactical or strategic decisions in healthcare often do so by looking at patient flow 
probabilities, assuming that patients immediately queue for another resource or leave the system after leaving a 
resource (see [63, 65] for an example). 
Table 3: Classification based on decision-level 
Decision level References 
Strategic [19, 26, 50] 
Tactical [16] 
Operational  
[5, 6, 17, 20, 28, 30, 31, 35, 38, 39, 40, 41, 42, 44, 
52, 58, 60, 62, 70, 71, 76, 83, 88, 89, 90, 91, 93, 94, 
107, 115, 116, 117, 118, 122, 127, 128] 
4.3 Patient mix 
Once the hospital department and the decision level have been defined, the researcher knows the context of the 
problem and what can be changed to it. However, in order to complete the list of constraints in the problem, one 
last key determinant remains: the type of patients that need to be diagnosed or treated. In this review three types 
of patients are identified: outpatients, inpatients and emergency patients.  
Outpatient clinics treat patients that do not spend the night in the hospital [129]. This mainly implies that the patient 
goes home after all necessary services have been provided to the patient. The term ‘outpatient department’ can 
either refer to a separate clinic (which is organized around a specialty or a certain medical condition) or a 
subdivision of a general hospital in which consultations are organized during specific timeframes [129]. The main 
challenges in outpatient procedure planning are the uncertain service times and patient no-shows [12, 13, 111]. 
The level of no-shows is explained by the fact that outpatients might have forgotten about the appointment or 
might encounter transportation problems. A good example of the problems related to outpatient scheduling can be 
found in Braaksma et al. [20] which models an outpatient rehabilitation department. This is also one of the few 
papers that uses an exact methodology to generate schedules. 
Inpatient care treats patients who do spend the night in the hospital. In this situation, a patient also requires a bed, 
such that, when planning the patients over all resources, an additional constraint on the total number of beds in the 
system is required (e.g. [35]). A key reference in inpatient care is the work of Conforti et al. [35], which models a 
week hospital scheduling problem. In this problem, patients are only admitted to the hospital if they can be 
discharged within one week. Given that the LOS in inpatient care is an important factor for the hospital 
profitability, most of the work in inpatient care focuses on minimizing the time to complete the total path. As 
patients are already in the hospital, taking patient preferences into account regarding the timing of their 
appointments does not make sense. In this subset of papers, doctors are not usually included with papers mostly 
focusing on the scheduling of the treatment or the scheduling of diagnostic resources. 
Serving emergency patients is more difficult as schedulers need to plan these patients in between the appointments 
for other patients. This often implies that the remaining capacity, after planning all outpatients and inpatients for 
a given day, is too low to serve all incoming emergency patients. This results in overtime and delayed appointments 
(e.g. Azadeh et al. [5]). The latter is not desired in an IHSP as patients may be expected in another department.  
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Table 4: Classification based on patient mix. 
Type of patients to be seen in the hospital References 
Patient mix 
Inpatient [5, 35, 38, 39, 44, 52, 60, 62, 70, 83, 89, 90, 128] 
Outpatient [6, 16, 17, 19, 20, 26, 28, 30, 42, 50, 76, 91, 92, 93, 115, 116, 117, 127] 
Inpatients and outpatients [71, 107] 
Patient mix is not explicitly 
mentioned [31, 40, 41, 58, 68, 69, 72, 88, 94, 118, 122] 
Emergency 
patients 
Emergency patients or walk-ins need 
to be taken into account [5, 28, 44, 71, 88, 92, 93, 115] 
5 Choosing a scope 
In this section, we elaborate on the decisions related to defining the scope of the problem. For IHSPs, the scope 
refers to the set of hospital resources and patients that are modelled as realistically as possible in the problem. This 
set needs to be well-defined and well-considered. Indeed, if the researcher envisions to optimize the scheduling 
process on multiple resources, then it is better to have an adequately large scope. The decisions in this stage of the 
research also prominently influence the complexity of the problem [113]. When including, for example, 
consultations with doctors (see Table 5 for an overview), researchers are bound by the availability of the doctor, 
by which the search space for a solution is relatively small compared to a situation in which all resources are 
continuously available. The latter of course does not hold when a strategic or tactical problem is studied. Bikker 
et al. [16] try for example to decide when to organize consultations such that radiology patients can complete their 
care pathway sooner. Especially when studying diagnostic resources, the search space increases rapidly. In order 
to reduce the impact of this problem, authors can make simplifying assumptions such as that all tests take the same 
amount of time for all patients (e.g. [6]) or using easy-to-remember scheduling rules (e.g. [127]). The 
aforementioned reasoning also influences the researchers, according to Table 5, when deciding to include or not 
to include nurses in the scope of the problem. Nurses have an important function in the healthcare process [114] 
and as a result a significant body of literature exists on nurse rostering problems [14]. However, when investigating 
the current IHSP literature, it seems that all focus is put on the physical resources and patients. Only a limited 
amount of papers also considers that nurses need to be available for certain procedures or tests. To our knowledge, 
only Hannebauer and Müller [58] and Decker and Li [38, 39] consider the preferences of nurses such that schedules 
are for example not overloaded. They do so by using a multi-agent method (elaborated later in Section 7) with a 
nurse agent, that defends the preferences of the nurses. 
Table 5: Classification based on the required resources. 
Resource constraints References 
Consultation Patients need a consultation with a doctor 
[16, 19, 20, 26, 28, 30, 42, 44, 50, 70, 76, 92, 
93, 115, 116, 117, 118] 
Nurses Nurses are considered [38, 39, 44, 50, 60, 76, 91, 116] 
Resource 
purpose 
Resources (some or all) are used for 
treatment purposes 
[6, 16, 17, 19, 20, 26, 28, 31, 35, 42, 44, 50, 
52, 60, 62, 76, 93, 107, 115, 116, 122, 128] 
Resources (some or all) are used for 
diagnostic purposes 
[5, 6, 16, 19, 20, 28, 30, 36, 38, 39, 40, 42, 44, 
50, 52, 58, 60, 70, 71, 83, 91, 92, 93, 107, 
117, 118, 122, 127] 
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6 Choosing what to optimize 
When arriving at this stage of the research process, the majority of the constraints as well as the limitations of the 
chosen setting are known to the researcher. Therefore, the time has come to expand the model from a set of 
constraints to a complete optimization model with an objective function. In other words, in this phase researchers 
should question what needs to be optimized and how performance in the hospital is defined. In integrated 
healthcare, a significant emphasis has been put on creating patient-centered operations in hospitals in order to 
augment the patient satisfaction level. Therefore, when scheduling a set of requests for appointments, it is not 
unlikely that the patient wants a schedule that minimizes the timespan between the first and the last appointment, 
given the medically required time to recover from a procedure. After all, being immediately helped in a hospital 
is a large determinant of patient satisfaction [87]. Table 6 shows, however, that not all research efforts in the IHSP 
literature are dedicated to minimizing the completion time of the path or maximizing the patient satisfaction. 
Indeed, as hospitals need to become more cost-efficient and face budget cuts [1], profit maximization is becoming 
a hot topic as well. Hence, the goal of IHSPs can broadly be classified in two categories. On the one hand, hospitals 
can choose to follow the goals of the integrated healthcare literature and maximize the patient satisfaction, 
minimize the access time or minimize the completion time of all tasks. On the other hand, some hospitals prefer 
to maximize the profit by maximizing the number of patients scheduled, maximizing the contribution margin or 
minimizing the idle time of resources. Both objective function types can be valid depending on the context and in 
both types, IHSPs have proven to be efficient and effective. The latter also explains the existence of papers with 
multiple goals, either by assigning weights to each part of the objective function or by having multiple optimization 
stages. In this way, researchers have the opportunity to let hospitals decide which objective function type is desired. 
An example can be found in Bikker et al. [16] in which the hospital can choose the allocated weights to both the 
minimization of the access time and the minimization of the idle time of doctors providing consultations. 
Table 6: Classification based on objective function 
Objective function  References 
Type of objective 
function 
Single objective 
[5, 6, 35, 38, 39, 40, 41, 44, 52, 60, 62, 70, 
71, 88, 89, 90, 91, 94, 107, 115, 117, 118, 
122, 127] 
Multiple objectives, with weights [16, 17, 20, 31, 83, 116] 
Multiple objectives, with different 
stages [26, 28, 30, 76, 92, 93, 128] 
Goal 
Minimize access time [16, 20, 26, 28, 31, 92, 93] 
Minimize idle time of resources [16, 17, 20, 26, 30, 83, 116] 
Maximize satisfaction [83, 89, 90] 
Minimize time to complete all tasks 
(or minimize waiting time between 
two consecutive steps) 
[5, 6, 19, 20, 30, 31, 38, 39, 40, 44, 60, 61, 
70, 71, 91, 92, 93, 115, 118, 127, 128] 
Maximize number of patients 
scheduled (with and without patient 
priority) 
[35, 91, 107, 116, 122] 
Other objective function [20, 26, 52, 58, 76, 88, 94, 117] 
7 Choosing how to optimize 
7.1 Scheduling methodology and strategy 
In the previous decision stages, both the objective function and all constraints of the problem are defined step by 
step. Choices regarding the setting, the patient mix, the decision level and the scope define the problem that the 
researcher wants to study and the optimization model is now complete. Researchers should now make choices 
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about which methodology is appropriate for achieving the desired goal. Doing so, researchers should not only 
choose a scheduling technique, but also a scheduling strategy. The latter refers in this paper to the distinction 
between online and offline scheduling. Indeed, upon receiving a request for a series of appointments, schedulers 
have two options regarding their response time to the request. On the one hand, they can respond immediately with 
a date and time for the requested appointments. This implies that scheduling becomes a sequential process in which 
patients are given appointments in the order of the arrival time of their request. On the other hand, schedulers 
might also want to wait and collect requests for appointments in a waiting list, after which an algorithm is applied 
to select patients from this list. In consistency with the appointment literature [125], we refer to the former 
scheduling strategy as online scheduling and to the latter as offline scheduling. This classification is not to be 
confused with the difference between the online and offline operational decision level discussed earlier, in which 
the offline decision level is defined as the scheduling prior to the workday. The online decision level, in contrast, 
refers to when appointments need to be scheduled or rescheduled during the workday. Choosing the scheduling 
strategy is not a lightweight task as both imply a different model of operations for the hospital.  
Table 7: Classification based on scheduling strategy 
Scheduling type References 
Online scheduling [6, 20, 26, 28, 40, 42, 71, 83, 89, 90, 91, 116, 117, 118] 
Offline scheduling [5, 16, 17, 30, 31, 35, 38, 39, 44, 52, 58, 60, 62, 70, 76, 88, 91, 92, 93, 94, 107, 115, 118, 122, 127, 128] 
Table 7 shows that most selected papers use an offline scheduling strategy to serve patients, which can be explained 
by the popularity of methods that cannot be applied in an online fashion due to computation time constraints. 
Indeed, when using an exact method such as branch and bound, it is often impossible to re-evaluate the model each 
time a new request for an appointment is received [17]. When using waiting lists, schedulers should, however, take 
into account that patients cannot remain on the list for a long period of time as patient satisfaction will decrease 
while the urgency level of the patient increases [24]. Additionally, in an outpatient situation, there is the additional 
risk that patients will visit the emergency department in order to be treated sooner [86].  
When choosing a scheduling methodology, different options are available on the menu list. Some of these options 
provide optimal solutions (exact methods), while others only provide near-optimal solutions (heuristics). The 
struggle here is mainly to find an optimal balance in the trade-off between the quality of the solution and the 
computation time [17]. In the case of an online scheduling strategy, the method needs to be applied each time a 
new request for an appointment is received. Therefore, computation times should be short, limiting the efforts to 
solve real-life instances to mostly (meta)heuristics. However, such methods only search a small part of the search 
space, rarely resulting in the best solution. In contrast, hospitals want to provide a treatment plan that increases the 
patient satisfaction level and maintains the throughput at acceptable levels. In offline scheduling, the number of 
patients for which an appointment needs to be scheduled is higher and therefore the complexity of the problem 
increases rapidly. Also in these cases, an optimal solution often remains only something to aspire. The consequence 
of this reasoning can be found in Table 8, which shows that the number of exact scheduling methods is fairly 
limited compared to the number of papers that search for a near-optimal solution. The set of near-optimal solution 
methods is equally dominated by popular metaheuristics (such as genetic algorithms and tabu search) and multi-
agent methods. Metaheuristics search the neighborhood of a solution (or set of solutions) to create better solutions. 
Multi-agent methods assign an agent to each stakeholder in the scheduling process, who have known requirements 
and interests. The goal is to create a schedule that is consistent with the constraints and preferences of all agents 
[82]. The creation of this schedule can be the result of different techniques, such as the application of constructive 
heuristics. A common approach in this methodology is to simulate a combinatorial auction in which the auctioned 
items are the time slots provided by the resource agents. The willingness-to-pay for each item or combination of 
items is then influenced by the optimization goal. For a complete review of papers that use multi-agent theory in 
health care up to 2008, we refer to Isern, Sanchez and Moreno [67]. The selected references in this paper extend 
the work in [67]. Multi-agent methods also imply that resource coordination can remain disintegrated as each 
resource can be assigned a resource agent. This is in contrast with for example exact methods, which need 
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coordinated decision making. Therefore, researchers should be very conscious about the implications of the chosen 
methodology as each methodology is directly correlated with the level of integration in the hospital. The latter 
especially holds true if the hospital envisions to implement the developed method by the researcher. 
The attentive reader also notices that methods such as queuing theory and Markov Decision Processes (MDP) are 
not present in Table 8. This can be explained by taking into account that both techniques rather rely on patient 
flow than scheduling techniques. In queuing theory, for example, patients go directly to the next resource and the 
goal is to compute the average waiting time for a patient to go through the system (see [7, 129, 130] for examples). 
An MDP is essentially a sequential decision model. It describes a system being in a state ௧ܵ and due to an action 
ݔ௧ the system transforms into another state ௧ܵାଵ. This happens according to a transition function, describing the 
probability that an action ݔ௧ in state ௧ܵ will result in state ௧ܵାଵ [97]. Garg et al. [51] model for example the patient 
transition process through a healthcare system, assuming that the patient moves from one stage to another without 
requiring an appointment on the next resource. A similar approach can be found in Hulshof et al. [65], in which 
patients either flow to the next resource and queue or leave the system. We refer to Schaefer et al. [106] for other 
examples. However, using the definition of the MDP problem, one can argue that in patient scheduling, each new 
appointment can be defined as an action ݔ௧, resulting in a new state that can be described by a vector of already 
booked patients. This has already been applied to single-resource scheduling (see Gocgun et al. [53] for a recent 
example in computed tomography). Nonetheless, no papers have been found that use an MDP to schedule patients 
on multiple resources. One explanation for this research gap can be sought in the computational complexity of 
methods to solve an MDP [97]. 
Table 8: Classification based on methodology 
Methodology References 
Heuristics 
Metaheuristics [5, 6, 31, 44, 62, 88, 92, 94, 122, 128] 
Other heuristics [30, 50, 70, 91] 
Scheduling rule (e.g. FCFS, First-
come-random-serve) [42, 115, 118, 127] 
Multi-agent theory (by auction) [38, 39, 40, 41, 68, 71, 89, 90, 117] 
Multi-agent theory (by other method) [17, 58, 60, 69, 83] 
Exact 
algorithms IP/LP/MILP [20, 28, 36, 52, 76, 91, 107, 116] 
7.2 Patient classification method 
A part of the complexity can also be explained by the fact that each patient is assigned a specific path over the 
subset of resources that are considered in the problem. However, it is not unlikely that some paths occur more than 
others. In fact, this implies that the patient population can be categorized into groups, based on the patients’ 
resource usage and the path they follow over all considered resources. Hence, in order to organize all appointments, 
over all resource types, for all patient types, a clear identification of all homogeneous patient groups can reduce 
the problem complexity when scheduling patients over a multitude of resources. Therefore, this section includes 
an overview of appropriate classification techniques that can be used to group patients based on their resource 
usage. 
A first type of methods is known as the case-mix methods. Although several classification schemes exist in this 
category [120, 123], only two methods are currently used in hospitals all over the world. The first case-mix method 
is the Diagnosis-Related Groups (DRG) classification, first introduced by Fetter in 1979 [46, 48]. It is based on 
the ninth revision of the World Health Organization’s International Classification of Diseases scheme (ICD-9-
CM) [79, 120, 123]. Fetter [48] identified 467 classes of inpatient cases based on the expected outcomes and the 
characteristics of patients receiving similar sets of services [48]. Therefore, the DRG classification system tries to 
define the finished product of a hospital by the ‘production process’. The scheme is currently used worldwide, 
with some countries having developed their own variant of the classification scheme, such as the United Kingdom 
(health related groupings, HRGs) and the Netherlands [120]. The DRG framework also has a variant for outpatient 
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care, which is referred to as the Ambulatory Visit Groups (AVGs) classification framework [47]. Being a case-
mix method, this classification scheme is not developed for the purposes of optimizing the care process, but for 
reimbursement purposes [79, 104]. However, using the classification scheme for scheduling and planning purposes 
has already been proposed by Rhyne and Jupp [59, 99] and by Roth and Vandierdonck [59, 102]. The method 
relies on the material requirements planning (MRP) concept and uses DRGs as the bill of materials to derive the 
resource and material requirements of patient groups [59]. In this way, the framework facilitates integrated 
hospital-wide planning and control. However, this approach has also been criticized by Vissers and Beech [120], 
who argue that DRGs are not a good basis for logistical control and for managing day-to-day operations. As a 
result, as shown in Table 9, the approach is not commonly used in practice. In fact, to the best of our knowledge, 
Gartner and Kolisch [52] is the only scientific work that relies on DRGs for scheduling purposes. 
A second case-mix method, which is therefore related to the DRG classification scheme, is based on the notion of 
clinical pathways. The concept of a clinical pathway was first introduced by Bower and Zander [32] in 1985. As 
the use of the framework only spread slowly, it is known under many names, such as integrated care pathways, 
coordinated care pathways, care maps, anticipated recovery pathways or critical pathways. In this strand of 
literature, authors (most often with a background in medicine) try to standardize the care and outcome of patients 
with a certain diagnosis. Coffey et al. [32], Allen [2] and Hunter et al. [66] defined clinical pathways as a 
multidisciplinary care management tool that provides the optimal sequencing and timing of interventions by 
physicians, nurses and other staff for a particular diagnosis or procedure or for patients with similar characteristics. 
The main contribution of the clinical pathway framework is the reduction of variation in the care process of similar 
patients [26]. However, similarly to the DRG classification scheme, the clinical pathway framework is not an 
admission technique, nor is it a planning instrument. A clinical pathway is according to its definition only a method 
to standardize care and to make the outcome of care more predictable. Also, some authors (see for example [10, 
25, 66]) have already questioned whether the reported outcomes of implementing clinical pathways are truly 
evidence-based. However, clinical pathways do provide information that can help in the scheduling process such 
as flow probabilities and the durations, timing or sequencing of interventions [18, 26]. Thanks to these advantage, 
the clinical pathway concept is more popular in the IHSP literature compared to DRGs (see Table 9). 
Schimmelpfeng, Helber and Kasper [107] take for example the clinical pathways in a rehabilitation department 
and use these to optimize the scheduling process by taking into account the number of patients that is expected to 
be classified in each of the different pathways. 
The results in Table 9 also indicate that the majority of the relevant literature uses no patient classification system. 
In order to understand this phenomenon, it is important to know that grouping patients into homogeneous groups 
is often a challenging task, given the dynamic nature of the care process. Grouping patients in an environment in 
which each patient is different and comorbidities exist can have serious downsides that need to be taken into 
account before implementing the patient classification system. First, the ability to classify patients into 
homogeneous groups depends on the level of routine in the daily processes [78]. For these purposes, Lillrank [78] 
identifies three levels of routine in healthcare processes (standard, routine and non-routine processes) based on the 
level of variety in the process. In this classification of care processes, only standard and routine processes can be 
used to develop a patient group classification. Hage and Aiken [56] expand this restriction even more by stating 
that a patient classification system can only be introduced if the patient demand is stable and uniform. Lillrank 
[78] also points out that the border between routine and non-routine processes is not always clear as non-routine 
processes may be perceived as routine processes in the event of frequent the reoccurring cases. Second, classifying 
patients into groups may also seem a bit contradictory to current healthcare standards in which patients ask and 
need to be treated with individual care [15, 45]. Indeed, identifying similar groups of patients always remains 
questionable as patient cases are variable and treatment schedules cannot always be adhered to [80]. Third, 
classifications can also be misleading [121] as the number of hospital products is large, while the number of patient 
groups is often kept at a manageable level for which the process variability within each group can be high [121].  
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Table 9: Classification based on patient classification method 
Patient classification method References 
Clustering or segmentation [30] 
Grouping based on DRG or AVG [52] 
Grouping based on clinical pathways [26, 44, 52, 107] 
Grouping proposed by doctors and nurses after 
mapping the care pathway [19, 20, 76, 116, 117] 
Each patient follows an individual care pathway 
[5, 6, 16, 17, 28, 31, 35, 38, 39, 40, 41, 42, 50, 58, 
60, 61, 70, 71, 83, 88, 89, 90, 91, 92, 93, 94, 107, 
115, 116, 118, 122, 127, 128] 
7.3 Patient preferences 
With the problem and the scheduling technique defined, all important decisions have been taken. The researcher 
now only has to validate the model in order to prove that the new method yields better performance. However, 
before proceeding to an elaboration on the validation process, it is necessary to critically look back at the results 
of the previously mentioned classification fields. In truth, when investigating the set of existing literature, there is 
at least one particular result that stands out. As IHSPs are related to patient-centered healthcare, one might expect 
that integrated scheduling in hospitals also includes patient preferences in their scope in order to achieve full 
patient satisfaction. However, as shown in Table 10, the latter does not seem to hold in practice. Only a minority 
of the IHSP literature directly takes patient preferences into account when optimizing the scheduling process. 
Within the set of papers mentioned in Table 10, there is a clear correlation with the used methodology. Five out of 
the seven papers ([71, 83, 89, 90]) use multi-agent methods to model patient preferences by introducing a patient 
agent. Patient agents then try to come up with a schedule that satisfies their preferences as much as possible. 
Therefore, multi-agent theory is a very suitable methodology for introducing patient preferences. Hence, if 
researchers have the aim to maximize the compliance with the patient preferences, multi-agent methods are most 
advisable. Other methodologies, such as metaheuristics, can also be used but are not yet found in the current IHSP 
literature. 
Table 10: Classification based on patient preferences 
Patient preferences References  
Takes patient preferences into account [17, 26, 71, 83, 89, 90, 117] 
8 Applying and validating the model 
The final step for researchers in developing new models is model validation. In order to do so, researchers can use 
fictional benchmark problems or real data from a collaboration with a hospital. However, as shown in Table 11, 
only a fraction of the discussed literature reports on the implementation of the scheduling algorithm in practice. 
Obviously, it needs to be mentioned that papers using real data from hospitals can also implement the proposed 
scheduling strategy after the paper has been published. The fact that few papers report on the results in practice 
has also some implications for the IHSP concept in general. As very few results are commonly available to the 
research community, it becomes harder to prove that integrated scheduling effectively works in hospitals. 
Therefore, it may become more difficult to convince hospitals to implement newly developed methods. The studies 
that were implemented in real life also do not always report on the results of the implementation, due to the fact 
that the implementation process was not yet completed (e.g. [76]) or that no data were available about the 
performance prior to the implementation (e.g. [116]). A first, preliminary sign that integrated scheduling can yield 
better results in practice is found in Dobish [42] which attempts to schedule chemotherapy sessions the day after 
patients have an appointment with the oncologist. This resulted in a balanced workload for the pharmacy, that has 
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to deliver the chemotherapy, and higher patient satisfaction. More recently, Chern, Chien and Chen [30] was able 
to show that the application of integrated scheduling in an examination center in Taiwan doubled the revenue of 
the center.  
When investigating the scientific work that uses real data, similar results can be found. The scheduling algorithm 
in Conforti et al. [35] is, for example, able to admit more patients to an inpatient hospital, while the use of pooled 
lists in Vasilakis et al. [115] is able to reduce the length of the waiting list for a clinic appointment by 30 %. To 
continue these examples, the genetic algorithm in Petrovic, Morshed and Petrovic [92] reduces the waiting time 
for radiology treatment significantly for all patient types and the mixed integer program developed by Gartner and 
Kolisch [52] results in an up to 6 % higher contribution margin for a surgical care pathway. In fact, in all 
departments mentioned in Section 4, positive results can be found when an integrated scheduling approach is 
applied to real data. However, as long as these theoretical results are not proven in practice, they need to be 
interpreted with care. Therefore it seems that, similarly to integrated healthcare [49, 77], proving the effectiveness 
of integrated hospital scheduling remains difficult. Few studies monitor the performance before the 
implementation and report on the performance improvement after the implementation. When proposing a new 
methodology, it always remains questionable for other researchers and practitioners in the field whether the method 
results in better performance. 
Table 11: Classification based on the type of data used. 
Data included in the scientific work References 
Tested with fictional data [5, 17, 40, 41, 60, 71, 83, 89, 90, 107, 117, 128] 
Tested with real data, but not applied in practice [5, 6, 20, 26, 28, 31, 35, 38, 39, 44, 52, 91, 92, 93, 94, 115, 122, 127] 
Tested in practice [19, 30, 42, 62, 76, 116] 
Paper does not use data [50, 58, 70, 88, 118] 
9 Conclusion 
This paper provided a review of integrated hospital scheduling problems. In these problems, patients require an 
appointment for multiple resource types, preferably as soon as possible. This field of literature has only gained 
research interest in recent years, despite its existence since 1995. One explanation for this phenomenon can be 
found in the fact that hospital resources are often managed individually without looking at the larger picture. This 
is especially true if the resources are located in multiple departments. A second explanation can be found in the 
popularity of the patient flow literature. In such problems, patients do not need to be scheduled and queue for the 
next resource or leave the system when their request for service at a given resource has been fulfilled. The main 
contribution of this work is to help current and new researchers by enumerating for each step of the research the 
available choices in the current literature. These steps are illustrated with key references such that researchers can 
easily find those research efforts that are tailored to their needs. The main take-away message is that researchers 
should always match their choices regarding the setting, the scope and the methodology as not all combinations 
are possible. The chosen methodology should, for example, always be in line with the envisioned way of working 
in the hospital. In this work, we also identified research gaps in the existing literature. We have shown that IHSPs 
are currently only found in a limited number of hospital departments. In future research, this list can be expanded 
as other hospital departments can make the transition to integrated scheduling. With respect to the decision level, 
we demonstrated that little research has focused on the tactical or the strategic decision level. The popular 
methodologies for solving an ISHP are metaheuristics and multi-agent methods. Exact methods are less popular 
due to the complexity of the problem. Moreover, we have shown that there is a lack of papers that incorporate 
nurses or patient preferences. The scope of the current research does not include these topics, most likely again 
due to the problem complexity. Incorporating both patient and nurse preferences would, however, lead to truly 
integrated hospital scheduling and augmented patient satisfaction. We have also established that few manuscripts 
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report on the implementation of their methods in practice, for which practitioners have little evidence or guidance 
available. In order to further expand the field of integrated scheduling in hospitals, such practical results need to 
be included in future research efforts. 
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