Abstract. Let P. be the class of all polynomials of degree at most n. If denotes the supremum norm on Izi = 1 and Mp(R) = rnaz II=RI P( z ) I, then for an arbitrary polynomial P(z) = a,,z" in P. the inequality MP (R) < R' 11 P11 holds, with equality if and only if a0 = ... = a 1 = 0. Given n,k E N with 0 < k < n -1, let pn,k(R) be the largest number such that Mp(R)+ço,,t(R)atI < R'P (R> 1) for all P E P,.. Values of co,t(R) for /c = 0 and k = I are known since some time. We study the case k > 2.
Introduction
Let P. be the class of polynomials P(z) = a,,z" of degree at most ri. We write 
Izl'R
If P E P,, then according to a well-known result of S. Bernstein Also the inequality (see [7] )
Mp(R) <R'llPll (R > 1) (1.4)
is well known. In both inequalities (1.3) and (1.4) equality holds if and only if P(z) = az '2 , i.e. if and only if the coefficients a (z = 0,. . , n -1) are zero. Given n E N and 0 < k < n -1, let ck(n) and ço , k(R) be the best possible constants such that II P 'Il + Ck(fl)ak < n]jP (1. 5) and Mp(R) + n,k(R)IakI R"P (R > 1) (1. 6) hold, respectively, for all P E 1,,. In inequality (1.6) the statement "best possible" must be understood in the following sense:
For every C > 0 there exists P E P. with P(z) =a,(e)zv such that
Mp(R) + (ço ,k (R) + e )I a k(E )I > R"P]
An analoguous statement holds for inequality (1.5).
Exact values of the constants co (n) and c i (n) have been calculated in [5] . The value of the constant c2 (n) appears in [4] . Unfortunately determining the exact value of the constants ck(n) for k 2 3 turns out to be quite cumbersome. However in [3] we were successful in investigating their asymptotic behaviour. To be precise we proved the following As regards the constants ,k(R) (0 < k ri -1) in inequality (1.6), values of (Pn,O(R) and p ,1 (R) are known since some time. Indeed we have the following Theorem B (see [5: p. 70 
]). Let P E Pn with n 2. Then for all R 2 1 MP (R) + (R" -R" 2 ) ] aoI
RTh II P II .
(
1.7)
The coefficient of lao I is best possible for each R. 
The coefficient of l a, I is best possible for each R.
In this paper we study the constants k(R) (0 k n -1) in inequality (1.6) for k > 2.
A method of proof
The method of proof we wish to describe here has been used successfully to establish various extremal inequalities (in particular (1.7) and (1.8)). We include its details for sake of completeness.
Consider two analytic functions
The function
is said to be their Hadamard product. Let us denote by 8 the subclass of P. consisting of those polynomials Q for which IIQ * P 11 II P II for all P e Pn (2.1)
To any polynomial Q e P,, we associate the polynomial Q(z) = zQ(); thus Q depends on the class 1', and not just on Q . Observe the equivalence
In looking for the constants ,k(R) in (1.6) we divide both sides of this inequality by R and note that Then it would suffice to show that Qc E B n if l a l < çon , k(R). In view of the equivalence (2.2) we may prove, instead, that Qa E !3n if kI < n,k(R). We shall do the latter since Q(0) = 1 and a fairly straightforward procedure described below can be used. According to Lemma 1, the inequality jjQ. * P 11 5 II P I] is satisfied for all P E 2,, and l a l 5 y,,,k(R) if and only if the matrix
Let us denote by
is positive semidefinite for Jal <p,, ,k (R). Now by Lemma 2, the constant ,,,k(R) can be seen as the largest number e,,k(R) such that each leading principal minor of the matrix (2.3) is positive for all a in lz] < ,,k( R) . The positivity of the leading principal minors of order less or equal n -k does not depend on a and is easily checked. Indeed, this follows in the light of the above discussion and from the fact that inequality (1.4) holds. Thus only the leading principal minors of order greater or equal n -k + 1 of the matrix (2.3) need to be investigated. However, determining the exact value of ,,,k(R), i.e. ',,,k(R) when 3 k n -1 turns out to be complicated. In this paper we will study its behaviour as R -* 00. To be precise we will prove the following
Theorem. Let the constants p,, ,k (R) (0 < k < n -1) be as in inequality (1.6).

Then P,,,k(R) = (R -R" 2 )(1 -fk( R)) for 2 + 2k < ri where 0 fk(R) 1 is independent of ri. Furthermore lim Rfk(R)=2 cos -(k?0). k+2
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Auxiliary results
For the proof of the above theorem, some auxiliary results will be needed. They are presented in this section.
The proof of the above Lemma is straightforward. Applying (3.2) recursively we immediately obtain
As another consequence of Lemma 3 we mention
Corollary 2. If n 2 k, then co n,k( R) R" -R 2 (R 2 1). (3.3)
Proof. It follows directly from Lemma 3 that Our next lemma is a crucial one in the study of the asymptotic behaviour of the constants 'p,k(R) in inequality (1.6). Proof. The proof is analogous to that of [3: Lemma 61 and it is thus omitted I where m = n-j, $ = k-j and y = -. By means of appropriate elementary operations and substitutions we will reduce this latter determinant to one which is simpler to handle and which will eventually lead to the desired result. The following reasoning may need to be adapted if s = 0, s = 1 or s = 2. (iv) Now note that for m > 2s + 2 each of the rows number s + 2 to m -.s -1 of the resulting determinant contains only one non-zero element and that it is R' 2 (nothing has to be done if m = 2s + 2). Developping it by these m -2s -2 rows one alter the other yields the equality where, with x
IiI,
c51L,= i-i We will now study the asymptotic behaviour of fk(R). In order to do this we take the determinant in (4. 3) and we 
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(here, and in what follows, Y R( X2 -1) + ç ) and
otherwise. which we denote by G(c). This limiting polynomial is equal to 2c if s = 0, to 4(c2 -1) if s = 1 and to 8(c3 -2c) if s = 2. Our next goal is to calculate the value of d3k. For this we further simplify (4.6) by (x) subtracting its (s + 1 + 2)-th column from its l-th one for 1 = 1, 2,. . . , s. We note that as regards rows number 1 to s of the resulting determinant each one of them contains exactly one non-zero element and that it is 1. We develop the determinant by these rows one after the other. Next, in the determinant of order s + 3 so obtained we 
O<j<k k+2
This completes the proof of the theorem 
Concluding remarks
In this section we present additional results which turn out to be consequences of the proof of our Theorem.
5.1 Since the quantity mino<< k X k(R) appearing in (4.4) is independent of ri, we readily obtain n+1,k(R) = R, k (R) (n 2 2k + 2).
This result in conjunction with (3.4) gives (Pn,k( R) 5 n,k_1( R) (n 2 2k + 2). 
