Solutions to linear inverse problems on the sphere, common in geodesy and geophysics, are compared for Tikhonov's method of regularization, Wiener filtering and spectral smoothing and combination as well as harmonic analysis. It is concluded that Wiener and spectral smoothing, although based on different assumptions and target functions, yield the same estimator. Also, provided that the extra information on the signal and error degree variances is available, the standard Tikhonov method is inferior to the other methods, which, in contrast to Tikhonov's approach, match the spectral errors and signals in an optimum way. We show that the corresponding Tikhonov matrix for optimum regularization can only be determined approximately. Moreover, as Tikhonov's method solves an integral equation, it is less computationally efficient than the other methods, which use forward integration. Also harmonic analysis uses direct integration and is not hampered, as previous methods, with spectral leakage. Spectral combination, in addition to filtering, has the advantage of combining different data sets by least squares spectral weighting.
Introduction
Geophysicists and physical geodesists are frequently confronted with linear inverse problems, which can be solved in various
ways. An inverse problem generally deals with the problem of converting observations to information w about a physical or other type of system. Frequently the problem is ill-posed, implying that the available observations are not sufficient to determine a unique solution for , or, even if a unique solution exists, it can only be determined approximately. A typical linear inverse problem is that of converting gravity related observations on or above the Earth's surface to estimates of the density distribution inside the Earth. * E-mail: lso@kth.se
Another example is that of determining the gravity anomaly at sea level from satellite gradiometry data. On the sphere such a problem can frequently be expressed as a linear Fredholm integral equation of the 1 kind (e.g., Chambers 1976):
where M{} = 1 4π σ {} σ (1b) σ being the unit sphere and are known spectral coefficients of the kernel function K (P Q), which relates the observations Journal of Geodetic Science 32 at the running point Q and the sought parameters at the computational point P. It goes without further discussion that solving an integral equation (inverse problem) is a much more difficult problem than that of just computing an integral formula (forward problem).
Note. Throughout the paper the observation˜ = + ε, where is the observation signal and ε is assumed to be a random error with expectation zero.
This study will be limited to solving Eq. (1a) in the case that the kernel function is separable in the form of a series of Legendre's polynomials P ( ψ), i.e.
where ψ is the geocentric angle between the points P and Q.
Inserting Eq. (2) into Eq. (1a) and interchanging summation and integration one obtains:
where ˜ (P)
are the so-called Laplace harmonics of˜ and˜ . Although the Laplace harmonics are functions of position, below we will usually not specify this unless necessary for the understanding. and these relations hold also for the error free harmonics˜ and .
In this study we will always assume that = 0 for all degrees.
Then, at least tentatively, one may come up with a solution for the unknown as˜
However, this series does not necessarily converge, but in order to do so,˜ must be smoother than −1 . More precisely, a square integrable solution for˜ exists if only if the Picard condition (Courant and Hilbert 1953, p. 160; Hansen 1998, p. 9 ) is satisfied, i.e.
This condition can be satisfied either by truncating the unknown spectrum of to a finite degree, say, , by smoothing the coefficients or both. In the first case, despite of the truncation, the solution will be affected also by high-degree signal and noise of the observations (spectral leakage; Trampert and Snieder 1996) 
Tikhonov regularization
One method for regularization of an ill-posed problem originates
with Phillips (1962 ) and A N Tikhonov in 1963 (see Tikhonov and Arsenin 1977 . By this method, Eq (1a) is first discretized into a matrix observation equation, where we assume that the system is over-determined, i.e. the number of observations is larger than the number of unknowns. The result is:
where K,w,g and are the design matrix, vectors of unknowns, observations and residuals, respectively. Assuming that the residuals are random with expectation zero, and that there are no correlations among the individual residuals, the related Tikhonov problem is to minimize the target function
for some choice of the Tikhonov matrix Γ. For Γ = αI, where α is a small positive constant and I is the unit matrix, the solution to the minimization is given by the modified normal matrix equation
with the solutionˆ
where the matrix term α 2 I stabilizes the original least squares solution obtained for α = 0. As the stabilization has the less wanted effect of making the solution biased, the size of α should be a compromise between the bias and the expected observation error propagation, and it must be sufficiently large to match the computer capacity to solve Eq. (10a). 
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Wiener filtering
In Introducing a general estimator for w from a surface integral on sphere by the formulã
where is an arbitrary linear kernel function, the expected mean square error (MSE) of the estimator becomes
where and 
Assuming that the covariance functions are homogeneous and isotropic, they can be written in the spectral forms
and Inserting the series representation for the kernel function
into Eq. (15), its least squares solution follows aŝ
Hence, by considering Eqs. (13) and (16) the least squares solution for w and its mean square error becomẽ
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From Eq. (5) we also have the relation = / , which yieldŝ
As an alternative, Eq. (21a) can be written in the space domain aŝ
where the kernel function is
Spectral smoothing
Let us return to Eq. (21a):
where are now arbitrary filter parameters to be estimated such that the mean square error of˜ is minimized. As the error of˜ is given by its random error and bias, i.e.
it follows the expected MSE becomes
where σ 2 and are the error and signal degree variances of˜ .
The mimimum MSE is achieved by differentiating the MSE w.r.t.
each of the smoothing factors and equating to zero. The result iŝ
and the least squares estimatorˆ and its MSE are the same as in Eqs. (21a) or (22a) and (21b). Some of the theory and applications were presented in Sj?berg (1980 Sj?berg ( ), (1986 Sj?berg ( ) and (2011 .
The practical formulation in the space domain again becomes Eqs. (22a) and (22b).
Spectral combination
We now assume that, in addition to the information given in Sect. 1, there is a Global Model (GM) available to degree , which yields the unbiased estimate 1 (unbiased through degree ):
with the random error with expectation zero
and the variance (composed of the error degree variances σ GM )
A general estimator for , unbiased through degree , can be formulated as
where
Here are arbitrary degree weights, which are optimised in a least squares sense by differentiating˜ 2 w.r.t. each of them and equating to zero. The result iŝ
and the MSE becomes
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Finally, the spectral combination can be formulated also as the sum of a surface integral and a spectral series:
For applications, see e.g. Sjöberg (1981) , (1986) and (2011). 
Optimum regularization
M{[K (ψ) + Q(ψ)]˜ } =˜ (P)
Here are arbitrary parameters to be determined such that the target function, the expected global MSE 2 of˜ , is minimized.
As the spectral form of Eq. (34a) is =˜ +
it follows that its error and global MSE become However, the kernel function Q with parametersˆ is a divergent series, as σ 2 / > 1 for large , which implies that the optimum regularization cannot be realized in the limiting integral equation, Eq. (34a). However, in the numerical approximation of the integral equation we may approximate it by the matrix equation
with the solution
where the elements ofQ are determined from a smoothed kernel function, Eq. (34b), e.g., obtained by truncating the series to a maximum degree. (Such a truncation is a reasonable approximation, as the numerical integration to a finite number of inegration blocks will automatically limit the frequency contained in the solution.) In this way, the solution for w will be a smoothed spectral filter/Wiener filter. The higher the degree of truncation in the kernel function forQ, and the finer the numerical integration is, the closer to the Wiener filter will be the solution.
In the special case with all set to a constant α 2 , the function value for Q(0) is still infinite, but the Tikhonov solution is consistent with the non-optimized Wiener filter
Spherical harmonic analysis
Let the unknown be represented by the truncated series of fully normalized spherical harmonics Y :
where the harmonics are orthonormal, i.e.
M{Y Y }
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The task is to determine the spherical harmonic coefficients from Eq. (34a). Hence, by inserting Eq. (42a) and using Eq. (42b) we obtain 
Comparison
The most important results are the following: 
Concluding remarks
As discussed above, the numerical solution to an integral equation is frequently ill-conditioned, and for ill-posed problems this is always the case. Then, a unique and stable solution can be obtained, Journal of Geodetic Science at the prize of a bias, by introducing some kind of smoothing. 
