ICTが守るビッグデータ応用の創薬 by 江谷, 典子
Title ICTが守るビッグデータ応用の創薬
Author(s)江谷, 典子


















































































































































スコア 部位 遺伝子 発症率
1 ● ● ●
2 ● ●
3 ● ●
4 ● ● ● ●
5 ● ● ●
6 ● ● ●
7 ● ●
■評価     
　　　　　　SIDER 2データベースに登録されていない
            薬9件による評価
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１.副作用予測はほぼ100％可能







   どの遺伝子と関係しているかを科学的に解明され、病気に関連す
   る遺伝子と作用する薬の候補品が見つかれば、治療効果が高く、
   副作用の少ない薬の登場が期待される。また、一人一人に最適な
   治療方法や薬の調合・投与量などを提供することができる。
　
■ビッグデータによる未来予測
   データ間にある相関関係から予測を行い、将来のリスクを回避
　展望





         y‘ = a1 *スコア + a2 *部位 + a3*遺伝子 + b 
     (y‘:予測値, a1 : 説明変数スコアの係数, a2 : 説明変数部位の係数,
      a3 : 説明変数遺伝子 の係数, b:intercept)
●PLS回帰式を用いた判別分式による2値化
  判別分式 f(x) =  y – y‘     (y: 観測値, y‘: 予測値)
  判別ルール If f(x)  ≥  0  Then sgn[f(x)]  = 1 & 






Database application model and its service for drug discovery in 
Model-driven architecture.
Journal of Big Data.2015, 2:16,  DOI:10.1186/s40537-015-0024-1.
http://www.journalofbigdata.com/content/2/1/16
●SVMによるクラスタリングパターンの学習と予測
   データセットNo.4の場合
  入力空間 X = {(スコア1, 部位1 , 遺伝子1 ), 
                    ···, 
                              (スコアn, 部位n, 遺伝子n)}
  出力ドメイン Y = {1, -1}
  クラス分類式 f(x) = <w·x> + b   (w: weight vector, b: bias)
  分類ルール If f(x)  ≥  0 Then sgn[f(x)]  = 1   (positive class) 
 If f(x)  < 0  Then sgn[f(x)]  = -1 (negative class)  







統合開発環境 Eclipse 4.5.0 Mars
    Eclipse 日本語化プラグイン Pleiades 1.6.0
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