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ABSTRACT
As Earth’s climate changes, polar environments experience a disproportionate
share of extreme shifts. Because the Ross Sea shelf has the highest annual productivity of
any Antarctic continental shelf, this region is of particular interest when striving to
characterize current and future changes in Antarctic systems. However, understanding of
mesoscale variability of biogeochemical patterns in the Ross Sea and how this variability
affects assemblage dynamics is incomplete. Furthermore, it is unknown how the Ross Sea
may respond to projected warming, reduced summer sea ice concentrations, and
shallower mixed layers during the next century. To investigate these dynamics and
explore their consequences over the next century, high-resolution glider observations
were analyzed and used in conjunction with a one-dimensional, data-assimilative
biogeochemical-modeling framework.
An analysis of glider observations from two latitudinal sections in the Ross Sea
characterized mesoscale variability associated with the phytoplankton bloom and
highlighted potential mechanisms driving change in the assemblage. In particular, an
observed increase in the ratio of carbon to chlorophyll (C:Chl) suggested a marked
transition from a phytoplankton assemblage dominated by Phaeocystis antarctica- to one
dominated by diatoms. The expected control of phytoplankton variability by Modified
Circumpolar Deep Water and mixed layer depth were shown to be insignificant relative
to the effects of wind and sea surface temperature on the temporal/spatial scales
measured by the glider.
Additional glider measurements were used to force the Model of Ecosystem
Dynamics, nutrient Utilisation, Sequestration and Acidification, which was adapted for
use in the Ross Sea (MEDUSA-RS) to include both solitary and colonial forms of
Phaeocystis antarctica. The impacts of climate-induced changes on Ross Sea
phytoplankton were investigated with MEDUSA-RS using projections of physical drivers
for mid- and late-21st century, and these experiments indicated increases of primary
productivity and carbon export flux. Additional scenario experiments demonstrated that
earlier availability of low light due to reduction of sea ice early in the growing season
was the primary driver of simulated productivity increases over the next century;
shallower mixed layer depths additionally contributed to changes of phytoplankton
composition and export.
Glider data were assimilated into MEDUSA-RS using the Marine Model
Optimization Testbed (MarMOT) to optimize eight phytoplankton model parameters.
Assimilation experiments that used different data subsets suggest that assimilating
observations at the surface alone, as are typically available from remote-sensing
platforms, may underestimate carbon export to depth and overestimate primary
production. Experiments assimilating observations characteristic of a cruise-based
sampling frequency produced a wide range of solutions, depending on which days were
sampled, suggesting the potential for large errors in productivity and export. Finally,
assimilating data from different spatial areas resulted in less variation of optimal
solutions than assimilating data from different time periods in the bloom progression;
these temporal differences are primarily driven by decreasing colonial P. antarctica
xii

growth rates, increasing colonial P. antarctica C:Chl, and faster sinking of colonies as the
bloom progresses from the accumulation stage through dissipation.
Overall, this dissertation research demonstrates the value of using bio-optical
glider observations in conjunction with modeling to characterize phytoplankton dynamics
in a remote marine ecosystem. High-resolution glider data are better able to resolve
mesoscale physical-biological relationships, which are typically not discernible from
lower frequency data, but it can be difficult to identify mechanistic relationships from in
situ measurements alone. In addition, biogeochemical models can be used to extend
insights gained by empirical observation, but application is often limited by the quantity
and type of in situ data appropriate for evaluation and forcing. The use of gliders for
facilitating development and operation of a lower trophic level model demonstrated the
effectiveness of a synthetic approach that partly overcomes the individual limitations of
these otherwise distinct approaches. Finally, the combination of these approaches is
especially useful for gaining a better understanding of ecosystem dynamics in regions
similar to the Ross Sea that are undergoing substantive climate-induced changes and
where harsh conditions make other means of access difficult.
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Using high-resolution glider data and biogeochemical modeling to investigate
phytoplankton variability in the Ross Sea

1. INTRODUCTION
1.1 Motivation
The Ross Sea (Figure 1.1) is unique as one of the least human-impacted areas of
the global Ocean [Halpern et al., 2008], and has been designated to become home to the
world’s largest Marine Protected Area in 2017 [CCAMLR, 2016]. As such, the Ross Sea
is an ideal “natural laboratory” for studying current and future biogeochemical dynamics
[Ainley, 2010]. Quantifying biogeochemical variability in this region requires
understanding the distribution of the two primary bloom-forming phytoplankton groups,
Phaeocystis antarctica and diatoms, which exhibit considerable spatiotemporal
variability [Peloquin and Smith, 2007; McGillicuddy et al., 2017]. These two groups
contribute to making the Ross Sea a region of high phytoplankton biomass and
productivity compared to other regions of the Southern Ocean [Arrigo et al., 2008; Smith
and Comiso, 2008] and play important roles in biochemical cycles and food webs in the
Ross Sea. For instance, formation of P. antarctica colonies may deter zooplankton
grazing [Smith et al., 2003; Tang et al., 2008], leading to reduced trophic transfer and
diminished abundances of higher trophic level species. Composition of the phytoplankton
assemblage also alters the timing and quantity of export flux from surface waters, though
the mechanisms responsible for this variability are not completely understood
[Frangoulis et al., 2001; Smith et al., 2011; Guidi et al., 2015]. Improved understanding
of phytoplankton variability and mesoscale controls on biomass and composition will
provide important insights into dynamics of the Ross Sea food web and the
biogeochemical responses to current and future physical changes, such as freshening
[Jacobs et al., 2002; Jacobs and Giulivi, 2010], changes in sea ice extent and ice-free
duration [Massom and Stammerjohn, 2010; Stammerjohn et al., 2012; Smith et al.,
2014b], and changes in the strength and direction of winds [Bracegirdle et al., 2008].

1.2 Research approach
Ross Sea phytoplankton have been a focus of targeted research since the 1970s
using a variety of methodologies, including ship-based sampling, remote sensing,
numerical modeling, and moorings (Figure 1.2; Table A1). In this study, synthesis of
2

recent state-of-the-art observations, in the form of high-resolution data from autonomous
gliders, coupled with broad theoretical knowledge in the form of a mathematical model,
provides a framework for investigating the complexities of phytoplankton variability in
the Ross Sea.
Mathematical models are powerful tools for synthesizing and integrating multiple
theories into a systems-based formulation. Application of such models for simulation of
regional biogeochemical conditions permits comprehensive investigation into
mechanisms responsible for structuring the temporal and spatial distributions of
phytoplankton. In part because of the biogeochemical complexity and difficulties
associated with conducting controlled experiments, much of the research for systems
such as the Ross Sea has provided ecosystem knowledge that is often descriptive and/or
exploratory in nature. Besides the Coupled Ice Atmosphere Ocean (CIAO) model, which
simulates the Ross Sea lower trophic levels with two phytoplankton groups [Worthen and
Arrigo, 2003; Tagliabue and Arrigo, 2016], there have as yet been few attempts to either
quantitatively refine or evaluate the predictive power of theoretical conceptualizations of
Ross Sea phytoplankton dynamics. Numerical modeling allows for identifying emerging
research goals, generating projections of future system dynamics, incorporating empirical
observations into predictive frameworks, and may inform decisions about new variables
(and associated sensors) to measure. Knowing what and how to measure in the future is
especially important in regions that are difficult and costly to access, such as the Ross
Sea.
The recent availability of ice-avoiding gliders capable of deployment in the Ross
Sea provides the basis for exploration of physical-biological mechanisms and
spatiotemporal dynamics. Glider-generated datasets possess several characteristics
especially useful in studying Ross Sea biogeochemistry. Most notably, glider data are
high-resolution with bio-optical sampling every 5-10 s in the upper 250 m and spatial
resolutions of ~1 m vertically and ~1 km horizontally [Asper et al., 2011; Jones and
Smith, 2017], which is sufficient for capturing mesoscale variability in the Ross Sea.
Additionally, although gliders move relatively slowly, their energy-efficient buoyancydriven motion allows deployments at sea for months at a time [Rudnick, 2016]. Finally,
the substantial control an operator has over mission waypoints allows researchers greater
3

flexibility in sampling design (e.g., directing the glider to follow traditional sections or to
follow an unusual sampling pattern).
In this analysis, models and glider data are combined (through forcing, evaluation,
and/or formal data assimilation techniques) to provide a more comprehensive picture of
phytoplankton variability on different temporal and spatial scales. This combined
approach explicitly enables two important scientific procedures: (1) using a theoretical
model to extend insights gained by empirical observation and (2) grounding a theoretical
model in the picture of reality offered by direct in situ observations. Developing a
mechanistic system-level understanding requires synthesizing knowledge of chemical
fluxes, biological rates, and hydrodynamics to acquire insights into emergent properties
from their combined effects. This research combines high-resolution glider data,
biogeochemical modeling, and data assimilation to provide valuable tools for developing
this understanding for the Ross Sea.

1.3 The Ross Sea: lower trophic levels
1.3.1 Seasonal pattern
The lower trophic levels in the Ross Sea follow a general seasonal pattern driven
by gross physical changes. Although there is little biological production in winter,
physical processes during winter set up precursor conditions that lead to greater
production during the rest of the year. Winter, from about May until October, is
characterized by near-complete coverage of the sea surface by sea ice [Smith et al.,
2014a]. Without exposure to atmospheric influences, the water column remains well
mixed to depth [Dinniman et al., 2011; Smith and Jones, 2015]. This deep mixing
combined with strong attenuation of light due to ice severely limits water column
production and keeps nutrient reductions to a minimum. With minimal drawdown,
nutrient levels equilibrate to high levels, forming a so-called winter-reserve [Gordon et
al., 2000; Smith et al., 2014a; McGillicuddy et al., 2015].
During October and November in situ melting and northward advection begin to
decrease sea ice concentrations. One of the first areas of the shelf to become ice-free each
year is the Ross Sea Polynya in the south, located east of Ross Island and north of the
Ross Ice Shelf, and notably the largest coastal polynya around Antarctica (Figure 1.1;
4

Arrigo and van Dijken [2003]). Irradiance levels in the water also increase due to
reduction of the light-attenuating sea ice and increasing solar radiation, which has not yet
reached its maximum [Smith et al., 2014a]. As the water surface becomes exposed, the
depth of the mixed layer shoals, resulting in a more stratified water column. With light
penetrating into the water and phytoplankton spending more time in the surface waters,
phytoplankton biomass increases, drawing down nutrients [Smith et al., 2000]. During
this period of rapid biomass increase, the assemblage is typically dominated by the
haptophyte Phaeocystis antarctica, which exists primarily as solitary, flagellated cells at
the beginning of the bloom but quickly forms into mucus-rich colonies [Mathot et al.,
2000; Smith et al., 2003]. Peak biomass levels are reached in December or early January,
at which time the bloom is dominated by colonial forms of P. antarctica [Smith et al.,
2000; Smith et al., 2003].
In January, sea surface temperatures near their peak as biomass begins to decline,
and P. antarctica colonies undergo senescence, releasing solitary cells back into the
water column as they sink [Verity et al., 1988; Smith et al., 2017]. Although iron levels
are low, a secondary bloom often begins in mid- or late-January that is dominated by
diatoms rather than P. antarctica [Peloquin and Smith, 2007]. Recent evidence suggests
that diatom biomass and production can remain high through February [DeJong et al.,
2017], but by the middle of March sea ice is beginning to cover the shelf waters,
effectively shutting off light availability as mixed layers deepen. With the advent of
winter, the cold and deep mixing below sea ice covered waters effectively ‘resets’ the
system biogeochemistry [Gordon et al., 2000; Smith et al., 2014a].
1.3.2 Spatial variability
The conceptual model of lower tropic level production in the Ross Sea exhibits
spatial heterogeneity that is provided by horizontal gradients in physical and nutrient
distributions. For example, Terra Nova Bay (Figure 1.1) along the west coast is
characterized as being dominated by diatoms in early summer, whereas large portions of
the Ross Sea at that time are dominated by P. antarctica [Arrigo et al., 1999]. Transects
across the continental shelf show a marked spatial variability in both the east-west and
north-south direction over short periods of time [Smith et al., 2013]. Near the shelf break,
where currents transport water and particles both on and off the shelf, greater
5

zooplankton biomass occurs with a marked contribution by Antarctic krill [Sala et al.,
2002; Azzali et al., 2006; Pinoñes, et al., 2015].
Within the Ross Sea Polynya, ship-based observations show gradients in the
assemblage composition that suggest patchiness of phytoplankton dynamics on the
mesoscale [Hales and Takahashi, 2004; Smith et al., 2017]. Nutrient pools have been
found to exhibit gradients from both north to south and east to west [DiTullio and Smith,
1996; Sedwick et al., 2011; Smith et al., 2013; Marsay et al., 2014], and assemblage
composition is not necessarily uniform across longitudes [DiTullio and Smith, 1996;
Garrison et al., 2003; Smith et al., 2013]. In addition, cold and fresh eddies have been
observed along the ice shelf edge potentially reshaping the assemblage on short scales [Li
et al., 2017]. The bathymetric topology of the shelf, and its influence on circulation and
tidal motion, has been implicated in shaping the broader distribution of nutrients and
biomass [Dinniman et al., 2003; Reddy and Arrigo, 2006; Mack et al., 2017].
1.3.3 Long-term trends
The physical environment of the Ross Sea has been changing over the past several
decades, with undetermined implications for the phytoplankton. The salinity of Ross Sea
waters has been steadily decreasing at a rate of 0.03 per decade from 1958 to 2008
[Jacobs and Giulivi, 2010]. Sea ice extent and duration have been increasing generally
throughout the Ross Sea since at least the 1990s, although this trend is predicted to
reverse over the next century [Comiso and Nishio, 2008; Cavalieri and Parkinson, 2008;
Stammerjohn et al., 2008; Bracegirdle et al., 2008; Bracegirdle and Stephenson, 2012].
Summer air temperatures have been increasing over several decades at McMurdo station
in the southwestern continental shelf, and in the surrounding water [Jacobs and Giulivi,
2010; LaRue et al., 2013], although winter temperatures in the northwestern margin of
the Ross Sea have been decreasing [Sinclair et al., 2012]. However, the Ross Sea is
expected to experience warming throughout the next century [Bracegirdle et al., 2008;
Bracegirdle and Stephenson, 2012].
With these sea ice, temperature, and salinity changes, stratification has been
projected to shoal generally, although not consistently across the shelf [Smith et al.,
2014b; Smith and Jones, 2015]. Projections of changes in biogeochemical distributions in
response to the physical changes have not been made specifically for the Ross Sea;
6

however, differences in diatom and P. antarctica physiologies, spatiotemporal
distributions, and responses to experimental-treatments have allowed formulation of
hypotheses of taxa-specific responses to these climate-induced changes [Smith et al.,
2014b; Zhu et al., 2016]. Moreover, empirical studies have attempted to predict how Ross
Sea phytoplankton will be altered in the next century [Xu et al., 2014; Zhu et al., 2016],
but understanding the ecosystem response to the full range of long-term environmental
changes in the Ross Sea remains uncertain.

1.4 Dissertation Objectives and Structure
This study follows three main lines of inquiry designed to better understand Ross Sea
biogeochemical dynamics:

•

How do Ross Sea phytoplankton dynamics vary at the mesoscale in space (kms to
10km) and time (days to weeks)?

•

How do physical and biogeochemical mechanisms regulate this variability?

•

What are the potential effects of climate-induced changes on productivity,
composition, and export in the Ross Sea?
Chapter 2 details the analysis of high-resolution data collected during the 2010-

2011 austral summer from one of the first glider deployments in the Ross Sea.
Chlorophyll and particulate organic carbon concentrations were derived from
measurements of fluorescence and optical backscatter. The presence of a high nutrient
intruding water mass, Modified Circumpolar Deep Water, was compared to
biogeochemical data using correlation analyses to assess its influence in comparison to
the influence of other physical conditions.
Chapter 3 describes the simulation of Ross Sea phytoplankton dynamics using a
one-dimensional (1-D) biogeochemical model adapted for the Ross Sea that includes the
influence of iron, and the contribution of diatoms as well as solitary and colonial forms of
P. antarctica. After evaluating model performance with glider observations, simulations
were designed around potential climate scenarios and implemented for the mid- and late7

21st century to investigate potential modifications to primary productivity and carbon
export. Additional scenarios examined the independent contributions of four
environmental drivers to overall climate-induced changes in phytoplankton.
Chapter 4 details experiments assimilating bio-optical glider data into the 1-D
biogeochemical model developed in Chapter 3. After identifying a suitable parameter
space for optimization using numerical twin experiments, the assimilative model system
is used to investigate how the utilization of data from gliders versus other observational
platforms changes dynamical detail and/or estimation biases. Further experiments assess
the relative effects of time and space variability on the assimilative model system and
phytoplankton parameters.
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Figure 1.1: Map of the Ross Sea, with its location indicated by a red circle in the inset.
Color indicates seafloor depth, and the contour interval is 200 m (bathymetry from
Fretwell et al. [2013]; color scale from Thyng et al. [2016]).
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Figure 1.2: Studies focused on Ross Sea phytoplankton, and major methodologies used
in each study.
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2. BIOGEOCHEMICAL VARIABILITY IN THE
SOUTHERN ROSS SEA AS OBSERVED BY A GLIDER
DEPLOYMENT
Highlights
• Information from two 200 km sections in the Ross Sea were collected by a glider.
• POC:Chl trend is not highly correlated with mixed layer depth or presence of MCDW.
• POC:Chl trend suggests a shift from P. antarctica- to diatom-dominated assemblage.
• Correlations were strongest between chlorophyll and SST, and between POC and wind.
• Subsampling at cruise station resolution highlights need for high frequency data.
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Abstract and Graphical Abstract
High-resolution autonomous glider data (including temperature, salinity,
fluorescence, and optical backscatter) collected during the 2010–2011 austral summer
identified variations in phytoplankton biomass along two glider sections near 76°40′S.
Sea surface temperatures were warmer during the latter, westward section, while mixed
layer depths were deeper. Substantial quantities of Modified Circumpolar Deep Water,
identified by neutral density criteria, were located within both sections. Chlorophyll (Chl)
concentrations computed from fluorescence exhibited daily quenching near the surface,
and deep chlorophyll concentrations at 200 m became periodically elevated, suggesting
substantial export on small space and time scales. The concentrations of particulate
organic carbon (POC) computed from backscatter increased abruptly during the latter,
westward section, concurrent with a decrease in chlorophyll. These higher POC:Chl
ratios were not strongly correlated with presence of MCDW or with shallower mixed
layer depths, but were strongly associated with higher surface temperatures and wind
speed. The observed POC:Chl increase suggests a marked spatial and temporal transition
between a Phaeocystis antarctica-dominated assemblage characterized by modest
POC:Chl ratios to a diatom-dominated assemblage. Finally, a subsampling analysis
highlights the capability of high-resolution glider data to resolve these biological/physical
parameter correlations that are not discernible from lower frequency data typical of
traditional cruise stations.

POC:Chl ratio suggests transition
from P. antarctica to diatoms
200

eastward

Physical-Biological
Correlations
SST

(mgC / mgChl)

Glider Deployment

SST

westward!

CHL

MCDW

POC

MLD

DW

CH

MC

L

100
ML

C

D

PO

wind

Wind

0

Time (days)
Dec 19, 2010 – Jan 16, 2011

20

-1.0

±0.0

+1.0

2.1 Introduction
In situ observations and satellite-derived data from the Ross Sea have revealed
high phytoplankton biomass and productivity compared with much of the rest of the
Southern Ocean [Arrigo et al., 2008; Smith and Comiso, 2008]. In addition, these data
have demonstrated considerable variability on a suite of time and space scales, yet the
mechanisms responsible for this variability are not yet well understood [Peloquin and
Smith, 2007]. An improved understanding of mesoscale controls on phytoplankton
biomass and composition will provide important insights into the dynamics of the Ross
Sea food web and reveal how this food web is responding to physical changes that are
already occurring, such as freshening [Jacobs et al., 2002; Jacobs and Giulivi, 2010],
increases in ice extent [Massom and Stammerjohn, 2010], decreases in ice-free duration
[Stammerjohn et al., 2012], and wind changes [Bracegirdle et al., 2008].
Previous cruise-based observational programs within the Southern Ross Sea have
revealed that two dominant bloom-forming phytoplankton groups, haptophytes and
diatoms, commonly occur and show distinct seasonal cycles of growth [Smith et al.,
2010] that help support the region׳s sizeable contribution to the biogeochemical cycles of
the Southern Ocean [Arrigo et al., 2008]. Phytoplankton growth begins early each austral
spring (late October) when the dominant haptophyte, Phaeocystis antarctica grows
rapidly and reaches maximum biomass in mid- to late-December [Smith et al., 2000].
Growth and biomass then decline rapidly (over a few weeks). Although the mechanism
for this sudden decline is not well understood, it has been hypothesized to be a result of
iron limitation and rapid sedimentation of aggregates [Smith et al., 2000; Arrigo et al.,
2003]. Elevated chlorophyll concentrations in the euphotic zone have been shown to be
associated with rapid (on the order of days) sinking and flux of phytoplankton to depth in
summer [Smith et al., 2011b]. In contrast to the strong seasonal cycle of P. antarctica,
diatoms are present at varying concentrations throughout the growing season; however, a
late summer secondary bloom has been observed in some years [Peloquin and Smith,
2007; Smith et al., 2011a].
The domains in which these two phytoplankton groups dominate are often
spatially distinct and exhibit distinct ratios of particulate organic carbon (POC) to
chlorophyll (Chl). Lower POC:Chl ratios are often associated with P. antarctica, and
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higher ratios are associated with diatoms during late summer [DiTullio and Smith, 1996;
Smith et al., 2000]. Phaeocystis antarctica, which exists in both solitary and colonial
forms [Schoemann et al., 2005], typically dominates in the central Ross Sea polynya
where there are relatively deep mixed layers [Arrigo et al., 1998; Smith et al., 2010];
conversely, diatoms dominate in regions with shallow mixed layers, such as near
retreating ice edges and in summer [Arrigo et al., 1998]. Even within regions dominated
by a single taxon, however, both taxa are likely to co-exist [Smith and Asper, 2001].
Temporal and spatial gradients between P. antarctica- and diatom-dominated
waters result from a combination of multiple physiochemical controls [Smith and Asper,
2001], including mixed-layer depths, micronutrients, and temperature distributions. For
example, lower irradiance requirements of P. antarctica explain their dominance over
diatoms in waters with deeper mixed layers [Kropuenske et al., 2009]. Mixing of
Circumpolar Deep Water with surface waters to produce Modified Circumpolar Deep
Water (MCDW) has been hypothesized as a substantial source of iron to the assemblage,
though recent studies have shown the Ross Sea iron budget dominated by benthic
remineralization and sea ice input [de Jong et al., 2013; McGillicuddy et al., 2015]. The
timing and distribution of iron inputs may affect not only phytoplankton biomass, but
also composition due to potentially distinct iron requirements of P. antarctica and
diatoms. However, data on the relative requirements of each functional group are
inconsistent [Alderkamp et al., 2012; Strzepek et al., 2012]. Finally, higher temperatures
have been correlated with higher diatom abundance, and lower temperatures with
higher P. antarctica abundance [Liu and Smith, 2012], although it is not yet clear whether
there is a causal mechanism behind this correlation.
Throughout the ocean, mesoscale processes on scales of 10–100 km and hours to
days have first-order impacts on phytoplankton physiochemical controls, and are critical
in determining growth patterns and distribution. For example, Friedrichs and Hofmann
[2001] demonstrated how internal gravity waves, with periods of 6–8 days, can either
stimulate growth or dilute chlorophyll concentrations in the euphotic zone by vertically
advecting low-chlorophyll, iron-enriched water into the euphotic zone at rates greater
than phytoplankton uptake. McGillicuddy et al. [2007] demonstrated that wind and eddy
interactions could have varied effects on production at the mesoscale, with enhanced
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production associated with mode-water eddies and diminished production associated with
cyclonic eddies. Indeed, the largest chlorophyll concentrations ever observed in the
Sargasso Sea were associated with eddies [McGillicuddy et al., 2007].
Finally Mahadevan et al. [2012] demonstrated that eddies generate mesoscale
stratification in the North Atlantic to initiate the spring bloom prior to the effects of
increased temperatures.
In the Ross Sea physical features such as tidal variations and wind-driven events
have a substantial mesoscale impact on hydrodynamic variability. For example, diurnal
tides produce continental shelf waves that, in turn, amplify shorter semidiurnal tides
[Robertson, 2005]. Variations in current velocity, salinity, and temperature have been
attributed to this diurnal tidal forcing [Kohut et al., 2013]. In addition, katabatic winds
and synoptic forcing generate conditions favorable to atmospheric mesoscale cyclones
over the Ross Sea [Heinemann and Klein, 2003]. Episodic variations of wind speed and
direction can lead to restratification as a result of Ekman advection across lateral density
gradients [Long et al., 2012]. Partly because of the difficulty obtaining high frequency
observations within the Ross Sea, the effect of these physical processes on biological
distributions is poorly known, but is likely to be significant. For example, the relief of
irradiance limitation through stratification may be critically important to determining the
timing and distribution of the seasonal phytoplankton bloom in the Ross Sea [Long et al.,
2012].
Given the theoretical size of mesoscale features in the Ross Sea (10 km or less
and on the order of days), such features cannot be well resolved by traditional
oceanographic sampling from ships. However, autonomous underwater vehicles can
successfully resolve this variability, as they have done in other regions of the Southern
Ocean (e.g., Heywood et al. [2014]). In the analysis presented here, an autonomous glider
was deployed in the southern Ross Sea from December 2010 to January 2011 to
characterize the biogeochemical mesoscale variability and highlight potential
mechanisms contributing to this variability. We describe the glider deployment, sampling
strategy, and ancillary data available for this analysis. The observed physical and
biological distributions are presented along with significant correlations among these
distributions; factors controlling these biological distributions are then discussed. Our
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results suggest a marked spatial, and presumably temporal, transition from a P.
antarctica-dominated assemblage to one dominated by diatoms. Furthermore, frequent
vertical penetrations of chlorophyll were observed, emphasizing the importance of
mesoscale events to regional biogeochemistry.

2.2 Methods and data analysis
2.2.1 Glider platform
An iRobot Seaglider™ model 1KA (SN 502) completed two transects between
172.1°E and 179.9°W (~200 km) in the southern Ross Sea (Figure 2.1) between
December 19, 2010 and January 16, 2011. During this 28-day period, 370 dives were
completed, 191 on the eastward section from December 19 through January 2, and 179
dives as the glider moved westward from January 2–16. The region surrounding the
glider track was largely free of ice during both sections. Successive dives were separated
by roughly 1 km, and extended to 600 m depth (except in shallower waters). The dives
were divided into two portions, a down- and up-sampling phase, each of which were
treated as separate “casts”; locations were computed for each cast as opposed to each
dive. Because the glider obtains GPS positions only when at the surface, locations for
down- and up-casts were interpolated to coordinates one-quarter and three-quarters,
respectively, of the distance between the pre-dive and post-dive GPS-fixed locations. The
glider׳s sensor suite provided measurements of conductivity and temperature (Sea-bird
CTD), as well as fluorescence and optical backscatter (Wetlabs Environmental
Characterization Optics Triplet Puck optical sensor instrument). The Wetlabs optical
sensor uses an LED excitation light source at 470 nm and detects fluoresced emissions at
695 nm, which is converted and output from the sensor in counts, ranging from 0 to
16,000. The optical sensor also measures backscatter within the same water volume at
470 nm and a centroid angle of 117°. Optical sampling frequency was once every 10 s in
the upper 250 m, and switched off in deeper waters to conserve battery power.
Temperature and salinity sampling frequency was once every 5 s in the upper 250 m and
once every 10 s below 250 m. These data are available from the Biological and Chemical
Oceanography Data Management Office (BCO-DMO) at http://www.bco-dmo.org/.
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2.2.1.1 Physical data
A correction was applied to reduce hysteresis in the conductivity data at strong
thermal gradients. When passing through a thermocline, thermal inertia in the
conductivity cell of the sensor housing causes different response times for temperature
and conductivity measurements [Lueck and Picklo, 1990]. This effect is evident as slight
salinity spikes of opposite signs on down- versus up-casts. The correction scheme
devised by Morison et al. [1994] and refined by Garau et al. [2011] was used to reduce
hysteresis. To lessen the spikes further, an 8 m running median was applied and salinities
were binned every 1 dbar.
Mixed layer depth (MLD) was determined for each cast by a potential density
threshold using three different methods. The first two methods utilized simple potential
density threshold criteria; specifically, MLD was defined as the shallowest depth at
which σθ differed from the value at 10 m by 0.01 kg m−3 in the first method and by
0.03 kg m−3 in the second method. This type of methodology is consistent with other
Ross Sea studies, which have used density thresholds ranging from 0.01–0.1 kg m−3
[Smith and Gordon, 1997; Sedwick et al., 2011; Smith et al., 2011a]. The MLD was also
computed using the maximum angle method, which was applied by Chu and Fan [2011]
to glider data from the Florida coast and found to be more objective than threshold or
gradient methods and less confounded by noisy data than curvature methods. The
maximum angle method involves pairs of vectors being fit, by linear regression, head-toend along consecutive sections of an entire depth–density profile. The tangent of the
angle between each pair of vertically adjacent vectors is calculated. The MLD is then
determined to be the depth that lies between the vector pair with the maximum angle.
Differences between the three aforementioned methodologies for computing MLD were
found not to substantially affect interpretation of MLD results; therefore, only the
calculation via the 0.01 kg m−3 difference σθ threshold was used in the statistical analyses.
MCDW was determined to be present if neutral density [Jackett and McDougall,
1997] was between 28.00 and 28.27 kg m−3 [Orsi and Wiederwohl, 2009]. This neutral
density criterion was supplemented by an additional criterion of low dissolved oxygen
[Budillon et al., 2003; Fragoso and Smith, 2012; Kohut et al., 2013]. Specifically,
MCDW was positively identified at a given location if the above limits on neutral density
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were satisfied and the water was determined to be at less than 80% of oxygen saturation.
[Contemporaneous dissolved oxygen data were available from the glider and are
presented and analyzed in Queste, 2014]. Ranges of depths where water met these two
MCDW criteria were identified for each cast, and vertical surface areas were computed
for each section by horizontally integrating the depth ranges of MCDW across cast
longitudes.
2.2.1.2 Biological data
Glider fluorescence counts obtained from the Wetlabs sensor were converted to
chlorophyll via calibration with ship data collected during glider recovery. Specifically,
the fluorescence profile from the last glider up-cast was regressed with shipboard bottle
chlorophyll measurements from the recovery station (76.4°S, 173.2°W). The regression
was computed to be: CHL=(Fluorescence−141)⁎0.00225 (n=12, R2=0.94, p<0.01).
A similar ship-based calibration process was used to convert optical backscatter
values obtained from the Wetlabs optical sensor to POC concentrations. Raw scattering
counts minus dark counts were converted to total volume scattering, β (117°,470 nm)
using a factory-calibrated scale factor. Total volume scattering was converted to
particulate volume scattering coefficients, βp, by subtracting the volume scattering of
seawater, βw [Morel, 1974], and then converted to particulate backscattering bbp
(470 nm), by a factor of 2πχ, where χ is 1.1 [Boss and Pegau, 2001]. The resulting
particulate backscattering (bbp) profile from the last glider up-cast was regressed with
shipboard POC measurements of water samples. The resulting POC regression
relationship (POC=19,607⁎bbp+17.621; n=11, R2=0.85, p<0.01) was used to determine
concentrations for all glider casts.
2.2.2 Ancillary data
Chlorophyll and POC concentrations for use in the regression analyses described
above were determined from water samples collected from the RVIB Nathaniel B.
Palmer (NBP11-01) using a SeaBird CTD/rosette system. Samples from known depths
were placed in opaque bottles and filtered under low pressure (~1/3 atm) through
Whatman GFF filters (POC filters were precombusted at 450 °C for 2 h). Chlorophyll
samples were placed in cuvettes with 7 mL 90% acetone, extracted in the cold (−20 °C)
and dark for 24 h, and then quantified by fluorescence on a Turner Designs Model 10 AU
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fluorometer that had been calibrated with commercially prepared chlorophyll a (Sigma).
The POC samples were dried at 60 °C in combusted glass vials, returned to the laboratory
and analyzed via pyrolysis on a Costech ECS 4010 elemental analyzer. Blanks were
filters through which filtered seawater had been run (ca. 5 mL) and treated in the same
manner [Gardner et al., 2000].
Wind speeds at 10 m height were retrieved every six hours from European Centre
for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis data gridded
by 0.75×0.75° over the locations and times of each glider cast
(http://apps.ecmwf.int/datasets/data/interim_full_daily/; Dee et al. [2011]). The ocean
color and sea surface temperature data projected on a 9 km spatial grid for December
2010 and January 2011 were retrieved as Level 3 Standard Mapped Image monthly
composites of Aqua Moderate Resolution Imaging Spectroradiometer (MODIS) from the
OceanColor Web (http://oceancolor.gsfc.nasa.gov/), distributed by the NASA Ocean
Biology Processing Group. Due to extensive cloud cover throughout the study period,
only two days during the study period provided usable ocean color data for more than
half of the southwestern Ross Sea; hence, a comparison of glider observations and
satellite-derived data on higher resolution temporal scales was not feasible. Uncertainties
in satellite derived chlorophyll concentrations in the Ross Sea are estimated to be ~65%
[Saba et al., 2011].
2.2.3 Statistical analyses
Mean section values were calculated from longitudinally binned (0.25°) glider
observations (Table 2.1). Pearson linear correlation coefficients [Sokal and Rohlf, 1969]
were computed using raw data for each variable pair across the eastward and westward
sections as well as the entire glider track (Table 2.2). Correlation coefficients were also
calculated for variable pairs after subsampling the data at resolutions similar to that of
traditional cruise stations (Table 2.3; see Section 2.4.2). A priori correlations with p
values ≤0.05 were considered statistically significant.
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2.3 Results
2.3.1 Physical properties
Significant differences were found between the temperature and MLD data from
the eastward/outbound track (December 19–January 2) and the westward/return track
(January 2–16). For example, sea surface temperature (SST; the average temperature of
the upper 5 m) was 0.4 °C cooler along the eastward/outbound section than along the
westward/return section (Table 2.1). Although a general warming trend would be
expected during summer, there was a particularly strong increase in SST between January
3–7 (Figure 2.2a). Monthly satellite composites from December 2010 and January 2011
set these glider SST data in a broader spatial context (Figure 2.3). The December 2010
image shows almost no spatial temperature gradient along the glider track, whereas the
January 2011 image indicates significantly cooler surface temperatures in the eastern half
of the glider track compared with the western half. The January image (Figure 2.3b) also
corroborates the surface glider data (Figure 2.2a), showing slightly warmer temperatures
on the return (northern) track compared with the outbound (southern) track. The glider
profile data (Figure 2.4) provide a view of the deep temperature structure beneath these
surface waters, and illustrate the significant mesoscale variability within the temperature
field. Surface temperatures routinely change by more than 0.5 °C on very short time
(O(1 h)) and space (O(1 km)) scales, and pulses of warm surface water periodically
penetrate below 50 m for brief (O(1 h)) intervals.
Despite the consistently cold temperatures (<−1.5 °C) in deep waters, warmer
surface temperatures on the return track were associated with deeper MLDs: on average
MLDs were ~7 m deeper on the warmer, westward/return section (Table 2.1; Figure
2.2b). However, there was a general shoaling of the MLD concurrent with the January 3–
7 warming event (Figure 2.2a,b). MLD deepened again during January 10–13, a period
with stronger wind forcing (Figure 2.2b,d). In general, defining MLD using the
σθ=0.01 kg m−3 difference threshold produced MLDs that were consistent with the depth
of the thermocline (Figure 2.4). The exception occurred on January 8–9, during which
time the isothermal layer depth was consistently deeper than MLD estimated by the σθ
criterion, suggesting that changes in salinity were affecting MLD during this period.
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Although SST and MLD were significantly different between the
eastward/outbound section and the westward/return transect, the distribution of MCDW
identified by the glider was similar within both transects (Table 2.1). For example, in
both sections (Figures 2.2c, 2.4) MCDW was most prominent in the central portion of
each section (~173–179°E). The vertical surface area (see Section 2.2.1.1) in which
MCDW occurred increased from the eastward to the westward section: 11 km2 to 13 km2
(Table 2.1). (For comparison, each section, with a horizontal distance of 203 km and
average depth of 363 m, had a total vertical surface area of ~74 km2.) Within both
sections the deepest MCDW was located between 175 and 176°E at the western edge of
Ross bank (Figure 2.1 and Figure 2.4). MCDW then became progressively shallower
over the bank, following the bathymetric gradient, with the shallowest occurrences of
MCDW in both sections located near the shallowest portions of the bank, on its eastern
edge between 178 and 179°E. Significant mesoscale variability is also apparent. For
example, a mixing event that occurred on January 6 not only resulted in warmer waters
below 100 m, but also simultaneously eliminated all evidence of MCDW at this depth
(Figure 2.4b).
Significant mesoscale variability in this region is associated with the wind field.
Wind speeds at the specific location of the glider were approximately 3 m s−1 lower when
the glider was traversing the eastward/outbound section compared with the wind speeds
when the glider was returning on the westward section (Table 2.1). Throughout much of
the glider track wind speeds remained less than or equal to ~5 m s−1; however, they
nearly doubled around January 10 (Figure 2.2d), whereupon the winds became
consistently strong for the remainder of the section. Winds were predominantly southerly
for both sections, with the exception of the first few days (December 19–22) and brief
intervals on January 4 and 6, which were characterized by winds from the north.
2.3.2 Biological distributions
Substantial changes in chlorophyll distributions were observed along the glider
track. Overall, mean chlorophyll concentrations in the mixed layer were 1 mg Chl m−3
higher on average during the outbound section than during the return section, and depthintegrated (0–150 m) chlorophyll concentrations showed a similar trend (Table 2.1).
Mean chlorophyll concentrations in the mixed layer were relatively constant during the
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outbound track in December, but changed significantly in January. First there was a
marked decrease in mixed layer chlorophyll during January 3–7 (Figure 2.2e), concurrent
with the SST increase previously described. Mixed layer chlorophyll then remained low
until the end of the westward occupation (January 13–16), whereupon a modest increase
in mixed layer chlorophyll was observed (Figures 2.2e and 2.6b). Satellite-derived
chlorophyll concentrations show the opposite trend. A significant longitudinal
chlorophyll gradient existed in December, with higher chlorophyll in the eastern half of
the glider track and lower values in the western half (Figure 2.3c). By January, however,
this spatial gradient in surface chlorophyll had disappeared, and the satellite-derived data
show low surface concentrations and minimal spatial variation along the glider track
(Figure 2.3d). This inconsistency in chlorophyll variability as observed by the glider
versus the satellite likely results from the fact that chlorophyll evolves on time scales less
than the ~2 weeks between repeated observations of the glider sections. The satellite data
also do not represent monthly averages, but instead represent the average of a few cloudfree days in December and January. Furthermore, surface fluorescence-derived
chlorophyll values from the glider are not directly comparable to satellite estimates
because much of the surface variability reflects diel quenching rather than in situ
concentration changes (see Section 2.4.1.1).
Concentrations of POC were similar between the two sections except for an
abrupt change near the end of the westward/return track. This change caused mean mixed
layer POC in the outbound track to be 25 mg m−3 lower on average than during the return
track (Table 2.1). Integrated POC concentrations were remarkably consistent throughout
both the eastward and westward sections (Table 2.1), and it was only after January 10
(and west of 176°E) that mixed layer concentrations increased abruptly, reaching
maximum values on January 15 (Figures 2.2f, 2.6). This increase in POC concentrations
occurred ~3–7 days after the decrease in mixed layer chlorophyll, but at approximately
the same time as the decrease in the deep chlorophyll signal and the increase in southerly
winds (Figures 2.2d–f, 2.5, and 2.6).
Mesoscale variability of both chlorophyll and POC concentrations was also
evident below the mixed layer throughout both sections (Figures 2.5, 2.6). Chlorophyll
and POC both episodically penetrated to depths of ~100–200 m on short (O(1 h)) time
30

scales. A close examination of Figure 2.5 and Figure 2.6 reveal that these events cooccurred (i.e., both POC and chlorophyll were elevated at depth simultaneously). The
deep chlorophyll and POC signal (below 75 m) decreased on January 10, at the same time
as the surface POC concentration increased. Deep chlorophyll and POC concentrations
then remained low until the end of the glider track (Figures 2.5b, 2.6b). In general, deep
chlorophyll and POC concentrations varied in phase, whereas mixed-layer concentrations
were largely out of phase, with the highest POC concentrations occurring at times of
lowest chlorophyll concentrations.
The ratio of POC to chlorophyll in the mixed layer remained fairly constant
during the eastward/outward track, but changed greatly during the westward/return track.
On average, POC:Chl during the westward track was approximately double that of the
eastward track (Table 2.1). The POC:Chl began increasing as mixed layer chlorophyll
decreased (January 3–7) and continued increasing through the later period of increasing
POC (January 10–15); over this almost two week period, POC:Chl increased
approximately two-fold (Figure 2.2g) at a rate of ~15 mgC mgChl−1 per day. By the end
of the westward track, the POC:Chl ratio had reached a maximum value of approximately
230 mgC mgChl−1, increasing from an average value of 47 mgC mgChl−1 during the
eastward section.
2.3.3 Correlations
Correlation coefficients were calculated between physical variables (SST, MLD,
MCDW thickness and wind speed) and biological variables (mixed layer chlorophyll,
POC and POC:Chl ratio) across the whole glider track (Table 2.2). Mixed layer depth
was not highly correlated (correlations<0.4) to chlorophyll or POC. In contrast, average
mixed layer chlorophyll was most strongly correlated (−0.73) with SST: higher
chlorophyll concentrations were associated with colder temperatures. To a lesser degree,
chlorophyll was also inversely correlated with MCDW thickness (−0.53) and wind speed
(−0.42), such that higher chlorophyll concentrations were associated with low winds and
occurred where MCDW influence was low. In contrast to chlorophyll, which was
relatively highly correlated to multiple physical variables (SST, MCDW and wind), POC
concentrations were only highly correlated (0.61) with winds over the whole track:
significantly higher POC concentrations occurred when wind speeds were high (Figure
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2.2). The ratio of POC:Chl in the mixed layer was strongly positively correlated with
both SST (due to chlorophyll) and wind speed (due to the POC contribution.)
Correlation coefficients were also calculated separately for data within each
section (Table 2.2). The westward/return section correlations exhibited similar
correlations as were found for the entire track, with strong inverse correlations of
chlorophyll and SST and strong positive correlations between POC and wind speed. In
addition, on this westward section POC was strongly positively correlated with MLD,
such that high POC concentrations were associated with deep mixed layers. Although the
strong inverse correlation between chlorophyll and SST was also apparent on the
eastward track, POC was not highly correlated to any physical variables on the eastward
track.

2.4 Discussion
2.4.1 Factors controlling observed chlorophyll and POC distributions
Multiple physical and biological processes are known to play a role in the
variability of the original fluorescence and backscatter data of the glider, and may explain
some of the variability in the derived concentrations of chlorophyll and POC,
respectively. For example, diel variations in near-surface fluorescence may be related to
diurnal shifts from photochemical quenching to non-photochemical quenching.
Moreover, variations in deep chlorophyll may represent sinking and export of P.
antarctica. Abrupt changes in the ratio of POC to chlorophyll potentially suggest a shift
in phytoplankton composition. Although MCDW and MLD were expected to play major
roles in controlling biological distributions in the Southern Ross Sea, neither played as
significant a role as that of wind and SST on the time/space scales measured by the
glider. The influence of these multiple factors on fluorescence and backscatter, hence on
the derived chlorophyll and POC and their variability, is described below.
2.4.1.1 Diel fluorescence cycles
The high-resolution measurements obtained by the glider revealed diel cycles of
fluorescence, with minima occurring around noon and maxima near midnight (Figure
2.7). Previous studies have shown that maximum fluorescence yield of phytoplankton
cells can be decreased, or quenched, by release of energy as heat, and this process is
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termed non-photochemical quenching (NPQ; Buschmann [1999]). Photoinhibition and
photoprotective NPQ can occur when cells are subject to high mid-day irradiance [Van de
Poll et al., 2011], and the diel pattern of fluorescence observed by the glider likely results
from such quenching. A similar pattern has been observed in moored fluorometry data
from the same region, and is evident even during 24-h photoperiods [Smith et al., 2011a].
Fluorescence also decreased slightly near midnight during numerous periods, a pattern
similar to nocturnal depressions previously hypothesized [Behrenfeld et al., 2006].
Behrenfeld et al. [2006] suggested that nocturnal depressions are unlikely to occur in
polar regions, but the occasional occurrence of this pattern in these data suggests that
summer mid-night depressions may also be possible in polar systems and may reflect a
reduction in the plastoquinone pool at night.
2.4.1.2 Modified Circumpolar Deep Water
It has been hypothesized that the presence of MCDW in subsurface layers of the
Ross Sea stimulates surface productivity by providing iron that relieves micronutrient
limitation [Hiscock, 2004; Peloquin and Smith, 2007]. Hiscock [2004] found a strong
spatial correlation with his delineation of MCDW based solely on neutral density and
pigment concentrations derived from coarse-resolution (~50 km station spacing)
shipboard data. In contrast, the results obtained here, which are generally consistent with
results obtained using other platforms during the 2010–2011 season [Smith et al., 2014],
do not indicate any such positive correlation between mixed layer chlorophyll or POC
concentration and the appearance of MCDW, its depth, or the portion of the water
column that it occupies. The absence of a positive correlation suggests that MCDW is not
stimulating phytoplankton growth during summer; however, it is not clear whether this is
due to an insufficient supply of iron associated with the MCDW or whether iron is simply
not limiting phytoplankton growth at this particular time and place.
2.4.1.3 Mixed layer depth
Estimates of MLD vary according to method used for calculation and are affected
by several distinct processes. Numerous procedures exist for identifying MLD, including
thermal difference and gradient, shape of the density profile, and dissolved O2 criteria
[Chu and Fan, 2011; Holte and Talley, 2009; de Boyer Montégut et al., 2007].
Algorithms that rely on temperature alone or potential density reveal mixing effects of
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dissimilar water column processes [de Boyer Montégut et al., 2004], with dissolved O2
being additionally affected by air-sea gas exchange and biological processes [CastroMorales and Kaiser, 2012]. In this study, using different potential density thresholds did
not substantially affect the results. In addition, the computed MLDs are not significantly
correlated to the glider SSTs, so that the expected pattern of higher SST linked with
shallower MLD is not apparent. Factors that affect MLD, such as wind, buoyancy, ice
melt, and waves [Belcher et al., 2012], may be responsible for the lack of correlation with
SST in these data.
In the open waters of the central Ross Sea, mixed layer depths are generally
relatively deep and phytoplankton assemblages are primarily dominated by P. antarctica,
which typically exhibit relatively low POC:Chl ratios [DiTullio and Smith, 1996]; in
contrast, diatoms, which exhibit relatively high POC:Chl ratios, dominate in shallower
mixed layer regions characteristic of ice edges [Arrigo et al., 1999; Smith et al., 2010].
On the time and space scales observed by the glider during 2010–11, a contrasting pattern
emerged: the glider data revealed higher POC:Chl ratios during relatively deep (30–50 m)
mixed layer conditions. By means of a pigment analysis, Fragoso and Smith [2012]
found a similarly contrasting pattern. They found diatoms dominating the assemblage
when deep mixed layers were present in late summer, and suggested that the MLD–
composition relationship was temporally and/or spatially variable. Together, these studies
seem to indicate that although diatoms tend to be present in locations that are generally
characterized by relatively shallow mixed layer depths, the temporal variability of these
concentrations at a given location is such that higher diatom concentrations are
sometimes associated with deeper mixed layer depths. However, the mechanisms
generating these observed diatom distribution patterns require further study.
2.4.1.4 SST and wind
Although biological distributions (chlorophyll, POC) were not highly correlated
to MLD or the presence of MCDW, these biotic distributions were highly correlated with
SST and wind speed. Specifically, cold temperatures were associated with high
chlorophyll concentrations and high winds were associated with high POC concentrations
(Table 2.2). The association between SST and chlorophyll appears linked to the
seasonally increasing temperatures and waning phytoplankton bloom; seasonally
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increasing SSTs are evident in both the glider SST observations (Figures 2.2a and 2.4)
and satellite SST composites (Figure 2.3a,b). This description is consistent with Liu and
Smith׳s [2012] analysis of four years of cruise data, which exhibited a strong, inverse
association between P. antarctica and temperature and more minor contributions to
biological variance from water column stratification.
In addition to the background seasonal warming, substantial mesoscale variability
caused temperature gradients on shorter time and space scales as well. For example, the
abruptly warming surface temperatures observed between January 3 and 7 are associated
with abruptly decreasing chlorophyll concentrations during this same period. Although it
is not possible to ascertain the cause of the temperature increase, it is likely associated
with a series of consecutive sunny days. Net solar radiation reanalysis fluxes provided by
the National Center for Environmental Prediction
(http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html; Kalnay et al.
[1996]) at 178°E indicate that the only period of five consecutive days with net
shortwave radiation fluxes >300 W m−2 at this location occurred during the time period of
January 3–6. In contrast, the preceding time period (December 23–31) averaged
~230 W m−2. Such an increase in solar radiation would be expected to decrease
fluorescence through acclimation to high irradiance conditions characteristic of highly
stratified conditions, whereas the concentration of chlorophyll may not necessarily be
affected, although the degree of this effect would depend upon phytoplankton
composition [Kropuenske et al., 2009]. Such a decrease in fluorescence-derived
chlorophyll was observed in January 2011 as the glider moved into waters with a deeper
overall water column, and these same waters were characterized by relatively low surface
chlorophyll concentrations as measured by satellite (Figure 2.3c,d).
Concentrations of POC observed by the glider were nearly constant between the
time of the deployment until January 11. At this time, a substantial increase in POC
occurred contemporaneously with a doubling of wind speed, which was then followed by
a discernable deepening of the mixed layer. The significant correlation between wind
speed and POC suggests a vertical mixing effect, perhaps through changes in irradiance
availability and/or nutrient redistribution. Frequent mesoscale mixing events in the Ross
Sea have previously been associated with substantial biological variability, and may
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transform the assemblage by altering the irradiance environment [Smith et al., 2011a].
Although the higher POC concentrations could also be explained by the horizontal
advection of POC-rich water into this region, this would require an explanation for
increased POC in neighboring waters.
2.4.1.5 Phytoplankton composition
It is possible that the observed chlorophyll decrease (January 3–7) and POC
increase (after January 10) could represent a change in the contributions of solitary versus
colonial cells of P. antarctica. Since colonies partition substantial amounts of carbon to
mucus [Mathot et al., 2000], a transition from solitary to colonial cells might be expected
to result in an increase in POC:Chl ratio. However, the fraction of P. antarctica that is
composed of mucilaginous colonies is generally highest in December [Smith et al., 2000],
and decreases as the colonies sink and solitary flagellated cells are released [Mathot et
al., 2000]. Furthermore, the number of solitary cells remains relatively low during
summer, likely as a result of microheterotroph grazing [Smith et al., 2003]. If the glider
data were capturing such a shift from colony-dominated to solitary-cell dominated P.
antarctica at one depth, a decrease in the POC:Chl would be expected, opposite to what
is observed. Thus, it is unlikely that the changes in bio-optical data reflect a change in the
relative contributions of solitary cells of P. antarctica. Although higher POC:Chl ratios
could also be explained by an increase in detrital matter, detrital carbon amounts are
considered to be low in the Ross Sea during this time of the year [Mathot et al., 2000],
and thus this is also not a likely explanation for the observed decrease in chlorophyll and
increase in POC. Finally, as grazing is generally understood to have limited effect on
phytoplankton assemblages in the Southern Ross Sea [Caron et al., 2000; Dennett et al.,
2001; Tagliabue and Arrigo, 2003], herbivory is unlikely to be responsible for the
observed variability.
Another potential explanation for the observed changes in the POC:Chl ratio is
that iron limitation became more severe, as iron inputs are largely restricted in summer in
the Ross Sea [Sedwick et al., 2011], and the phytoplankton responded by altering
intracellular ratios. Nutrient limitation often impacts chlorophyll synthesis before growth
and overall biomass, and the increased ratios observed by DiTullio and Smith [1996] are
consistent with iron limitation. Furthermore, increased POC:Chl ratios observed in
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mesocosms of P. antarctica in the Ross Sea were observed after nutrient depletion [Smith
et al., 1998], which is again consistent with the hypothesis of a physiological acclimation
to nutrient limitation.
Finally, another potential explanation for the observed decrease in chlorophyll
and subsequent increase in POC is that the glider was witnessing a transition from P.
antarctica to diatoms. Although gliders do not provide accessory pigment information or
samples for microscopic species identification, the results presented here suggest that
compositional changes in the biota likely played a role in the observed variations in
optical data. For example, the observed changes in POC and chlorophyll concentrations
are characteristic of a shift in phytoplankton assemblage, as low POC, high chlorophyll
waters throughout the eastward section gave way to higher POC and low chlorophyll
waters during the westward section. Such differences between low and high POC:Chl
ratios have been observed previously in the Ross Sea [DiTullio and Smith, 1996] and
were found to be distinguishing features of P. antarctica-dominated and diatomdominated assemblages, respectively. Both spatial and temporal gradients may have
played a role in the observed variability. It is possible that there were two spatially
separated blooms, as evident in MODIS satellite imagery (Figure 2.3c,d), and the
movement of the glider through this spatial arrangement produced the observed
distribution. It is also possible that the changes in the bio-optical data were indicative of a
temporal transition from P. antarctica to diatoms. This suggested temporal transition is in
consonance with observations from both cell counts and accessory pigments [Ditullio et
al., 2003; Peloquin and Smith, 2007; Smith et al., 2010].
2.4.2 Data resolution
The observed patterns and interpretation of water column properties from the
glider observations would have been markedly different if they were sampled at lower
resolution. To demonstrate this quantitatively, lower resolution station observations were
obtained for comparison by subsampling casts from within the glider data set at a
resolution (~50 km; Figure 2.8) similar to that of traditional cruise stations [Smith and
Asper, 2001; Hales and Takahashi, 2004]. This subsampling was performed twice
(Figure 2.8a,c), and in both cases revealed patterns of temperature similar to those of the
original, high-resolution data, but with a diminished extent of MCDW (Figure 2.4a vs.
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2.8a,c). In contrast, subsampled patterns of chlorophyll concentrations produce very
different patterns (Figure 2.5a vs. 2.8b,d). Shallow patches of elevated concentrations
occur at opposite ends of the glider section depending on the particular set of stations
selected (Figure 2.8b,d). In addition, the mesoscale variability of temperature and
chlorophyll through ~200 m that was observed from the full glider data set (Figures 2.4a,
and 2.5a) disappeared when these data were subsampled (Figure 2.8). Instead, horizontal
aliasing appeared in the visualization as a result of interpolating between distantly spaced
data points. The surface diel fluorescence cycles likewise became obscured as a result of
the subsampling.
Correlations between physical and biological variables in the subsampled sets also
differed substantially from those computed from the full data set. The strongest
correlations evident in the full data set between chlorophyll and SST and between POC
and wind were insignificant after subsampling (Table 2.3). In contrast, the strongest
correlates for chlorophyll and POC after subsampling were wind and MCDW thickness,
respectively. Performing the subsampling twice with different station sets also produced
different correlations, reflecting a strong dependence on specific station locations when
assessing variable associations at lower resolutions. In addition, there were few
significant correlations from the westward section, and all subsampled correlations within
the eastward section were not significant. These diminished significances and
dramatically altered correlations obtained after subsampling the glider data at cruisestation resolution demonstrate how high resolution data such as those described in this
study offer important insights into biogeochemical variability that may be biased or
obscured in lower resolution data sets.

2.5 Summary and conclusions
The glider observations described reveal environmental dynamics in the Southern
Ross Sea at a level of resolution that are difficult to obtain by other means. Ship-based
observations provide a lower resolution description of the multiple physical and
biological transitions observed via glider, and the harsh conditions of the Ross Sea limit
the feasibility of other high temporal resolution platforms. For example, moorings and
their deployments are made challenging by ice, and frequent extensive cloud cover
prohibits daily, unobstructed satellite imagery. This analysis of the distribution of high38

resolution physical and bio-optical properties has demonstrated chlorophyll and POC
trends consistent with a transition from a P. antarctica- to a diatom-dominated
assemblage. Further, the depth of the mixed layer and MCDW were less associated with
biological variations than SST and wind speed. Attributing causality and differentiating
spatial and temporal effects is difficult when observing concurrent multivariate shifts, but
glider-based approaches like ours can help. Further high-resolution surveys, and with
additional sensors, will likely lead to a new and comprehensive picture of Ross Sea
biogeochemical dynamics.
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Table 2.1: Mean and integrated values computed using 0.25 km binned data from the
eastward and westward glider sections. Standard deviations are presented in parentheses
for mean values. All eastward and westward section means were found to be significantly
different (p< 0.05). Integrated MCDW areas were not tested for significance.
Variable
Mean SST (˚C)
Mean MLD (m)
Integrated MCDW area (km2)
Mean wind speed (m s-1)
Mean chlorophyll in mixed layer (mg Chl m-3)
Depth-Integrated (0-150 m) Chl (g Chl m-2)
Mean POC in mixed layer (mg C m-3)
Depth-Integrated (0-150 m) POC (gC m-2)
Mean POC:Chl ratio in mixed layer
(mg C (mg Chl-1))
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Eastward
Section
-0.62 (0.19)
19 (4)
11
3.2 (1.2)
2.3 (0.6)
0.40 (0.051)
76 (7.9)
10 (0.66)
47 (13)

Westward
Section
-0.22 (0.41)
26 (7)
13
6.1 (3.2)
1.3 (0.7)
0.27 (0.075)
101 (46)
11 (1.4)
105 (41)

Table 2.2: Pearson linear correlation coefficients for pairs of variables. Dashes represent
insignificant correlations. Bold numbers highlight correlations greater than 0.5.

Whole Track
SST
MLD
MCDW Thickness
Wind Speed
Eastward/outbound Section
SST
MLD
MCDW Thickness
Wind Speed
Westward/return Section
SST
MLD
MCDW Thickness
Wind Speed

Mean Chl in
mixed layer

Mean POC in
mixed layer

Mean POC:Chl
in mixed layer

-0.73
0.16
-0.53
-0.42

0.35
0.38
-0.20
0.61

0.83
0.11
0.32
0.69

-0.43
0.35
-0.34
----

---------0.15

0.49
-0.39
0.29
0.11

-0.78
0.38
-0.71
-0.37

0.33
0.46
-0.33
0.63

0.86
---0.37
0.68
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Table 2.3: Pearson linear correlation coefficients for pairs of variables from subsampled
(~ 50 km) data. The two numbers in each cell represent correlations from subsampled
station sets offset by 9 km. Dashes represent insignificant correlations. Bold numbers
highlight correlations greater than 0.5.

Whole Track
SST
MLD
MCDW Thickness
Wind Speed
Eastward/outbound Section
SST
MLD
MCDW Thickness
Wind Speed
Westward/return Section
SST
MLD
MCDW Thickness
Wind Speed

Mean Chl in
mixed layer

Mean POC in
mixed layer

Mean POC:Chl
in mixed layer

----, -------, -------, -0.73
----, -0.73

----, -------, -------, -------, ----

----, 0.84
----, -------, 0.74
0.69, 0.96

----, -------, -------, -------, ----

----, -------, -------, -------, ----

----, -------, -------, -------, ----

----, -------, -------, -------, ----

----, -------, -------, 0.83
----, ----

----, -------, -------, 0.95
----, 0.95
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Figure 2.1: Southwestern Ross Sea with glider track (black line). The glider’s eastward
(outbound) section began December 19, 2010, and the westward (return) section ended
January 16, 2011. Gray areas represent topography above sea level or ice shelf.
Bathymetric data obtained from the Bedmap2 dataset [Fretwell et al. 2013].

43

SST

0.5
0
−0.5
−1

MLD

0
25

100
50
0

Mean ML
Mean ML
POC:Chl Ratio
POC

Mean ML
Chlorophyll

Wind

MCDW
Thickness

50
150

11 m/s

5
2.5
0
200
100
0
200
100
0
12/20

12/25

12/30

01/04

01/09

01/14

Date

173

174

175 176

177

178

179

180
179
Longitude ( °E )

178

177

176

175

174

173

Figure 2.2: Temporal and spatial distribution of (a) sea surface temperature (˚C), (b)
mixed layer depth (m), (c) depth thickness of MCDW (m), (d) 10 m wind speed (m s-1)
and direction, (e) mean mixed layer chlorophyll concentration (mg Chl m-3), (f) mean
mixed layer POC concentration (mg C m-3), and (g) mean mixed layer POC:Chl ratio
(mgC/mgChl). Vectors directed to the top of the page in (d) represent southerly winds.
All time-series lines are 5-point moving averages. The vertical dashed line located
between Jan. 2 and Jan. 3 demarcates the eastward section (to the left of the line) from
the westward section (to the right of the line).
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Figure 2.3: MODIS images of the southwestern Ross Sea of monthly composites of SST
for (a) December 2010 and (b) January 2011 and chlorophyll concentrations for (c)
December 2010 and (d) January 2011. The thin black lines illustrate the location of the
glider track. The white areas in (c) and (d) roughly represent locations where mean
monthly ice cover exceeded 50%. Gray areas represent topography above sea level or ice
shelf.
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Figure 2.4: Temperatures during the (a) eastward/outbound and (b) westward/return
glider sections. The thick black line represents a 5-point moving average of mixed layer
depth and hatched areas represent MCDW.
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Figure 2.5: Fluorescence-derived chlorophyll concentrations during the (a)
eastward/outbound and (b) westward/return glider sections. The thick black line
represents a 5-point moving average of mixed layer depth.
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Figure 2.6: Optical backscatter-derived particulate organic carbon concentrations during
the (a) eastward/outbound and (b) westward/return glider sections. The thick black line
represents a 5-point moving average of mixed layer depth.
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Figure 2.7: The average diel cycle of fluorescence; data are binned every half-hour. The
black line shows mean fluorescence (in arbitrary units of output counts) at 5 m depth and
the shaded region indicates the ±95% confidence interval.
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Figure 2.8: Eastward glider sections sub-sampled at reduced horizontal resolution (~50
km station spacing) for temperature (a, c) and fluorescence-derived chlorophyll (b, d).
Two different subsampled station sets are used (a,b vs. c,d, offset by 9 km, as illustrated
by dashed lines) to calculate mixed layer depths (thick black lines) and MCDW (hatched
areas). The specific locations of the selected stations strongly affect the contoured
chlorophyll distributions.
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3. CLIMATE CHANGE IMPACTS ON SOUTHERN ROSS
SEA PHYTOPLANKTON COMPOSITION,
PRODUCTIVITY AND EXPORT
Key Points
• Climate model scenarios for mid-21st and late-21st century indicate increases of primary
productivity and carbon export flux
• Shallower mixed layer depths cause diatoms to increase and Phaeocystis antarctica to
decrease by the mid-21st century
• Earlier availability of low light from melting sea ice causes Phaeocystis antarctica to
increase more than diatoms in the late-21st century

Plain Language Summary
Understanding how the global ocean responds to climate change requires knowing
the natural behavior of individual regions and anticipating how future changes will affect
each region differently. It is especially important to determine these behaviors for regions
changing in unique ways and for regions relatively undisturbed by human influences.
One such region is the Ross Sea, which has some of the most productive marine plants
and animals around Antarctica. Significant changes in the Ross Sea environment are
likely over the next century, but it is not known how these changes will impact the
marine food web. In this study, computer simulations give us an idea of how warmer
temperatures combined with other changes related to melting sea ice may impact the base
of the Ross Sea food web over the next century. The simulations show changes in algae
species, increases in the amount of plant matter produced, and increases in the amount of
plant matter that sinks from the well-lit ocean surface to deeper waters. The details of
what cause these changes in the simulations give us new ways of thinking about change
in the Ross Sea and point us toward parts of the system warranting further study.
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Abstract
The Ross Sea, a highly productive region of the Southern Ocean, is expected to
experience warming during the next century along with reduced summer sea ice
concentrations and shallower mixed layers. This study investigates how these climatic
changes may alter phytoplankton assemblage composition, primary productivity, and
export. Glider measurements are used to force a one-dimensional biogeochemical model,
which includes diatoms and both solitary and colonial forms of Phaeocystis antarctica.
Model performance is evaluated with glider observations, and experiments are conducted
using projections of physical drivers for mid-21st and late-21st century. These scenarios
reveal a 5% increase in primary productivity by midcentury and 14% by late-century and
a proportional increase in carbon export, which remains approximately 18% of primary
production. In addition, scenario results indicate diatom biomass increases while P.
antarctica biomass decreases in the first half of the 21st century. In the second half of the
century, diatom biomass remains relatively constant and P. antarctica biomass increases.
Additional scenarios examining the independent contributions of expected future changes
(temperature, mixed layer depth, irradiance, and surface iron inputs from melting ice)
demonstrate that earlier availability of low light due to reduction of sea ice early in the
growing season is the primary driver of productivity increases over the next century;
shallower mixed layer depths additionally contribute to changes of assemblage
composition and export. This study further demonstrates how glider data can be
effectively used to facilitate model development and simulation, and inform
interpretation of biogeochemical observations in the context of climate change.
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3.1 Introduction
The Ross Sea is a highly productive marginal sea in the Pacific sector of the
Southern Ocean. The continental shelf contained within this sea is the most productive
province of the Southern Ocean, with annual production averaging ∼180 g C
m−2 yr−1 [Arrigo et al., 2008]. Estimates of vertical carbon export have varied
substantially, ranging from ∼1% [Collier et al., 2000] to >50% of annual productivity
[Sweeney et al., 2000]. High productivity in the Ross Sea polynya is driven by two
functional groups, the haptophyte Phaeocystis antarctica that initially dominates the
annual bloom, and diatoms, which accompany P. antarctica early in the season and
regularly form a subsequent bloom later in the season. P. antarctica growth begins in
late-October soon after sea ice retreat is initiated and open-water polynyas form, allowing
sunlight to penetrate the water column [Smith and Gordon, 1997]. Mixed layers are still
relatively deep during this early phase of the growing season when P.
antarctica dominates the assemblage. Within days to weeks, the colonial form of P.
antarctica becomes a larger constituent than solitary cells [Smith et al., 2003a]. As time
progresses, these colonies undergo senescence and solitary cells are liberated [Smith et
al., 2017]. P. antarctica are rarely present by late-February or March when sea ice again
covers the area. Chlorophyll concentrations, as well as primary productivity, typically
peak in December [Arrigo et al., 2000; Smith et al., 2003b]. Early studies described the
pattern of biomass accumulation as unimodal [e.g., Smith et al., 2000], but further
evidence demonstrated that during the latter part of the season there is often a secondary
biomass peak as diatoms increase substantially and in some years dominate the
phytoplankton [Peloquin and Smith, 2007; Smith et al., 2010]. The mechanisms allowing
diatoms to bloom after P. antarctica decline are not fully understood, as it is typically
assumed that micronutrient resources (iron) are depleted late in the growing season and
would limit further growth.
Environmental conditions are critical in determining how the composition and
dynamics of the phytoplankton vary throughout the growing season. Observations from
an autonomous glider in 2010–2011 [Smith et al., 2014b] suggested that a transition of
the phytoplankton assemblage from P. antarctica to diatoms was associated with a
change in the ratio of carbon to chlorophyll (see Chapter 2). Analysis of the
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oceanographic conditions showed this change to be most highly correlated with
temperature; however, it was not clear whether the correlation represented a causal
relationship or a coincident seasonal trend. Wind, and its effect on mixing, has been
implicated as another important factor in determining phytoplankton dynamics in the
Ross Sea [Long et al., 2012; Neale et al., 2012; Queste et al., 2015; Jones and
Smith, 2017]. Other studies have investigated links between phytoplankton and
oceanographic variables. For example, an investigation using structural equation
modeling and data from January to February 2012 found summer phytoplankton growth
rates in the Ross Sea to be most affected by levels of iron [Mosby and Smith, 2016].
Irradiance levels likewise have been found to differentially affect phytoplankton growth
in the Ross Sea [Garcia et al., 2009; Mills et al., 2010; Feng et al., 2010].
On decadal time scales, the Ross Sea has been experiencing changes in both its
physical and biological conditions. Summer temperatures in the atmosphere have been
increasing over several decades at McMurdo station, located on Ross Island on the
southwestern continental shelf, and in the surrounding water [Jacobs and
Giulivi, 2010; LaRue et al., 2013], even though winter temperatures in the northwestern
margin of the Ross Sea have been decreasing [Sinclair et al., 2012]. Along with climatic
change in temperatures, sea ice and vertical mixing are changing in the Ross Sea.
Average sea ice extent and duration have in general been increasing throughout the Ross
Sea since at least the 1990s [Comiso and Nishio, 2008; Cavalieri and
Parkinson, 2008; Stammerjohn et al., 2008; Sinclair et al., 2014], but within the Ross Sea
polynya there have also been slight increases in the number of ice-free days between
1992 and 2013 [Schine et al., 2015]. A marked freshening of the Ross Sea has been
observed since the midtwentieth century, increasing the buoyancy of surface waters and
likely diminishing vertical exchange [Jacobs et al., 2002; Jacobs and Giulivi, 2010].
Additionally, the timing and magnitude of primary productivity in the Ross Sea have
been changing over the past two decades [Arrigo et al., 2008; Montes-Hugo and
Yuan, 2012; Schine et al., 2015]. Between 1997 and 2013, trends in annual net primary
production have been correlated with the number of ice-free days and have been
generally increasing in the area of the Ross Sea polynya, but decreasing to the east and
northwest [Schine et al., 2015].
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Climate model projections suggest the trend of increasing sea ice extent over the
past several decades is unlikely to continue into the future, but how this will impact the
phytoplankton is unknown. The Ross Sea is expected to experience warming throughout
the next century along with reduced summer sea ice concentrations and shallower mixed
layers [Bracegirdle et al., 2008; Bracegirdle and Stephenson, 2012]. Smith et al. [2014a]
utilized 21st century projections of winds and atmospheric temperature from a global
climate model, along with a boundary-imposed freshening [Jacobs and Giulivi, 2010], to
force regional simulations of physical conditions within the Ross Sea for the mid-21st and
late-21st century (described further in section 3.2.2.2). Their simulations with a coupled
sea-ice circulation-ice shelf model suggest a summertime expansion of the Ross Sea
polynya and shallower mixed layer depths over the next century. There have been efforts
to interpret the effects that similar physical changes will have on higher trophic levels in
the West Antarctic Peninsula [e.g., Ballerini et al., 2014], but the few projections of
future biogeochemical conditions in the Ross Sea utilize coarse resolutions and parameter
sets not specific to this region, making them unsuitable for detailed region-specific
analysis. For instance, a study of Earth System Models in the Coupled Model
Intercomparison Project 5 (CMIP5) showed a general trend of increasing surface
chlorophyll and integrated primary production by the end of the 21st century over a broad
area of the Ross Sea that included both the open ocean and continental shelf [Rickard and
Behrens, 2016]. However, the authors themselves point out that “the broad range of
solutions of the climate scale models for the Ross Sea suggests care has to be taken in
translating processes at the relatively large scale of these models to the regional scales.”
Furthermore, global model projections of phytoplankton do not include dynamics that are
specific to this region, such as P. antarctica morphotype transitions, thus limiting their
effectiveness in evaluating future changes in the Ross Sea. Although some experimental
studies have attempted to predict how Ross Sea phytoplankton will be altered in the next
century [Xu et al., 2014; Zhu et al., 2016], understanding how phytoplankton dynamics
are likely to respond to the full range of environmental changes in the Ross Sea remains
an open question.
To improve our understanding of ecosystem responses to future physical changes
in the southern Ross Sea, we applied a novel one-dimensional (1-D) modeling approach
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that includes P. antarctica morphotype transitions and utilizes high-resolution glider data
(Figure 3.1) for forcing and evaluation. Specifically, simulations were first conducted for
a contemporary time period to coincide with the approximate time and location of the
glider deployment, allowing for a robust skill assessment of the biogeochemical model. A
1-D test bed framework, designed for comprehensive model analysis, was used to drive
the biogeochemistry. This framework allows for direct application of observation-based
physical forcing fields derived from the glider data. Subsequently, potential effects of
climate-induced changes on Ross Sea biogeochemistry were investigated by running the
model under scenarios of future conditions and comparing the results to those of the
contemporary setting. The independent contribution of likely changes in different forcing
variables was also examined, facilitated by the 1-D analysis framework. In this paper, the
structure, forcings, and skill assessment of the model are first described in
section 3.2 before analyzing the results of the contemporary and future scenarios along
with their sensitivity to physical and biological inputs in section 3.3. The implications of
these model results are then discussed in section 3.4 in relation to our understanding of
changing biogeochemical dynamics in the Ross Sea, and conclusions are given in
section 3.5.

3.2 Methods
3.2.1 Modeling Approach
The biogeochemical Model of Ecosystem Dynamics, nutrient Utilisation,
Sequestration and Acidification (MEDUSA) [Yool et al., 2011] was adapted for the Ross
Sea and run within the Marine Model Optimization Testbed (MarMOT), an advanced
open-source 1-D model analysis framework [Hemmings and Challenor, 2012; Hemmings
et al., 2015].
3.2.1.1 MEDUSA Model Structure
MEDUSA is a lower trophic level model with two phytoplankton and
zooplankton groups (diatom and nondiatom phytoplankton; microzooplankton and
mesozooplankton), two detrital classes, and three nutrients: dissolved silicic acid (DSi),
dissolved iron (DFe), and dissolved inorganic nitrogen (DIN). In earlier analyses, data
assimilation experiments have been used to demonstrate that models with two
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phytoplankton and two zooplankton groups represent a good balance of realism and skill
for lower trophic level models [Xiao and Friedrichs, 2014]. MEDUSA is also well suited
for study of the Ross Sea in part because of its inclusion of iron and silicon dynamics. A
complete description of MEDUSA-1.0 is given by Yool et al. [2011].
MEDUSA has several notable characteristics. Nitrogen is the model's primary
“currency,” but the model allows phytoplankton to have different C:N ratios and diatoms
to have a variable Si:N ratio. Temperature-dependent growth of phytoplankton is limited
simultaneously by available light and nutrients. Diatoms incorporate silicic acid and are
grazed by mesozooplankton but not microzooplankton. Detritus is remineralized
throughout the water column and is modeled in two separate ways: slow-sinking detritus
is represented explicitly as a tracer whereas fast-sinking detritus is tracked implicitly as it
traverses the water column. Microzooplankton mortality contributes nitrogen and iron
directly to the slow-detritus tracer, but not to the fast-sinking flux. Another feature of
MEDUSA is that nitrate and ammonium are not included as independent state variables;
DIN represents the sum of both. The model includes an iron submodel (adopted from
Parekh et al. [2005] and based on Dutkiewicz et al. [2005]), which distinguishes between
“free” iron, which is removed throughout the water column by scavenging, and ligandbound forms. Rather than explicit modeling of iron complexation reactions, the ratio of
“free” and ligand-bound iron scales nonlinearly with total iron concentration according to
parameters of total ligand concentration and ligand binding strength. Sinking flux and
remineralization in MEDUSA are implemented using a ballast scheme that “protects” a
variable fraction of sinking material by inorganic ballasting minerals.
3.2.1.2 Modifications to MEDUSA
Adaptation of MEDUSA-1.0 for the Ross Sea implementation (MEDUSA-RS)
included replacing the original non-diatom tracer with two semi-independent tracers
representing P. antarctica. Solitary cells of P. antarctica (!! ) and colonies of P.
antarctica (!! ) are divided to represent the morphotype transitions that this species
undergoes during growth in the Ross Sea. Concentrations of P. antarctica and diatoms
are modeled as:
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where !!!! represents gross primary productivity of phytoplankton type x (and Px
signifies the biomass of a particular group: Pd for diatoms, Pc for P. antarctica colonies
and Ps for solitary P. antarctica), which is limited by temperature, light, and nutrients;
!! and !! represent grazing by micro- and mesozooplankton, respectively; !!,!!
represents density-independent losses such as respiration; !!,!! ∙ !

!!
!! !!!

∙ !! represents

other non-linear mortalities such as disease or grazing by implicit higher trophic levels;
and !!! represents passive sinking. The two transitions of P. antarctica, solitary cells
forming colonies (!! ) and solitary cells being liberated from colonies (!! ), are
represented in a manner adapted from Popova et al. [2007] with the following equations:

!! =

!! ∙ !! ∙ 1 − ƒ! ∙ !!",!! , !" !! ≥ !
,
0, !" !! < !

Eq. 4

!! = !! ∙ !! ∙ ƒ! ∙ (1 − !!",!! ),

Eq. 5

where !! is the max rate of colony formation, !! is the max rate of solitary cell
liberation, ! is a nutrient limitation factor based on Michaelis-Menten kinetics, ! is the
threshold concentration at which solitary cells undergo colony formation, ƒ! is a nondimensional switch that allows colonies to form in the photic zone and solitary cells to be
liberated when colonies are below the photic zone (ƒ! = 0.5 ∙ (!"#ℎ

!!!!!
!"

+ 1)), and

!!! is the photic zone depth. These transitions are calculated slightly differently than
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Popova et al. [2007], to include DFe limiting the formation and maintenance of P.
antarctica colonies (QFe,Pc term in equations above: see Table S2 for more details); the
parameters for the transition equations (!! , !! , !) have also been modified slightly from
the values in Popova et al. [2007] based on results of sensitivity tests.
Further changes to the model include the addition of sinking terms in the P.
antarctica colonies and diatom equations. These terms approach a maximum sinking rate
(!!! ) as the phytoplankton become increasingly nutrient limited:
!!! = !!!"#$ 1 − !!" !!,!! , !!",!! ,
!!! = !!!"#$ 1 − !"# !!,!! , !!",!! , !!" .

Eq. 6

Eq. 7

Export flux of carbon at a particular depth in the model is thus calculated as the
combination of passively sinking live P. antarctica colonies and diatoms with slow
sinking of small detrital particles and ballasted fast sinking of large detritus. The
aggregation of sinking particles is not modeled explicitly.
Several key parameters were also changed from MEDUSA-1.0 to be more
representative of conditions for the Ross Sea (Table 3.1). For example, distinct C:Chl
ratios [Ditullio and Smith, 1996] and C:N ratios [Arrigo et al., 2000] were set for each
phytoplankton group. In contrast to the setup described by Yool et al. [2011], MEDUSARS also does not include aeolian deposition. A sensitivity analysis revealed that realistic
concentrations of atmospheric iron deposition in the Ross Sea negligibly affect the
modeled phytoplankton, in accordance with field-based estimates [Winton et al., 2014].
All model equations are provided in the appendices (Table A2, A3).
3.2.1.3 Physical 1-D Modeling Framework
MEDUSA-RS was run within the Marine Model Optimization Testbed
(MarMOT), which allowed for standardized specification of input files and rapid
execution of multiple model runs. MarMOT does not solve for physical variables
prognostically. Instead, temperature and vertical diffusivity are provided as inputs
(section 3.2.2). In this study, diffusive motion is assumed to drive all vertical transport
and therefore vertical advection is set to zero. The model is configured to focus on
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dynamics within the euphotic zone, with a domain spanning the ocean surface to 200 m
and a vertical resolution of 5 m.
3.2.2 Model Forcings
Model simulations were conducted at 169˚E, 77.4˚S in the southern Ross Sea
(Figure 3.1) for the time period 1 October 2012 to 1 February 2013 to coincide with the
approximate time and location of an autonomous iRobot Seaglider deployment [Ainley et
al., 2015; Jones and Smith, 2017]. This facilitated using the glider data to derive physical
forcings for model integration over this time period, which we term the contemporary
control run (or simulation; section 3.2.2.1). The remaining physical forcings for the
control run are derived from satellite and reanalysis data. Climate scenario forcings were
generated from a regional Ross Sea hydrodynamic model (section 3.2.2.2), and boundary
conditions were set using climatological conditions (section 3.2.2.3).
3.2.2.1 Physical Forcings for Contemporary Control Run
Glider data (Figure 3.1) [Ainley et al., 2015; Jones and Smith, 2017], available in
the BCO-DMO data repository (http://www.bco-dmo.org/dataset/568868), were used to
generate the temperature and vertical diffusivity time series required to implement the 1D model. When available, temperatures were used to force the model directly; prior to the
glider deployment (22 November) temperatures in the model were set to the first
temperature profile measured by the glider (Figure 3.2a). After ice no longer covered the
ocean surface, mixed layer depths (MLD) were calculated from glider density profiles
using a threshold criterion of 0.01 kg m−3 (Chapter 2; Jones and Smith [2017]), and were
set to the first glider-determined MLD before the glider deployment (Figure 3.2b; during
ice covered time periods the water column was assumed to be well mixed) [Gordon et al.,
2000]. Following the approach of Llort [2015], vertical diffusivities, κz, were generated
by separating the water column into an upper actively mixed layer and a bottom layer of
low mixing. Diffusivity at the surface (κz = 10-3.5 m2 s-1) was reduced slightly to account
for friction at the air-sea interface, and the gradient between the value within the mixed
layer (κz = 10-0.5 m2 s-1) and below (κz = 10-3 m2 s-1) was smoothed.
Surface irradiances and surface iron fluxes are also required inputs for the 1-D
model. Percent ice cover was obtained from the Special Sensor Microwave
Imager/Sounder [Spreen et al., 2008] and averaged within a rectangular area (167˚E–
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173˚E, 77.5˚S–76.6˚S) surrounding the glider track. An Ice Melt Day (IMD) was defined
as a reference to mark the transition from winter conditions. The IMD was calculated as
the first day when ice coverage dropped below a threshold level of 80% and remained
below this level for at least 75% of the next 30 days. November 1 was calculated as the
IMD for the control run in 2012 (Table 3.2). Experiments demonstrated that the IMD was
not highly sensitive to changes in IMD thresholds. Surface solar radiation, including the
effect of cloud cover, was obtained from the 3 h forecast fields of the ERA Interim
dataset [Dee et al., 2011] at the location 169˚E, 77.35˚S. These values were multiplied by
percent ice cover to generate irradiance values that enter at the water surface (Figure
3.2c). Although this simplification does not account for the thickness of the ice or other
internal properties of the ice, it captures the first-order processes of irradiance attenuation
due to the presence of sea ice. Solar radiation values were assumed to be zero before the
IMD.
Input of iron into the water column was assumed to occur when sea ice melts. To
represent this, the simulation time period was initialized with a sea ice inventory of 5.8
µmol Fe m-2 [McGillicuddy et al., 2015]; decreases in sea ice, which are assumed to
represent melting, were used to generate a time series of iron input into the surface model
layer (Figure 3.2d). Although sea ice reduction in the real system is a combination of inplace melting and advection out of the area, the scarcity of data on these processes
constrains the simulation to represent melting only. This approach represents a spatial
averaging of iron input, and is likely a high estimate. The relative magnitude of iron input
was proportional to the magnitude of decrease in sea ice cover from a full 100%
whenever sea ice dropped below the previously lowest level of cover. For instance, 10%
of the initial inventory would be input into the surface model layer on a day in which sea
ice cover decreased a further 10% below the previously lowest ice cover percentage (e.g.,
from 50% to 40%).
3.2.2.2 Physical Forcings for Future Climate Scenarios
Forcings for the future climate scenarios were generated using output from
simulations of a sea ice-ocean-ice shelf model of the Ross Sea based on the Regional
Ocean Modeling System (ROMS) [Dinniman et al., 2007, 2011]. This implementation,
configured with 5-km horizontal grid spacing, 24 vertical layers, and including a dynamic
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sea ice model, was used to estimate changes in the physical dynamics of the Ross Sea
shelf between a contemporary simulation and midcentury (2046–2050) and late-century
(2096–2100) simulations. These future scenarios applied projected wind forcing and
atmospheric temperature changes from the CMIP3 A1B emissions scenario of the MaxPlanck-Institute European Centre/Hamburg 5 (ECHAM5) global climate model
[Jungclaus et al., 2006]. The observed freshening of the Ross Sea [Jacobs et al., 2002],
which is thought to be remotely forced due to an increased advection of low-salinity
water from the Amundsen Sea [Jacobs and Giulivi, 2010; Nakayama et al., 2014], was
simulated in the future climate scenarios by simply imposing a freshening at the lateral
boundaries. Further details of the ROMS model simulations and projected physical
conditions are given by Smith et al. [2014a].
Four forcing fields of MEDUSA-RS were altered for the climate scenario
experiments: temperature, vertical diffusivity, surface iron input, and solar radiation flux
(Table 3.2). These forcing fields were generated using the ROMS output fields of sea ice
cover, MLD, and temperature. For each of these outputs, difference fields were calculated
between the 5-day averages in the last 2 years of either the mid-21st or late-21st century
simulations and the last 2 years of the contemporary simulation, following the approach
of Smith et al. [2014a]. The difference fields of temperature and MLD were spatially
averaged within 166˚E–174˚E and 77.5˚S–76˚S and interpolated from 5-day averages to
daily values over the control simulation time-period to produce projected deviations from
the control representative of the study area. These differences were added to the currentday time series to generate the mid-21st and late-21st century fields. The timing of
polynya expansion in the ROMS simulations occurs on average 5 and 11 days earlier
over the continental shelf in the mid-21st and late-21st century [Smith et al., 2014a];
following this trend, the IMD, sea ice cover and surface iron input time series were
shifted 5 and 11 days earlier. Future vertical diffusivity fields were generated from the
modified IMDs and MLDs, and future irradiances were generated from the modified
IMD and sea ice time series. The future irradiances represented here come solely from
the projected changes in sea ice, therefore the future scenarios include, in effect, the same
cloud cover as the control scenario. Because of the significant uncertainty regarding
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future changes in the physical forcings, simulations were also conducted in which
forcings for the future scenarios were each halved or doubled (section 3.2.4).
3.2.2.3 Biogeochemical Initial and Boundary Conditions
Initial and bottom (200 m) boundary conditions for DIN and DSi were generated
using monthly climatological data with observations spanning 1970–2003 for the months
November through February [Smith et al., 2003b]. Average DIN and DSi concentrations
were calculated from this climatology within a bounding box of 164˚E–176˚E and 75˚S–
78˚S, which encompasses the entire 2012–2013 glider track (several other boundaries for
this box were tried, but the average concentrations did not depend strongly on the size of
the box). Initial profiles of DIN and DSi were set to the climatological values for
November, which was the climatological profile earliest in the season and closest to the
simulation start date. Bottom boundary values for DIN and DSi remained at the initial
condition values until the middle of November, transitioned over 1 month to the
climatological 200 m average (30.6 mmol N m-3 and 80.2 mmol Si m-3), and then were
held constant for the remainder of the simulation time period.
Since climatological DFe data are not available, boundary and initial conditions
for dissolved iron were drawn from Sedwick et al. [2011], Marsay et al. [2014], and
Gerringa et al. [2015]. Based on data within a bounding box of 166˚E–174˚E and
77.5˚S–76˚S, the bottom boundary condition for DFe was set to a constant 0.2 nM, which
is also a value attributed to Modified Circumpolar Deep Water (MCDW) [Gerringa et
al., 2015] and is close to the winter DFe “reserve value” present in the water column after
deep convective mixing during winter [McGillicuddy et al., 2015]. The DFe initial
condition was also set to 0.2 nM. Initial nitrogen concentrations of diatoms and solitary
P. antarctica were each set to 0.05 mmol N m-3 (approximately equal to 0.1 µg L-1 of
chlorophyll), while concentrations of colonial P. antarctica were set lower (0.001 mmol
N m-3) to allow colony formation to mimic patterns observed in situ. Initial
concentrations of both microzooplankton and mesozooplankton were set to 0.005 mmol
N m-3, and detritus was set to 0.01 mmol N m-3. Initial and bottom boundary conditions
for all biogeochemical variables were the same for the future climate scenarios as in the
contemporary run.
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3.2.3 Skill Assessment
Bio-optical measurements from the glider as well as climatological data were
used to evaluate the modeled biogeochemical distributions. Fluorescence and optical
backscatter counts were measured by the glider using a Wet Labs ECO Puck sensor and
converted to concentrations of chlorophyll and particulate organic carbon (POC),
respectively, using the regression equations of Jones and Smith [2017]. These were
binned into daily, 5 m vertical bins and compared to modeled chlorophyll as well as
POC, which was computed as the sum of phytoplankton, zooplankton and detrital carbon.
Climatological monthly means of chlorophyll, nitrate, and silicic acid from November,
December, and January [Smith et al., 2003b] were also compared with modeled values of
chlorophyll, DIN, and DSi. Dissolved iron values from the literature [Sedwick et al.,
2011; Marsay et al., 2014; Gerringa et al., 2015] averaged over the upper 50 m were
used for assessing performance of the model.
Model-data fit of the contemporary control run was assessed quantitatively using
statistical skill metrics that accentuate specific aspects of model performance [Stow et al.,
2009; Olsen et al., 2016], including root mean squared difference (RMSD), unbiased
RMSD, bias, standard deviation, and linear correlation. Bias, unbiased RMSD, and
RMSD were plotted using Target diagrams [Hofmann et al., 2008; Jolliff et al., 2009;
Friedrichs et al., 2009]. Target diagrams provide a straightforward method to compare
multiple simulations in terms of bias (y axis), unbiased RMSD (x axis), and total RMSD
(distance from origin). Target diagrams also provide information on whether the modeled
standard deviation is greater than that of the observations (model symbols fall to the right
of the y axis) or less than that of the observations (model symbols fall to the left of the y
axis). To determine the robustness of model skill assessment results to uncertainty in the
parameters and boundary conditions, the contemporary simulation was run with modified
(±20%, consistent with variability of DIN and DSI in the climatology) values of nutrient
boundary conditions (bottom conditions and initial conditions) and parameters that
directly affect phytoplankton growth, P. antarctica morphotype transition, and sinking.
These sensitivity runs were ranked according to normalized percent differences in RMSD
(summed for both chlorophyll and POC) between each sensitivity run and the control run,
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and model skill was assessed via Target diagrams for simulations in which the five
parameters to which chlorophyll and POC were most sensitive were modified.
3.2.4 Future Scenarios
To examine how Ross Sea phytoplankton composition, productivity and export
may change in the future, MEDUSA-RS was run with projected climate forcings (section
3.2.2.2) and results were compared with the contemporary control run (section 3.2.2.1).
Two scenarios were evaluated, forced by projected conditions for a midcentury period
and a late-21st century period (as described in section 3.2.2.2), and these are hereafter
referred to as the 2050 and 2100 future scenarios, respectively. Changes from the
contemporary control to a future scenario are denoted by Δ (e.g., ΔPP2050 for change in
primary productivity from the control to 2050 or ΔE2100 for change in export from the
control to 2100). Unless otherwise indicated, integrated primary productivity and export
values are integrated both over the model depth (200 m) and the simulation time period
(1 October 2012 to 1 February 2013) and given in units of g C m-2 yr-1. (Note, although
these values do not represent integrations over the entire year, roughly 90% of total
production occurs before February (W. Smith, personal communication, 2016).
In addition to examining the overall effect of projected changes in the four
combined physical forcings, the effect of each forcing change was examined
independently while keeping the other three forcings the same as in the contemporary
control run. Although in reality physical drivers of the ecosystem are not independent
from each other, these independent tests help to determine the robustness of the future
scenario results to uncertainty in the representation of the projected environmental
changes and to assess the linearity of the simulated effects from changing physical
forcings. For this purpose, simulations were also conducted in which forcings for the
future scenarios were each halved or doubled. Furthermore, robustness of the future
scenario results to uncertainty in parameters and boundary conditions was determined
from runs with modified (±20%) values of nutrient boundary conditions (bottom
conditions and initial conditions) and parameters that directly affect phytoplankton
growth, P. antarctica morphotype transition, and sinking. For the sake of focusing on the
effect of projected environmental changes, values of ΔPP and ΔE for these sensitivity
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runs were calculated with respect to the contemporary simulations with similarly
modified parameters and boundary conditions.

3.3 Results
3.3.1 Contemporary Control Run
3.3.1.1 Assessment of Chlorophyll and POC
The model results reproduce the drawdown of nutrients observed in
climatological data over the growing season (Figure 3.3), and the pattern of this
progression follows changes in the physical drivers. For example, small peaks in nutrient
concentrations occur in the model at the same time as short-term mixing events (e.g., on 5
December and 26 December; Figures 3.2b and 3.3). By mid-December, most of the sea
ice has disappeared and temperatures are as high as 1˚C (Figure 3.2). By this time, when
mixed layers are shallow and light levels are approaching their maxima, concentrations of
DIN within the upper 50 m have been reduced from their initial condition to an average
of ∼26 mmol N m-3, a decrease similar to the climatological trend (Figure 3.3). The DSi
is drawn down only slightly by 15 December, and less than in the climatological data;
however, by 15 January modeled DSi concentrations match the climatology closely
(Figure 3.3). Over this time period, DFe is reduced by more than either DIN or DSi,
reaching approximately one third of its initial concentrations by 15 December, matching
the range of observed values. Although there are additional inputs of iron in the model at
the surface from melting sea ice (Figure 3.2d), these do not drastically change the
dissolved iron concentrations averaged over the top 50 m, which reach low levels near
the end of the simulation (Figure 3.3).
Modeled distributions of chlorophyll and POC compare well with available data
(Table 3.3). In both the control simulation and glider observations, chlorophyll peaks in
December and decreases thereafter (Figure 3.4a). The maximum in chlorophyll occurs
after irradiance exceeds ∼400 W m-2 (Figure 3.2c), but irradiance continues to increase
throughout the second half of December, while chlorophyll concentrations begin to
decrease. Average concentrations of modeled chlorophyll in the upper 50 m are highly
correlated with measured chlorophyll (Table 3.3; Figure 3.4a). Concentrations of POC
reach their highest levels in the beginning of January after chlorophyll peaks, and remain
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elevated throughout the model simulation (Figure 3.4b). Upper 50 m averages of modeled
POC are strongly correlated with glider observations (Table 3.3; Figure 3.4b).
Model-data comparison is also visualized using Target diagrams [Hofmann et al.,
2008; Jolliff et al., 2009; Friedrichs et al., 2009], for the control run as well as for
simulations generated by increasing or decreasing the five parameter or boundary
conditions to which modeled chlorophyll and POC were most sensitive (Figure 3.5). The
control run has greater skill, i.e., a lower RMSD, than the mean of the observations,
indicating a model efficiency greater than zero [Stow et al., 2009]. For some modified
parameter or boundary conditions, total RMSD decreases for either chlorophyll or POC
while increasing for the other. For example, increasing the maximum growth rate for
diatoms results in a 12% reduction in chlorophyll RMSD but a 22% increase in POC
RMSD. Model skill is most sensitive overall to initial and boundary conditions of DFe,
for which a 20% decrease or increase results in a 10% reduction or 220% increase of
absolute bias in modeled chlorophyll and the greatest departure of total RMSD from the
control run. Model skill was also sensitive, albeit less so, to parameters involving P.
antarctica colonies.
Throughout the simulation, phytoplankton is the largest component of total POC,
with zooplankton and detrital biomass making up smaller contributions (Figure 3.6).
Beginning in the latter half of December, and after P. antarctica biomass has started to
decline, zooplankton carbon increases slowly until the end of the simulation, but remains
a small percentage (<10%) of total carbon throughout. These low abundances of
zooplankton are in qualitative agreement with cruise measurements showing low
heterotrophic plankton abundance in the spring and early summer of 1996–1997 [Dennett
et al., 2001]. Detrital carbon is highest at the beginning of January after P. antarctica
concentrations have started to decline (Figure 3.6).
3.3.1.2 Assessment of Phytoplankton Assemblage Composition, Productivity, and
Export
The relative dominance of P. antarctica and diatoms varies throughout the
contemporary control simulation (Figures 3.7a and 3.7b). Modeled solitary cells of P.
antarctica begin accumulating around 1 November, slightly earlier than colonies or
diatoms, as a result of increased available light, shoaling of the mixed layer and plentiful
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iron. Soon after their initial growth, solitary P. antarctica cells exceed the threshold
concentration in the model and begin forming colonies. Colonies then undergo a sharp
increase in abundance, becoming maximal in the first half of December (Figures 3.7a and
3.7b) when the mixed layer has shoaled to an average of ∼20 m (Figure 3.2b). By the first
week of December, average DFe concentrations in the upper 50 m have been reduced
from ∼0.2 to ∼0.14 nM due to P. antarctica growth (Figure 3.3). Diatoms accumulate
slower than P. antarctica, and diatoms are not a major constituent of the assemblage until
after mid-December, by which time they average ∼50 mg C m-3 in the upper 50 m,
accounting for >30% of total phytoplankton carbon (Figure 3.7b), although <10% of total
chlorophyll (Figure 3.7a). P. antarctica biomass declines during the latter half of
December as irradiance and temperatures continue to increase and mixed layers remain
shallow. Diatoms continue growing in January, even while average DFe in the upper 50
m remains less than 0.07 nM (Figure 3.3).
Although there are no temporally resolved data sets of in situ assemblage
composition to quantitatively compare to for this time/location as was possible for
chlorophyll and POC (Figure 3.5), the temporal shift in partitioning among
phytoplankton groups can be compared to other information in the literature. Studies
have shown that relative dominance of P. antarctica in the assemblage of the Ross Sea
polynya tends to reach maxima in December or early January, and colonies are the largest
component of P. antarctica cells at that time [Arrigo et al., 2000; Smith et al., 2003a,
2010, 2013]. The model time series generates a peak of P. antarctica colonies at a time in
agreement with the literature estimates of peak P. antarctica abundance (Figure 3.7).
Measurements of cell abundances along cruise transects in the Ross Sea polynya in
1996–1997 found that diatom and flagellated (solitary) P. antarctica cell abundances
reached maximum abundance between mid-January to late-January [Smith et al., 2003a].
Diatom biomass in the model is consistent with this documented pattern, although
modeled solitary P. antarctica cells peak just after mid-December (Figures 3.7a and
3.7b), which is slightly earlier than measurements by Smith et al. [2003a] suggest.
Additional pigment and nutrient analyses revealed that subsequent to spring maxima of
P. antarctica colonies, diatoms can become either equally dominant with P. antarctica or
more dominant in late spring and summer [Smith et al., 2006; Peloquin and Smith, 2007;
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Smith et al., 2013], and this is reproduced in the model (Figures 3.7a and 3.7b). Glider
observations of chlorophyll and POC during 2011 also suggested that a temporal
succession from P. antarctica to diatoms occurred after 10 January (see Chapter 2),
similar to the pattern followed by phytoplankton chlorophyll (Figure 3.7a).
The timing of modeled primary production generally follows the pattern of total
phytoplankton carbon in the model, with primary productivity integrated over the model
simulation reaching 112 g C m-2 yr-1. Modeled productivity generally agrees well with
Ross Sea estimates computed for other years [Saba et al., 2011] and is not substantially
different from estimated annual production of 87 g C m-2 yr-1 for 2012–2013 computed
from MODIS satellite observations for the western Ross Sea [McGillicuddy et al., 2015].
Export flux of organic carbon at 200 m in the model (19 g C m-2 yr-1) represents ∼17% of
total primary production in the overlying water column, but varies from ∼2% in early
November to a maximum of 42% in late-January (Figure 3.7c). The mean daily carbon
export flux (151 mg C m-2 d-1) is within the range of flux estimates reported from
elemental budgets, yet higher than estimates of carbon flux from moored sediment traps
[Smith et al., 2011]. Carbon export flux increases more slowly than productivity; a
similar lag between productivity and export was observed in 1991–1992, when
productivity estimates were maximum in early January while flux estimates were
maximum in late-February representing a lag of ∼50 days [Smith and Dunbar, 1998].
Lags of 4 weeks between productivity and export flux maxima were observed in 2005–
2006 as well [Smith et al., 2011]. Thorium isotope estimates of POC flux at 100 m in this
area also indicated a maximum after mid-January 1997 [Cochran et al., 2000]. Carbon
export flux begins to increase in the second half of December and throughout January,
after the P. antarctica have mostly disappeared from the upper waters, reaching ∼30–
50% of primary productivity in late-January.
3.3.2 Future Climate Scenarios
3.3.2.1 Phytoplankton Biomass and Assemblage Composition
Application of mid-21st and late-21st century forcing to MEDUSA-RS yields
increases in overall phytoplankton biomass in both future scenarios; however, these
increases are dependent on the assumed future physical forcing conditions. Despite
significant uncertainties in the future physical forcing (uncertainties in Figures 3.8a and
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3.8b represent results of doubling and halving future changes in physical forcing), the
increase (from the contemporary control run) in phytoplankton biomass is considerably
greater in the late-century scenario than in the midcentury scenario (Figures 3.8a and
3.8b). Not surprisingly, the uncertainty in phytoplankton biomass in the late-century
simulation is much greater than in the midcentury simulation, though both scenarios
show increases in biomass.
The simulated changes in biomass result from the unique effects of the four
independent physical forcings (i.e., temperature, MLD, solar radiation flux, and surface
iron flux). In particular, earlier influx of solar radiation is the primary driver of increased
integrated phytoplankton carbon from the control run to both the midcentury and latecentury scenario (Figures 3.8a and 3.8b). Changes in MLD, in contrast, result in
decreased integrated phytoplankton carbon in the midcentury scenario, which, when
combined with the effects of the other physical forcings, results in a smaller increase in
biomass for the run with combined forcings. Shifts toward earlier input of iron from
melting sea ice have less of an impact than irradiance and MLD midcentury, though
earlier input of iron has a moderate negative impact on productivity in the late-century
scenario. Temperature increases have positive yet minimal direct impacts on total
phytoplankton biomass for both midcentury and late-century.
The three phytoplankton groups respond quite differently to the forcing changes
(Figures 3.8c and 3.8d). Diatom carbon increases ∼60 g C m-2 from the control run to
midcentury, whereas total P. antarctica carbon decreases ∼30 g C m-2, with solitary P.
antarctica biomass decreasing by approximately half as much as colonial P. antarctica.
These overall changes are largely due to the shallower MLDs of the midcentury forcing
(Figure 3.8c). In the late-century scenario, both diatom and P. antarctica biomass are ∼70
g C m-2 higher than in the contemporary control run, implying a small increase of only
∼10 g C m-2 in the second half of the 21st century for diatoms and a larger increase of
∼100 g C m-2 for P. antarctica. Again, the impact of temperature on growth and
remineralization rates and changes in surface iron flux do not have major impacts on
simulated future phytoplankton assemblage composition in the Ross Sea (Figure 3.8d).

80

3.3.2.2 Productivity and Export
Primary productivity and carbon export are greater in both the midcentury and
late-century scenarios compared to the control (Figure 3.9). In addition, productivity and
export in the late-century scenario are greater than in the midcentury scenario, although
differences between the future scenarios and control are more robust to uncertainties in
the future physical forcings than differences between the two future scenarios
(uncertainties in Figure 3.9 represent results of doubling and halving future changes in
physical forcing). Integrated productivity increases 6 g C m-2 yr-1 (5% increase), which is
twice as much as carbon export at 200 m increases (3 g C m-2 yr-1) from the control run to
midcentury (Figures 3.9a and 3.9c). Primary productivity is 15 g C m-2 yr-1 greater (14%
increase) in the late-century scenario than the contemporary control run and export flux
of carbon increases 4 g C m-2 yr-1 (Figures 3.9b and 3.9d). Throughout the 21st century,
carbon export represents ∼18% of total primary production. The timing of maximum
productivity for the groups change in the future scenarios, with diatoms reaching a
productivity maximum in both midcentury and late-century approximately 1 week earlier
than in the control; P. antarctica, on the other hand, reach maximum productivity 4 and
10 days earlier in the midcentury and late-century scenarios, respectively.
Productivity and carbon export flux at 200 m in the future scenarios are affected
more by changes in MLD and irradiance than by the direct effect of temperature or
changes in surface iron flux from melting ice. Changes in MLD have minor impacts on
total productivity and are much less than the effects of changes in irradiance (Figures
3.9a and 3.9b). In contrast, the magnitude of ΔExport from MLD changes is similar to
that from changes in irradiance (Figures 3.9c and 3.9d). Shifts in the timing of surface
iron input result in lower productivity and carbon export, but these changes are barely
significant. The impact of higher temperatures on phytoplankton productivity is generally
less than any of the other independent effects, however, runs with higher temperature
show a minor increase in carbon export flux for both future scenarios. For both the mid21st and late-21st century scenarios, the combined effect of the four physical forcing
changes on productivity and export is different from a linear summation of their
individual effects.
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3.3.2.3 Sensitivity of Scenario Results to MEDUSA-RS Parameters and Boundary
Conditions
Simulated changes in productivity and export between the contemporary control
run and the future scenarios also depend on boundary conditions and model parameter
values (Figure 3.10). Their impact on projected environmental changes was evaluated by
comparing future and contemporary scenarios with similarly modified (±20%) values.
Variation in the DFe bottom boundary condition and the maximum growth rate of
diatoms results in the greatest change in ΔPP and ΔE estimates. A 20% increase
(decrease) in the bottom boundary concentration of DFe results in a 52% increase (27%
decrease) in ΔPP in 2050 and a 32% increase (21% decrease) in 2100 (Figure 3.10). On
the contrary, a 20% increase (decrease) in the diatom growth rate results in a 14%
decrease (61% increase) in ΔPP in 2050 and a 7% decrease (47% increase) in 2100.
Changes in productivity and export were less sensitive to other parameters, such as the
phytoplankton sinking rates and half saturation coefficients for iron uptake. The threshold
concentration (!) for P. antarctica colony formation affects ΔPP and ΔExport more than
the other two morphotypes transition parameters !! and !! (Figure 3.10). The future
scenario results were relatively insensitive (<5% change in ΔPP and ΔE) to other
parameters, such as the initial slope of the photosynthesis-irradiance curve (α) for solitary
P. antarctica cells and the boundary values of DIN and DSi.

3.4 Discussion
3.4.1 Implications of Future Ross Sea Changes
The simulated future phytoplankton assemblage and productivity changes
(Figures 3.8 and 3.9) are similar to those hypothesized in other studies of the Ross Sea.
Smith et al. [2014a] suggest that production will likely increase due to changes in
summer sea ice concentrations and hypothesize that shallower MLDs will cause diatoms
to dominate the future phytoplankton assemblage relative to P. antarctica. A competition
experiment by Xu et al. [2014] also suggests that future conditions of light, CO2, and
temperature may favor diatoms over P. antarctica. Results from a culture experiment
investigating the interactive effects of temperature and iron led Zhu et al. [2016] to
conclude that the distribution of diatoms would likely expand relative to P. antarctica in
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the future, primarily due to temperature impacts on growth rate. The simulations here are
in accord with these suggestions of increased diatom production for 2050; however, the
simulations in this study suggest that this increased diatom productivity may not continue
throughout the second half of the 21st century. Instead, during this later time period, the
model projects that increases in P. antarctica will exceed those of diatoms as a result of
interplay between MLD changes and an earlier beginning of the growing season when ice
melts. Additionally, the simulations here suggest direct effects of increased temperature
on growth and remineralization rates over the next century will be small compared to
effects of changes in MLD and irradiance.
Carbon export is of particular interest in the Ross Sea due to high productivity,
and because aggregates appear in a greater abundance than in many other areas of the
world [Asper and Smith, 2003]. The midcentury model scenario produced both an
increase in the relative proportion of diatom productivity and a ∼13% increase in export,
which contrasts with the hypothesis advanced by Xu et al. [2014] that carbon export may
decrease as assemblage composition shifts in the future toward more diatoms. Between
the midcentury and late-century scenarios, however, the proportion of productivity
exported remained nearly constant rather than declining as P. antarctica production
increased relative to diatoms. Evidence on the relative contribution of diatoms and P.
antarctica to Ross Sea export is mixed, with some suggestion that diatoms may
contribute to carbon export to a lesser extent than P. antarctica [DiTullio et al., 2000];
however, although diatoms may sink more slowly they also may form more aggregates
[Asper and Smith, 2003]. In accordance with these observations, P. antarctica colonies in
the model do sink faster than diatoms, although liberation of solitary cells and
remineralization in the model limited export of P. antarctica. Recent observations found
collapsed P. antarctica colonies, known as ghost colonies, below intact colonies; this
indicates the possibility of P. antarctica contributing greater to carbon flux than hitherto
estimated, although the sparseness of observed ghost colonies during the single season of
measurements led the authors to concede the possibility of revealing greater contributions
of ghost colonies to export flux with more measurements [Smith et al., 2017].
Future changes in phytoplankton composition, productivity and export have
implications for the rest of the Ross Sea food web. Although it is tempting to speculate
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that an increase in diatom productivity would provide increased energy to grazers and
thus increase secondary production, the Ross Sea is considered a “wasp-waist” food web,
in which abundances of middle trophic level taxa are relatively low, despite high primary
production and high abundances of higher trophic levels [Ainley et al., 2015]. In
particular, microzooplankton abundance is demonstrably low in the Ross Sea [Caron et
al., 2000; Dennett et al., 2001], and if zooplankton increases linearly with phytoplankton
then low abundances may simply continue over the next century in part because surplus
production may be recycled or exported depending on the relative fraction ingested
versus egested. The model used here excludes grazing of P. antarctica colonies, based on
previous studies suggesting P. antarctica colonies are ineffectively grazed by
zooplankton [Tang et al., 2008]. However, other model results suggest that in the Ross
Sea polynya low zooplankton abundances may be a result of temporal decoupling from
early and rapid growth as opposed to any inherent resistance of P. antarctica to
zooplankton grazing [Tagliabue and Arrigo, 2003].
The MEDUSA-RS model does not explicitly model trophic levels above
mesozooplankton, but future contributions to higher trophic level production will likely
depend on how relative abundances of diatoms and P. antarctica change, regardless of
the decoupling versus grazing-resistance mechanism. For example, Euphausia
crystallorophias is the dominant krill species in the southern Ross Sea [Sala et al., 2002],
but much is unknown about this species' relationship to phytoplankton. Mesozooplankton
abundances on the continental shelf appear to be less than on the continental slope or
seamounts to the North of the shelf break [Stevens et al., 2015]. Any interpretation of
potential implications for top predators, such as penguins, are tenuous as contemporary
observations indicate that primary production in the Ross Sea sometimes, but not always,
exhibits covarying relationships with higher trophic level species such as seals and
penguins [Dugger et al., 2014; Paterson et al., 2015; Ainley et al., 2015]. For instance, in
contrast to East Antarctica where variation in primary production explains 64% of the
variation in penguin colony size, in West Antarctica, where the Ross Sea is located,
variation in primary production only explains 13% of variation in penguin colony size
[Arrigo and Van Dijken, 2003].
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3.4.2 Mechanisms of Future Ross Sea Changes
The magnitude and direction of productivity changes in future scenarios simulated
here are determined not by one individual environmental driver, but by the interactive
effects of multiple factors. Direct effects of temperature on growth and remineralization
rates had the smallest impact on primary productivity of the four manipulated forcings in
these model experiments, even when the predicted temperature change was doubled
(Figure 3.9a). Synoptically, satellite observations from 1997 to 2013 reveal a significant
positive relationship between temperatures and net primary production [Schine et al.,
2015], and intraseasonal glider observations show strong correlations between sea surface
temperature (SST) and biomass variations in the Ross Sea (see Chapter 2). However,
observed correlations with temperature inherently include indirect effects on other
physical conditions such as sea ice, light availability, and surface iron fluxes. Other
studies have also shown that temperature changes often have less of an effect alone than
when accompanied by concurrent changes in irradiance or nutrients, especially iron. For
instance, shipboard incubation experiments found the effects of increased temperature to
be generally less than the effects of increased iron concentrations [Rose et al., 2009].
Furthermore, structural equation modeling, which is a multivariate statistical analysis
technique for determining direct and indirect causal relationships, in the Ross Sea
revealed a weaker relationship between phytoplankton and temperature as compared to
MLD or iron concentrations [Mosby and Smith, 2016]. Manipulation experiments with
Ross Sea phytoplankton demonstrated a response by diatoms to increased temperatures,
whereas P. antarctica did not respond to temperature increases except when accompanied
by increased iron as well [Zhu et al., 2016]. The simulations here reproduce this
differential response, with diatom productivity increasing more than P. antarctica in
response to increased temperatures.
Vertical mixing, which is strongly regulated by sea ice and wind, is another
important factor shaping the phytoplankton assemblage, productivity and export in the
Ross Sea. In these simulations, MLD estimates are obtained from glider observations,
which implicitly include effects of sea ice and wind. Wind plays an important role in
perturbing phytoplankton biomass distributions on intraseasonal timescales throughout
the Southern Ocean [Fitch and Moore, 2007]. During this particular glider deployment,
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short-term wind events are implicated in disrupting phytoplankton growth and increasing
export flux, especially near the time of peak bloom [Jones and Smith, 2017]. Short-term
wind events can be considered represented by the changing MLDs observed by the glider.
More broadly, the observed freshening of the Ross Sea continental shelf is not solely a
result of local atmospheric changes, but rather broader changes such as increased melt
water from the Amundsen Sea ice shelves [Jacobs and Giulivi, 2010; Nakayama et al.,
2014]. If this freshening continues, it will lead to MLD shoaling [Smith et al., 2014a] that
drives the changes in phytoplankton composition simulated here.
This study found primary productivity to be most impacted by changes in
irradiance, which is the primary limiting resource in the early period of the growing
season and is predominantly regulated by sea ice [Massom and Stammerjohn, 2010].
These results suggest that irradiance is not only the primary contemporary factor in
regulating phytoplankton production, but future changes in irradiance due to earlier
reduction of sea ice can lead to greater changes in phytoplankton production and export
than future changes in MLD, timing of surface iron input and temperature. Diatoms and
P. antarctica have been referred to as “layer formers” and “mixers,” respectively,
reflecting their different strategies for optimizing carbon fixation under varying light
levels [Cullen and MacIntyre, 1998; Kropuenske et al., 2009]. In future scenarios
modeled here, earlier melting of sea ice opens the ocean surface to irradiance during a
time when solar radiation levels are lower than later in the season. This extension of the
lower light period permits an extended period of growth for P. antarctica, which are
noted for their relative dominance in conditions of lower light availability [Arrigo et al.,
1999, 2000, 2010]. In midcentury scenarios this irradiance effect is outweighed by the
effect of changes in MLD that enable greater diatom growth just at the time when P.
antarctica reach maximum biomass in the contemporary system. However, in the late21st century scenarios the enabling of P. antarctica growth under lower surface
irradiances offsets the changes in MLD.
3.4.3 Uncertainties in Future Ross Sea Changes
The use of a one-dimensional (1-D) modeling framework is an experimental
design choice, often appropriate because of the importance of vertical exchanges that are
critical to plankton dynamics. This approach is frequently a valuable first step before
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exploring a system with a more computationally intensive 3-D model. The principal
advantage of using a 1-D framework is the ability to run a multitude of scenarios
relatively quickly for sensitivity experiments or data assimilation experiments aimed at
parameter identification [Schartau et al., 2017]. A wide array of assimilation experiments
permits more in-depth intermodel structural comparisons [Friedrichs et al., 2007] and the
ability to run large ensemble simulations makes it easier to explore the effects of
uncertainties from various sources [Hemmings and Challenor, 2012]. The 1-D setup
established here will facilitate a more comprehensive study of uncertainty in future work.
A particular source of uncertainty is the extent to which the observations used,
both to drive and evaluate the model, are representative of the wider study area. Model
simulations in this study, for example, are not representative of the entire Ross Sea
continental shelf, and thus do not include the spatial heterogeneity that is observed in this
region [e.g., Arrigo and McClain, 1994; Nelson et al., 1996; Sweeney et al., 2000].
Instead, the 1-D simulations can be considered as representing spatially averaged
conditions of the southern Ross Sea. Horizontal advection is assumed to be negligible,
even though horizontal transport and eddies may be important near island land masses
and the Ross Ice Shelf [Gerringa et al., 2015; Li et al., 2017]. In principle, uncertainties
associated with lateral fluxes could similarly be investigated by using the 1-D test bed
framework in conjunction with 3-D model experiments [Hemmings et al., 2015]. In
addition to spatial considerations, having suitable glider observations from a single year
limits the representativeness of the contemporary control simulation. Compared to other
years, Jones and Smith [2017] report that the 2012–2013 year was warmer, more
stratified, and experienced lower average wind speeds. However, ice coverage values and
solar radiation time series around the location of the glider indicate that the 2012–2013
year was similar to the 2 years prior and the year after.
It is useful to consider additional sources of uncertainties from model structure,
boundary conditions, and parameters. Structural choices during the development of the
MEDUSA-RS model determined certain aspects of the scenario results. For example, the
method by which the carbon to chlorophyll ratio varied throughout the simulation (fixed
for each group, but varying in total with compositional changes) could affect the scenario
results. Modeling the morphotype transitions between solitary cells and colonies of P.
87

antarctica was achieved in a relatively simple manner but can have a large effect on the
consequent simulation results. Here the rates of transition were determined in part by iron
limitation, but additional control variables could be included. Although not necessarily a
large component of the P. antarctica export, ghost colonies may be prevalent within the
Ross Sea, and their effect on phytoplankton dynamics should be explored further [Smith
et al., 2017]. There are also considerable uncertainties in the future physical forcing
fields. Here these were estimated by doubling/halving the differences from the current
state in the future physical fields. Although these sensitivity experiments demonstrated
that the absolute magnitude of productivity and export changes were a direct, though
nonlinear, function of the magnitude of future physical changes, the relative magnitudes
were not; the relative importance of the four physical forcings, when modified
independently, were independent of the absolute magnitude of the future projected
change. Finally, there are also uncertainties in parameters and boundary values, which
were examined by increasing and decreasing these values by 20%. These modifications
were shown to have an impact on the magnitude of modeled future changes in
productivity and export although the directions of change were insensitive to these
modifications. In general, uncertainties in future irradiances had the largest effects on
future productivity and export, although uncertainties in diatom growth rate and boundary
concentrations of iron had substantial effects as well. The uncertainties in MLD and
timing of surface iron input flux were of similar relative importance as the uncertainties
in a few sensitive model parameters, such as the growth rate of P. antarctica solitary
cells, the sinking rate of P. antarctica and the initial P-E slope of diatoms. More robust
parameter optimization analyses with MEDUSA-RS are needed to further determine the
region of parameter space that is most consistent with the contemporary observations and
to estimate future scenario uncertainties by down-weighting results for parameters that
are less consistent with contemporary observations. Work toward this goal is currently
underway using the data assimilative capabilities of MarMOT [Hemmings and Challenor,
2012].
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3.5 Conclusions
The impacts of projected environmental changes on Ross Sea phytoplankton were
investigated with the MEDUSA-RS biogeochemical model, and results of these changes
in forcing provide three main findings. First, future changes in physical condition lead to
increases in total primary productivity and carbon export flux over the 21st century.
Second, between the contemporary and midcentury simulations, diatoms increase while
P. antarctica decrease, whereas in the late-21st century P. antarctica increase while
diatom biomass changes very little. This is because in midcentury the effects of
irradiance changes are outweighed by MLD changes, whereas in the late-century scenario
earlier melting of sea ice extends the growing season of P. antarctica earlier into a period
of lower average irradiances. Third, the overall increased irradiance from melting sea ice
drives primary production increases, however shallower MLDs additionally cause
increased export and assemblage changes. There is often difficulty teasing apart
mechanistic relationships from in situ measurements alone, and application of
biogeochemical models is often limited by the quantity and type of in situ data
appropriate for evaluation and forcing. The use of glider measurements, to generate
physical forcings and evaluate in situ biomass, along with a 1-D model here demonstrates
the effectiveness of a synthetic approach, which partly overcomes the individual
limitations of these otherwise distinct approaches.
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Table 3.1: Parameter values used in this study.
Parameter Name

Symbol

C:Chl ratio

C:Chl

P.a. colonies,
P.a. solitary,
diatoms
40, 30, 150

C:N molar ratio

C:N

7.3, 7.3, 6.4

Maximum growth
rate at 0˚C

V

0.5, 0.5, 0.375

d-1

Chl-specific initial
slope of P-E curve
Half saturation conc.
for Fe uptake

α

3, 3, 0.6

kFe

0.1, 0.05, 0.005

gC (g chl)-1 (W
m-2)-1 d-1
mmol Fe m-3

Half saturation conc.
for DIN uptake
Metabolic loss rate

kN

0.5, 0.5*, 0.75*

mmol N m-3

µ1

0.02, 0.02*, 0.02*

d-1

Mortality halfsaturation conc.
Maximum
gravitational sinking
rate
P.a. maximum colony
formation rate
P.a. threshold
solitary cell conc. for
colony formation
P.a. maximum rate of
solitary cell
liberation from
colony

kmort

0, 0.5* 0.25

mmol N m-3

Wmax

20, 0*, 5

m d-1

cF

5

d-1

τ

0.4

mmol N m-3

cL

1.6

d-1

Popova et al.,
2007†

g

Micro-, mesozooplankton
0.3, 0.225

d-1

kgraz

0.2, 0.1

mmol N m-3

Yool et al.,
2011†
Yool et al.,
2011†

Maximum grazing
rate
Grazing half
saturation
concentration

Units

Reference
DiTullio and
Smith, 1996;
Mathot et al.,
2000†
Arrigo et al.,
2000; Mills et
al., 2010
Smith and
Gordon, 1997;
Smith et al.,
1999†
Mills et al.
2010†
Coale et al.,
2003; Garcia et
al., 2009†
Yool et al.,
2011
Yool et al.,
2011
Yool et al.,
2011†
Smith et al.,
2011†
Popova et al.,
2007†
Popova et al.,
2007†

* indicates value is unchanged from Yool et al. [2011]
† indicates value has been modified from the reference value as a result of sensitivity
tests
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Table 3.2: Physical forcings for the control run and 2050 and 2100 climate scenario
simulations

Temperature (SST in °C)
MLD (m)
Irradiance (W m-2)
Iron input (day when 50%
of initial surface iron has
entered the water)
IMD (day)

Control run
(Average)
-0.96
77
240
15 Nov

2050
(Average)
-0.67
72
254
10 Nov

2100
(Average)
-0.16
55
272
4 Nov

1 Nov

27 Oct

21 Oct
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Table 3.3: Statistical comparison between biomass values of control run and glider
observations averaged over the upper 50 m.

Chlorophyll
(mg m-3)
POC
(mg m-3)

Bias

RMSD
0.7

Correlation Model mean
± standard
deviation
0.94
3.0 ± 1.4

Glider mean
± standard
deviation
2.6 ± 1.6

0.41
27

45

0.84

210 ± 69

92

237 ± 55

Figure 3.1: Southwestern Ross Sea showing the glider transect, overlaid on bedmap2
bathymetry of the shelf [Fretwell et al., 2013]. Dark gray areas represent topography
above sea level or glacial ice.
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Figure 3.2: Physical forcings used for the model control run. (a) Sea surface temperature,
(b) mixed layer depth, (c) maximum daily irradiance, and (d) surface iron flux. Dotted
lines before 22 November 2012 indicate times prior to the first measurements of the
glider; hatched areas indicate times before the IMD.
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Figure 3.3: Mean modeled DIN (blue line), DSi (orange line), and DFe (purple line) for
the upper 50 m of the control run; shaded areas show standard deviations. Dots for nitrate
and silica represent climatological values with error bars of one standard deviation for the
upper 50 m. Dots for iron represent upper 50 m values from the literature.
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Figure 3.4: Mean modeled biomass from the control run (blue line) and the glider (black
line) over the upper 50m for (a) chlorophyll and (b) total POC, with shaded areas
representing one standard deviation.
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Figure 3.5: Target diagrams for the control run comparing (a) modeled daily chlorophyll
with glider-derived chlorophyll and (b) modeled daily POC with glider-derived POC for
the upper 50 m. Skill values are also shown for the top five parameters to which
chlorophyll and POC were most sensitive. Upward (downward) pointing triangles
indicate runs in which the parameter was increased (decreased) by 20%. The radius of the
dashed circle represents the total RMSD of the control run, and the radius of the solid
circle represents standard deviation of the glider observations. Abbreviations BC and IC
refer to (bottom) boundary condition and initial condition, respectively, and pacol
indicates P. antarctica colonies.
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Figure 3.6: Partitioning of modeled POC into constituent model state variables.
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Figure 3.7: Time series of modeled (a) chlorophyll and (b) carbon for each
phytoplankton group averaged over the upper 50 m. Shaded areas represent one standard
deviation. (c) Time series of depth-integrated primary productivity (solid line) and carbon
export flux at 200 m (dotted line).
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Figure 3.8: Change in time-integrated (and depth-integrated to 200m) phytoplankton
carbon between the contemporary control run and the (a) mid- and (b) late 21st century
climate scenarios. Changes in biomass of each phytoplankton group are also shown
between the contemporary control run and the (c) mid- and (d) late 21st century climate
scenarios. Bars indicate changes due to temperature, MLD, surface iron flux, irradiance,
and all four forcings combined. The effect of halving and doubling physical forcing
deltas (between contemporary and future scenarios) are shown by the capped error-bars;
the dotted error-bars for Fe indicate when doubling (halving) of the delta resulted in a
greater (less) reduction in phytoplankton carbon.
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Figure 3.9: Change in productivity from the contemporary control to the (a) mid- and (b)
late 21st century climate scenarios, and change in carbon export flux at 200 m from the
contemporary control to the (c) mid- and (d) late 21st century climate scenarios. The
effect of halving and doubling physical forcing deltas (between contemporary and future
scenarios) are shown by the capped error-bars; the dotted error-bars for Fe indicate when
doubling (halving) of the delta resulted in a greater (less) reduction in productivity.
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Figure 3.10: Effects of modified parameter values and boundary conditions on
productivity (a, c) and export (b, d) for the future scenarios. The height of each bar
represents change from the contemporary control to the future scenarios. Light gray bars
on the left of each pair (dark gray bars on the right of each pair) indicate runs in which
the parameter or boundary value was decreased (increased) by 20%. Only shown are
parameter or boundary conditions for which a 20% change resulted in more than a 5%
change in ∆PP or ∆Export. Abbreviations BCFe and SfceFe refer to boundary
concentration (including both bottom and initial condition) and surface iron
concentration, respectively, and other abbreviations and symbols are identified in Table
3.1.
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Chapter 4:
Assimilating bio-optical glider data: Time and space variability
during a phytoplankton bloom in the southern Ross Sea
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4. ASSIMILATING BIO-OPTICAL GLIDER DATA: TIME
AND SPACE VARIABILITY DURING A
PHYTOPLANKTON BLOOM IN THE SOUTHERN ROSS
SEA
Key Points
• Assimilating bio-optical glider data reduced model-data misfit by ~50%, and resulted in
reduced estimates of depth-integrated primary production (PP) and increased carbon
export at 200 m; this resulted from an increase in diatomaceous production throughout
much of the growing season.
• Assimilating data with a cruise-based sampling frequency resulted in a wide range of
solutions with varying estimates of PP and export (up to 58% different from the optimal
solution), depending on which days were sampled.
• Assimilating data with a satellite-based sampling frequency (surface only) resulted in an
underestimation of carbon export flux (by ~40%) and an overestimation of chlorophyll,
particulate organic carbon (POC) and PP.
• Assimilating data from different spatial areas resulted in less variation of optimal
solutions than assimilating data from different time periods in the phytoplankton bloom
progression, emphasizing the critical importance of temporal dynamics relative to spatial
dynamics in the Ross Sea; these temporal differences were primarily driven by
decreasing colonial P. antarctica growth rates, faster sinking of colonies, and increasing
C:Chl ratios as the bloom progressed from the accumulation stage through dissipation.
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Abstract
The Ross Sea is a region characterized by high primary productivity in
comparison to other Antarctic coastal regions and is marked by considerable variability
both spatially (1-50km) and temporally (days to weeks). This variability presents a
challenge for inferring phytoplankton dynamics from observations that are limited in time
or space, which is often the case due to logistical difficulties of sampling. To better
understand the spatiotemporal variability of Ross Sea phytoplankton dynamics and
determine how restricted sampling may skew dynamical interpretations, high-resolution
bio-optical glider measurements were assimilated into a one-dimensional biogeochemical
model adapted for the Ross Sea. Assimilation of glider data using the micro-genetic and
local search algorithms in the Marine Model Optimization Testbed improves model data
fit by 50%, generating rates of integrated primary production of 104 gC m2 y-1 and export
at 200m of 27 gC m-2 y-1. Assimilating subsampled glider data at a frequency consistent
with cruise-based sampling results in a wide range of primary production and export
estimates, which depend strongly on timing of the assimilated observations. Data
assimilated from only the surface layer at a frequency consistent with available satellitederived data results in 40% lower carbon export. Less variation among optimal solutions
is generated when assimilating data from different spatial regions than from different
time periods in the bloom progression. These temporal differences are primarily driven
by lower colonial P. antarctica growth rates, faster sinking of colonies, and higher C:Chl
ratios at the end of the bloom compared to the beginning. This analysis highlights the
need for careful consideration of impacts of frequency, duration, and coverage when
developing observational strategies that are intended to provide data for use with
ecosystem models.
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4.1 Introduction
Phytoplankton blooms in the Ross Sea are responsible for some of the highest
rates of productivity in the Southern Ocean [Arrigo et al., 2008], and yet the assemblage
exhibits considerable spatiotemporal variability [DiTullio and Smith, 1996; Hales and
Takahasi, 2004; Smith et al., 2010]. This heterogeneity makes inferring phytoplankton
dynamics from observations that are limited in time and/or space difficult, as well as
allowing the possibility of inferring incorrect system-level dynamics. In the Ross Sea
(Figure 4.1), observations of phytoplankton blooms are constrained by logistical
challenges of sampling them, and this reduced observational coverage may affect the
inferred dynamics and produce biases in productivity or export estimates. However, the
magnitude of the underlying ecosystem variability that contributes to these potential
biases is not well understood, nor is it well known how the use of different observational
platforms in the Ross Sea might affect the inferred dynamics. Acquiring data with an
appropriate resolution is important for assessing phytoplankton variability [Hales and
Takahashi, 2004].
Over the past several decades, biogeochemistry in the Ross Sea has been observed
by ship and satellite, providing data at different temporal and spatial resolutions. Since
Ross Sea phytoplankton became a focus of scientific research in the late 1970s, water
column measurements have primarily come from research vessels [e.g., El-Sayed et al.,
1978; Smith and Nelson, 1985; Vaillancourt et al., 2003]. Typically, sampling stations
are separated by tens of kilometers [Hales and Takahashi, 2004], and although vessels
may return to resample a station, they typically do not return more than once or twice in a
single year. During the 1990s, the use of remote sensing was expanded to look more
closely at the Ross Sea bloom [Arrigo and McClain, 1994], and satellite retrievals have
continued to provide valuable insights into characteristics of the assemblage [Arrigo et
al., 1998; Arrigo and van Dijken, 2004; Peloquin and Smith, 2007; Schine et al., 2015].
Satellite observations offer a synoptic view of spatial regions at frequencies that are
within the time scale of biological changes (e.g. growth); however, the presence of sea
ice and clouds often obscures remote-sensing measurements in the Ross Sea [Arrigo et
al., 1998].
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At the mesoscale (days-weeks, 1-10 km), gliders are a relatively recently
available and effective means to characterize variability of the assemblage, and the
development of ice-avoidance algorithms has enabled the use of gliders in the Ross Sea
for these purposes. As described in Chapter 2, a glider equipped with bio-optical sensors
was directed along a section near 76° 40′ S and provided valuable estimates of biomass
variability on short time scales. Glider-derived estimates of the POC:Chl ratio suggested
a transition from a Phaeocystis antarctica to a diatom-dominated assemblage over
several days. Jones and Smith [2017] also used glider observations to distinguish three
phases of the Ross Sea bloom and identified high frequency (hours) associations between
wind-driven mixing and biomass. A perennial challenge when using glider data (as well
as ship-based data), however, is separating the effects of time and space (see Chapter 2;
Little [2016]).
Numerical models are another approach for examining phytoplankton variability
in the remote Ross Sea, providing an effective means for coordinating knowledge and
understanding the underlying system complexities [Leonelli, 2009; Vallverdú, 2014].
Furthermore, numerical simulations offer the ability for experimental manipulations that
would be impractical or impossible in the real system. Such manipulations were
implemented in the scenario experiments described in Chapter 3 to investigate how
projected physical changes alter the dynamics of the phytoplankton assemblage. These
experiments showed that earlier availability of low light resulting from sea ice reduction
was the primary driver of projected increases in production and export and composition
change over the next century.
In this study, data assimilation, which refers to methodologies that systematically
combine a mathematical model with observations, is used to obtain an optimal
representation of the Ross Sea’s lower trophic levels. Specifically, observations from an
autonomous glider are assimilated into the biogeochemical model of the Ross Sea
(described in Chapter 3) to better constrain the spatial and temporal variability of
phytoplankton dynamics in this region and to examine the space and time requirements of
the observations to produce realistic system representations.
Section 4.2 provides background information on the data assimilation approach
and its implementation to systematically identify optimal model parameter values (e.g.,
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growth rates, sinking rates, C:Chl ratios) that are consistent with available data. This is
followed in Section 4.3 by a description of the glider data, modeling methods used, and
experiments conducted. Results of the observation-platform experiments and space/time
experiments are given in Section 4.4, with a discussion of these results in Section 4.5.

4.2 Background on data assimilation methodology
In biogeochemical applications [Hofmann and Friedrichs, 2001], data
assimilation is often used to improve estimates of model parameters which are frequently
poorly known [Matear, 1995; Lawson et al., 1995,1996; Fennel et al., 2001; Spitz et al.,
2001; Friedrichs, 2002; Schartau and Oschlies, 2003; Hemmings et al., 2004; Losa et al.,
2004; Kidston et al., 2011; Doron et al., 2013; Xiao and Friedrichs, 2014a,b; MelbourneThomas et al., 2015; Gharamti et al., 2017]. This entails a smoothing or optimization
procedure, in which elements of the model are adjusted to minimize differences between
the model output and the observations [Schartau et al., 2017]. A cost function is
calculated to provide an aggregate measure of the differences between observations and
model output. The optimization algorithm searches for model parameters that minimize
the value of this cost function. A variety of techniques have been used for parameter
estimation in marine biogeochemical models [Hofmann and Friedrichs, 2002; Gregg et
al., 2009]. These include gradient-based methods such as the variational adjoint, and
general optimization methods such as simulated annealing, particle swarm, and
evolutionary algorithms. A combined approach with a genetic algorithm is chosen for use
in this study because of its search efficiency and ease of setup, and is described in more
detail below.
4.2.1 Genetic Algorithms
Genetic algorithms (GA; including the micro-genetic algorithm [µGA] used here)
are a subtype of computational methods known as evolutionary algorithms, so-called
because of their inspiration from, and metaphoric relationship to, biological evolution.
Described using this metaphor, a GA procedure begins with the generation of an initial
population of candidate solutions, in which each individual in the population is
represented by a ‘chromosome’, i.e. a sequence of binary values or bits. The population is
then modified over successive generations by variation and selection processes operating
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on these chromosomes. The population in each generation experiences, like a natural
population, increases in diversity through generation of individual variants (i.e.,
recombination or crossover) and decreases in diversity by the removal of maladapted
individuals (i.e., selection). When the diversity of the population has decreased below a
threshold, which indicates that the population has converged on a single solution or
solution area, the GA is terminated. As stated by Poli et al. [2010], “If we could visualise
the search performed by [GA], we would often find that initially the population looks like
a cloud of randomly scattered points. As the generations pass this cloud changes shape
and moves in the search space. Because [GA] is a stochastic search technique, in different
runs the cloud moves in different ways….”
Genetic algorithms have several advantages for optimization. A particularly
notable feature is the intrinsic parallelism of GAs [Bajpai and Kumar, 2010]. The
evaluation of fitness across a population allows for an efficient search in multiple
directions simultaneously, as opposed to algorithms that evaluate one search direction at
a time. This may enable it to effectively optimize a larger set of parameters than other
methods. Another advantage is that GAs are well-suited for systems with multiple local
minima (i.e., underdetermined systems for which multiple sets of parameter values
produce the same model-data misfit; Ward et al. [2010]). Unlike some gradient-based or
hill-climbing search methods, GAs are less likely to become trapped in local minima due
to their stochasticity. An additional advantage of GAs is that they can be generalized.
New versions of the algorithm do not need to be developed for optimizing different
models, as is needed for variational adjoint approaches.
The micro-GA (µGA) is a subtype of genetic algorithm that uses three steps to
transition from one generation to the next, described following the biological metaphor
as: selection, crossover, and resampling. Individual candidate solutions are either selected
or rejected for reproduction based on their fitness value; Crossover combines the genetic
information from two individuals; and resampling produces a new generation from the
offspring. The µGA utilizes a relatively small number of individuals in each population
(small compared to larger-sized populations used in the traditional GA) [Krishnakumar,
1990]. Together, the actions of crossover, regeneration, and selection perform the
essential operations of parameter search: exploration (examining possible solutions in
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distant regions of the search space) and exploitation (utilizing current information to
examine neighboring regions of the search space) [Črepinšek et al., 2013].
An advantage of the µGA is its reduced risk of premature convergence. The GAs
operate by allowing population diversity to decrease until convergence upon a solution. A
risk is that the population may converge on a suboptimal solution, leaving the area in
which the optimum solution resides unexplored [Pandey et al., 2014]. The chance of
premature convergence to a suboptimal solution is lowered in the µGA by
reinitializations after each convergence, generating new random populations while
maintaining the elite, or best fit, individual from the previous set [Schmitt, 2001]. This
contrasts with traditional GAs that do not use reinitializations, which can instead lower
the chance of premature convergence by inclusion of a mutation step (random changes to
single bits) between crossover and sampling.
4.2.2 Implementation with MarMOT
In this study, optimizations were carried out using the µGA implementation in the
Marine Model Optimization Testbed (MarMOT). The optimization begins with a
population of five individual parameter sets randomly generated for the first µGA
generation [Hemmings and Challenor, 2012]. An evaluation of the cost function for each
model solution (i.e., from each individual ‘chromosome’) indicates the ‘fitness’ of each
individual. A binary tournament procedure is then followed to select parents from this
population for the next generation. The most-fit individuals (i.e., those with the lowest
cost function values) are paired with one another and undergo recombination of their
chromosomes according to uniform crossover. Elitism maintains a ‘clone’ of the fittest
individual from each generation. After each generation, the diversity of bits is calculated
to determine whether the population has converged to a similar solution.
Once the threshold for convergence has been achieved, Powell’s non-gradient
direction set algorithm performs a local search using the µGA solutions as a starting
point. The direction set method performs sequential minimizations in iterative directions,
updating the search direction after each iteration [Powell, 1964; Press et al., 1992].
Although the µGA, which is well suited for global search problems partly because of its
stochasticity, requires bounds on the search space to be defined, Powell’s direction set
algorithm does not require a bounded search space and is suited for searching for a local
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optimum. Brent’s method, which combines root-bracketing with secant and inverse
quadratic interpolation [Brent, 1973], is used to numerically locate cost minima between
neighboring function evaluations in each iteration of the direction set. The optimization
algorithm stops after a certain threshold number of minimizations, or when the cost
function value stops decreasing. The optimized parameter values are those that generated
this cost function minimum.
4.2.3 Numerical Twin Experiments
Numerical Twin Experiments (NTEs) are useful for assessing the ability of data
assimilation implemented with a particular configuration (i.e. the chosen optimization
algorithm, free parameter space, model, and observation space) to identify parameter
values that actually represent system dynamics [Lawson et al., 1995, 1996; Spitz et al.,
1998; Friedrichs, 2001]. The implementation of NTEs involves four primary parts
[Hofmann and Friedrichs, 2001]. First, the chosen model is run forward in time to create
a simulation using a known, “true” parameter set. Second, output from this simulation is
sub-sampled to create a so-called “synthetic” data set. Third, the synthetic dataset is then
assimilated to optimize model parameters. Fourth, the optimized parameter set is
compared to the true parameter set. The assimilation is successful if the optimized values
recover the true parameters used to generate the assimilated synthetic data.
In the context of marine biogeochemical modeling, NTEs have been used for
various purposes by manipulating aspects of the assimilation setup. For example, NTEs
have been applied to determine effects of observational errors or data availability
[Friedrichs, 2001; Hemmings and Challenor, 2012; Xiao and Friedrichs, 2014a,b;
Löptien and Dietze, 2015], evaluate uncertainty or variability in parameter values for
different times or regions [Losa et al., 2004; Doron et al., 2011], test or validate the
ability of an assimilation algorithm [Lawson et al., 1996; Kidston et al., 2011; Pelc et al.,
2012; Li et al., 2013; Kriest et al., 2017; Song et al., 2016], and determine an appropriate
parameter space for further assimilations [Gunson et al., 1999; Schartau et al., 2001;
Kidston et al., 2011].
As described in section 4.3.4.3, NTEs were used in this study to verify the
effectiveness of the assimilation procedure and to select the parameter space to be
optimized. The availability of high-resolution glider data allowed assimilation
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experiments to be conducted using real observations instead of using NTEs to accomplish
the first two above-mentioned purposes, i.e. determining the effects of data availability
and to evaluate variability in optimal parameters values for different time periods.

4.3 Methods
4.3.1 Biogeochemical model
Numerical experiments were conducted with the Model of Ecosystem Dynamics,
nutrient Utilisation, Sequestration and Acidification for the Ross Sea (MEDUSA-RS;
Chapter 3), a regionally adapted version of MEDUSA-1.0 [Yool et al., 2011]. Three
phytoplankton groups are represented in the MEDUSA-RS model: colonial P. antarctica,
solitary P. antarctica, and diatoms. Phytoplankton growth is temperature dependent as
well as limited by light and nutrient availability. Colonial P. antarctica, diatoms, and
detritus experience sinking. The model handles the sinking of large detrital particles
implicitly as a fast-sinking group to avoid issues related to the scale of the model time
step and to avoid the need for an additional tracer. A ballast scheme is used to allow
inorganic materials to “protect” a variable fraction of the sinking organic material from
degradation. Full description of the model, how it was adapted for the Ross Sea, and its
set-up using physical forcings from glider observations are given in Chapter 3.
4.3.2 Data for assimilation
In situ observations used for the assimilation experiments came from an iRobot
Seaglider equipped with a Wet Labs ECO Puck sensor (see Chapter 3) and are available
in the BCO-DMO data repository (http://www.bco-dmo.org/dataset/568868). Glider
dives from 22 November 2012 to February 01 2013 covered a horizontal area spanning
76.83 - 77.44 ˚S and 168.9 - 171.97 ˚E (Figure 4.1). Data spanning the upper 200 m of
the water column were binned into hourly, 5-m vertical bins. Concentrations of
chlorophyll (Chl) and particulate organic carbon (POC) were derived, respectively, from
fluorescence and optical backscatter counts measured by the sensor and converted using
the regression equations (see Chapter 3). These bio-optical quantities were used for
calculating model-data misfits during assimilation.
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4.3.3 Assimilation framework and cost function
Parameter optimization experiments were carried out using the Marine Model
Optimization Testbed (MarMOT), an advanced open-source 1-D model analysis
framework [Hemmings et al., 2015]. The ‘cost function’, J, is defined as a measure of
misfit between a particular model solution and observational data, and here is computed
as a weighted average of the squared differences between simulated and observed values:
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where ! is the number of observation points, ! is the standard deviation of each variable,
!! is the simulated value of either chlorophyll or POC at the ith observation point and !!
is its observed value. In this study, model parameters were optimized in MarMOT by
finding the minimum of this cost function through a combination of the µGA algorithm
and Powell’s non-gradient direction set algorithm (see Section 4.2).
4.3.4 Selection of parameters to be optimized
Even though it is tempting to try to optimize all parameters in a model,
uncertainty in parameter estimates increases as the number of optimized parameters
increases [Friedrichs et al., 2007; Ward et al., 2010]. Although the optimization of more
parameters generally lowers the assimilated cost, the increasing potential for equifinality
with more parameters means the optimization may find equivalent low-cost solutions
with substantially different parameter values. Therefore, before assimilating observations
and optimizing parameters, a subset of “free” or “optimizable” model parameters must be
chosen. In this study, these parameters are selected through a three-step process: (1)
defining a range of permitted values for every parameter, (2) evaluating which
parameters model output is most sensitive to, and (3) evaluating how many of these
sensitive parameters can be reasonably optimized when assimilating the available data.
Initial values for each parameter were set to values identified in Chapter 3 (Table 3.1).
4.3.4.1 Parameter ranges
Upper and lower bounds of the allowable range for each free parameter must be
defined for the µGA (see Section 4.2). These ranges were defined loosely following
Hemmings et al. [2015]. After optimization tests using the original rules from Hemmings
et al. [2015], wider bounds for parameters were adopted to reflect a greater uncertainty in
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their optimal values. Bounds were set to be geometrically symmetric (factor of 4 for
rates, factor of 5 for half-saturation concentrations) around initial values for rate
parameters and half-saturation concentrations. For fractional parameter values, limits
were set to +/- 0.25 their initial values, although not allowed to exceed 0.05 or 0.95.
Ranges for parameters not expressed as fractions were log-transformed for sampling
purposes.
4.3.4.2 Sensitivity Analysis
Parameters to which model outputs are highly sensitive are important and useful
to optimize. In contrast, it is futile to optimize parameters to which model outputs of
interest are not sensitive; no amount of varying these parameters will result in improved
model performance. Therefore, the first criterion used to designate a parameter as
optimizable was the sensitivity of model outputs to the values of that parameter. Model
sensitivities were evaluated for assimilated variables (Chl and POC) and carbon fluxes of
interest (primary production (PP) and carbon export at 200 m). To quantify the
sensitivities of these outputs to each of the 80 parameters in the model, a series of runs
were conducted following the approach of Hemmings et al. [2015]. Each run used a
unique sample of parameter values, drawn from the parameter space using a Latin
hypercube, an approach that provides greater coverage than Monte Carlo of the full
parameter space. One thousand values were drawn from sequential intervals throughout
the range for each parameter. Using this technique, unique parameter sets were
constructed such that over the course of all runs, the full range of values for each
parameter was represented.
The model was run 1000 times, each time using one of the unique parameter sets
resulting from Latin hypercube sampling of the full parameter space. Sensitivity was
quantified by evaluating the amount of variance in the output diagnostics explained by
each parameter (i.e. by computing the coefficient of determination (r2) between each
parameter and each of the four output variables of interest; Figure 4.2). Model outputs
were most sensitive (r2 ≥ 0.01 for all four outputs (Chl, POC, PP and export)) to
attenuation of blue-green light by phytoplankton pigments, diatom maximum growth rate,
and C:Chl ratio for solitary P. antarctica. Three additional parameters (maximum growth
rate of P. antarctica colonies, maximum growth rate of solitary P. antarctica, and
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microzooplankton maximum grazing rate) exhibited r2 ≥ 0.01 for both chlorophyll and
POC. The 21 parameters with r2 ≥ 0.01 (Figure 4.2) were selected for further evaluation
(section 4.3.4.3).
4.3.4.3 Using NTE parameter recoveries for selecting optimizable subset
After selecting the 21 potentially optimizable parameters, NTEs (section 4.2.3)
were conducted to evaluate the extent to which known values of sensitive parameters
could be recovered given the data available for assimilation. This procedure is similar to
that followed by Friedrichs et al. [2007] for determining the subset of optimizable
parameters. First, a reference simulation was generated using the initial parameter set as
defined in Chapter 3, and chlorophyll and POC estimates from this reference simulation
were subsampled to generate a synthetic data set. Starting with a parameter space defined
by the set of 21 parameters deemed sensitive in the Latin hypercube tests (Figure 4.2), a
series of sequential NTEs was then performed with a progressively smaller number of
optimized parameters: after each NTE, the optimized parameter that was most different
from its ‘true’ value was removed from the optimizable parameter set. Thus, after each
NTE the number of optimized parameters was reduced by one. The series of NTEs was
evaluated to identify the largest parameter set for which the original parameter values
were recoverable and the cost function remained essentially zero. From this analysis, it
was determined that optimizing eight parameters would be ideal, because values of these
eight parameters were recovered much better than larger parameter sets and model-data
misfit (cost) remained low (Figure 4.3); this eight-parameter space consisted of the
parameters shown in Table 4.1.
4.3.5 Assimilation experiments
The µGA optimization procedure was used to assimilate glider data from the
upper 50 m of the full temporal and spatial domain, referred to hereafter as the Full
Assimilation case. (Comparisons showed only minor differences between assimilating
data from the upper 50 m vs. the full upper 200 m). In addition to the Full Assimilation
case, two sets of experiments were conducted to explore several aspects of data
availability and spatiotemporal variability. The first set of experiments investigated the
assimilation of Chl and POC data from different sources: subsampling the glider data
provided observation subsets that mimic data resolution from cruise-based sampling and
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satellite-based remote sensing. The second set of experiments examined differences in
model solutions resulting from assimilating different sequential periods in time or regions
in space. Estimates of depth- and time-integrated PP and time-integrated carbon export at
200 m were computed from the full model solution in each experiment and optimized
parameter values were compared between the experiments.
A ‘reconstructed’ cost (!! ) was calculated for both sets of experiments, and
represents the model-data misfit computed over all available data, including both
assimilated and unassimilated data (see section 4.3.3). This value quantifies the ability of
an optimized model to simulate dynamics consistent with a complete observational
dataset, after optimization using only a subset of those data. The reconstructed cost is
similar to a “predictive cost”, which represents the model-data misfit computed using
unassimilated data only [Friedrichs et al., 2006; Ward et al., 2010; Schartau et al., 2017].
Thus the predictive cost is an objective measure of the skill of an optimized model in
reproducing dynamics of an independent dataset collected from a system different in time
or space [Gregg et al., 2009]. However, each experiment here contains different amounts
of unassimilated data, so predictive costs would not be directly comparable to each other
or to the Full Assimilation cost. Therefore, the reconstructed cost, representing misfit
over the full model simulation, is used to assess the skill of each optimized simulation
regardless of which subset of the available data is assimilated. By computing the
reconstructed cost after each assimilative run, the skill of the resulting simulations can be
compared directly with one another and to the Full Assimilation case.
4.3.5.1 Experiment #1a – Assimilation of glider vs. cruise-based data
Glider data were subsampled at a reduced temporal resolution similar to cruise
sampling (Table 4.2). In cruise missions, sampling often takes place for a few days in one
location before moving elsewhere, and the ship sometimes returns to the first location
after a number of weeks. To roughly mimic this sampling pattern, daily vertical profiles
were assimilated for three days in a row, starting from the first day of available glider
data (22 Nov), and then three days of data were assimilated two weeks later. Shifting this
pattern forward one week at a time generated a series of eight “cruise-based” observation
sets.
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4.3.5.2 Experiment #1b - Glider vs. satellite
Glider data were assimilated only from the upper 5-m surface layer to produce a
data set resembling satellite-derived data. These data were then subsampled at two-week
intervals, to represent typical data return from remote sensing observations of ocean color
in the Ross Sea, where excessive cloud cover frequently limits the availability of satellite
image retrieval (Table 4.2). The two-week subsampling pattern covered the entire period
of glider data (22 Nov - 1 Feb), and was sequentially shifted forward one day at a time to
generate a series of 14 “satellite-based” observation sets.
4.3.5.3 Experiment #2a - Time periods
Glider observations were individually assimilated from three different time
periods (TP1, TP2, TP3). The temporal divisions were adapted from periods termed
“accumulation,” “dissipation,” and “post-dissipation,” based on upper 50 m chlorophyll
concentrations derived from the glider [Jones and Smith, 2017; Table 4.2). In each
optimization, Chl and POC observations were assimilated from one of the time periods
while excluding observations from the other two time periods (Figure 4.4a).
4.3.5.4 Experiment #2b - Spatial sections
Observations from different spatial areas of the glider track were assimilated.
After calculating the first and third quartiles of latitude and longitude values from the
glider track, the area was divided into three latitude bands and three longitude bands. An
observation set from each spatial band (Table 4.2) was used for six different versions of
this experiment (Figure 4.4b,c).

4.4 Results
4.4.1 Assimilation of full glider observation set
Assimilation of the glider data over the full temporal and spatial domain (Full
Assimilation Case) improves the model-data fit of both Chl and POC (Figure 4.5a,b) and
reduces the cost by nearly half (47%) compared to the a priori simulation without
assimilation (Table 4.3). Average chlorophyll and POC concentrations in the upper 50 m
are both slightly lower (8% and 12%, respectively) in the calibrated simulation. After
assimilation, the contribution of each phytoplankton group to total chlorophyll remains
similar to the no assimilation case (Figure 4.6a,c), but colonial P. antarctica carbon is
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lower and diatom carbon is higher in December and early January (Figure 4.6b,d).
Compared to the initial simulation without assimilation, PP is slightly lower (7%),
whereas export flux is nearly 50% higher (Table 4.3). Compared to their initial values,
colonial P. antarctica parameters change the most as a result of the optimization, with
reductions between 40-70% for the colonial P. antarctica maximum growth rate,
maximum sinking rate and C:Chl ratio (Table 4.4). In contrast, the diatom maximum
growth rate and C:Chl ratio increased (~10% and 20% respectively).
4.4.2 Experiment 1: Assimilation of cruise-based and satellite-based data subsets
Assimilation of data subsampled with a frequency typical of cruise observations
(Experiment 1a) results in a wide range of solutions, with several Chl and POC time
series exhibiting markedly different peak bloom timings (Figure 4.5c,d). Two of the
solutions yield substantially higher concentrations of POC in November, and chlorophyll
peaks range from mid-November to early January. The PP estimates from these cruisebased assimilations span a broad range (-12% to +50%) around the Full Assimilation
estimate but are generally higher (Figure 4.7a). In contrast, this experiment yields export
estimates that are only slightly lower than the Full Assimilation case, however they also
exhibit a large range (-58% to +23%) around the Full Assimilation estimate (Figure
4.7b).
Assimilation of data subsampled as satellite-based observations from the surface
layer (Experiment 1b) results in Chl and POC concentrations generally higher than the
Full Assimilation case (Figure 4.5e,f). The median integrated production is higher (9%)
than the Full Assimilation estimate and higher than the cruised-based assimilation
estimate (Figure 4.7a; Table 4.3). However, the range of PP estimates for this satellitebased assimilation case is smaller than those for the cruise-based assimilation case
(Figure 4.7a). Despite generally higher PP and higher POC concentrations, carbon export
from the satellite-based assimilation is substantially lower (41%) than the Full
Assimilation estimate (Figure 4.7b; Table 4.3). In fact, export estimates from individual
runs in this experiment are all lower (-19% to -56%) than the Full Assimilation estimate
(Figure 4.7b). Again, the range of export estimates is smaller for the satellite-based
assimilation, as compared to the cruise-based assimilation.

131

4.4.3 Experiment 2a: Assimilation of glider data from three distinct time periods
Assimilation of data only from the first, or “pre-bloom,” time period (TP1) results
in Chl and POC concentrations that match the glider data well during the time period of
assimilation (green lines and boxes in Figure 4.5g,h); however, after the assimilation
window model-data mismatch increases. In TP2 and TP3 POC is generally lower than the
glider data (Figure 4.5h). In contrast, Chl concentrations are overestimated compared to
the data after the assimilation window (Figure 4.5g). Another consequence of this
assimilation is both lower PP (19%) and lower export (26%) than the Full Assimilation
case (Table 4.3). The reconstructed cost from the pre-bloom observation subset is higher
than both the dissipation (124%) and post-dissipation (10%) observation subsets (Table
4.3), indicating that optimization of the model using only these pre-bloom data results in
a solution farthest from the total assimilation case.
When assimilating observations from the second, or “dissipation,” time period
(TP2) only, mean modeled POC and Chl concentrations match the glider data both before
and after the assimilation window (orange lines and boxes in Figure 4.5g,h), although Chl
concentrations are slightly underestimated in late November and early December (Figure
4.5g). This assimilation results in only slight changes of PP and export values from the
Full Assimilation case (Table 4.3). Furthermore, the reconstructed cost from assimilating
data from this “dissipation” period is the lowest of the three time periods, reflecting the
ability of the model to more accurately reproduce the full set of observations when
assimilating data from this time period than from the other time periods (Table 4.3).
Mean concentrations of Chl and POC in the third, “post-dissipation” (TP3)
assimilation experiment (purple lines in Figure 4.5g,h) match the observed glider data
well during the assimilation window, as expected. However, these concentrations
increase substantially earlier than indicated by the glider data, as well as earlier than
either of the other time-period experiments (Figure 4.5g,h). In this experiment, the Chl
and POC concentrations plateau earlier and do not reach as high values as the glider data
indicate, remaining lower throughout most of December and into January. This
assimilation experiment additionally results in higher (32%) PP, but lower (23%) export
than the Full Assimilation case (Table 4.3). The intermediate reconstructed cost from the
“post-dissipation” observations indicates that this simulation matches the full glider
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observations more closely than assimilation of the pre-bloom observations but not as well
as the assimilation of the second time-period, “dissipation,” observations.
Assimilating data from the three different time periods results in three different
sets of optimized parameter values. The colonial P. antarctica maximum growth rate
decreases from the first time period to the last time period, whereas the colonial P.
antarctica C:Chl ratio and maximum sinking rate both increase (Figure 4.8). In contrast
to colonial P. antarctica, the solitary P. antarctica maximum growth rate and the C:Chl
ratios are both highest in the last time period (Table 4.4). Although the diatom maximum
growth rate did not change substantially between the three time periods, the diatom C:Chl
ratio was highest during the middle time period when diatoms reach their peak biomass
(Figure 4.6c,d).
4.4.4 Experiment 2b: Assimilation of glider data from distinct
latitudinal/longitudinal spatial bands
Chlorophyll and POC time-series exhibit small differences between latitudinal
band experiments when data from the northern, central, and southern sections are
assimilated (Figure 4.5i,j). Assimilation of the southern band of glider data results in
slightly higher Chl and POC concentrations, but there is substantially less variation than
when assimilating data from the three different time periods (Figure 4.5g-j). Estimates of
PP in these experiments vary only slightly (+0.6% to -6%) about the Full Assimilation
estimate (Figure 4.7a, Table 4.3). Assimilating longitudinal data subsets results in a
similarly small range of PP estimates (Figure 4.7a). Carbon export values also span a
small range in both directions about the Full Assimilation value for both the latitudinal
experiments (+4% to -11%) and longitudinal experiments (+6% to -10%; Figure 4.7b).
Overall, the differences in PP and export across the spatial experiments are much less
than the range of estimates across the time period experiments (Figure 4.7, Table 4.3).
Finally, reconstructed costs are lower for the spatial band experiments than both the first
and third period experiments, indicating that subsampling the system in these spatial
bands represents the full dynamics of the glider observations more closely than
subsampling in either of these two individual time periods (Table 4.3).
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4.5 Discussion
4.5.1 Improved Ross Sea simulation resulting from assimilation of glider data
Data assimilation is a valuable tool for efficiently utilizing limited observational
data in remote regions like the Ross Sea. In this study, glider data consisting of both
fluorescence-derived chlorophyll and backscatter-derived POC were successfully
assimilated into a one-dimensional marine biogeochemical model developed for the Ross
Sea. Eight ecosystem parameters, including phytoplankton rates and C:Chl ratios, were
optimized resulting in a simulation with substantially improved (50% reduced) modeldata misfit, which indicates a closer correspondence between modeled and real dynamics.
This optimal simulation yielded lower production and higher carbon export than were
generated by the initial simulation, and although diatom carbon was higher in December
and early January, P. antarctica carbon was lower. Chlorophyll concentrations of diatoms
and P. antarctica changed little. This optimal simulation was obtained in part by
decreasing the colonial P. antarctica ratio of C:Chl and slightly increasing diatom C:Chl.
Although modified from their initial values, the relative differences between these
optimized C:Chl ratios for P. antarctica and diatoms are consistent with shipboard
measurements of C:Chl ratios, which found higher C:Chl in diatom-dominated waters
compared to P. antarctica-dominated waters (~200 vs. 90 g C g Chl-1; DiTullio and Smith
[1996]; ~50-100 vs. 20-50; Mathot et al. [2000]). Additionally, the optimized growth
rates (0.29 - 0.4 m d-1) are similar to measured values in the Ross Sea [Smith and Gordon,
1997; Smith et al., 1999; Mosby and Smith, 2015], and the optimized sinking rate of P.
antarctica colonies (14 m d-1) is within the range of previous estimates [Asper and Smith,
1999; Asper and Smith, 2003; Smith et al., 2011].
4.5.2 Advantages of assimilating glider data over satellite-derived and cruise-based
data
Results from experiments that assimilated data at different space and time
resolutions suggest that assimilating only surface observations, as are typically available
from remote-sensing platforms, underestimates carbon export and overestimates depthintegrated primary production. These results are similar to those of Gregg [2008], who
also found that assimilation of satellite-based chlorophyll estimates into a threedimensional (3-D) global biogeochemical model overestimated primary production. In
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contrast, results from assimilating 8-day composites of SeaWiFS satellite ocean color
data in the equatorial Pacific produced underestimates of primary productivity compared
to in situ observations [Friedrichs, 2002]. Although both chlorophyll and POC were
assimilated in the present study, chlorophyll alone has been the dominant satellite data
product used in biogeochemical assimilation, although other data types are available and
can impact the assimilation results. For instance, a study investigating the assimilation of
different types of satellite-derived data in the Mid-Atlantic Bight found that assimilation
of satellite-derived POC estimates worsened the model estimates of chlorophyll, whereas
the assimilation of chlorophyll did not impact the POC estimates as much [Xiao and
Friedrichs, 2014b]. Additionally, satellite-based sampling bias could be reduced by
concurrently assimilating export flux data derived from sediment trap measurements
[Friedrichs et al., 2007]. It is also worth noting that when assimilating actual satellite
data, the biases suggested by this study resulting from assimilation of only surface data
would be compounded with biases inherent in the satellite retrieval algorithms [Saba et
al., 2011; Stukel et al., 2015].
Results from this study suggest assimilating cruise-based data in the Ross Sea
may yield potentially large errors in primary production estimates, depending on the days
that are sampled. Furthermore, estimates of bloom peak timing from cruise-based
observations may also vary substantially (Figure 4.5c,d). This echoes the results of a
series of reduced resolution data interpolations, from which Hales and Takahashi [2004]
reported that cruise-based observations were likely able to capture average conditions
well, but miss some mesoscale phenomena. Likewise, the subsampling analysis of
physical-biological correlations in Chapter 2 demonstrated the possibility of lower
resolution data obscuring or biasing biogeochemical interpretations. The results provided
by this study provide guidance on the use of cruise-based observations with data
assimilative biogeochemical models that acknowledge the limitations of ship-based
sampling [Fernandes et al., 2002] in remote regions such as the Ross Sea [Smith et al.,
2014]. The results presented here highlight the benefits of using glider data, which with
efficient high-resolution sampling enables greater reconstruction of system dynamics.
Furthermore, these types of experiments with glider data can be used to help guide
decisions of when and how long to sample certain locations in the Ross Sea. In fact, the
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use of data collection from other sampling platforms may decrease the pressure to
conduct repeated transects by ship, and allow limited vessel-time to be used for more
thorough process-based investigations uniquely-suited for research vessels.
In this study, the impacts of data availability on the assimilation process were
investigated using real glider data, obtained with sufficient resolution to allow
subsampling at cruise-based and satellite-based frequencies. In the past, experiments
evaluating the impacts of data availability have been typically conducted using NTEs
(section 4.2.3) in which optimized parameter values were compared to the known “true”
parameter values used to generate the synthetic data being assimilated [Lawson et al.,
1996; Friedrichs, 2001; Löptien and Dietze, 2015]. These types of experiments were
often used because the synthetic data could be subsampled at any resolution, providing an
advantage over lower resolution in situ observations. Nevertheless, the use of “real” data
in such experiments allows for a more realistic test of the assimilation system than using
NTEs, since NTEs by definition assume that the assimilated data are identically
consistent with the model equations, which is never true in reality. However, the temporal
resolution of the real data being assimilated must be appropriate to the dynamics being
investigated, since assimilating low resolution data does not adequately constrain
dynamics on shorter time scales and assimilating data at a higher frequency than modeled
time scales may also result in a degraded simulation [Friedrichs, 2002; Löptien and
Dietze, 2015]. The glider data, however, are at a frequency that is equivalent to the model
time step (1hr), making it reasonable to perform data availability experiments directly
instead of with an NTE.
4.5.3 Temporal variability (days) of phytoplankton dynamics is greater than spatial
variability (kms)
Spatiotemporal variability of the ecosystem was quantified through the
assimilation of glider data subsets separated in time (by ~20 days) and space (by ~20
km). Results of these experiments indicate that temporal variability at this scale may play
a greater role than spatial variability in structuring dynamics of the phytoplankton
assemblage, as biomass, production, and export estimates ranged more widely across the
time periods than across the spatial bands investigated here. The assimilation of POC and
Chl glider data from any regional domain yielded similar estimates of POC and Chl,
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generally within the variance of the glider observations (gray areas of Figure 4.5g-l). In
contrast, the assimilation of POC and Chl glider data from the three different time periods
generated POC and Chl time series that deviated dramatically from each other, and from
the glider data. This implies that in the southern Ross Sea, the phytoplankton dynamics
(growth rates, sinking rates, C:chl ratios) vary more in time (~3 weeks), than in space
(~20 km).
Analysis of optimal parameters in the three time periods showed marked changes
over time in terms of phytoplankton growth and sinking rates, and C:Chl ratios. If
phytoplankton dynamics possess low variability in time, the expectation is that different
periods of the bloom will be equally well represented by the single model with a constant
parameter set, i.e. there would be relatively little variation in optimal parameters
identified for isolated time periods. However, assimilation experiments resulted in a
decrease in colonial P. antarctica and diatom growth rates and increasing solitary P.
antarctica growth rates and C:Chl ratios, suggesting that the assumed constant
parameterizations are insufficient to represent the seasonal dynamics accurately.
The temporal dynamics of P. antarctica and diatoms are a major determinant of
bloom characteristics [Smith et al., 2000; Peloquin and Smith, 2007], but resource
requirements or photosynthetic strategies of these groups may change over the course of
the bloom as well [Garcia et al., 2009; Arrigo et al., 2010; Ryan-Keogh et al., 2017].
Although glider measurements do not offer information about photophysiology, these
assimilation experiments are consistent with the suggestion that photosynthetic strategies
change over the course of the bloom, since assimilation of different time periods resulted
in changing parameter values for growth and C:Chl ratios. The higher C:Chl ratios for all
of the phytoplankton in the last time period are also consistent with in situ observations
of increasing C:Chl ratios over the course of the bloom [Smith et al., 2000]. It is striking
that although the assimilation could have resulted in different directions of change for the
different taxa, the optimized C:Chl ratios increased from the first to the last time periods
for all of the phytoplankton groups.
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4.6 Summary and Conclusions
In this study, a series of experiments investigating spatiotemporal variability of
the phytoplankton assemblage and effects of assimilating data from different observation
platforms highlighted the benefits and challenges of combining data and biogeochemical
models in the Ross Sea. The assimilation of glider data reduced model-data misfit by
50%, and resulted in reduced depth-integrated primary production and higher carbon
export at 200 m. Assimilating data at a frequency characteristic of cruise-based sampling
resulted in a wide range of primary production and export estimates depending on the
sampling times, and assimilating data characteristic of satellite-based sampling resulted
in underestimated carbon export and overestimated production. These findings can be
used to help avoid potential sources of error when using ship-based or satellite-based
observations alongside the development, calibration, or running of Ross Sea
biogeochemical models. Additional experiments revealed less variation of optimal
solutions for different spatial regions (~20 kms) than for different time periods (~3
weeks) of the bloom, implying that using glider data as time series in these local studies
is a reasonable approach; and further suggesting the value of using moorings or buoys, or
even deploying gliders in a ”virtual mooring” mode. These results help identify relevant
time and space scales necessary to resolve biogeochemical dynamics of the southern Ross
Sea and highlight the importance of further studying temporal variability in
phytoplankton C:Chl ratios as well as growth and sinking rates that account for temporal
variations found in the assimilation experiments. The combination of high-resolution
glider data and modeling in this study underscores the importance of considering how the
timing at which observations are collected affect the subsequent interpretations, and it is
believed that further comparison of data from additional autonomous gliders throughout
the Ross Sea and between years will provide greater clarity of the spatiotemporal
variability on multiple scales.
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Table 4.1: Eight parameters optimized in this analysis.
Parameter Name
Diatom max growth rate at 0˚C
P. antarctica solitary cells C:Chl ratio
P. antarctica colonies max growth rate at
0˚C
P. antarctica solitary cells max growth
rate at 0˚C
Diatom C:Chl ratio
Fast detritus fraction of diatom losses
P. antarctica colonies max sinking rate
P. antarctica colonies C:Chl ratio

Initial value
(Chapter 3)
0.375 (d-1)
30
0.5 (d-1)

Bounds
(lower, upper)
0.09375, 1.5
7.5, 120
0.125, 2

0.5 (d-1)

0.125, 2

150
0.75
20 (m d-1)
40

37.5, 600
0.5, 0.95
5, 80
10, 160
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Table 4.2: Time, depth, and time-space resolution of glider-based observations of Chl
and POC assimilated for each experiment.
Experiment

Time period(s)

Depth
(m)
0 - 50

Temporal
Resolution
Hourly

Full
Assimilation

22 Nov 2012 01 Feb 2013

Spatial Area(s)

Expt 1a: glider 22 Nov 2012 vs. cruise-based 01 Feb 2013
data

0 - 50

3 days in a row, Full glider track
and then another
3 consecutive
days two weeks
later

Expt 1b: glider
vs. satellitebased data

22 Nov 2012 01 Feb 2013

0 - 50

1 day every two
weeks

Full glider track

Expt 2a: Time
periods

22 Nov 2012 14 Dec 2012

0 - 50

Hourly

Full glider track

0 - 50

Hourly

North, Central
South Latitudinal
bands;
East, Central West
Longitudinal
bands

Full glider track

0-5

14 Dec 2012 07 Jan 2013
07 Jan 2013 01 Feb 2013
Expt 2b:
Spatial sections

22 Nov 2012 01 Feb 2013
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Table 4.3: Depth- and time-integrated primary production (PP), carbon export flux at 200
m, and minimum cost for the No Assimilation run, Full Assimilation, and experiments
1a,b and 2a,b. For Experiment 1, the values shown are the median of the experimental
series ± one standard deviation across the experimental series. For Experiment 2, the
values shown are from the lowest-cost parameter vector ± one standard deviation across
the final converged µGA population of parameter vectors.
Parameter Name

PP
Export
Cost
(g C m2 y-1) (g C m2 y-1)
No assimilation
111.7
18.8
0.77
Full Assimilation
104.2 ±0.7
27.2 ±0.7
0.41 ±0.0
Expt 1a: Cruise-based
106.3 ±22.3 24.7 ±6.6
0.82* ±0.90
Expt 1b: Satellite-based
113.9 ±10.7 16.2 ±2.7
0.84* ±0.23
Expt 2a: Time Period 1
84.0 ±3.1
20.1 ±3.1
0.98* ±0.2
Expt 2a: Time Period 2
102.2 ±1.0
27.3 ±0.4
0.44* ±0.0
Expt 2a: Time Period 3
111.3 ±1.8
15.4 ±0.1
0.89* ±0.0
Expt 2b: Lat. North Band
102.3 ±1.4
25.8 ±0.3
0.44* ±0.0
Expt 2b: Lat. Central Band
104.8 ±5.7
28.4 ±0.4
0.43* ±0.1
Expt 2b: Lat. South Band
98.3 ±0.8
24.2 ±0.6
0.49* ±0.0
Expt 2b: Lon. East Band
105.7 ±1.7
27.5 ±0.3
0.47* ±0.0
Expt 2b: Lon. Central Band
101.8 ±0.8
28.7 ±0.4
0.43* ±0.0
Expt 2b: Lon. West Band
102.2 ±2.0
24.6 ±0.9
0.47* ±0.0
note: variability measures shown as 0.0 have values < 0.05
*
indicates a reconstructed cost computed against the complete hourly dataset rather than
the cost computed during the assimilation procedure.
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Table 4.4: Initial parameter values and optimal parameter values from the Full
Assimilation case and Experiment 2a. Variability around each value shown is the
standard deviation computed from the final converged µGA population of parameter
vectors.
Parameter
Name

Initial
Value

Full
Assimilation

Time
Period 1

Time
Period 2

Time
Period 3

Diatom max
0.375 0.40 ±0.0
0.38 ±0.0
growth rate at
0˚C (d-1)
P. antarctica
30
29.7 ±4.5
49.1 ±0.1
solitary cells
C:Chl ratio
P. antarctica
0.5
0.29 ±0.0
0.47 ±0.0
colonies max
growth rate at
0˚C (d-1)
P. antarctica
0.5
0.39 ±0.0
0.35 ±0.0
solitary cells
max growth rate
at 0˚C (d-1)
Diatom C:Chl
150
176.4 ±10
48.5 ±0.0
ratio
Fast detritus
0.75
0.87 ±0.0
0.95 ±0.0
fraction of
diatom losses
P. antarctica
20
10.7 ±0.8
12.1 ±0.9
colonies max
sinking rate
(m d-1)
P antarctica
40
14.0 ±1.7
15.1 ±2.4
colonies C:Chl
ratio
* variability measures shown as 0.0 have values < 0.05

0.40 ±0.0

0.27 ±0.0

16.8 ±1.2

66.6 ±16

0.28 ±0.0

0.14 ±0.0

0.35 ±0.0

0.99 ±0.0

426.7 ±54

178.2 ±14

0.83 ±0.0

0.94 ±0.0

8.5 ±2.0

29.0 ±5.1

12.0 ±0.4

37.7 ±7.4
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Figure 4.1: Southern Ross Sea showing transect locations where the glider was at the
surface. Bathymetric contours are shown at 200-m intervals, as obtained from the
bedmap2 bathymetric data [Fretwell et al., 2013].
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Figure 4.2: Variance explained in model outputs by parameters during sensitivity tests
using Latin hypercube sampling of parameter space. Only parameters with at least one r2
value greater than or equal to 0.01 (vertical dotted line) are shown.
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Figure 4.3: (a) Minimum costs and (b) normalized parameter values in numerical twin
experiments, illustrating that the assimilation procedure is unable to successfully recover
the true parameter values when more than eight parameters are optimized. One data point
in three of the experiments (#s 19, 20, and 21) exceeds the y-axis upper limit in the lower
(b) panel.
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Figure 4.4: Locations of glider observations assimilated in (a) Experiment 2a (b)
Experiment 2b –latitudinal bands, and (c) Experiment 2b – longitudinal bands. Colors
represent the three time periods or spatial bands of data assimilated.
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Figure 4.5 (a-f): Upper 50 m mean concentrations of (a,c,e) Chl and (b,d,f) POC for
various experiments assimilating subsets of glider data characteristic of cruise-based and
satellite-based observations (Table 4.2): (a,b) No Assimilation, (c,d) Experiment 1a, and
(e,f) Experiment 1b. For reference, model results for the Full Assimilation case (orange
lines), and glider data (black lines) with shading (gray) representing one standard
deviation are included in each panel.
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Figure 4.5 (g-l): Upper 50 m mean concentrations of (g,i,k) Chl and (h,j,l) POC for
various experiments assimilating glider data from different time periods (TP) and spatial
areas (Table 4.2): (g,h) Experiment 2a, (i,j) Experiment 2b - latitude bands, and (k,l)
Experiment 2b - longitude bands. For reference, model results for the Full Assimilation
case (orange lines), and glider data (black lines) with shading (gray) representing one
standard deviation are included in each panel. Colored boxes at the top of each panel
indicate times of assimilated observations.
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Figure 4.6: Upper 50 m mean concentrations of the three phytoplankton groups in terms
of (a,c) Chl and (b,d) POC for the No Assimilation case (a,b) and the Full Assimilation
case (c,d). The glider data are shown (black line) with shading (gray) that represents one
standard deviation daily.

149

Figure 4.7: Distributions of (a) depth- and time-integrated production and (b) carbon
export flux at 200 m for each assimilation experiment (Table 4.2). The median value for
each experiment is indicated by a horizontal light-blue line. Each box extends vertically
from the 1st to 3rd quartile, and the whiskers extend from the lowest to highest values.
Individual values are shown as grey dots. For reference, production and export estimates
from the No Assimilation (solid blue line) and Full Assimilation (dashed gray line) cases
are included in each panel.
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Figure 4.8: Values of optimized parameters across the three time periods for solitary P.
antarctica (orange), colonial P. antarctica (blue), and diatoms (yellow).
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5. CONCLUSIONS
The goal of this dissertation was to combine high-resolution glider data with
biogeochemical modeling to investigate phytoplankton dynamics and their associated
variability in the Ross Sea. The following discussion highlights original contributions of
this dissertation and the significance of this research in the context of broader scientific
objectives. Final remarks are given concerning potential future research directions to
build on these findings.

5.1 Contributions
Physical control of biological processes during the growing season was studied,
and bio-optical glider observations in the southern Ross Sea were used for the first time
to assess the relationship between MCDW and the phytoplankton assemblage. An
observed increase in C:Chl suggested a change in assemblage composition, but contrary
to expectations, MCDW and MLD were not the primary correlates with biological
distributions. Results indicated that chlorophyll and POC concentrations were most
strongly correlated with sea surface temperature and wind. Although it was not possible
to directly assess impacts of lateral advection or investigate mechanistic relationships
from the observations themselves, these associations were likely due to seasonal trends,
warming over periods of sunny days, and wind effects on averaged mixed layer
irradiance and nutrient distributions.
A numerical model of Ross Sea biogeochemistry was implemented to investigate
mechanistic relationships of the system and explore climate-related impacts. This
biogeochemical model was the first adapted for the Ross Sea that explicitly simulated
transitions between solitary and colonial forms of Phaeocystis antarctica, and glider data
was efficiently used to both derive physical forcings for the model and to evaluate in situ
biomass. Although the spatial heterogeneity of the Ross Sea was not simulated, spatially
averaged conditions of the southern Ross Sea were represented using a 1-D vertical
modeling framework to run several scenarios. Experiments conducted using projected
physical changes over the next century indicated increases of both phytoplankton
production and carbon export, primarily as a result of reduced sea ice early in the
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growing season and changes in mixed layer depth. Although adaptation processes were
not included in the model, a sensitivity analysis indicated that the directions of simulated
changes in production and export were robust to variations of projected physical changes
and phytoplankton parameters.
The use of biogeochemical modeling in combination with glider data was also
evaluated systematically by formally assimilating glider data into the model using a
genetic algorithm approach. Biogeochemical assimilation experiments had not been
carried out for the Ross Sea before, and the high-resolution of data provided by the glider
allowed impacts of data availability to be investigated using real data thus representing
one of the first studies assimilating bio-optical data from a glider directly. Assimilating
data at a frequency characteristic of cruise-based sampling resulted in a wide range of
estimates for primary production and export depending on the sampling times, and
assimilating data from only the surface layer at a frequency similar to satellite-derived
data resulted in underestimated carbon export and overestimated productivity,
chlorophyll and POC. Additional experiments revealed less variation of optimal solutions
for different spatial regions than for different time periods of the bloom. Although testing
additional model structures and sources of uncertainty (such as in the observations
themselves) was beyond the scope of this research, these results suggest that using glider
data as time series in such local studies is a reasonable approach for the Ross Sea.

5.2 Significance
The temporal variability of Ross Sea phytoplankton dynamics was a particularly
important theme throughout this dissertation. Interactions between phytoplankton and
their environment were assessed on seasonal scales and projected for century-long time
scales. Glider-derived data provided evidence of a temporal pattern, whereby the
dominant phytoplankton group of the assemblage shifted from P. antarctica to diatoms
over the course of the bloom. This pattern of compositional shift was reproduced in the
model simulations. Not only did the model simulations reproduce the compositional shift
for a contemporary growing season, but they were also used to project changes in
phytoplankton composition for the mid- and late-21st century. These future scenarios
suggest that the match in timing between the opening of the polynya and phytoplankton
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phenology will play a critical role in driving increased production and export as well as
compositional change. Additionally, assimilation experiments optimally combining the
model with the glider data further highlight the important role that temporal variability
plays in shaping assemblage dynamics at the scale of the glider transects, and underscore
the importance of considering how the timing at which observations are collected affect
the subsequent interpretations.
This dissertation research also highlights the utility of high-resolution glider data
for the analysis of phytoplankton dynamics. The correlation analysis of glider data
showed diminished statistical significances and altered strengths of correlations after
subsampling at cruise-station resolution, demonstrating how high-resolution data offer
important insights into physical-biological relationships that may be biased or obscured
in lower resolution data sets. The use of glider measurements to generate physical
forcings and evaluate the skill of a 1-D model further demonstrates the effectiveness of
an analytical approach that utilizes high-resolution glider data. Finally, a series of
assimilation experiments investigated spatiotemporal variability of the assemblage and
effects of assimilating data from different observation platforms that would not have been
possible without high-resolution data.
Innovative combinations of research techniques such as those applied in this
dissertation can advance the field of polar biogeochemistry. Results from the analyses
presented here can help identify priority variables for ocean observing systems currently
being organized for the Southern Ocean [e.g., Constable et al., 2016]. In particular, these
analyses suggest POC, in addition to Chl, is important to measure in the Ross Sea
because C:Chl plays a major role in constraining phytoplankton models. Furthermore,
observations that can serve as proxies for phytoplankton growth or sinking rates would be
especially important for constraining regional models, since both future projections and
simulations of contemporary variability in primary productivity and carbon export were
sensitive to these parameters.
By addressing fundamental questions of physical and biogeochemical variability
and utilizing cutting-edge glider and modeling techniques, this research contributes to
broad national goals such as those outlined by the U.S. Subcommittee on Ocean Science
and Technology to “Integrate and improve… modeling capabilities at regional, national,
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and global scales” and “coupl[e] numerical modeling with biogeochemical and ecosystem
models… to address the needs highlighted in the six societal themes, such as… assessing
ocean ecosystem heath, and supporting ecosystem-based management” (in the section
“Ocean Observations and Infrastructure”; Holdren [2013]). Moreover, further
development of similar coordinated use of gliders and models to understand polar
ecosystem dynamics is essential for future global ocean assessments, such as those
highlighted in the United Nations First Global Integrated Marine Assessment (e.g. in
“Primary Production, Cycling of Nutrients, Surface Layer and Plankton”, Oceans and
Law of the Sea [2016]).

5.3 Future Research Directions
The 2010-2011 glider deployment was the first such deployment in the Ross Sea,
but future glider deployments used in conjunction with assimilative modeling will shed
further light on the dynamics of this remote ecosystem. Although the demand for
quantitative data in the Southern Ocean is continually growing, the availability of data
from research vessels will not likely increase soon. Gliders, however, provide a valuable
means of supplementing existing observational efforts in this remote region. Many
questions remain unanswered regarding ecosystem dynamics and biological-physical
interactions in the Ross Sea, but gliders may be deployed in unique ways to address them.
For instance, gliders can be used to conduct adaptive sampling by having them follow or
cross through fronts and eddies [Martin et al., 2009]. Analysis of bio-optical
measurements collected along the glider tracks would allow greater in-depth analysis of
the links between hydrodynamic and biological processes in the Ross Sea. A similar
approach as that used in the Weddell Sea by piloting gliders near the edges of icebergs
[Biddle et al., 2015] may also be fruitful in the Ross Sea, either near icebergs or along the
ice shelf. One could also direct a glider to sample out and back continuously from a fixed
point where a mooring was collecting data or where a ship was conducting incubation
experiments to investigate Ross Sea phytoplankton processes. In this way, the glider
could obtain a high-resolution picture of the underwater conditions surrounding the
phytoplankton assemblage being studied in detail. Furthermore, it is hoped that gliders
will be employed in the context of a larger ocean observing system, or in fleets with two
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or more gliders simultaneously sampling parallel sections, allowing an even more direct
way to disentangle temporal and spatial effects inherent in the data. The development and
use of additional biogeochemically-sensitive sensors on gliders will permit even more
sophisticated analyses.
It is hoped that the optimized parameter values found in the one-dimensional
assimilation experiments described here will be used for a future 3-D biogeochemical
modeling analysis of the Ross Sea, as locally optimized parameters have been previously
shown to improve the skill of 3-D models in other regions [Oschlies and Schartau, 2005;
Kane et al., 2011]. The implementation and inter-comparison of additional lower trophic
level models for the Ross Sea would facilitate examination of alternate biogeochemical
formulations, characterization of model structural uncertainties, and identification of
suitable levels of model complexity, as has been done elsewhere [Friedrichs et al., 2007;
Ward et al., 2013, Irby et al., 2016]. The results of this dissertation suggest that
experimenting with alternate formulations of sinking and aggregation processes, C:Chl
dependencies, and the light-dependence of iron uptake might be promising avenues of
future investigations, especially as they may vary over the course of the phytoplankton
bloom [Garcia et al., 2009; Smith et al., 2017]. Furthermore, the implementation of
model ensembles, using many small perturbations of forcings, initial or boundary
conditions, could be beneficial for characterizing modeling uncertainties in the Ross Sea
where there is limited data for large parts of the year due to ice. Eventually models
coupling higher trophic levels with the biogeochemistry will be needed to assess the full
scope of climate-related impacts on the Ross Sea ecosystem. The continued development
and application of sophisticated modeling approaches alongside high-resolution glider
observations will surely provide fertile intellectual ground for new and surprising insights
into phytoplankton dynamics of the Ross Sea.
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Appendices
Table A1: Associated data for Figure 1.2.
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Table A2. The primary model equations with modifications from MEDUSA-1.0
highlighted in dark red.
State Variables:
!!
!!
!ℎ!!!
!ℎ!!!
!!!"
!!
!!
D
N
S
F

Variable (Symbol)

Processes

Solitary P. antarctica
(Ps)

Change per unit
time =
+Primary production
+Cell liberation from
colonies
–Colony formation
–Microzoop. Grazing

Colonial P. antarctica
(Pc)

Diatom
phytoplankton (Pd)

mmol N m-3
mmol N m-3
mg chl m-3
mg chl m-3
mmol Si m-3
mmol N m-3
mmol N m-3
mmol N m-3
mmol N m-3
mmol Si m-3
mmol Fe m-3

Non-diatom phytoplankton
Diatom phytoplankton
Chlorophyll in non-diatoms
Chlorophyll in diatoms
Diatom phytoplankton (silicon)
Microzooplankton
Mesozooplankton
Slow-sinking detritus
Nitrogen nutrient
Silicic acid
Iron nutrient

Time rate of change in each
term
!!! /!" =

Associated
Constants

+ !!!! ∙ !!
+ !! ∙ !!
– !! ∙ !!
– !!!"

–Mesozoop. Grazing
–Linear Losses

– !!!"
– !!,!! ∙ !!

–Non-linear Losses

– !!,!! ∙

Change per unit
time =
+Primary production
+Colony formation
–Cell liberation from
colonies
–Linear Losses
–Sinking
Change per unit
time =

!!! /!" =

!!
!!! !!!

+ !!!! ∙ !!
+ !! ∙ !!
– !! ∙ !!
– !!,!! ∙ !!
– !!!
!!! /!" =
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∙ !!

Non-diatom loss rate
(d-1)
!!,!! = 0.02
Non-diatom
maximum loss rate
(d-1)
!!,!! = 0.1
Non-diatom loss
half-saturation
constant (mmol N
m-3)
!!! = 0.5

Solitary P. antarctica
chlorophyll (ChlPs)

Colonial P. antarctica
chlorophyll (ChlPs)

Diatom chlorophyll
(ChlPd)

Diatom Silicon (PdSi)

+Primary production
–Mesozoop. Grazing
–Linear Losses

+ !!!! ∙ !!
– !!!"
– !!,!! ∙ !!

–Non-linear Losses

– !!,!! ∙

!!
!!! !!!

Diatom loss rate
(d-1)
!!,!! = 0.02
Diatom maximum
loss rate (d-1)
!!,!! = 0.1

∙ !!

Diatom loss halfsaturation constant
(mmol N m-3)
!!! = 0.5

–Sinking
Change per unit
time =
+Primary production

– !!!
!!"#!" /!" =

+Cell liberation from
colonies
–Colony formation
–Microzoop. Grazing
–Mesozoop. Grazing
–Linear Losses
–Non-linear Losses

!!!
+ !!"
∙ ! !! ∙ !! ∙ !!

Change per unit
time =
+Primary production
+Colony formation
–Cell liberation from
colonies
–Linear Losses
–Sinking
Change per unit
time =
+Primary production
–Mesozoop. Grazing
–Linear Losses
–Non-linear Losses

!!"#!" /!" =

–Sinking
Change per unit
time =
+Primary production

!!!
– !!"
∙ ! !! ∙ !!!
!!!!" /!" =

–Mesozoop. Grazing
–Linear Losses
–Non-linear Losses

– !!!"
– !!":! ∙ !!,!! ∙ !!

!!!
+ !!"
∙ ! !! ∙ !!! ∙ !!!! ∙ !!

!!!
– !!"
∙ ! !! ∙ !! ∙ !!
!!!
– !!" ∙ ! !! ∙ !!!"
!!!
– !!"
∙ ! !! ∙ !!!"
!!!
– !!" ∙ ! !! ∙ !!,!! ∙ !!
!!!
– !!"
∙ ! !! ∙ !!,!! ∙

!!

!!! !!!

Chl:N conversion
factor (Redfield
ratio of 6.625) (g chl
(mol N)-1)
! = 0.01257

∙ !!

!!!
+ !!"
∙ ! !! ∙ !!! ∙ !!!! ∙ !!
!!!
+ !!" ∙ ! !! ∙ !! ∙ !!
!!!
– !!"
∙ ! !! ∙ !! ∙ !!
!!!
– !!"
∙ ! !! ∙ !!,!! ∙ !!
!!!
– !!" ∙ ! !! ∙ !!!
!!"#!" /!" =
!!!
+ !!"
∙ ! !! ∙ !!! ∙ !!!! ∙ !!
!!!
– !!" ∙ ! !! ∙ !!!"
!!!
– !!"
∙ ! !! ∙ !!,!! ∙ !!
!!!
– !!"
∙ ! !! ∙ !!,!! ∙

!!

!!! !!!

+!!!! ∙ !!!"
!"

– !!":! ∙ !!,!! ∙
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!!

!!! !!!

∙ !!

∙ !!

Microzooplankton
(!! )

–Dissolution

– !"## ∙ !!!"

–Sinking
Change per unit
time =
+All grazing
–Microzoop. grazing

– !!!
!!! /!" =

–Linear Losses

– !!,!! ∙ !!

–Non-linear Losses

– !!,!! ∙

Diatom frustule
dissolution rate
(d-1)
!"## = 0.006

+ !!!
– !!!!

!!
!!! !!!

Microzoop. loss rate
(d-1)
!!,!! = 0.02
Microzoop.
maximum loss rate
(d-1)
!!,!! = 0.5

∙ !!

Microzoop. loss
half-saturation
constant (mmol N
m-3)
!!! = 0.2
Mesozooplankton
(!! )

Slow-sinking Detritus
(!)

Change per unit
time =
+ All grazing
– Linear Losses

!!! /!" =

– Non-linear Losses

– !!,!! ∙

+ !!!
– !!,!! ∙ !!
!!
!!! !!!

∙ !!

Mesozoop. loss halfsaturation constant
(mmol N m-3)
!!! = 0.75

Change per unit
time =
+ non-diatom nonlinear losses
+ diatom non-linear
losses

!"/!" =

+ !! non-linear losses

+!!,!! ∙

+ !! non-linear losses

+ 1 − !2!"#$ ∙ !!,!! ∙

+!!,!! ∙

!!
!!! !!!

∙ !!

+ 1 − !1!"#$ ∙ !!,!! ∙
!!
!!
!!! !!!

+ (1 − !! ) ∙ !"!!
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!!
!!! !!!

fast detritus fraction
of diatom losses
!1!"#$ = 0.75

∙

∙ !!

!!
+ !! egestion

Mesozoop. loss rate
(d-1)
!!,!! = 0.02
Mesozoop.
maximum loss rate
(d-1)
!!,!! = 0.75

!!
!!! !!!

∙

fast detritus fraction
of mesozooplankton
losses
!2!"#$ = 1.00
zooplankton N
assimilation
efficiency

Nitrate & Ammonium
(!)

!! = 0.69
zooplankton N
assimilation
efficiency
!! = 0.69

+ !! egestion

+ (1 − !! ) ∙ !"!!

– !! grazing
– !! grazing
– Remineralization

−!!!
−!!!
−!! ∙ 1.066! ∙ !

– Sinking

−!! ∙

Change per unit
time =
– non-diatom primary
production
– diatom primary
production
+ !! messy feeding

!"/!" =

+ !! messy feeding

+! ∙ (!!!! + !!! + !!!! +

detrital N
remineralization rate
at O˚C (d-1)
!! = 0.016
detrital sinking rate
(m d-1)
!! = 3.0

!"
!"

−!!!! ∙ !!
−!!!! ∙ !!
+! ∙ (!!!! + !!! )

!!! )

+ !! excretion
+ !! excretion
+ non-diatom linear
losses

+!!!
+!!!
+!!,!! ∙ !!

+ diatom linear losses

+!!,!! ∙ !!

+ !! linear losses

+!!,!! ∙ !!

+ !! linear losses

+!!,!! ∙ !!

+ Remineralization

+!! ∙ 1.066! ∙ !

+ fast N detritus
remineralization

+!"! (!)
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!

zooplankton grazing
inefficiency
! = 0.20
zooplankton grazing
inefficiency
! = 0.20

Non-diatom loss rate
(d-1)
!!,!! = 0.02
Diatom loss rate
(d-1)
!!,!! = 0.02
Microzoop. loss rate
(d-1)
!!,!! = 0.02
Mesozoop. loss rate
(d-1)
!!,!! = 0.02
detrital N
remineralization rate
at O˚C (d-1)
!! = 0.016

Table A3. The secondary model equations with modifications from MEDUSA-1.0
highlighted in dark red. Note that the Chl:total pigment ratio required for use in MarMOT
is set to 1.0.
Variable
(Symbol)
Primary
Production
!!!!
!!!!
!!!!

!!!!

!"

P. antarctica
morphotype
transitions
!!

!!

Description

! !!! , !!,!! , !!",!!
Solitary P. antarctica
Primary production
! !!! , !!,!! , !!",!!
Colonial P. antarctica
Primary production
! !!! , !!,!! , !!",!! , !!":!
Diatom Primary production

! !!! , !!" , !!":! , !!:!"
Silicon uptake

! !! , !!",!! , !, !!!
P. antarctica colony
formation

! !!",!! , !, !!!
Liberation of solitary P.
antarctica cells from
colonies

Equation

Associated
Constants

(!!! ∙ !!,!! ∙ !!",!! )
(!!! ∙ !!,!! ∙ !!",!! )
!
!" !!":! ≤ !!":!
!ℎ!"
=0
!
< !!":! < 3 ∙
!"#! !" !!":!
!
!ℎ!"
!!":!
= (!!! ∙ !!,!! ∙ !!",!! ) ∙ (!!
!
!!":! − !!":!
∙
)
!!":!
!
!"#! !"!!":! ≥ 3 ∙ !!":! !ℎ!"
= (!!! ∙ !!,!! ∙ !!",!! )
!
!!
!" !!":! < 3 ∙ !!":!
!ℎ!"
= (!!! ∙ !!" )
!
!!
!"#! !" 3 ∙ !!":!
≤ !!":! <
!
(!!":! )!! !ℎ!"
!
!!:!" − !!:!"
= (!!! ∙ !!" ) ∙ (!! ∙
)
!!:!"
!
!"#! !"!!":! ≥ (!!":!
)!! !ℎ!"
=0

Minimum diatom
Si:N ratio (mol Si
(mol N)-1)
!
= 0.2
!!":!

!! ∙ 1 − ƒ! ∙ !!",!! ,
0,
where ƒ! = 0.5 ∙ (tanh

max rate of
colony formation
(d-1)
!! =

!" !! ≥ !
!" !! < !
!!!!!
+ 1)
!"

!! ∙ ƒ! ∙ (1 − !!",!! )
where ƒ! = 0.5 ∙ (tanh
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!!!!!
!"

+ 1)

Hypothetical
growth ratio at ∞
Si:N ratio
!! = 1.5
Minimum diatom
Si:N ratio (mol Si
(mol N)-1)
!
= 0.2
!!":!
Minimum diatom
N:Si ratio (mol N
(mol Si)-1)
!
!!:!"
= 0.2

threshold for
colony formation
(mmol N m-3)
!=
max rate of
liberation from
colonies (d-1)
!! =

Phytoplankton
sinking
!!!

!!!

Light Factors
!!!

!!!!!
!

! !!,!! , !!",!!
Sinking of P. antarctica
colonies

!!!"#$ 1 − min !!,!! , !!",!!

max rate of
colony sinking
(d-1)
!!!"#$ =

! !!,!! , !!",!! , !!"
Sinking of diatoms

!!!"#$ 1
− !"# !!,!! , !!",!! , !!"

max rate of
diatom sinking
(d-1)
!!!"#$ =

! !!!! , !!! , !
Realized growth rate given
local irradiance &
temperature
! !ℎ!!! , !!
Scaled chlorophyll to
biomass ratio

!!!! ∙ !!! ∙ !

!

(!!!! + !!! ! ∙ ! ! )!/!
!ℎ!!! ∙ !
!!

!!!

! !!!!!
!
Modified Initial Slope of
Photosynthesis-irradiance
(P-I) curve

!!! ∙ !!!!!
!

!!!!

! !
Maximum phytoplankton
growth rate

!!! ∙ 1.066!

! !
N Limitation of
phytoplankton growth via
hyperbolic MichaelisMenten term

!
!!,!! + !

! !"
Fe Limitation of
phytoplankton growth via
hyperbolic MichaelisMenten term

!"
!!",!! + !"

Nutrient
Factors
!!,!!

!!",!!
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Chl:N conversion
factor (Redfield
ratio of 6.625) (g
chl (mol N)-1)
! = 0.01257
Chl-specific initial
slope of P-I curve
(gC (g chl)-1 (W
m-2)-1 d-1)
!!! = 15.0
!!! = 11.25
Maximum
phytoplankton
growth rate at 0˚C
(d-1)
!!! =0.53
!!! =0.50
N nutrient uptake
half-saturation
constants (mmol
N m-3)
!!,!! = 0.50
!!,!! = 0.75
Fe nutrient uptake
half-saturation
constants (mmol
Fe m-3)
!!",!! =
0.33×10!!
!!",!! =
0.67×10!!

!!"

!!":!
!!:!"

Chlorophyll
Factors
!!!

Zooplankton
Factors
!!!
(X is !! or D)

!"
!!" + !"

! !"
Silicic acid Limitation of
phytoplankton growth via
hyperbolic MichaelisMenten term

!! !"

! !! !" , !!
Diatom stoichiometric ratio
of silicon to nitrogen
! !! !" , !!
Diatom stoichiometric ratio
of nitrogen to silicon

!!
!!
!! !"

!!!
!!"#,!
!

! !!!!!
, !!!! , !!! , !
!
Chlorophyll growth scaling
factor

! !! , !! , !
Prey grazed by
microzooplankton

Si nutrient uptake
half-saturation
constants (mmol
Si m-3)
!!" = 0.75

!!!!!
!

!!!

∙

!!!!
!!! ∙ !

!! ∙ !!,! ∙ ! ! ∙ !!
+ !!,!! ∙ !!! + !!,! ∙ ! !

Maximum chl:C
ratio (g chl (g C)1
)
!!!
!!"#,!
= 0.05
!
!!!
!!"#,!
= 0.05
!
maximum
microzooplankton
grazing rate (d-1)
!! = 2.0
microzooplankton
grazing halfsaturation
constant (mmol N
m-3)
!! = 0.8
microzooplankton
grazing
preferences
!!,!! = 0.75
!!,! = 0.25
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!!!
(X is !! , !! , !!
or D)

!! ∙ !!,! ∙ ! ! ∙ !!
! + !"
!!

! !! , !! , !! , !! , !
Prey grazed by
mesozooplankton

where
!" = (!!,!! ∙ !!! ) + (!!,!! ∙ !!! ) +
(!!,!! ∙ !!! ) + (!!,! ∙ ! ! )

!!!

! !"

mesozooplankton
grazing halfsaturation
constant (mmol N
m-3)
!! = 0.3
mesozooplankton
grazing
preferences
!!,!! = 0.15
!!,!! = 0.35
!!,!! = 0.35
!!,! = 0.15

!!":! ∙ !!!

! !!":! , !!!

maximum
mesozooplankton
grazing rate (d-1)
!! = 0.5

!

!

Diatom silicon grazed by
mesozooplankton
!"!!

! !!!! , !!!
Quantity of nitrogen
ingested by
microzooplankton

!"!!

! !!!! , !!! , !!!! , !!!
!

(1 − !) ∙ ( !!!! + !!! )

zooplankton
grazing
inefficiency
! = 0.20

(1 − !) ∙ ( !!!! + !!! + !!!!

zooplankton
grazing
inefficiency
! = 0.20
C:N ratios (mol C
(mol N)-1)
!!! = 6.625
!! = 6.625
C:N ratios (mol C
(mol N)-1)
!!! = 6.625
!!! = 6.625
!!! = 6.625
!! = 6.625

!

+ !!! )

Quantity of nitrogen
ingested by
microzooplankton
!"!!

! !!!! , !!!
Quantity of carbon ingested
by microzooplankton

(1 − !) ∙ ( !!! ∙ !!!! + !! ∙ !!! )

!"!!

! !!!! , !!! , !!!! , !!!

(1 − !) ∙ ( !!! ∙ !!!! + !!! ∙ !!!

!

+ !!! ∙ !!!!

Quantity of carbon ingested
by microzooplankton

!!!
(X is !! !" !! )

+ !! ∙ !!! )

!"!
!"!

! !"! , !"!
C:N ratio of material
ingested by zooplankton
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!

!!∗!
(X is !! !" !! )

!! ∙ !!
!! ∙ !!

Ideal C:N ratio preferred by
zooplankton

zooplankton N, C
assimilation
efficiency
!! = 0.69
!! = 0.69
zooplankton C:N
ratios (mol C (mol
N)-1)
!!! = 6.625
!!! = 6.625

!!
(X is !! !" !! )

!!
(X is !! !" !! )

! !"! , !"!
Zooplankton growth

! !"! , !"!
Microzooplankton
excretion

!" !!!
> !!∗! !ℎ!" ! !" !"#"$"%& !"# …
= !! ∙ !"!
!"#! !" !!!
< !!∗! !ℎ!" ! !" !"#"$"%& !"# …
!! ∙ !! ∙ !"!
=
!!

!" !!!
> !!∗! !ℎ!" ! !" !"#"$"%& !"# …
=0
!"#! !" !!!
< !!∗! !ℎ!" ! !" !"#"$"%& !"# …
!! !! ∙ !!
= !"! ∙ (
−
)
!!!
!!

zooplankton net C
growth efficiency
!! = 0.69
zooplankton N, C
assimilation
efficiency
!! = 0.69
!! = 0.69
zooplankton C:N
ratios (mol C (mol
N)-1)
!!! = 6.625
!!! = 6.625
zooplankton net C
growth efficiency
!! = 0.69
zooplankton N, C
assimilation
efficiency
!! = 0.69
!! = 0.69
zooplankton C:N
ratios (mol C (mol
N)-1)
!!! = 6.625
!!! = 6.625
zooplankton net C
growth efficiency
!! = 0.69
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!!
(X is !! !" !! )

Detritus
Factors
!"! (!)
!"!"#!$$

!"!"#$%$&

!"!"#$%&$

!! (! + 1)

!"!"#

! !"! , !"! , !!
Microzooplankton
respiration

= (!! ∙ !"! ) − (!! ∙ !! )

zooplankton C
assimilation
efficiency
!! = 0.69
zooplankton C:N
ratios (mol C (mol
N)-1)
!!! = 6.625
!!! = 6.625

! !"!"#!$$ , !"!"#$%$& , !
Flux of remineralised
carbon to level k
! !! ! , !"!"#$%&$
portion of the fast detrital
flux of organic carbon that
is “excess”, or what is not
protected by minerals and
thus subject to
remineralisation
! !"!"#!$$
portion of the “excess”
carbon that “survives”, i.e.
is not remineralised, in a
given level
! !"!"# , !"!"#!"!
portion of the fast detrital
flux of organic carbon that
is “protected” by the ballast
minerals (calcium
carbonate, biogenic silica,
lithogenic material)
! !"!"#$%&$ , !"!"#$%$&
quantity of fast detritus
reaching the next model
layer
! !!" !
portion of fast detrital flux
that is biogenic silica

!"!"#!$$ − !"!"#$%$&
!"(!)
!! ! − !"!"#$%&$

!"!"#!$$ ∙ exp (−

!" !
)
!!"#!$$

excess organic
carbon dissolution
length scale (m)
!!"#!$$ = 188

!"!"# + !"!"#!"!

!"!"#$%&$ − !"!"#$%$&

!!" ! ∙

!!"
∙!
!!"# !"

biogenic Si
mass:mole ratio,
SiO2 (g (mol Si)-1)
!!" = 60.084
organic carbon
mass:mole ratio,
C (g (mol C)-1)
!!"# = 12.011
biogenic Si
protection ratio
(g C (g Si)-1)
!!" = 0.026
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!"!"#!"!

! !!" !
portion of fast detrital flux
that is biogenic silica

!!"!"! ! ∙

!!"!"!
∙ !!"!"!
!!"#

calcium carbonate
mass:mole ratio,
CaCO3 (g (mol
C)-1)
!!"!"! =
100.086
organic carbon
mass:mole ratio,
C (g (mol C)-1)
!!"# = 12.011

!!" (! + 1)

!!"!!! (! + 1)

!"!" (!)
!"!"!!! (!)

! !!" ! , !
quantity of fast detritus
reaching the next model
layer
! !!"!!! ! , !
quantity of fast detritus
reaching the next model
layer
! !!" ! , !!" ! + 1 , !
dissolution flux of biogenic
silica
! !!"!!! ! , !!"!!! !
+ 1 ,!
dissolution flux of calcium
carbonate

!!" ! ∙ exp (−

!" !
)
!!"

if ! ! < lysocline(lat,lon)
!" !
= !!"!!! ! ∙ exp (−
)
!!"!!!
else
= !!"!!! !
!!" ! − !!" ! + 1
!"(!)
!!"!!! ! − !!"!!! ! + 1
!"(!)
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calcium carbonate
protection ratio
(g C (g C)-1)
!!" = 0.070
biogenic Si
dissolution length
scale (m)
!!" = 2000
calcium carbonate
dissolution length
scale (m)
!!"!!! = 3500

Vita
Danny Kaufman was born in Abington, Pennsylvania on 27 February 1987. After
graduating from Leonardtown High School (Valedictorian) in Maryland, he earned a B.S.
in Physics with a specialization in meteorology (University Honors Citation) from the
University of Maryland, College Park. Danny worked as a student researcher in the
Department of Astronomy at UMD under the guidance of Drs. Surjalal Sharma and
Eugenia Kalnay. He entered the M.S. program at the College of William and Mary,
School of Marine Science under the guidance of Dr. Marjorie Friedrichs in 2011,
successfully bypassing into the doctoral program in August 2013. He was a Marine
Science Teaching Fellow in Autumn 2014 and taught the course “Exploring Antarctica’s
Ocean” at the College of William and Mary. He will graduate in May 2017 with a Ph.D.
in Marine Science.

183

