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a b s t r a c t
A nonautonomous competitive Lotka–Volterra system is considered in this work. Sufficient
conditions on the coefficients are given to guarantee that all but one of the species are
driven to extinction. It is shown that these conditions are weaker than those of Montes de
Oca andZeeman [F.Montes deOca,M.L. Zeeman, Extinction innonautonomous competitive
Lotka–Volterra systems, Proc. Amer. Math. Soc. 124 (1996) 3677–3687].
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
We consider the nonautonomous Lotka–Volterra system of differential equations
x˙i(t) = xi(t)
[
bi(t)−
n∑
j=1
aij(t)xj(t)
]
, i = 1, . . . , n, n ≥ 2, (1.1)
where xi(t) represents the population size of the ith species at time t , bi(t), i = 1, . . . , n, and aij(t), i, j = 1, . . . , n, are
continuous for t ∈ (−∞,+∞), and x˙i(t) = ddt xi(t).
Given a function g(t)which is defined on (−∞,+∞), we set
gu = sup{g(t)| −∞ < t < +∞}, g l = inf{g(t)| −∞ < t < +∞}.
Assume that
alij > 0, a
u
ij < +∞, i, j = 1, . . . , n, (1.2)
bli > 0, b
u
i < +∞, i = 1, . . . , n, (1.3)
i.e., the coefficients of system (1.1) are bounded above and below by strictly positive reals.
In [1], Montes de Oca and Zeeman considered system (1.1) where all coefficients bi(t) and aij(t) (i, j = 1, . . . , n) were
assumed to satisfy conditions (1.2) and (1.3). It was shown that if for each k > 1, there exists ik < k such that for any j ≤ k
I Supported by the Program for Innovative Research Team in Ludong University.∗ Corresponding author at: School of Mathematics and Information, Ludong University, Yantai, Shandong 264025, PR China.
E-mail address: jdzhao@ustc.edu (J. Zhao).
0893-9659/$ – see front matter© 2008 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2008.08.015
J. Zhao et al. / Applied Mathematics Letters 22 (2009) 766–770 767
the inequality
buk
alkj
<
blik
auikj
(1.4)
holds, then every solution col(x1(t), . . . , xn(t)) of system (1.1) with xi(t0) > 0, i = 1, . . . , n, for some t0 ∈ (−∞,+∞) has
the property that
lim
t→+∞[x1(t)− u
∗
1(t)] = 0, limt→+∞ xj(t) = 0, j = 2, . . . , n,
where u∗1(t) is the unique solution of the logistic differential equation
u˙(t) = u(t)[b1(t)− a11(t)u(t)], (1.5)
which is bounded above and below by strictly positive reals for all t ∈ (−∞,+∞).
Montes de Oca and Zeeman [2], Zeeman [3], Ahmad [4,5], Teng [6] and Zhao and Jiang [7] have also studied the extinction
of species in system (1.1), and given some results. Ahmad and Montes de Oca [8] have studied the T -periodic system (1.1),
i.e., where the coefficients of (1.1) are continuous and periodic with a common period T > 0, and given similar results for
the extinction of species. Tineo [9] have also considered the T -periodic system (1.1), and obtained sufficient conditions for
existence, uniqueness and stability of periodic solutions in the T -periodic system (1.1).
For when the growth rates have averages, and the interaction coefficients are constants, Ahmad and Lazer [10–12] have
given sufficient conditions involving the averages of the growth rates for one species to be extinct in system (1.1). The work
of Tineo [13] has complemented that in [10] concerning the extinction of one species or persistence of the rest of the species.
In this work, we shall study system (1.1) and get the same results as [1–4] do under the weaker assumption that for each
k > 1 there exists ik < k such that for any j ≤ k the inequality
sup
t∈[t0,+∞)
bk(t)
bik(t)
< inf
t∈[t0,+∞)
akj(t)
aikj(t)
, (1.6)
holds for some t0 ∈ (−∞,+∞).
Our main results are the following Theorem 1.1 and Corollary 1.1.
Theorem 1.1. Assume that system (1.1) satisfies (1.2) and (1.3). If col(x1(t), . . . , xn(t)) is any solution of system (1.1) with
xi(t0) > 0, i = 1, . . . , n, for some t0 ∈ (−∞,+∞), and the inequality (1.6) holds, then for i = 2, . . . , n, xi(t) → 0
exponentially as t → +∞ and ∫ +∞t0 xi(t)dt < +∞, and x1(t) − u∗1(t)→ 0 as t → +∞, where u∗1(t) is the unique solution
of the logistic equation (1.5) which is bounded above and below by strictly positive reals for all t ∈ (−∞,+∞) and globally
attractive.
Remark 1.1. The inequality (1.4) implies (1.6), but not conversely, for
sup
t∈[t0,+∞)
bk(t)
bik(t)
≤ b
u
k
blik
<
alki
auikj
≤ inf
t∈[t0,+∞)
akj(t)
aikj(t)
.
Therefore, we have improved the extinction conditions of [1] for system (1.1).
From Theorem 1.1, by setting ik = 1 for each k, we directly have the following Corollary 1.1:
Corollary 1.1. Assume that system (1.1) satisfies (1.2) and (1.3). If col(x1(t), . . . , xn(t)) is any solution of system (1.1) with
xi(t0) > 0, i = 1, . . . , n, for some t0 ∈ (−∞,+∞), and for each k > 1 and any j ≤ k the inequality
sup
t∈[t0,+∞)
bk(t)
b1(t)
< inf
t∈[t0,+∞)
akj(t)
a1j(t)
holds, then the results of Theorem 1.1 are true.
Theorem 1.1 will be proved in Section 2. In Section 3, an example will be given to illustrate that (1.6) does not imply (1.4),
that is, the condition (1.6) is better than (1.4).
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2. Proof of Theorem 1.1
First we give two lemmas that can be found in [1,4] and [14].
Lemma 2.1 (Montes de Oca and Zeeman [1], Lemma 4.1). Suppose that (1.2) and (1.3) hold. If col(x1(t), . . . , xn(t)) is a solution
of system (1.1)with xi(t0) > 0, i = 1, . . . , n, for some t0 ∈ (−∞,+∞), then there exist γ , δ > 0 such that for all t ∈ [t0,+∞)
δ ≤
n∑
i=1
xi(t) ≤ γ .
For the logistic equation
x˙(t) = x(t)[b(t)− a(t)x(t)], (2.1)
there is the following result:
Lemma 2.2 (Ahmad [4] and Coleman [14]). If the coefficients b(t) and a(t) are continuous functions, and bounded above and
below by strictly positive reals for all t ∈ (−∞,+∞), then the logistic equation (2.1) has a unique solution x∗(t) which is
bounded above and below by strictly positive reals for all t ∈ (−∞,+∞) and globally attractive.
Now we prove Theorem 1.1.
Proof of Theorem 1.1. Let col(x1(t), . . . , xn(t)) be a solution of system (1.1) with xi(t0) > 0, i = 1, . . . , n, for some
t0 ∈ (−∞,+∞). We prove this theorem by induction. First we show that xn(t) → 0 exponentially as t → +∞. Let
i = in be given by (1.6). We note that
x˙i(t)
xi(t)
= bi(t)−
n∑
j=1
aij(t)xj(t),
x˙n(t)
xn(t)
= bn(t)−
n∑
j=1
anj(t)xj(t).
By (1.6), we can choose α, β > 0 such that for j ≤ n,
sup
t∈[t0,+∞)
bn(t)
bi(t)
<
α
β
< inf
t∈[t0,+∞)
anj(t)
aij(t)
. (2.2)
Let
Vn(t) = x−αi (t)xβn (t).
We have that for t ≥ t0,
dVn(t)
dt
= Vn(t)
[
βbn(t)− αbi(t)+
n∑
j=1
(αaij(t)− βanj(t))xj(t)
]
= Vn(t)
[
βbn(t)− αbi(t)+
n∑
j=1
βaij(t)
(
α
β
− anj(t)
aij(t)
)
xj(t)
]
.
By (2.2), we can choose θ1, θ2 > 0 such that for t ≥ t0 and j ≤ n,
βbn(t)− αbi(t) < −θ1 < 0, α
β
− anj(t)
aij(t)
< −θ2 < 0.
So by Lemma 2.1 we have that for t ≥ t0,
dVn(t)
dt
< −Vn(t)θ,
where θ = θ1 + θ2βδmin{alij|j = 1, . . . , n} > 0. Integrating this inequality from t0 to t , we get that for t ≥ t0,
ln Vn(t) < ln Vn(t0)− θ(t − t0).
By Lemma 2.1, we have that xi(t) ≤ γ , i = 1, . . . , n, for t ≥ t0. Thus, from the above inequality, we get for t ≥ t0,
xn(t) < C1 exp
[
− θ
β
(t − t0)
]
, (2.3)
where
C1 = γ
α
β x
− α
β
i (t0)xn(t0) > 0.
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Therefore, by (2.3), we have that xn(t)→ 0 exponentially as t →+∞, and
∫ +∞
t0
xn(t)dt < +∞.
We now prove that for 1 < p < n, xp(t)→ 0 exponentially as t →+∞ and
∫ +∞
t0
xp(t)dt < +∞ under the assumption
that for p < j ≤ n, xj(t) → 0 exponentially as t → +∞ and
∫ +∞
t0
xj(t)dt < +∞. Let i = ip be given by inequality (1.6).
Note that
x˙i(t)
xi(t)
= bi(t)−
n∑
j=1
aij(t)xj(t),
x˙p(t)
xp(t)
= bp(t)−
n∑
j=1
apj(t)xj(t).
By (1.6), we can choose λ, η > 0 such that for j ≤ p and t ≥ t0,
sup
t∈[t0,+∞)
bp(t)
bi(t)
<
λ
η
< inf
t∈[t0,+∞)
apj(t)
aij(t)
. (2.4)
Let
Vp(t) = x−λi (t)xηp(t).
We have that for t ≥ t0,
dVp(t)
dt
= Vp(t)
[
ηbp(t)− λbi(t)+
n∑
j=1
(λaij(t)− ηapj(t))xj(t)
]
= Vp(t)
[
ηbp(t)− λbi(t)+
p∑
j=1
ηaij(t)
(
λ
η
− apj(t)
aij(t)
)
xj(t)+
n∑
j=p+1
(λaij(t)− ηapj(t))xj(t)
]
.
By (2.4), we can choose ξ1, ξ2 > 0 such that for j ≤ p and t ≥ t0,
ηbp(t)− λbi(t) < −ξ1 < 0, λ
η
− apj(t)
aij(t)
< −ξ2 < 0.
So we get that for t ≥ t0,
dVp(t)
dt
< Vp(t)
[
−ξ1 − ζ
p∑
j=1
xj(t)+
n∑
j=p+1
(λaij(t)− ηapj(t))xj(t)
]
,
where ζ = ξ2ηmin{alij| j = 1, . . . , p} > 0. By Lemma 2.1 and the assumption that xj(t)→ 0 exponentially as t →+∞ for
j > p, we know that there exists a T1 ≥ t0 such that for t ≥ T1,
p∑
j=1
xj(t) >
δ
2
,
and there exist T2 ≥ t0 and ν > 0 such that for t ≥ T2,
n∑
j=p+1
(λaij(t)− ηapj(t))xj(t) < ν < δζ2 .
Let T = max{T1, T2}. We have that for t ≥ T ,
dVp(t)
dt
< Vp(t)(−ξ1 − σ),
where σ = δζ2 − ν > 0. By the same procedure as above for xn(t), we finally get that for t ≥ T
xp(t) < C2 exp
[
− (ξ1 + σ)
η
(t − T )
]
,
where
C2 = γ λη x−
λ
η
i (T )xp(T ) > 0.
Thus we have that xp(t) → 0 exponentially as t → +∞, and
∫ +∞
t0
xp(t)dt < +∞. This completes the proof that for
j = 2, . . . , n, xj(t)→ 0 exponentially as t →+∞ and
∫ +∞
t0
xj(t)dt < +∞.
The proof that x1(t)− u∗1(t)→ 0 as t →+∞ follows ([1], Theorem 6.1). This completes our proof. 
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3. An example
In this section, we give an example to illustrate that (1.6) does not imply (1.4). Consider the two-species system for
t ∈ (−∞,+∞)
x˙1(t) = x1(t)
[
3+ arctan t − 3
2
x1(t)− 910x2(t)
]
,
x˙2(t) = x2(t)[3+ arctan t − 2x1(t)− x2(t)].
We have that for t0 = 0
sup
t∈[0,+∞)
b2(t)
b1(t)
= 1 < inf
t∈[0,+∞)
a21(t)
a11(t)
= 4
3
,
sup
t∈[0,+∞)
b2(t)
b1(t)
= 1 < inf
t∈[0,+∞)
a22(t)
a12(t)
= 10
9
.
Therefore (1.6) holds. But
bu2a
u
11 − bl1al21 =
(
3+ pi
2
)
× 3
2
− 3× 2 = 3pi − 6
4
> 0,
bu2a
u
12 − bl1al22 =
(
3+ pi
2
)
× 9
10
− 3× 1 = 9pi − 6
20
> 0.
Thus (1.4) does not hold.
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