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Abstract
The object of the present work is to express characteristic numbers of a homogeneous space G/U
which are related to the immersion dimension of G/U by Lie group invariants of G and U . New
concrete nonimmersion theorems for flag manifolds and other homogeneous spaces are proved.
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1. Introduction
The problem of determining the smallest Euclidean space in which a given smooth
manifold can be immersed has attracted the attention of many algebraic topologists.
In [4] Cohen gave an upper bound for all compact smooth manifolds depending only
on the dimension of the manifold. For homogeneous spaces, especially for flag manifolds,
positive immersion results were established by Tornehave [26], Lam [12] and Hiller [7].
Although there are well known integrality theorems by Atiyah and Hirzebruch [1] and
Mayer [14] for finding lower bounds for the immersion dimension there are no results
for arbitrary flag manifolds. Progress has only been made on the nonimmersion question
for Grassmannian manifolds and real and low dimensional complex flag manifolds [5,
8–10,13–25]. The technical difficulty in applying the integrality theorems is to calculate
certain characteristic numbers and to bring them in a factorized form. Anyone who has
been concerned with the subject is familiar with the fact that some amount of notational
and combinatorial effort has to be spent.
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In this paper nonimmersion results for a large class of homogeneous spaces, including
all complex and quarternionic and many real flag manifolds, will be given. Let G/U be
a homogeneous space with G and U being compact Lie groups of same rank. Then the
characteristic classes of homogeneous vector bundles over G/U can be described by the
roots and weights of G and U . An adaption of a theorem by Borel and Hirzebruch [2]
will yield a formula describing the associated Hilbert polynomial H by an expression
consisting of algebraic invariants of G and U . By a special case of this method Sugawara
was able to establish nonimmersion results for complex Grassmannians. In contrast to the
case of complex Grassmannians the expression for the more general homogeneous spaces
possesses a nonfactorized sum form.
The present paper is divided into four sections: Section 2 is devoted collecting well-
known preparatory material about the Hilbert polynomial and its relationship to the
nonimmersion problem. Furthermore we give the formula for Hilbert polynomials of
homogeneous spaces. In Section 3 lower bounds for the immersion dimension of concrete
homogeneous spaces are presented. The proofs follow in Section 4.
2. The Hilbert polynomial
Let X be a compact connected oriented smooth manifold of even dimension 2n with
Pontrjagin classes pi(X) ∈ H 4i(X;Z) and fundamental class [X]. Let K(X) be the
K-ring of X. H ∗(X;Z) and H ∗(X;Q) stand for the singular cohomology ring of X
with coefficients in Z and Q, respectively. Moreover let ch :K(X)→ H ∗(X;Q) be the
Chern character and ch(X) ⊂ H ∗(X;Q) the image of K(X) by ch. For an element
z =∑∞j=0 z2j ∈ H ∗(X;Q) with z2j ∈ H 2j (X;Q) and a rational number t ∈ Q we set
z(t) =∑∞j=0 z2j tj .
We set Â(X) to be the Â-class of X. For all d ∈ H 2(X;Q) and z ∈ ch(X) we define
Â(X,d, z) = (z · edÂ(X))[X] and H(t) = Â(X,d/2, z(t)). H(t) is a polynomial in t of
degree less than or equal to n with rational coefficients and is called the Hilbert-Polynom
of X associated with d and z [1].
Before we restate some nonimmersion and immersion theorems some notions have to
be introduced:
Definition 1. For n ∈N, k ∈ {0,1, . . . , n} and q ∈Q we define:
α(n)= number of digits in the binary expansion of n which are 1;
α1(n)=∑n−1κ=0 α(κ);
β(n, k)= α1(n)− α1(k)− α1(n− k);
ν2(q)= the exponent of 2 as prime factor of q .
Remark 2 [27].
(i) ν2(n!)= n− α(n).
(ii) If n is even, then α1(n)= 12n+ 2α1( 12n).
(iii) 0 β(n, k) < 2[log2 n].
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The importance of the Hilbert polynomial for the immersion and embedding problem is
given by the following integrality theorem [14]:
Proposition 3 (Mayer). Let X be a 2n-dimensional compact oriented smooth manifold
and H be the Hilbert polynomial associated with d ∈ H 2(X;Z) and z ∈ ch(X). Then X
cannot be immersed in an Euclidean space with dimension −2ν2(H( 12 ))− 1 and cannot
be embedded in an Euclidean space with dimension −2ν2(H( 12 )).
Remark 4. The theorem has improvements if z ∈ chO(X) or z ∈ ch Sp(X).
Now we understand G to be a compact connected Lie group and U to be a connected
closed subgroup of G with maximal rank. Let T be a fixed maximal torus in U . Let W(G)
be the Weyl group of G and W(U) the Weyl group of U . We can understand the elements
of W(G) in an algebraic sense, i.e., as self mappings of the real Lie algebra t0 of T or
its complexification t, and in an analytic sense, i.e., as members of NG(T )/T . We choose
compatible systems of positive roots and denote them by Σ+(G) and Σ+(U), respectively.
The elements of Ψ =Σ+(G) \Σ+(U) are called the positive complementary roots of G
with respect to U . We define δ = 12
∑
α∈Σ+(G) α. δ is algebraically integral with respect to
G. Furthermore we define δ′ = 12
∑
α∈Σ+(U) α.
G/U is a simply connected manifold with dimension 2|Ψ |. We orient G/U by requiring
that the orientation of G/T is induced by those of G/U and U/T . TherebyU/T and G/T
are oriented by the invariant complex structures with root systems Σ+(U) and Σ+(G),
respectively.
Proposition 5. Let G ⊃ U be connected Lie groups with the same rank. Moreover,
let (L,η) be a complex one-dimensional representation of U with weight γ and
(µ1, . . . ,µr) be a W(U)-invariant family of analytically integral elements. There are
complex representations (K1, ζ1), . . . , (Ks, ζs) and integers n1, . . . , ns with
∑r
ρ=1 eµρ =∑s
σ=1 nσχKσ . Since G→ G/U is a principal bundle with structure group U there are
associated vector bundles G×η L→G/U and G×ζσ Kσ →G/U . We use the following
notations: Let H be the Hilbert polynomial of G/U associated with c1(G ×η L) and
z =∑sσ=1 nσ ch(G ×ζσ Kσ ). 〈 , 〉 is the bilinear form on the weight space induced by
the Killing form of G. This implies:
(i) Â
(
G/U,
c1(G×η L)
2
, z
)
=
r∑
ρ=1
∏
α∈Σ+(G)
〈 12γ +µρ + δ′, α〉
〈δ,α〉 .
(ii) H(t)=
r∑
ρ=1
∏
α∈Σ+(G)
〈 12γ + tµρ + δ′, α〉
〈δ,α〉 .
Remark 6.
(i) If U is the centralizer of a toral subgroup of G then G/U possesses a homogeneous
complex structure [28]. If G/U is an almost complex homogeneous space with
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invariant almost complex structure then L may be chosen as the space of
determinant forms of TU(G/U) (considered as a complex vector space). The
weight of this representation is given by the sum of the positive complementary
weights. Hence we get 12γ + δ′ = δ.
(ii) We may choose L to be trivial. In this situation we have 12γ + δ′ = δ′.
(iii) Together with Proposition 3 the proposition above yields a nonimmersion theorem
for homogeneous spaces.
(iv) Background material about Lie groups can be found in standard textbooks, e.g., [3,
11].
Proof. Part (ii) follows immediately from part (i) by using the Adams operation. The proof
of part (i) is just an adaption of the calculation of the untwisted Â-genus in [2]. ✷
3. Nonimmersion theorems for flag manifolds and other homogeneous spaces
In this section the nonimmersion results for flag manifolds and other homogeneous space
are presented. The proofs follow in the next section. Let n1, . . . , ns be positive integers and
n=∑sσ=1 nσ . In Propositions 11 and 14 we allow n1 to be equal to 0. Let S be a subset of
{1, . . . , s} and k =∑σ∈S nσ .
Proposition 7. The complex flag manifoldU(n)/U(n1)×· · ·×U(ns) cannot be immersed
in an Euclidean space with dimension 4k(n− k)− 2β(n, k)− 1. It cannot be embedded in
an Euclidean space with dimension 4k(n− k)− 2β(n, k).
Proposition 8. The quarternionic flag manifold Sp(n)/Sp(n1)× · · · × Sp(ns) cannot be
immersed in an Euclidean space with dimension 8k(n− k)− 2k− 2β(n, k)− 1. It cannot
be embedded in an Euclidean space with dimension 8k(n− k)− 2k− 2β(n, k).
Proposition 9. The oriented flag manifold SO(2n)/SO(2n1)× · · · × SO(2ns) cannot be
immersed in an Euclidean space with dimension 8k(n− k)− 2k− 2β(n, k)− 1. It cannot
be embedded in an Euclidean space with dimension 8k(n− k)− 2k− 2β(n, k).
Remark 10. In the case of Grassmannians (s = 2, n1 = k, n2 = n−k) the results coincide
with the results given in [22,16]. They improve the results in [15].
Proposition 11. The oriented flag manifold SO(2n+ 1)/SO(2n1 + 1)× SO(2n2)× · · · ×
SO(2ns) cannot be immersed in an Euclidean space with dimension 8k(n − k) − 2k −
2β(n, k)− 1. It cannot be embedded in an Euclidean space with dimension 8k(n− k)−
2k− 2β(n, k).
Proposition 12. Sp(n)/U(n1)× · · · ×U(ns) cannot be immersed in an Euclidean space
with dimension 8k(n−k)+2(n−k)−2β(n, k)−1. It cannot be embedded in an Euclidean
space with dimension 8k(n− k)+ 2(n− k)− 2β(n, k).
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Proposition 13. SO(2n)/U(n1)×· · ·×U(ns) cannot be immersed in an Euclidean space
with dimension 8k(n − k) − 2k − 2β(n, k) − 1. It cannot be immersed in an Euclidean
space with dimension 8k(n− k)− 2k− 2β(n, k).
Proposition 14. SO(2n+ 1)/SO(2n1 + 1)×U(n2)× · · ·×U(ns) cannot be immersed in
an Euclidean space with dimension 8k(n− k)− 2k− 2β(n, k)− 1. It cannot be embedded
in an Euclidean space with dimension 8k(n− k)− 2k − 2β(n, k).
Remark 15. The oriented flag manifold is a covering space of the real flag manifold. So
the nonimmersion statements in Propositions 9 and 11 also hold for the real flag manifolds
O(2n)/O(2n1) × · · · ×O(2ns) and O(2n+ 1)/O(2n1 + 1)× O(2n2)× · · · × O(2ns),
respectively.
Remark 16. Positive immersion results are:
(i) The complex flag manifold U(n)/U(n1)× · · · ×U(ns) is a π -manifold or can be
immersed in an Euclidean space with dimension n2 − s [12].
(ii) The quarternionic flag manifold Sp(n)/Sp(n1)× · · · × Sp(ns) is a π -manifold or
can be immersed in an Euclidean space with dimension 2n2 − n− s [12].
(iii) The real flag manifold O(2n)/O(2n1)× · · · ×O(2ns) is a π -manifold or can be
immersed in an Euclidean space with dimension 2n2 − n [12].
(iv) The real flag manifold O(2n+ 1)/O(2n1 + 1)×O(2n2)× · · · ×O(2ns) is a π -
manifold or can be immersed in an Euclidean space with dimension 2n2 + n [12].
(v) Sp(n)/U(n1)× · · · × U(ns) is a π -manifold or can be immersed in an Euclidean
space with dimension 2n2 + n− s.
(vi) SO(2n)/U(n1)×· · ·×U(ns) is a π -manifold or can be immersed in an Euclidean
space with dimension 2n2 − n− s.
(vii) SO(2n + 1)/SO(2n1 + 1) × U(n2) × · · · × U(ns) is a π -manifold or can be
immersed in an Euclidean space with dimension 2n2 + n [7].
Proof of (v), (vi). U(n1) × · · · × U(ns) is the centralizer of the toral subgroup
{diag(eirτ (1), . . . , eirτ (n)) | r1, . . . , rs ∈R} in Sp(n) and of the toral subgroup{
diag
((
cos rτ(1) sin rτ(1)
− sin rτ(1) cos rτ(1)
)
, . . . ,
(
cos rτ(n) sin rτ(n)
− sin rτ(n) cos rτ(n)
))∣∣∣∣ r1, . . . , rs ∈R
}
in SO(2n). From the results in [26] the statements are immediate. ✷
To demonstrate the quality of the result we give an example:
Example 17. Let / 2 be an integer, s even, k = s//2, n= s/. Then β(n, k)= s//2 and
we get the following bounds for the immersion dimension:
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Manifold Dimension Lower bound Upper bound
U(s/)/U(/)s (s2 − s)/2 s2/2 − s/ s2/2 − s
Sp(s/)/Sp(/)s (2s2 − 2s)/2 2s2/2 − 2s/ 2s2/2 − s/− s
SO(2s/)/SO(2/)s (2s2 − 2s)/2 2s2/2 − 2s/ 2s2/2 − s/
SO(2s/+1)
SO(2/+1)×SO(2/)s−1 (2s
2 − 2s)/2 + (2s − 2)/ 2s2/2 − 2s/ 2s2/2 + s/
Sp(s/)/U(/)s (2s2 − s)/2 + s/ 2s2/2 2s2/2 + s/− s
SO(2s/)/U(/)s (2s2 − s)/2 − s/ 2s2/2 − 2s/ 2s2/2 − s/− s
SO(2s/+1)
SO(2/+1)×U(/)s−1 (2s
2 − s − 1)/2+(s − 1)/ 2s2/2 − 2s/ 2s2/2 + s/
4. Proofs
In the proofs we use the following notation:
/σ = 1+
σ−1∑
j=1
nj , mσ =
σ∑
j=1
nj .
Let τ : {1, . . . , n}→ {1, . . . , s} be given by
τ (λ)= σ if and only if /σ  λmσ .
We denote the nth symmetric group by Sn, the real Lie algebra of G by g0 and its
complexification by g. [g,g] is the semisimple part of g with Cartan algebra t′ = t∩ [g,g].
4.1. Proof of Proposition 7
Let G = U(n), U = U(n1) × · · · × U(ns) and T = U(1) × U(1) × · · · × U(1).
G and U fulfill the prerequisites of Remark 6(i). T is a maximal torus of G and U .
t′∗ is the span of elements L1, . . . ,Ln which are algebraically independent beyond the
relation L1 + · · · + Ln = 0. The Killing form of G induces the bilinear form 〈 , 〉 on t′∗
given by 〈∑aλLλ,∑bκLκ 〉 = 12n(∑aκbκ − 1n(∑aλ)(∑bκ)). The Weyl group W(G) is
isomorphic to Sn. The Weyl group W(U) is isomorphic to Sn1 × · · · ×Sns . A system of
positive roots of G is given by Σ+(G)= {Lλ − Lκ |1 λ < κ  n}. The half sum of the
positive roots is equal to δ = 12
∑n
λ=1(n− 2λ+ 1)Lλ. For integers µ1, . . . ,µs the element∑n
λ=1 µτ(λ)Lλ ∈ t′∗ is W(U)-invariant and analytically integral.
So the corresponding Hilbert polynomial of G/U is equal to
H(t)=±
∏
1κ<λn
(tµτ(κ) − κ)− (tµτ(λ) − λ)
−κ + λ .
Without loss of generality S = {1, . . . , p} where p ∈ {0, . . . , s}. Then k = mp . If
σ ∈ {1, . . . , p} then we set µσ = 2(mσ + /σ ). If σ ∈ {p + 1, . . . , s} then we set µσ =
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2(mσ + /σ − mp) − 1. Then we have { 12µτ(κ) − κ | 1  κ  k} = {1,2, . . . , k} and
{ 12µτ(κ) − κ | k + 1 κ  n} = {1− 12 ,2− 12 , . . . , n− k − 12 }.
So we can calculate
H
( 1
2
)=± k∏
κ=1
(κ − 1)! ·
n−k∏
κ=1
(κ − 1)! ·
k∏
κ=1
n−k∏
λ=1
(
κ − λ+ 12
) · n∏
κ=1
(κ − 1)!−1
and
ν2
(
H
( 1
2
))= α1(n)− α1(k)− α1(n− k)− 2k(n− k).
4.2. Proof of Proposition 8
Let G= Sp(n), U = Sp(n1)× · · ·× Sp(ns) and T =U(1)×U(1)× · · ·×U(1). G and
U fulfill the prerequisites of Remark 6(ii). T is a maximal torus of G and U . t∗ is the span
of linear independent elements L1, . . . ,Ln such that the bilinear form 〈 , 〉 on t∗ induced
by the Killing form of G is given by〈∑
aλLλ,
∑
bκLκ
〉
= 1
4n+ 4
(∑
aκbκ
)
.
The Weyl group W(G) is isomorphic to the semidirect product of Sn and {±1}n. The
operation of Sn on {±1}n is given by the standard operation on the set of indices. The
Weyl group W(U) is isomorphic to the semidirect product of Sn1 × · · · ×Sns and {±1}n.
A system of positive roots of G is given by Σ+(G) = {Lλ ± Lκ, 2Lλ | 1  λ < κ  n}.
The half sum is equal to δ =∑nλ=1(n − λ + 1)Lλ. A system of positive roots of U is
given by Σ+(U) =⋃sσ=1{Lλ ± Lκ, 2Lλ | /σ  λ < κ  mσ }. The half sum is equal to
δ′ =∑nλ=1(mτ(λ)−λ+1)Lλ. For given integers µ1, . . . ,µs the set of analytically integral
elements{ ∑
1λn
ελµτ(λ)Lλ
∣∣∣εκ ∈ { {±1}, if µτ(κ) = 0,{1}, if µτ(κ) = 0
}
(∗)
is W(U)-invariant. In the family( ∑
1λn
ελµτ(λ)Lλ
∣∣∣ εκ ∈ {±1}, if 1 κ  n)
each member of (∗) appears exactly 2(
∑
1σs,µσ =0 nσ )
-times. So we obtain a Hilbert
polynomial of G/U by:
H(t) = ±2−(
∑
1σs,µσ =0 nσ ) ·
∑
ε1,...,εn=±1
[ ∏
1κn
εκ tµτ(κ) +mτ(κ) − κ + 1
n− κ + 1
·
∏
1κ<λn
(εκ tµτ(κ) +mτ(κ) − κ + 1)2 − (ελtµτ(λ) +mτ(λ)− λ+ 1)2
(n− κ + 1)2 − (n− λ+ 1)2
]
.
The denominator can be simplified to
∏n
κ=1 (2κ − 1)!.
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As a consequence of Vandermonde’s theorem the numerator equals
det
(
(−tµτ(κ) +mτ(κ) − κ + 1)2λ−1 + (tµτ(κ) +mτ(κ) − κ + 1)2λ−1
)
1κ,λn.
The determinant can be simplified by elementary row transformations within the “σ th
block”, i.e., for κ ∈ {/σ , . . . ,mσ }.
Definition 18. To simplify notation we introduce relations ∼r (r ∈ Z) on the set of q × n-
matrices: A1 ∼r A2 if and only if for all (n − q)× n-matrices B the following identity
holds: det
(
A1
B
)=±2r det (A2
B
)
.
This leads to:(
(−tµτ(κ) +mτ(κ) − κ + 1)2λ−1 + (tµτ(κ) +mτ(κ) − κ + 1)2λ−1
)
/σκmσ
1λn
∼−1
(
(−tµτ(κ) +mτ(κ) − κ + 1)2λ−1 + (tµτ(κ) +mτ(κ) − κ + 1)2λ−1
+ (tµτ(κ) −mτ(κ) + κ + 1)2λ−1 + (−tµτ(κ) −mτ(κ) + κ + 1)2λ−1
)
lσκmσ
1λn
.
In step ∼−1 the negative of the (κ + 2)th row was added to the κ th row (κ = lσ , . . . ,
mσ − 2), the mσ th row was doubled and a null row was added to the (mσ − 1)th row. We
simplify the matrix by the formula in the next lemma:
Lemma 19. For all n ∈N the following equation is true:
det
(
(1− xκ)2λ−1 + (1+ xκ)2λ−1 + (1− yκ)2λ−1 + (1+ yκ)2λ−1
)
1κ,λn
= 2 (2n− 1)!
(n− 1)! · det
(
x2λ−2κ + y2λ−2κ
)
1κ,λn.
Proof. We apply the binomial formula to all entries. Then we simplify the matrix by
elementary row transformations. ✷
By Lemma 19 the Hilbert polynomial is given by
±2(1−s−
∑
1σs,µσ =0 nσ ) · (n− 1)!−1 ·
∏
1κn−1
(2κ − 1)!−1
· det((−tµτ(κ) +mτ(κ) − κ)2λ−2 + (tµτ(κ) +mτ(κ) − κ)2λ−2)1κ,λn
=±2(1−s−
∑
1σs,µσ =0 nσ ) · (n− 1)!−1 ·
∏
1κn−1
(2κ − 1)!−1
· det((−tµτ(κ) + κ − /τ(κ))2λ−2 + (tµτ(κ) + κ − /τ(κ))2λ−2)1κ,λn.
In order to obtain nonimmersion results we set t = 12 . Without loss of generality S =
{1, . . . , p} where p ∈ {0, . . . , s}. Then k =mp . If σ ∈ {1, . . . , p} then we set µσ = 2/σ −1.
If σ ∈ {p + 1, . . . , s} then we set µσ = 2(/σ − k − 1). We perform elementary row
transformations within the upper k rows:
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1λn
=
(( 1
2 − 2/τ(κ) + κ
)︸ ︷︷ ︸
uκ
2λ−2 + (− 12 + κ)︸ ︷︷ ︸
vκ
2λ−2)
1κk
1λn
∼p
((− 12 + κ)2λ−2) 1κk
1λn
.
The last relation is implied by the following facts: If κ ∈ {/1, /2, . . . , /p} then uκ =−vκ .
If κ /∈ {/1, /2, . . . , /p} then uκ =±vλ for some λ < κ . Thus the matrix can be simplified
by elementary row transformations stepwise.
In a similar fashion we get((− 12µτ(κ) + κ − /τ(κ))2λ−2 + ( 12µτ(κ) + κ − /τ(κ))2λ−2) k+1κn
1λn
=
((
k + 1+ κ − 2/τ(κ)
)︸ ︷︷ ︸
uκ
2λ−2 + (−k− 1+ κ)︸ ︷︷ ︸
vκ
2λ−2)
k+1κn
1λn
∼s−p−1+np+1
(
(−k − 1+ κ)2λ−2) k+1κn
1λn
= ((−1+ κ)2λ−2) 1κn−k
1λn
.
Here we have uκ =±vκ for all κ ∈ {/p+1, /p+1 + 1, . . . ,mp+1} ∪ {/p+2, /p+3, . . . , /s}
and uκ =±vλ for some λ < κ for all other κ .
Therefore H( 12 ) is essentially given by an Vandermonde determinant, which can be
factorized:
H
( 1
2
) = ± · (n− 1)!−1 · ∏
1κn−1
(2κ − 1)!−1
· det
( ((− 12 + κ)2λ−2)1κk((−1+ κ)2λ−2)1κn−k
)
1λn
= ±
∏
1κk
(2κ − 2)! ·
∏
1κn−k−1
(2κ − 1)! · (n− k − 1)!
·
∏
1κk
1λn−k
(− 12 + λ− κ) ∏
1κk
1λn−k
(− 32 + λ+ κ)
· (n− 1)!−1 ·
∏
1κn−1
(2κ − 1)!−1.
This leads to ν2(H( 12 ))= k − 4k(n− k)− α1(k)− α1(n− k)+ α1(n).
4.3. Proof of Proposition 9
Let G= SO(2n), U = SO(2n1)×· · ·×SO(2ns) and T = SO(2)×SO(2)×· · ·×SO(2).
G and U fulfill the prerequisites of Remark 6(ii). T is a maximal torus of G and U . t∗ is
the span of linear independent elements L1, . . . ,Ln such that the bilinear form 〈 , 〉 on t∗
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induced by the Killing form of G is given by 〈∑aλLλ,∑bκLκ 〉 = 14n−4 (∑aκbκ). The
Weyl group W(G) is isomorphic to the semidirect product of Sn and{
(ε1, . . . , εn) ∈ {±1}n
∣∣∣∣ n∏
κ=1
εκ = 1
}
.
The Weyl groupW(U) is isomorphic to the direct product of accordant semidirect products
of Snσ and{
(ε/σ , . . . , εmσ ) ∈ {±1}nσ
∣∣∣ mσ∏
κ=/σ
εκ = 1
}
.
A system of positive roots of G is given by Σ+(G)= {Lλ±Lκ | 1 λ < κ  n}. The half
sum is equal to δ =∑nλ=1(n−λ)Lλ . A system of positive roots of U is given by Σ+(U)=⋃s
σ=1{Lλ ± Lκ | /σ  λ < κ mσ }. The half sum is equal to δ′ =
∑n
λ=1(mτ(λ) − λ)Lλ .
For integers µ1, . . . ,µs the set of analytically integral elements{ ∑
1λn
ελµτ(λ)Lλ
∣∣∣∣∣ εκ ∈
{ {±1}, if µτ(κ) = 0,
{1}, if µτ(κ) = 0,∏mσ
κ=/σ εκ = 1 for all σ ∈ {1, . . . , s}
}
(∗)
is W(U)-invariant.
Let E = {ε = (ε1, . . . , εn) ∈ {±1}n |∏mσκ=/σ εκ = 1 for all σ ∈ {1, . . . , s}}. In the family
(
∑
1λn ελµτ(λ)Lλ | ε ∈ E) each member of (∗) appears exactly 2(
∑
1σs,µσ =0(nσ−1))
-
times. So the corresponding Hilbert polynomial of G/U is given by
H(t) = ±2−
∑
1σs,µσ =0(nσ−1)
·
∑
ε∈E
∏
1κ<λn
(εκ tµτ(κ) +mτ(κ)−κ)2 − (ελtµτ(λ) +mτ(λ)−λ)2
(n− κ)2 − (n− λ)2
= ±2−
∑
1σs,µσ =0(nσ−1) ·
∏
1κ<λn
(λ− κ)−1 ·
∏
1κ<λn
(2n− κ − λ)−1
·
∑
ε∈E
det
(
(εκ tµτ(κ) +mτ(κ) − κ)2λ−2
)
1κ,λn
(∗∗)= ±2−s−
∑
1σs,µσ =0(nσ−1) ·
∏
1κ<λn
(λ− κ)−1 ·
∏
1κ<λn
(2n− κ − λ)−1
·
∑
ε1,...,εn=±1
det
(
(εκ tµτ(κ) +mτ(κ) − κ)2λ−2
)
1κ,λn
= ±2−s−
∑
1σs,µσ =0(nσ−1) · (n− 1)!−1
∏
1κn−1
(2κ − 1)!−1
· det((−tµτ(κ) +mτ(κ) − κ)2λ−2 + (tµτ(κ) +mτ(κ) − κ)2λ−2)1κ,λn.
Step (∗∗) holds because for all σ ∈ {1, . . . , s} the mσ th row is independent of the sign of
εmσ =±1.
M. Walgenbach / Topology and its Applications 112 (2001) 71–86 81
If the corresponding Hilbert polynomial of the quarternionic flag manifold Sp(n)/Sp(n1)
× · · · × Sp(ns) is denoted by A(t) we obtain H(t)=A(t) · 2#{σ |µσ=0}−1. In particular, by
choosing the integers µ1, . . . ,µs as in the proof of Proposition 8, Proposition 9 results.
4.4. Proof of Proposition 11
Let G= SO(2n+ 1), U = SO(2n1 + 1)× SO(2n2)× · · · × SO(2ns) and T = SO(1)×
SO(2) × SO(2) × · · · × SO(2). G and U fulfill the prerequisites of Remark 6(ii). T is
a maximal torus of G and U . t∗ is the span of linear independent elements L1, . . . ,Ln
such that the bilinear form 〈 , 〉 on t∗ induced by the Killing form of G is given
by 〈∑aλLλ,∑bκLκ 〉 = 14n−2 (∑aκbκ). The Weyl group W(G) is isomorphic to the
semidirect product of Sn and {±1}n. The operation of Sn on {±1}n is given by the
standard operation on the set of indices. The Weyl group W(U) is isomorphic to the direct
product of semidirect products of Snσ with {(εlσ , . . . , εmσ ) ∈ {±1}nσ |
∏mσ
κ=lσ εκ = 1} for
σ ∈ {2, . . . , s} and Sn1 with {±1}n1 . A system of positive roots of G is given by Σ+(G)=
{Lλ ± Lκ, Lλ | 1  λ < κ  n}. The half sum is equal to δ =∑nλ=1(n − λ + 12 )Lλ.
A system of positive roots of U is given by Σ+(U) =⋃sσ=1{Lλ ± Lκ, | lσ  λ < κ 
mσ } ∪ {Lλ | 1 λ n1}. The half sum is equal to δ′ =∑nλ=1(mτ(λ)−λ+ϕτ(κ))Lλ where
ϕ1 = 12 and ϕ2 = · · · = ϕs = 0. For given integers µ1, . . . ,µs the set of analytically integral
elements
∑
1λn
ελµτ(λ)Lλ
∣∣∣∣∣ εκ ∈
{ {±1}, if µτ(κ) = 0,
{1}, if µτ(κ) = 0,∏mσ
κ=lσ εκ = 1 for all σ ∈ {2, . . . , s}
 (∗)
is W(U)-invariant.
We define ϕ˜ = 1 if µ1 = 0 and ϕ˜ = 0 otherwise. In the family ∑
1λn
ελµτ(λ)Lλ
∣∣∣∣∣ εκ ∈ {±1}, if 1 κ  n,∏mσ
κ=lσ εκ = 1 for all σ ∈ {2, . . . , s}

each member of (∗) appears exactly (2ϕ˜+
∑
1σs,µσ =0(nσ−1))-times.
We prepare the calculation by the following observation:
Lemma 20. Let A be a (n− r) × n-matrix and f (±1)1 , . . . , f (±1)r be row vectors with n
components. Furthermore, assume f (−1)r =−f (+1)r . This implies∑
ε1,...,εr=±1∏r
κ=1 εκ=1
det
(
(f
(εκ)
κ )1κr
A
)
= 1
2
det
(
(−f (−1)κ + f (+1)κ )1κr
A
)
.
Proof. The lemma follows by induction on r . ✷
By Proposition 5 we obtain a Hilbert polynomial of G/U :
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2ϕ˜+
∑
1σs,µσ =0(nσ−1))H(t)
=±
∑
ε1,...,εn=±1∏mσ
κ=lσ εκ=1∀σ =1
det
(
(εκ tµτ(κ) +mτ(κ) + ϕτ(κ) − κ)2λ−1
)
1κ,λn
·
∏
1κn
(2κ − 2)!−1 ·
∏
1κn
(
κ − 12
)−1
.
We can simplify the term into
(
2ϕ˜+
∑
1σs,µσ =0(nσ−1))H(t)
(∗∗)= ±2−s+1
∏
1κn
(2κ − 2)!−1 ·
∏
1κn
(
κ − 12
)−1
· det

1κn1︷ ︸︸ ︷
(−tµ1 + n1 − κ + 12 )2λ−1 + (tµ1 + n1 − κ + 12 )2λ−1
−(−tµτ(κ) +mτ(κ) − κ)2λ−1 + (tµτ(κ) +mτ(κ) − κ)2λ−1︸ ︷︷ ︸
l2κn

1λn
Step (∗∗) follows from Lemma 20, successively applied to the blocks consisting of the
rows lσ , . . . ,mσ for σ = 1. The mσ th row changes its sign if εmσ changes the sign. In order
to obtain nonimmersion results we set t = 12 . Without loss of generality S = {1, . . . , p}
where p ∈ {0, . . . , s} or S = {2, . . . , p} where p ∈ {1, . . . , s}. In case of 1 ∈ S we set µ1 =
0, µσ = 2lσ − 1 for σ ∈ {2, . . . , p} and µσ = 2(lσ −mp) for σ ∈ {p+ 1, . . . , s}. In case of
1 /∈ S we set µ1 = 1, µσ = 2(lσ − n1)− 1 for σ ∈ {2, . . . , p} and µσ = 2(lσ −mp + n1)
for σ ∈ {p+ 1, . . . , s}. By observations analogous to those on p. 9 we can calculate H( 12 ).
In both cases we get
H
( 1
2
) = ±det( ((− 12 + κ)2λ−1)1κk
(κ2λ−1)1κn−k
)
1λn
·
∏
1κn
(
κ − 12
)−1 · ∏
1κn
(2κ − 2)!−1
= ±
∏
1λk
(− 12 + λ) ∏
1κk
(2κ − 2)!
∏
1κn−k
(2κ − 1)!
·
∏
1κk
1λn−k
( 1
2 + λ− κ
) ∏
1κk
1λn−k
(− 12 + λ+ κ)
·
∏
1λn
(− 12 + λ)−1 ∏
1κn
(2κ − 2)!−1
This leads to ν2(H( 12))=−4k(n− k)+ (n− k)−α1(k)−α1(n− k)+α1(n). Interwining
k↔ n− k leads to the proposition.
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4.5. Proof of Proposition 12
Let G= Sp(n), U =U(n1)× · · · ×U(ns) and T =U(1)× · · · ×U(1). G and U fulfill
the prerequisites of Remark 6(i). T is a maximal torus of G and U . For integers µ1, . . . ,µs
the analytically integral element
∑n
ν=1 µτ(ν)Lν is W(U)-invariant. So the corresponding
Hilbert polynomial of G/U is equal to
H(t) = ±
∏
1κ<λn
(tµτ(κ) + n− κ + 1)2 − (tµτ(λ) + n− λ+ 1)2
(n− κ + 1)2 − (n− λ+ 1)2
·
∏
1κn
tµτ(κ) + n− κ + 1
n− κ + 1 .
Without loss of generality S = {1, . . . , p} where p ∈ {0, . . . , s}. If σ ∈ {1, . . . , p} then
we set µσ = 2 (−n− 1+mσ + /σ ). If σ ∈ {p + 1, . . . , s} then we set µσ = 2(−n− 1 +
mσ + /σ −mp)− 1. This leads to
H
( 1
2
) = ± k∏
κ=1
n−k∏
λ=1
(
κ + λ− 12
) · k∏
κ=1
n−k∏
λ=1
(− κ + λ− 12)
·
k∏
κ=1
(2κ − 1)! ·
n−k∏
κ=1
(2κ − 2)! ·
n−k∏
κ=1
(
κ − 12
) · n∏
κ=1
(2κ − 1)!−1
and ν2(H( 12 ))=−(n− k)− 4k(n− k)− α1(k)− α1(n− k)+ α1(n).
4.6. Proof of Proposition 13
Let G = SO(2n), U = U(n1) × · · · × U(ns) and T = U(1) × U(1) × · · · × U(1) =
SO(2) × · · · × SO(2). G and U fulfill the prerequisites of Remark 6(i). T is a maximal
torus of G and U . For integers µ1, . . . ,µs the analytically integral element
∑n
ν=1 µτ(ν)Lν
is W(U)-invariant. So we obtain a Hilbert polynomial of G/U equal to
H(t)=±
∏
1κ<λn
(tµτ(κ) + n− κ)2 − (tµτ(λ) + n− λ)2
(n− κ)2 − (n− λ)2 .
Without loss of generality S = {1, . . . , p} where p ∈ {0, . . . , s}. If σ ∈ {1, . . . , p} then
we set µσ = 2(−n− 1+mσ + /σ ). If σ ∈ {p+ 1, . . . , s} then we set µσ = 2(−n+mσ +
/σ −mp)− 1. We get
H
( 1
2
) = ±(k− 1)! k∏
κ=1
n−k∏
λ=1
(
κ + λ− 32
) · k∏
κ=1
n−k∏
λ=1
(− κ + λ+ 12 )
·
k−1∏
κ=1
(2κ − 1)! ·
n−k∏
κ=1
(2κ − 2)! ·
n−1∏
κ=1
(2κ − 1)!−1 · (n− 1)!−1
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and ν2(H( 12 ))= (n− k)−4k(n− k)−α1(k)−α1(n− k)+α1(n). Intertwining k↔ n− k
leads to the proposition.
4.7. Proof of Proposition 14
Let G= SO(2n+1),U = SO(2n1+1)×U(n2)×· · ·×U(ns) and T = SO(1)×U(1)×
U(1)× · · ·×U(1). G and U fulfill the prerequisites of Remark 6(i). T is a maximal torus
of G and U . The Weyl group W(U) is isomorphic to the direct product of the semidirect
product of Sn1 and {±1}n1 and Snσ (σ = 2, . . . , s), respectively. A system of positive
roots of U is given by
Σ+(U)=
s⋃
σ=1
{
Lλ −Lκ | lσ  λ < κ mσ
} ∪ {Lλ,Lλ +Lκ | 1 λ < κ  n1}.
The half sum is equal to δ′ =∑nλ=1(−λ+ lτ (λ) + 12nτ(λ) − 12 + n1ϕτ(λ))Lλ where ϕ1 = 12
and ϕ2 = · · · = ϕs = 0. For given integers µ1, . . . ,µs the set of analytically integral
elements{ ∑
1λn
ελµτ(λ)Lλ
∣∣∣∣εκ ∈ { {±1}, if τ (κ)= 1 and µ1 = 0,{1}, if τ (κ) = 1 or µ1 = 0
}
(∗)
is W(U)-invariant. We define ϕ˜ = 1 if µ1 = 0 and ϕ˜ = 0 otherwise. In the family( ∑
1λn
ελµτ(λ)Lλ
∣∣∣∣εκ ∈ { {±1}, if τ (κ)= 1 ,{1}, if τ (κ) = 1
)
each member of (∗) appears exactly (2n1ϕ˜ )-times. By Proposition 5 we obtain a Hilbert
polynomial of G/U :
(2n1ϕ˜ )H (t) = ±
∏
1κn
(2κ − 2)!−1 ·
∏
1κn
(
κ − 12
)−1
· det

1κn1︷ ︸︸ ︷
(−tµ1 + n1 − κ + 12 )2λ−1 + (tµ1 + n1 − κ + 12 )2λ−1
(tµτ(κ) − κ + lτ (κ) + 12nτ(κ) − 12 )2λ−1︸ ︷︷ ︸
l2κn

1λn
.
In order to obtain nonimmersion results we set t = 12 . Without loss of generality S =
{1, . . . , p} where p ∈ {0, . . . , s} or S = {2, . . . , p} where p ∈ {1, . . . , s}.
In case of 1 ∈ S we set µ1 = 0, µσ = 2lσ − 2 + nσ for σ ∈ {2, . . . , p} and µσ =
2lσ − 2mp + nσ − 1 for σ ∈ {p + 1, . . . , s}. In case of 1 /∈ S we set µ1 = 1, µσ = 2lσ +
nσ −2n1−2 for σ ∈ {2, . . . , p} andµσ = 2lσ +nσ +2n1−2mp−1 for σ ∈ {p+1, . . . , s}.
We get the same H( 12 ) as for SO(2n+1)/SO(2n1+1)×SO(2n2)×· · ·×SO(2ns). This
leads to the proposition.
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