We remove noise from images by solving a parameter depending variational problem. The choice of the parameter is essential for the success of the approach, and in order to compute a solution, the problem must be discretized. It is commonly known that the parameter choice according to the H-curve criterion performs well in combination with discretizations derived from a dyadic orthonormal wavelet basis. However, the concept of orthonormal wavelet bases is restrictive and bears limitations. In order to have a more flexible tool, we construct new nondyadic wavelet bi-frames by convolving scalar wavelets with wavelet vectors. We discretize the variational problem by these new biframes, and we verify that the H-curve method performs well for this much more flexible discretization technique.
Introduction
In recent years, variational approaches have become a valuable tool in many fields of applied mathematics, such as the treatment of operator equations and inverse problems, cf.
14 and references therein. In signal and image processing, these methods are successfully applied to compression, noise removal, and segmentation, cf. 3, 33 . Given some noisy measurement f , the variational problem consists of finding a convenient approximation g of f by minimizing the sum of a distance measure 2 Martin Ehler, Karsten Koch and some penalty term which usually depends on a regularization parameter. In the present work, we consider variational image and signal denoising. According to Chambolle et al. in 3 , penalty terms involving a Besov norm provide good results in noise removal from images. The regularization parameter determines the amount of noise removal, and a careful choice is essential for the success of the method. See also 33 for different choices of penalty terms. In order to derive solutions from practical algorithms, one has to discretize the variational problem. In 3 , the characterization of Besov spaces by biorthogonal wavelet bases reduces the original problem to a discrete variational problem in terms of wavelet coefficients. The discrete problem can be explicitly solved which provides a minimizer up to a constant factor of the original one. Finally, one still requires a method for the choice of the regularization parameter. Montefusco and Papi proposed the so-called H-curve criterion in 32 . This heuristic approach does not necessarily require a-priori knowledge about noise characteristics. While it is based on relatively empirical considerations, the criterion already provided good results for variational image denoising with respect to the discretization by a dyadic orthonormal wavelet basis derived from tensor products. However, orthogonality is a strong condition, and it makes it difficult or even impossible to incorporate other features of wavelets such as symmetry. Contrary to bases, frames allow for redundancy and the concept provides more flexibility in order to incorporate desirable properties of wavelets.
Dyadic multivariate wavelet frames can be derived from tensor products of univariate wavelets, but nondyadic wavelet frames are claimed to provide better results in image processing than their dyadic counterparts since they do not prefer axis directions, see 30 . Since nondyadic wavelet bi-frames also characterize Besov spaces, cf.
1,21 , we can formulate the original variational problem in terms of wavelet bi-frame coefficients. Compared to the scalar setting, the construction of wavelet vectors offers more flexibility useful for incorporating additional convenient features 28 . However, deriving very smooth wavelet vectors by the method proposed in 28 , for instance, bears serious limitations due to the computational complexity.
The present paper is dedicated to support the concept of nondyadic wavelet bi-frames. To overcome the difficulties in deriving sufficiently smooth wavelet vectors and to have a variety of nondyadic bi-frames at hand, we construct a new family of symmetric multiwavelet bi-frames by convolving scalar wavelets with vector wavelets in a Kronecker type manner. This construction generalizes the scalar construction in 20 to the more general vector case. The resulting wavelet vectors are much smoother than the wavelets we have started with and the approach provides a recipe for constructing arbitrarily smooth wavelet vectors. On the other hand, estimating smoothness of wavelet vectors is difficult and unstable since it requires to compute eigenvalues of extremely high dimensional matrices (the higher the smoothness the larger the matrices). In fact, the smoothness of the wavelets we start with adds up and we don't even have to solve any eigenvalue problem to estimate the smoothness of the resulting wavelets as long as we know the smoothness of the wavelets we start with.
In order to provide an opportunity to apply the theoretically advantageous concept of nondyadic wavelet bi-frames in applications, we aim to verify that the Hcurve method performs well for nondyadic bi-frames as well. We do not present a superior denoising method that necessarily outperforms PDE-based methods, but, on the other hand, if distortions do not underlie known noise characteristics and if the image to be recovered is sufficiently smooth, then the presented method is a good tool for removing these distortions. Diffuse reflectance imaging in clinical use, for instance, leads to low-resolution and low-contrast images that would meet such smoothness requirements, and we expect that our method would be competitive under such circumstances.
In our numerical experiments of noise removal from images, we discretize the original problem with respect to our wavelet bi-frames derived from Kronecker type convolutions, and we choose the regularization parameter according to the H-curve criterion. We consider additive white noise with different intensities as well as salt&pepper noise. Moreover, we also address multiplicative noise, which is much harder to treat than additive noise since it highly depends on the original image. It turns out that the H-curve criterion is not restricted to dyadic orthonormal bases but provides promising outcomes for nondyadic bi-frames as well.
The present paper is organized as follows: At first, we construct new multiwavelet bi-frames in Section 2. In Section 3, we introduce the variational problem under consideration, we recall the H-curve method, and we reformulate the original variational problem in terms of wavelet bi-frame coefficients. We present numerical results in Section 4, and conclusions are given in Section 5.
Kronecker Type Convolution of Multiwavelet Bi-Frames
The present section is dedicated to constructing new families of nonseparable multiwavelet bi-frames. First, we recall the concept of wavelet bi-frames. Next, we introduce the mixed extension principle, a standard tool for the construction of wavelet bi-frames from so-called refinable vectors. We address the approximation order of the underlying refinable vectors, and we establish a construction method for wavelet bi-frames by applying convolutions. Our findings extend scalar results in 20 to the more general vector setting. See also 19,22 for other multivariate scalar wavelet bi-frame constructions.
Wavelet Bi-Frames
Given a countable index set K, a collection {f κ : κ ∈ K} in a Hilbert space H is called a frame for H if there exist two positive constants A, B such that
(2.1)
The collection {f κ : κ ∈ K} is a frame iff its synthesis operator
is well-defined and onto, see Section 5.5 in 4 . A frame hence provides a series expansion for any element in the Hilbert space. However, it could be difficult to determine the coefficients of such an expansion. For an orthonormal basis, the coefficients are derived as inner products, and this idea can be carried over: Two frames {f κ : κ ∈ K} and { f κ : κ ∈ K} for H are called a bi-frame if the expansion
holds for every f ∈ H. Given a primal frame {f κ : κ ∈ K}, the operator F F * is invertible and gives rise to the canonical dual frame {(F F * ) −1 f κ : κ ∈ K} such that {f κ : κ ∈ K} and {(F F * ) −1 f κ : κ ∈ K} form a bi-frame. The dual frame is not unique in general, and in certain situations there are better choices than the canonical dual.
Throughout this paper, let M denote a dilation matrix, i.e., an integer matrix, whose eigenvalues are greater than one in modulus. For ψ :
where m := | det(M )| throughout. We say that {ψ
Although it is not entirely impossible to choose n < m − 1, our approach and almost any other systematic construction principle in literature lead to n ≥ m − 1. The canonical dual of a wavelet frame might not have the wavelet structure, and therefore we seek to replace it with an alternative dual wavelet frame. We say that
The Mixed Extension Principle
In the present section, we recall a general construction principle for wavelet biframes derived from refinable vectors: let Φ = (φ 1 , . . . , φ r ) ⊤ be a vector of L 2 (R d )-functions satisfying the matrix refinement equation
where (A k ) k∈Z d is a finitely supported sequence of C r×r matrices, then Φ is called refinable, and (A k ) k∈Z d is called its mask or its filter. The number r refers to the multiplicity of Φ. The componentwise application of the Fourier transform to (2.5) yields 6) where the matrix of trigonometric polynomials A(ξ) :
where the convergence is uniform on compact sets provided that A(0) has the eigenvalues 8) and any 1-eigenvector v of A(0) defines a compactly supported distributional solution Φ of (2.5) via Φ(ξ) := P (ξ)v, see 2 for details. To point out that we address A(ξ) and Φ with r = 1, we change from capitals to lower cases, i.e., A(ξ) and Φ are replaced with a(ξ) and ϕ, respectively. Provided that a(0) = 1, then ϕ(ξ) := P (ξ) defines a compactly supported distributional solution of (2.5) which is normalized by ϕ(0) = 1. The scalar refinable functions in the present manuscript refer to this normalized solution.
Let Φ, Φ ∈ L 2 (R d ) r be two refinable vectors with symbols A(ξ) and B(ξ), respectively. For additional symbols A (µ) (ξ), B (µ) (ξ), µ = 1, . . . , n, we define wavelet vectors by
r ) ⊤ , throughout the paper, and we do so for Ψ as well. Let us say the symbol family {(
) (ξ) = B(ξ) satisfy (2.8), they generate Φ, Φ, and the following holds: 10) where I r is the r × r identity matrix and Γ M is a complete set of represen-
It turns out that condition (MEP) is sufficient for the construction of wavelet biframes from two refinable vectors 23 . Condition (MEP-b) is used to guarantee con- 
generates a wavelet bi-frame.
Approximation Order of Refinable Vectors
Since wavelet bi-frames in Theorem 2.1 are based on Φ and Φ, let us explore the refinable vector's properties in more detail. Let Φ be a compactly supported refinable vector, then
denotes its finitely generated shift invariant space. For h > 0, let
the Sobolev space of order s.
. We say that Φ has accuracy s if Π s−1 ⊂ S(Φ), where Π s−1 denotes the collection of polynomials up to total degree less than s.
In order to verify the approximation order of a given Φ
The following result is due to 25 :
To express the L 2 (R d )-approximation order in terms of the symbol A of the refinable vector, we make the following definition that is due to 
According to the results in 25 , we have the following equivalence:
} be a pair of wavelet vectors with underlying refinable vectors Φ and Φ, respectively, that generate a wavelet bi-frame. We say that the wavelet system satisfies approximation order
where the truncated representation Q N is given by
For an isotropic dilation matrix M , i.e., M can be diagonalized and all its eigenvalues have the same modulus, a result in 15 roughly says that wavelets can not provide a higher approximation order than their underlying refinable function, and if they have at least half as many vanishing moments as the refinable function's approximation order, then the wavelets' approximation order reaches those of their underlying refinable function.
Convolving Wavelet Vectors
Given a refinable function ϕ and a refinable vector Φ = (φ 1 , . . . , φ r )
⊤ with respect to symbols a(ξ) and A(ξ), respectively, the convolution
is refinable with respect to the product a(ξ)A(ξ), see for instance 10 . The following theorem generalizes scalar results in 20 to the convolution of function vectors:
. . , n 1 be a collection of symbols with refinable functions ϕ, ϕ. Given { A (ν) (ξ), B (ν) (ξ) : ν = 0, . . . , n 2 } with refinable vectors Φ, Φ, respectively, suppose that both families satisfy condition (MEP). Then the collection
satisfies condition (MEP) with refinable vectors ϕ * Φ and ϕ * Φ .
It should be mentioned that the verification of condition (MEP-d) essentially follows the lines in 20 , although it now covers not only scalar but also matrix symbols.
Proof. Let us recall that we assume that
(MEP-b) holds, because we have
Since −Γ M is also a complete set of representatives of
which concludes the proof.
The application of Theorem 2.4 with Theorem 2.1 provides a construction method for wavelet bi-frames from refinable vectors. Note that the convolution in (2.11) increases the L 2 (R d )-approximation order. If both a(ξ) and A(ξ) satisfy the condition (Z s1 ) and (Z s2 ), respectively, then a(ξ)A(ξ) satisfies condition (Z s1+s2 ), see 10 for details.
Remark 2.1. One can also convolve two refinable vectors of lengths r 1 and r 2 , respectively. Their convolution is a refinable vector of length r 1 r 2 , cf. 10 . The convergence of vector subdivision schemes associated with convolved refinable vectors has been studied in 11 . The wavelet vectors are then required to have the same length r 1 r 2 . However, the longer the wavelet vector the more complex is the wavelet transform. We restrict our presented approach to r 1 = 1, because we want to bound the complexity of the transform.
One can find many scalar families for the application of Theorem 2.4, see for example 20 . For the vector family, we refer to 28 . There, concrete bivariate families with r = m = 2 have been constructed. In the present paper, we focus on the quincunx matrix
In the following, we convolve a scalar family with a vector family. 
is the Bezout polynomial of order N . Both symbols a (0) (ξ) and b (0) (ξ) satisfy (Z 4 ) as introduced in Definition 2.2, and see 20 for the choice of wavelet symbols a (1) (ξ) and b
(1) (ξ). Finally, according to Theorem 2.4, convolving both families yields a wavelet bi-frame which we denote by Laplace-Φ v 2 . Since primal and dual refinable vectors are contained in H 3.9 (R 2 ) and H 3.8 (R 2 ), respectively, they are two times differentiable. Moreover, all wavelets have at least 4 vanishing moments.
Balancing
In general, the discrete transform associated to a multiwavelet system tends to be sensitive to the wavelet crime. Using sampled input data instead of computing the actual starting coefficients by means of inner products can lead to serious approximation inefficencies. On the other hand, in most applications one is only given sampled data (f (k)) k∈L on some lattice L ⊂ R d . Therefore, to bypass this problem, Lebrun and Vetterli introduced the notion of balancing, see 29 and also 6 for details. The main benefit of an s-balanced multiwavelet system is that it provides a simple sampling method with respect to a set of nodes v 1 , . . . , v r ∈ R d such that the analysis low-pass filter B (0) (ξ) preserves sampled polynomial data, i.e., for l ∈ Z d we have
. . .
for all α ∈ N d with |α| < s and some polynomials p α ∈ Π |α|+1 . Moreover, the corresponding high-pass filters B (µ) (ξ), µ > 0, annihilate sampled polynomial data, i.e.,
for all α ∈ Z d with |α| < s. For our convolution approach in Theorem 2.4 a simple computation shows that if B (0) (ξ) satisfies the balancing property (2.13) for some s > 0 and some nodes v 1 , . . . , v r ∈ R d , then the analysis low-pass filter a (0) (ξ)B (0) (ξ) of the convolved system satisfies (2.13) for s and v 1 , . . . , v r as well. Moreover, the high-pass filters a (µ) (ξ)B (ν) (ξ), µ + ν > 0, annihilate polynomial data of total degree up to the vanishing moment order of the corresponding multiwavelets ψ (µ) * Ψ (ν) . Hence our convolution approach preserves the balancing property and we are allowed to use the sequence (f (k + v 1 ), . . . , f (k + v r )) ⊤ k∈Z d as input data for our discrete transform.
Variational Image Denoising
For the remainder of the present paper, we apply our new wavelet construction to variational image denoising.
The Continuous Model
Given some noisy signal f , the reconstruction of the original unperturbed signalf either requires some information onf or on the noise, and best results can only be expected if one has both. Since the kind of noise is unknown in many applications, we consider large classes of noise variants in the following, and we focus on the a-priori knowledge about the original signal which we may express in terms of membership in a function space. Since ordinary images usually consist of smooth parts and some edges, the space BV (R 2 ) of functions of bounded variation seems a good choice for the collection of image representations, see 33 for its successful application to image processing.
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The space BV (R 2 ) cannot completely be characterized in terms of wavelets. We therefore replace it with a homogeneous Besov space providing a convenient wavelet discretization that we shall recall in Section 3.3. Following Kyriazis in 27 , see also
where l > s is an integer and
) is known to be very close to BV (R 2 ), cf. 8, 31 , and it constitutes the collection of images in our present setting.
In signal and image processing, many variants of noise ε 1 , such as different kinds of background noise, lead to additive models, i.e.,
wheref is contained inḂ
). Contrary to additive noise in (3.1), multiplicative noise ε 2 is generally much harder to treat since it depends on the signal, i.e.,
Noise in a digital camera finally requires the consideration of the superposition of additive and multiplicative noise, cf. 37 , i.e.,
3)
The variational approach in 3 , which we shall explain in the following, was applied to the noise model (3.1). The approach is not restricted toḂ 1 1 (L 1 (R 2 )), and we can allow for a more general setting with multivariatef
). In our numerical experiments, it will turn out that we can also apply the approach to the two other noise models (3.2) and (3.3). If we assume
21 . For fixed δ > 0, we address the minimization
approximates f in L 2 (R d ) such that its norm inḂ s is not too large. We try to solely approximate those parts of f which are contained inḂ s while avoiding outer parts, and since we expect that ε 1 + ε 2f is outside, g [δ] may constitute a denoised signal.
The parameter δ controls the emphasis of the penalty term g
[δ] τḂ s , and it determines the amount of noise removal. We shall discuss its choice in Section 3.2.
Remark 3.1. We are kind of sloppy concerning the domain of an image. Naturally, the original imagef as well as the noisy one are represented by some function on a square or a rectangle. This necessitates an extension of the noisy and the original image, and we require a linear extension operator which is bounded on the addressed Besov spaces. Such operators are derived in 12 and 7 . See also 34 for some kind of universal extension operator. Note that the one in 16 is not applicable since it is nonlinear. Finally, f in (3.4) is already considered as a certain extension from the rectangle to R 2 .
The H-Curve Criterion
Once found a minimizer g [δ] of (3.4), we still have to choose a specific δ such that the minimizer provides a good representation of the denoised image. In fact, this is a hard problem. On the one hand, if we choose δ too small, then there remains too much noise in the image. On the other hand, large δ provides oversmoothing and we lose too many details.
In order to choose an appropriate δ, we apply the so-called H-curve criterion as proposed in 32 . Let us explain the main idea. Varying δ > 0 provides a curve
in R 2 . Montefusco and Papi observed in 32 that, for most images, the curve is concave on a reasonable range of δ, see Figures 2 and 4 for d = 2 and s = 1. Then, analogously to the L-curve criterion in regularization methods for inverse problems, one chooses δ H according to the maximum absolute value of the curvature. This choice may provide a good balance between the penalty term and the error of approximation in L 2 (R d ).
Discretization of the Variational Problem
To derive the minimizer of (3.4) by a practical algorithm, we have to discretize the original problem. The present section is dedicated to the discretization by wavelet frames as we shall explain next. Chambolle et al. proposed the discretization by a dyadic orthonormal wavelet basis to solve the problem (3.4), cf. 3 . In this section, we generalize their ideas, and we discretize the problem by means of a wavelet bi-frame.
Let
generate a compactly supported wavelet bi-frame with respect to an isotropic dilation matrix M , i.e., M can be diagonalized and all its eigenvalues have the same modulus. Let us suppose that the wavelets are contained in
, where k is an integer strictly larger than s and d 2 . Moreover, we suppose that all dual wavelets of the bi-frame have at least k vanishing moments, i.e., Let us introduce the following notation: Given a parameter set P and two expressions (x p ) p∈P and (y p ) p∈P , we write x p y p if there is a constant C > 0 such that x p ≤ Cy p for all p ∈ P . We write x p ∼ y p if x p y p and y p x p hold.
According to the results in
21 , the bi-frame characterizesḂ s , i.e., for all f ∈Ḃ s ,
where we have used the short-hand notation ψ λ for ψ where F * denotes the dual analysis operator
Let w [δ] be an exact minimizer of (3.8). Then let
where F is the primal synthesis operator as introduced in (2.2). Since
is indeed contained inḂ s , and in the sequel, we shall verify that it is a minimizer up to a constant factor of (3.4), i.e., for all g ∈Ḃ s ,
Such minimizers of (3.4) have already been used in combination with biorthogonal wavelet bases in 3 . By applying the norm equivalences in (3.7) and since F F * equals the identity, we obtain
The operator
is bounded on ℓ 2 (Λ), and, according to the results in 21 , it is also bounded on ℓ τ (Λ). This yields
By applying that w [δ] is a minimizer of (3.8), we obtain, for all g ∈Ḃ s ,
and the norm equivalences in (2.1) and (3.7) then lead to
Thus, g [δ] is a minimizer up to a constant factor of the original variational problem (3.4). Let us summarize the results in the following proposition: Proposition 3.1. Given a wavelet bi-frame as above, then the minimizer of (3.8) provides a minimizer up to a constant factor of the original variational problem (3.4).
Advantageously, the discrete minimization (3.8) is decoupled, and it can be separately minimized for each λ ∈ Λ, i.e., we minimize min
where v := F * f . Thus, we have reduced the complicated minimization problem (3.4) to a series of much simpler discrete problems (3.10) . For the specific case s = 1 2 d, the exact minimizer w [δ] can be explicitly determined by soft-thresholding
Discretization of the H-Curve Criterion
So far, we have discretized the original variational problem. We still have to choose δ H according to the H-curve criterion. Under the notation of the preceding section, the frame inequalities in L 2 (R d ) and the Besov norm equivalence (3.7) provide the discretization of the curve in (3.5) by
We then determine δ H according to the maximal curvature of this curve.
Remark 3.2. Donoho and Johnstone address the problem of image denoising via some statistical approach in 17 . For additive white noise and in case of an orthonormal transform, they determine an asymptotically optimal threshold parameter. In 36 , the approach was extended to nonorthogonal transforms. Since we want to cover noise characteristics beyond white noise, we rely on the H-curve criterion.
Numerical Results
For our experiments, we suppose that the noisy image f is still contained in L 2 (R 2 ), while the unperturbed image is an element ofḂ 1 , and we consider the variational problem
We can discretize (4.1) with respect to the bi-frame Laplace-Φ v 2 . In order to have a sufficient number of comparable nondyadic wavelet bi-frames for our numerical experiments, we also recall two other bi-frames: in 20 , a wavelet bi-frame, called Laplace (2-2) in 18 , was derived by applying the scalar version of Theorem 2.4.
The underlying primal and dual refinable functions coincide, they are contained in C 2.5 (R 2 ), and they have accuracy 8. The wavelets have at least 4 vanishing moments. The third bi-frame is in fact a pair of biorthogonal multiwavelet bases. by applying soft-thresholding since it corresponds to the exact minimizer of the associated discrete problem.
Our numerical considerations are dedicated to verify that the H-curve criterion is a good choice for the regularization parameter δ. As an error measure, we use the mean square error, i.e., for X, Y : {1, . . . , N } 2 → R representing the pixel values of images of size N × N , we address
Although the MSE does not perfectly represent quality criteria obtained by visual perception, it is a convenient mathematical tool and therefore commonly used in image analysis. In order to evaluate our choice of δ, we also compute the regularization parameter δ MSE which corresponds to the minimal MSE between the original and the denoised image. Note that this choice is rather artificial since it requires that we know the original image. Hence, δ MSE can usually not be used for real applications.
Our main aim is to analyze if δ H is close to δ MSE and, in those cases where it is off, if δ H provides at least the same or even better visual results than δ MSE . We consider 8-bit grayscale images 'lena' and 'peppers' of size 512 × 512, see Figure 1 . We then corrupt them by different kinds of noise, such as additive and multiplicative noise in (3.1), (3.2) , and (3.3). In order to decompose the image completely in wavelet coefficients, we calculate 10 scales of the transform. To avoid random anomalies, we average over 20 noise realizations.
Remark 4.1. Since implementations of the extension operators addressed in Remark 3.1 are very complicated, we simply apply the periodic extension of an image which is popular in image processing, cf. 30, 35 . However, it has to be mentioned that it is not admissible by our theory. One may overcome this looseness with the concept of periodic wavelets, so that the Besov characterization can be applied to periodic functions, cf.
13 .
Let us mention that the following results are not intended to be competitive to methods which are adapted to very specific noise characteristics, such as median filtering for salt&pepper noise. 
Additive Gaussian White Noise
In order to simulate background noise, we shall consider additive Gaussian white noise which leads to the noise model (3.1), where ε 1 is essentially Gaussian distributed with zero mean, cf. 30 . We address standard deviations σ 1 = 10, 25, and 40 which we refer to as low, medium, and strong noise, respectively.
It turns out that, for both of the test images and for all of the three bi-frames, the discrete analog of the curve in (3.5) is concave, and the H-curve criterion is applicable, cf. Figure 2 for 'lena' and σ 1 = 10 as well as Figure 4 for 'peppers' and σ 1 = 40.
At first, let us remove noise from 'lena'. A comparison of the threshold parameter δ H of the H-curve method with the MSE minimizer δ MSE as well as their RMSEs is presented in Table 1 . It should be mentioned that the RMSEs of Biorth Φ
are larger than those of the bi-frames. The RMSEs of Laplace-Φ v 2 are slightly less than those of Laplace (2-2). For low noise, δ H is larger than δ MSE with respect to all of the three wavelet systems, but their RMSEs are still quite close. Considering stronger noise such as σ 1 = 25, 40, the threshold δ H is smaller than δ MSE , and we remove less noise than with δ MSE . Nevertheless, we may hope for more details, and this is supported by Figure 3 , where the noisy image is on the left, in the center is the H-curved denoised image, and we have the optimal choice with respect to MSE minimization on the right.
It turns out that the visual results of all three wavelet systems are almost identical. In the following, we only present denoised images with respect to Laplace (2-2) since the RMSEs obtained by applying this particular system are in between the results of the other two wavelet systems.
For σ 1 = 25, the choice δ H keeps more details than δ MSE and so in the H-curve denoised image remains slightly more noise. Since it is generally more important to preserve details than removing all the noise, one may consider δ H as a good choice. In case of stronger noise σ 1 = 40, this effect is more obvious. Then δ MSE Bi-Frame removes almost all the noise, but one also loses most of the details. The choice δ H leaves more noise in the image, but one can still recognize a lot of details. Thus, the H-curve method leads to very good visual results, although its RMSE is noticeably larger than the minimum.
For low noise σ 1 = 10, the H-curve criterion provides almost the same visual results as MSE minimization. In theory, δ H provides a slightly smoother reconstructed image, but this is hard to perceive by the eye.
Finally, we address 'peppers', corrupted by additive Gaussian white noise, see Table 2 and Figure 4 for numerical results. The denoised images are presented in Fig. 3 . 'lena', Laplace(2-2), Gaussian white noise, from top to down: σ 1 = 10, 25, 40, from left to right: noisy, δ H , δ MSE Figure 5 . For low noise, δ H is very close to δ MSE . Given σ 1 = 25, the H-curve criterion is off from the MSE minimum, but it visually provides a good result. For strong noise, the effect is even more noticeable.
In conclusion, for both of the two test images, the H-curve method provides good visual results with respect to additive Gaussian white noise. As stated above, all three wavelet systems provide very similar denoising results. This holds true for other noise models as well. Therefore, for the reader's convenience, we focus on the Laplace (2-2) bi-frame in the following simulations. 
Salt&Pepper Noise
In digital cameras, there often occur pixel errors which can be simulated by salt&pepper noise, i.e., one flips a certain percentage of pixels either to 0 or to 255. We consider a uniformly distributed spatial density of 15%.
The results of Laplace(2-2) with respect to the test images are presented in Figure 6 and Table 3 . The MSE minimization removes too many details, and the denoised images look blurry. The threshold δ H is less than 1 2 δ MSE , and it allows some noise to remain in the image. Nevertheless, since the choice δ H also keeps a lot more details, it definitely provides better visual results than the MSE minimization. 
Multiplicative Gaussian White Noise
Removal of multiplicative noise is generally much harder than removing additive noise since it depends on the signal. We address (3.2), where ε 2 is Gaussian white noise. While standard deviations 0.1 and 0.2 are considered in 24 , we choose the average σ 2 = 0.15, see Figure 7 for the denoised images. The numerical results are given in Figure 8 , where we visualize the differences between δ H and δ MSE as well as the different RMSEs. The H-curve criterion provides a threshold δ H which is very close to δ MSE . Note that Figure 8 shows that δ H and δ MSE almost coincide, and so do their RMSEs. Hence, their denoised images are visually identical, and δ H provides very good results.
Additive and Multiplicative Gaussian White Noise
Since the simulation of noise in a digital camera of a CMOS photodiode active pixel sensor (APS) requires the combination of additive and multiplicative white noise, cf. 37 , we finally consider (3.3), where ε 1 and ε 2 are Gaussian white noise with standard deviation σ 1 = 20 and σ 2 = 0.1, respectively. The denoised images are presented in Figure 10 , while Figure 9 provides a visual comparison between δ H and δ MSE for Laplace (2-2). It turns out that δ H is very close to δ MSE , and the visual results are good. Hence, the H-curve method provides a satisfactory choice. 
Conclusion
In this paper, we have constructed new families of nonseparable multiwavelet biframes by applying a Kronecker type convolution. The approach extends the scalar construction in 20 to the more general setting of wavelet vectors. An iterative application of our concept provides families of arbitrarily smooth wavelet vector bi-frames with arbitrarily high vanishing moments.
To support the concept of nondyadic multiwavelet bi-frames, we have then extended a commonly known variational approach for image denoising to the case of multivariate vector-valued wavelet bi-frames. Numerical results show that the H-curve method provides a very reasonable choice of the regularization parameter δ for this general case as well. For low noise intensities, where the MSE resembles visual quality measures very well, we obtain results that are very close to the MSEoptimal results obtainable by the variational denoising approach. For strong noise intensities, compared to the MSE-optimal results, the H-curve method leads to less smoothed and therefore visually more pleasant images.
In conclusion, our method provides a promising approach for using the theoretically advantageous concept of nonseparable multivariate wavelet frames for wavelet-based image denoising purposes. It remains to compare our constructed wavelet vector bi-frames to other constructions in literature and it still has to be analyzed which frame properties lead to the best denoising results. It would be interesting if the idea of cycle spinning, as proposed in 9 to obtain a translation invariant wavelet transform, could be extended to wavelet vectors with the quincunx dilation matrix.
There are many images that do not satisfy the smoothness requirements of the Besov spaceḂ 1 . On the other hand, low-resolution and low-contrast images as acquired in diffuse reflectance imaging and under certain circumstances even in fluorescence imaging may meet the required Besov regularity, and the proposed scheme could be a competitive method to remove distortions.
