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The performance of the strongly constrained and appropriately normed (SCAN) [Phys. Rev. Lett.
115, 036402 (2015)] meta-generalised gradient approximation exchange–correlation functional is
investigated for the calculation of time-dependent density-functional theory (TDDFT) molecular
excitation energies of local, charge-transfer, and Rydberg character, together with the excited 3Σ+u
potential energy curve in H2. The SCAN results frequently resemble those obtained using a global
hybrid functional, with either a standard or increased fraction of exact orbital exchange. For
local excitations, SCAN can exhibit significant triplet instability problems, resulting in imaginary
triplet excitation energies for a number of cases. The Tamm–Dancoff approximation offers a simple
approach to improve the situation, but the excitation energies are still significantly underestimated.
Understanding the origin of these (near)-triplet instabilities may provide useful insight into future
functional development.
1 Introduction
The strongly constrained and appropriately normed
(SCAN) functional of Sun et al. [1] is the state-of-the-
art, non-empirical, semi-local exchange–correlation
functional in density-functional theory [2, 3] (DFT).
As a meta-GGA (meta-generalised gradient approxi-
mation), it depends not only on the density and the
reduced density gradient as conventional GGA func-
tionals, but also on the kinetic energy density. This
dependence provides additional flexibility that allows
the functional form to satisfy additional constraints.
Developed from first principles, SCAN satisfies
all of the exact constraints that it is possible for a
meta-GGA to satisfy [1]. When applied to an ex-
tensive variety of problems in solid state physics (see
e.g., Refs. [4–8] for some recent examples), this func-
tional has demonstrated improved performance over
previous semi-local functionals (either at the GGA
or meta-GGA level), perhaps suggesting that it has
introduced additional ‘physics’ through its more con-
strained form.
There have also been a limited number of assess-
ments of the functional applied to molecular systems
[9–12], focusing on ground state properties, where
there are again indications that it does not behave
as a prototypical semi-local functional. In particu-
lar, observations around its hybrid-like performance
for an extensive set of atomisation energies and re-
lated ground state properties [13], are indicative of
the SCAN functional reproducing aspects of the un-
derlying behaviour attributed to global hybrid func-
tionals.
Our interest here lies in the properties of excited
states of singlet ground-state molecules from time-
dependent DFT [14, 15] (TDDFT) within the adi-
abatic approximation. For local excitations, special
attention must be paid to the possible effect of triplet
(near)-instabilities [16–23], which can be identified by
calculating the triplet stability, ωstab. This quan-
tifies the stability of the Kohn–Sham determinant
with respect to spin-symmetry breaking orbital ro-
tations [24–26]. Small positive values of ωstab indi-
cate near-instabilities and correlate with underesti-
mated triplet TDDFT excitation energies; negative
values indicate actual instabilities and lead to imag-
inary triplet TDDFT excitation energies [21]. It is
well established [17, 19, 21–23, 27–32] that application
of the Tamm–Dancoff approximation [33, 34] (TDA)
largely repairs the problem with conventional func-
tionals, and so the magnitude of the difference be-
tween TDA and TDDFT excitation energies provides
an alternative measure of the effect of triplet (near)-
instabilities [21, 22].
In Ref. [21], we demonstrated that for TDDFT
excitations from singlet ground state to triplet local
excited states, the effect of triplet (near)-instabilities
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became increasingly pronounced as the fraction of ex-
act orbital exchange in the functional increases. Inter-
estingly, TDDFT excitations to the spatially equiva-
lent singlet states (i.e., those states involving the same
dominant orbital rotations) could also be affected, al-
though the effect became less pronounced as the frac-
tion of exact orbital exchange increases. It is there-
fore of interest to establish whether the hybrid-like
behaviour of SCAN noted in Ref. [13] is evident in
the context of the triplet instability.
We also consider excited states of charge-transfer
and Rydberg character. For both categories, it is well-
established that increasing the fraction of exact or-
bital exchange reduces the errors and so it is again
informative to investigate the performance of SCAN.
We consider a series of representative local,
charge-transfer and Rydberg excitation energies, of
both singlet and triplet spin (from singlet ground
state molecules), together with the 3Σ+u excited
state surface in H2. We compare the results from
SCAN with those from the Perdew–Burke–Ernzerhof
[35] (PBE) GGA and the Becke-3 parameter hy-
brid functional with Lee–Yang–Parr correlation [36–
40] (B3LYP) containing a fixed 20% exact orbital ex-
change, and discuss the results in the context of triplet
stability, ωstab. Computational Details are discussed
in Section 2 and Results and Discussion are presented
in Section 3. Conclusions are presented in Section 4.
2 Computational Details
All SCAN calculations were undertaken with the Q-
Chem 5.0 program [41]. For the other functionals,
calculations were undertaken with a combination of
Q-Chem 5.0, Dalton 15 [42, 43], and Gaussian 09 [44].
Throughout, we use the standard generalised Kohn–
Sham formalism. Here, the exchange–correlation
(XC) potential and kernel contributions correspond-
ing to any orbital-dependent components (i.e., the ex-
act orbital exchange contributions in hybrid function-
als, and the kinetic energy density contributions in
meta-GGAs) are evaluated as derivatives with respect
to the Kohn–Sham orbitals, rather than the density.
This is the conventional approach for ground and ex-
cited state calculations within DFT, (for a discussion
of this approach in the context of meta-GGA func-
tionals and excited states, see ref [45]).
We use a large numerical integration quadrature
grid for evaluating the exchange–correlation energy
contributions (as necessitated by the kinetic energy
density component of the SCAN functional), and have
confirmed that our observations are independent of
making the quadrature even more extensive. With
the exception of the diatomic molecules, the aug-cc-
pVTZ basis set [46, 47] is used for all DFT calcula-
tions. For CO and N2, we use the d-aug-cc-pVTZ
basis set [46, 47], due to the consideration of high-
lying Rydberg excited states therein. For H2, we use
the cc-pVTZ basis set [46] to minimise convergence
issues at small interatomic distances.
For CO and N2, we use experimental geometries
and compare with reference results [22] from d-aug-
cc-pVTZ approximate third order coupled cluster the-
ory, CC3 [48, 49]. For the other molecules, we use
the geometries as defined in the original studies from
which we have taken the molecules; we also use the
same reference data. Specifically, for acetamide and
propanamide, MP2/6-31G* geometries are used fol-
lowing Ref. [50], and we compare our DFT excitation
energies with the theoretical best estimates (complete
active space self-consistent field with second order
perturbation theory correction, CASPT2 [51, 52], and
CC3) taken from the work of Thiel and co-workers in
Refs. [50, 53–55]. Following Ref. [56], we use CAM-
B3LYP [57]/6-31G* geometries for the polyacetylene
oligomer (PAO) series, the B3LYP/TZVP geometry
for naphthalene, and the MP2/6-31G* geometry for
the model dipeptide. In each of these cases, we com-
pare our DFT excitation energies with equations of
motion coupled cluster with single and double ex-
citations [58, 59] (EOM-CCSD) excitation energies
evaluated in the cc-pVTZ basis set, with a correc-
tion to account for the influence of diffuse functions
[22]. The H2 results are compared with CCSD (full
configuration-interaction) results.
For all the molecules that we consider, the triplet
states we investigate are of equivalent character to the
singlet states (i.e., the character/dominant orbital ro-
tations are the same, irrespective of spin).
3 Results and Discussion
We begin by examining a selection of excitation en-
ergies in small molecules. The molecules have been
selected on the basis of being representative of that
class of excitations within the larger benchmark sets
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from which they have been taken. All excitation en-
ergies discussed are presented in table 1.
3.1 Local excitations
First, we consider two low-lying excitations in
acetamide and propanamide, paying attention to
whether the system-dependence of the reference ex-
citation energies can be reproduced. For the singlets,
the 1A′′ excitation energy increases slightly between
acetamide and propanamide, whereas the 1A′ state
excitation energy drops slightly. For the triplets, both
excitation energies increase between acetamide and
propanamide, with the change being particularly pro-
nounced for the 3A′ state.
First consider the singlet excitations determined
using TDDFT. All three functionals correctly repro-
duce the trend between the two molecules for both
states. For PBE, the excitation energies underesti-
mate the reference values by at least 0.4 eV, which is
typical behaviour for local excitations. With B3LYP,
each of the excitation energies increases, reducing the
error relative to reference values. However, all of
the excitations remain underestimated. With SCAN,
there is a further increase in excitation energies, and
the values are now overestimated, by between 0.1 – 0.2
eV. This is comparable to the behaviour of a hybrid
functional with a significant amount of exact orbital
exchange. The influence of the TDA is very small for
all three functionals (< 0.1 eV).
Next consider the triplet excitations determined
using TDDFT. The increase in the reference 3A′′ ex-
citation energy is correctly reproduced by all three
functionals, whereas the notable increase in the 3A′
energy is not reproduced by any of them. The exci-
tation energies again increase from PBE to B3LYP
to SCAN, but this time SCAN does not overestimate
the reference values. The influence of the TDA is still
relatively small, but it is more pronounced than it was
for the singlets. Its influence increases from PBE to
B3LYP to SCAN, meaning the behaviour of SCAN is
again comparable to that of a hybrid functional with
a significant amount of exact orbital exchange (in the
context of Ref. [22]).
Next, we consider a series of polyacetylene
oligomers, with between 2 and 5 repeat units (PAO-2
to PAO-5), focussing on the lowest state of Bu sym-
metry. For both singlets and triplets, the reference
excitation energy decreases notably as the number of
repeat units increases across the series.
For the TDDFT singlet excitations, all three func-
tionals reproduce the basic trend of decreasing ex-
citation energy with increasing chain length across
the series. With PBE, the excitation energies are all
underestimated, quite significantly (and increasingly
so across the series). Similar results are observed
with B3LYP, although in each case the excitations
are closer to the reference values. The SCAN results
are very close to those obtained using B3LYP.
The effect of the TDA is now significant, improv-
ing the accuracy in all cases. Its effect is less pro-
nounced for B3LYP and SCAN than it is for PBE,
meaning the behaviour of SCAN is again comparable
to that of a hybrid functional, in the context of Ref.
[22].
For the TDDFT triplet excitations, the trend
across the series is reproduced with PBE and B3LYP.
The PBE values are again too low. In moving
to B3LYP, however, the underestimation increases,
which contrasts the behaviour for the singlet states.
In moving to SCAN, the excitation energies become
imaginary! (Imaginary excitations are indicated with
a dash in the table). These observations (and those
for the singlet states, above) are easily understood
from the ωstab values, which have average values (over
the series) of +1.7 eV, +1.3 eV, and −0.7 eV for PBE,
B3LYP, and SCAN, respectively. Once again, SCAN
is exhibiting hybrid-like behaviour with a large frac-
tion of exchange. The effect of the TDA is therefore
again increasingly pronounced from PBE to B3LYP
to SCAN, improving accuracy for all three functionals
and leading to real (and thus physically meaningful,
albeit relatively inaccurate) excitation energies with
SCAN.
The final set of local excitations we consider are
the B2u and B3u excitations in naphthalene and the
results are fully consistent with those discussed above.
It has been widely observed that many DFT func-
tionals incorrectly predict the state ordering of the
two singlet states; the 1B3u state should be lower in
energy than the 1B2u state [56, 60].
For the TDDFT singlet excitations, all three func-
tionals yield the incorrect state ordering, due to a no-
table underestimation of the 1B2u state energy. The
SCAN results are again similar to B3LYP and are
an improvement over PBE. The effect of the TDA is
more pronounced for the 1B2u state than the
1B3u
state meaning the state ordering is corrected by TDA
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for PBE and B3LYP. However, the influence is insuf-
ficient to correct the SCAN state ordering. In moving
from PBE to B3LYP, the TDDFT 3B3u excitation en-
ergy increases, whereas for the 3B2u state, it reduces.
For SCAN, the 3B2u state excitation energy is imag-
inary. Note that, due to this imaginary value, it was
not possible to calculate the SCAN 3B3u value and
so it is omitted from the table. Again, the observa-
tions are easily understood in terms of ωstab, which
is notably lower for the 3B2u state, reducing from
+2.2 eV to +1.8 eV to −0.4 eV for PBE, B3LYP,
and SCAN, respectively. Application of the TDA im-
proves matters significantly, (necessarily) yielding a
real SCAN excitation energy, although the accuracy
remains poor.
We find that for naphthalene and the PAO
oligomers, the smallest singlet–triplet energy differ-
ence computed using SCF energies is significantly
lower when computed with SCAN as compared to
both PBE and B3LYP, consistent with the observed
behaviour with the TDA excitation energies.
As highlighted in section 2, our calculations em-
ploy the conventional GKS formalism. The alterna-
tive is to use the optimised effective potential (OEP)
approach, where all XC potential and kernel contri-
butions are evaluated via derivatives with respect to
the density. We note that in the context of exact-
exchange only OEP, Hirata et al.[61] found that exci-
tation energies in the presence of triplet instabilities
are barely affected by the switch to an OEP formal-
ism. Importantly, they showed that the use of the
TDA is still required to obtain physically meaningful
excitations in situations strongly affected by triplet
instability problems. This is consistent with the view
that whilst the triplet instability problem manifests
in excitation energies, it is fundamentally a failure of
the ground state.
3.2 Charge-Transfer Excitations
When considering charge-transfer excitations, al-
though hybrid functionals offer an improvement
over conventional semi-local functionals, in these
cases standard hybrid functionals are still poor rel-
ative to reference values or the results achievable
by range-separated hybrid/Coulomb-attenuated func-
tionals [56]. This relates to the need to describe ‘sepa-
rated charge’ interactions, that are formally only cor-
rectly captured by 100% exact orbital exchange [62].
To probe the performance of SCAN for CT states,
we consider a model dipeptide system [22, 56, 63],
which exhibits two low-overlap CT excitations of in-
terest. The TDDFT singlet excitations are under-
estimated with PBE by in excess of 2 eV (with the
lower overlap state underestimated by 3.3 eV). The
excitations improve with B3LYP, but the maximum
underestimation is still 1.7 eV. The SCAN results are
intermediate between PBE and B3LYP. The effect of
the TDA is small in all cases. Analogous observations
are made for the triplet states. From this, it is clear
that SCAN is able to reproduce some long-range ef-
fects, but still suffers from the standard problems of
low-overlap CT, albeit to a lesser extent than with
conventional semi-local functionals.
3.3 Rydberg Excitations
The underestimation of Rydberg excitations by con-
ventional semi-local functionals is well-known, due to
the incorrect behaviour of the exchange–correlation
potential at long-range (which is critical for the
highly diffuse orbitals involved in Rydberg excita-
tions) [64, 65]. To probe the behaviour of SCAN for
Rydberg excitations, we consider CO and N2 as pro-
totypical examples, noting that the effect of the TDA
is small throughout and that analogous observations
are made for the singlet and triplet states.
For both CO and N2, TDDFT excitation ener-
gies from PBE are significantly underestimated, by
up to 2 eV. Excitations with B3LYP are improved,
but are still significantly underestimated. To cor-
rectly describe these states with a conventional hy-
brid functional, a significant exact orbital exchange
contribution (approaching 100%) is required. With
the SCAN functional, we find a much larger increase
in excitation energy than we have observed with the
other molecules examined so far; the average change
is to increase over the PBE excitations by 0.7 eV.
For CO, this results in a significant improvement and
B3LYP-like excitation energies. For N2, the improve-
ment is less pronounced, however the original under-
estimation of PBE is more significant.
3.4 The H2
3Σ+u potential energy curve
A key observation in Section 3.1 is that the SCAN
functional can be susceptible to triplet instability
problems (i.e., as characterised by low or negative
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ωstab values), as strikingly illustrated in the poly-
acetylene oligomers and naphthalene. It is therefore
pertinent to end the study with a consideration of the
3Σ+u potential energy curve in the H2 molecule, since
this is the prototypical example of the triplet instabil-
ity problem in the context of excited state potential
energy surfaces.
The results are as anticipated. Figure 1(a) plots
ωstab corresponding to the
1Σ+g → 3Σ+u excitation
for PBE, B3LYP, and SCAN, as a function of bond
length, R. (The experimental equilibrium bond
length is Re = 0.741 A˚). For all but the largest R
values, SCAN exhibits the lowest stability. All three
stabilities drop with increasing R and the Coulson–
Fischer [66] (CF) point (where ωstab = 0) is shortest
with SCAN. The CF points are at 1.451 A˚ for SCAN,
compared to 1.619 and 1.488 A˚ for PBE and B3LYP,
respectively. Figure 1(b) presents the 3Σ+u TDDFT
potential energy curves over the same range of R val-
ues, obtained by adding the TDDFT excitation en-
ergy to the 1Σ+g ground state energy. Also shown
is the CCSD curve, which is exact within the basis
set. As R increases and ωstab decreases towards zero,
the excitation energy approaches zero from above and
the excited state curve collapses to the ground state
at the CF point. At distances beyond the Coulson–
Fischer point, the excitation energy is imaginary and
so the curve is not plotted. Figure 1(c) presents the
TDA potential energy curves, which are real-valued
for all R and a significant improvement for all three
functionals.
4 Conclusions
We have investigated the performance of the SCAN
meta-GGA functional for the calculation of TDDFT
molecular excitation energies of local, charge-transfer
and Rydberg character, together with the excited
3Σ+u potential energy curve in H2. Consistent with
the ground state findings of Ref. [13], the SCAN re-
sults frequently resemble those obtained using a hy-
brid functional, with either a standard or increased
fraction of exact orbital exchange. For local excita-
tions, SCAN can exhibit significant triplet instability
problems, resulting in imaginary triplet excitation en-
ergies for a number of cases. The Tamm–Dancoff ap-
proximation offers a simple approach to improve mat-
ters, but significant underestimation remains. Under-
standing the origin of these (near)-triplet instabilities
may provide useful insight into future functional de-
velopment. We are presently investigating the per-
formance of a range of meta-GGA functionals in the
context of triplet instabilities.
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Table 1: TDDFT (ωTDDFT) and TDA (ωTDA) excitation energies computed using the PBE, B3LYP, and SCAN
exchange–correlation functionals, compared with reference values (taken from Refs. [22] and [55]). All values
are in eV.
PBE B3LYP SCAN
State ωTDDFT ωTDA ωTDDFT ωTDA ωTDDFT ωTDA Ref
Local
Acetamide 1A′′ 5.21 5.23 5.46 5.48 5.77 5.79 5.62
1A′ 6.59 6.68 7.04 7.13 7.27 7.36 7.14
3A′′ 4.73 4.76 4.95 5.00 5.13 5.22 5.35
3A′ 5.21 5.29 5.24 5.42 5.28 5.52 5.71
Propanamide 1A′′ 5.23 5.25 5.49 5.51 5.79 5.81 5.65
1A′ 6.48 6.53 6.94 7.02 7.18 7.26 7.09
3A′′ 4.76 4.79 4.98 5.03 5.16 5.24 5.38
3A′ 5.22 5.30 5.26 5.44 5.32 5.55 6.08
PAO-2 1Bu 5.51 5.92 5.63 6.00 5.67 6.09 6.18
3Bu 3.04 3.25 2.89 3.25 — 2.54 3.38
PAO-3 1Bu 4.52 4.99 4.69 5.09 4.66 5.10 5.37
3Bu 2.38 2.56 2.24 2.59 — 1.98 2.77
PAO-4 1Bu 3.86 4.32 4.06 4.44 3.99 4.41 4.81
3Bu 1.99 2.14 1.85 2.20 — 1.65 2.41
PAO-5 1Bu 3.39 3.81 3.61 3.96 3.52 3.90 4.42
3Bu 1.73 1.87 1.59 1.94 — 1.42 2.17
Naphthalene 1B3u 4.24 4.25 4.44 4.46 4.42 4.45 4.38
1B2u 4.08 4.27 4.34 4.53 4.19 4.36 4.94
3B3u 3.83 3.87 3.95 4.00 * 3.77 4.18
3B2u 2.85 2.98 2.75 3.03 — 2.40 3.04
Charge–Transfer
Model Dipeptide 31A′ 5.11 5.12 6.04 6.06 5.70 5.71 7.23
31A′′ 4.57 4.57 6.18 6.18 5.19 5.20 7.86
33A′ 4.82 4.86 6.03 6.04 5.06 5.22 6.94
33A′′ 4.52 4.52 6.13 6.14 5.06 5.09 7.83
Rydberg
CO 11Σ+ 9.09 9.11 9.80 9.82 9.92 9.92 10.73
21Σ+ 9.40 9.40 10.13 10.14 10.12 10.12 11.34
21Π 9.45 9.46 10.19 10.20 10.10 10.10 11.47
31Σ+ 10.16 10.16 10.97 10.98 10.95 10.96 12.41
13Σ+ 8.84 8.85 9.50 9.51 9.73 9.76 10.33
23Σ+ 9.34 9.35 10.11 10.11 10.08 10.09 11.21
23Π 9.39 9.39 10.16 10.16 10.07 10.07 11.37
33Σ+ 10.13 10.13 11.01 11.01 10.75 10.78 12.34
N2 1
1Σ+g 10.41 10.42 11.24 11.26 11.24 11.25 12.26
11Πu 10.76 10.76 11.65 11.65 11.46 11.46 12.88
11Σ+u 10.66 10.66 11.62 11.62 11.30 11.30 12.93
21Πu 11.67 11.67 12.01 12.01 12.43 12.43 13.39
13Σ+g 10.15 10.16 10.97 10.98 11.05 11.07 11.86
13Πu 10.74 10.74 11.66 11.66 11.46 11.46 12.83
13Σ+u 10.63 10.63 11.60 11.60 11.28 11.29 12.83
23Πu 11.61 11.61 11.96 11.96 12.38 12.38 13.35
*Could not be calculated
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Figure 1: 3Σ+u stabilities and potential energy curves in H2.
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