Cutting and packing problems arise in many fields of applications and theory. When dealing with irregular objects, an important subproblem is the identification of the optimal clustering of two objects. Within this paper we consider a container (rectangle, circle, convex polygon) of variable sizes and two irregular objects bounded by circular arcs and/or line segments, that can be continuously translated and rotated. In addition minimal allowable distances between objects and between each object and the frontier of a container, may be imposed. The objects should be arranged within a container such that a given objective will reach its minimal value. We consider a polynomial function as the objective, which depends on the variable parameters associated with the objects and the container. The paper presents a universal mathematical model and a solution strategy which are based on the concept of phi-functions and provide new benchmark instances of finding the containing region that has either minimal area, perimeter or homothetic coefficient of a given container, as well as finding the convex polygonal hull (or its approximation) of a pair of objects.
Introduction
Cutting and packing problems, also called placement or allocation problems, are interesting theoretically and have many important applications. Applications in industry include dye-cutting in the engineering sector, parts nesting for shipbuilding, marker layout in the garment industry, glass cutting for windows and leather cutting for shoes, furniture and other goods. It is well known that even the one-dimensional version of the problem of finding the optimal usage of a given resource, the classical knapsack problem, belongs to the class of NPhard optimisation problems. For this reason, most of the work related to cutting and packing problems employ heuristic approaches. Nevertheless, the development of exact solution methods is an important task to broaden the range of optimal solvable cases.
One of the successful concepts in the case of irregular objects, which lends itselft to exact approaches, is phi-functions [6] , [10] . Using this approach leads, in general, to multi-extremal non-linear optimisation problems. Phi-functions permit the modelling of continuous object rotations, non-overlapping, containment and distance constraints. The concept allows the computation of high quality local optima, and in some cases, the global optimum.
In this paper, we address the problem of determining the minimum size container to house two irregular objects and use the concept of phi-functions to achieve this aim. A tool to solve this problem is useful in cutting and packing for the input minismisation (minimum waste) problem and the output maximisation (knapsack) problem. In detail, we will investigate the following two-dimensional problem:
Optimal clustering problem. Given two (irregular) objects bounded by circular arcs and/or straight line segments where free continuous rotations of the objects are permitted, find the minimal sizes of a given containing region (rectangle, circle, or convex polygon) according to a given objective (a polynomial function) and placement parameters of two objects such that the objects are placed completely inside the containing region without overlap and taking in to account allowable distances between objects. We consider a number of frequently occurring objectives, i.e. minimum area, perimeter, and homothetic coefficient (scaling parameter of an equilateral K sided polygon) of a given container.
The containment problem is useful in the design of cutting and packing solution approaches in a number of ways. Some applications have constraints on the cutting process that are naturally dealt with by using a containment approach. Han et al. [18] decribe the cutting of irregular glass shapes for conservatories. Due to the guillotine cutting requirement, pieces are clustered into rectangles first, and then the rectangles are arranged on the stock sheets.
Approaches designed for packing of rectangles and boxes is more common in the literature than irregular objects. One reason for this arises from the fact that stronger optimality criterion, or bounds, are available in contrast to cases of arbitrary shaped objects. The containment problem allows these approaches to be exploited for irregular shapes. Finally, placement heuristics that employ hole filling are commonly acknowledged as effective. However, this has not been efficiently implemented with irregular shapes as yet. The containment problem is equivalent to hole filling where the hole defines the size of the container, which is compared with the derived minimal sizes of the containing region (according to the obtained value of its homothetic coefficient).
The contributions of the paper are many as follows: 1) we deal with an accurate representation of objects bounded by circular arcs and/or line segments (irregular objects) without first generating a polygonal approximation; 2) we allow continuous simultaneous translations and rotations of the objects; 3) we construct a universal mathematical model of the problem taking into account allowable distances (in the form of a non-smooth optimisation problem) using radical free phi-functions and adjusted phi-functions. Also our mathematical model can accommodate any polynomial objective function; 4) we formulate the optimal clustering problem with a wide range of applicable problems including minimal containment of a pair given shapes in a rectangle, circle or convex hull, which supports applications in packing irregular objects, glass cutting non-rectangular pieces, selecting or designing containers, and hole filling; 5) we propose the concept of the phi-tree based on the max-min structure of phifunctions and define the number of terminal nodes of each of the basic phi-trees; 6) we construct a solution tree for the optimal clustering problem and give an estimation of the maximum number of terminal nodes of the solution tree; 7) we propose two efficient algorithms in order to solve the optimal clustering problems based on the solution tree; 8) we present a new set of challenging benchmark instances.
The paper is organized as follows. In the next section, we give an overview of related work. In Section 3, we describe the phi-functions concept for containing regions with variable metrical characteristics and placement objects with variable placement parameters. In Section 4, we use phi-functions for constructing a mathematical model of the optimal clustering problem and present six basic realisations of the model. The general solution strategy, which involves the concept of phi-tree and the construction of the solution tree, and two solution algorithms is given in Section 5. We provide some computational results, illustrated with pictures, in Section 6, and finish with some concluding remarks in Section 7.
Related work
The literature on two dimensional irregular packing problems is large and it is not possible to comprehensively review here. It is common for cutting and packing papers to indicate the problem type according to the typology presented in [28] . However in this paper, we deal with a sub-problem of the irregular packing problem. The sub-problem applies to both input minimisation and output maximisation, and is not specific to the number of large objects available. Hence, we have not classified this problem by this typology. In the following we identify some of the relevant papers to this work.
Solution approaches to irregular nesting problems are reviewed by [5, 14] . A tutorial covering the core geometric methodologies currently applied by researchers in cutting and packing of irregular shapes is presented by [4] . Tools of mathematical modeling of arbitrary object packing problems are given by [6, 10, 11] . Complexity investigations for cutting and packing problems can be found in [7, 9, 12, 20] .
Among the plurality of two-dimensional cutting and packing problems the open dimension problem (ODP) is the most common when packing irregular objects. In the ODP, a given set of objects must be placed feasibly within a strip of given fixed width W while minimizing the height H needed. A packing pattern is feasible if all objects are contained completely within the rectangle W H × and do not overlap each other. In this case, the objective to minimize H is equivalent to minimizing the perimeter. This does not remain true if the width W is also variable and the total area has to be minimized, then the objective becomes non-linear.
There is a short list of publications which deal with irregular shapes without polygonal approximations. Packing problems with irregular objects of fixed orientation, whose frontier can be described by a sequence of line-and arc-segments, are tackled in [8] using the line and arc no-fit polygon. That paper extends the heuristic orbital sliding method of calculating no-fit polygons to enable it to handle arcs and then shows the resultant no-fit polygons being utilised successfully on the two-dimensional irregular packing problem.
Several publications address the containment problem. One problem type is as follows:
Does a set of given objects (or a single object) fit feasibly within a given containing region?
Rotation of objects may or may not be permitted. The single polygon-containment problem where rotation of the polygon is allowed has been studied in [2, 15, 21] . Two-and three-polygon problems are considered in [3, 16] .
In [22, 25] the translational containment of multiple polygons within another polygon is investigated, whereas the more general case, also allowing rotations, is considered in [23, 24, 19] . In [26] the authors offer an approximation algorithm of the Minkowski sum for objects bounded by line segments and circular arcs. Authors of [15] use a mathematical programming formulation/model to solve the following containment problem: Given a convex polygon Q and a simple polygon P , can P be translated and/or rotated such that P fits within Q ? This method is used in an algorithm to place small (polygonal) items into (polygonal) holes obtained after placing larger items.
The minimal-area convex enclosure problem consists of finding the relative position of two simple polygons such that the area of their convex enclosure is minimized. It is investigated in [17] . The technique searches along the envelope (or no-fit polygon). Authors of [13] consider the problem of circumscribing a convex polygon by a polygon of fewer sides with minimal increase in area.
Most of the approaches dealing with the interaction of two (or a few) objects are used in placement algorithms for larger instances as local decision rules. Some of the earliest approaches to irregular packing problems used the strategy of first clustering pieces within easier to handle shapes, for example [1] . However, such approaches lost popularity as computational speed and methodology improvements facilitated the direct packing of irregular objects. There are recent examples where the cutting process requires the initial clustering, for example, guillotine cuts described in [18] . Further, the more sucessful placement heuristics use hole filling strategies that is the equivalent of the containment problem described here.
The concept of phi-functions
Cutting and packing problems involving irregular shapes require the modelling of interaction of two objects with respect to containment, overlap constraints and allowable distances. In this section we describe the core phi-function concepts including the definition of a phi-object, describing a placement objects and a containing regions, identify the interactions between objects. Finally we describe the containment and non-overlapping constraints taking into account allowable distances using phi-functions.
Placement objects.
We assume that any placement object T (an object which has to be placed into a container) considered here, is a two-dimensional one-connected phi-object [6] , where a phi-object is a canonically closed point set 2 T R ⊂ the same homothopic type as its interior.
Each one-connected phi-object T is given by an ordered collection of frontier elements 1 2 , , ..., n l l l , (in counter clockwise order). Each element i l is given by tuple ( , , , , ) Given the ordered collection of line segments and circular arcs, we apply the decomposition algorithm given in [10] to obtain a set of basic objects that describe the object.
Authors of [10] show that each phi-object, T, bounded by line segments and circular arcs, may be decomposed into n basic objects of four types, including convex polygons ( K ), circular segments ( D ), hats ( H ) and horns (V ).We denote a class of basic objects by ℜ . In terms each basic object is the intersection of primitive objects (half-planes, circles and circular holes). Illustrations of primitive and basic objects are given in Appendix A.
Thus, we represent placement object T in the form
Example. Let us consider two objects A and B given in Figure 1a . These can be decomposed into basic objects according to formula (1), so we have Figure 1b .
(a) (b) 
. Appendix B provides and example of an object description.
The location and orientation of a placement object T is defined by a variable vector of its placement parameters ( , , )
We assume here that placement objects have fixed metrical characteristics and variable placement parameters ( , , )
T T T x y θ .
Containing regions.
We consider the following containing regions shown in figure 2: a) a circle of variable radius r: 
α is a variable homothetic coefficient and i
x and i y are constant (see Figure 2d ), subject to for original polygon 1 α = . 
and 
A phi-function that characterises the non-overlapping of the pair of arbitrary shaped objects A and B and has the form = min{ , = 1, 2, ..., , = 1, 2, ..., },
where ij Φ denotes a basic phi-function for the pair of objects ,
class of basic phi-functions is given in [11] .
Thus, in terms of phi-functions we describe non-overlapping constraint in the form:
For objects A and B given in Figure 1 , based on (2) and (3), we have
circular, a rectangular or a convex polygonal region and
are basic phi-functions. It should be noted that
with variable verticies we consider in the form:
Φ is phi-function for half-plane k P and object A .
We take into account distance constraints replacing phi-functions in non-overlapping and containment constraints with adjusted phi-functions. By definition an adjusted phi-function of A and B is an everywhere defined continuous function 
Mathematical model
In terms of phi-functions we can formulate the optimal clustering problem as a constrained optimisation problem: We consider six realizations of problem (4)- (5), denoted by P1,.., P6, with respect to the shape of the containing region Ω and the form of the objective function ( ) F u : It is clear that, W ≠ ∅ , since F is bounded from below, hence problems (4)- (5) are always solvable. The objectives we consider here are linear { 2 3 4 6 , , , F F F F } or quadratic { 1 5 , F F }. The phi-functions in (5) are composed of min -and max -combinations of linear and\or non-linear functions including sin -and cos -terms [11] . System 0 λ ≥ , involves linear and\or non-linear functions including sin -and cos -terms. As a result, the set W of feasible solutions is non-convex, leading to many local extrema. Hence, the optimal clustering problem (4)- (5) is a nonsmooth optimisation problem.
General solution strategy
The formulaton given in (4) and (5) is a non-smooth optimisation problem and so can not be solved directly. In this section we describe a branching tree structure to define the feasible region by a set of sub-regions and, using these sub-regions, solution strategies to find the local and global extrema. A B ∈ ℜ according to (2) .
The solution tree
, where A B n n ⋅ is the number of basic phi- By construction [10] each basic phi-function k Φ may be given in the form: f ≥ has to be fulfilled, each of these terms can be considered as a system of (in general non-linear)
inequalities. This can be solved using a branching scheme. 
The solution tree ℑ describes feasible region W of problem (4)- (5) and is constructed as follows, see Figure 3 .
The tree root corresponds to inequality system 0 λ ≥ .
On Now we may present a feasible region W of problem (4)- (5) 
where
Clearly, the global optimum solution can be obtained and proved by inspecting and exactly solving all of the subproblems defined in (7) .
Subproblems (7) are in general non-linear mathematical programming problems and they may be solved by standard local optimisation techniques (e.g. interior point method, feasible direction method). In particular, problems P2 and P6, which are subproblems of (7) We denote: η respectively, which we derive below.
The upper estimation * η of the number of terminal nodes of the solution tree ℑ for problem (6)- (7) arises from all combinations of the terminal nodes of AB ℑ ,
The number of terminal nodes for AB ℑ and 
For constructing the solution space of problem (6)- (7) Table 2 . Estimations of the number of terminal nodes for phi-tree
Based on relations (8) - (11) and tables 1 and 2, we obtain
The increase in the number of terminal nodes of the solution tree shows that the optimal clustering problem is NP-hard, and in most cases to consider all subregions W s and, therefore, to obtain proved optimal solution is an unrealistic task .
Example of the solution tree.
In this subsection we provide an example of a solution tree for problem P3 considering two circular segments and a containing circle.
Let Ω be a circular container of radius r . We consider two objects: In order to reduce problem (13) to problem (6)- (7) we need to construct an inequality systems describing subregions s W , = 1, 2, s ..., η .
Let us now consider inequality 
Consequently, we consider phi-functions of basic objects
and given in [10, 11] .
Before we give explicit forms of the phi-functions we remind the reader that each point 
The phi-function for 1 T and 2 T is defined as follows: = max{max min , max min },
The phi-function for two circles i C of radii i r and center points ( , )
The phi-functions 
where ( ij x , ij y ), = 1, 2 j , are end points of the base of i D .
Given the above phi-functions, we can now construct the branching tree ℑ for problem (13) (14)- (18), has the following form: 
For example, we form the inequlity system corresponding to the 19-th terminal node of ℑ by adding to inequality system 0 φ ≥ (the system corresponds to node Finally, we obtain the system of inequalities 0, 19 W in (7).
Solution algorithms.
In order to solve the optimal custering problems defined in Section 4, we propose two algorithms. The first requires a comprehensive search for local extrema on all subregions and provides the global extremum provided each subproblem (7) can be solved optimally. The second is considerably faster and only searches one highly promising starting point, hence is only locally optimal. In order to search for local minima of subproblems (7) we use IPOPT (see [26] ) that only guarantees a local optimum for non-linear programming problems.
Algorithm 1.
The algorithm is based on the branching scheme described above and generates the inequality systems that describe s W W ⊂ from (7), using the solution tree ℑ . :
Otherwise we cut node Algorithm 2. This algorithm finds good solutions with reasonable computation times that do not increase significantly with the complexity of the objects. In order to obtain a good starting solution 0 u W ∈ the algorithm employs a fast and effective heuristic given in [10] . The heuristic is based on searching for an approximate solution of problem (4)- (5) We form the subregion s W as follows. We realise an exhaustive search of nodes O n n ⋅ ).
In conclusion, our approach is able to find the global minimum for problems P1 and P6 for non-rotable objects using Algorithm 1, since in the case each problem (7) becomes a linear problem and a good approximation to the global minimum of problems P1-P6 for the general case using Algorithm 1 or using Algorithm 2.
Computational experiments
The results include a number of examples to demonstrate the effectiveness of the methodology. In all cases the input data of the example has been provided in Appendix E.
Example 1.1 is the proved global optimum since all the sub-problems defined by (7) In this example we demonstrate the approach for computing the global solution. We use Algorithm 1 to relise model (6)- (7) . Figure 4 shows the optimal arrangments of A and B which coorespond to six local minima of problem (4)- (5) arising from the solution tree. Since all subproblems (7) are linear, we can find the global minima * ( ) F u of problem (6) taken from [16] . We consider the containment problem as problem P6, assuming that K Ω ≡ α .
We say that the problem is solved, if * 1 α ≤ . In the example we got the global minimum: Figure 12 . We use Algorithm 1. Running time is 0.95 sec. 
Conclusions
In the paper a basic approach is presented to handle placement problems with irregular shapes, whose frontiers formed by circular-arc and/or line segments. We investigated the problem of enclosing two such objects by a rectangle or circle or convex polygon of minimal area or perimeter or homothetic coefficient by means of phi-function technique. The solution methodology can be applied to a wide range of problems in cutting and packing. The extension of the approach to the case of more than two objects, the problem of filling holes of arbitrary shapes and other forms of objectve functions is onging work for the near future publication. 
