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THE NON-SYMMETRIC WILSON POLYNOMIALS ARE THE
BANNAI–ITO POLYNOMIALS
VINCENT X. GENEST, LUC VINET, AND ALEXEI ZHEDANOV
Abstract. The one-variable non-symmetric Wilson polynomials are shown
to coincide with the Bannai–Ito polynomials. The isomorphism between the
corresponding degenerate double affine Hecke algebra of type (C∨
1
, C1) and
the Bannai–Ito algebra is established. The Bannai–Ito polynomials are seen
to satisfy an orthogonality relation with respect to a positive-definite and con-
tinuous measure on the real line. A non-compact form of the Bannai–Ito
algebra is introduced and a four-parameter family of its infinite-dimensional
and self-adjoint representations is exhibited.
1. Introduction
The purpose of this paper is fourfold: first, to show that the non-symmetric
Wilson polynomials coincide with the Bannai–Ito polynomials; second, to identify
the corresponding degenerate double affine Hecke algebra of type (C∨1 , C1) with the
Bannai–Ito algebra; third, to exhibit a positive-definite, continuous orthogonality
measure on the real line for the Bannai–Ito polynomials; and also, to present a
non-compact form of the Bannai–Ito algebra and display a four-parameter family
of its infinite-dimensional, self-adjoint representations.
We begin by reviewing the essentials of these two families of orthogonal functions
and their associated algebraic structures.
1.1. The Bannai–Ito polynomials and algebra. The Bannai–Ito (BI) polyno-
mials first appeared in the context of P− and Q− polynomial association schemes.
In their book [1], E. Bannai and T. Ito identified the polynomials bearing their
names as q = −1 analogs of the q-Racah polynomials in their classification of the
orthogonal polynomials satisfying the Leonard duality [2]; see [3] for an overview.
The (monic) Bannai–Ito polynomials Bn(x) of degree n in x, which depend on
four parameters a, b, c, d are defined by the three-term recurrence relation1
xBn(x) = Bn+1(x) + (2a+ 1−An − Cn)Bn(x) +An−1CnBn−1(x),(1.1)
2010 Mathematics Subject Classification. 33C80, 20C08.
1With respect to the usual parametrization (e.g [4]) where the BI polynomials are denoted by
Bn(y; ρ1, ρ2, r1, r2), we have taken y = x/2 − 1/4, ρ1 = a + 1/4, ρ2 = b + 1/4, r1 = −c − 1/4,
r2 = −d− 1/4.
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with B−1(x) = 0, B0(x) = 1 and where the coefficients read
An =
{
(n+2a+2c+2)(n+2a+2d+2)
2(n+a+b+c+d+2) n even
(n+2a+2b+2)(n+2a+2b+2c+2d+3)
2(n+a+b+c+d+2) n odd
,
Cn =
{
− n(n+2c+2d+1)2(n+a+b+c+d+1) n even
− (n+2b+2c+1)(n+2b+2d+1)2(n+a+b+c+d+1) n odd
.
The polynomials Bn(x) are eigenfunctions of the most general, self-adjoint, first-
order Dunkl shift operator preserving the space of polynomials of a given degree
[4]. Specifically, they satisfy the eigenvalue equation
LBn(x) = λnBn(x), λn = (−1)n(n+ a+ b + c+ d+ 3/2),(1.2)
where L is the difference operator given by
(1.3) L =
(
(x + 2c+ 1)(x+ 2d+ 1)
2x+ 1
)
(T+x Rx − 1)
−
(
(x− 2a− 1)(x− 2b− 1)
2x− 1
)
(T−x Rx − 1) + (a + b+ c+ d+ 3/2)1,
where Rxf(x) = f(−x) is the reflection operator and where T±x f(x) = f(x ± 1)
are the discrete shift operators. The eigenvalue equation (1.2), together with the
monicity condition, completely determine the polynomialsBn(x). The bispectrality
property of Bn(x), expressed through the relations (1.1) and (1.2), is encoded in an
algebraic structure that has been called the Bannai–Ito algebra [4]; this associative
algebra is obtained as follows. Let K1, K2 be the generators defined by
K1 = L, K2 = X,(1.4)
where X is the “multiplication by x” operator. Writing the anticommutator as
{A,B} = AB + BA, one has [4]
{K1,K2} = K3 + ω3, {K2,K3} = K1 + ω1, {K3,K1} = K2 + ω2,(1.5)
where the first relation of (1.5) is taken to define K3. The structure constants ωi
have the expressions
ω1 = 4(ab+ cd) + (a + b+ c+ d) + 1/2,
ω2 = 2(a
2 + b2 − c2 − d2) + (a + b− c− d),
ω3 = 4(ab− cd) + (a + b− c− d).
The relations (1.5) define the abstract Bannai–Ito algebra. Note that the arbitrary
structure constants can be viewed as being associated to a central element. This
algebra has a Casimir operator
Q = K21 +K
2
2 +K
2
3 ,(1.6)
which commutes with all generators Ki, i = 1, 2, 3. In the realization (1.4), the
Casimir operator takes the value
Q = 2(a2 + b2 + c2 + d2) + (a+ b+ c+ d) + 1/4.(1.7)
When the parameters a, b, c, d are real, the Bannai–Ito polynomials can only obey a
finite orthogonality relation with respect to a discrete, positive measure; see [5] for
details. This is related to the fact that for real values of the parameters, the self-
adjoint representations of the Bannai–Ito algebra with spectrum (1.2), i.e. those
3that satisfy the ∗-relations K†i = Ki for i = 1, 2, 3, can only be finite-dimensional.
Let us note here that the Bannai–Ito algebra has recently appeared as symmetry
algebra for the Laplace–Dunkl [6] and Dirac–Dunkl [7] equations on the 2-sphere
as well as in the Racah problem of osp(1|2) [8]. Let us also mention that the
Bannai–Ito polynomials sit at the top of the emerging “−1” scheme of orthogonal
polynomials, which extends the Askey tableau; see [4, 5, 9, 10].
The Bannai–Ito algebra can be thought of as a q = −1 analog of the Askey–
Wilson algebra [11], which describes the deeper symmetries of the Askey–Wilson
polynomials. In two papers [12, 13], Koornwinder established the relationship be-
tween the Askey–Wilson algebra and the double affine Hecke algebra associated
with the rank-one root system of type (C∨1 , C1). These results relate to the large
body of work on multivariate orthogonal polynomials and generalized Calogero-
Moser systems associated with Cherednik algebras and root systems; see for ex-
ample [14, 15, 16, 17]. In the present paper, we shall put the Bannai–Ito algebra
and polynomials in a similar framework by exhibiting their relationship with the
degenerate double affine Hecke algebra associated to the rank one root system
of type (C∨1 , C1) and with the non-symmetric Wilson polynomials introduced by
Groenevelt in [18, 19].
1.2. The one-variable non-symmetric Wilson polynomials and a rank-
one, degenerate double affine Hecke algebra. Let t0, t1 and u0, u1 be complex
parameters and let T0, T1 be defined by
T0 =
(t0 + u0 − z + 1/2)(t0 − u0 − z + 1/2)
1− 2z (T
−
z Rz − 1) + t01,
T1 =
(t1 + u1 + z)(t1 − u1 + z)
2z
(Rz − 1) + t11.
(1.8)
It is easy to check that T 2i = t
2
i for i = 0, 1; hence T0 and T1 are involutions. The
non-symmetric Wilson polynomials pn(z) of degree n in z, which depend on four
parameters t0, t1, u0, u1, are defined as the unique (monic) polynomials satisfying
the eigenvalue equation [18]
(T0 + T1) pn(z) = γnpn(z),(1.9)
where the eigenvalues γn are given by
γn =
{
t0 + t1 +m n = 2m
−(t0 + t1 +m) n = 2m− 1
.(1.10)
The polynomials pn(z) satisfy the complex orthogonality relation [18]
1
2pii
∫
C
pn(z)pm(z)∆(z) dz = hnδnm,(1.11)
with respect to the weight function
∆(z) =
Γ(t1 + u1 + z)Γ(t1 + u1 + 1− z)Γ(t1 − u1 + z)Γ(t1 − u1 + 1− z)
Γ(2z)Γ(1− 2z)
×Γ(t0+u0+1/2+ z)Γ(t0+u0+1/2− z)Γ(t0−u0+1/2+ z)Γ(t0−u0+1/2− z),
where hn 6= 0 and where C is the usual contour that runs along the imaginary axis
and that is indented, if necessary, to separate the increasing sequence of poles from
the decreasing sequence of poles in the weight function; see for example [20]. Suffi-
cient conditions on the parameters ti, ui for this contour to exist are easily found.
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The algebraic structure associated with the non-symmetric Wilson polynomials is
as follows. Introduce the operators U0, U1 defined as [18]
U0 = −T0 + Z − 1/2, U1 = −T1 − Z,(1.12)
where Z is the “multiplication by z” operator. The degenerate double affine Hecke
algebra associated to the non-symmetric Wilson polynomials has generators T0, T1,
U0, U1 and relations
T 20 = t
2
0, T
2
1 = t
2
1, U
2
0 = u
2
0, U
2
1 = u
2
1,
T0 + T1 + U0 + U1 = −1
2
.
(1.13)
These relations are easily verified in the realization (1.8), (1.12). This algebra can
be viewed as a q = 1 analog of the double affine Hecke algebra of type (C∨1 , C1)
[21, 22]. The algebra (1.13) was also considered in [23]. In the following, we shall
use an elementary generalization (1.13) for which ti, ui for i = 0, 1 are considered
as central elements rather than complex parameters; following [24], this could be
called the “universal” degenerate double affine Hecke algebra of type (C∨1 , C1).
1.3. Outline. The outline for the rest of the paper is straightforward. In Section
2, the non-symmetric Wilson polynomials are shown to coincide with the Bannai–
Ito polynomials by comparison of their respective eigenvalue equations. The iso-
morphism between the (universal) degenerate double affine Hecke algebra and the
Bannai–Ito algebra is given explicitly on the generators. In Section 3, we exhibit a
positive-definite continuous orthogonality measure for the BI polynomials. We also
display a non-compact form of the BI algebra and specify a four-parameter family
of irreducible self-adjoint representations. A conclusion follows.
2. Bannai–Ito vs. non-symmetric Wilson polynomials
In this section, the equivalence between the Bannai–Ito polynomials and the
non-symmetric Wilson polynomials is demonstrated and the isomorphism between
the Bannai–Ito algebra and the (universal) degenerate double affine Hecke algebra
is established.
Proposition 1. Let pn(z; t0, t1, u0, u1) be the monic non-symmetric Wilson polyno-
mials defined by the eigenvalue equation (1.9) and let Bn(x; a, b, c, d) be the monic
Bannai–Ito polynomials defined by (1.2). One has
(−2)npn
(
−x
2
+
1
4
;
c+ d
2
+
1
4
,
a+ b
2
+
1
4
,
c− d
2
,
a− b
2
)
= Bn(x; a, b, c, d).(2.1)
Hence the non-symmetric Wilson polynomials coincide with the Bannai–Ito poly-
nomials, up to an affine transformation.
Proof. As pn(z; t0, t1, u0, u1) and Bn(x; a, b, c, d) are determined uniquely by their
eigenvalue equations (1.9) and (1.2) and the monicity condition, it suffices to show
that under the affine transformation and reparametrization
z → −x
2
+
1
4
, (t0, t1, u0, u1)→
(
c+ d
2
+
1
4
,
a+ b
2
+
1
4
,
c− d
2
,
a− b
2
)
,(2.2)
the eigenvalue equation (1.9) gives (1.2). Under the above affine transformation, it
is easily checked that one has
T−z Rz → T+x Rx, Rz → T−x Rx,
5and hence that (1.9) becomes[
(x+ 2c+ 1)(x+ 2d+ 1)
2x+ 1
(T+x Rx − 1) + (a + b+ c+ d+ 1)1
+
(x− 2a− 1)(x− 2b− 1)
2x+ 1
(T−x Rx − 1)
]
pn
(
−x
2
+
1
4
)
= 2 γn pn
(
−x
2
+
1
4
)
.
Upon adding (1/2)1 on both sides of the above equation and using the expression
(1.10) for the eigenvalues, one finds (1.2). 
Proposition 2. The Bannai–Ito algebra with defining relations (1.5) is isomorphic
to the (universal) degenerate double affine Hecke algebra (1.13).
Proof. LetK1, K2, K3 satisfy the Bannai–Ito algebra (1.5) with arbitrary structure
constants or central elements ω1, ω2, ω3 and consider the following combinations
T˜0 =
1
4
(
K1 −K2 −K3 − 1
2
)
, T˜1 =
1
4
(
K1 +K2 +K3 − 1
2
)
,
U˜0 =
1
4
(
−K1 −K2 +K3 − 1
2
)
, U˜1 =
1
4
(
−K1 +K2 −K3 − 1
2
)
.
(2.3)
It is easily verified that each of T˜ 20 , T˜
2
1 , U˜
2
0 U˜
2
1 is central; i.e that they commute
with all generators T˜0, T˜1, U˜0, U˜1. Indeed, one has
T˜ 20 =
1
16
(
Q+ ω1 − ω2 − ω3 + 1
4
)
= t˜0, T˜
2
1 =
1
16
(
Q+ ω1 + ω2 + ω3 +
1
4
)
= t˜1,
U˜20 =
1
16
(
Q− ω1 − ω2 + ω3 + 1
4
)
= u˜0, U˜
2
1 =
1
16
(
Q− ω1 + ω2 − ω3 + 1
4
)
= u˜1.
Moreover, it is obvious that
T˜0 + T˜1 + U˜0 + U˜1 = −1/2.
Hence (2.3) provides an algebra map from the Bannai–Ito algebra to the universal
degenerate double affine Hecke algebra (1.13). Let us now exhibit the inverse map-
ping. Let Ti and Ui for i = 0, 1 satisfy (1.13) and consider the linear combinations
A1 = 2T0 + 2T1 + 1/2, A2 = −2T0 − 2U0 − 1/2, A3 = 2T1 + 2U0 + 1/2.(2.4)
Then by a direct calculation, one finds
{A1, A2} = A3 + 4(t21 − t20 + u20 − u21),
{A2, A3} = A1 + 4(t21 + t20 − u20 − u21),
{A3, A1} = A2 + 4(t21 − t20 − u20 + u21).
Hence the combinations (2.4) realize the Bannai–Ito relations (1.5). In the realiza-
tion (2.4), the Casimir operator of the Bannai–Ito algebra has the expression
A21 +A
2
2 +A
2
3 = 4(t
2
0 + t
2
1 + u
2
0 + u
2
1)− 1/4.
Hence the Bannai–Ito algebra (1.5) and the degenerate double affine Hecke algebra
(1.13) are isomorphic. 
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3. “Continuous” Bannai–Ito polynomials and a non-compact form of
the Bannai–Ito algebra
In this section, we exhibit a positive-definite orthogonality measure on the real
line for the Bannai–Ito polynomials. We relate the existence of this measure to a
non-compact form of the BI algebra and present a four-parameter family of irre-
ducible representations stemming from the BI recurrence relation.
Consider the modified Bannai–Ito polynomials, denoted by Qn(x; a, b, c, d), that
are obtained by taking
Qn(x; a, b, c, d) = (−i)nBn(iz; a, b, c, d).(3.1)
It follows from (1.1) that the polynomials Qn(x) satisfy a three-term recurrence
relation of the form
xQn(x) = Qn+1(x) + cnQn(x) + unQn(x).(3.2)
where the recurrence coefficients are given by
cn = −i(2a+ 1−An − Cn), un = −An−1Cn.
It is verified that the polynomials Qn(x; a, b, c, d) enjoy the symmetries
Qn(x; a, b, c, d) = Qn(x; b, a, c, d), Qn(x; a, b, c, d) = Qn(x; a, b, d, c),
Qn(x; a, b, c, d) = (−1)nQn(−x; c, d, a, b).
Assume now that the parameters a, b, c and d are such that
a¯ = c or d, b¯ = d or c,(3.3)
where x¯ stands for complex conjugation. This condition can be implemented, for
example, by taking
a = α+ iβ, b = γ + iδ, c = α− iβ, d = γ − iδ,(3.4)
where α, β, γ, δ are real parameters. Under the parametrization (3.4), it is directly
verified that the recurrence coefficients cn are of the form
cn =
{
2β − (n+4α+2)(β−δ)(n+2α+2γ+2) − n(β+δ)(n+2α+2γ+1) n even
2β − (n+4α+4γ+3)(β+δ)
n+2α+2γ+2 − (n+4γ+1)(β−δ)n+2α+2γ+1 n odd
,(3.5)
and hence real for all n = 0, 1, . . .. The coefficients un are of the form
un =
{
n(n+4α+4γ+2) ‖n+2[α+γ+i(β+δ)]+1‖2
4(n+2α+2γ+1)2 n even
(n+4α+1)(n+4γ+1) ‖n+2[α+γ+i(β−δ)]+1‖2
4(n+2α+2γ+1)2 n odd
.(3.6)
It is seen that if α, β, γ, δ are positive, then un > 0 for all n = 0, 1, . . .. It hence
follows from general theory that the polynomials Qn(x) form an infinite family of
orthogonal polynomials with respect to a positive-definite measure [25].
Proposition 3. Let a and b be complex numbers with positive real and imag-
inary parts and let c = a¯ or b¯ and d = b¯ or a¯. The Bannai–Ito polynomials
Bn(x; a, b, c, d) satisfy the orthogonality relation
1
4pi
∫ ∞
−∞
W (z)Bn(z)Bm(z) dz = h0 δnm
n∏
k=1
uk,(3.7)
7where the positive weight function W (z) is given by
W (z) =
∣
∣
∣
∣
∣
Γ(a+ iz/2 + 1)Γ(b+ iz/2 + 1)Γ(c+ iz/2 + 1/2)Γ(d+ iz/2 + 1/2)
Γ(1/2 + iz)
∣
∣
∣
∣
∣
2
,
and where h0 reads
h0 =
Γ(a+ b+ 3/2)Γ(a+ c+ 1)Γ(b+ c+ 1)Γ(a+ d+ 1)Γ(b+ d+ 1)Γ(c+ d+ 3/2)
Γ(a+ b+ c + d+ 2)
.
Proof. The orthogonality property follow directly from (1.11) while the normaliza-
tion coefficients follow from general theory and from comparison with the Wilson
integral [26]; see also [18]. 
From (1.2), it follows that the modified Bannai–Ito polynomials Qn(x; a, b, c, d)
defined by (3.1) satisfy the eigenvalue equation
MQn(x) = λnQn(x), λn = (−1)n(n+ a+ b+ c+ d+ 3/2),(3.8)
where M is given by
(3.9) M =
(
(2a+ 1− ix)(2b+ 1− ix)
1− 2ix
)
(S+x Rx − 1)
+
(
(2c+ 1 + ix)(2d+ 1 + ix)
1 + 2ix
)
(S−x Rx − 1) + (a + b+ c+ d+ 3/2)1,
where S±x f(x) = f(x ± i) are the imaginary shift operators. It is manifest that
under the conditions (3.3), the eigenvalues λn in (3.8) are real and the operator
M is self-adjoint. The operators M and X generate a non-compact form of the
Bannai–Ito algebra. Indeed, upon defining
A1 =M, A2 = X,(3.10)
a direct calculation shows that one has
{A1, A2} = A3 + α3, {A2, A3} = −A1 + α1, {A3, A1} = A2 + α2,(3.11)
where the first relation of (3.11) is taken to define A3 and where the structure
constants read
α1 = −[4(ab+ cd) + a+ b+ c+ d+ 1/2],
α2 = −i[2(a2 + b2 − c2 − d2) + a+ b− c− d],
α3 = −i[4(ab− cd) + a+ b− c− d].
(3.12)
When c = a¯ or b¯ and d = b¯ or a¯, the structure constants (3.12) are real. The
algebra (3.11) differs from the standard Bannai–Ito algebra (1.5) by a change of
sign in the anticommutation relations and can thus be viewed as a non-compact
form of the latter. The difference between (1.5) and (3.11) is similar in spirit to the
difference that exists between su(2) and su(1, 1). The Casimir operator Z for the
algebra (3.11) is naturally given by
Z = A21 −A22 −A23.
In the realization (3.10), it takes the same value as in (1.7).
In light of the eigenvalue equation (3.8) and the recurrence relation (3.2), one
can straightforwardly introduce a four-parameter family of infinite-dimensional,
self-adjoint representations of the algebra (3.11). This is done in the following
proposition.
8 V.X. GENEST, L. VINET, AND A. ZHEDANOV
Proposition 4. Let α, β, γ, δ be positive real numbers and consider the infinite-
dimensional vector space V spanned by the basis vectors en, n = 0, 1, . . ., endowed
with the actions
A1 en = (−1)n(n+ 2α+ 2γ + 3/2) en,
A2 en =
√
un+1 en+1 + cn en +
√
un en−1,
(3.13)
where un and cn are given by (3.5) and (3.6), respectively. Then V supports
an infinite-dimensional, irreducible, self-adjoint representation of the non-compact
Bannai–Ito algebra (3.11).
Proof. One can verify by direct calculation that with the actions (3.13), the gen-
erators A1, A2 satisfy the relations (3.11). The fact that the representation is
self-adjoint follows from the observation that for positive values of α, β, γ, δ, the
coefficients cn are real and the coefficients un are positive for all n = 0, 1, . . .. The
irreducibility is a consequence of the fact that under these conditions, un 6= 0 for
all non-negative integers n. 
4. Conclusion
In this paper, we have established the relationship between the Bannai–Ito poly-
nomials and the non-symmetric Wilson polynomials as well as between the Bannai–
Ito algebra and a rank-one degenerate double affine Hecke algebra associated with
the root system (C∨1 , C1). We have also exhibited a positive-definite, continuous
measure for the BI polynomials, displayed the associated non-compact form of the
BI algebra and presented a family of irreducible representations.
The results presented suggest several questions of interest. First, given the ap-
plications of the one-variable Bannai–Ito polynomials to exactly solvable models
(e.g. [6, 7]), it would be of interest to study the multivariate non-symmetric Wilson
polynomials introduced in [19] from that perspective; the results of such an investi-
gation should be compared for example with those found in [27] and [28]. Second,
in view of the fact that the Bannai–Ito polynomials Bn(x) obeying a discrete and
finite orthogonality relation arise as Racah coefficients for positive-discrete series
representations of osp(1|2) [8], it would be natural to look for a similar interpre-
tation for the modified Bannai–Ito polynomials Qn(x), which satisfy a continuous
orthogonality relation. This would possibly involve different types of representa-
tions, other than those of the positive-discrete series; see [29]
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