A real is computably enumerable if it is the limit of a computable, increasing, converging sequence of rationals; is random if its binary expansion is a random sequence. Our aim is to o er a self-contained proof, based on the papers 7, 14, 4 , 1 3 , of the following theorem: a r eal is c.e. and random if and only if it a Chaitin real, i.e., the halting probability of some universal self-delimiting Turing machine.
reals, and c.e. reals. In Section 4 we prove that every real is c.e. and random. Section 5 introduces Solovay's domination relation and proves some basic facts about it. In Section 6 we prove that every real is -like. In the next section we prove the converse implication, namely, that every -like real is the halting probability of some universal self-delimiting Turing machine. Section 8 shows that every c.e. random real is -like. Finally, Section 9 is dedicated to some comments.
Notation
By N we denote the set of nonnegative integers. A sequence q 0 ; q 1 ; q 2 ; : : : of numbers integers, rationals, or reals is said to be increasing non-decreasing if q i q i+1 if q i q i+1 for all i. If f and g are natural number functions, the formula fn gn + O1 means that there is a constant c 0 with fn gn + c, for all n. If X and Y are sets, then f : X o ! Y denotes a partial function de ned on a subset of X. Let = f0; 1g denote the binary alphabet. Let be the set of nite binary strings, and ! the set of in nite binary sequences. The length of a string x is denoted by jxj; is the empty string. Let be the quasi-lexicographical order on induced by 0 1 and let string n n 0 be the nth string under this ordering. For strings x; y 2 , xy is the concatenation of x and y. For a sequence x = x 0 x 1 x n 2 ! and an integer number n 1, xn denotes the initial segment of length n of x and x i denotes the ith digit of x, i.e., xn = x 0 x 1 x n,1 . Lower case letters k; l; m; n will denote nonnegative integers, and x; y; z strings. By x; y; we denote in nite sequences from ! ; nally, w e reserve ; ; for reals. Capital letters are used to denote subsets of . We x a standard computable pairing function k; yhk;yi de For a measurable set C of in nite sequences, C is the probability that x 2 C when x is chosen by a random experiment in which an independent toss of a fair coin is used to decide whether x n = 1 . A set A is pre x-free if no string in A is a proper pre x of another. If A is pre x-free, then A ! = P w2A 2 ,jwj :
We assume familiarity with Turing machine computations, cf. Soare 12 . 3 C.E. Reals A self-delimiting Turing machine C has a program tape, an output tape, and a work tape. Only 0's, 1's and blanks can ever appear on a tape. The program tape and the output tape are in nite to the right, while the worktape is in nite in both directions. Each tape has a scanning head. The program and output tape heads cannot move left, but the worktape head can move in both directions. The program tape is read-only, the output tape is write-only, and the worktape is read write.
The machine C starts in the initial state with a program x 2 on its program tape, the output tape blank, and the worktape blank. The left-most cell of the program tape is blank and the program tape head initially scans this cell. The program x lies immediately to the right of this cell and the rest of the program tape is blank. The output tape head initially scans the left-most cell of the output tape.
During each cycle of operation the machine reads the content of the scanned program tape cell and of the scanned worktape cell; it may halt, move the read head of the program tape one cell to the right, write a 0, a 1, or a blank on the scanned worktape cell, move the read write head of the worktape one cell to the left or to the right, and write a 0 or a 1 on the scanned output tape cell and move the write head of the output tape one cell to the right. The machine changes state: the action performed and the next state are both functions of the present state and the contents of the two cells being scanned by the program tape head and the worktape head.
If, after nitely many steps, C halts with the program tape head scanning the last bit of x, then the computation is a success, and we write Cx 1; the output of the computation is the string Cx 2 appearing on the output tape. Otherwise, the computation is a failure, we write Cx = 1, and there is no output.
A successful computation must end with the program tape head scanning the last bit of the program. Since the program tape head is read-only and cannot move left, the program set P R O G C = fx 2 j Cx 1g is an instantaneous code, i.e., a pre x-free set of strings; of course, P R O G C is c.e.
Conversely, every pre x-free c.e. set set of strings is the domain of some self-delimiting Turing machine. It follows by Kraft's inequality that, for every self-delimiting Turing
The number C is called the halting probability o f C. Let C be a self-delimiting Turing machine. The program-size complexity of the string x 2 relatively to C i s H C x = minfjyj j y 2 ; Cy = xg, where min ; = 1. Theorem 3.1 Invariance Theorem; Chaitin 7 There is a self-delimiting Turing machine U such that for every self-delimiting Turing machine C, H U x H C x + O1.
A self-delimiting Turing machine U satisfying Theorem 3.1 is called universal.
Clearly, e v ery universal self-delimiting machine produces every string. We denote by
x the canonical program of x, i.e., x = minfy 2 j Uy = xg, where the minimum is taken on strings according to the quasi-lexicographical order.
The halting probability U of a universal self-delimiting machine U is called a Chaitin real.
The following extension due to Chaitin 7 see Calude, Grozea 3 for a short proof of Kraft's inequality i s v ery useful to construct self-delimiting Turing machines satisfying certain properties: A real is called c.e. if it is the limit of a computable increasing sequence of rationals; equivalently, is if the set of all rationals less than is c.e.
A sequence x 2 ! is random if it satis es one of the equivalent conditions in Theorem 3.3.
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A real is random if its binary expansion x i.e., = 0 :x is random. 3 4 Reals Are C.E. and Random This section is devoted to the following result: Theorem 4.1 Chaitin 7 The halting probability U , of a universal self-delimiting machine U, i s random.
Proof. Let f bea computable one-to-one function which enumerates P R O G U , the domain of U. Let ! k = P k j=0 2 ,jfjj . Clearly, ! k is a computable, increasing sequence of rationals converging to U , so U is c.e. Consider the binary expansion of U = 0: 0 1 We de ne a self-delimiting Turing machine C as follows: on input x 2 C rst tries to compute" y = Ux and the smallest number t with ! t 0:y. If successful, Cx is the rst in quasi-lexicographical order string not belonging to the set fUf0; U f1; : : : ; U ftg; otherwise, Cx = 1 if Ux = 1 or t does not exist.
If x 2 P R O G C and x 0 is a string with Ux = Ux 0 , then Cx = Cx 0 . Applying this to x 2 P R O G C and the canonical program x 0 = Ux of Ux yields H C Cx j x 0 j = H U Ux: Furthermore, by the universality o f U, for all x 2 P R O G C :
Now, x a number n and assume that x is a string with Ux = 0 1 n,1 . Then Cx 1. Let t be the smallest numbercomputed in the second step of the computation of C with ! t 0: 0 1 n,1 . We h a ve 0: 0 1 n,1 ! t ! t + 1 X s=t+1 2 ,jfsj = U 0: 0 1 n,1 + 2 ,n : 2 Note that the program-size complexities of every two universal self-delimiting machines U and V are asymptotically equal: HUx = HV x+O1. Hence the choice of the underlying universal self-delimiting Turing machine is irrelevant in the above c haracterization. 3 The choice of the binary base does not play a n y role, cf. Calude, J urgensen 5 : randomness is a property of reals not of names of reals. 4 Hence, P 1 s=t+1 2 ,jfsj 2 ,n , which implies jfsj n, for every s t + 1 .
From the construction of C we conclude that H U Cx n. Using 1 we obtain n H U Cx H C Cx + O1 H U Ux + O1 = H U 0 1 n,1 + O1: which proves that the sequence 0 1 is random, i.e., U is random. 2 
Domination and -like Reals
In order to compare the information contents of c.e. reals, Solovay 14 has introduced the following de nition see also Chaitin 8 : a c.e. real dominates a c.e. real write dom if there are two computable, increasing or non-decreasing sequences a i i and b i i of rationals and a constant c with lim n!1 a n = , lim n!1 b n = , and c , a n , b n , for all n. The relation dom is transitive and re exive, hence it naturally de nes a partially ordered set whose elements are the = dom -equivalence classes of c.e. reals. 4 5 We continue by considering a relation between c.e. sets which is very close, but not equivalent, to the domination relation. Let A; B be in nite, pre x-free c.e. sets. This partially ordered set has a minimum element which is the equivalence class containing exactly all computable reals. It has a maximum element which is the equivalence class containing exactly all Chaitin reals. In fact, it is an upper semilattice: the least upper bound of any t wo classes containing c.e. reals and , respectively, is the class containing the c.e. real + ; cf. Calude, Hertling, Khoussainov, Wang 4 .
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There is an important relationship between domination and randomness. If dom , then is more random" than in the sense that the program-size complexity of the rst n digits of does not exceed the complexity of the rst n digits of by more than a constant, cf. Solovay 14 . The more random an e ective object is, the closer it is to Chaitin numbers; the less random an e ective object is, the closer it is to computable reals. The converse implication is false, namely there are c.e. reals 0:x and 0:y such that Hxn Hyn + O1 and 0:y does not dominate 0:x; cf. Calude, Coles 2 .
We conclude that B ! dom A ! .
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The following partial converse implication in Lemma 5.1 is true and very important, cf. Calude, Hertling, Khoussainov, Wang 4 . can construct a one-to-one computable sequence x i i of strings with jx i j = n 0 i such that the set fx i j i 2 Ng is pre x-free. Set A = fx i j i 2 Ng and, using 4, obtain
2 ,m 0 i = :
Finally we de ne a computable function g : A ! B by gx 2i = y i and such that jgx 2i+1 j j x 2i+1 j, for all i. This is possible because B is in nite. Obviously, gA = B, and jxj j gxj + c, for all x 2 A, showing that B ss A. 2 6 Reals Are -Like Following Solovay 14 we say that a computable increasing, and converging sequence a i i of rationals is universal if for every computable, increasing and converging sequence b i i of rationals there exists a numberc 0 such that c , a n , b n ; for all n, where = lim n!1 a n and = lim n!1 b n . Solovay called a real -like if it is the limit of a universal computable, increasing sequence of rationals. In 4 one proves the following:
Theorem 6.1 Solovay Let U be a universal self-delimiting Turing machine. Every computable, increasing sequence of rationals converging to U is universal.
Proof. Let a n bean increasing, computable sequence of rationals with limit U , and let b n bean increasing, computable, converging sequence of rationals. Set = lim n!1 b n . We have to show that there is a constant c 0 with c U , a n , b n for all n.
Let x i be a one-to-one, computable enumeration of P R O G U , and U;n = P n i=0 2 ,jx i j . We de ne a total computable, increasing function g : N ! N, where we also de ne g,1 = ,1, by gn = minfj g n , 1 j U;j a n g :
The sequence U;gn is an increasing, computable sequence with limit U . In view of the inequality U , a n U , U;gn ; it is su cient t o prove that there is a constant c 0 with c U , U;gn , b n for all n. For each i 2 N, let y i bethe rst string with respect to the quasi-lexicographical ordering which is not in the set fUx j j j gig f y j j j ig. Furthermore, put n i = , logb i+1 , b i + 1 . Since P 1 i=0 2 ,n i , b 0 1, by Kraft-Chaitin Theorem 3.2 we can construct a self-delimiting Turing machine C such that, for every i 2 N, there is a string u i 2 n i satisfying Cu i = y i . Hence, there is a constant c C such that H U y i n i + c C . In view of the choice of y i , there is a string x 0 i 2 P R O G U n f x j j j gig such that jx 0 i j n i + c C and Ux 0 i = y i . For di erent i and j we have y i 6 = y j , whence x 0 i 6 = x 0 j . Finally we obtain U , U;gn = P 1 i=gn+1 2 ,jx i j P 1 i=n 2 ,jx 0 i j P 1 i=n 2 ,n i ,c C 2 ,c C ,1 P 1 i=n b i+1 , b i = 2 ,c C ,1 , b n ; which proves the assertion. because a n n ; b n n are increasing. 2 Theorem 8.2 Slaman 13 Every c.e. random real is -like.
Proof. Apply Lemma 8.1: if A holds, then is not random; if B holds, then dom , and the theorem follows as has been arbitrarily chosen. 2 
Final Comments
The following theorem summarizes the characterization of c.e. and random reals:
Theorem 9.1 Let be a c.e. real. The following conditions are equivalent:
