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Abstract
The explosive growth of the Internet in the past few years is mainly attribnted to the 
ubiquity of the IP protocol and derives from the fact that IP provides a relatively simple, 
unified mechanism for the intercommunication of heterogeneous networks across the 
Internet. IP’s simplicity, though, comes at the expense of the non-existent Quality of 
Service (QoS) capabilities. IP supports the best-effort model and hence does not 
guarantee that information sent by a host will indeed reach the intended destination, nor 
does it provide any rate guarantees; IP will only make an earnest attempt to deliver the 
information.
The Differentiated Services (DiffServ) QoS model was introduced as a way to provide 
QoS in IP networks while at the same time avoiding the complexity and scalability 
problems introduced in the Integrated Services model, which was conceived earlier. 
DiffServ achieves this by performing classification and traffic conditioning of IP flows at 
the network edge and forwarding the admitted aggregates through the core network. All 
complexity is thus pushed to the edge and the functionality within the core network 
remains as simple as possible.
The basic DiffServ network is comprised of a number of architectural components, 
which reside at the edge and core routers. The mechanisms that implement these 
components are very important since they are responsible for determining the 
performance and efficiency of the DiffServ network overall. In this thesis, we propose 
designs and implementations for these particular components and evaluate them through 
simulations. In addition, we assess suitable traffic control mechanisms in terms of their 
capability to provide DiffServ.
Asynchronous Transfer Mode (ATM) is a popular transport technology widely deployed 
in backbone networks. It is therefore necessary for DiffServ to be supported effectively 
by this technology. Approaches for mapping DiffServ to ATM service categories are 
examined. We propose the Guaranteed Frame Rate (GFR) service category as a potential 
solution for supporting the Assured Service class and we show, using simulations, that 
this is indeed feasible.
Multi-Protocol Label Switching (MPLS) is a technology which integrates the label- 
swapping paradigm with network-layer routing. Its property to allow the set-up of 
explicit paths in connectionless IP networks makes it an attractive solution for IP traffic 
engineering. The inherent characteristics of MPLS also make it a very good candidate for 
providing Differentiated Services. Here we propose and present an architecture, which 
enables the support of differentiated services in MPLS-based networks.
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1. Introduction
In the past few years, the Internet has experienced an explosive growth. The traffic load 
on various backbone interconnection points has seen immense increase as the number of 
connected users and attached hosts increase exponentially. During recent years, the rapid 
proliferation of the World-Wide Web (WWW) together with the increasing demand for 
user access has also contributed significantly to this growth.
The success of the Internet can be largely attributed to the robust nature and the 
interoperability features of its. protocols. For this reason, it is not a coincidence that all 
Internet applications are built upon the TCP/IP (Transmission Control Protocol/Internet 
Protocol) protocol suite.
The Internet is currently built around the Best-Effort (BE) service model. This model 
has been adequate for a long time, its simplicity and efficiency contributing towards the 
widespread deployment of the Internet. On the other hand, this continuous growth and 
the achieved ubiquity have resulted in increasing demand for new services, which 
require more sophisticated service models. With the prospect of becoming the 
ubiquitous all-service network of the future, the Internet needs to evolve to support 
services with guaranteed Quality of Service (QoS) characteristics. This has prompted the 
research community to devise a number of approaches for providing QoS to Internet 
applications. As a result, the Internet Engineering Task Force (IETF) has proposed two 
QoS models in recent years, the Integrated and Differentiated Services.
The Integrated Services (IntServ) model follows an approach similar to that found in 
multi-service telecommunication networks, most notably in Asynchronous Transfer
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Mode (ATM) networks. In this model, there is a hard sense of QoS in terms of resources 
allocated to individual flows, with the Resource Reservation Protocol (RSVP) used for 
signalling the required QoS characteristics to the network. With flow state information 
required at every router in the path between receiver and transmitter, scalability has been 
the main architectural concern and one of the main reasons that restricted its 
deployment. The amount of state information increases proportionally with the number 
of flows, thus placing a huge storage and processing overhead to the routers and 
requiring fairly complex control components in each router.
The Differentiated Services (DiffServ) model on the other hand has been conceived 
from the beginning to provide QoS in a scalable fashion. Instead of maintaining per- 
flow soft state at each router, DiffServ minimises signalling and concentrates on 
aggregated flows and Per Hop Behaviours (PHBs) applied to a network-wide set of 
traffic classes. All traffic flows are classified, marked and policed at the border of the 
DiffServ network according to a Service Level Specification (SLS). Thus, all the 
complexity is maintained at the network border while the transit routers aie responsible 
only for applying appropriate forwarding treatment to incoming IP packets according to 
the Differentiated Services field of the IP header. This procedure eventually leads to the 
provision of coarse-grained quality of service to applications, in a qualitative instead of 
quantitative fashion.
The various weaknesses of the Integrated Services architecture together with the fairly 
significant changes to the network this mandates, led to a more revolutionary approach 
to provide service differentiation in the Internet. Instead of maintaining state for every 
flow, this approach relies on the type-of-service (TOS) bits -  called DiffServ field under 
the Differentiated Services framework -  of the IP header to provide coarse-grained 
quality of service to applications. By marking the DiffServ field of packets differently, 
and by having the routers process the packets according to the DiffServ field, one may 
provide several different service classes.
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Therefore, Differentiated Services propose a scalable means to deliver IP QoS based on 
handling of traffic aggregates. It operates on the premise that all complicated 
functionality should concentrate on the edge, therefore simplifying the functionality 
inside the core network.
Edge routers are responsible for ensuring that individual user traffic conforms to traffic 
profiles specified in Service Level Specifications (SLS), as established between the 
subscriber and the network operator, and for grouping flows in an aggregated fashion 
into a small number of classes. Core routers perform differentiated aggregate treatment 
of these classes based on the marking performed by the edge routers.
In the beginning of the 90s, ATM was considered the only solution for broadband 
networks. It was then believed that ai'ound mid-90s ATM would have made it to the 
desktop, offering a number of diverse services directly to the user. Although this 
argument is still used nowadays by the supporters of ATM technology, it is becoming 
evident that this will not happen to the extent originally anticipated; on the contrary, 
ATM is more and more pushed to the backbone. The advent of WDM is another 
potential factor, which is likely to contribute to this direction.
However, until these changes come into effect, if they happen at all, ATM will dominate 
the Internet backbones. The IP protocols and related Internet-based applications need to 
be able to work efficiently and interoperate with ATM. Therefore, any IP QoS models 
developed will need to be able to cope with the underlying ATM transport, making 
necessary to develop appropriate service mappings.
1.1 Motivation
Introducing Differentiated Services as the means to provide QoS in today’s Internet, 
especially in large WANs where Integrated Services are difficult to be employed due to 
the problems mentioned earlier, is a promising and at the same time challenging task. 
There are several issues involved in order to successfully accomplish this task.
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First of all, the basic components that have been identified in the DiffServ model by 
IETF, i.e. the traffic conditioner, and the EF and AF PHBs, will not have their 
implementation mechanisms standardised in order to allow for a variety of 
implementations to be used. Careful design of these mechanisms is required in order to 
achieve the desired results while maintaining simplicity as much a possible. One of the 
primary objectives of this thesis is the examination of the various building blocks of the 
DiffServ model. Mechanisms that need to be deployed at the edge of the network will be 
investigated. Traffic control mechanisms that can be used to provide differentiated QoS 
in the core network are also an important topic.
As ATM networks will continue to exist in backbone networks providing the transport 
mechanism for IP, there is also a need for IP Differentiated Services to be supported 
over ATM. The underlying ATM service must be provisioned so that the DiffServ 
classes gain at least the QoS they expect, while at the same time making efficient use of 
the ATM resources. We present effective ways for mapping the DiffServ PHBs to ATM 
service categories and we also demonstrate using simulations how the recently defined 
Guaranteed Frame Rate (GFR) class can be used for supporting an AF-based service.
Multi-protocol label switching (MPLS) is the convergence of connection-oriented 
forwarding techniques and the routing protocols of the Internet. MPLS is a technology 
that is seriously considered by the Internet community. Its ability to send traffic on non- 
shortest path routes according to some QoS criteria -  constraint-based routing -  between 
edges of network domains has been seen as the major attraction of MPLS. It is not 
surprising that Differentiated Services together with MPLS and QoS/Constraint-based 
routing are perceived as the main tools for traffic engineering [TRIMOO]. Supporting 
DiffServ over MPLS is important and an architecture for achieving this is necessary. We 
propose and present such an architecture in this thesis.
4
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1.2 Contributions of the Thesis
The contributions of the research work that has been conducted in the context of this 
thesis are summarised below:
• We demonstrate how existing traffic control mechanisms, such as scheduling 
and active queue management disciplines can be used to support Differentiated 
Services without important modifications.
• We propose a novel traffic conditioner for the assured forwarding service with 
the ability to control in a fair manner the way IP packets are marked at the 
subscriber network edge.
• We propose a novel algorithm for edge routers, which, when combined with 
FairTC marking, can guarantee the assured rate to IP flows belonging to a 
particular aggregate originating from a subscriber network. We show that a fair 
share of the excess bandwidth is guaranteed no matter if the flows are responsive 
or unresponsive.
• Mappings between the DiffServ PHBs and the ATM service categories are 
proposed in order to address the need for interoperability between Differentiated 
Services and ATM.
• It is proposed and shown by simulations that the Guaranteed Frame Rate ATM 
service category can be used for providing an Assured Service by guaranteeing 
minimum throughput guarantees and by also providing fair access to any excess 
bandwidth that may be available.
We finally propose a novel architecture for MPLS-based networks, which 
provides support for Differentiated Services.
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1.3 Organisation of the Thesis
The remaining of the thesis is organised as follows: Chapter 2 describes the fundamental 
protocols of the TCP/IP protocol suite. The behaviour of the transport protocols of the 
TCP/IP suite under different network conditions is of importance when dealing with 
traffic control mechanisms, which aim to support QoS. In addition. Chapter 2 describes 
the basic framework of the Integrated and Differentiated QoS service models. A number 
of architectures, which have been proposed for Differentiated Services, are also 
presented.
Chapter 3 begins with an overview of the fundamental architectural DiffServ 
components. Existing active queue management and scheduling disciplines are 
presented and discussed. A novel contribution is to assess and compare a number of 
such mechanisms for providing EF-based services. Subsequently, a novel traffic 
conditioner, the FairTC is presented, analysed and evaluated through simulations. 
Together with the newly proposed Weighted Aggregate Flow Random Early Detection 
(WAFRED), it is shown that the assured service requirements can be met.
Chapter 4 begins with an overview of ATM and discusses the need to allow for co­
existence between DiffServ and ATM. We then elaborate on ways for mapping 
Differentiated Services on ATM by mapping the DiffServ PHBs to specific ATM 
service categories. For the Assured Service, more specifically, the Guaranteed Frame 
Rate (GFR) service category is proposed and for this purpose, we present a survey on 
existing candidate GFR implementations. We choose the Differential Fair Buffer 
Allocation (DFBA) scheme and conduct novel simulation experiments to prove the 
effectiveness of GFR to implement an Assured Forwarding PHB.
In Chapter 5, an introduction to MPLS is given and a novel architecture for the support 
of Differentiated Services in MPLS networks is presented. Modifications and extensions 
to the existing MPLS architecture are proposed and an example is used to demonstrate 
the functionality of this architecture.
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Finally, Chapter 6 concludes and summarises the contributions of this thesis and points 
out various directions for further research work.
2. Background and State of the Art
2.1 Introduction
Today’s Internet does not support Quality of Service (QoS). Instead, it is based on the 
best-effort service model provided by the Internet Protocol (DP). The ubiquity of IP is 
mainly attributed to its simplicity and its robustness providing connectivity among 
diverse networks, therefore providing equitable sharing of network resources.
The goal of this chapter is to provide the reader with the necessary background 
information for understanding the work described in the rest of the thesis. First, an 
overview of the TCP/IP (Transmission Control Protocol/Internet Protocol) protocol suite 
and a more detailed description of TCP are given. Understanding the congestion control 
features of TCP in contrast to the absence of any congestion control in User Datagram 
Protocol (UDP), will assist the reader to understand the reasons for specific design 
selections in the traffic control mechanisms presented in subsequent chapters.
Finally, the two main QoS architectures, i.e. Integrated Services and Differentiated 
Services, are introduced and explained.
2.2 The TCP/IP Protocol Suite
Before we describe the QoS proposals in more detail, it is necessary to provide an 
overview of TCP/IP. We introduce the TCP/IP protocol suite and describe the 
functionality of its four layers. Emphasis is placed on the TCP and UDP transport 
protocols since these have the most impact on our work in the rest of the thesis.
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The Internet model is composed of essentially four layers, in contrast to the seven layers 
of the OSI Reference Model (RM) [ITUT84]. Each layer provides a well-defined set of 
functions to the upper layer and uses the set of functions provided by the layer below. In 
this way, each layer can address a different group of problems. The relationship between 
the OSI and the Internet protocols is shown in Figure 2-1. The TCP/IP protocol suite was 
developed independently of the OSI model and, therefore, it does not contain all the OSI 
layers. Nevertheless, most of the functionality of the OSI layers is embedded in the 
Internet protocols.
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Application
Transport
Network
Link
FTP, Telnet,
SNMP, etc.
TCP, UDP.
IP, ICMP, IGMP.
IEEE 802.x, ARP. RARP.
Figure 2-1 The TCP/IP protocol suite.
The application layer provides specific functions the user programs may invoke. The 
developed protocols can be used for remote access (Telnet), file transfer (FTP), 
electronic mail (SMTP), management (SNMP), web access (HTTP) and many other 
purposes. Therefore, user programs interact with the appropriate application protocol 
when a particular service is needed. The latter communicates with the suitable transport 
protocol and delivers the data passed by the user in the required form.
The transport layer is responsible for maintaining an end-to-end data flow between two 
systems. This layer supports two different protocols, UDP and TCP. An application can 
use either UDP or TCP to request data transfer services. The protocol that an application 
developer chooses to use depends on whether the application requires only a best-effort.
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datagram data delivery service or whether it requires the reliability provided by a 
connection-oriented, reliable data transfer service.
The User Datagram Protocol (UDP) is the simpler of the two transport protocols. It is a 
best-effort, connectionless transport layer protocol that adds little to the underlying IP 
datagram delivery service. It is an unreliable protocol and no actions are taken when data 
is lost in the network.
The Transmission Control Protocol (TCP), on the other hand, provides a reliable, 
connection-oriented, byte stream, transport layer service. TCP packetises the user data 
into segments, sets a timeout every time it sends data, acknowledges data received by the 
other end, reorders out-of-order data, discards duplicate data, provides end-to-end flow 
control, and calculates and verifies a mandatory end-to-end checksum.
The Internet network layer, i.e. the Internet Protocol (IP), is the layer in which routing 
decisions are made that detei*mine the path over which each packet travels. It provides a 
connectionless, best-effort data delivery service that is used for moving packets from one 
system to another across the Internet. The main responsibilities of IP are routing, 
forwarding, addressing and, fragmentation and reassembly. Each incoming packet is 
processed locally and the routing algorithm determines if the packet should be delivered 
to the upper layers or it should be further forwarded to the network. In the first case, the 
IP header is removed and the carried information is delivered to the transport protocol. In 
the second case, the IP datagram is sent to the appropriate network interface for 
transmission. The Internet Control Message Protocol (ICMP) and the Internet Group 
Management Protocol (IGMP) also belong to the network layer and they are used for 
error control and multicasting purposes. The IPv4 header is illustrated in Figure 2-2. Of 
interest in the context of this thesis is the Differentiated Services Codepoint (DSCP). 
This is a 6-bit field, part of the Type of Services (TOS) field, which is used by 
Differentiated Services compliant routers to identify the treatment that the datagrams 
marked with a particular DSCP expect (more can be found in Section 2.5). It is also 
worth mentioning that the first three bits of the TOS field are historically known as the
10
Chapter 2 Background and State o f the Art
IP Precedence field. The values that were assigned to this field indicated the importance 
of the datagram, i.e. its precedence [POSTSla].
0
DSCP CU
16 3115
version hlen 8-bit TOS 16-bit total length (in bytes)
16-bit identification flags 13-bit fragment offset
8-bit TTL 8-bit protocol 16-bit header checksum
32-bit source IP address
32-bit destination IP address
options (if any)
20 bytes
data
Figure 2-2 The IP header.
The lowest layer is the link or network interface layer. This layer includes a software 
driver that handles the physical interface, i.e. the network card, over the network 
medium. It is, therefore, responsible for accepting and transmitting IP datagrams over the 
physical network. Also, the Address Resolution Protocol (ARP)  ^and the Reverse 
Address Resolution Protocol (RARP) are specialised protocols of the link layer. ARP 
maps an IP-address to the corresponding physical address while the RARP performs the 
reverse operation.
2.3 An overview of TCP
We will now describe the basic mechanisms through which TCP provides reliability 
[STEV94].
Initially, the application data is broken into what TCP considers the best sized chunks to 
send. This unit of information, passed by TCP to IP, is called a segment and is totally
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different from UDP, in which each “write” by the application generates a UDP datagram 
of that size.
0 15 16 31
Source port Destination port
Sequence number
Acknowledgement number
Header Length Reserved Code Window size
Checksum Urgent pointer
Options Padding
Data
20 bytes
Figure 2-3 The TCP header format.
The format of the TCP header is illustrated in Figure 2-3. The normal size of the header 
is 20 bytes, unless options are included. The source and the destination ports identify the 
communicating application programs at the end-systems. The sequence number 
identifies a byte in the data stream from the source to the destination. The first byte of 
data in the segment is represented by this number. The acknowledgement number 
contains the next sequence number that the sender of the acknowledgement expects to 
receive. The header length specifies the total length of the header. As the options field 
varies in size, the header length also varies in size. The padding field is used so as the 
header is always a multiple of a 32-bit word. Code bits determine whether special fields 
in the header contain valid information. For example, the ACK bit is set to one only if the 
acknowledgement number is valid. The window size field specifies the amount of data 
that the sender of the segment can accept. The checksum field is used when the segment 
is verified at the receiver. It covers the header as well as the data of the segment. The
12
Chapter 2 Background and State o f the Art
urgent field specifies where the urgent data ends inside the segment. This data has to be 
delivered immediately to the application layer.
When TCP sends a segment it maintains a timer, waiting for the other end to 
acknowledge reception of the segment. When the receiving TCP receives the data it 
sends an acknowledgment (ACK). This acknowledgment is not sent immediately, but is 
normally delayed a fraction of a second -  typically 200ms. This process is called delayed 
acknowledgements. If an acknowledgment isn’t received in time, the segment is 
retransmitted.
Since IP provides a connectionless service, datagrams can arrive at a destination out of 
order. Since IP packets are used to transport TCP segments, TCP segments may also 
arrive out of order. If necessary, the receiving TCP protocol machine will re-sequence 
the data, passing the received data in the correct order to the application. All duplicate 
data is discarded.
In addition, TCP maintains an end-to-end checksum on its header and data, whose 
purpose is to detect any modification of the data in transit. In case a segment arrives with 
an invalid checksum, TCP discards it and doesn’t acknowledge receiving it. The sender 
will eventually time out and retransmit the corrupted data.
TCP provides also flow control. Each end of a TCP connection has a finite amount of 
buffer space. A receiving TCP only allows the other end to send data as long as the 
receiver has enough buffers to accept it. In effect, this prevents a fast sending host from 
“overwhelming” a slower receiving host, i.e. the latter can control and limit the flow of 
data.
Regarding the last remark, it should be noted that the flow control is implemented with 
the use of the TCP sliding window protocol. Each ACK, which specifies how many 
octets have been received, contains a window advertisement that specifies how many 
additional octets of data the receiver is prepared to accept. Therefore, the window
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advertisement corresponds to the receiver’s current buffer size. In response to an 
increased window advertisement, the sender increases the size of its sliding window and 
proceeds to send octets that have not been acknowledged. In response to a decreased 
window advertisement, the sender decreases the size of its window and stops sending 
octets beyond its boundary. The sliding window technique is illustrated in Figure 2-4.
Window size = 6  >-
4 5 6 7 8 9 10 11 12 
 >-
Sent and Sent but not Can’t be sent until
acknowledged acknowledged the window moves
Figure 2-4 The sliding window technique.
Of particular importance from a performance perspective are the four basic 
phases/algorithms in TCP, which aim at controlling network congestion while 
maintaining good user throughput. These are described in the following subsections.
2.3.1 Slow Start
Slow start operates by observing that the rate at which new packets should be injected 
into the network is the rate at which the acknowledgments are returned by the other end. 
The incentive behind this algorithm is based on the fact that an intermediate router along 
the path between a sender and a receiver may run out of buffer space in which case all 
arriving packets will be discarded. This situation is typically encountered when data 
arrives at the intermediate router via a high-capacity link and gets sent out a low-capacity 
link.
Slow start adds another window to the sender’s TCP, i.e. the congestion window, known 
as cwnd. When a new TCP connection is established, the congestion window is 
initialised to one segment. Each time an ACK from the other end is received, the sender 
increases its congestion window by one. The sender can transmit up to the minimum of
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the congestion window and the advertised window. This leads to an exponential growth, 
typically sending one ACK for every two segments that it receives. While no packets are 
lost in the network, the cwnd is continuously increased and more data is injected into the 
network. This is the slow start phase.
2.3.2 Congestion Avoidance
Congestion occurs when data packets are lost in the network, e.g. in an intermediate 
router, due to the lack of buffer space. This may happen when a data flow from a fast 
LAN is injected into a slow WAN or the sum of all the input data streams in a router is 
greater than the output link capacity. In these two cases, the buffer is gradually filled up 
and finally packets are discarded.
The assumption of the algorithm is that packet loss caused by damage is very small 
(much less than 1%), therefore the loss of a packet signals congestion somewhere in the 
network between the source and destination. When congestion has occurred, the sender 
detects the problem because either a timer has expired or duplicate ACKs have been 
received. In the first case, the cwnd is reset to one segment and the TCP connection gets 
back to the slow start phase. If the second case occurs, i.e. duplicate ACKs have been 
received, the cwnd remains unchanged. In both cases, half of the value of the cwnd is 
saved into the slow start threshold, ssthresh. When new data is acknowledged, the value 
of cwnd value is increased. However, if its value becomes greater than the ssthresh, the 
TCP gets into the congestion avoidance phase. During this period, cwnd is increased by 
one segment every Round Trip Time (RRT), thus leading to a linear increase, compared 
to slow start’s exponential growth. In other words, the increase in cwnd should be at 
most one segment each round-trip time (regardless how many ACKs are received in that 
RTT), whereas slow start increments cwnd by the number of ACKs received in a round- 
trip time.
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2.3.3 Fast Retransmit and Recovery Algorithms
The Fast Retransmit and Recovery (FRR) [JAC092] algorithms improve the basic TCP 
congestion avoidance algorithm. These algorithms help TCP connections to recover 
quickly from isolated segment losses.
As it is clear from the above, whenever a segment is lost, the TCP connection may lose a 
lot of time waiting for the retransmission timer to expire. During this period, the TCP 
connection neither sends more segments nor retransmits the lost one. Once the timeout 
has occurred, the congestion window cwnd is set to one segment and the connection gets 
into the slow start phase. Therefore, several round trip times will elapse before the 
connection can increase its window size to its previous value and make full use of the 
network link.
According to the Fast Retransmit algorithm, the sender retransmits a missing segment 
when either three duplicate ACKs have been received or the retransmission timer has 
expired. As it is possible for TCP segments to be reordered inside the network, the 
sender has to wait for at least three duplicate ACKs to ensure that a packet loss has 
occurred and not a packet reordering. As it may take a long time for the timer to expire, 
the duplicate ACKs usually trigger the retransmission of the segment.
As the duplicate ACKs are sent when out-of-order segments arrive at the receiving end, 
there is still data flowing between the two ends. The sender, therefore, does not get to 
slow start again but it gets to the congestion avoidance phase. Hence, the data flow is not 
reduced abruptly. This is the Fast Recovery algorithm.
The Fast Retransmit and Recovery algorithms are usually implemented together. When 
the third duplicate ACK is received the ssthresh value is set to one half of the cwnd 
value and the missing segment is immediately retransmitted. The cwnd is set to ssthresh 
plus three times the segment size. If more duplicate ACKs are received, the cwnd is 
further increased and new segments may be transmitted provided that this is allowed by 
the congestion window.
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If the network has recovered properly from the congestion problem, the next ACK will 
arrive approximately after one RTT. The cwnd has at least the half from its initial value 
and the connection remains in the congestion avoidance phase.
It should be noted that TCP implementations that support Fast Retransmit are referred to 
as Tahoe TCP while implementations that also support Fast Recovery are referred to as 
Reno TCP.
Congestion Window
sstlires
W/2
TimeRTT RTT
Figure 2-5 Example behaviour of a TCP congestion window.
2.3.4 Round Trip Time measurement
As described earlier, when a segment is lost, the sender retransmits the lost segment 
when either three duplicate ACKs are received or the retransmission timeout timer has 
expired. Since the Retransmission Timeout (RTO) is directly related to the RTT, the 
technique calculating the RTT needs to be presented for completeness.
As the network routes and traffic continuously change over time, it is impossible to 
know a priori how quickly an acknowledgement will arrive at the sender. Furthermore, 
as the Internet traffic load continuously fluctuates, the RTT may change dramatically 
from one segment to the other. TCP modifies its timeout timer according to the varying 
network delays by using the adaptive retransmission algorithm. Otherwise, delays that
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the segments experience inside the network may result in unnecessary timeouts, which 
will lead to unnecessary retransmissions. TCP measures the elapsed time between a 
sending segment and its received acknowledgement. The measured time M  is used to 
update the previously estimated RTT value, R.
In modern TCP implementations, the RTO is estimated by taking both the mean and the 
variance of the RTT measurements into account, especially when the RTT fluctuates 
widely [JAC088]. The following equations are used for the calculation of the RTO;
Err ~ M  — A 
A e- A-t-g * Err 
D<r-D + h^i\Err\~D)
RTO = A+4*D
where A and D are the estimated smoothing average and the mean smoothing deviation
of the RTT, respectively. The gain g is set to — and the gain h is set to 0.25. These8
numbers control how quickly the newly measured value M  will affect the estimated RTT 
value. In addition. Err is the difference between the measured value M and the estimated 
RTT value.
Finally, it should be noted that when computing the RTT estimate, any samples that 
correspond to the retransmitted segments are ignored. This is called the Karn’s 
algorithm and it avoids the ambiguous acknowledgement problem. Therefore, the RTT 
estimate is adjusted only for unambiguous ACKs, i.e. ACKs that arrive for segments that 
have only been transmitted once. In addition, the Karn’s algorithm is used with the 
backoff strategy. According to this, when an ACK arrives after the expiration of RTO 
timer, the timeout value is doubled leading to exponential increase. By increasing the 
RTO, the TCP can cope with sharp increases of the RTT. If the RTO had not increased 
whenever ACKs from retransmitted segments arrived, the RTO estimate would remain 
very low.
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2.3.5 TCP Variants
Early TCP implementations follow a go-back-n model using cumulative positive 
acknowledgement and requiring a retransmit timer expiration to re-send data lost during 
transport. These TCPs did little to minimize network congestion. The “Tahoe” TCP 
implementation added slow start, congestion avoidance, and fast retransmit. In “Tahoe”, 
however, the receipt of a small number of duplicate ACKs triggered a slow start, thus 
emptying the pipe unnecessarily. The “Reno” TCP implementation modified the TCP 
sender logic to include fast recovery. With fast recovery, rather than performing a slow- 
start after the receipt of duplicate ACKs, the congestion window is effectively set to half 
its previous value. The problem of TCP “Reno” is that it leaves fast recovery when an 
ACK for the first loss in a window is received. This prohibits the source from detecting 
the other losses with fast retransmit. A long timeout is required to detect the other losses. 
“New Reno” has been proposed to overcome this problem. The idea is to stay in Fast 
recovery until all the losses in the same window are recovered. Partial ACKs are used to 
detect multiple losses in the same window. This avoids timeout but cannot result in a 
recovery faster than one loss per RTT. The source needs to wait for the ACK of the 
retransmission to discover the next loss. Another problem of Reno and New Reno is that 
they rely on ACKs to estimate the number of packets in flight. ACKs can be lost on the 
return path, which results in an underestimation of the number of packets that have left 
the network, and thus in underutilisation of the bandwidth during fast recovery. When 
there is more than one loss per RTT, more information is needed at the source in order to 
recover faster and to estimate more precisely the number of packets in the pipe. TCP 
with Selective Acknowledgements (SACK) [MATH96] provides exactly this 
information by using a TCP option, which contains additional information about the 
segments that the destination has received. Therefore, the sender can identify all the lost 
segments. “TCP-SACK” uses ACKs to estimate the number of packets in the pipe and 
SACKs to retransmit more than one loss per RTT. This leads to an important 
improvement in performance when bursts of losses appear in the same window, but the 
recovery is always sensitive to the loss of ACKs.
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2.4 Integrated Services
The traditional network service on the Internet is best-effort datagram transmission. 
Packets are being sent from a sender to a destination without any guarantee that the 
packet will be delivered. For traditional data applications, which are elastic in nature, in 
that they tolerate packet delays and packet losses, the best-effort model is satisfactory. 
However, the emerging real-time applications have very different characteristics and 
requirements than data applications. They are less elastic and less tolerant to delay 
variation. A proposal for extending the Internet protocol architecture to support real-time 
services is an architecture called Integrated Services (IntServ), which supports two new 
classes of service in addition to the existing best-effort class [BRAD94]. These classes 
are the Guaranteed and the Controlled Load service classes and are briefly described 
below.
2.4.1 Guaranteed Service Class
The Guaranteed Service class provides firm end-to-end delay guarantees [SHEN97]. 
This service guarantees both delay and bandwidth. It does not control the minimum or 
average delay of datagrams, merely the maximum queuing delay. It guarantees that 
datagrams will arrive within the requested delivery time and will not be discai'ded due to 
queue overflows, provided the flow’s traffic stays within its specified traffic parameters. 
This service is intended for applications, which need a firm guarantee that a datagram 
will arrive no later than a certain delay bound. An important aspect to note here is that 
the Guaranteed Service does not attempt to minimise the delay jitter, but merely controls 
the maximum queuing delay. Since the guaranteed delay bound is a firm one, the delay 
has to be set large encfugh to cover extremely rare cases of long queuing delays.
2.4.2 Controlled Load Service Class
The Controlled Load Service is an enhanced quality of service intended to support 
applications requiring better performance than the one that is provided by the traditional 
best-effort service [WROC97b]. It approximates the end-to-end behaviour provided by
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best-effort service under unloaded conditions. The network ensures that adequate 
bandwidth and packet processing resources are available to handle the requested level of 
traffic. The Controlled Load Service does not make use of specific target values for 
control parameters such as delay or loss. Acceptance of a Controlled-Load request is 
merely a commitment to provide the flow with a service closely equivalent to that 
provided to uncontrolled traffic under lightly loaded conditions. Over timescales 
significantly larger than the burst time, a Controlled Load service flow may experience 
little or no average packet queuing delay, and little or no congestion loss.
2.4.3 Resource Reservation Protocol
Having discussed the two service classes offered by IntServ we will now present the 
signalling protocol used with Integrated Services, i.e. the Resource Reservation Protocol 
(RSVP) [WROC97a].
RSVP is an Internet signalling protocol used to set up flow reservations. A host uses 
RSVP to request a specific QoS from the network, on behalf of an application data 
stream. RSVP carries the request through the network, visiting each node the network 
uses to carry the stream. At each node, RSVP attempts to make a resource reservation for 
the stream.
RSVP is not itself a routing protocol. It is designed to operate with current and future 
underlying unicast and multicast routing protocols. An RSVP process consults the local 
routing database(s) to obtain routes. In the multicast case, for example, a host sends 
IGMP messages to join a multicast group and then sends RSVP messages to reserve 
resources along delivery path(s) of that group. Routing protocols determine where 
packets get forwarded, whereas RSVP is only concerned with the QoS of those packets 
that are forwarded in accordance with routing. How RSVP deals with QoS is described 
in more detail in the next subsections.
A primary feature of RSVP is its scalability when considering multicast applications. 
RSVP scales to very large multicast groups because it uses receiver-oriented reservation
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requests that merge as they progress up the multicast tree. The reservation for a single 
receiver does not need to travel to the source of a multicast tree, but only until it reaches 
a reserved branch of the tree.
2.4.3.1 Architecture
Each node capable of resource reservation has several modules that work together for 
reservation setup and enforcement, as illustrated in Figure 2-6. The Integrated Services 
architecture of routers and hosts is the same, but the implementation usually is different.
An RSVP daemon on every node handles all protocol messages needed to set up and tear 
down reservations. An application requests a certain QoS from the RSVP daemon 
running on the host. The daemon checks with a policy control module to see if the user 
has administrative permission to make a reservation. Future accounting for reservations 
will also be done by policy control. Authentication, access control and accounting are 
issues, which need further research. The RSVP daemon also checks with an admission 
control module to find out whether the node has sufficient resources to supply the 
requested QoS. Admission control has to find a balance between over-subscribing the 
link and under-utilizing the bandwidth. The same checks take place on every 
intermediate node. If either check fails at any node then an error notification is sent by 
the RSVP daemon of the particular node back to the application process that originated 
the request. If both policy and admission control checks succeed, the RSVP daemon sets 
parameters in a packet classifier and packet scheduler to obtain the desired QoS. It then 
sends the reservation request to the next hop on the data path. As soon as the reservation 
is accepted by every node on the data path, the flow should receive the requested QoS. 
The detailed rules for satisfying an RSVP QoS request depend upon the particular link 
layer technology in use on each interface.
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Figure 2-6 Interaction between an RSVP capable node and an RSVP capable
router.
The packet classifier and packet scheduler modules on every node are responsible for the 
QoS given to a flow for which a reservation has been made. The classifier looks at every 
data packet to determine whether the appropriate flow has a reservation and which QoS 
the flow should get. Flows are identified in one of several formats. The simplest format 
contains the sender IP address and sender port together with the destination address and 
port. In this case, the classifier has to look at the IP and UDP/TCP headers. The packet 
scheduler then makes the forwarding decision according to the QoS class. For example, 
the packet scheduler decides in which queue to put the packet. The packet scheduler is a 
key component of the architecture because it actually gives different services to different 
flows. To ensure that flows receive their requested QoS, the packet schedulers on all 
nodes must support the distinction between different services.
At least at the border of the network, routers need to check whether flows conform to 
their traffic specifications. Violations are handled by traffic reshaping or by tagging or 
dropping non-conforming packets.
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Figure 2-7 RSVP Messages Exchange.
2.4.3.2 Protocol Overview
RSVP uses two basic message types: RESV and PATH. RESV messages originate at a 
multicast group receiver and propagate upstream through the distribution tree, being 
merged and packed when appropriate at each node along the way. These messages must 
follow exactly the reverse of the path(s) the data packets will use, upstream to all sender 
hosts in the sender selection (called the scope of that request). When a reservation is 
required from A to B across a network, A sends an RSVP PATH message containing a 
description of the flow. This message is routed across the network using the underlying 
routing protocol. At each router along the way, the local IntServ entity makes a note of 
the previous hop, updates parameters in its memory and amends some of the IntServ 
objects carried by the message. Once the PATH message reaches its destination B, it 
contains end-to-end information about the routers capabilities (as specific objects were 
updated along the way). The receiver may then initiate a reservation request, based on 
the PATH information received. It specifies the characteristics of the reservation, such as 
service type and resource requirements, and composes a RESV message. This message is 
then routed back to A using the previous hop information stored at each router thus
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ensuring that the same path is used on both journeys. If a node along the way is unable to 
accommodate the reservation, an error is generated and the RESV message is not 
forwarded any further. If all intermediate routers can accommodate it, an end-to-end 
reservation is set up. A confirmation of success may be returned if the destination has 
requested it.
Given also that RSVP is a soft state protocol, the reservations need refreshing at regular 
intervals otherwise they will timeout. One important consequence of this is that if a link 
fails, the routing protocol will route the subsequent PATH messages round the failure 
point and establish a new end-to-end reservation along the new path. The unused 
reservations along the old path will timeout.
2.5 Differentiated Services
Differentiated services, as proposed by the IETF Differentiated Services Working Group, 
allow IP traffic to be classified into a finite number of service classes that receive 
different router treatment. For example, traffic belonging to a higher priority and/or delay 
service class receives some form of preferential treatment over traffic classified into a 
lower service class. Differentiated services do not attempt to give explicit end-to-end 
guarantees. Instead, in congested network elements, traffic with a higher class of priority 
has a higher probability of getting through, or in case of delay priority, is scheduled for 
transmission before traffic that is less delay-sensitive [BERN99a].
The information required to perform actual differentiation in the network elements is 
carried in the Type of Service (TOS) field of the IPv4 packet headers or the Traffic Class 
field of the IPv6 packet headers, referred to as the DS Field or Codepoint (DSCP) 
[NICH98]. Thus, since the information required by the buffer management and 
scheduling mechanisms is carried within the packet, differentiated services do not 
require signalling protocols to control the mechanisms that are used to select different 
treatment for the individual packets. Consequently, the amount of state information,
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which is required to be maintained per node, is proportional to the number of service 
classes and not proportional to the number of application flows.
At each differentiated services user/provider boundary, the service provided is defined 
by means of a Service Level Agreement (SLA). The SLA is a contract, established either 
statically or dynamically, that specifies the overall performance and features, which can 
be expected by a subscriber. Because differentiated services are for unidirectional traffic 
only, each direction must be considered separately. The subset of the SLA, which 
provides the technical specification of the service, is referred to as the Service Level 
Specification (SLS).
A subset of the SLS is the Traffic Conditioning Specification (TCS), which specifies 
detailed service parameters for each service level. These service parameters include 
service performance parameters, such as throughput, latency and drop probability, and 
traffic profiles corresponding to the requested service. Furthermore, the TCS may define 
the marking and shaping functions to be provided.
2.5.1 The Differentiated Services Architecture
The Differentiated Services architecture is composed of a number of functional 
elements, namely packet classifiers, traffic conditioners and per-hop forwarding 
behaviours (PHB) [BLAK98]. According to the basic differentiated services architecture 
definition, these elements are normally placed in ingress and egress boundary nodes of a 
differentiated services domain and in interior DiffServ-compliant nodes. However, it is 
not necessary for all the elements to be present in all the DiffServcompliant nodes, 
something that strictly depends on the functionality that is required at each node 
iBERN99b]. In the following paragraphs a short description for each of the elements is 
given and the various components that comprise them are briefly presented.
2.5.1.1 Packet Classifiers
Packet classification is a significant function, which is normally required at the edge of 
the differentiated services network. Its goal is to provide identification of the packets
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belonging to a traffic stream that may receive differentiated services. Classification is 
done with packet classifiers, which select packets based on the content of packet headers 
according to well-defined rules determined by the Traffic Conditioning Specification.
Two types of classifiers are currently defined: the Behaviour Aggregate (BA) classifier, 
which selects packets based on the DiffServ Codepoint only, and the Multi-Field (MF) 
classifier, which performs the selection based on the combination of one or more header 
fields.
2.5.1.2 Traffic Conditioners
Traffic conditioners form the most vital part of a differentiated services network. Their 
goal is to apply conditioning functions on the previously classified packets according to 
a predefined TCS. A traffic conditioner consists of one or more of the following 
components:
• Meter : A device which measures the temporal properties of a traffic stream 
selected by a classifier.
• Marker : A device that sets the DS Codepoint in a packet based on well-defined 
rules.
• Shaper : A device that delays packets within a traffic stream to cause the stream 
to conform to some defined traffic profile.
• Dropper/Policer : A device that discards packets based on specified rules (e.g. 
when the traffic stream does not conform to its TCS).
A typical arrangement of the above-mentioned components is illustrated in Figure 2-8.
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Figure 2-8 Typical arrangement of a Packet Classifier and a Traffic Conditioner.
2.5.1.3 Per~Hop Forwarding Behaviours
A Per-Hop Behaviour (PHB) is a description of the externally observable forwarding 
behaviour of a differentiated services node, applied to a collection of packets with the 
same DiffServ Codepoint that are crossing a link in a particular direction (called 
differentiated services behaviour aggregate). Each service class is associated with a PHB. 
PHBs are defined in terms of behaviour characteristics relevant to service provisioning 
policies, and not in terms of particular implementations. PHBs may also be specified in 
terms of their resource priority relative to other PHBs, or in terms of their relative 
observable traffic characteristics. These PHBs are normally specified as group PHBs and 
are implemented by means of buffer management and packet scheduling mechanisms.
To preserve partial backwards compatibility with known current uses of the IP 
Precedence field without sacrificing future flexibility, minimum requirements on a set of 
PHBs that are compatible with most of the deployed forwarding treatments selected by 
the IP Precedence field have been defined. In this context, the set of codepoints that are 
mapped to PHBs meeting these minimum requirements are known as Class Selector 
Codepoints. The minimum requirements for PHBs that these codepoints may map to are 
called the Class Selector PHB Requirements. PHBs selected by a Class Selector 
Codepoint should give packets a probability of timely forwarding that is not lower than 
that given to packets marked with a Class Selector codepoint of lower relative order, i.e.
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smaller numerical value, under reasonable operating conditions and traffic loads 
[NICH98].
Currently there are three proposed PHBs.
The Default (DE) PHB is the common, best-effort forwarding available in today’s 
Internet. IP packets marked for this service are sent into a network without adhering to 
any particular rules and the network will deliver as many of these packets as possible and 
as soon as possible but without any guarantees.
The Expedited Forwarding (EF) PHB is a high priority behaviour typically used for 
network control traffic such as routing updates. The EF PHB is defined as a forwarding 
treatment for a particular differentiated services aggregate where the departure rate of the 
aggregate’s packets from any DS-compliant node must equal or exceed a configurable 
rate. The EF traffic should be allocated this rate independently of the intensity of any 
other traffic attempting to transit the node [JAC099].
Finally, the Assured Forwarding (AF) PHB is a means for a provider’s differentiated 
services domain to offer different levels of forwarding assurances to IP packets received 
from a subscriber’s differentiated services domain. Four AF classes are defined, where 
each AF class in each differentiated services node is allocated a certain amount of 
forwarding resources, e.g. buffer space and bandwidth. Within each AF class, IP packets 
are marked with one of three possible drop precedence values. In case of congestion, the 
drop precedence of a packet determines the relative importance of the packet within the 
AF class [HEIN99].
According to the basic architecture assumptions, traffic classifiers and conditioners can 
be located within DS-compliant nodes at the ingress and egress boundary of a 
differentiated services domain, although they can also be found in nodes within the 
interior of a differentiated services domain, or within a non-DS-compliant domain since 
this is not precluded. However, the exact location of the various components mainly 
depends on policy and management issues as specified by the network provider.
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Typically, end-users/subscribers will mark their packets to indicate the service they 
would like to receive. Then, the user traffic entering a differentiated services domain will 
be conditioned at the ingress node according to the predetermined SLS. Moreover, 
packets going from one domain to another may need to be re-marked, according to the 
SLS established between the adjacent domains.
2.5.2 Proposais for Providing Differentiated Services
Work on IP differentiated services formally began within the IETF in 1997 with the 
introduction of the diffserv charter. Since then, there have been numerous proposals for 
providing users with service differentiation, destined for the Internet and for packet 
networks in general. In the following sections, we present the most important of these 
proposals.
2.5.2.1 The Service Attocation Prof He Scheme
The, Service Allocation Profile Scheme (SAPS) [CLAR98] -  also known as the Expected 
Capacity Framework -  is a simple architecture that can be easily implemented in existing 
IP networks. It is based on the definition of a service profile for each user, and the use of 
a simple mechanism within the routers to favour packets that are within the specified 
profile. The user traffic profile is negotiated between the user and the service provider 
well before the initiation of the service. A policy meter, located at the sender’s side, 
chooses which packets to tag as IN  or OUT of the service profile, based on some 
administrative policy. Shaping can also be performed by the policy meter in order to 
match outgoing user traffic with the negotiated bandwidth. The policy meter is also 
located at the ingress of every subsequent domain. The network then monitors incoming 
user traffic using a profile/checking meter at the ingress of the domain, which tags out- 
of-profile packets as OUT. Tagging consists of setting one bit in the IP precedence field 
to indicate the treatment the packet is expected to receive. It is important to note here 
that the profile meter needs to estimate the instantaneous sending rates of the sources. A 
Time Sliding Window (TSW) scheme was proposed that provides an exponentially
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averaged estimate of the TCP sending rate over time. If the estimated sending rate on 
packet arrival exceeds a certain threshold, the packet is marked as OUT, otherwise it is 
marked as IN. In case congestion builds up in an intermediate router along the 
forwarding path, the OUT packets are dropped in preference to the IN  packets. In order 
to avoid out-of-order packet delivery, it is proposed that the packets of all users are 
aggregated into one queue. This scheme, therefore, provides an assured service to the IN  
packets, given that these packets conform to the pre-negotiated service profile. The 
remaining packets obtain a best-effort service. Different users can negotiate different 
profiles thus leading to a different quantity of IN packets accepted in the network. 
Congestion management is done using RIO (RED with In/Out Bit), which is a variant of 
RED (Random Early Detection) [FLOY93]. RED and RIO are described in detail in the 
next chapter.
2.S.2.2 The Two-bit Differentiated Services Architecture
The two-bit Differentiated Services Architecture [NICH99] combines the SAPS scheme, 
and its assured and best-effort services, together with a premium service. Packets 
receiving the premium service have been pre-allocated a peak capacity and are serviced 
by a higher priority queue compared to the rest of the traffic. All premium packets are 
strictly policed at the edge of the core network and all out-of-profile packets are either 
dropped or delayed until they are within the service profile. The assured service class is 
the same as the one in the SAPS scheme. The assured traffic consists of all IN  packets 
and has a lower drop priority than the best-effort traffic. The RIO mechanism is used as 
previously to service the assured traffic. Service differentiation is done by marking one 
of two bits, the so-called service bits, in the IP precedence field. The one bit, called the P 
bit, maps to the premium service, while the second, called the A bit, maps to the assured 
service. The profile meter at the edge router uses a leaky bucket algorithm to meter 
premium and assured packets. For premium packets, the leaky bucket consists of tokens 
that fill up the bucket at the peak rate that has been reserved for the premium service. 
When a packet arrives, it is forwarded to the next hop or dropped depending on whether
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a token is available or not. In the case of assured packets, the leaky bucket is filled at the 
average rate based on the expected user profile. On the arrival of an assured packet, the 
A bit is reset if there are no tokens available and the packet is forwarded to the next hop.
2.5.2.3 The User-Share Differentiation Scheme
The User-Share Differentiation Scheme (USD) [WANG98][BASU98] is based upon the 
proportional fair sharing (PFS) principle according to which, at any point in a network, 
the bandwidth allocated to the user traffic is proportional to the user’s share. Under the 
USD terminology, the user can be a network, a group of networks identified by a prefix, 
or an individual end user. Furthermore, the share is a number assigned to each user and 
is based on some predefined metrics, such as the cost of the contracted service. The USD 
scheme, by managing bandwidth allocation directly at the congested bottlenecks, ensures 
that the exact amount of bandwidth allocated to a flow is determined by the total 
bandwidth of the bottleneck link and the shares of active users competing for the 
bottleneck resources. The USD scheme consists of two main components, both residing 
at the core routers: a classifier and a PFS scheduler. The classifier is required in order to 
identify the user each of the flows originates from. The scheduler supporting PFS is 
required in order to provide fairness guarantees and traffic isolation per-user basis. 
Weighted Fair Queuing (WFQ) and many of its variations are example scheduling 
mechanisms suitable for the USD scheme.
2.5.2.4 The PASTE Architecture
The Provider Architecture for Differentiated Services and Traffic Engineering (PASTE) 
[LI98] is based on the usage of Multi-Protocol Label Switching (MPLS) and the 
Reisburce Reservation Protocol (RSVP) as mechanisms to establish differentiated service 
connections across ISPs. This is done in a scalable way by aggregating differentiated 
flows into traffic class specific MPLS tunnels, also known as traffic trunks. A tmnk 
carries traffic from a single traffic class, which in turn is conveyed by a single Label 
Switched Path (LSP). A LSP is a path defined by the concatenation of the Label-
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switched Routers (LSRs) traversed by the traffic. When packets enter the ISP domain, 
they are mapped to a particular LSP according to their respective destination egress LSR 
of the domain. A label is attached to the packets indicating the LSP to be followed. 
Forwarding within the domain is performed on the basis of this label. Similarly, flows 
from different sources can be aggregated by using the same label. A trunk can then be 
associated with one of the following Classes of Service (CoS): best-effort, priority, and 
network control. As a result, the issues of traffic engineering and service differentiation 
are dealt with by appropriately managing the trunks. A modified Resource Reservation 
Protocol (RSVP) is used to establish and release the trunks, to make resource 
reservations as well as to install and maintain state related to traffic forwarding, 
including label-switching information.
2.6 Summary
The TCP/IP protocol suite is the de facto standard of today’s Internet and forms an 
essential part of every system that needs to communicate over the Internet. IP on its own 
provides a best-effort service meaning that packets that are being transmitted are not 
guaranteed to be delivered to their intended destination. The UDP transport protocol is 
similar in nature to IP in that it is an unreliable transport protocol. It will transmit as long 
as there is data without having any sense of the conditions inside the network. UDP has 
no way to sense whether or not packets transmitted already have been dropped by 
intermediate routers due to congestion, thus contributing to congestion effects, especially 
in cases where the application utilising UDP does not have any control mechanisms for 
adapting its rate. TCP, on the other hand provides a reliable service to application data. 
In addition, TCP provides congestion control mechanisms, which help to reduce 
congestion. TCP’s responsiveness to network congestion in contrast to UDP’s non- 
adaptive nature is of significant importance when designing traffic control mechanisms 
to provide QoS in the Internet.
33
Chapter 2 Background and State o f the Art
As stated earlier, the IP service has no QoS capabilities. IntServ was the first QoS model 
that was proposed for providing QoS at the IP level. However, it is evident from the 
overview of its associated signalling protocol, namely RSVP, that it is very difficult to 
use such an architecture in today’s Internet due to the scalability problems that RSVP 
inflicts. Having to maintain state for the QoS requirements of each individual flow at 
every router along the data transmission path imposes great processing and memory 
storage overhead for every such router, taking into account that millions of application 
flows can simultaneously traverse an Internet WAN router at given time. The basic 
DiffServ architecture and its associated functional mechanisms that were described in 
this chapter reveal the important advantages of this QoS model against IntServ, 
simplicity and scalability being the most significant benefits.
3. Traffic Control Mechanisms for 
Differentiated Services
3.1 Introduction
An active research area within the context of Differentiated Services is the investigation 
of ways for traffic control mechanisms to provide differentiated IP QoS. In the past 
decade, there have been a number of proposals for active queue management and 
scheduling which were not aimed specifically at service differentiation. Several of these 
mechanisms already form part of a large percentage of installed routers and therefore it 
would be an advantage if these mechanisms can be used for DiffServ, even if minor 
modifications would be needed. The purpose of this chapter is to study a number of 
established mechanisms and evaluate their possible use for providing Differentiated 
Services..
3.2 Traffic types
Before we proceed with the traffic control mechanisms, we first need to describe the 
types of IP traffic flows that are usually encountered in today's Internet. We classify 
these types in three broad categories and discuss each one of them in more detail. Note 
that this classification is done according to the characteristics of the transport protocols, 
i.e. TCP or UDP, specific to a flow, rather than taking into account the specific 
applications requirements. Nevertheless, it is important to divide the IP flows to short­
lived and long-lived. The former concern flows, which transmit for relatively short time
35
Chapter 3 Traffic Control Mechanisms for Differentiated Services
durations, e.g. up to a few seconds, whereas the latter involves flows that are active for 
long time periods, e.g. for timescales of minutes or more.
3.2.1 Long-Lived Responsive Flows
Long-lived flows are called responsive when they are able to respond to congestion. For 
example, the most common type of responsive flows encountered in the Internet is TCP- 
based flows. As mentioned earlier in Chapter 2, as soon as a packet is lost due to 
congestion at an intermediate router, the sender’s TCP will drop its transmission rate by 
reducing its congestion window according to the TCP algorithm. Consequently, if all 
flows traversing a congested link have originated from TCP sources, they will respond 
to congestion by reducing their transmission rate, resulting in the congestion to 
diminish. If all sources were identical, the degradation in their performance would be 
almost the same. An example of a long-lived responsive flow is the flow that is 
generated by an FTP data transfer.
3.2.2 Long-Lived Non-Responslve Flows
Long-lived non-adaptive traffic is increasingly becoming a problem for today’s Internet. 
The unresponsiveness of the long-lived non-adaptive traffic flows to congestion -  due to 
lack of congestion avoidance mechanisms -  leads to the starvation of adaptive traffic 
such as TCP-based flows by making it to back off indefinitely, while non-responsive 
flows get their packets through, thus continuing to cause congestion. Thus more and 
more of the bandwidth given away by the adaptive traffic is eventually consumed by 
non-adaptive flows and hence there is an incentive for Internet traffic to be non- 
adaptive. Unfortunately nowadays, the Internet WAN routers do not have the means to 
avoid this behaviour, a fact that leads to profound fairness-related performance 
problems. Therefore, the inclusion of non-adaptive traffic in our analysis will provide us 
with a more realistic scenario. For the sake of convenience, the non-adaptive flows are 
regarded as traffic flows that use the UDP transport protocol. The long-lived non- 
adaptive sources used in our experiments throughout this thesis are assumed to be
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sources generating constant rate traffic. It is noted, however, that UDP itself does not 
preclude the use of adaptive flow control by a higher layer or the application itself. An 
example of a long-lived non-responsive flow is the flow generated by a multimedia 
application producing a continuous audio stream.
3.2.3 Short-Lived Flows
Short-lived flows constitute the majority of today’s Internet traffic and comprise the 
largest part of the TCP traffic traversing the Internet [THOM97]. The most 
representative example of short-lived flows is HTTP-generated World-Wide Web 
(WWW) traffic. In addition to that, network control traffic can also be considered as 
constituting short-lived flows.
3.3 Router M echanisms
In today’s Internet, there can be millions of flows traversing a particular router at a given 
time. Ideally, each of these flows should occupy a fair share of the link bandwidth. 
However, this is not likely to be the case, since different traffic sources transmit at 
differing rates and may be or may be not responsive in nature. This causes the load at 
intermediate routers to be highly variable. It is, therefore, important that a proper 
queuing or buffer management policy is used. This should allow neither a very short 
queue, which would lead to low utilization, nor a very long queue, which would 
otherwise cause long delays. The dropping policy is also of fundamental importance. A 
packet may be dropped either as a result of a full queue, or due to a dropping algorithm 
-  such as active queue management -  in order to avoid a queue overflow.
Scheduling also plays an important role in the way a router behaves and performs. 
Especially, when a number of traffic classes have to share a certain amount of 
bandwidth, it is up to the scheduler to carry out this task.
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In this section, we will describe the main traffic control mechanisms (basically buffer 
management and scheduling), which have been proposed for deployment in Internet 
routers.
3.3.1 Scheduling
The main objective of computer networks is to allow users to share resources. Examples 
of resources are file systems, WWW sites, printers, link bandwidth, etc. Given a set of 
resource requests in a service queue, a server uses a scheduling discipline to decide 
which request to serve next. In other words, the scheduler is the arbitrator responsible 
for servicing the users in a predetermined way. Consequently, scheduling disciplines are 
very important since it is up to them to share network resources fairly and to provide 
performance-critical applications with performance guarantees. Therefore, the nature of 
the scheduler greatly influences the QoS guarantees that the network can provide.
Although there are multitudes of scheduling disciplines encountered in the literature as 
well as many variations of them, the most common scheduling disciplines used in 
Internet routers nowadays are described in the following subsections.
3.3.1.1 FCFS
First-come-first-served (FCFS) or FIFO is the simplest possible scheduling discipline. 
According to this discipline, incoming packets are transmitted in the order they arrive at 
the output queue. If a packet arrives at a full queue, this packet is dropped. Its ease of 
implementation has made it one of the most popular scheduling policies. The 
disadvantage with FCFS is that the scheduler cannot differentiate between connections 
and cannot provide for the fair sharing of link resources. However, it can be shown that 
with proper buffer management, bandwidth sharing among flows can be controlled 
leading to the provision of minimum rate guarantees [KESH97][GUER99].
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3.3.1.2 Priority Queuing
Priority Queuing (PQ) consists of multiple queues where each queue is served in an 
FCFS manner. As traffic comes into the router, it is assigned to one of n output queues. 
Packets on the highest-priority queue are transmitted first. When that queue empties, 
traffic on the next highest-priority queue is transmitted, and so on. This mechanism 
ensures that during congestion, the highest-priority data is not delayed by lower-priority 
traffic. However, lower-priority traffic can experience significant delays if there are 
always packets for transmission from the higher-priority queues. It is, therefore, critical 
that appropriate admission control and policing mechanisms are used to restrict the 
service rate from all but the lowest priority level. It can be observed that while this 
priority scheduler cannot provide strict per-flow end-to-end performance guarantees, it 
can be used for the provision of classes of service, where a specific high-priority class is 
guaranteed less queuing delay over the lower priority class [GUER99].
3.3.1.3 Round Robin and Weighted Round Robin
As its name suggests, according to the round-robin (RR) scheduling discipline, a packet 
is served from each nonempty queue in a round-robin manner. If the connections have 
different weights then weighted round-robin (WRR) serves a connection in proportion to 
its Weight. A weight corresponds to the number of bytes of service the flow receives per 
round. According to the WRR scheduling algorithm, each flow is associated with a 
different queue and assigned a weight Wi such that the sum of the w; is less than or equal 
to the link capacity. The scheduler serves the queues in cyclic order.
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Buffer Management Scheduler
Figure 3-1 The Weighted Round-Robin (WRR) scheduling discipline.
Each queue is allowed to transmit Wi bytes before the scheduler skips to the next queue. 
Because the sum of weights of all queues is kept less than the link capacity, the 
scheduler offers at least w, bytes to each flow in every round. Hence, according to the 
WRR algorithm, the actual length of each cycle is at most equal to the sum of weights of 
current flows but can be also less, depending on the actual demand of resources at each 
cycle [BLACOO].
3.3.1.4 Weighted Fair Queuing
Weight Fair Queuing (WFQ) and its variants are among the most popular scheduling 
disciplines [DEME89] [KESH97][GUER99]. The main reason behind this popularity is 
that WFQ allows for a per-flow fine grain control, thus overcoming the limitations of 
the previously described disciplines. Its main advantages are the following:
• Provides protection from misbehaving flows
• Provides per-flow bandwidth and delay guarantees
• Provides fair, with respect to the per-flow reserved resources, service to excess 
traffic
• Smoothes traffic bursts in the network
• Obviates the need for traffic policing
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WFQ provides all these desired properties at the expense of its implementation 
complexity, especially when serving large numbers of connections. This is due to the 
complex iterated deletion algorithm that is used to update the round number. Despite 
this drawback, most leading manufacturers have included WFQ in their routers.
WFQ is normally compared to the Generalised Processor Sharing (GPS) scheduling 
discipline. GPS is a reference model considered to be the ideal, as well as 
unimplementable, scheduler. Assuming N  flows where each flow i is associated with a 
weight Wi and that the link is of capacity C, then each active flow is guaranteed to obtain 
a minimum service rate n at router k on its path from its source to its destination, where
w(i,/:)/2],w (j,k)
GPS serves packets as if they are in separate logical queues, visiting each nonempty 
queue in turn and serving infinitesimally small amount (in our case it is bit-by-bit) of 
data from each queue, so that, in any finite time interval, it can visit every logical queue 
at least once. In the event that some of the flows are not backlogged, that is, they do not 
have any of their data in the queue awaiting transmission, the unused link capacity is 
then shared among the remaining flows in proportion to their respective weights. To 
formulate the above, if Rfti, tf) is the amount of service that flow i receives in a given 
time interval {t\, tf), GPS ensures that for any two flows i, j  backlogged in the particular 
time interval, the following relation holds:
(^i'^2)
Wj.
GPS is considered ideal in that it assumes a fluid traffic model, where an infinitesimal 
amount of data is served at a finite time interval. WFQ -  or packet-by packet PGPS as is 
also known- on the other hand, is an approximation of GPS in the sense that it does not 
make the above assumptions. WFQ attempts to compute the finish time of each queued 
packet if the bit-wise weighted GPS scheduler had been used, and then schedules for
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service the packet with the smallest finish time which would have been receiving service 
in the corresponding GPS reference model. In addition to being a scheduling discipline, 
WFQ is also a packet drop policy. If a packet arrives and the queue is full, packets 
already in the queue will be dropped by the scheduler in decreasing order of their finish 
number.
3.3.2 Queue Management
Queue management is one of the fundamental mechanisms for providing the underlying 
quality of service as well as one of the most important mechanisms for offering 
differential service levels.
Queue or buffer management algorithms manage the length of packet queues by 
dropping packets when necessary or appropriate. The puipose of a buffer management 
scheme is to control the number of packets stored in a router’s buffer, utilising the buffer 
space as efficiently as possible so as to control traffic fairly and efficiently during 
periods of congestion. The buffer management mechanism will make a decision such as 
if a newly arriving packet will be discarded satisfying a particular condition, e.g. the 
current queue occupancy has exceeded a specific threshold, or an already buffered 
packet will be dropped to accommodate a higher-priority packet. Buffer management 
decisions can be made using different information granularity. If, for example, per-flow 
buffer management is done, packets will be discarded from individual flows. In the case 
that we have per-class granularity, buffer management will account for packets 
belonging to a particular service class. Finally, schemes, like Early Packet Discard 
(EPD) [ROMA95], monitor the total queue occupancy and do not differentiate between 
different flows or classes.
The correct configuration of the queuing par ameters is of significant importance and of 
extraordinary difficulty, because if, for example, the queue length is allowed to be too 
long, an unacceptable amount of latency is induced. If, on the other hand, the queue is 
too short an unacceptably high packet drop rate may take place. The randomness of the
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arriving traffic makes this configuration even more difficult. The queue management 
mechanism, not only has great impact on real-time applications whose delay and jitter 
requirements are affected by the delays experienced at the intermediate network nodes, 
but it also affects TCP flows. As explained in Chapter 2, TCP is very much dependent 
on the calculation of the round-trip time (RTT), as well as the packet drop rate 
experienced by a specific TCP flow. Hence, the use of an inappropriate queue 
management mechanism and the unsuitable settings of its parameters are of high 
priority.
In this thesis, we concentrate on the usefulness of active queue management towards the 
provision of Differentiated Services. We particularly focus on the use of Random Early 
Detection (RED) [FLOY93] algorithm, which has been recommended for deployment in 
Internet routers [BRAD97], as well as a modified version. Flow Red (FRED).
3.3.2.1 BED
The most common buffer management mechanism employed in today’s Internet routers 
is the Random Early Detection (RED) active queue management mechanism. The goal 
of RED is to drop packets from each incoming flow in proportion to the amount of 
bandwidth that each flow uses on the output link. RED detects incipient congestion by 
estimating the average queue size at each packet arrival, RED calculates the average 
queue size using a low-pass filter on the instantaneous queue size, which permits 
transient bursts in the gateway. If this average value exceeds a minimum threshold 
min_th, RED begins dropping incoming packets with a dynamically computed 
probability. This drop probability increases with the average queue length avg_queue 
and with the number of packets accepted into the buffer since the last time a packet was 
dropped. The resulting high drop probability will detect and limit congestion by 
discarding packets early. If avg_queue exceeds a second threshold, max_th, then every 
incoming packet will be dropped until the queue size falls below max_jh. Therefore, the 
larger the input rate of a flow, the more packet drops it will experience. Despite this 
property, RED cannot differentiate between different flows. Since RED’s primary goal
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is to keep the same drop rate for every flow, a flow with a small input rate will be more 
severely affected than a high-transmission rate flow, e.g. a non-adaptive video flow. In 
the presence of aggressive flows, a low-bandwidth flow may never be able to reach its 
fair share. If the congestion becomes persistent (e.g. because the flows do not back off, 
or possibly due to a low minjth value), that is the average queue occupancy is 
continuously above minjth, then all flows will experience a minimum packet loss 
regardless of the bandwidth they occupy. If there is excessive congestion, i.e. the 
average queue occupancy is continuously above maxjth, RED behaves as a Drop Tail 
queue. It is also possible that under moderate congestion, a high-rate non-adaptive flow 
forces RED to drop packets from all flows at a high rate. Therefore, although RED 
introduces significant queue management properties its unbiased proportional dropping 
contributes to unfair link sharing.
The detailed RED algorithm is described by the pseudo-code below. We will elaborate 
further on RED in the next sections by showing simulation results, which exhibit RED’s 
behaviour under different scenarios.
Saved Variables:
avgr: a v e r a g e  q u e u e  s i z e  
q_time: s t a r t  o f  t h e  q u e u e  i d l e  t i m e  
count: - p a c k e t s  s i n c e  l a s t  m a r k e d  p a c k e t  
Fixed parameters:
Wg‘. q u e u e  w e i g h t
ittiuth' m in im u m  t h r e s h o l d  f o r  q u e u e  
maxth'- m ax im u m  t h r e s h o l d  f o r  q u e u e  
maxpi m a x im u m  v a l u e  f o r  
Other:
Pa : c u r r e n t  p a c k e t - m a r k i n g  p r o b a b i l i t y  
. g: c u r r e n t  q u e u e  s i z e  
time: c u r r e n t  t i m e
f ( t ) :  a  l i n e a r  f u n c t i o n  o f  t h e  t i m e  t
I n i t i a l i s a t i o n :  
avg = - 1  
count = - 1  
f o r  e a c h  p a c k e t  a r r i v a l
c a l c u l a t e  t h e  n e w  a v e r a g e  q u e u e  s i z e  a v g :
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i f  t h e  q u e u e  i s  n o n - e m p t y  
avg = {1-Wg) avg + Wgq 
e l s e
m = f(tim e  -  g_time) 
avg = (1 -Wg)‘”avg 
i f  minth ^  a v g  <  maxth 
i n c r e m e n t  count 
c a l c u l a t e  p r o b a b i l i t y  p^:
Pb = maxp (avg -  minth) /  (maxtu -  minth)
Pa = P b / (1-countPh) 
w i t h  p r o b a b i l i t y  p g :
m a r k  t h e  a r r i v i n g  p a c k e t  
count = 0 
e l s e  i f  maxth ^  a v g
m a r k  t h e  a r r i v i n g  p a c k e t  
count = 0 
e l s e  count = - 1  
w h e n  q u e u e  b e c o m e s  e m p t y  
Q_time = time
3.3.2.2 FRED
We will now present Flow RED (FRED), a modified version of RED proposed in 
[LIN97] that improves fairness between competing traffic flows when different types of 
traffic share a gateway. The reason for presenting FRED will become apparent in the 
rest of this chapter. FRED is more effective in isolating unresponsive flows, provides 
better protection for bursty and for low speed flows, and is as fair as RED in handling 
identical robust flows such as bulk-data transfers. FRED provides these benefits by 
keeping state for just those flows that have packets buffered in the gateway, i.e. active 
flows. The cost of this per-active-flow accounting is proportional to the buffer size and 
is independent of the total number of flows, except to the extent that buffer use may 
depend on the number of active flows. Consequently, FRED corrects most of the 
problems encountered in RED, as will also be seen in Section 3.3.3.
An extensive description of the FRED algorithm is given below:
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Constants :
Wg = 0 . 0 0 2 ;
minth = MIN ( b u f f e r  s i z e  /  4 ,  RTT) ; 
maxth -  2 * minth  ;
maXp = 0 .0 2 ;
ming = 2 f o r  s m a l l  b u f f e r s ;
4 f o r  l a r g e  b u f f e r s  ;
Global Variables:
g :  c u r r e n t  q u e u e  s i z e ;  
time: c u r r e n t  r e a l  t i m e ; 
avg: a v e r a g e  q u e u e  s i z e ;
count: n u m b e r  o f  p a c k e t s  s i n c e  l a s t  d r o p ;
avgcq: a v e r a g e  p e r - f l o w  q u e u e  s i z e ;
maxg : m ax im u m  a l l o w e d  p e r - f l o w  q u e u e  s i z e ;
Per-flow Variables:
g l e u i  : n u m b e r  o f  p a c k e t s  b u f f e r e d ;  
s tr ik e i : n u m b e r  o f  o v e r - r u n s  ;
Mapping functions:
conn(P): c o n n e c t i o n  i d  o f  p a c k e t  P ; 
f(tim e):  l i n e a r  f u n c t i o n  o f  t i m e ;
f o r  e a c h  a r r i v i n g  p a c k e t  P :
i f  f l o w  i  = conn(P) h a s  n o  s t a t e  t a b l e  
g i  eU i = 0 ; 
s tr ike i -  0 ; 
i f  q u e u e  i s  e m p t y
c a l c u l a t e  a v e r a g e  q u e u e  l e n g t h  avg 
maXg  = m in th  ; 
i f  {avg > =  maxth ) {
maXg -  2;
}
i d e n t i f y  a n d  m a n a g e  n o n - a d a p t i v e  f l o w s  : 
i f  {gleni >~ maXg | |
{avg >= maxth && g l e n i  > 2*avgcq) | | 
( g l e u i  >=  avgcq && s tr ike i  > 1 )  ) { 
s tr ike i  + + ;  
d r o p  p a c k e t  P ; 
r e t u r n ;
}
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o p e r a t e  i n  r a n d o m  d r o p  m o d e  :
i f  (minth <= a v g  < maxth ) {
count = count + 1 ;  
o n l y  r a n d o m  d r o p  f r o m  r o b u s t  f l o w s :  
i f  (gleni > =  MAX (jn iu g  , avgcq}) { 
c a l c u l a t e  p r o b a b i l i t y  Pa :
Ph = maXp (avg-minth ) / (maxth -minth );
Pa = Pb / ( 1  -  count * Ph ) ;
w i t h  p r o b a b i l i t y  Pa :
d r o p  p a c k e t  P;
count = 0 ;
r e t u r n ;
}
} e l s e  i f  ( a v g  < minth ) {
n o  d r o p  m o d e  ; 
count = - 1 ;
} e l s e  {
d r o p - t a i l  m o d e :  
count = 0 ;  
d r o p  p a c k e t  P ;  
r e t u r n ;
}
i f  ( g l e u i  = =  0 )
Nactive+ + ; 
c a l c u l a t e  a v e r a g e  q u e u e  l e n g t h  
a c c e p t  p a c k e t  P ;  
f o r  e a c h  d e p a r t i n g  p a c k e t  P:
c a l c u l a t e  a v e r a g e  q u e u e  l e n g t h  
i f  (qleni = = 0 )  {
Nactive--
d e l e t e  s t a t e  t a b l e  f o r  f l o w  i ;
}
c a l c u l a t e  a v e r a g e  q u e u e  l e n g t h :  
i f  ( q  II p a c k e t  d e p a r t e d )
avg = (1-Wg)*avg + W g * g ;  
e l s e  {
m = f ( t i m e  -  q_time); 
avg = ( l -W g ) j n  * a v g ;  
q_time = time;
}
i f  (Nactive)
avgcq = avg /  Nactive;
e l s e
avgcq = a v g ;
avgcq = MAX ( a v g c q ,  1 )  ;
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i f  ( g  ==  0 ScSc p a c k e t  d e p a r t e d )  
g_t ime = time;
3.3.3 RED vs. FRED
In this section, we will use simulations^ to demonstrate how FRED compares to and 
actually outperforms RED. We expand on the work presented in [LIN97] by running a 
number of different simulation scenarios. We assume Reno TCP flows, which are 
multiplexed at router R1 as shown in the network configuration of Figure 3-2, Each TCP 
source emulates an infinite FTP source, i.e., it always has data to transmit. The starting 
times for the TCPs are separated by 10 seconds intervals. The bottleneck link is 1 Mbit/s 
and the associated propagation delay is 1ms. For each scenario we run two sets of 
simulations, where router R1 uses either RED or FRED. Drop Tail queue is used by 
router R2. The exact configuration, which pertains to each of the scenarios, is given in 
the corresponding subsections. When we compare the performance between TCPs only, 
there is no UDP source transmitting as in Figure 3-2. When we evaluate RED and FRED 
in the case of responsive and unresponsive flows, a UDP source is assumed to transmit 
at the bottleneck link capacity, i.e. 1 Mbit/s. In most simulations, the simulation time 
was chosen to be 100 seconds in order to allow the results to stabilise.
TCP
Sources
lUDP
Source
10 Mbps 10 Mbps
1 Mbps
R2
RED/FRED1 ms
TCP
Sinks
UDP
Sink
Figure 3-2 Example simulation network topology for comparing RED and FRED.
* The BONeS Designer Software Package has been used to conduct the simulation work required for the 
research presented in this thesis.
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Only in one scenario, where the results were found to stabilise earlier, was the 
simulation time chosen shorter.
3.3.3.1 Muitiplexing TCP f!ows with different RTTs
Of major importance when dealing with TCP flows is the negative impact that the RTT 
has on the performance of a flow when the specific flow has a longer RTT compared to 
other flows traversing the same RED gateway or Drop Tail queue. The main reason for 
this behaviour is the inherent TCP algorithm according to which the congestion window 
of a TCP sending host increases during congestion avoidance once every round trip time 
(RTT). This causes TCP flows with shorter RTT to occupy more buffer space and obtain 
more bandwidth than TCP flows with longer RTT. RED due to the lack of per-flow 
accounting cannot avoid this situation in contrast to FRED. In our simulations, we 
considered two TCPs with different RTTs, so that RTTtcp_i «  RTTtcp_2- By comparing 
the results depicted in Figure 3-3 and Figure 3-4, one can observe that the achieved 
throughput difference between the two TCPs is reduced when FRED is used.
700
600
^ 5 0 0
Q.
^  400
3a.
32
300
200
100
0 10 20 30 40 50 60 70 80 90
tcp_1
tcp _2
time (sec)
Figure 3-3 Multiplexing TCP flows with different RTTs under RED.
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Figure 3-4 Multiplexing TCP flows with different RTTs under FRED.
3.3.3.2 Multiplexing responsive and non-responsive flows
Multiplexing responsive and unresponsive flows is a major issue in today’s Internet, 
especially if there is no mechanism for differentiating between these flows at 
intermediate routers. Although RED tends to drop packets from incoming flows, which 
occupy higher proportion of the bandwidth of the outgoing link, it does not provide 
protection to responsive over unresponsive flows. FRED, on the other hand does provide 
this protection.
In Figure 3-5, one can see the resulting performance when the RED algorithm is used. It 
can be easily observed that the UDP flow occupies almost all of the bottleneck link 
bandwidth, which results in the TCPs never reaching their respective fair bandwidth 
share. Another thing to observe is that on average, the TCPs achieve the same average 
throughput values, but this happens over a large time scale. In fact, the TCP throughputs 
fluctuate continuously within the range of 0 kbps and 50 kbps. The inability of TCP 
Reno to recover from multiple packet drops results in timeouts, which subsequently lead
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the TCPs to enter slow start shortly after a short period of transmitting at their peak rate 
of 50 kbps.
1200
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â
3a£D>
2 400
200
0 10 20 30 40 50 60 70 80 90
time (sec)
-^TCP_1
—a— TCP 2
TCP 3 
—M— TCP_4 
-4*-UDP
Figure 3-5 Multiplexing TCP flows with an unresponsive source under RED.
Figure 3-6 demonstrates the ability of FRED to provide protection to responsive flows 
over unresponsive flows. First UDP starts transmitting and gets all the available 
capacity. As soon as the first TCP starts transmitting, it will be given a fair share of the 
router buffer according to the FRED algorithm, which results in the two flows having 
almost the same throughput. Similarly, when the second TCP begins transmitting at 
t = 20 seconds, it will get its share of the buffer and the throughputs of all three flows 
will be approximately the same. Eventually, the throughputs of all flows -  both 
responsive and unresponsive -  are approximately the same.
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Figure 3-6 Multiplexing TCP flows with an unresponsive source under FRED.
3.3.3.3 Multiplexing short-lived fiows
Web-based traffic constitutes a large amount of the Internet traffic. This type of traffic is 
characterised by the large number of short-lived TCP flows. Due to RED’s deficiencies 
already mentioned earlier, there is non-zero probability that short-lived flows, which 
start transmitting while there is incipient congestion in the router, may have at least one 
of their packets dropped, even though they have not been occupying disproportional 
amount of the link bandwidth. This can lead to a situation where the particular TCP 
connection always remains in slow-start and thus never achieves a reasonable 
throughput.
Figure 3-7 shows the results for the case where RED is used. The TCP flow is 
considered short-lived. In the simulations, it was taken to last 5 seconds. When the TCP 
source starts transmitting at t=  10 seconds, it barely achieves a minimum throughput 
and then it goes to slow start.
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Figure 3-7 Multiplexing a short-lived TCP flow with an unresponsive flow
under RED.
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Figure 3-8 Multiplexing a short-lived TCP flow with an unresponsive flow
under FRED.
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Figure 3-8 demonstrates the superiority of FRED under the same circumstances. Since 
FRED guarantees a minimum buffer space to the TCP flow, during its activity period, 
the TCP flow immediately reaches a maximum throughput, which equals the UDP flow 
throughput. When the TCP stops transmitting at ? = 15 seconds, UDP retakes the whole 
bottleneck link bandwidth.
3.3.3.4 Discussion
Summarising the simulation results of the previous subsections we can conclude the 
following:
• FRED outperforms RED in terms of fairness for both symmetric connections and 
connections with differing round-trip times.
• The performance of short-lived flows is not affected by existing longed-lived 
flows.
• FRED protects responsive flows from non-responsive flows by using a dynamic 
per-flow queuing discipline.
These important features of FRED will later assist us in the design of a newly proposed 
traffic conditioner.
Research in the DiffServ area has focused, among other issues, on the evaluation and 
applicability of the services that can be defined from the use of the Expedited 
Forwarding and Assured Forwarding Per-Hop Behaviours. Although tht former PHB is 
relatively easy to quantify and to define in terms of a service level specification, the 
latter is more challenging as the definition of the AF PHB allows for the specification of 
a wider variety of possible services. The investigation of mechanisms suitable for 
providing the AF PHB constitutes an interesting research topic. Having discussed and 
compared a number of fundamental traffic control mechanisms capable of providing 
QoS, in subsequent sections we will demonstrate how by using these mechanisms 
Differentiated Services can be offered.
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3.4 Provision of Expedited Forwarding
A service much desired in the Internet of today is that of the virtual leased line (VLL). 
VLL is an ideal solution when remote LANs are connected in a global VPN through the 
Internet. The VLL service appears to the endpoints like a point-to-point connection with 
a constant link capacity, or better a minimum assured bandwidth, as well as with low 
packet loss, latency and jitter. Network nodes that implement the EF PHB can be used to 
build an end-to-end service with the above characteristics within one or more DiffServ 
domains. This service has also been described in the literature as the Premium Service 
[NICH99]. Since packet loss, latency and jitter depend on the situation encountered at 
the queues while the traffic transits the network, providing low loss, latency and jitter 
for traffic aggregates is comparable to ensuring that the aggregate sees virtually no, or at 
least very small queues. Because queues fill up when the traffic arrival rate exceeds the 
departure rate at some node, a service that ensures no queues for some aggregate is 
actually equivalent to bounding rates such that, at every transit node, the aggregate’s 
maximum arrival rate is less than that aggregate’s minimum departure rate.
We will now examine the suitability of the PQ, WRR and WFQ service disciplines to 
provide an EF service. We will evaluate and compare these service disciplines with 
respect to the mean delay and jitter they incur to flows belonging to an EF aggregate. EF 
packets should not experience any packet loss at the EF queue.
We define the delay D to be l(a/-J/)l where a, is the packet arrival time and di is the 
packet departure time.
We define jitter J  to be Kaj-dj) - (ardi)\ where i and j  denote two consecutive packets of 
the same flow.
We consider the configuration shown in Figure 3-9.
55
Chapter 3 Trajfic Control Mechanisms for Differentiated Services
10 Mbps
R1
10 Mbps PQ/WRR/WFQ
10 Mbps
EF Flows --------
a n d --------
1 1 1 1 E F
1 III
1 ms
Xnon-FFFlows ' non- ••• f ,FT C D FlowMonitoring
10 Mbps
Figure 3-9 EF simulation configuration.
Let’s first assume that PQ is used for implementing the EF PHB. EF traffic arriving at 
the EF queue -  in fact the highest priority queue -  consists of n UDP flows with 
subscribed rates which aggregate at the total EF subscribed rate, where w is a simulation 
parameter. EF traffic occupies a fraction of the bottleneck link bandwidth, say efjbw; 
ef_bw can be varied in our simulations. The rest of the bottleneck link is occupied by BE 
traffic, comprised of infinite UDP flows. Using this kind of configuration, we will in 
fact evaluate PQ under a worst-case scenario.
Regarding the case where WRR is used for the implementation of the EF PHB, we 
assume the same configuration as above, with the only difference being that multiple 
queues are served using WRR. The fact that all queues are served according to some 
weight in a round-robin fashion implies that the more queues are served the more delay 
there will be for the packets in the EF queue.
Finally, we consider WFQ where the various parameters in the simulations are set in the 
same way as in WRR.
Especially for WRR and WFQ where a service rate can be defined for each queue, it is 
important to investigate the impact of the parameter service-to-arrival rate ratio (STAR)
of the EF queue. This parameter is defined as STAR = — • C where S is the service rateA
of the EF queue, C the output link bandwidth and A the peak arrival rate of EF-marked
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packets at the queue. In the simulations that follow, the effect of this parameter on the 
delay and jitter is investigated.
3.4.1 Effect of packet size
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Figure 3-10 Effect of packet size on delay (PQ).
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Figure 3-11 Effect of packet size on delay (WRR).
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Figure 3-12 Effect of packet size on delay (WFQ).
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Figure 3-13 Effect of packet size on jitter (PQ).
58
Chapter 3 Trajfic Control Mechanisms for Differentiated Services
4.5 -
3.5 -
2.5 -I
0.5 -
64 126 256 512 1024 1500
■BE = 512  
■BE=1024
EF p ack e t s iz e  (b y te s)
Figure 3-14 Effect of packet size on jitter (WRR).
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Figure 3-15 Effect of packet size on jitter (WFQ).
59
Chapter 3 Trajfic Control Mechanisms fo r Differentiated Services
3.4.2 Effect of service-to-arrival rate ratio
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Figure 3-16 Effect of STAR on delay (WRR).
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Figure 3-17 Effect of STAR on delay (WFQ).
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Figure 3-18 Effect of STAR on jitter (WRR).
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Figure 3-19 Effect of STAR on jitter (WFQ).
61
Chapter 3 Traffic Control Mechanisms for Differentiated Services
3.4.3 Effect of flow aggregation
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Figure 3-20 Effect of number of EF flows on delay (PQ).
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Figure 3-21 Effect of number of EF flows on delay (WRR).
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Figure 3-22 Effect of number of EF flows on delay (WFQ).
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Figure 3-23 Effect of number of EF flows on jitter (PQ).
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Figure 3-24 Effect of number of EF flows on jitter (WRR).
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Figure 3-25 Effect of number of EF flows on jitter (WFQ).
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3.4.4 Discussion
In the simulation experiments described in the previous sections, we assessed the 
suitability of the PQ, WRR and WFQ scheduling mechanisms as potential 
implementations for the EF PHB and presented the corresponding results.
We examined the impact of the EF packet size on the delay and jitter of the three 
disciplines using the non-EF (denoted as BE in the graphs) packet size as a parameter. 
For PQ it was shown that the delay is increasing slightly with the packet size. This 
increase can be attributed mainly to two factors. First, when a packet arrives at the EF 
queue, it may have to wait for other EF packets that might have accumulated in the 
queue due to simultaneous arrivals. As the EF packet size increases, the time to transmit 
an EF packet will also increase. The second factor contributing to the delay in PQ is 
when a non-EF packet has already been scheduled for transmission when the EF packet 
arrives, in which case it will have to be delayed until the end of the transmission. The 
first factor is mostly responsible for the slight increase with the EF size, while the 
second factor mainly causes the curve shift when increasing the non-EF packet size (see 
Figure 3-10). In the case of WRR, the delay presents a similar behaviour, though taking 
higher values compared to PQ. These higher values are incurred by the round robin 
algorithm, according to which the queues must be served in a particular order (see 
Figure 3-11). Therefore, the EF queue will have to wait for ( 1 - W ef) of equivalent time 
until its packets can be transmitted. Intuitively, increasing Wef for WRR, EF packets 
will potentially experience improved delay performance. When WFQ is used, it can be 
observed that the delay encountered by the EF packets is almost doubled for each 
doubled-size EF packet (see Figure 3-12). For small packet sizes, WFQ approximates 
PQ really well, but as the EF packet size increases, delay is increased proportionally.
As for jitter, PQ was shown to offer the lowest jitter performance (see Figure 3-13). The 
jitter for the larger packet sizes does not exceed half packet time while smaller packets 
exceed one packet time on average, especially in the case of larger non-EF packets. As 
one might expect WFQ approximates PQ’s jitter variation closely (see Figure 3-15).
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This is attributed to the fact that in both cases jitter, on average, is mainly incurred by a 
packet that is in service and a packet waiting in the queue. On the other hand, an EF 
packet will experience a much higher jitter, compared to both PQ and WFQ, when WRR 
scheduling is used (see Figure 3-14). The main reason for this behaviour is non-EF 
packets being transmitted during non-EF service time.
Increasing the service-to-arrival ratio for WRR and WFQ has provided interesting 
results. In both cases, increasing the service-to-arrival ratio -  in other words over­
provisioning the EF queue -  has led to improvement of both the delay and jitter. This 
was expected as over-provisioning the EF traffic leads to the reduction of the EF packets 
waiting for transmission in the EF queue. This improvement lasts until a maximum 
value of the service-to-arrival ratio is reached, which is different in each case. From that 
point onwards, the effect of this parameter is negligible. This is explained from the fact 
that the EF queue remains empty after this point. WFQ then becomes equivalent to PQ 
(see Figure 3-17). This does not happen with WRR, which cannot reach PQ’s delay 
performance, as shown in Figure 3-16. The results have also shown that for WRR, the 
improvements in jitter have a similar behaviour as with the delay (see Figure 3-18). 
However, with WFQ, jitter is not reduced by increasing the EF service rate, but 
oscillates always in the same range (see Figure 3-19).
Figure 3-20, Figure 3-21 and Figure 3-22 show the impact that the number of EF flows 
has on delay for PQ, WRR and WFQ respectively. As the number of flows that comprise 
the EF aggregate increases, the mean EF packet delay slightly increases. This effect can 
be rectified by increasing the bandwidth allocation to the EF traffic class as seen in the 
relevant graphs. Furthermore, the mean jitter experienced by individual EF microflows 
increases as the EF flows increase in all scheduling scenarios. Nevertheless, a firm 
conclusion may not be reached for the dependence of the jitter variation on different EF 
subscribed bandwidth allocations (see Figure 3-23, Figure 3-24 and Figure 3-25).
Concluding, PQ was found to be the best performer due to its property of always 
servicing the highest priority queue, thus guaranteeing timely packet delivery. On the
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other hand, WRR exhibits the worst performance compared to the other two scheduling 
disciplines, a fact that is mainly attributed to its round-robin serving fashion. WFQ was 
generally found to be the “intermediate” solution.
3.5 Provision of A ssured Forwarding
The AF PHB group allows a provider DiffServ domain to offer different levels of 
forwarding assurances to IP packets received from a subscriber DiffServ domain. The 
AF PHB provides for the delivery of IP packets in four independent delivery classes, i.e. 
AF classes, where each class is allocated a certain amount of resources, such as buffers 
and bandwidth, in each DiffServ node. Within each AF class, IP packets are marked by 
either the subscriber or the provider DiffServ domain with one of three possible drop 
precedence values. In the case of congestion at a node, the drop precedence of a packet 
determines the relative importance of the packet within the AF class. A congested 
DiffServ node tries to prevent packets with a lower drop precedence value from being 
lost by preferably discarding packets with a higher drop precedence.
Whether the assurance level of an AF class can be supported or not depends on the 
following factors;
• The amount of resources allocated to the AF class
• The current class traffic load
• In the case of congestion, the drop precedence value of the IP packet
The implementation of the AF PHB requires the existence of an active queue 
management mechanism that will be capable of minimising long-term congestion, while 
permitting short-term congestion in order to accommodate traffic bursts.
Each of the four AF classes should have its own queue. The three drop precedences as 
defined in the AF class can be implemented for each queue by using a set of three non­
overlapping REDs, on the same queue. An example implementation of an AF PHB is
illustrated in Figure 3-26.
67
Chapter 3 Traffic Control Mechanisms for Differentiated Services
API
Queuing System
AF 2
Queuing System
AF3
Scheduler
Queuing System
A F 4
Queuing System
Precedence
Handler
Precedence
Handler
Precedence
Handler
Precedence
Handler
Classification
Figure 3-26 Example implementation of an AF PHB.
We will now examine a number of components that play a key role when provisioning 
assured forwarding.
3.5.1 Conformance Checking and Metering Operations
The DiffServ community has favoured two mechanisms to implement the conformity 
check at the DiffServ-capable edge routers. The first is the token bucket (TB) and the 
second is the Time Sliding Window (TSW) -  also known as rate estimator.
The Time Sliding Window algorithm [CLAR97] provides a smooth estimate of the TCP 
sending rate over a defined time period. By measuring the number of bytes in this 
predetermined time window, at each packet arrival, TSW achieves to estimate the 
sending rate at each packet arrival, and to decay, or forget, the past history over time. 
The problem with this approach is its probabilistic marking. TSW will mark some 
packets in-profile and out-of-profile beyond the target rate. It is also possible that in the 
case of constant bit rate sources, these sources may be allowed to transmit at sustained 
rates higher than the contracted rates.
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Figure 3-27 The token bucket principle.
On the other hand, the token bucket mechanism has been extensively investigated in the 
literature, especially in the context of ATM networks. Its use in IP networks has been 
found particularly important for both policing and conformance checking. If it used for 
policing, the token bucket fills with incoming traffic and transmits it with a continuous 
fixed rate (traffic shaping with constant rate). If, on the other hand, it is used for 
conformance checking, the token bucket does not let any traffic pass through it. The 
token bucket is then a control mechanism whose goal is to determine whether the traffic 
arriving at a FIFO queue can be transmitted further on. The principle of the token bucket 
algorithm when used for conformance checking is illustrated in Figure 3-27.
The token bucket is considered as a bucket of capacity b bytes that is replenished at a 
constant rate r. Each token is equivalent to a fixed amount of bytes. Each time a packet 
arrives at the token-bucket-controlled FIFO, it consumes an equivalent number of 
tokens. Provided there are enough tokens in the bucket the packet is considered as in­
profile, otherwise the packet is out-of-profile. The token bucket uses the available 
network resources by allowing flows to burst up to the bucket capacity threshold. A 
correctly configured token bucket, therefore, will allow for the natural burstiness of TCP 
sources. These deterministic properties make the token bucket superior to the TSW.
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Another metering algorithm is the Exponential Weighted Moving Average (EWMA), 
which emulates a low-pass filter operation. Instead of measuring instantaneous values, 
an average value is calculated taking into account past values of the measured variable. 
A gain parameter, or else a weight, determines the impact of the past values in the 
calculation of the average. This algorithm is also found in RED, where it measures the 
average queue occupancy upon which the drop decisions are based.
3.5.2 Marking AF Drop Precedences
According to the definition of the AF PHB group, there should be support for up to three 
drop precedences per AF class. The Two-Rate Three-Color Marker (trTCM) in 
[HEIN99] is a marker applicable to three drop precedences that was proposed as a 
component of the traffic conditioner. The trTCM meters an IP packet stream and marks 
its packets based on two rates, the Peak Information Rate (PIR) and the Committed 
Information Rate (CIR), and on their associated burst sizes, the Peak Burst Size (PBS) 
and the Committed Burst Size (CBS) respectively. A packet is marked red if it exceeds 
the PIR, otherwise it is marked yellow or green depending on whether it exceeds or 
doesn’t exceed the CIR. The two meters of the trTCM use token buckets with 
parameters (CIR, CBS) and (PIR, PBS).
Although this marker is suitable for identifying conforming and non-conforming packets 
and allocating each of them one of three drop precedences according to a given profile, 
it does not address the fairness problem when there are both responsive and non- 
responsive flows competing for the CIR and for any available bandwidth in excess of the 
CIR. This shortcoming is addressed later on in this chapter with the introduction of the 
fair traffic conditioner.
3.5.3 RED with Multiple Drop Precedences
The RIO (RED with In/Out bit) scheme was initially proposed as a basis for providing 
two-tier service differentiation [CLAR98]. Packets from a flow complying with the 
contracted service profile are marked as In, i.e. in-profile, and those packets that do not
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comply are marked as Out, i.e. out-of-profile, thus being assigned one of two drop 
precedences. RIO essentially comprises two REDs: the one used to control the In 
packets, the other the Out packets. The latter is more aggressive than the former as the 
Out packets must be dropped first in case congestion occurs. This should happen so that 
the In packets experience virtually no loss in a well-provisioned network. Although each 
RED in the RIO mechanism is configured with its own set of parameters, the calculation 
of avg_queue for the Out RED is based on the total queue occupancy, in contrast to 
avg_queue of the In RED. The RIO scheme can be extended to support multiple drop 
precedences, in which case it is known as Multiple-RED (MRED) -  RIO is actually 
MRED with two drop precedences.
Drop Probability
0.1
0.05
0.02
Average Queue 
Length (packets)160
Figure 3-28 An example of the drop probability as a function of the average queue 
length in MRED with three drop precedences.
An example of the drop probability as a function of the average queue length in MRED 
with three drop precedences is depicted in Figure 3-28. This variant of MRED is also 
known as non-overlapping MRED.
If we denote the three drop precedences as DPO, DPI and DP2, and Pdpo, Pdpi and Pdp2 
the respective dropping probabilities then Pdpo < Pdpi < Pdp2- Assuming the non­
overlapping MRED of Figure 3-28, we show in Figure 3-29 a FIFO queue and the 
corresponding dropping thresholds.
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Figure 3-29 MRED dropping thresholds.
3.6 Interaction betw een TCP and UDP flows
Multiplexing both responsive and unresponsive flows, such as TCP and UDP flows 
respectively, leads to unfair sharing of the available bandwidth. To date, much effort has 
concentrated on experiments using different methods for mapping TCP and UDP flows 
of the same AF class to the three possible drop precedences of the AF specification. 
Recent studies [GOYA99b][ELL099][SEDI99] have shown that when responsive TCP 
flows share the same AF class with non-responsive UDP ones, there is unfair bandwidth 
distribution for aggregate flows. Given conservative TCP congestion control algorithms 
and the lack of similar control for UDP flows, UDP will tend to dominate the capacity 
available to the AF class, unfairly starving TCP of throughput capacity. The solution 
that has been followed until now is to map the TCP and UDP in-profile and out-of­
profile flows to the three drop precedences of the AF class in a variety of ways. 
Although this approach may somehow protect responsive from unresponsive flows, it 
has not been shown to provide adequate fairness. Moreover, there have been differing 
conclusions as some authors [G0YA99b][ELL099] propose that non-responsive flows 
should be penalised when congestion occurs, while others [SEDD99] propose the use of 
two separate queues, one for each type of flow.
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Fairness is something that should be strived for, within both the subscriber network and 
the core DiffServ network. We argue that this can be achieved by using a fair traffic 
conditioner at the egress of each subscriber network to control the “local” fairness, and a 
fair version of RED, in the core provider network. We will elaborate more on this 
proposal in the next sections.
3.7 The Fair Traffic Conditioner
We will now present a traffic conditioner able to provide fairness between responsive 
and unresponsive flows originating from the same subscriber network, using a Fair Two- 
Rate Three-Color Marker [ANDROO].
The proposed traffic conditioner is capable of providing fairness among responsive and 
unresponsive flows sharing the same AF class and originating from the same subscriber 
network. A simple fair marker is used to control the token distribution from the token 
bucket of the marker to the flows originating from the same subscriber network, in order 
to enforce fairness among them. We further extend this scheme so that the proposed 
implementation is based on the trTCM, where the FRED active buffer management 
algorithm has been employed to provide fair marking. We call this traffic conditioner 
FairTC (Fair Traffic Conditioner). Its fairness capability is based on the use of the 
FRED fair active buffer algorithm to control the token allocation of the token buckets 
residing in the traffic conditioner.
The rationale behind this proposal is to provide fairness among all sources belonging to 
a particular subscriber network, not only for their respective aggregate reserved rate but 
also for any excess bandwidth that may be available. This means that packets originating 
from different sources within a subscriber network, and destined to be coloured either 
green or yellow at the edge router, should be marked in a fair manner. In other words, 
each source should be allocated a fair share of the green and yellow rates. Therefore, all 
green tokens are shared fairly between the sources, the remaining packets, i.e. those not
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marked green, are given fair share of the yellow tokens, and finally all the unmarked 
packets are marked red.
The FairTC is actually composed of two identical parts connected in series, which we 
call FairTC_PIR and FairTC_CIR due to their correspondence to the first and second 
token buckets of the trTCM respectively, as shown in Figure 3-30. It should be noted 
that the architecture of the FairTC__CIR component is internally identical to the 
FairTC_PIR. Associated with each part and each token bucket aie:
A trace queue: which is a queue of records or traces of packets, belonging to active 
flows that have consumed tokens. This queue is emptied with rate PIR or CIR depending 
on the part of the FairTC.
A state table: which contains information on each individual active packet flow as the 
tuple {Flow_ID, n), where Flow_ID uniquely identifies the flow (e.g. is a hash of the 
source IP address and the port number) and n is the number of packets in that flow 
already in the trace queue that have consumed tokens.
We will now show how FairTC works by describing in detail what happens when a 
packet arrives at the edge node.
When a packet belonging to a particular flow arrives at the FairTC_PIR, the FRED 
algorithm uses the contents of the trace queue and the state table to make a decision on 
the packet. If FRED decides not to accept the new packet, the packet is marked red. 
Whether the packet is accepted or not depends on whether the flow to which the packet 
belongs has entirely used up its fair share of tokens or not.
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Figure 3-30 The design of the FairTC architecture.
If the packet is accepted, the token bucket is checked to determine if there are enough 
tokens available for the packet to consume -  the tokens consumed are in proportion to 
the packet’s size. If there are enough tokens available, the packet trace is queued in the 
trace queue. If not enough tokens are available, the packet is considered out-of-profile 
(“failed”), is marked as red, and exits the FairTC. Otherwise, the packet is passed to the 
FairTC_CIR, where the same procedure takes place. The packets “failed” by 
FairTC_CIR are marked yellow and exit, whereas the successful ones are marked green 
and exit.
3.8 The Weighted Aggregate FRED Algorithm
Using the FairTC at the egress of a subscriber network, we achieve to control each 
source transmitting from within this network to access both the guaranteed and the 
excess bandwidth available to this network in a fair manner. FairTC, though, has no 
control over what happens in the DiffServ network and of course at the ingress of the 
network provider, and therefore must be complemented by some mechanism at the 
ingress of the DiffServ domain. Assuming an appropriately provisioned network, the 
rate guaranteed to the subscriber network is expected to be offered even in the case 
where congestion has occurred. For the users of the subscriber network to gain fair -  
compared to other subscriber networks having the right to the same unallocated 
resources -  access to the excess bandwidth a mechanism must exist at the edge of the
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DiffServ domain which -  in addition to the classification to the appropriate PHB that 
happens in any way -  should differentiate among those aggregates whose packets are 
marked yellow or red and originate from different subscriber networks. For this purpose 
we propose the use of a modified version of FRED, which we call Aggregate FRED or 
AFRED. AFRED exploits FRED’s flow identification and minimum per-flow buffer 
allocation property as well as RED’s intelligent dropping algorithm to provide a fair 
bandwidth share to all competing aggregates. Consequently, instead of using per-active- 
flow accounting, as is normally the case in FRED, we use per-active-aggregate 
accounting, where each aggregate originates from each subscriber network. Each such 
aggregate is guaranteed that in case of short-term congestion it will be allocated its 
proportional share of the buffer compared to all other aggregate flows which have 
packets backlogged in the buffer.
Below we present the pseudo-code, which describes the AFRED algorithm.
Constants:
Wq = 0.002;
minth -  MIN ( b u f f e r  s i z e  /  4 ,  RTT) ; 
maxth = 2*minth ;
maXp = 0.02;
Global Variables:
g: c u r r e n t  q u e u e  s i z e ;  
time: c u r r e n t  r e a l  t i m e ;  
avg: a v e r a g e  q u e u e  s i z e ;
count: n u m b e r  o f  p a c k e t s  s i n c e  l a s t  d r o p ;  
avgcg: a v e r a g e  p e r - f l o w  q u e u e  s i z e ;
Per-source aggregate Variables:
qleui : n u m b e r  o f  p a c k e t s  b u f f e r e d ;
Mi : w e i g h t  o f  f l o w  i  e q u a l  t o  CIRi /  X  ClRi
Mapping functions:
conn(P): c o n n e c t i o n  i d  o f  p a c k e t  P;  
f(tim e):  l i n e a r  f u n c t i o n  o f  t i m e ;
76
Chapter 3 Traffic Control Mechanisms for Differentiated Services
f o r  e a c h  a r r i v i n g  p a c k e t  P :
i f  f l o w  1 = conn(P) h a s  n o  s t a t e  t a b l e  
glerti  = 0 ; 
i f  q u e u e  i s  e m p t y
c a l c u l a t e  a v e r a g e  o [ u e u e  l e n g t h  a v g  
i f  {avg > -  maXth ) {
d r o p  p a c k e t  P;  
r e t u r n ;
}
o p e r a t e  i n  r a n d o m ,  d r o p  m o d e  :
i f  (minth < =  a v g  < maxth ) { 
count = count + 1 ;  
i f  ( g l e u i  > avgcq) {
c a l c u l a t e  p r o b a b i l i t y  Pa :
Pjb = maXp (avg-minth ) / (maxth -minth ) ;
Pa = Pb / (1  “ count * Pb ) i 
w i t h  p r o b a b i l i t y  p g  : 
d r o p  p a c k e t  P ;  
count = 0 ;  
r e t u r n ;
}
} e l s e  i f  ( a v g  < minth ) {
n o  d r o p  m o d e  : 
count = - 1 ;
} e l s e  {
d r o p - t a i l  m o d e :  
count = 0 ;  
d r o p  p a c k e t  P ;  
r e t u r n ;
}
i f  ( q l e n i  = =  0 )
i \ 7 a c t i v e + + ;  
c a l c u l a t e  a v e r a g e  q u e u e  l e n g t h  
a c c e p t  p a c k e t  P ;
f o r  e a c h  d e p a r t i n g  p a c k e t  P :
c a l c u l a t e  a v e r a g e  q u e u e  l e n g t h  
i f  ( q l e n i  = = 0 )  {
Nactive--}
d e l e t e  s t a t e  t a b l e  f o r  f l o w  i ;
}
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c a l c u l a t e  a v e r a g e  q u e u e  l e n g t h :  
i f  ( q  I I p a c k e t  d e p a r t e d )
avg = {1-Wg)*avg + Wg*q; 
e l s e  {
m = f ( t i m e  -  q _ t i m e ) ; 
avg = (l-Wg)m * avg; 
q_time - time;
}
i f  (Nactive)
a v g c q  =  a v g  * Wi;
e l s e
avgcq = MAX ( a v g ,  1 }  ; 
i f  (q == 0 StSc p a c k e t  d e p a r t e d )  
q time = time;
AFRED is highly scalable since the computational overhead is low and the state 
maintained at each router does not increase with the number of application microflows 
but with the number of active subscriber aggregates. This state consists of only the IP 
address of the originating network -  actually only the network part of the IP address is 
required -  and the number of its packets awaiting transmission in the router’s buffer. If 
for example we consider that an IP address is 32 bits long and that at a particular time 
there cannot be more than 256 packets -  which is rather optimistic in today’s numbers -  
from a single subscriber network queued in a router, the required buffer space to store 
the state of each active aggregate has a maximum of 40 bits or 5 bytes. This means that 
if one million aggregates were to traverse the router, a maximum of 5 MB is required to 
store the overall state, which is inexpensive to deploy in today’s Internet routers.
In view of the fact that we are interested in three drop precedences as is the case for an 
AF class, we want an equivalent mechanism to the non-overlapping MRED but which 
also provides the added fairness capability of AFRED. For this purpose, we propose a 
scheme called Weighted Aggregate FRED (WAFRED), which can be described as 
follows:
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WAFRED:
{
f o r  e a c h  a r r i v i n g  g r e e n / D P O  p a c k e t  P:  
p e r f o r m  AFRED;
/ *  a v g = f ( D P O )  * /  
f o r  e a c h  a r r i v i n g  y e l l o w / D P l  p a c k e t  P; 
p e r f o r m  AFRED;
/ *  a v g = f ( D P O , D P I )  * /  
f o r  e a c h  a r r i v i n g  r e d / D P 2  p a c k e t  P : 
p e r f o r m  AFRED;
/ *  a v g = f ( D P O , D P I , D P 2 ) * /
}
For each arriving green packet the AFRED algorithm is executed, and the average queue 
occupancy avg is calculated based on the green packet occupancy only. When yellow 
packets ai'rive at the queue AFRED is executed but this time avg takes into account both 
green and yellow packets occupancy. Finally, when red packets arrive AFRED performs 
the avg calculation based on the total queue occupancy.
In the remaining sections, we will use simulations to show how by combining FairTC 
and WAFRED we can provide an assured service while at the same time guaranteeing 
fair allocation of excess bandwidth.
3.9 Sim ulations and Resu lts
3.9.1 Simulation Configuration
In order to study the performance of the FairTC, simulations were conducted using the 
topology shown in Figure 3-31. We test the effectiveness of the FairTC and also 
demonstrate the advantage of using WAFRED at the ingress router of a DiffServ- 
capable network. The simulation configuration parameters are listed in Table 3-1.
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Figure 3-31 Simulation network topology.
Four switched LANs, comprising infinite Reno TCP and UDP sources, as shown in 
Figure 3-31, perform unidirectional data transmissions across the bottleneck link (Rl- 
R2) to the corresponding destination LANs. Only TCP ACKs are sent in the opposite 
direction, for which it is assumed that there is no loss. Each LAN is connected through 
an edge router to the border router R1 and has different CIR and PIR. Every edge router 
includes either a vanilla Traffic Conditioner or our FairTC depending on the test 
scenario under consideration. Border Router R1 is equipped with either MRED or 
WAFRED depending on the test scenario. Each source starts transmitting at a random 
time t, where 0 < t < 5 sec, so that we avoid possible synchronisation and phase effects 
[FLOY92], which can affect the accuracy of our results. The total simulation run time is 
100 seconds and the results from the first 20 seconds are not taken into account for the 
calculation of mean values, in order to allow the simulation to stabilise.
We used a wide range of sets of parameters in our simulations. The results from most of 
these different sets were similar to the ones obtained from the configuration parameters 
listed in Table 3-1.
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Table 3-1 Typical simulation assumptions and system parameters.
Parameter Value
TCP MSS 512 bytes
LAN Capacity 10 Mbit/s
LAN Propagation Delay 0.1 msec
Access Link Capacity 50 Mbit/s
Edge-to-Network Propagation Delay 1 msec
Bottleneck Link Capacity 1.25 Mbit/s
Bottleneck Link Propagation Delay 10 msec
Border Router R1 Buffer Size 300 packets
CIR (1,2,3,4) 64, 128, 256, 512 kbit/s
trTCM (1,2,3,4) CBS (1,2,3,4) 5 Kbytes
PIR (1,2,3,4) 2*CIR (1,2,3,4)
PBS (1,2,3,4) 5 Kbytes
DP 0 min_th 64 packets
DP 0 max_th 128 packets
DP 0 max Pb 0.02
DP 1 min_th 32 packets
MRED/ DP 1 max_th 64 packets
WAFRED DP 1 max Pb 0.25
DP 2 min_th 16 packets
DP 2 max_th 32 packets
DP 2 max Pb 0.5
Weight_q 0.002
In order to evaluate the performance of the FairTC, we ran simulation experiments 
according to the following test scenarios:
• trTCM in edge routers and MRED at the border.
• FairTC in edge routers and MRED at the border.
• FairTC in edge routers and WAFRED at the border.
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The particular combination of scenarios was selected in order to show the contribution 
of each proposed mechanism to the overall performance. The first scenario constitutes 
the typical scenario used in the literature and is used as a reference. The second scenario 
aims to demonstrate the impact of FairTC on the performance of individual microflows 
when the reserved bandwidth is shared between TCP and UDP traffic. The second 
scenario is also used to prove that a mechanism is required at the ingress in order to 
ensure fair sharing of the excess bandwidth. Finally, the third scenario shows the 
performance enhancements when both of the proposed mechanisms are utilised.
In the topology used for our simulations, each AFRED -  which is part of WAFRED -  in 
router R1 (i.e. one for each drop precedence) will see four aggregate flows in total and 
will try to allocate them fairly in the buffer according to the original AFRED algorithm.
3.9.2 Simulation Results and Analysis
In this section, we present and discuss the results obtained from the simulation 
experiments described in the previous section.
To evaluate fairness between the traffic sources of a specific LAN as well as between 
the aggregate throughputs between the LANs themselves, we use the fairness index 
formula [JAIN91]. Given a system shared by A users, let 7) be the target allocation for 
the f '’ user while A/ is the actual allocation by the system. If x/ is the relative allocation 
Ai/Ti for every user then a totally fair system would allocate resources so that all Xj’s are 
equal to 1. Hence, the fairness index measures the “equality” of the resource allocation 
to the users and, if not equal, it tells how far the allocation is from equality. The fairness 
index is described by the following formula:
(i-,T
F / = ^ ^
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where FI is the fairness index (0 < F /<  1). The closer the fairness index is to 1, the 
fairer the bandwidth distribution between sources. As the disparity increases, fairness 
decreases and tends to zero.
In the figures that follow, we show the results for some of the LANs for representative 
cases. For the remaining LANs the results are similar, according to their respective CIR 
and PIR parameters.
Figure 3-32 depicts the mean TCP and UDP throughputs for both green and yellow 
packets within LAN 4 in the case of the three test scenarios. It can be seen that in the 
trTCM/MRED scenario the TCPs do not manage to get any of the bandwidth available 
to their LAN. Since there is no mechanism to “colour” the IP packets in that LAN in a 
fair way, UDP takes all of the subscribed bandwidth. In addition, UDP grabs some of the 
yellow capacity available for the other LANs meaning that LAN 4 gets more than its fair 
share. In the FairTC/MRED scenario, the situation is clearly improved for the case of the 
green packets, as the TCPs manage to achieve their respective committed rates. 
Nevertheless, the problem still exists with the excess traffic available to the LAN since 
UDP again accomplishes to get most of its yellow packets through the core network at 
the disadvantage of the TCPs. In the third scenario, FairTC/WAFRED, however, all 
LAN 4 sources obtain their fair share of the subscribed bandwidth due to the fair 
marking induced by the FairTC and the fair treatment of the aggregates by WAFRED. 
Moreover, all LANs share the link capacity in proportion to their CIRs.
The fairness results for LAN 4 follow a similar behaviour as can be seen in Figure 3-33. 
In the first scenario the fairness index takes its minimum value, i.e. 0.25, since all TCP 
have zero throughput, while it increases drastically when FairTC and WAFRED are 
added to the edge router and border router respectively. Especially, in the last scenario, 
fairness for the “green” flows is almost one, and the “yellow” flows approximate 0.90.
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Figure 3-35 Throughputs for LAN 4 sources in the FairTC/WAFRED scenario.
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Figure 3-36 Bandwidth allocation among the four LANs in the 
FairTC/WAFRED scenario.
It is also interesting to observe in more detail the throughput performance with time of 
the individual flows in two separate cases. In the case of LAN 3 (see Figure 3-34) where 
only TCP sources exist, on average the TCPs have the same mean throughput. 
Moreover, it can be seen in Figure 3-35, that the TCPs and the UDP converge to 
approximately the same throughput values very quickly.
3.9.3 Discussion
In the first scenario, where trTCM was used together with MRED, each LAN managed 
to achieve its C/i? and share the remaining bandwidth fairly, but the total bandwidth of 
the bottleneck link was occupied by UDP traffic originating from the LANs. This was 
expected, as the UDP sources in our simulations are non-responsive, and will therefore 
overtake the TCP sources, which back off after their packets are dropped and thus are 
never able to increase their throughput to the desired level.
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In the second scenario, where FairTC is introduced in the edge routers, the CIR for each 
LAN is achieved and is more fairly shared between the competing TCP and UDF 
sources than in the first scenario. On the other hand, the excess bandwidth is not shared 
well between the TCP and UDP sources, though the TCPs manage to have much higher 
throughput than the zero throughput of the previous scenario.
The results from the third scenario prove the utility of the proposed scheme. The 
combination of FairTC in the edge routers and WAFRED in the border node not only 
provides both TCP and UDP sources much fairer access to the assured bandwidth, but 
also provides fairer access to the excess bandwidth. As can be seen in Figure 3-36, the 
bandwidth allocation among the four LANs in the FairTC/WAFRED scenario is as 
desired. The four LANs achieve their target throughput (i.e. assured bandwidth) and 
share as much of the available excess bandwidth is allowed by their assigned peak rates.
3.10 Summary
In this chapter, we looked into ways to provide DiffServ considering a number of 
different traffic control mechanisms.
We demonstrated how the PQ, WRR and WFQ disciplines can be used to provide an 
EF-based service. We used simulations to show quantitatively the worst-case effect of 
each discipline on the delay and jitter seen by individual microflows, which are part of 
an EF aggregate. The conclusion, as one might expect, is that PQ is the best mechanism 
to provide expedited forwarding to delay sensitive applications. PQ provides lower 
values for the mean delay and jitter outperforming WRR and WFQ. The main drawback 
of PQ is that careful admission control and policing should take place in order to avoid 
possible starvation of lower class aggregates. In general, WRR was found to be the 
worst performer among the three disciplines a fact that is attributed to the round robin 
control logic. Since all queues are served sequentially according to their preset weights, 
the delay will increase the more the queues. A fact that also plays an important role in 
the way WRR behaves is the service-to-arrival ratio. The smaller this ratio, the higher
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the jitter an EF flow will experience. Nevertheless, the packet size was found to affect 
the performance of WFQ. Due to the dependence of the fact that the WFQ algorithm 
takes into account the packet size, the mean delay experienced by packets of an EF flow 
increases in direct proportion to the packet size.
Finally, we presented the FairTC traffic conditioner, and examined it in the scenario of a 
DiffServ-capable service provider’s border node handling ingress traffic from subscriber 
networks subscribed to an Assured Forwarding service provided by the service provider. 
Our simulations have shown that FairTC, when combined with the proposed WAFRED 
active buffer management mechanism at the border of the DiffServ domain, is capable 
not only of enabling the subscriber networks to achieve their committed rate, but also of 
providing fair access to reserved and available excess unreserved bandwidth for multiple 
hosts within each subscriber network.
4. Mapping Differentiated Services 
PHBs to ATM Service Classes
4.1 Introduction
Today, a large portion of best-effort IP traffic is carried over ATM backbone networks. 
It is foreseen that in the near future, a move towards the provision of IP QoS in the 
Internet will take place without being necessarily followed by a replacement of the ATM 
infrastructure. This transition will further require the definition of new service mappings 
between IP and ATM QoS. As the differentiated services framework seems to be the 
most promising IP QoS approach especially for wide-area networks, there is an 
increasing demand to find an efficient solution for mapping DiffServ to the existing 
ATM QoS classes.
In this chapter, we propose possible approaches to map the EF, AF and Default PHBs 
onto ATM Service classes. Specifically for AF, we carry out a survey of possible GFR 
implementations and we propose and show with simulations that the Guaranteed Frame 
Rate (GFR) service category can be used to provide an assured service. A number of 
changes that need to be done in order for DiffServ and ATM to interoperate are also 
described. Signalling aspects are not taken into account.
4.2 Overview of ATM
Asynchronous Transfer Mode was chosen as the transport technology for the broadband 
integrated services digital network (B-ISDN). ATM is a connection-oriented switching
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technology utilising statistical multiplexing of fixed-size (53 bytes long) packets, known 
as cells. ATM was originally designed as a Wide Area Network (WAN) backbone 
technology offering traffic integration of almost all communication types including 
voice, video, and data transfer.
ATM has been conceived as a multi-service technology. The introduction of new service 
categories within the ATM layer makes ATM suitable for a virtually unlimited range of 
applications. By using these capabilities as service building blocks, in relationship with 
ATM VPCs or VCCs, users have flexible access to the network resources and can 
achieve a satisfactory compromise between performance and cost. ATM provides the 
Constant Bit Rate (CBR), real-time Variable Bit Rate (rt-VBR), non-real-time Variable 
Bit Rate (nrt-VBR), Available Bit Rate (ABR), Guaranteed Frame Rate (GFR) and 
Unspecified Bit Rate (UBR) service categories in order to support applications with a 
wide variety of requirements. These services differ significantly in terms of their 
characteristics and QoS requirements. CBR and rt-VBR are intended for real-time 
applications, while nrt-VBR, ABR and UBR are intended for non-real-time applications 
[ATMF96a]. Precisely defined guarantees for the bit rate, delay and the cell loss are 
provided by the CBR and rt-VBR services while less strict requirements are provided by 
the ABR and nrt-VBR services. The UBR service category does not provide any QoS 
guarantees. GFR is a major enhancement to UBR and has been elected as a new ATM 
service category [ATMF99]. Nevertheless, GFR differs considerably from UBR in that it 
provides minimum bandwidth guarantees, whereas UBR does not. Moreover, since 
TCP/IP applications fail to specify the traffic parameters, which are needed by most of 
the ATM services, they tend to use the UBR service. The latter does not provide any 
rate, cell loss ratio (CLR) or delay variation guarantees and can thus be characterised as 
a “best effort” service.
The service categories relate characteristics and QoS requirements to the underlying 
network behaviour. The traffic parameters, which describe the characteristics of the 
traffic being transported, are the Peak Cell Rate (PCR), Cell Delay Variation Tolerance
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(CDVT), Sustainable Cell Rate (SCR), Maximum Burst Size (MBS), Maximum Frame 
Size (MFS) and Minimum Cell Rate (MCR). The QoS parameters than define the 
service level expected by the connection are the peak-to-peak Cell Delay Variation 
(peak-to-peak CDV), maximum Cell Transfer Delay (maxCTD) and Cell Loss Ratio 
(CLR) [ATMF4.1].
In the following sections, we describe the ATM service categories in more detail, giving 
more emphasis on GFR as it will be used to demonstrate how it can support AF.
4.2.1 The Constant Bit Rate Service Category
The CBR service category is used by connections that request a fixed -  static -  amount 
of bandwidth, characterised by a Peak Cell rate (PCR) value that is continuously 
available during the connection lifetime. The source may emit cells at or below the PCR 
at any time and for any duration. This category is intended for real-time applications, 
i.e., those requiring tightly constrained CTD and CTDV, but is not restricted to these 
applications. The basic commitment made by the network is that once the connection is 
established, the negotiated QoS is assured to all cells conforming to the relevant 
conformance tests. It is assumed that cells, which are delayed beyond the value specified 
by CTD may be of significantly less value to the application.
4.2.2 The Real-Time Variable Bit Rate Service Category
The real-time VBR service category is intended for time-sensitive applications, i.e. those 
requiring tightly constrained delay and delay variation, as would be appropriate for voice 
and video applications. Sources are expected to transmit at a rate, which varies with 
time. Equivalently, the source can be described as “bursty”. Traffic parameters are Peak 
Cell Rate (PCR), Sustainable Cell Rate (SCR) and Maximum Burst Size (MBS). Cells, 
which are delayed beyond the value specified by CTD are assumed to be of significantly 
less value to the application. Real-time VBR service may support statistical multiplexing 
of real-time sources.
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4.2.3 The Non-Real-Time Variable Bit Rate Service Category
The non-real time VBR service category is intended for applications, which have bursty 
traffic characteristics and do not have tight constraints on delay and delay variation. As 
for rt-VBR, traffic parameters are PCR, SCR and MBS. For those cells, which are 
transferred within the traffic contract, the application expects a low Cell Loss Ratio 
(CLR). For all cells, it expects a bound on the Cell Transfer Delay (CTD). Non-real time 
VBR may support statistical multiplexing of connections.
4.2.4 The Available Bit Rate Service Category
The Available Bit Rate (ABR) is a service category intended for sources having the 
ability to reduce or increase their information rate if the network requires them to do so; 
this allows them to exploit the changes in the ATM layer transfer characteristics 
subsequent to connection establishment. ABR is also intended for applications whose 
requirements can be expressed as ranges of acceptable values, e.g., a maximum and a 
minimum, rather than as an average value, as is typical for the VBR category. The 
parameters used in ABR to define this range are designated as the Peak Cell Rate (PCR) 
and the Minimum Cell Rate (MCR), respectively. A flow control mechanism is also 
specified which supports several types of feedback to control the source rate. In 
particular, a closed-loop feedback control protocol using Resource Management (RM) 
cells has been specified in a rate-based framework. Although no specific QoS parameter 
is negotiated with the ABR it is expected that an end-system that adapts its traffic in 
accordance with the feedback will experience a low Cell Loss Ratio (CLR) and obtain a 
fair share of the available bandwidth according to a network specific allocation policy.
4.2.5 The Unspecified Bit Rate Service Category
The Unspecified Bit Rate (UBR) service category is a “best effort” service intended for 
non-critical applications, which do not require tightly constrained delay and delay 
variation or a specified quality of service. The UBR service category does not offer any 
service guarantees to the end-system applications that use it. These applications are
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allowed to send any amount of data, but the network does not provide any guarantees for 
the cell loss ratio or for the delay variation that the traffic might experience. UBR is, 
therefore, used for non-real-time or elastic applications, such as TCP/IP-based file 
transfer, which do not require any tightly constrained delay or delay variation.
UBR does not mandate any congestion-control mechanisms. These may be performed by 
higher layers (e.g. the TCP layer) at the end systems. The ATM switches will discard 
cells when their buffers overflow. The absence of network-based congestion control can 
therefore lead to poor performance for the applications.
To improve performance, many discard policies have been proposed. The Early Packet 
Discard (EPD) policy is generally considered the most efficient. If congestion occurs at 
the ATM switch, the EPD policy drops complete IP packets instead of individual cells or 
partial packets, as does the Partial Packet Discard (PPD) policy [ROMA95]. As a result, 
the number of incomplete IP packets^ that are transported over the network is minimised 
and better network utilisation is consequently achieved. The EPD mechanism uses a 
static threshold R that is less than the buffer size. When mild congestion occurs, i.e. the 
buffer occupancy BO exceeds the threshold R, all the cells from newly arriving packets 
are dropped. The cells that belong to partially received packets are held for switching as 
long as there is enough space in the buffer, as illustrated in Figure 4-1.
The UBR service is used extensively by TCP/IP-based applications. However, the 
absence of network congestion control mechanisms leads TCP/IP applications to 
experience low performance and high unfairness when congestion occurs. Simulations 
have shown that EPD can improve the efficiency of TCP but not its fairness to different 
connections [GOYA97a].
Each IP packet corresponds to one AAL5 PDU/fiame.
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BO
Tail o f CLP=0+1 CLP=0+1
BO: Buffer Occupancy
CLP: Cell Loss Priority
R: EPD threshold
S: Scheduler
Figure 4-1 The EPD buffer policy.
4.2.6 The Guaranteed Frame Rate Service Category
The Guaranteed Frame Rate (GFR) service category [GUBR97][ATMF99] is designed 
to provide, with high probability, packet or frame-based applications (e.g. TCP traffic) 
with a minimum guaranteed cell rate through an ATM network. A key assumption is 
that the frame length does not exceed a Maximum Frame Size (MFS) in a burst that 
does not exceed a Maximum Burst Size (MBS) [GUER97] [ATMF99]. The GFR service 
also allows the user to send traffic in excess of the agreed minimum cell rate (MCR) -  
strictly less than the Peak Cell Rate (PCR) -  and the associated MBS, but the excess 
traffic will only be delivered within the limit of available resources.
GFR service guarantees are based around AAL5 frames and under congestion the 
network aims to discard complete frames, a function known as Frame Discard 
[ATMF99], instead of discarding arbitrary cells. However, in case an incomplete frame 
is delivered by the network, the last cell of that frame should also be delivered to 
indicate the end of the frame. Frame delineation inside the network takes place at every 
ATM switch by detecting the AAL5 PDU boundaries. The detection is done by 
examining a particular bit in the payload type (PT) field of each cell header. All the cells
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of the same frame have this bit set to 0 except from the last cell, which has its bit set to 1 
to indicate the end of the frame.
Apart from the minimum cell rate guarantees, VCs using the GFR service are expected 
to be able to use fairly any additional bandwidth left over from higher-priority services. 
In other words, if the end system sends frames at a cell rate less than or equal to the 
minimum guaranteed cell rate, then all the frames are expected to be delivered at the 
receiving end with minimum loss. If the end system sends frames at a cell rate higher 
than the guaranteed cell rate, then the receiving end should receive at least the minimum 
cell rate. Excess traffic will be delivered within the limits of available resources in a 
best-effort manner. Moreover, the service specifies that the excess traffic from each user 
should receive a fair share of the unused network bandwidth. From the network point of 
view, supporting the GFR service demands that the network must be capable of 
supporting a minimum cell rate for all existing connections and under all possible 
conditions. The network should treat identical connections, i.e. connections with the 
same QoS requirements and traffic contract, in the same way and provide similar final 
service (fairness).
As with the other ATM service categories, a traffic contract must be specified for a GFR 
connection. The GFR traffic contract is composed of four parameters:
Minimum Cell Rate (MCR) and associated CDVTmcr : The minimum cell rate agreed 
between the end systems and the network for a specific ATM connection.
Peak Cell Rate (PCR) and associated CDVTpcr : The upper bound on the cell rate, at 
which traffic can be submitted on an ATM VC.
Maximum Frame Size (MFS) : The maximum AAL5 frame size in cells.
Maximum Burst Size (MBS) : The maximum number of cells that may arrive at a rate 
equal to the PCR.
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The Cell Delay Variation Tolerance (CDVT) is the measure of departure from exact 
periodicity of cell arrival on a specific ATM VC.
The PCR, MCR, MBS and MFS parameters, together with the CDVT, are defined at the 
time of subscription of a permanent connection or, in the case of switched connections, 
they are carried in an ATM traffic descriptor field of the SETUP message at connection 
control, via ATM signalling [ATMF96b]. The calling user has the options to negotiate 
the above parameters with the network, to use default values and even to define 
minimum acceptable values, which can be used by the network during the call 
establishment procedures in the case where the requested traffic contract cannot be 
satisfied. The CDVT may be chosen by the network and it takes into account any 
perturbation that may affect the conformance of the traffic to its traffic contract, e.g. cell 
multiplexing occurring at end systems.
Formally, the minimum guaranteed bandwidth is specified by F-GCRA(T, f) (Frame- 
based Generic Cell Rate Algorithm) with parameters T = X/MCR and tolerance/>RT +
CDVTmcr where the Burst Tolerance BT is BT = {MBS - 1) (  1 1 TheMCR PCR
F-GCRA is actually an adaptation of the GCRA that is used with VBR, so that eligible 
or not eligible frames can be declared for minimum bandwidth guarantees. For more 
information on F-GCRA, the reader is referred to [ANDR99a].
The requested GFR guarantees are associated directly with the MCR, MBS and MFS 
parameters, which can be very easily determined, provided the traffic source 
characteristics are known. However, the end system needs to be aware of the existence 
of the underlying ATM network in order to request an ATM VC connection with GFR 
capability. It is likely that a GFR service user may not be able to specify the traffic 
source characteristics, which are necessary to define the above parameters. In that case, 
using default values for the MCR and MBS, or choosing, based on heuristics, the values 
of the basic parameters corresponding to the traffic source characteristics, is an 
important research issue [LEE98][HELL98]. When the GFR service is used particularly
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for LAN or router interconnection via an ATM infrastructure, then the LAN edge 
devices at the User-Network Interface (UNI) is the only equipment that needs to 
“understand” GFR. This is illustrated in Figure 4-2.
UNI
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dev ice
ATM
sw itch
ATM
sw itch3C
— 1  G FR -aw are
ZXZ e n d -sy ste m
=—  dev iceLAN
ATM
N etw ork
UNI
Figure 4-2 Location of GFR-aware edge devices.
4.3 Differentiated Serv ices and ATM Interworking
ATM’s widespread deployment in Internet backbones highlights the importance of the 
provision for IP traffic management over ATM. Differentiated Services are seen as the 
most promising scheme for providing QoS to aggregates of IP traffic flows that traverse 
large WANs. The dominance of ATM in today’s WAN backbones makes it necessary to 
find ways for the interworking between ATM and DiffServ.
A major difference between DiffServ and ATM is that the former does not specify any 
service, something which is left to the service provider, but only supplies the supporting 
traffic conditioning and PHBs from which a new service can be created, whereas the 
latter standardises a service at the user-network interface (UNI) while allowing for 
adjustments of a well-known set of defined traffic parameters.
Essentially, the DiffServ architecture can be viewed as having three basic requirements 
from the underlying ATM network.
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First of all, it is necessary to mark the drop precedence of all the cells constituting each 
IP packet -  actually all cells of an IP packet constitute an AAL5 frame in ATM 
terminology -  according to the corresponding PHB. Marking only part of the AAL 
frame will lead to degraded throughput behaviour and to a QoS performance, which will 
not adhere to the requested SLS. It is, therefore, essential that the marking of cells 
happens at frame level.
A second basic requirement is to allow for the configuration of a minimum cell rate 
control for both the EF and AF PHBs. This is especially true for EF-based services since 
such configuration will ensure a well-defined minimum departure rate for an EF 
aggregate.
Another important requirement is the use of active queue management mechanisms in 
the routers. Particularly, the AF PHB requires RED-like algorithms to be employed in 
queue management. However, performing active queue management on individual cells 
does not have the expected outcome, but on the contrary leads to major degradation in 
the performance of TCP traffic flows. In [ROMA95] it was demonstrated that even 
relatively small cell loss rates can cause disastrous performance degradation at the IP 
packet level since a loss of just one cell can lead to the corruption of a whole packet. 
EPD was then proposed to solve this problem. Evidently, it is desirable that queue 
management decisions are performed on frames and not on individual cells.
Our goal is to match DiffServ PHBs to ATM service categories so that the requirements 
of the DiffServ PHBs are satisfied using a minimum set of resources in an ATM 
network. In other words, to fulfil DiffServ QoS requirements, the underlying ATM 
connection should provide at least the same QoS as the aggregate transmitted over it.
ATM Forum has been following the service mapping approach, where each service 
deriving from the EF and AF classes is mapped accordingly to ATM service classes 
[ATMFOO]. This approach has the disadvantage that each time a new DiffServ service is
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defined a new mapping to a corresponding ATM service class with the appropriate 
traffic parameters have to be determined.
We propose that the DiffServ PHBs are mapped to existing ATM service classes leading 
to a simplification of the mapping process. We thus simplify the mapping procedure by 
having a one-to-one correspondence between DiffServ and ATM, i.e. map EF and AF to 
the appropriate ATM service classes. We should note here that ATM connection 
admission control (CAC) and address mappings are not considered in our study.
Taking into account the characteristics of the ATM service classes and the DiffServ 
PHBs, we propose the mappings, which are shown in Table 4-1.
Table 4-1 Proposed mappings between DiffServ PHBs and ATM.
DiffServ PHB ATM Service Class
EF CBR
AF GFR
DE UBR, GFR
We will now discuss in more detail how these DiffServ PHBs to ATM mappings can be 
achieved.
4.4 Mapping Expedited Forwarding to ATM
According to its definition, the EF PHB exhibits a forwarding treatment for a particular 
differentiated services aggregate where the departure rate of the aggregate’s packets 
from any DS-compliant node must equal or exceed a configurable rate.
EF-based services aim at delivering IP packets not exceeding a maximum size, with low 
loss and latency, while also performing shaping at a peak rate at the network boundaries. 
If packets entering a DiffServ domain exceed this peak rate they are dropped and are not 
forwarded.
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CBR demonstrates a very similar behaviour, since it is characterised by a PCR and 
shaping takes place at the network boundary. Using CBR for supporting EF is a rather 
straightforward process. The PCR for the cell stream corresponds to a value slightly 
higher than the peak rate of the EF^. The CLP value does not play any role since any 
packet that does not conform to the traffic contract will be discarded at the network 
boundary.
4.5 Mapping A ssured Forwarding to  ATM
The assured service class is targeted to the subscriber who requires the assurance of a 
minimum average throughput even during periods of congestion. Any unused bandwidth 
should be shared fairly among all active flows.
GFR provides the user with a similar service to the AF service. GFR allows a minimum 
guaranteed bandwidth to be associated with each virtual channel connection, under the 
assumption of a maximum frame size. Given a minimum cell rate, namely MCR, a user 
transmitting frames of size less or equal to the specified maximum frame size, will be 
allowed to send traffic at least at the MCR. Moreover, according to the GFR service, the 
user may send frames in excess of the MCR within the limits of the fair share of the 
available bandwidth left over from higher priority connections.
As in DiffServ we are dealing with aggregates, which traverse the core network, and not 
with single flows, it is clear that each ATM VC will contain multiple flows originating 
from multiple traffic sources. Consequently, the MCR of GFR should equal the sum of 
the target packet-level rates of each source comprising the aggregate xy, i.e. MCR is 
equal to the minimum bandwidth allocated to AFxy. The PCR should equal the total 
bandwidth available to AFxy and the MBS the equivalent maximum burst size of the 
assured service. The MFS should be equal to the IP MTU.
This peak rate corresponds to the aggregate EF traffic at the edge of the DiffServ network.
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4.5.1 Marking Considerations
The AF PHB offers up to four different levels of assurance, or AF classes, and within 
each AF class the user’s IP packets can be marked with three levels of loss precedence.
The mapping of each AF class to ATM can be achieved by using dedicated ATM VC 
connections per AF class and prioritising each VC according to the priority of the AF 
class as illustrated in Table 4-2.
Table 4-2 Proposed mapping between AF classes and ATM VCs.
VCl AFlx Class 1
VC2 -> AF2x Class 2
VC3 AF3x Class 3
VC4 -> AF4x Class 4
A problem exists when trying to map the three drop precedences in each AF class to 
ATM. An ATM cell has only two drop priorities, i.e. CLP=0 and CLP=1, and it is 
therefore not possible to have a one-to-one mapping between the DSCP field and the 
CLP field. This problem can be alleviated if the ATM tagging functionality is used to 
support two different AF levels within each class since the two CLP values restrict each 
AF class to only two drop precedences. This mapping is depicted in Table 4-3.
Table 4-3 Proposed mapping between AF drop precedences and ATM.
CLP = 0 - -> AFxl
CLP=1 - -> AFx2 (/AFx3)
A possible problem with a two-class mapping may arise if a VC originating for a 
subscriber network carries both responsive and unresponsive traffic. As shown in the 
previous chapter, it is possible that UDP traffic consumes bandwidth that belongs to the 
TCP connections sharing the same VC. In such a case, we propose that the Fair Traffic
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conditioner with two drop precedences is used at the edge of the subscriber network. All 
in-profile packets are mapped to AFxl, i.e. CLP=0, whereas all out-of-profile -  either 
TCP or UDP packets -  are mapped to AFx2, i.e. CLP=1. The impact of this mapping to 
the performance of AF will be elaborated later in this chapter.
4.6 Mapping Best-Effort to ATM
The mapping of the Default PHB is the easiest to achieve since it includes only one class 
with no drop precedences. The DE PHB targets the best-effort traffic currently 
dominating the Internet.
As stated earlier there are two possibilities for realising the particular mapping. The first 
one is to use the UBR service category, which is actually the closest equivalent of the IP 
best-effort service in ATM. In this case, all UBR traffic will be serviced whenever there 
is bandwidth left over from higher-priority classes. A second possibility is to use GFR. 
If MCR is set to zero then the result will be the same as if UBR had been used. 
However, the advantage of using GFR together with a non-zero MCR allows a provider 
to guarantees minimum bandwidth to best-effort traffic. This way traffic marked for the 
DE PHB will not be starved from higher-priority traffic.
4.7 Methods for Supporting Rate G uarantees in ATM Networks
Before we go into the details of potential GFR implementations for supporting the AF 
PHB, we will discuss more generally how it is possible to provide rate guarantees in 
ATM networks.
Similarly to IP networks, in ATM networks three basic approaches can be used to 
provide network-level QoS to applications and to enable a number of users to efficiently 
use and fairly share the available network bandwidth. These are the following:
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• Policing
• Buffer Management
• Scheduling
Various combinations of these methods can lead to a wide spectrum of possible GFR 
implementations. In the following subsections, we will briefly describe these methods.
Policing
The policing method is used for tagging non-conforming cells so that the conforming 
and non-conforming traffic can be distinguished. Tagging is done by converting the CLP 
bit of the ATM cell header from 0 to 1. As the tagged cells are assumed to have violated 
the traffic contract, they are not considered eligible for rate guarantees. Therefore, 
subsequent mechanisms, such as buffer management, will forward untagged cells in 
preference to tagged cells. Tagging should be performed at the frame level, i.e. all the 
cells of a frame should be identically tagged.
Tagging is generally performed in the network and must be signalled during connection 
establishment. However, tagging can be performed by the source end system in order to 
indicate less important frames, in which case it is called marking. This scheme can 
provide higher priority to frames that carry information that is more important. 
Alternatively, tagging may be performed at the ingress of the network. It should be noted 
that when a network element receives a tagged cell, it cannot distinguish whether the 
cell has been tagged by the end system or by the network.
Finally, tagging methods take into account the traffic eligibility criteria, as well the 
network congestion, in order to improve the fairness in the allocation of the unused 
bandwidth.
Buffer Management
The purpose of buffer management schemes is to control the number of cells stored in 
the network element buffer. These methods aim to satisfy the cell loss requirements of
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the different services, and to utilise the buffer as efficiently as possible. Therefore, the 
buffer management mechanisms decide whether an arriving cell should be stored or 
discarded.
In the event of congestion, the buffer management methods always discard the tagged 
cells in preference to the untagged cells. Schemes that are more complex may push low- 
priori ty cells out of the buffer in order to free space for storing high-priority cells.
The buffer management schemes may organise the switch buffer into a number of 
logical buffers, each of which is associated with a specific connection (per-VC queuing). 
In addition, per-VC accounting may be used to control the buffer space that each VC 
occupies. Per-VC accounting consists of maintaining a per-VC variable that reports the 
current queue occupancy of each active flow sharing the output buffer. Hence, different 
connections can be handled differently. Cell discarding can be based on queue-specific 
occupancy thresholds. These schemes can potentially provide the needed traffic 
isolation, but they are more difficult to implement in the network elements.
Scheduling
Scheduling mechanisms determine when and in what order per-VC queues should be 
served. The scheduler can control the outgoing rate of individual VCs and thus ensure 
that the individual connections use a fair portion of the available bandwidth. The 
scheduling schemes usually control only the bandwidth that one connection occupies in 
a link, and do not provide explicit delay guarantees to the traffic. However, in most of 
these cases, the rate guarantees result in end-to-end delay guarantees. Implementations 
that are more complex can provide explicit guarantees in terms of minimum cell rates 
and maximum end-to-end delays [VARM97].
The scheduling schemes can be implemented together with buffer management 
mechanisms, as illustrated in Figure 4-3.
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Buffer Management Scheduler
Figure 4-3 Typical arrangement of the buffer management and scheduling
mechanisms.
4.8 Frame Forwarding Mechanisms
For implementing the AF PHB using GFR, we are mainly interested in the so-called 
forwarding mechanism.
The frame forwarding mechanism is the most complex part of a GFR mechanism. It is 
composed of two main parts that operate in sequence. Firstly, the arriving cells are 
stored into the network element buffers according to the information provided by 
previously applied policy mechanisms. Secondly, the buffered cells are forwarded to the 
network.
A frame forwarding mechanism can be characterised by its buffering, e.g. per-VC 
queuing, and its scheduling, e.g. Weighted Round Robin (WRR), schemes. Usually, the 
more complex these schemes are, the more effectively the rate guarantees can be 
supported. On the other hand, it should be pointed out that GFR mechanisms should 
require minimal modifications to the network elements. Therefore, simple mechanisms 
are always preferable.
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4.9 Design Options for Supporting GFR Guarantees
We can separate GFR mechanisms into two groups. The first group includes all the 
FIFO-based (First-In-First-Out) mechanisms that use tagging and buffer management to 
allocate a portion of the FIFO buffer space to each connection. The second group 
includes scheduling disciplines for providing rate guarantees. In addition, policing 
methods are used to isolate the traffic sources from each other. The reader should pay 
attention to the fact that GFR does not guarantee TCP throughput. However, guaranteed 
bandwidth at the frame level may yield TCP throughput performance which is 
proportional to the guaranteed minimum cell rate. This is something that depends on the 
GFR service conformance definitions used. It also depends on the right choice of the 
GFR traffic contract parameters so that they reflect the source TCP traffic characteristics 
as accurately as possible.
For a given lossless TCP connection, the maximum TCP throughput that can be 
achieved is proportional to the congestion window and to the inverse of the connection 
round-trip time. How the congestion window changes over time depends on the current 
congestion control phase, which in turn depends mainly on the packet loss that may 
occur during the duration of the connection, as well as the round-trip time 
[JAC088][ALLM99].
Mechanisms for implementing the GFR service category are not standardized. As such, 
a number of GFR implementations have been studied and proposed in the literature for 
supporting GFR. We present the most important of them briefly in the following 
subsections and at the same time, we discuss their efficiency in providing GFR rate 
guarantees [ANDR99b].
4.9.1 FIFO-based Implementations
With Frame Tagging
The simplest mechanism that has been proposed is a FIFO-based mechanism with 
policing (tagging). It consists of a single buffer logically divided into three parts with the
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use of two thresholds, namely the Low Buffer Occupancy (LEG) and the High Buffer 
Occupancy (HBO), as shown in Figure 4-4 [GUER96].
HBO LBO BO
T a il o f  C L P = 0 C L P = 0 fram es &  ta il C LP=0+1 fram es 
fram es o f  CLP=1 fram es
BO: Buffer Occupancy
CLP: Cell Loss Priority 
S: Scheduler
HBO: High Buffer Occupancy 
LBO: Low Buffer Occupancy
Figure 4-4 The FIFO-based with frame tagging mechanism.
The cell drop policy, which is known as double-EPD, depends on the Buffer Occupancy 
(BO) variable that determines the maximum number of cells residing in the buffer. 
When the buffer is unloaded, i.e. the BO is below the LBO threshold, all the cells are 
queued. As the BO exceeds the LBO, yet still remains below the HBO threshold, all the 
cells belonging to newly arriving tagged frames are discarded. Untagged and tagged 
cells belonging to partially accepted frames are stored. The tagged cells are always 
discarded in preference to the untagged cells. The cell drop decisions for the first cell of 
a frame and for subsequent cells of the same frame for an example implementation are 
summarised in Table 4-4 and Table 4-5, respectively.
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Table 4-4 Cell drop decision at the arrival of a new frame 
(FIFO with frame tagging).
Buffer
Occupancy
BO<LBO 
unloaded buffer
LBO<BO<HBO HBO<BO 
mild congestion
Untagged Accept Accept
Tagged Accept ' , ' Vt
Table 4-5 Cell drop decision for snbseqnent cells 
(FIFO with frame tagging).
Buffer
Occupancy
BO<LBO 
unloaded buffer
LBO<BO<HBO HBO<BO 
mild congestion
Untagged Accept Accept Accept
Tagged Accept Accept
Finally, as the BO exceeds the HBO threshold only the untagged cells belonging to the 
partially-accepted packets are stored. The HBO threshold is identical to the classical 
EPD threshold. In summary, as the BO exceeds the LBO and HBO thresholds, the cell 
drop policy becomes gradually stricter and cells are likely to be discarded [BONA98].
Pappu and Basak argued that a FIFO-based mechanism with policing is insufficient to 
provide GFR guarantees. Using VCs with a single TCP connection per VC, they found 
in their simulations that sources with high MCR failed to make use of their proportion of 
the bandwidth [PAPP97].
Nonetheless, Bon aventure in [BONA98] found that when several TCP connections are 
multiplexed by a router on a single VC -  which actually forms a more realistic scenario 
than the previous one -  the MCR can be utilised. In addition, the sources attached to 
each router were much influenced by the MBS. With large MBS, e.g. 20 times the MFS, 
the sources could utilise their reserved bandwidth and the influence of the router-to- 
router delay was limited. In [BONA97], the influence of the TCP congestion control 
mechanism on TCP performance was studied. Among the various different versions of
108
Chapter 4 Mapping Differentiated Services PHBs to ATM Service Classes
TCP that were examined with the particular GFR forwarding mechanism analysed here, 
the SACK TCP [MATH96] demonstrated the best performance, although the results 
were considered far from being satisfactory. It was also shown that apart from the coarse 
TCP timer granularity, one of the main factors leading to a severe TCP throughput 
performance degradation is the use of a modified GCRA at the network ingress to tag 
the frames for a FIFO-based switch. The reason given for the observed behaviour was 
that TCP had difficulties in adapting its rate to a traffic contract enforced by the F - 
GCRA. It was, therefore, proposed that if FIFO-based switches are to be maintained, 
tagging should be done inside the network and not at the network access point. 
Furthermore, the TCP throughput was not found to be particularly affected by other 
GFR traffic sharing the link as well as of the threshold HBO. Small values of the LBO 
produced somewhat better results for a TCP with small granularity timer. Finally, the 
value of the TCP maximum segment size (MSS) did not have any effect on TCP 
throughput, provided the MSS was the same for all TCP sources. Different MSS values 
among TCP sources reduced the throughput fairness significantly, as the sources with 
larger MSS achieved better throughput performance [BONA97].
With Frame Tagging and per-VC Queuing
Its frame forwarding mechanism is an enhancement of the simple FIFO-based 
counterpart. In this mechanism, the switch buffer is divided into a number of logical 
queues, where each queue is associated with a specific VC (per-VC queuing), as 
depicted in Figure 4-5,
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HBO LBO R2 R3 R1
A
BO: Buffer Occupancy Ri: VCi threshold
HBO: High Buffer Occupancy S: Scheduler
LBO: Low Buffer Occupancy
Figure 4-5 The FIFO-based with frame tagging and per-VC queuing mechanism.
As in the previous implementation, two thresholds, LBO and HBO, are used to partition 
the logical buffer into three different parts. Furthermore, per-VC thresholds /?, are set in 
accordance with each VC’s MCR. These thresholds are specified when the VCs are 
established and they remain static for the duration of the connection. When switch 
congestion occurs, i.e. the buffer occupancy exceeds the threshold HBO, each 
connection can store a newly-arriving untagged frame if there are not many of its cells in 
the buffer. This is illustrated in Figure 4-5, where cells from only VCi, i.e. currently the 
VCi for which the queue length is less than are accepted in the buffer. As shown in 
Table 4-6, in case of mild congestion the drop decision for the first cell of an untagged 
frame is conditional.
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Table 4-6 Cell drop decision at the arrival of a new frame 
(FIFO with frame tagging and per-VC queuing).
Buffer
Occupancy
BO<LBO 
unloaded buffer
LBO<BO<HBO HBO<BO 
mild congestion
Untagged Accept Accept Conditional
Tagged Accept DisoWx ; 1. :
In [GOYA98] it was shown that the obtained TCP throughputs were in proportion to the 
allocated weights and that the link utilisation was always close to 100%.
An approach that provides rate guarantees to individual or a set of flows with a FIFO 
scheduler simply by relying on a simple buffer management scheme has also been 
proposed and analysed in [GUER98].
With Frame Tagging and FBA
This mechanism uses a sophisticated buffer allocation scheme called Fair Buffer 
Allocation (FBA). FBA tries to divide the buffer occupancy fairly among the active 
connections. Therefore, the per-VC congestion thresholds change over time as a 
function of the connection buffer occupancy and of the free buffer space. As the 
incoming cells are stored in the FIFO buffer, rate guarantees can be achieved only if the 
buffer is divided in accordance with the per-VC MCR traffic parameters.
Goyal et al. investigated in [GOYA97a] whether the FIFO-based mechanism would be 
adequate for providing GFR guarantees if it was enhanced with an FBA scheme 
presented in [HEIN98]. The frame discarding decision was based on the following 
conditions:
BO > R and yQiLv BO B O -R yj
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where R is & static congestion threshold, Qt is the number of cells that reside in the 
buffer of the i**^ connection, Na is the number of active connections, Z is a scaling factor 
and B is the maximum buffer size. The threshold R determines when the buffer is 
congested. If the BO is less than the threshold R, then no frames are discarded. When the 
BO is greater than R, an incoming frame is discarded if the connection has more than its 
fair share of the buffer space. The discarding decision is determined in the second
condition, where is a measure of the fair allocation of each connection.
Furthermore, it should be noted that Z B - R decreases as the free buffer space isB O -R
reduced. The more the buffer is congested, the more likely it is that the incoming frames 
will be discarded. Simulation results showed that with identical TCP sources there is a 
trade-off between efficient use of the buffer and its fair allocation to the TCP sources 
[GOYA97a]. Figure 4-6 illustrates how the parameters of the above mechanism are 
used.
B O  R
B O -R
B -R
B: Maximum buffer size R: Static congestion threshold
BO: Buffer Occupancy S: Scheduler
Figure 4-6 The FIFO-based with frame tagging and FBA (per-VC queuing).
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Basak and Pappu in [BASA97] used a modified FBA scheme, initially proposed in 
[CHOU96], the Weighted FBA, which allows weighted sharing of buffer space among 
VCs. Each time a new frame arrives, a congestion threshold, Thrss(tf, \s assigned to the 
connection. The value of Thrss(t) is a function of the unused buffer space and it is used 
in the packet discard decision of the incoming flow. Two more thresholds, LBO and 
HBO, are derived as a fixed fraction of the Thrss(t). The simulations that were carried 
out showed that the FBA scheme can share the buffer space in accordance with the 
weights but that the sharing is not tight enough. Hence, it was suggested that this 
mechanism fails to share the buffer space in proportion to the connection MCRs.
With Frame Tagging and WBA
Goyal et al. in [GOYA97b] suggested the use of dynamic thresholds, i.e. thresholds that 
are adjusted according to the buffer occupancy. The buffer management scheme that 
was proposed is called Weighted Buffer Allocation (WBA). The buffer is divided into 
two parts -  loaded and unloaded -  with the use of a threshold R. Per-VC queuing is also 
implemented and thresholds are set in accordance with the connection MCR. When the 
buffer is unloaded, all the frames are accepted. In case of congestion, the frames may be 
dropped. Tagged cells are stored only if the total number of cells in the buffer is less 
than a dynamic threshold. The discarding decision is based on the following formula:
{ Q , - R W , ) - N „ < Z { B O - R )
where Q-, is the number of cells that reside in the buffer of the f  connection, Wi is a per- 
VC weight set in accordance with the connection MCR, Na is the number of active 
connections, Z is a scaling factor and BO is the buffer occupancy. Furthermore, the 
decision to store tagged cells in the buffer is also based on a dynamic threshold defined 
from:
The congestion threshold, Thrss(t), is function of time t as it is evaluated each time a new frame arrives 
at the ATM switch buffer.
113
Chapter 4 Mapping Differentiated Services PHBs to ATM Service Classes
L^<R‘W.
where L/ is the number of tagged cells residing in the buffer. Obviously, the more the 
buffer occupancy exceeds the threshold R, the more difficult it is for a tagged cell to be 
stored. In this way, the number of tagged cells is controlled.
To summarise, only if there is enough space in the buffer and there are few tagged cells 
residing in the buffer, can more tagged cells be stored. Furthermore, other drop policies 
like EPD can be used in conjunction with WBA when severe congestion occurs.
Goyal et al. concluded that their mechanism is sufficient to provide GFR guarantees 
only if the sources transmit equal amount of traffic.
WithDFBA
Goyal et al. in [GOYA97c] investigated whether FIFO-based mechanisms can provide 
GFR service guarantees to TCP traffic in networks with low link utilisation. Multiple 
TCP connections were multiplexed on each VC but the cells of different frames within 
the connection were not interleaved. A buffer management mechanism, called 
Differential Fair Buffer Allocation (DFBA), was implemented for controlling the per- 
VC buffer occupancy. The DFBA scheme drops cells in a probabilistic way according to 
static per-VC weights, thresholds and number of cells within the buffer. There is no 
frame policy implementation, i.e. all the cells are untagged. The simulations showed that 
the TCP throughput could be proportional to the buffer allocation for each connection 
indicating that GFR guarantees could be provided. The DFBA algorithm is given below:
/* V a r i a b l e s  
X 
L 
H 
a
I n s t a n t a n e o u s  T o t a l  B u f f e r  O c c u p a n c y  
L ow  B u f f e r  T h r e s h o l d  
H ig h  B u f f e r  T h r e s h o l d  
W e i g h t i n g  f a c t o r
MCRi : MCR g u a r a n t e e d  t o  VCi
Wi : W e i g h t  o f  VCi e q u a l  t o  MCRi/ (GFR c a p a c i t y )
W = Z  Wi
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Xi : P e r -V C  B u f f e r  O c c u p a n c y
X  =  X  X i
Zi : P a r a m e t e r  s u c h  t h a t  0 <  Z i <  1
* /
/ *  A t  t h e  a r r i v a l  o f  t h e  f i r s t  c e l l  o f  a  f r a m e  * /  
i f  (X  <  L)
a c c e p t  f r a m e  
e l s e  i f  ( X  >  # )  
d r o p  f r a m e  
e l s e  i f  (L  < X  < H) a n d  ( X j  < X*Wi/W)  
d r o p  C L P =1 f r a m e  
e l s e  i f  (L  < X  < H) a n d  (X j > X * W i / W )  { 
d r o p  C L P=1 f r a m e  
d r o p  C LP=0 f r a m e  w i t h
x - i x - w j w )  H - LP[drop] = Z;
}
e l s e
p e r f o r m  EPD
e n d i f
From the pseudocode above, it can be observed that the drop probability P(drop) is a 
function of two components. The first part is the fairness component and the second one 
is the efficiency component. The former contributes to the drop probability as the buffer 
occupancy Z, of VCi increases above its fair share. The contribution of the efficiency 
component increases as the total buffer occupancy increases. The impact of each 
component to the drop probability is determined by parameter a. Z, allows the scaling 
of the complete probability function based on per-connection characteristics.
With Virtual Queuing
Siu et al. proposed an EPD variant using the Virtual Queuing (VQ) technique [SIU97]. 
Virtual queuing emulates the round-robin (RR) buffer allocation provided by per-VC 
queuing on a shared FIFO queue. According to this technique, instead of maintaining 
one queue per-VC in the ATM switch buffer, a single FIFO queue is used where a 
separate “virtual” queue is implemented for each VCi by maintaining a state variable Mi
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for each VQ (per-VC accounting). Each Mi is incremented by one when a cell arrives 
from VCi at the FIFO queue, but is decreased in a round-robin fashion when a cell 
departs from VCi , as if per-VC queuing and round-robin scheduling disciplines had 
implemented. The EPD mechanism is then applied to each “virtual” queue the same way 
it should do for a normal queue.
The simulations conducted by Siu et al. used both TCP and UDP sources and concluded 
that minimum cell rate guarantees could be supported by the above mechanism, also 
allowing for the fair access of the remaining bandwidth among the sources.
4.9.2 Scheduling-based Implementations
RR and WRR Scheduling Disciplines with per-VC Queuing
The simplest (per-VC) scheduling discipline is the Round Robin (RR), according to 
which all the queues are served in a fixed order. If there are cells stored in a served 
queue then the outgoing link will be used by the connection up to a pre-determined time 
duration. If the queue is empty, the scheduler instantly serves another queue. Traffic 
parameters, such as MCR, are not taken into account. Therefore, each VC occupies a 
fraction of the outgoing link bandwidth, which depends on the overall traffic of the VC 
trying to transmit.
Intuitively, the RR scheduler cannot support the GFR service, where each connection 
should be guaranteed at least the MCR rate. Pappu and Basak in [PAPP97] showed with 
simulations that RR is unable to support GFR guarantees. Weighted Round Robin 
(WRR) was also simulated, where each connection has a weight that is set 
proportionally to the respective MCR, and is served accordingly by the scheduler. When 
the queue length is below the LBO, the scheduler divides the entire bandwidth according 
to the ratio of the weights of the VCs. If the queue length exceeds the LBO threshold, 
but is still below the HBO, the MCR is guaranteed to each connection since only the 
untagged cells corresponding to each connection’s MCR are admitted into the buffer. 
The simulations showed that WRR can provide GFR service guarantees.
116
Chapter 4 Mapping Differentiated Services PHBs to ATM Service Classes
Huang et al. in [HUAN97] also investigated the performance of a GFR implementation 
using WRR scheduling. The buffer was divided in a similar manner to the simulation 
study mentioned previously. However, per-VC and per-port thresholds^ were 
considered. It was shown that per-VC buffer allocation and WRR scheduling are 
sufficient to support rate guarantees provided that the buffer is not small. On the 
contrary, when per-port buffer allocation was used, rate guarantees were not provided, 
especially with the simultaneous presence of a greedy source^. The use of network-based 
frame tagging did not affect the simulation results.
WRR Scheduling Discipline with FBA and without Frame Tagging
Basak and Pappu in [B ASA97] also examined whether tagging could be substituted with 
a buffer allocation scheme. They simulated a mechanism that combines WRR and FBA. 
The role of the FBA was to prevent high-rate sources from blocking other sources using 
the buffer. Thus, the FBA scheme guaranteed that the buffer space was divided in 
proportion to the MCR. The simulations showed that rate guarantees could be 
supported.
Weighted Fair Queuing-based scheduling
Like WRR, WFQ is capable of providing GFR guarantees, provided it is coupled with 
the proper buffer management mechanism. Bonaventure in [BONA97] simulated the 
WFQ-based scheduling discipline found in [GUBR96]. He showed that the combination 
of WFQ-like per-VC scheduling and per-VC accounting could improve TCP throughput 
performance. Provided there was no cell loss, each source achieved full use of its
 ^In a per-port buffer allocation scheme, the used (per-port) thresholds are common for all the connections 
sharing the same ATM port. In a per-VC buffer allocation scheme different thresholds are assigned to 
each connection.
 ^A source is called greedy when it has no flow control, i.e. it is a non-reactive source.
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allocated bandwidth. In all other cases, the TCP traffic sources face difficulties in using 
their ‘reserved’ bandwidth.
4.10 Implementation of an AF Service using the GFR Service Category
GFR was mainly conceived as a service category aiming to provide minimum rate 
guarantees to TCP connections occupying ATM VCs. Earlier in this chapter, we 
suggested that GFR is a very good mechanism for providing AF, and we explained how 
this can be done. We will now deal with the actual problem of mapping an Assured 
Service on the GFR service category, using simulations to prove the validity of our 
arguments.
From the proposed GFR implementations of the previous section, we select DFBA. 
There are two main reasons for the particular selection. First, from simulation results 
found in the literature [GOYA97c][GOYA98], DFBA was found to support GFR 
guarantees effectively. Second, the DFBA algorithm is a RED-like buffer management 
mechanism, which allocates buffer space in proportion to the MCR and probabilistically 
drops packets when congestion occurs so that the MCR is maintained.
In general, each DSCP can be mapped to a different ATM connection. Although this is 
straightforward for mapping the AF delay classes, as stated in section 4.5.1, it is not 
possible to use three drop precedences for the AF class due to the provision of only two 
priorities in the ATM cell header. For this reason we will have to use two drop 
precedences per AF class.
At the edge of a subscriber network, we propose that a Fair Traffic conditioner is used to 
mark all in-profile packets as AFxl and all out-of-profile packets as AFx2. The 
corresponding cells -  generated by the ATM AAL -  are tagged as CLP=0 and CLP=1 
respectively. In other words, the traffic conditioning takes place at frame level.
Since in DP networks we are dealing with TCP and UDP flows, unresponsive UDP flows 
may adversely affect TCP flows’ performance. Assuming the use of the FairTC, TCP
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and UDP in-profile packets can be mapped to the AFxl class, i.e. CLP=0, while the 
TCP and UDP OUT packets can be mapped to AFx2, i.e. CLP=1. According to the 
results presented for the FairTC in Chapter 3, the in-profile packets of TCP and UDP 
flows are expected to be treated fairly. However, having TCP and UDP out-of-profile 
packets mapped to the same CLP value, may lead to the dropping of the majority of the 
TCP out-of profile packets in the case where the CLP=1 cells/packets must be dropped 
due to congestion and UDP transmits at a high rate. If such a situation occurs, it may 
lead to unfair allocation of the excess bandwidth to the UDP flows.
4.10.1 Simulation configuration
Having presented a number of candidate GFR implementations and having discussed a 
number of issues concerning the mapping of the AF PHB to ATM, we will now 
demonstrate using simulations how an AF service can b^ supported with the GFR 
service category.
Two IP-based LANs are connected to an ATM network as shown in Figure 4-7. In the 
one LAN there are four infinite Reno TCP sources with subscription rates (1, 2, 3, 4) 
Mbit/s, whereas in the second LAN there are four infinite Reno TCP sources with 
subscription rates (1, 1, 2, 2) Mbit/s. In a second scenario, a UDP, i.e. greedy, source 
transmitting at a rate equal to the bottleneck link capacity, replaces the fourth TCP in the 
second LAN. All links have 25 Mbit/s capacity, and the contracted assured rates for 
LANl and LAN2 are equal to the sum of the subscription rates of the traffic sources 
they include, i.e. MCRI = 10 Mbit/s and MCR2 = 6 Mbit/s respectively. The total 
subscribed rate equals 64% of the total link capacity. Selecting different set of values 
showed a reasonable stability in our results.
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Figure 4-7 Simulation configuration for supporting AF with GFR.
As far as the DFBA parameters are concerned, we base the selection of their values on 
the following grounds. First of all, we are interested in keeping an equal balance 
between the efficiency and fairness components of the DFBA algorithm and so we set 
a ~  0.5. For the scalability factor Zj, we use the formula proposed and evaluated in 
[GOYA98], i.e. Z/ = (1-WiAV) .^ The authors of that paper have shown that calculating Z/ 
in such a way, results in the sharing of excess capacity to be closely related to the MCRs 
of the VCs. This means that Z, would be given by:
Z; = MCR,Y^MCR.
Regarding the static buffer thresholds, we use the proposed ratio of Q.5:0.9 over the total 
buffer size B, for setting the low buffer threshold L and the high buffer threshold H  
respectively. More specifically, we assume the following settings in our simulations: 
B = 3000 cells, L -  1500 cells, H  = 2700 cells. The buffer size was chosen to be slightly 
higher than the bandwidth-delay products of the TCP connections to ensure high link 
utilisation.
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4.10.2 Simulation Results and Analysis
In this section, we present the results from the two scenarios described earlier.
5
41 3
LAM1
B Subscribed Rate 
■  Fair Throughput 
B Actual Throughput
TCP_1 TCP_2 TCP_3 TCP_4
Figure 4-8 Mean throughputs for LANl in the TCPs-only scenario.
In the scenario where only TCPs are utilised it is clear that GFR can provide an AF 
service. All individual TCP sources in both LANs achieve their target rates as well as a 
fair share of the available bandwidth, as illustrated in Figure 4-8 and Figure 4-9. 
Additionally, the two LANs obtain the subscribed throughput performance as seen in 
Figure 4-10.
In the second scenario, where a UDP source has replaced the fourth TCP source of 
LAN 2, the results demonstrate a different behaviour with regard to excess bandwidth 
sharing in LAN2. Although all contracted rates are attained, access to excess bandwidth 
is mostly controlled by the UDP source. Since UDP transmits at link capacity, its out-of­
profile packets outnumber LAN2’s TCP out-of-profile packets largely. This leads to the 
results depicted in Figure 4-12, where UDP’s actual throughput is seen to be about 34% 
higher that it should be. On the other hand, LAN 1 sources perform in a similar manner 
as in the first scenario (see Figure 4-11). Finally, it should be observed that both LANs
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achieve their subscribed rates and share the remaining bandwidth fairly among them as 
shown in Figure 4-13.
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Figure 4-9 Mean throughputs for LAN2 in the TCPs-only scenario.
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Figure 4-10 Mean aggregate throughput per LAN in the TCPs-only scenario.
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Figure 4-11 Mean throughputs for LANl in the TCPs/UDP scenario.
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Figure 4-12 Mean throughputs for LAN2 in the TCPs/UDP scenario.
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Figure 4-13 Mean aggregate throughput per LAN in the TCPs/UDP scenario. 
4.10.3 Discussion
The simulation results have shown that TCP sources get their subscribed rate in all 
cases. However, when unresponsive UDP flows are multiplexed in the same VC, the 
TCPs cannot have fair access to the excess bandwidth. To solve his problem we propose 
the use of FairTC with three drop precedences where the third (highest) drop precedence 
indicates that the corresponding packets must be dropped before entering the core 
network. In this case there are two possible solutions. If the ATM network is directly 
attached to the subscriber network then all packets exceeding their fair bandwidth 
allocation should be dropped at the boundary router before entering the network. If the 
ATM network is a transit network then there is no way the subscriber will know about 
its existence. In this case, some sort of functionality can be introduced at the ingress 
router of the ATM network, which will monitor all incoming packets and drop those 
with the highest drop precedence. Under normal circumstances, these packets -  also 
known from Chapter 3 as red-marked packets -  will belong to unresponsive UDP flows. 
Dropping red packets will thus avoid the unfairness problem described above.
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4.11 Summary
In this chapter, a number of approaches have been proposed for mapping the DiffServ 
PHBs to ATM service classes leading to a simplification of the mapping process. This is 
in contrast to the ATM Forum approach where every new service is to be mapped to an 
ATM service category thus resulting in a more complex procedure.
CBR was proposed as a simple and straightforward solution for supporting an EF-based 
service. Furthermore, it was suggested that UBR and GFR should accommodate best- 
effort traffic corresponding to the DE PHB.
We proposed that GFR should be used to implement AF-based services. Assuming the 
FIFO-based DFBA mechanism for providing GFR guarantees we showed that GFR can 
be used to effectively provide an AF service even though ATM only provides two 
priority levels -  actually AF supports three drop precedences. The use of the two-drop 
precedence version of the FairTC further contributed to the effectiveness of the 
proposed approach.
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5. An Architecture for Supporting 
Differentiated Services over 
MPLS
5.1 Introduction
Multi-Protocol Label Switching is a technology based on the association of labels with 
routes and the use of labels to forward packets. MPLS integrates the label-swapping 
paradigm with network-layer routing. Its property to allow the set-up of explicit 
paths/routes in connectionless IP networks has made it an attractive solution for traffic 
engineering [AWDU99][SWAL99][TRIMOO]. The inherent characteristics of MPLS 
also make it a very good candidate for providing Differentiated Services.
We, first, present a short introduction to MPLS and list some of its main characteristics. 
We then propose an architecture, which can be used to support differentiated services in 
MPLS environments.
5.2 IP and ATM Integration
Over the past few years a lot of research has been carried out and various standards have 
been ratified from IETF and ATM Forum addressing the integration of IP and ATM. 
Example proposed solutions are Classical IP over ATM, Multi-Protocol over ATM 
(MPOA), LAN Emulation (LANE) and Next Hop Resolution Protocol (NHRP).
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Additionally, various complex signalling protocols, such as P-NNI, have been developed 
so that ATM networks can be deployed in the wide area
MPLS [CALL99] was initially introduced as a new approach for integrating IP with 
ATM. Initially known as IP switching, IP over ATM, or Layer 3 Switching, it tried to 
provide the best of both IP and ATM worlds: the efficiency and simplicity of IP routing 
together with the high-speed switching of ATM by integrating the label-swapping 
paradigm with network-layer routing. Label-swapping is performed by associating labels 
with routes and using the label value to forward packets at Layer 2 of the OSI Reference 
Model (RM), including the procedure of determining the value of any replacement label. 
All IP routing functionality remains as is, but forwarding is performed at the ATM layer 
by means of switching. The complex ATM signalling protocols are not required and, 
more specifically, all the ATM protocols above the ATM Adaptation Layer (AAL) are 
completely removed^.
Although still in the ‘draft’ process within the MPLS Working Group in the IETF, a 
great deal of research work has been done and several proposals have been submitted. A 
European ACTS project called IthACI (Internet and th& ATM: Experiments and 
Enhancements for Convergence and Integration), provided a number of important 
enhancements to MPLS: multicast, QoS provisioning, IP mobility and resource 
management -  features, seeking to make MPLS a viable technology. These 
enhancements are described in [ANDROOb] and [ROTH99].
Differentiated Services define a model for implementing scalable differentiation in the 
Internet. Packets are classified, marked and policed at the edge of the network in order 
to receive a particular per-hop forwarding behaviour on nodes along their path. Per-flow 
state does not need to be maintained in the interior network nodes, which leads to 
increased scalability.
 ^MPLS is not restricted to IP and ATM,
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By closely examining the various characteristics of MPLS, one can see that it is a very 
good candidate for providing differentiated services. Traffic classification, its ability to 
reserve Class of Service (CoS) through its lightweight signalling protocol LDP (Label 
Distribution Protocol) and the label aggregation feature are some of its useful properties.
5.3 An Overview of Multi-Protocol Label Sw itching
MPLS is a technology that integrates the label-swapping paradigm with network-layer 
routing. Although the main focus of MPLS is IP-over-ATM networks, it is not restricted 
to these technologies. Its goal is to be multi-protocol at both Layer 2 (e.g. ATM, Frame 
Relay) and Layer 3 (e.g. IP, IPX) of the OSI RM.
Label Switching Routers (LSRs) use link-level forwarding to provide a simple and fast 
packet-forwarding capability. Label swapping is accomplished by associating fixed- 
length labels with routes and using the label value to forward packets, including the 
procedure of determining the value of any replacement label. Depending on the Layer 2 
and Layer 3 technologies involved, different label encoding schemes can be used 
[ROSE98]. These are illustrated in Figure 5-1.
shim
header
e .g . IPv6 
e .g . ATM
L2 Header Label L3 Header
Label Exp 8 TTL
20 1
L2 Header Label /  IP Header L3 Data
Label /  L2 Header L3 Data
Label: Label Value 
Exp: Experimental Use
S: Bottom of Stack 
TTL: Time to Live
Figure 5-1 Three different label encoding schemes.
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When unlabelled packets need to traverse the same path between an ingress and an 
egress LSR (packets from an aggregate of one or more flows are said to belong to a 
stream) belonging to the same MPLS domain, a Label Switched Path (LSP) -  a LSP is 
similar to a unidirectional ATM Virtual Circuit (VC) -  needs to be set-up. This will 
allow the packets to be forwarded from one MPLS node to another just by using the 
assigned label as an index to a forwarding table. The LSP set-up can be traffic, request, 
or topology-driven [CALL99]. In the traffic-driven scheme the label assignment is 
triggered by the arrival of data at an LSR, whereas with the request-driven scheme the 
label is assigned in response to normal processing of request based control traffic, hi the 
case of a topology-driven scheme the labels are pre-assigned according to existing 
routing protocol information.
The packets are first classified at the ingress node. Then a mapping between IP packets 
and a LSP, must take place. This is done by providing a Forwarding Equivalence Class 
(FEC) specification for each LSP. A EEC is specified as a set of one or more EEC 
elements, where each FEC element identifies a set of IP packets, which may be mapped 
to the corresponding LSP. Currently, two types of FEC elements exist: the IP address 
prefix and the host address. In the former, the IP address is said to match the IP address 
prefix if and only if this address begins with this prefix. In the latter, there must be an 
exact match between the two addresses.
In the MPLS domain, in order for a LSP to be set-up, labels must be negotiated, 
distributed, and their semantics defined through a protocol, namely the Label 
Distribution Protocol (LDP) [ANDE99]. LDP is the signalling protocol through which 
one LSR informs its peers of the label/FEC bindings it has made. An LSR may use a 
discovery mechanism to discover potential LDP peers. This is done by sending Hello 
Messages on the MPLS-interface using UDP/IP (User Datagram Protocol / Internet 
Protocol). Moreover, LDP sessions between LSR peers are established on top of TCP/IP 
(Transmission Control Protocol / Internet Protocol) -based reliable connections. LDP 
messages are exchanged through LDP Protocol Data Units (PDUs). Each LDP PDU can
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carry at least one LDP message. It consists of an LDP header, which is followed by one 
or more LDP messages. The information caiTied by LDP messages is encoded by using 
the TLV (Type-Length-Value) scheme. LDP messages aie classified under four main 
categories: discovery, session, advertisement and notification messages.
MPLS
Network
Stub
Network Stub
Network:>c
Figure 5-2 An MPLS network comprising two ingress, two core and two egress
Label Switching Routers.
As the labelled packets are transmitted downstream along the LSP, each LSR examines 
the label and forwards the packets downstream to the next hop according to its locally 
significant Next Hop Label Forwarding Entry.
According to Rosen et al, three conceptual information bases are needed to hold MPLS- 
related information [ROSE99]:
• Next Hop Label Forwarding Entry (NHLFE). The NHLFE is used when 
forwarding a labelled packet. It contains the outgoing interface (next hop), the 
data link encapsulation used for the transmitted packets, the outgoing label and 
the operation (add, replace, or remove) to perform on the label stack.
• Incoming Label Map (ILM). The ILM is a mapping from incoming labels to 
NHLFEs. It is used when forwarding packets that arrive as labelled packets.
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• FEC-to-NHLFE Map (FTN). The FTN is a mapping from FECs to NHLFEs. It is 
used when forwarding packets that arrive unlabeled, but which are to be labelled 
before forwarding.
In the next section, we will be dealing with possible ways for providing support of 
differentiated services in MPLS networks. These will be further clarified by using an 
example to describe the operation of the proposed architecture [ANDR99a].
5.4 Differentiated Serv ices and MPLS
As it has already been mentioned in section 2, in order to support differentiated services 
in a network environment, three fundamental functional elements must be present: 
packet classifiers, traffic conditioners and per-hop behaviours. We have already 
discussed how and where these elements should be placed in order for the network to be 
capable of providing differentiated services. The question that arises is how these 
components will be efficiently utilised in an MPLS network so that differentiated 
services are supported.
The support of differentiated services in MPLS environments requires either signalling 
support for the association of the desired category with the label, or each packet 
belonging to a stream needs to carry the information of the desired service category 
(behaviour aggregate).
Here we deal with ATM LSRs and hence the packets of a labelled IP stream are actually 
transported by ATM cells. This poses the question of whether certain peculiarities of 
ATM should be taken into account or whether a generic approach, independent of the 
link layer technology, should be followed. If it had not been ATM at Layer 2, it would 
be possible to include a “shim” header in the packets as mentioned earlier. However, 
with ATM, a “shim” header cannot be used because this would involve doing 
segmentation and re-assembly at each ATM-LSR in order to read the DSCP field, which 
is against the ATM switching “philosophy”. Hence, the DSCP in the IP header is not 
accessible by the ATM hardware responsible for the forwarding. Therefore, two
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alternative solutions may be considered, either to have some part of the ATM cell header 
mapped to the DSCP, or to use LDP.
In the first approach, the most likely solution is to use the VPI (Virtual Path Identifier) 
and part of the VCI (Virtual Channel Identifier) of the ATM cell header as the label, and 
the remaining eight least significant bits of the VCI be used to map the DSCP 
[DAVI98]. Then all that is needed is the existence of a functional component in the 
interior DiffServ-compliant ATM LSRs to perform the appropriate traffic management 
mechanisms on the cells by interpreting the DSCP correctly, with respect to the PHB.
In the second approach, which is more likely for future deployment, the DSCP is 
mapped to an LSP at the ingress of the MPLS domain. This means that for each DSCP 
value/PHB a separate LSP will be established for the same egress LSR. So, if there are 
n Classes and m egress LSRs, n • m LSPs need to be set-up, n labels for each of the m 
FECs. The packets belonging to streams with the same DSCP and FEC will be 
forwarded on the same LSP. In other words, the label is regarded as the behaviour 
aggregate selector.
Furthermore, two LSPs are allowed to be merged into one LSP only if the packets they 
carry belong to the same Behaviour Aggregate or, even better, if they have the same 
DSCP. The decision for the merge will be taken at the merging LSR based upon the 
DSCP entry it has in its modified NHLFE table. Given that the two DSCP values are 
identical and provided that the necessary resources are available for the rest of the 
common LSP, the two LSPs can be merged. To check whether there are available 
resources or not is the role of an admission control module resident in each LSR. A 
request message needs to be sent to all following hops to check for the necessary 
bandwidth. If this can be eventually granted, then the merging process may proceed.
Additionally, there must be an MPLS-to-ATM mapping element in every MPLS 
DiffServ-compliant node, which will perform the mapping between the Behaviour 
Aggregate and the ATM traffic class and traffic parameters.
132
Chapter 5 An Architecture for Supporting Differentiated Services over MPLS
An issue that would need more discussion is what happens when the MPLS network is 
topology-driven. Should there be n - m already established LSPs thus forming a kind of 
overlay network on top of the physical network, or should the LSPs be set-up on 
demand, which conserves resources in case some of the standard service classes -  and 
hence the corresponding DSCP values -  are rarely used? Evidently, having all LSPs in 
place is an advantage from the perspective of minimising the LSP set-up delay. Another 
problem that emerges is the level of aggregation of “microflows” with the same 
differentiated services behaviour aggregate that can be admitted in such a DiffServ- 
capable MPLS network. Are the bandwidth reservations per node going to be static or 
dynamic? If the bandwidth is dynamically allocated, then how will the resources be 
efficiently partitioned? These are clearly interesting research topics that lie in the areas 
of resource management, network planning and dimensioning and which are outside the 
scope of this thesis. Here, we make the simple assumption that only best-effort LSPs are 
initially established and that new LSPs corresponding to specific Behaviour Aggregates 
need to be set-up.
In the next section, we discuss the modifications and extensions that is necessary to be 
done to MPLS.
5.5 Proposed Modifications and Extensions to MPLS
In order for MPLS to be able to support differentiated services, a number of 
modifications/extensions are needed to the LDP protocol and to MPLS in general. These 
are described below.
First of all, since the MPLS network is considered to be DiffServ-capable, all the 
functional elements of the differentiated services model must exist and be situated at the 
same place where they would be in a non-MPLS DiffServ-capable network. The LSRs 
participating in the MPLS DiffServ-capable network must therefore be DiffServ- 
compliant. The appropriate PHBs, associated with the various service classes, must also 
be present in the core DiffServ-compliant LSRs. Given that Layer 2 is ATM, a generic
133
Chapter 5 An Architecture for Supporting Differentiated Services over MPLS
mapping to the corresponding ATM traffic class and parameters is needed. Hence, a 
mapping element located in the interior nodes will perform the mapping from the 
currently defined EF, DE and AF PHBs to ATM. For other types of link layer protocols, 
suitable mapping elements must exist.
Furthermore, an extension to the Next Hop Label Forwarding Entry (NHLFE) is needed. 
As stated earlier, in its current form» the NHLFE contains information concerned with 
forwarding labelled packets and particularly the packet’s next hop (outgoing interface), 
the data link encapsulation to use when transmitting the packet, the outgoing label and 
the operation (add, replace, or remove) to perform on the label stack. Moreover, the 
FTN deals with the forwarding of unlabelled packets. It is therefore necessary to add the 
DSCP parameter in both the NHLFE and the FTN tables. An example of this mapping 
table without and with the proposed extension is shown in Table 5-1 and Table 5-2 
respectively (a.b.c.d and x.y.w.z correspond to IP addresses).
Table 5-1 Example of a label table of an FTN without extension for
DiffServ support.
FEC
Element
Fortin VPIin VCIin For tout VFIout VCIout
a.b.c.d 1 83 95 3 134 198
x.y.w.z 2 45 68 4 129 157
Table 5-2 Example of a modified label table of an FTN with extension for
DiffServ support.
FEC
Element
Fortin VFIin VCIin Fortout VFIout VCIout DSCF
a.b.c.d 1 83 95 3 134 198 100101
x.y.w.z 2 45 68 4 129 157 110101
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The next important extension is the addition of the appropriate messages to LDP to 
make it DiffServ-compliant. There are two basic requirements, which need to be 
fulfilled for this to happen:
• Downstream-on-demand label allocation.
• Addition of the BA attributes in label binding messages.
The first requirement is obvious. In order to set-up end-to-end LSPs with the appropriate 
differential QoS, we need to ensure that all LSRs belonging to the same LSP perform 
the label binding in an ordered manner. This can be done by using downstream-on- 
demand label allocation. The example that follows in the next section shows how this 
happens.
The way in which the second requirement will be implemented depends on how the 
differentiated services QoS will be utilised. We propose that the differentiated services 
QoS is mapped directly to the LDP CoS TLV. The PHB-to-ATM mapper will then be 
responsible for calculating the necessary QoS parameters (e.g. bandwidth allocation).
Finally, a controller is required to manage and control the ATM switch, which forms 
part of the ATM LSR. Functions such as VC establishment and release, dynamic QoS 
negotiation, request of switch statistics and configuration information, etc., need to be 
supported. For this purpose, some kind of general-purpose management protocol must 
be used. An example of such a protocol is Ipsilon’s General Switch Management 
Protocol (GSMP) [NEWM98].
A DiffServ-compliant ATM LSR architecture is illustrated in Figure 5-3. Its functional 
elements are described below:
• TCP/UDP/IP: This is the traditional TCP/IP protocol stack.
• MPLS Daemon: The main process of a LSR. It is where the core of the MPLS 
protocol is actually located.
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• DiffServ-compatible LDP Daemon: An LDP daemon process, running on top of 
TCP/UDP/IP, and which supports the extensions mentioned above. It is used to 
exchange LDP PDUs with peer LDPs. It also interfaces to the DiffServ module 
and the MPLS daemon.
• Admission Control: It is used to find out whether available resources are 
sufficient to supply the requested QoS.
• Routing Daemon: This is the traditional routing protocol daemon (e.g. OSPF, 
BGP) running on IP routers.
• DiffServ Module: It is responsible for identifying the DSCP at the ingress LSR in 
order to associate it with the appropriate label. Also, responsible for mapping the 
PHBs to ATM QoS parameters.
• Flow MIB: A database for maintaining flow related information, such as per- 
flow traffic statistics and path information for aggregated flows. This 
information is needed for resource management.
• Flow MIB Controller: It is responsible for monitoring the LSR and its flows. It 
collects statistics, which are useful for evaluating the local resources.
# GSMP Interface: The GSMP protocol is required by the switch controller to 
control the ATM switch.
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Figure 5-3 A DiffServ-compliant LSR architecture.
In the following section, we give an example of the operation of a DiffServ-capable 
MPLS network.
5.6 Example on the Proposed Approach
We will now explain the LSP set-up procedures for both a non-DiffServ-capable and a 
DiffServ-capable MPLS network by presenting a detailed example.
We will begin with the description of the default operation in an MPLS network, which 
does not have any differentiated services capabilities. Let’s assume that IP traffic 
belonging to a particular flow and originating from some user at a stub network attached 
to LSRl, is arriving at LSRl of the MPLS network which is illustrated in Figure 5-4. 
This configuration consists of four edge ATM-LSRs, two ingress and two egress, as well 
as two core ATM-LSRs and supports topology-driven label assignment and ordered LSP 
control.
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Network
LSR1 LSR 5
LSR 3 LSR 4Ingress Egress
LSR 2
LSR 6
DC
Figure 5-4 An example scenario of an MPLS network.
Since the network uses topology-driven label assignment, end-to-end shortcut 
connections or LSPs from the ingress ATM-LSRs, LSRl and LSR2, to the egress ATM- 
LSRs, LSR5 and LSR6, are already in place. The label bindings for these paths will have 
already been performed using LDP. It should be mentioned, however, that by default, 
the established LSPs are best-effort connections, which in Layer 2, i.e. ATM in our case, 
context is translated to ATM UBR VCs.
Each IP packet belonging to the same stream is mapped to a corresponding Forwarding 
Equivalence Class (EEC) when it arrives at LSRl. This FEC has already been assigned a 
locally significant fixed label. The IP packets are then forwarded to their next hop with 
the assigned label. At subsequent hops the label is swapped with a new one and the IP 
packets are forwarded until the egress ATM-LSR where the label is stripped off and then 
forwarded to the attached stub network.
We will now consider the case where the MPLS network, shown in Figure 5-4, is 
DiffServ-capable, hence all required functional elements for providing differentiated 
services that have been presented in the previous section, are included in the MPLS 
nodes. It is assumed that LSPs supporting the various QoS are not set-up in advance and
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we would like the LSP = (LSRl, LSR3, LSR4, LSR5) to be set-up with a particular 
QoS.
The first thing to be done is to reserve the necessary bandwidth to accommodate the 
stream that will be admitted and allocate the associated labels. The exchange of LDP 
messages is shown in Figure 5-5. In case one of the LSRs on the followed path has no 
adequate resources, it will send a message back to its preceding LSR indicating 
unavailability of resources. Hence, the LSP path will not be completed.
Request LSR3 
BW + Label
LSR4
Allocated 
BW + Label
Request 
BW + Label
Allocated 
BW + Label
LSR5
Request 
BW + Label
Allocated 
BW + Label
Figure 5-5 LDP message exchange for requesting and confirming label and
bandwidth allocation.
IP packets belonging to a particular traffic stream arrive at LSRl, having already been 
marked at the source end-host or egress router of the originating network to indicate the 
level of service they expect. At LSRl, the classification and traffic conditioning 
functions on the specified traffic are performed by the service provider managing the 
core network according to a predetermined TCS. Additionally, the network is assumed 
to have already been provisioned to accept the arriving traffic by statically allocating the 
necessary resources. The classified IP packets are then checked for their destination IP 
address and DSCP. These are compared to the entries of the FEC and NHLFE tables. An
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established LSP which is associated to a FEC element and satisfies the routing and QoS 
requirements of the stream is found and the corresponding label bound to this LSP is 
assigned to the IP packets. The rest of the procedure is the same as the one already 
described earlier.
5.7 Summary
In this chapter, we initially introduced Multi-protocol Label Switching. We then 
described the procedures and the various functional elements, which are required in 
order for Differentiated Services to be supported by MPLS networks. A number of 
modifications were proposed for the MPLS architecture and its associated signalling 
protocol, LDP. An example demonstrating how a DiffServ-capable MPLS network 
works was also given.
We showed how MPLS together with Differentiated Services could be easily combined 
to form a simple and efficient Internet model capable of providing applications with 
differential QoS. The need for complex IP and ATM signalling protocols like RSVP and 
P-NNI respectively is eliminated. No per-flow state information is required leading to 
increased scalability. A lightweight signalling protocol like LDP with the appropriate 
extensions along with the ATM traffic management mechanisms, which are already 
there and implemented in hardware in the ATM switches, provide all the necessary 
functionality and flexibility required by large networks in a simple manner and without 
sacrificing precious resources.
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6.1 Work Summary and Achievements
In this thesis, we contributed in the area of IP Quality of Service and more specifically in 
the area of IP Differentiated Services. In the following, we re-iterate our research 
contributions and summarise our findings.
• We demonstrated how existing traffic control mechanisms, such as scheduling 
and active queue management disciplines can be used to support Differentiated 
Services.
We evaluated existing traffic control mechanisms, i.e. traffic conditioning, buffer 
management and scheduling, and assessed their ability to support Differentiated 
Services. We showed that PQ outperforms WRR and WFQ when used to 
implement an EF PHB. Our simulations demonstrated that with the appropriate 
policing at the edge, delay and jitter -  actually the most important metrics to 
assess EF-based services -  are consistently lower in the case of PQ compared to 
WRR or WFQ. On the other hand, the ability of WFQ to partition the link 
bandwidth according to its weights makes it an attractive solution when used to 
serve both the EF and the AF queues. WRR was found to be the worst performer 
due to the round robin manner in which it serves incoming packets. Another 
finding is that active queue management, together with the right traffic 
conditioning at the network edge, if effectively combined, can be used to 
implement the AF Per-Hop Behaviour with minimal modifications. Finally, we
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demonstrated using simulations how Assured and Expedited Forwarding -based 
services can be supported by the above- mentioned mechanisms.
• We proposed a novel traffic conditioner for the Assured Forwarding service, 
with the ability to control in a fair manner the way IF packets are marked at the 
subscriber network edge.
In the case of an assured service, we argued that the interaction of responsive and 
unresponsive flows can adversely impact the performance of TCP sources and 
for this reason we proposed a traffic conditioner with the ability to eliminate 
these effects. It was shown that this traffic conditioner offers protection that 
helps all flows of an aggregate to achieve their target rates with the additional 
benefit that they potentially have fair access to any bandwidth left over from 
higher-priority classes (given an appropriate active queue management discipline 
at the edge routers).
• We proposed an algorithm for edge routers, which when combined with FairTC 
conditioning it can guarantee the assured rate to IP flows belonging to a 
particular aggregate originating from a subscriber network.
We showed that with the addition of the proposed Aggregate FRED (AFRED) 
algorithm, and subsequently of the Weighted AFRED (WAFRED), the necessary 
protection between the various aggregates inside the DiffServ network is 
provided. Furthermore, this mechanism offers the additional benefit of ensuring 
fairness among the aggregates for any excess bandwidth that may be available.
• Mappings between the DiffServ PHBs and the ATM service categories were 
proposed in order to address the need for interoperability between Differentiated 
Services and ATM.
We particularly showed how it is possible to map DiffServ PHBs to ATM 
service categories in a simple manner. CBR was proposed as a simple and 
straightforward solution for supporting an EF-based service. Furthermore, we
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suggested that UBR and GFR should accommodate best-effort traffic 
corresponding to the DE PHB. The most challenging task was the support of an 
AF service. We proposed and showed using simulations that the Guaranteed 
Frame Rate ATM service category can indeed be used for providing an Assured 
Service by guaranteeing minimum bandwidth allocation to subscribed LANs and 
by also providing fair access to any excess bandwidth that may be available. It 
was shown that an AF service can be effectively provided even though ATM 
only provides two priority levels. The use of the two-drop precedence version of 
the FairTC further contributed to the effectiveness of the proposed approach.
• We proposed an architecture for MPLS-based networks, which provides support 
for Differentiated Services.
A novel architectural framework was proposed together with a number of 
required modifications to the MPLS architecture and its associated signalling 
protocol, LDP. It was shown that Differentiated Services and MPLS can be 
easily combined to form a simple and efficient Internet model capable of 
providing applications with differential QoS.
6.2 Suggestions for Further Work
The work carried out in this thesis can be further extended in a number of ways.
In our studies, we used a single implementation of the TCP protocol, i.e. the TCP Reno. 
It is well known that each variant of TCP exhibits different behaviour under congestion 
periods. It is also known that the Internet is flooded by numerous TCP variants, though 
TCP flows using the Reno implementation are the most frequently encountered 
nowadays, with the trend being towards SACK-based TCPs. It would therefore be 
interesting to verify the effectiveness of our algorithms in the case where different TCP 
variants coexist in our simulations. The effect of having variable packet sizes -  for both 
the TCP and UDP -based source -  is also something that can be further examined as it 
approximates the real network conditions more closely.
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The depth of network, i.e. the number of DiffServ-capable routers across the path of a 
microflow, may affect the traffic characteristics of an aggregate and hence of its 
constituting microflows. Given the likelihood that at every router across the path 
aggregates of the same codepoint may converge, it is anticipated that burstiness will 
build up whose length will tend to increase through the network. Measuring the impact 
that such a scenario might have on the individual flows with a certain target profile is 
worth investigating.
Introducing self-adaptation in control parameter tuning of the algorithms that were 
proposed in this thesis is another direction for further research. This will reduce or even 
eliminate human intervention when tuning router algorithms as opposed to today’s 
norm. Such self-adaptation can be accomplished by adjusting the various thresholds and 
parameters according to heuristics that will depend on, e.g. the traffic characteristics 
experienced, or the buffer occupancy crossing specific thresholds.
Using simulations to run evaluation tests has the advantage of visualising network 
characteristics under different and sometimes extreme conditions. This also enables 
testing algorithms in circumstances where utilising a real network might be prohibitive. 
However, it would be interesting to implement and test the proposed algorithms in a real 
testbed where real traffic is injected through the network nodes.
Finally, we should mention that the real problem of QoS-enabled networks essentially is 
how to provide users with the contracted end-to-end QoS levels while optimising 
network usage and avoiding congestion -  this is actually the ultimate goal of traffic 
engineering. This in turn points out the importance for QoS-based network planning, 
resource dimensioning and network-wide dynamic resource/route management that need 
to be employed in today’s IP networks.
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Acronyms and Abbreviations
AAL
ABR
AC
ACK
ACTS
AF
AFRED
ARP
ATM
ATM-F
BA
BGP
BE
BO
CAC
CBR
CBS
ATM Adaptation Layer 
Available Bit Rate 
Admission Control 
Acknowledgment
Advanced Communications Technologies & 
Services
Assured Forwarding 
Aggregate FRED 
Address Resolution Protocol 
Asynchronous Transfer Mode 
ATM Forum 
Behavior Aggregate 
Border Gateway Protocol 
Best Effort 
Buffer Occupancy 
Connection Admission Control 
Constant Bit Rate 
Committed Burst Size
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CDV Cell Delay Variation
CDVT Cell Delay Variation Tolerance
CLP Cell Loss Priority
CLR Cell Loss Ratio
CoS Class of Service
CTD Cell Transfer Delay
DE Default
DFBA Differential Fair Buffer Allocation
DiffServ Differentiated Services
DSCP Differentiated Service Codepoint
DT Drop Tail
EF Expedited Forwarding
EPD Early Packet Discard
EXP Experimental
FairTC Fair Traffic Conditioner
FBA Fair Buffer Allocation
FCFS First-Come First-Served
FEC Forwarding Equivalence Class
F-GCRA Frame-based Generic Cell Rate Algorithm
FIFO First-In-First-Out
FQ Fair Queuing
FRED Flow RED
FTN FEC-to-NHLFE Map
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FTP
GCRA
GFR
GPS
GSMP
HBO
ICMP
IETF
IGMP
ILM
IntServ
IP
IthACI
ITU
ITU-T
LAN
LB
LBO
LDP
LSP
LSR
File Transfer Protocol 
Generic Cell Rate Algorithm 
Guaranteed Frame Rate 
Generalised Processor Sharing 
General Switch Management Protocol 
High Buffer Occupancy 
Internet Control Message Protocol 
Internet Engineering Task Force 
Internet Group Management Protocol 
Incoming Label Map 
Integrated Services 
Internet Protocol
Internet and the ATM: Experiments and 
Enhancements for Convergence and 
Integration
International Telecommunication Union
rrU  Telecommunication Standardisation 
Sector
Local Area Network 
Leaky Bucket 
Low Buffer Occupancy 
Label Distribution Protocol 
Label Switched Path 
Label Switching Router
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MBS Maximum Burst Size
MCR Minimum Cell Rate
MFS Maximum Frame Size
MIB Management Information Base
MPLS Multi-Protocol Label Switching
MSS Maximum Segment Size
MTU Maximum Transmission Unit
NHLFE Next Hop Label Forwarding Entry
NNI Network-to-Network Interface
nrt-VBR Non-real-time VBR
OSI Open Systems Interconnection
OSPF Open Shortest Path First
PBS Peak Burst Size
PDU Protocol Data Unit
PHB Per-Hop Behaviour
PIR Peak Information Rate
P-NNI Private Network-to-Network Interface
PPD Partial Packet Discard
PQ Priority Queuing
PT Payload Type
PTI Payload Type Identifier
QoS Quality of Service
RARP Reverse Address Resolution Protocol
RED Random Early Detection/Drop
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RESV Reservation
RIO RED with In/Out bit
RM Reference Model
RR Round Robin
RSVP Resource Reservation Protocol
RTO Retransmission Timeout
RTP Real-Time Protocol
RTT Round Trip Time
rt-VBR Real-time VBR
SACK Selective Acknowledgements
SCR Sustainable Cell Rate
SLA Seiwice Level Agreement
SLS Service Level Specification
SMTP Simple Mail Transport Protocol
SNMP Simple Network Management Protocol
STAR S ervice-To-Arrival Rate Ratio
TB Token Bucket
TCP Transmission Protocol
TCS Traffic Conditioning Specification
TLV T ype-Length-V alue
TCS Type of Service
trTCM Two-Rate Three Color Marker
TTL Time-to-Live
UBR Unspecified Bit Rate
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UDP User Datagram Protocol
UNI User-to-Network Interface
VBR Variable Bit Rate
VC Virtual Channel
VCC Virtual Channel Connection
VCI Virtual Connection Identifier
VPC Virtual Path Connection
VPI Virtual Path Identifier
VQ Virtual Queuing
WAFRED Weighted Aggregate FRED
WAN Wide Area Network
WDM Wavelength Division Multiplexing
WFQ Weighted Fair Queuing
WRR Weighted Round Robin
WWW World-Wide Web
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