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ABSTRACT  
   
 
Climate and its influence on hydrology and weathering is a key driver of surface 
processes on Earth. Despite its clear importance to hazard generation, fluvial sediment 
transport and erosion, the drawdown of atmospheric CO2 via the rock cycle, and 
feedbacks between climate and tectonics, quantifying climatic controls on long-term 
erosion rates has proven to be one of the grand problems in geomorphology. In fact, 
recent attempts addressing this problem using cosmogenic radionuclide (CRN) derived 
erosion rates suggest very weak climatic controls on millennial-scale erosion rates 
contrary to expectations. In this work, two challenges are addressed that may be 
impeding progress on this problem. 
The first challenge is choosing appropriate climate metrics that are closely tied to 
erosional processes. For example, in fluvial landscapes, most runoff events do little to no 
geomorphic work due to erosion thresholds, and event-scale variability dictates how 
frequently these thresholds are exceeded. By analyzing dense hydroclimatic datasets in 
the contiguous U.S. and Puerto Rico, we show that event-scale runoff variability is only 
loosely related to event-scale rainfall variability. Instead, aridity and fractional 
evapotranspiration (ET) losses are much better predictors of runoff variability. 
Importantly, simple hillslope-scale soil water balance models capture major aspects of the 
observed relation between runoff variability and fractional ET losses. Together, these 
results point to the role of vegetation water use as a potential key to relating mean 
hydrologic partitioning with runoff variability. 
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The second challenge is that long-term erosion rates are expected to balance rock 
uplift rates as landscapes approach topographic steady state, regardless of hydroclimatic 
setting. This is illustrated with new data along the Main Gulf Escarpment, Baja, Mexico. 
Under this conceptual framework, climate is not expected to set the erosion rate, but 
rather the erosional efficiency of the system, or the steady-state relief required for erosion 
to keep up with tectonically driven uplift rates. To assess differences in erosional 
efficiency across landscapes experiencing different climatic regimes, we contrast new 
CRN data from tectonically active landscapes in Baja, Mexico and southern California 
(arid) with northern Honduras (very humid) alongside other published global data from 
similar hydroclimatic settings. This analysis shows how climate does, in fact, set 
functional relationships between topographic metrics like channel steepness and long-
term erosion rates. However, we also show that relatively small differences in rock 
erodibility and incision thresholds can easily overprint hydroclimatic controls on 
erosional efficiency motivating the need for more field based constraints on these 
important variables. 
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PREFACE  
“The influence of climate upon erosion is less easy to formulate. The direct influences of 
temperature and rainfall are comparatively simple, but their indirect influence through 
vegetation is complex, and is in part opposed to the direct.” 
 
-G.K Gilbert, Report on the geology of the Henry mountains (1877)
	CHAPTER 1 
INTRODUCTION 
 
MOTIVATION 
Quantifying climatic controls on erosion rates in natural settings is essential to 
developing predictive models of erosion over short (e.g., historic) and long (e.g., 
geologic) timescales. Natural hazards like floods, debris flows, and landslides are 
stochastic processes that occur with a frequency that is set by the hydroclimatic setting. 
As such, understanding how landscapes respond to a stationary climate and how resilient 
these systems are to anthropogenic climate change are major research needs with societal 
relevance (National Research Council, 2010).  Over geologic time, the pace and pattern 
of mountain building and erosion rates is mediated by climate and climate variability. For 
instance, important hypotheses predict that climate and tectonics are strongly coupled in a 
way that dictates the form and style of actively deforming mountain belts (Beaumont, 
Fullsack, & Hamilton, 1992; Koons, 1989) and that tectonic uplift rates can serve as a 
regulator of global climate by enhancing the drawdown of atmospheric CO2 via erosion 
(e.g., Raymo & Ruddiman, 1992). In each case, the (physically justified) assumption is 
that long-term erosion rates increase in response to wetter climate regimes. Despite 
predictions from numerical (Kooi & Beaumont, 1996; Willett, 1999) and experimental 
analog (Bonnet & Crave, 2003) models, simple relationships between climate and 
millennial-scale erosion rates in natural settings are ambiguous (Riebe, Kirchner, 
Granger, & Finkel, 2001; von Blanckenburg, 2005) and definitive field evidence for a 
tectonic response to climate or climate change is lacking (Whipple, 2009). 
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BACKGROUND 
Since the very beginning of the study of geomorphology, scientists have pondered 
the influence of climate on erosion rates (Gilbert & Dutton, 1880). This is because 
atmospheric processes fundamentally drive the surface processes that denude the 
landscape. This includes glaciation, flooding, physical and chemical weathering 
processes, and mass wasting. Large, persistent gradients exist in both the amount and 
form of water present at the Earth’s surface. Therefore, hydroclimatic gradients are 
expected to directly affect surface water fluxes and, presumably, associated erosion rates. 
Classic studies attempting to quantify these relationships in fluvial settings relied on 
historic records of sediment yield and revealed complex relationships with increasing 
humidity (Langbein & Schumm, 1958). Comparison of the many proposed relationships 
between mean climate and erosion rates from subsequent sediment yield studies reveal 
little to no systematic relationship between mean annual precipitation and erosion rates 
(Riebe et al., 2001). In contrast, sediment yields are typically strongly correlated with 
tectonically driven uplift rates (Aalto, Dunne, & Guyot, 2006; Ahnert, 1970; Milliman & 
Syvitski, 1992). However, all these studies came with the caveat that historic sediment 
yields may not be representative of long-term erosion rates, especially given their 
sensitivity to human-induced landcover change.  
The advent of using cosmogenic radionuclides (CRN) to measure millennial-scale 
erosion rates (Lal, 1991) came with the exciting prospect of addressing shortcomings of 
sediment yield studies and the potential to clarify the role climate plays in setting long-
term erosion rates. Fig. 1.1a is a cartoon for how a target mineral like quartz accumulates 
2
	CRN in situ on a hillside. Extra-terrestrial cosmic rays continuously bombard the Earth 
producing a cascade of nuclear reactions that reach the surface and interact with bedrock 
and soil. The production rate of rare isotopes in situ (e.g., 10Be in quartz) is highest at the 
surface and decays rapidly with depth thus making it a useful tracer of how long sediment 
resides in this zone of isotopic accumulation, and concentrations of CRN are inversely 
related to erosion rates in actively denuding settings (Lal, 1991). Radioactive 10Be 
produced in quartz is commonly used in erosion studies because quartz is a ubiquitous 
target mineral. Fig. 1.1b is a cartoon showing how this technique is extended to alluvial 
sands collected at a river outlet (Bierman & Steig, 1996; Granger, Kirchner, & Finkel, 
1996). The timescale of alluvial mixing within the river network is typically short with 
respect to how long sediment resides on the hillside. As such, concentrations of 10Be in 
well-mixed fluvial sands reflect the mean rate of surface lowering over an entire 
watershed. This simplified view of the integrated CRN history of alluvial sediment relies 
on a few key assumptions—namely that the sourcing of the target mineral (in this case 
quartz) is homogenous, that erosion in the watershed is uniform, that samples are not 
biased by stochastic inputs of sediment, and that storage of sediment within the fluvial 
network is minimal. While deviations from these assumptions frequently exist in complex 
natural systems, this technique has proven to be robust as long as samples are collected 
with these considerations in mind. Consequently, global watershed-averaged, 10Be-
derived erosion rates now number in the thousands (Portenga & Bierman, 2011; 
Willenbring, Codilean, & McElroy, 2013). 
Fig. 1.2 shows the global distribution of alluvial 10Be-derived erosion rates (as of 
2013) overlaid on a map of mean annual precipitation (Hijmans, Cameron, Parra, Jones, 
3
	& Jarvis, 2005) and tropical cyclone tracks. New data presented in this work (Chapters 4 
and 5) are shown in red and comparable datasets used to motivate this work (see below 
and Chapter 6) are shown in yellow. This map highlights that despite the growing number 
of alluvial erosion rates collected globally, data tends to be concentrated in a few 
locations (i.e., major mountain ranges, mid-latitudes) dictated by the research goals of 
individual studies. For instance, the first use of CRN to address the question of how 
climate controls erosion rates was an important study in the Sierra Nevada, CA where 
point measurements of millennial-scale erosion rates were measured across a wide range 
in mean annual precipitation (200 – 1800 mm/yr) (Riebe et al., 2001). Consistent with the 
complex relationships developed from sediment yield studies, these authors found no 
direct relationship between mean annual precipitation and erosion rates. This result is 
corroborated by global compilations of alluvial 10Be-derived erosion rates where 
millennial-scale erosion rates also show no systematic relationship with mean annual 
precipitation (Portenga & Bierman, 2011; von Blanckenburg, 2005).  
Prior CRN and sediment yield studies each looked for a climatic effect on erosion 
rates by evaluating how well simple measures of mean climate (e.g., mean annual 
precipitation, mean annual temperature) correlate with erosion rates. There are three main 
limitations to this approach as applied to actively denuding mountain landscapes: (1) at 
topographic steady state, erosion rates are expected to balance rock uplift rates regardless 
of climate (Hack, 1975) which is expected to confound simple relationships between 
climate and  erosion; (2) mean climate metrics may not adequately characterize the 
geomorphically effective climate because fluvial erosion is a threshold process where the 
most frequent hydrologic events do little to no geomorphic work (Wolman & Miller, 
4
	1960); (3) therefore, differences in climate should manifest as changes in the erosional 
efficiency of the system under a given set of hydroclimatic conditions (i.e., where the 
characterization of climate includes both mean runoff and event-scale runoff variability). 
Erosional efficiency dictates the steady-state relief required to balance rates of base level 
lowering (Whipple & Tucker, 1999), and higher erosional efficiency is associated with 
lower steady-state relief. Below is a brief description of these three critical components to 
the problem and a justification for the approach taken herein. A more structured outline 
of Chapters 2-6 is also provided at the end of this chapter for ease of reference. 
 
TOPOGRAPHIC CONTROLS ON EROSION RATES 
The classic work of Hack (1975) introduced the concept of dynamic equilibrium 
to topographic evolution. Topographic equilibrium is achieved when climate and rock 
uplift rates relative to baselevel remain steady for a long enough period that the landscape 
can evolve to a state where rock uplift rates are balanced by erosion rates (Hack, 1975; 
Willett & Brandon, 2002). The form of the landscape (Ahnert, 1970) then reflects the 
balance of processes that drive erosion rates (i.e., climate-mediated surface processes) 
and those that resist them (i.e., rock material strength). While steady state is an 
idealization, theoretical (Whipple & Tucker, 1999) and experimental analog models 
(Bonnet & Crave, 2003) show that it produces testable predictions of response timescale, 
equilibrium morphology, and by evaluating system response to perturbation, the transient 
form of mountain landscapes. Specifically, these models predict that higher tectonic 
uplift rates maintain relatively higher topographic relief at steady state. Indeed, in places 
where CRN-based erosion rates were collected across gradients in topography (and 
5
	associated gradients in tectonic uplift), equilibrium channel steepness monotonically 
increases with long-term erosion rates (Cyr, Granger, Olivetti, & Molin, 2010; DiBiase, 
Whipple, Heimsath, & Ouimet, 2010; Godard et al., 2014; Olivetti, Cyr, Molin, 
Faccenna, & Granger, 2012; Ouimet, Whipple, & Granger, 2009; Scherler, Bookhagen, 
& Strecker, 2014).  
Channel steepness (ks) is the channel slope normalized by drainage area and is 
based on the long-recognized empirical relationship known as Flint’s Law (Flint, 1974; 
Hack, 1957): 
ܵ ൌ ݇௦ܣିఏ                  (1) 
where A is the drainage area, S is the local channel slope, and θ is the concavity index. In 
eq. 1, drainage area serves as a proxy for downstream increases in discharge that can be 
readily calculated from topographic maps. For uniform rock uplift rates, concavity 
indices are expected to fall within a relatively narrow range of ~0.4 – 0.6 (Tucker & 
Whipple, 2002) such that variations in ks can be directly related to rock uplift rate, rock 
strength, and climate.  Well-graded river longitudinal profiles that lack significant slope-
break knickpoints are signs of equilibrium conditions. Since most relief is generated on 
the river channel network in fluvial systems (Whipple, Kirby, & Brocklehurst, 1999), ks 
then serves as a scale-independent measure of watershed relief. 
 Taken together, these ideas suggest that one key reason for why direct 
relationships between climate metrics and erosion rates have failed to emerge is because 
tectonics is the first-order driver of long-term erosion rates and topographic form. As 
natural landscapes approach topographic equilibrium, erosion rates should primarily 
reflect rock uplift rates and the resultant topographic relief will reflect the aggregate 6
	effects of rock uplift rates, climate, and rock strength. Thus in order to account for the 
topographic control on erosion rates and the validity of equilibrium assumptions, careful 
analysis of digital elevation models (DEMs) is needed. The former is addressed by 
sampling watersheds for CRN that span a gradient in channel steepness under a uniform 
set of climate and rock strength conditions. The latter is addressed by sampling 
watersheds that conform to Flint’s Law. Chapter 4 is an application of this sampling 
approach along a regionally significant multi-segment normal fault system in Baja, 
Mexico where total footwall displacement is independently estimated using the surface 
uplift of a paleo-erosion surface. The results of this analysis demonstrate that erosion 
rates can adjust to balance rock uplift rate in even very arid climatic settings and further 
show how thoughtful sampling of CRN along with a detailed topographic analysis can be 
used to extract tectonic signals. Chapter 5 adopts the same principles for sampling CRN 
in another arid setting in southern California and a very humid, tropical mountain range 
in northern Honduras to ask how climate modifies the functional relationship between 
channel steepness and millennial-scale erosion rates. 
 
CHARACTERIZING CLIMATE FOR EROSION STUDIES 
Measures of mean climate are more widely available and easier to predict under 
past and future climate conditions. If dominant erosion processes are driven by mean 
climate state, then implementing an appropriate climate forcing into landscape evolution 
models is greatly simplified. However, a number of recent studies (DiBiase & Whipple, 
2011; Lague, Hovius, & Davy, 2005; Snyder, Whipple, Tucker, & Merritts, 2003; 
Tucker, 2004) have emphasized the importance of erosion thresholds along with the 
7
	stochastic distribution of floods on setting long-term erosion rates and bedrock channel 
form. By definition, stochastic processes are non-deterministic and physical models are 
replaced with parametric models that characterize the probability of different magnitude 
events. Which stochastic models are used for streamflow and how the distribution is 
quantified has substantial implications on flood frequency hazards (Benson, 1968) and 
long-term erosion rates in fluvial systems because most flows do not exceed erosion 
thresholds (Wolman & Miller, 1960). For bedrock incision in tectonically active 
landscapes, this is encapsulated in stream power models that are cast in terms of an 
instantaneous incision law (I) and the probability distribution function (pdf) of flows (Q) 
(Lague et al., 2005; Tucker, 2004; Tucker & Bras, 2000): 
 
ܧ ൌ ׬ ܫሺܳ, ݇௦ሻ	݌݂݀ሺܳሻ	݀ܳொ೘ொ೎ሺ௞ೞሻ               (2) 
 
 
where Qc is the discharge need to overcome shear stress thresholds and Qm is the 
maximum daily discharge considered. In this formulation, predicted relationships 
between long-term erosion rates (E) and channel steepness (ks) explicitly account for the 
hydroclimatology by integrating across the pdf of Q with a lower bound set by an erosion 
threshold. Recent work in the San Gabriel Mountains, CA showed that empirical, 
nonlinear relationships between channel steepness and long-term erosion rates can be 
explained using this 1-D fluvial incision model along with historic observations of daily 
streamflow (DiBiase & Whipple, 2011) thus highlighting the importance of adequately 
characterizing the distribution of runoff events for erosion studies. In Chapter 5, we use 
this 1-D fluvial incision model to test how well modern hydroclimatology in other 
settings explain empirical relationships between channel steepness and erosion rates.  
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	 Exporting this approach to other parts of the world can be challenging for a few 
reasons. First, historic streamflow observations in upland landscapes are relatively rare. 
Second, by its nature, characterizing the probability distribution of rare runoff events is 
data-limited. This challenge is partially overcome by observations that mean runoff and 
runoff variability at both interannual (McMahon, Finlayson, Haines, & Srikanthan, 1992) 
and event (Molnar, Anderson, Kier, & Rose, 2006) timescales are inversely correlated in 
some regions. Not only does this simplify what climate metrics are needed for erosion 
studies, but also leads to the intriguing idea that arid landscapes may be more erosive 
than humid ones if runoff distributions are heavy-tailed as proposed by prior studies 
(Malamud & Turcotte, 2006; Molnar et al., 2006; Turcotte & Greene, 1993). However, 
the inverse relationship between mean runoff and runoff variability documented by 
Molnar et al. (2006) was restricted to a hand-selected subset of catchments in the 
contiguous U.S., and without a mechanistic understanding, its application is limited. For 
instance, the very humid tropical mountains of Taiwan are cited as a conspicuous 
counter-example to trends observed in the contiguous U.S. where runoff variability is 
high despite high mean annual runoff (Lague, 2014).  
Chapter 2 addresses these questions through time-series analysis of hydroclimatic 
data networks with long historic records in the contiguous U.S. and Puerto Rico. 
Specifically, this empirical analysis examines three main questions with respect to the 
inverse relationship between mean annual runoff and daily runoff variability observed in 
the contiguous U.S. First, we evaluate whether this relationship is primarily set by daily 
rainfall statistics or by other important hydroclimatic parameters like aridity and 
evapotranspiration. Second, we extend this analysis to the hot, humid tropical setting of 
9
	Puerto Rico where landfall of hurricanes is common (Fig. 1.2). Third, we compare the 
success of the heavy tailed inverse gamma distribution recently used in a number of 
geomorphic studies (Crave & Davy, 2001; DiBiase & Whipple, 2011; Lague et al., 2005) 
against the lighter tailed stretched exponential distribution as an alternative. 
 Results from Chapter 2 prompted the idea that the hillslope-scale water budget 
may explain much of the variation among sites in daily runoff variability. Daily runoff is 
typically much more variable than daily rainfall which suggests a need to develop simple 
predictive models that explain the nonlinear transformation from rainfall to runoff. To 
examine this process in more detail, we use the point-scale soil water balance model 
(Laio, Porporato, Ridolfi, & Rodriguez-Iturbe, 2001) shown in Fig. 1.3. This cartoon 
shows how an input rainfall forcing is partitioned into the major ecohydrologic fluxes. 
Losses include those due to interception and subsequent evaporation from the vegetation 
canopy, evapotranspiration of water available to plants (with an effective soil depth 
related to plant rooting depth),saturation-excess overland flow, and leakage losses below 
the rooting zone that go to shallow subsurface flow and deep groundwater recharge. By 
focusing on the central state variable, soil moisture, we can explore how rainfall 
properties and vegetation parameters alter hydrologic partitioning during both frequent 
and rare events across realistic climate transects. The model and results from this analysis 
are presented Chapter 3. This work provides a template for how vegetation water use may 
be explicitly accounted for in geomorphic models and has important implications for how 
rainfall and vegetation parameters set the shape of the pdf of daily runoff used in eq (2). 
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	HYDROCLIMATIC CONTROLS ON EROSIONAL EFFICIENCY  
 By considering the importance of tectonics and topography on setting millennial-
scale erosion rates along with the importance of incorporating more geomorphically 
relevant descriptions of climate (i.e., as expressed in eq. 2), we hypothesize that climate 
controls on erosion rates will be manifest as changes in erosional efficiency. By re-
casting the problem in terms of how hydroclimate sets erosional efficiency instead of 
erosion rates themselves, the central questions become more tractable. Fig. 1.4 illustrates 
this approach by showing relationships between 10Be-derived erosion rates and channel 
steepness from six prior studies (Balco, Finnegan, Gendaszek, Stone, & Thompson, 2013; 
Cyr et al., 2010; DiBiase et al., 2010; Godard et al., 2014; Ouimet et al., 2009; Siame et 
al., 2011) that are set in dramatically different hydroclimatic settings (see Fig. 1.2). While 
the scatter in CRN data shown are fairly typical, this plot shows that when a large number 
of samples have been collected, differences in the equilibrium relief required for a given 
erosion rate (i.e., differences in erosional efficiency) can be isolated.  
Data collected from this prior work was not collected with a climate transect in 
mind, and thus there a multiple interpretations to the observed differences in erosional 
efficiency (e.g., compare Pacific Northwest and Italy sites to those along the eastern 
margin of the Tibetan Plateau) that include differences in mean annual precipitation, 
differences in storm frequency, and differences in rock properties. In Chapter 5, we 
partially address these confounding variables by presenting new data from sites that vary 
across an order of magnitude in mean annual precipitation (i.e., <300 mm/yr to >3,000 
mm/yr), using hydrologic observations to generate predictions of steady-state 
relationships between channel steepness and erosion rates using eq. 2, and choosing sites 
11
	that are made up of similar rock types (i.e., mostly granitoids).  We also show how easily 
climatic controls on long-term erosion rates may be overprinted by other, often poorly 
constrained, model parameters like rock erodibility and erosion thresholds that can differ 
across sites by even subtle differences in granite chemistry or fracture density. By 
identifying key unknown variables that may mask hydroclimatic controls on erosion rates 
and improving the implementation of transport and incision laws used to predict the form 
of natural landscapes, this analysis is an important step towards quantifying climatic 
controls on erosional efficiency in natural settings.  
 
OUTLINE OF CHAPTERS 2-6 
 Chapter 2 presents a statistical analysis of historic records of daily precipitation 
and daily runoff in the contiguous U.S. and Puerto Rico. We find that patterns in runoff 
variability in the contiguous U.S. are consistent with those in tropical settings like Puerto 
Rico as long as differences in fractional evapotranspiration losses and event-scale rainfall 
variability are both accounted. In both regions, however, wet day rainfall statistics 
emerge as very poor predictors of runoff variability. Instead, mean hydroclimatic metrics 
(i.e., fractional evapotranspiration losses, aridity index) that partially reflect water use 
efficiency of plants are much more robust predictors of runoff variability. Rare runoff 
events (e.g., 50-year flood) in humid climates are typically somewhat larger than those 
observed in arid settings, but the magnitude of intermediate frequency events (e.g., 1-year 
flow) are so much smaller in arid settings that it strongly affects the right tail of daily 
runoff distributions. These results suggest that hypothesized relationships of increased 
12
	fluvial erosivity under arid climate regimes are weaker than previously argued (DiBiase 
& Whipple, 2011; Molnar et al., 2006). 
 Chapter 3 is motivated by results from Chapter 2 by coupling realistic parametric 
descriptions of daily rainfall and other hydroclimatic variables to a nondimensional soil 
water balance model (Laio et al., 2001). The subsurface leakage term in this model is 
used as a proxy for the subsurface stormflow component of runoff. Results from this 
analysis show how the nonlinear rainfall-runoff transformation on catchment hillslopes 
can explain correlations among mean annual precipitation, mean annual runoff, fractional 
evapotranspiration losses, and daily runoff variability. Regardless of how mean annual 
rainfall is increased (i.e., via the intensity of rainfall, frequency of rainfall, or both), 
decreases in fractional evapotranspiration losses and decreases in the ratio of rare (e.g., 
100-year) to moderately frequent (e.g., 1-year) events occur. This is due to the combined 
effects of increased antecedent soil moisture and the increased probability of rare rainfall 
events. A strong sensitivity in model behavior to intermediate rainfall events and 
vegetation water use illustrate how the most important effect of plants on erosion may be 
their influence on mean hydrologic partitioning and runoff variability – an effect that has 
not been widely appreciated in geomorphology. 
 Chapter 4 switches gears to both acquire data on the relationship between 
topography and erosion rate in an arid mountainous landscape, and show a detailed field-
based example of how tectonic forcing can be inferred from the topography. CRN-based 
erosion rates are reported for a normal fault footwall block along the Main Gulf 
Escarpment, Baja, Mexico. Channel steepness, watershed-averaged hillslope angle, and 
2.5-km relief vary systematically along strike and exhibit asymmetric cumulative 
13
	displacement that decreases toward the tips of the multi-segment fault system. Consistent 
with a large body of prior work using similar sampling strategies, topographic metrics 
correlate well with millennial-scale erosion rates. We use the local relationship between 
channel steepness and erosion rate to infer a symmetrical distribution of initiation ages 
along strike where ages decrease towards the fault tips. Initiation ages vary between ~8 
Ma and ~16 Ma and are broadly consistent with independent geologic constraints. 
Prominent slope-break knickpoints in northern catchments do not substantially affect 
these predictions, but do provide evidence for a Late Pliocene increase footwall rock 
uplift rates. 
 Chapter 5 builds off the CRN dataset presented in Chapter 4 from the arid Sierra 
San Pedro Mártir and supplements it with CRN-based erosion rates from the arid San 
Jacinto Mountains in southern CA and the very humid Sierra Nombre de Dios along the 
north coast of Honduras. The two arid sites receive less than 300 mm of annual rainfall 
and the humid site receives greater than 3000 mm of annual rainfall. Each landscape is 
dominated by granitoid rock types with some contribution from metamorphic rocks. In 
each setting, alluvial CRN samples were collected across gradients in relief to account for 
the tectonic control on topography and long-term erosion rates. Arid settings show a 
decrease in erosional efficiency (i.e., increase in steady state relief for a given erosion 
rate) as compared to the tropical site. While consistent with climatically-mediated 
increases in erosional efficiency predicted by a 1-D fluvial incision model (eq. 2), we 
show that large differences in mean climate can be overprinted by relatively small 
differences in rock erodibility and incision thresholds. We also show that erosion rates 
from these settings are on par with published rates that come from comparably humid 
14
	(Godard et al., 2014) and arid (Ouimet et al., 2009) landscapes in other mountainous 
regions in the world. 
Chapter 6 presents a synthesis of preceding chapters by discussing the results 
herein within the context of the large number of alluvial CRN erosion rates that have 
been published over the last 20 years and offers insight into future research directions. 
 
Since chapters 2-5 will be published elsewhere, please cite them appropriately as 
indicated below: 
 
Chapter 2: Rossi, M.W., Whipple, K.X., and Vivoni, E.R. (2014), Precipitation and 
evapotranspiration controls on event-scale runoff variability in the contiguous United 
States and Puerto Rico, in preparation for submission to Journal of Geophysical Research 
– Earth Surface 
 
Chapter 3: Rossi, M.W., Vivoni, E.R., and Whipple, K.X. (2014), The influence of the 
soil water balance within catchment hillslopes on runoff variability, in preparation for 
submission to Geophysical Research Letters 
 
Chapter 4: Rossi, M.W., Quigley, M.C., Fletcher, J., Whipple, K.X., Diaz-Torres, J., 
Seiler, C., Fifield, L.K., and Heimsath, A.M., (2014), Along-strike variation in catchment 
morphology and cosmogenic denudation rates reveal the pattern and history of footwall 
uplift, Main Gulf Escaprment, Baja California, in preparation for submission to 
Geological Society of America Bulletin 
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Figure 1.3: Cartoon of point-scale model used in Ch. 3 for the soil water balance (Laio 
et al., 2001). The only input of water is from stochastic rainfall. Soil moisture dynamics 
are tracked at the daily timescale and account for daily losses to interception, evapo-
transpiration, saturation-excess overland flow, and leakage. These latter three terms are 
themselves a function of soil moisture state, thereby introducing important nonlineari-
ties in the rainfall - runoff transformation.
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Figure 1.4: Relationships between channel steepness and 10Be-derived erosion rates 
from prior studies (Eastern Margin of the Tibetan Plateau - Ouimet et al., 2009; South-
ern California - DiBiase et al., 2010; Central Nepal - Godard et al., 2014; Northern 
Taiwan - Siame et al., 2009; Coastal Pacific Northwest - Balco et al., 2013; Central / 
Northern Italy - Cyr et al., 2010). Differences in the functional relationship between 
channel steepness and erosion rates can be described as changes in erosional efficiency.
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	CHAPTER 2 
PRECIPITATION AND EVAPOTRANSPIRATION CONTROLS ON EVENT-SCALE 
RUNOFF VARIABILITY IN THE CONTIGUOUS UNITED STATES AND PUERTO 
RICO 
  
ABSTRACT 
 Event-scale runoff variability is an important driver of fluvial erosion. 
Nevertheless, it is difficult to implement in landscape evolution models due to limited 
observations and an incomplete understanding of hydroclimatic controls on the 
distribution of daily runoff events. Prior studies have pointed out that daily runoff 
variability is inversely related to mean annual runoff in the contiguous U.S., but such 
relationships may not transfer to tropical settings with a high mean annual runoff and 
high runoff variability. We determine which hydroclimatic variables set this relationship 
in the contiguous U.S. and test whether similar controls operate in Puerto Rico. Through 
an analysis of hydroclimatic datasets, we find that stretched exponential distributions 
provide a common probabilistic framework with which to evaluate event-scale rainfall 
and runoff variability. We find that there is an inverse relationship between event-scale 
runoff variability and mean annual runoff in Puerto Rico, similar to, but distinct from 
trends in the contiguous U.S. In both settings, the shapes of daily runoff distributions are 
correlated with the runoff ratio, evapotranspiration ratio, aridity index, and the ratio of 
wet to dry days. From this, we hypothesize that the first order control on event-scale 
runoff variability is the efficiency of runoff reduction during moderately frequent runoff 
events in arid environments as compared to more humid ones. Somewhat surprisingly, 
mean wet day totals and the shapes of daily rainfall distributions are uncorrelated with 
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	event-scale runoff variability. However, by normalizing local runoff variability by local 
rainfall variability, correlations with hydroclimatic indices collapse onto a single 
relationship for the contiguous U.S. and Puerto Rico suggesting that regional differences 
in rainfall variability do exert a second-order control on runoff variability. 
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	INTRODUCTION 
In order to predict the influence of climate on erosion in fluvial landscapes, an 
understanding of hydroclimatic controls on event-scale runoff variability is needed. 
While simple metrics such as mean annual precipitation (MAP) and mean annual runoff 
(MAR) are readily available, these are less directly related to erosion than the event-scale 
storms and floods that actually drive fluvial processes. The role of runoff generated 
during rare floods on setting river morphology has long been recognized and is embedded 
in the classic geomorphic concept of effective discharge—i.e., the flood magnitude 
representing peak geomorphic work (Wolman & Miller, 1960). Originally developed 
from observations of alluvial rivers, this concept was constructed from the product of the 
probability density function (pdf) of floods and the local relationship between discharge 
and sediment flux. While channel forming processes are different in bedrock rivers than 
in alluvial ones, event-scale runoff variability is similarly important to fluvial incision 
into bedrock, albeit with different thresholds dictated by the dominant incision process, 
bed material size, and substrate properties (e.g., Whipple, 2004).  
In this vein, a number of recent studies have shown the importance of adequately 
characterizing the probability distribution of stochastic rainfall (Tucker, 2004; Tucker & 
Bras, 2000) or flood events (DiBiase & Whipple, 2011; Lague, Hovius, & Davy, 2005; 
Molnar, Anderson, Kier, & Rose, 2006; Snyder, Whipple, Tucker, & Merritts, 2003) 
along with incision thresholds to simulate long-term fluvial incision rates and predict 
steady-state river channel profiles. One intriguing prediction of these stochastic-threshold 
fluvial incision models is that the nonlinear relationship between channel steepness and 
millennial scale erosion rates shown in several recent erosion rate studies (e.g., Balco, 
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	Finnegan, Gendaszek, Stone, & Thompson, 2013; Cyr, Granger, Olivetti, & Molin, 2010; 
DiBiase, Whipple, Heimsath, & Ouimet, 2010; Godard et al., 2014; Harkins, Kirby, 
Heimsath, Robinson, & Reiser, 2007; Olivetti, Cyr, Molin, Faccenna, & Granger, 2012; 
Ouimet, Whipple, & Granger, 2009; Palumbo, Hetzel, Tao, & Li, 2011) may be directly 
attributable to event-scale runoff variability (DiBiase & Whipple, 2011; Lague et al., 
2005). In this context, runoff variability refers to the shape of the right tail of the 
distribution of daily runoff events where higher variability is observed as heavier-tailed 
distributions (Crave & Davy, 2001; Malamud & Turcotte, 2006; Molnar et al., 2006; 
Turcotte & Greene, 1993). 
Our ability to test predictions of stochastic-threshold fluvial incision models is 
hampered by limited information on runoff variability in the landscapes where many of 
these erosion rate studies were conducted and an incomplete understanding of 
hydroclimatic controls on runoff variability. The reason for this is two-fold. The first 
practical limitation is that the long time series observations of runoff required to 
adequately characterize frequency distributions of rare events are lacking for many 
regions, especially in mountainous landscapes. Even in places where these data are 
available, extrapolating from the historic record to millennial or longer timescales is 
sensitive to the parametric models (e.g., exponential, gamma, stretched exponential, 
power law) used to describe runoff variability even under stationary climate. These data 
limitations can be partially addressed by supplementing observations of runoff with 
meteorological station and remotely sensed observations of precipitation. However, this 
leads to the second practical limitation—that the transformation from precipitation to 
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	runoff is distinctly nonlinear (e.g., Sivapalan, Jothityangkoon, & Menabde, 2002; Vivoni, 
Entekhabi, Bras, & Ivanov, 2007).  
Deriving the frequency of floods from parametric descriptions of precipitation 
along with physical models of runoff generation and the drainage network has its roots in 
the classic study of Eagleson (1972) and has subsequently led to a large amount of 
research (e.g., Cordova & Rodriguez-Iturbe, 1983; Freeze, 1980; Menabde & Sivapalan, 
2001; Robinson & Sivapalan, 1997; Schaake, Koren, Duan, Mitchell, & Chen, 1996; 
Vivoni et al., 2007). Broadly, the transformation from precipitation into runoff can be 
divided into two components. First, runoff generation on hillslopes can be nonlinear 
(Minshall, 1962; Wang, Gupta, & Waymire, 1981) and is divided into surface and 
subsurface flow pathways that are dictated by soil properties, vegetation, and antecedent 
soil moisture. As such, the structure of stochastic rainfall and how it is partitioned into 
the subsurface can have large implications on evapotranspiration fluxes and the water 
budget (Rodriguez-Iturbe, 2000; Vivoni et al., 2007). Second, the scaling properties of a 
watershed related to its drainage area and channel network structure will modify the 
shape of the hydrograph due to the routing of flow through the network, heterogeneous 
surface properties, and the characteristic spatial scale of rainfall events (Goodrich et al., 
1997; Menabde & Sivapalan, 2001; Robinson & Sivapalan, 1997). As other authors have 
pointed out, many of these scaling properties are time-invariant and can result from a 
linear rainfall-runoff transformation (Sivapalan et al., 2002).  
Hydrology incorporated into landscape evolution models builds aspects of this 
spatial scaling by using a simplified hydrologic “rule” to route stochastic rainfall over the 
surface and calculate discharge in the river network through time. How this routing is 
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	implemented in practice though, can produce light-tailed runoff distributions (Tucker & 
Bras, 2000) or heavy-tailed ones (Crave & Davy, 2001) with implications on predictions 
of landscape evolution in mountainous regions. If nonlinearity in the event-scale runoff 
response is primarily dictated via the hillslope soil water balance, then these simplified 
climate forcings may be missing key hydrologic controls on landscape evolution. Without 
a simple understanding of hydroclimatic controls on event-scale runoff variability, we are 
limited to computationally-intensive, coupled hydrologic-landscape evolution models 
(Coulthard et al., 2013; Francipane et al., 2012) or 1-D fluvial incision models driven by 
historic discharge records (DiBiase & Whipple, 2011; Lague et al., 2005) to incorporate 
the role of rare events in long-term predictions of erosion. 
A recent study by Molnar et al. (2006) suggests a way forward towards assessing 
broad hydroclimatic controls on event-scale runoff variability. For a subset of gauged 
watersheds in the contiguous U.S., these authors found that event-scale runoff variability 
is inversely related to MAR. This is illustrated with new data in Fig. 2.1a which shows an 
exceedance frequency plot of daily runoff for selected watersheds in the contiguous U.S. 
that fall in three narrow bands of MAR (21-33 mm; 240-273 mm; 2432-2894 mm) and 
span two orders of magnitude of MAR. Exceedance frequency is the probability of a 
given sized event or greater occurring. We selected these watersheds to maximize 
geographic coverage (inset) and show a representative spread of runoff variability for a 
given MAR. Fig. 2.1a shows that for a given MAR, runoff variability (i.e., the shape of the 
right tail of the distribution) can vary significantly due to local hydrologic variations 
(including soil properties, topography, runoff mechanisms, and drainage density). Despite 
this variation, the ratio between the magnitudes of rare floods (e.g., 20-year flood, R20) to 
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	more common ones (e.g., 5 floods per year, R0.2) systematically gets smaller in 
watersheds with higher MAR even though the magnitude of 20-year floods is still 
typically larger in the wetter settings. It is this smaller relative difference in the 
magnitude of daily runoff events at different recurrence intervals in wet climates that 
constitutes the inverse relationship between MAR and runoff variability observed in the 
contiguous U.S. (Molnar et al., 2006). If this relationship is generally true, a rough 
approximation of the full flood frequency distribution could be derived from 
measurements of MAR. However, as these (Molnar et al., 2006) and other (Lague, 2014) 
authors have pointed out, there are many examples of watersheds outside the contiguous 
U.S. dominated by intense monsoonal (e.g., Nepal) or tropical storm (e.g., Taiwan) 
rainfall where both MAR and runoff variability are high and thus do not conform to the 
general pattern observed in the contiguous U.S. Furthermore, the fundamental controls on 
this inverse correlation between MAR and runoff variability are incompletely known, 
thereby limiting its utility in extending modern hydrologic observations to past or future 
climates or its application to ungauged watersheds.  
In this study, we seek to assess the relative roles of rainfall variability and runoff 
generation in setting event-scale runoff variability. Accordingly, we first ask whether the 
pattern observed in the contiguous U.S. is primarily driven by spatial patterns in 
precipitation statistics. Fig. 2.1b shows exceedance frequency plots for daily precipitation 
at meteorological stations near the exemplar watersheds shown in Fig. 2.1a. These 
examples show that that the rare precipitation events can be very similar in magnitude in 
arid and humid settings. However, there is a general pattern that wetter climates produce 
somewhat larger events at a given recurrence interval (e.g., compare 5 biggest storms per 
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	year and 20-year storm marked on Fig. 2.1b). Given that precipitation also drives a 
variety of response variables including soil moisture, vegetation growth and phenology, 
and runoff generation itself (Rodriguez-Iturbe, 2000), we focus on the narrow goal of 
determining how event-scale precipitation variability is imprinted into runoff variability. 
Specifically we ask whether the inverse relationship between MAR and runoff variability 
is driven directly by daily precipitation statistics or whether it is a byproduct of runoff 
generation processes linked to other hydroclimatic factors.  
For instance, annual losses to actual evapotranspiration (AET) approach annual 
precipitation totals in arid settings and thus may substantially influence the relationship 
between precipitation variability and runoff variability. Indeed, global studies using 
annual precipitation and runoff totals show that interannual runoff variability (measured 
as the standard deviation of annual runoff totals) both correlates strongly with catchment 
aridity (T. McMahon, Finlayson, Haines, & Srikanthan, 1992) and progressively exceeds 
precipitation variability (measured as the standard deviation of annual precipitation 
totals) with increasing aridity (Koster & Suarez, 1999). Although AET losses influence 
rare floods much less than annual runoff totals, they disproportionately affect runoff 
generation during smaller precipitation events and influence antecedent moisture 
conditions, and thus may play an important role in event-scale runoff variability—a 
possibility we explore here. We then ask if relationships observed in contiguous U.S. 
transfer to tropical settings where we expect high MAR and high event-scale runoff 
variability. Specifically, we test these ideas in Puerto Rico where there are comparable 
hydroclimatic data to those in the contiguous U.S. 
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	Our approach is to use daily observations in the contiguous U.S. and Puerto Rico 
as a proxy for event magnitudes (i.e., storm depths, flood runoff). Though storms are 
typically less than one day and some floods can last many, this approach has proven 
successful for describing the statistics of rare storm events (e.g., Furrer & Katz, 2008) 
and floods (e.g., Malamud & Turcotte, 2006). To describe these statistics, we build off of 
a recent study by Wilson and Toumi (2005) proposing the use of the stretched 
exponential distribution to characterize the right tail of daily precipitation distributions. 
Using rank-frequency analysis on long time series data, we compare exceedance 
frequencies of daily precipitation and runoff to stretched exponential models as well as 
more commonly used ones (e.g., exponential/gamma distributions for precipitation, 
power-law distributions for runoff). In this way, daily runoff statistics are reduced to two 
parameters (Lague et al., 2005): mean daily runoff (R¯ ) and a shape parameter describing 
event-scale runoff variability (cr in this study). For precipitation, a large fraction of days 
are dry such that daily precipitation is better described by three parameters (Eagleson, 
1978): the ratio of the number of wet to dry days as a proxy for storm frequency (λ-1), 
mean precipitation totals during wet days as a proxy for mean storm depth (α), and a 
shape parameter describing storm depth variability (cp in this study). In this framework, 
mean daily precipitation (P¯ ) is controlled by both mean storm depth (α) and mean storm 
frequency (λ-1). Storm depth generally refers to the integration of the intensity and 
duration of rainfall events and is equivalent to wet day precipitation totals in this study. 
Typically, the time between precipitation events is characterized by a mean interstorm 
arrival time (λ) and is approximated using the ratio between the number of wet to dry 
days in this study. However, because we consider the entire record, our estimates of λ-1 
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	also partially reflect the seasonality of precipitation. Fig. 2.2 shows how each parameter 
is related to exceedance frequency. Arrows indicate how changes in individual 
parameters affect the distribution. This example also shows how some distributions of 
daily runoff appear to have heavier tails (i.e., rare events are relatively more frequent) 
while associated distributions of daily precipitation have lighter tails (i.e., rare events are 
relatively less frequent). By using dense climatological data networks, we evaluate how 
common truly heavy-tailed (i.e., power-law) flood frequency (Malamud & Turcotte, 
2006; Turcotte & Greene, 1993) is and evaluate which hydroclimatic variables best 
explain the inverse relationshop between MAR and runoff variability in the contiguous 
U.S. We then test these ideas in the very different hydroclimatic setting of Puerto Rico. 
 
DATA AND METHODS 
Contiguous U.S. data 
Daily precipitation records from the contiguous U.S. were taken from the United 
States Historical Climatology Network (USHCN). These 1,218 meteorological stations 
were identified by the National Climatic Data Center as being of suitable quality for 
regional climate studies (Easterling, Karl, Lawrimore, & Del Greco, 1999), and over 99% 
of this data network contains greater than 10 years of observations of daily precipitation 
(Table 2.1). Updated records are hosted by the Carbon Dioxide Information Analysis 
Center (http://cdiac.ornl.gov/epubs/ndp/ushcn/ushcn.html). For discharge, daily records 
are from the Hydro-Climatic Data Network – 2009 (HCDN-2009). These 743 stream 
gauges are an update to the original HCDN network and were selected based on quality 
criteria with the additional constraint to choose watersheds that were only minimally 
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	altered by humans historically (Lins, 2012). In this network, over 94% of the 701 stations 
in the contiguous U.S. contain greater than 10 years of observations of daily discharge 
(Table 2.1).  Updated records are hosted by the U.S. Geological Survey 
(http://waterdata.usgs.gov/nwis). Locations of all stations are shown in Fig. 2.3. We also 
use gridded 30-year climate normals (1971-2000) of mean annual and mean monthly 
precipitation, maximum temperature, and minimum temperature from the Parameter-
elevation Relationships on Independent Slopes Model (PRISM). This spatially-
continuous climate dataset builds off of the existing network of meteorological stations in 
the contiguous U.S. and interpolates between stations by accounting for the elevation 
control on temperature and precipitation (Daly, Neilson, & Phillips, 1994) and thus 
provides a more reliable estimate of long-term averages within a watershed than direct 
interpolation of the USHCN station data. Updated data products are hosted by the PRISM 
Climate Group, Oregon State University (http://prism.oregonstate.edu). 
 
Puerto Rico data 
Daily precipitation records from Puerto Rico are from the Global Historical 
Climatology Network (GHCN). The GHCN consists of over 80,000 meteorological 
stations globally that were identified as being of suitable quality for global climate 
studies (Menne, Durre, Vose, Gleason, & Houston, 2012). Of the 149 stations located in 
Puerto Rico, over 84% have greater than 10 years of observations of daily precipitation 
(Table 2.1). Updated records are hosted at the National Climatic Data Center 
(http://www.ncdc.noaa.gov/oa/climate/ghcn-daily/). For discharge, daily records are from 
the Geospatial Attributes of Gages for Evaluating Streamflow-II (GAGES-II) watersheds. 
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	GAGES-II is a larger data network than HCDN-2009 (and includes it) developed 
contemporaneously with similar objectives (Falcone, Carlisle, Wolock, & Meador, 2010). 
Of the 16 GAGES-II watersheds located in Puerto Rico, over 87% have greater than 10 
years of daily discharge (Table 2.1, Fig. 2.3). Updated records are hosted by the U.S. 
Geological Survey (http://waterdata.usgs.gov/nwis). Like in the contiguous U.S., we use 
gridded 30-year climate normals (1963-1995) of mean annual and mean monthly 
precipitation, maximum temperature, and minimum temperature for Puerto Rico acquired 
from Climate Source Inc. (http://www.climatesource.com/). Available meteorological 
data was interpolated using PRISM algorithms in the same way as the contiguous U.S. 
although over a different time window (Daly, Helmer, & Quiñones, 2003). 
 
Time-series analysis 
All daily precipitation and discharge data were acquired through 2011 and 
trimmed to ignore gaps in the record. Gaps are small for most stations (typically << 1%) 
and are assumed to be random. Table 2.1 summarizes metadata for the time series data 
used in this study. For discharge, we convert records to daily runoff by dividing the daily 
discharge by the watershed area. Thus, both precipitation and runoff are in the same units 
(mm/day) and can be directly compared. For each time series, exceedance frequencies, 
P(X>x), are determined using standard rank-frequency analysis to construct an empirical 
complementary cumulative distribution function (ccdf). We take two general approaches 
to describing the right tails of both precipitation and runoff distributions in this study. In 
the first approach, we simply keep track of the magnitude of daily events at different 
probability levels (P5/yr, P2/yr, P1yr, P2yr, P5yr, P10yr, P20yr, P50yr) with the subscript 
37
	indicating the recurrence interval (see Figs. 2.4 and 2.5 for summary of precipitation and 
runoff statistics, respectively). Since precipitation includes many days with zero 
precipitation, we also constructed a ccdf for wet day totals. The magnitude of wet day 
totals (proxy for storm depth, α) were also tracked at different probability levels (P90, P95, 
P97.5, P99, P99.5, P99.75, P99.9). These probability levels are expressed as percentiles instead 
of recurrence intervals because the ratio of the number of wet to dry days is different for 
each station. The advantage of assessing the magnitude of events at different probability 
levels is that a parametric model is not imposed and thus fidelity to observations is 
retained. For instance, event-scale runoff variability can be captured using this approach 
by taking the ratio of two different probability levels (e.g., P20yr / P0.2yr). However, this 
approach ignores the full distribution of events and is difficult to use when modeling 
precipitation over long timescales (e.g., landscape evolutions models). Our second 
approach is to characterize the right tail of the distributions using the stretched 
exponential (or complementary cumulative Weibull) distribution. This distribution is 
useful for processes that show characteristic scales (e.g., exponential distributions) at 
small-to-moderate values and non-scaling (e.g., power law distributions) at large values 
(Laherrere & Sornette, 1998) and thus provides a flexible parametric model to describe 
both precipitation and runoff distributions: 
ܿܿ݀ ௑݂బ,௖ ൌ ݁ିቀ
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	.           (1) 
Equation 1 is the complementary cumulative distribution function (ccdf) of a stretched 
exponential distribution for any quantity X (i.e., storm depth, runoff), where 0 < c < 1. X0 
is a scale parameter and c is a shape parameter that is equivalent to the exponential 
distribution when c = 1. Smaller values of c indicate heavier tails. Values of c > 1 are less 
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	variable than the exponential distribution. Wilson and Toumi (2005) recently proposed 
the use of the stretched exponential distribution to describe daily precipitation based on 
heuristic physical arguments that rare storm depths are the joint probability of three 
normally-distributed atmospheric variables: vertical mass flux, specific humidity, and 
precipitation efficiency. While evidence demonstrating that this distribution is a 
fundamental one has been mixed (Furrer & Katz, 2008; Serinaldi & Kilsby, 2014), we do 
find that the stretched exponential does a better job describing the full wet day 
distribution than the more commonly used exponential and gamma distributions (see Fig. 
2.4 inset). As such, we interpret the shape parameter for wet day precipitation, cp, as a 
reliable measure of storm depth variability. To determine a best-fit cp for each station, we 
follow Wilson and Toumi (2005) in using P95 as the probability threshold with which to 
fit observations. To do this, we linearize the ccdf for each station by log-transforming the 
data and determine a best-fit cp by minimizing least square residuals. 
A wide range of parametric models have also been used to describe runoff 
distributions (Benson, 1968). In particular, there has been a recent trend in the 
geomorphic literature to consider the implications of power law distributions of floods 
(Malamud & Turcotte, 2006; Turcotte & Greene, 1993) on long-term erosion rates 
(DiBiase & Whipple, 2011; Lague, 2014; Lague et al., 2005; Molnar et al., 2006). In 
these studies, event-scale runoff variability is encapsulated in the power law exponent (k) 
used to describe the distribution of daily runoff. Similar to cr, smaller values of k indicate 
more variable runoff and typically range from 0.1 to 5 (Lague, 2014). This treatment of 
runoff distributions has significant implications on which floods do peak geomorphic 
work, especially in cases where k < 1 and the distribution becomes heavy tailed (i.e., the 
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	right tail of the distribution cannot be bounded by any exponentially-tailed distribution). 
However, recent re-evaluation of identifying power law distributions has questioned the 
ubiquity of these distributions in nature (Clauset, Shalizi, & Newman, 2009). We use the 
algorithms of Clauset et al. (2009) to determine best-fit power law exponents (k) and 
probability thresholds (xmin) on all runoff time series. By using the Kolmogorov-Smirov 
test for each time series, we evaluate how likely the distribution has been sourced from a 
power law distribution. In the contiguous U.S., over two-thirds of the stations in the 
HCDN-2009 network and those used in Molnar et al. (2006) failed this test at the 0.05 
significance level. While we do not question the observation of power law distributions 
seen in some settings, we think the stretched exponential provides a more conservative 
and more robust estimate of event-scale runoff variability that is less sensitive to the 
choice of the probability threshold (xmin). To illustrate this, Fig. 2.6a shows relationship 
between cr and k in the contiguous U.S. and Puerto Rico and its sensitivity to the choice 
of probability threshold (xmin). This analysis reveals two key points. First, best-fit values 
of k vary significantly and systematically as a function of the probability threshold 
(xmin)—i.e., runoff variability decreases with increasingly higher thresholds. In contrast, 
estimates of cr are relatively insensitive to the choice of probability threshold (xmin). The 
convex-up curvature of the right tails implied by this result is visually apparent in Fig. 
2.1. Second, as should be expected, cr and k are strongly correlated. This means we can 
safely cast the inverse relationship between MAR and runoff variability shown in prior 
studies (Molnar et al., 2006) in terms of cr.  
The relationship shown in Fig. 2.6b is equivalent to Fig. 3 from Molnar et al. 
(2006) with event-scale runoff variability described in terms of cr. In this version, 
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	HCDN-2009 stations where < 10% precipitation falls as snow are distinguished from 
those with > 10% (see 2.3 for calculation; 3.1 for discussion). Fig. 2.6b also shows that 
rainfall dominated watersheds in the contiguous U.S. can be separated into two trends 
that are reasonably well captured by delineating stations east of the Rockies from those in 
the western U.S. It has been argued that the inverse relationship between MAR and event-
scale runoff variability breaks down in tropical settings where there is regular landfall of 
tropical storms. Notably, Taiwan is cited as a counter example of where trends with MAR 
break down (Lague, 2014). Using the cr – k relationship in Fig. 2.6a, we show where a 
typical Taiwanese watershed (Lague et al., 2005) is expected to plot in Fig. 2.6b. Much 
like Taiwan, Puerto Rico is both wetter and more variable than most places in the 
contiguous U.S. Also like Taiwan, the largest floods in Puerto Rico are frequently 
associated with tropical storms. Nevertheless, the large gradient in MAR in Puerto Rico 
reveals that there is still an inverse relationship between MAR and event-scale variability, 
albeit one that is distinct from trends in the contiguous U.S. The greater runoff variability 
for a given MAR may be the influence of tropical storms or simply an indication that 
MAR is a poor proxy for the underlying controls on runoff variability—questions we 
explore in more detail below.  
 
Grid analyses 
Drainage areas of watersheds in the contiguous U.S. span from 2.2 to 26,000 km2. 
This large range in drainage areas masks the fact that HCDN-2009 stations actually 
cluster over a relatively narrow range of intermediate values (interquartile range is 118 – 
796 km2). Drainage areas in Puerto Rico watersheds range from 2.6 to 48 km2. As such, 
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	to properly attribute relevant hydroclimatic variables to each watershed, interpolation of 
point measurements is required. For mean annual precipitation, PRISM climate normals 
are the most reliable estimates of watershed averaged values. However, equivalent 
spatially continuous grids for mean wet day totals (α), the ratio of wet to dry days (λ-1), 
the fraction of precipitation as snow, and event-scale precipitation variability (cp) are not 
available. Furthermore, in order to test energy limitations on the climatological water 
budget (see section 4), spatially continuous estimates of potential evapotranspiration 
(PET) and aridity index (AI) are also needed. 
 To spatially interpolate precipitation metrics, we use a tension spline (weighted by 
Φ = 0.1) on meteorological station data. This technique works well for variables that vary 
smoothly over space while also preserving fidelity to observations where stations are 
present. The result of these interpolations for mean wet day totals (α) and the mean ratio 
of wet to dry days (λ-1) are shown in Fig. 2.3a and Fig. 2.3b, respectively. While some 
artifacts are created due to the limited spatial density of point measurements, regional 
patterns are reliably determined and even capture large scale topographic features of the 
Rocky Mountain West (Fig. 2.3). We take a similar approach to interpolating snow 
fraction with the added step that we multiply this grid by PRISM mean annual 
precipitation (MAP) to obtain a mean annual snowfall for each watershed. Mean annual 
snowfall is converted to equivalent precipitation using a standard density correction 
factor of one-tenth. Finally, we also interpolate point estimates of event-scale 
precipitation variability (cp). This metric is the most locally variable and produces clear 
artifacts in the spline interpolation. As such, we consider this watershed averaged statistic 
the most tentative. Despite this, the fact that local variation in cp is large compared to 
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	other precipitation metrics is suggestive in itself that variations in cp may not be adequate 
to explain regional variations in cr. 
 To estimate potential evapotranspiration (PET) we adopt a modified version of 
the Hargreaves and Samani (1982) method (Samani, 2000). The preferred method for 
estimating PET is the Penman-Monteith equation because of its sound theoretical basis, 
but its use is limited due to the large number of meteorological variables required. In 
contrast, the Hargreaves and Samani (1982) method is empirical and requires only 
weekly or monthly values of mean temperature, maximum temperature, minimum 
temperature, and latitude (proxy for incoming solar radiation). This approach is 
successful because solar radiation and air temperature are the dominant terms setting PET 
and the temperature range is thought to partially capture the influence of other 
meteorological variables like wind speed and relative humidity (Hargreaves & Samani, 
1982). Since these temperature variables are all available as PRISM climate normals at 
the monthly timescale, we use them to calculate monthly grids of PET for the contiguous 
U.S. and Puerto Rico. Annual totals for PET are the sum of the monthly values. This 
derived data product is also used to calculate the aridity index (AI  = PET / MAP). For all 
gridded variables, watershed values are determined by taking zonal averages. 
 
PRECIPITATION AND RUNOFF 
Spatial patterns in precipitation and runoff 
The contiguous U.S. is bimodal between moderately humid (MAP~1200 mm; 
MAR~400mm) and semiarid (MAP~500 mm; MAR~100 mm) climate regimes. However, 
annual totals do not fully reveal the climatological diversity which spans from hot, mid-
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	latitude deserts to cool, marine coniferous forests. For example, Fig. 2.3 shows PRISM 
MAP alongside spatially-interpolated wet day totals (α) and mean ratio of wet to dry days 
(λ-1). Simply deconvolving MAP (Fig. 2.3a) into two parameters shows that regions of 
high MAP are sometimes caused by large α (e.g., Gulf Coast), large λ-1 (e.g., New 
England) or both (e.g., Pacific Northwest). Recognizing the tradeoff between α and λ-1 in 
setting MAP is also useful in dry climates where, for instance, the Southwest has a 
moderate α despite the small number of days when it rains (i.e., very low λ-1).  Mean wet 
day totals are much higher in rainfall dominated settings than in those with >10% snow 
(α = 10.4 mm/day as compared to α = 6.23 mm/day) but only show marginal differences 
in other rainfall statistics (mean cp = 0.74 as compared to cp = 0.72; mean λ-1 =0.39 as 
compared to λ-1 =0.38). We expect that if one of these variables is the key driver of runoff 
variability, it will be spatially correlated with cr. 
 Overall, MAR is strongly correlated with MAP in the contiguous U.S. (r2 = 0.86; 
Fig. 2.7). However, we find that a relatively small amount of snowfall (<10%) 
substantially increases the runoff ratio, or the fraction of mean annual precipitation that 
goes to runoff (i.e., MAR/MAP). On closer inspection, the linear relationship between 
MAP and MAR can be deconstructed into two parallel and stronger correlations that 
reflect this in increase in runoff ratio for snow influenced watersheds (see Fig. 2.7). 
Watersheds that receive >10% of precipitation as snow make up ~40% of the HCDN-
2009 network and largely reflect high elevation and high latitude sites (Fig. 2.3b). The 
combined effect of cooler temperatures and increased snow fraction are the likely culprits 
of this systematic increase in runoff ratio. The seasonal storage of water acts to spread 
runoff over many days and thus lowers runoff variability (i.e., increasing the mean at the 
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	expense of extremes). This would explain why the strength of the inverse relationship 
between MAR and event-scale runoff variability improved dramatically when watersheds 
with >10% snow are excluded (Fig. 2.6b). In fact, many snow-influenced watersheds 
exhibit runoff distributions that are even lighter tailed than the exponential distribution (cr 
> 1; Fig. 2.6a). Since we are principally interested in controls on the rainfall-runoff 
transformation, we limit our analysis to watersheds in the contiguous U.S. that receive < 
10% of their precipitation as snow. 
 One limitation of using the contiguous U.S. as natural laboratory for examining 
relationships between mean hydroclimatic metrics and runoff variability is that it is 
missing a major climate zone—hot, humid tropical settings impacted by tropical storms.  
Taiwan is often cited as an exemplar setting where the Molnar et al. (2006) arguments 
should breaks down (e.g., Lague, 2014).  While not quite as variable as Taiwan, 
watersheds in Puerto Rico fill this gap in a setting where long time series datasets are also 
readily available. For an island that is less than 10,000 km2, Puerto Rico exhibits a 
dramatic climate gradient that spans relatively dry (MAP~1 m/yr), semi-deciduous 
forests in the southwest to very wet (MAP > 4 m/yr) tropical rainforest in the northeast 
(Daly et al., 2003). This gradient is largely set up by the dominant easterly source of 
precipitation interacting with topography. As in the contiguous U.S., MAP and MAR are 
strongly correlated (see Fig. 2.7). Mean wet day totals are comparable to those observed 
in the contiguous U.S. if on the high end (mean α = 13.5 mm/day with the highest 
watershed average of 16.8 mm/day). However, wet day rainfall is systematically more 
variable (mean cp = 0.57 with the lowest watershed average of 0.47) and storm frequency 
is much higher (mean λ-1 = 1.32 with the highest watershed average of 3.82). As such, we 
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	expect Puerto Rico to provide a useful test of robustness of hydroclimatic relations 
developed for the contiguous U.S. 
 
Rainfall controls on event-scale runoff variability 
To determine rainfall controls on runoff variability, we regress cr against mean 
annual precipitation (MAP), mean wet day totals (α), ratio of wet to dry days (λ-1), and 
storm depth variability (cp). Coefficients of determination from this analysis are reported 
in Table 2.2. Regressions are done on the contiguous U.S. as a whole and separated into 
two regions. This partially accounts for the observation that rainfall dominated 
watersheds are made up of two trends that are reasonably well delineated by watersheds 
east and west of the Rocky Mountains (Fig. 2.6b). It is a crude geographic division that 
may be capturing the transition from the winter-dominated rainfall in the western U.S. to 
spring/summer dominated rainfall in the eastern U.S. However, it also may be capturing 
the fact that some watersheds in the eastern U.S. are low relief settings that are more 
strongly influenced by groundwater dynamics. We do not try to resolve this question 
here, but instead use this to point out that the Molnar et al. (2006) relationship is partially 
made up of a highly nonlinear branch that is more strongly related to hydroclimatic 
variables than when the dataset is considered as a whole (Table 2.2). Fig. 2.6b also shows 
that event-scale runoff variability is distinctly higher in Puerto Rico than similarly humid 
regions in the western U.S.  
These results can be summarized by three main observations. First, α and cp are 
poor predictors of cr in each region (Table 2.2). While large runoff events are usually 
associated with extreme rainfall events, differences in wet-day rainfall statistics do not 
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	explain regional patterns in the right tail of daily runoff distributions. Second, all 
correlations in the contiguous U.S. including the one shown in Fig. 2.6b are primarily 
driven by observations made in the western U.S. (Table 2.2). Third, both MAP and λ-1 are 
generally good predictors of cr. Since MAP is dictated by the product of α and λ-1 from 
the way we have defined them in this study, the regression analysis reveals that the ratio 
of wet to dry days is why MAP correlates with event-scale runoff variability (Table 2.2). 
However, λ- 1may be cross-correlated with other important hydroclimatic variables. For 
instance, energy constraints on the water budget partially determine fractional ET losses 
and thus may be important to runoff generation during both common and rare storms. In 
the next section, we adopt the Budyko framework to evaluate the relative influence of 
water and energy constraints on event-scale runoff variability. 
 
EVAPOTRANSPIRATION AND RUNOFF 
Budyko framework 
Because actual evapotranspiration (AET) is the dominant flux balancing incoming 
precipitation (~66-80% in the contiguous U.S.), it is necessary to consider the role that it 
has on runoff variability. One approach is to compare the fraction of MAP that goes to 
AET, also known as the evapotranspiration ratio (ETrat), against the ratio of potential 
evapotranspiration (PET) to MAP, also known as the aridity index (AI). ETrat is the 
complement to runoff ratio, which together describe the climatological partitioning of 
water under the assumption of no changes in storage. This approach was pioneered by 
Budyko (Budyko, 1974) and has been used to explore the role of spatiotemporal scale, 
vegetation dynamics, and soil properties on runoff generation (e.g., Donohue, Roderick, 
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	& McVicar, 2007). Fig. 2.8a shows the Budyko relation for the contiguous U.S. and 
Puerto Rico watersheds as determined from the PRISM dataset (Daly et al., 2003; Daly et 
al., 1994). For places with an AI < 1, AET is governed by PET (energy-limited), while 
areas with an AI > 1 have AET is governed by MAP (water-limited). Deviations from the 
dashed lines (Fig. 2.8a) show the climatological efficiency of the evapotranspiration 
processes. Importantly, Fig. 2.8a shows that our estimates of AI and ETrat are in 
agreement with prior studies that have taken this approach. The Budyko relationship was 
originally developed as a framework for explaining patterns in climatological means and 
only recently has this framework been applied to considerations of climatological 
variations in runoff variability.  
Koster and Suarez (1999) were the first to extend the Budyko relationship to 
climate variability by showing that the ratio of standard deviations of annual runoff (σr) 
and annual precipitation (σp) varies as a function of aridity index. Subsequent studies 
broadly confirmed these results (Arora, 2002), albeit with significant caveats (T. A. 
McMahon, Peel, Pegram, & Smith, 2011; Sankarasubramanian & Vogel, 2003). An 
implied, but unstated, outcome of these Budyko interannual variability functions are that 
the ratio of coefficients of variation of annual runoff (CVr) and annual precipitation (CVp) 
increase with AI, consistent with prior observational studies (T. McMahon et al., 1992). 
However, to our knowledge, an equivalent analysis showing how event-scale variability 
is related to AI and ETrat has not been conducted. We adopt a similar approach to these 
prior studies by examining relationships between hydroclimatic variables and the ratio of 
cr to cp. This ratio tells us how much more variable the runoff distributions are when 
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	compared to the input precipitation forcing. When cr / cp is less than 1, event-scale runoff 
variability is greater than event-scale rainfall variability. 
 
Evapotranspiration controls on event-scale runoff variability  
Coefficients of determination for linear regressions between AI and ETrat with cr 
and cr / cp are summarized in Table 2.2. AI and ETrat show some of the strongest 
correlations with event-scale runoff variability observed in this analysis, especially for 
rainfall-dominated watersheds in the western U.S. and Puerto Rico. Fig. 2.8b shows the 
relationship between ETrat and cr / cp, and Fig. 2.8c shows the relationship between AI 
and cr / cp (for equivalent plots with cr see Fig. 2.9). In general, taking the ratio of cr with 
cp adds random scatter to most relationships between hydroclimatic variables and event-
scale runoff variability (Table 2.2). This is because cp varies a lot over small spatial 
scales and in an unsystematic way over regional scales in the contiguous U.S. In contrast, 
event-scale rainfall variability in Puerto Rico is systematically higher than in the 
contiguous U.S. (i.e., typically has lower cp) due to the influence of tropical storms. Thus 
by regressing ETrat and AI with cr / cp, and thereby accounting for regional differences in 
rainfall variability, distinct trends observed in Puerto Rico and the contiguous U.S. (see 
Fig. 2.9) collapse onto a single relationship (Figs. 2.8b and 2.8c). Notably, the same is not 
true for the λ-1 and cr / cp (Fig. 2.8d) because the frequency of rainfall is so much higher 
in Puerto Rico. Since ETrat and AI are nonlinearly related through the Budyko 
relationship, it is also unsurprising to find that nonlinear regressions improve the 
correlation between AI and cr / cp (R2 improves from 0.36 to 0.45).  
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	Fig. 2.10 illustrates central themes that emerged from the regression analysis by 
showing a map of event-scale runoff variability for watersheds in the contiguous U.S. and 
Puerto Rico overlaid on aridity index. First, watersheds in arid environments (brown; AI 
> ~1) universally show high event-scale runoff variability (cr < ~0.3). Second, there is a 
very clear gradient in runoff variability along the west coast of the contiguous U.S. These 
watersheds are largely from Pacific coastal mountain ranges that experience similar 
winter-dominated seasonal rainfall. This climate transect is what defines the steep limb of 
the inverse relationship between cr and MAR (Fig. 2.6). In the eastern half of the country, 
spatial patterns in cr are less defined. There are many other hydrologic factors that may 
be confounding interpretations in this region including thick, variable soils, lower mean 
topography, differences in seasonality, and increased influence of groundwater dynamics. 
Third, runoff variability in Puerto Rico is higher in the semi-arid southern end of the 
island than equivalently arid watersheds in the contiguous U.S., thus reinforcing the 
notion that event-scale rainfall variability does matter when comparing tropical settings 
with other types of climates. Despite this, the role of aridity and ETrat on runoff 
variability is still the dominant signal as is illustrated by comparing watersheds in the 
southern portion of the island with those in the rainforests of the northeast.  
 
DISCUSSION 
Characterizing daily runoff variability 
The concept that runoff distributions exhibit power-law right tails (Malamud & 
Turcotte, 2006; Molnar et al., 2006; Turcotte & Greene, 1993) is encapsulated by the 
recent use of the inverse gamma distribution (Crave & Davy, 2001) to incorporate runoff 
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	variability in fluvial erosion models (DiBiase & Whipple, 2011; Lague et al., 2005). 
However, we find that for most watersheds in the contiguous U.S., daily runoff 
distributions are unlikely sourced from distributions with power-law right tails (Clauset et 
al., 2009) and become systematically lighter tailed when higher minimum thresholds are 
used to fit the right tail (Fig. 2.6a).  Thus, using heavy-tailed parametric models for 
erosion studies may induce substantial overestimates in fluvial incision rates. For 
instance, when the heavy-tailed inverse gamma distribution is coupled to the observation 
that MAR is inversely related to runoff variability (Molnar et al., 2006), scenarios exist 
where peak fluvial erosivity occurs in more arid climate regimes (DiBiase & Whipple, 
2011; Molnar, 2001). However, these predictions require that the probability of floods at 
some large magnitude is actually higher in arid environments. While clearly true for some 
cases, this characteristic does not generally hold for watersheds the contiguous U.S. Fig. 
2.11 demonstrates this by plotting the magnitude of runoff events at different recurrence 
intervals. Consistent with Fig. 2.1, wetter climates typically have larger floods at all 
recurrence intervals, though the scatter increases and relative differences between rare 
events and more common ones decrease (e.g., P20yr / P0.2yr gets smaller). In other words, 
going from arid to humid conditions produces a much larger relative change in the 
magnitude of intermediate recurrence flows than those of rare floods.  
Though we favor the use of the lighter tailed stretched exponential distribution to 
describe daily runoff, this analysis does largely corroborate prior work showing that 
runoff variability can be much heavier tailed than precipitation variability and that it is 
inversely related to mean annual runoff in the contiguous U.S. (Molnar et al., 2006). We 
show that these trends also apply to hot, humid tropical settings by analyzing historic 
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	records in Puerto Rico across a steep gradient in mean annual precipitation. To make sure 
that drainage-network scaling relationships do not better explain patterns in runoff 
variability, we also check to see if trends in the contiguous U.S. and Puerto Rico are 
correlated with drainage area. No correlation exists for the contiguous U.S. (Table 2.2) 
and modest correlations in Puerto Rico are likely due to the small sample size and the fact 
that the smallest watersheds are located in the wettest part of the island (i.e., Luquillo 
Mountains in the northeast). While scaling relationships are clearly important to flood 
peak variability, its aggregate role is complex (Goodrich et al., 1997; Menabde & 
Sivapalan, 2001; Robinson & Sivapalan, 1997) especially when spanning from arid to 
very humid settings. It is also possible that the relatively narrow range of drainage areas 
included in these hydroclimatic datasets (see section 2.3) has masked its role on runoff 
variability. Regardless, our analysis gives us confidence that the inverse relationship 
between MAR and runoff variability observed in Fig. 2.6b is not set by scaling 
relationships in the drainage network and instead reflects the influence of hydroclimatic 
variables.  
 
Hydroclimatic controls on runoff variability 
One of the key features of Fig. 2.11 is that, on average, the variation of magnitude 
in intermediate frequency events with mean climate state (e.g., 1-year flow), not rare ones 
(e.g., 20-year flood), is setting the inverse relationship between MAR and runoff 
variability. Since we find that the ratio of wet to dry days, evapotranspiration ratio (along 
with the associated runoff ratio), and aridity index are the best predictors of the runoff 
variability, we expect that some or all of these variables are mechanistically linked to 
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	processes that decrease the magnitude of intermediate runoff events via soil moisture 
dynamics and associated runoff generation. Moreover, as the right tails of runoff 
distributions are systematically affected (e.g., Fig. 2.1a), the driving processes must have 
progressively greater impact on more frequent events. Unfortunately, the hydroclimatic 
indices used above are cross-correlated with each other in the contiguous U.S., and 
evaluating causality from empirical observations alone is not possible. Aridity index and 
evapotranspiration ratio are linked through Budyko relationship (Budyko, 1974), but why 
these variables co-vary with the ratio of wet to dry days is less clear. A recent attempt to 
develop a Budyko-like relationship from measurable physical variables alone (using 
threshold models of canopy interception and transpiration at daily and monthly 
timescales) points to a potential explanation (Gerrits, Savenije, Veling, & Pfister, 2009). 
By connecting the Budyko relationship to canopy interception, Gerrits et al. (2009) 
hypothesize direct links among mean interstorm period (λ), ETrat, and AI. Under this 
view, increases in MAP that are caused by increases in rainfall frequency (for a given 
mean storm depth) will decrease the overall ETrat, as the interception threshold is 
exceeded more frequently. Indirect couplings also exist that explain cross-correlations 
where higher ratios of wet to dry days results in lower soil moisture variability (with 
higher means) and more moisture recycling (D'Odorico & Porporato, 2004). 
Alternatively, the ratio of wet to dry days, evapotranspiration ratio, and aridity index may 
each be directly related to runoff variability due to their similar roles in modifying 
antecedent soil moisture within a catchment, which we elaborate in more detail below. 
 Runoff generation during storms is strongly linked to the conditional probability 
that the soil is wet or dry. A low λ-1 means there is a low probability of a large storm 
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	falling on a saturated soil. Similarly, aridity and high AET will lower the conditional 
probability that a soil is wet when a large rainfall event occurs. The relative role of 
antecedent moisture on runoff generation is small for large storms as compared to small 
storms due to the decreasing ratio between soil moisture storage capacity and storm 
depth. As such, the nonlinear influence of antecedent soil moisture on runoff generation 
exists in all settings and is strongly mediated by other properties like soil thickness and 
soil texture (e.g., Fernandez-Illescas, Porporato, Laio, & Rodriguez-Iturbe, 2001). 
Nevertheless, to explain the inverse relationship between mean annual runoff and runoff 
variability, the strength of the soil-water-atmosphere filter must get stronger in drier 
climates to overcome strong local controls on runoff generation like topography, soil 
texture, and soil thickness. One candidate to exert such a strong, globally systematic 
control on reducing the magnitude for large but relatively frequent floods (e.g., 5 biggest 
flows per year) is the role of plants in adjusting evapotranspiration rates according to 
water availability. 
While some have questioned (Coenders-Gerrits et al., 2014) recent global 
estimates of the fraction of evapotranspiration that goes to transpiration (80-90%) 
(Jasechko et al., 2013), transpiration is still generally expected to be the dominant term in 
most climate settings. Therefore, we speculate that differences in ETrat shown in this 
study are driven by the dynamic vegetation response to water availability (Rodriguez-
Iturbe, 2000; Vivoni et al., 2007). On short timescales, plants respond to water 
availability by adjusting rooting depth, rainfall interception, and transpiration efficiency 
through stomatal conductance (Gentine, D'Odorico, Lintner, Sivandran, & Salvucci, 
2012). While these responses come with significant energy and resource costs, strong 
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	environmental pressures of perennial aridity have produced impressive plant adaptations 
that can alter the water balance, even over millennial timescales (Scanlon, Levitt, Reedy, 
Keese, & Sully, 2005). Plant water use efficiency has been shown to partially explain 
interannual variability of the catchment water balance (Troch et al., 2009). We combine 
this idea with the observation that controls on interannual runoff variability (CVr / CVp) 
are similar to those shown in this study for event-scale variability (cr / cp) to further 
speculate that the inverse relationship between MAR and cr in the contiguous U.S. is a 
reflection of higher plant water use efficiency with decreasing water availability 
(Huxman et al., 2004). If true, mean annual parameters of runoff ratio, evapotranspiration 
ratio, and aridity index can be used to roughly infer event-scale runoff variability in 
ungauged watershed and for past and future climate conditions. Because runoff reducing 
mechanisms are the primary cause of the inverse relationship between MAR and event-
scale runoff variability (Fig. 2.11), the role of event-scale rainfall variability is largely 
overprinted by these other hydroclimatic variables. This result is robust even in humid, 
tropical climates like Puerto Rico. While differences in relationships can be reconciled by 
first accounting for rainfall variability (i.e., casting in terms of cr / cp), the first-order 
control on runoff variability in tropical settings are still processes that affect mean 
hydrologic partitioning. 
 
CONCLUSIONS 
 Our analysis shows that the most important driver to event-scale runoff variability 
may be the nonlinear transformation from rainfall to runoff on hillslopes instead of daily 
rainfall statistics or drainage-network scaling properties of the watershed. For practical 
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	reasons, hydroclimatology in landscape evolutions models is often reduced to stochastic 
models of rainfall that are routed over the surface according to simple scaling 
relationships through a linear rainfall –runoff transformation. If our hypothesis holds, 
then landscape evolution models may be missing the key variables that set stochastic 
runoff. For instance, the inverse relationship between MAR and cr observed in the 
contiguous U.S. is largely attributed to ETrat (and the associated runoff ratio), AI, and λ-1 
instead of α and cp. Furthermore, observations from tropical settings like Puerto Rico and 
Taiwan can be reconciled with those from the contiguous U.S. by focusing on ETrat and 
AI to explain the ratio of cr / cp. These mean annual hydroclimatic variables are in fact 
easier to estimate than event-scale rainfall or runoff variability. Finally, heavy-tailed 
(power law or inverse gamma) runoff distributions may be placing too much weight on 
low-frequency, large magnitude events. The stretched exponential distribution provides 
an alternative that is capable of capturing high runoff variability observed in some 
settings without exaggerating the frequency of the largest events. Further work is needed 
to examine the implications of these results on predictions of steady-state relationships 
between channel form and erosion rates in alluvial and bedrock rivers.  
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 Table 2.1:  Metadata for hydroclimatic data networks 
 
 Number Stations Record Length (yrs)# Variability Parameter Estimate$ 
 Total Used* Shortest Longest Mean Min n Max n Mean n 
Contiguous U.S.         
USHCN 1218 1214 12.94 136.26 95.33 41 1082 458 
HCDN-2009% 743 664 10.14 110.15 59.26 50 550 296 
Puerto Rico         
GHCN 149 131 10.14 106.65 38.35 24 832 287 
GAGES-II 16 14 23.33 45.42 30.83 116 227 154 
 
* Only used stations where time-series records from source contained greater than 10 years of data. 
# Expressed in terms of data years (i.e. gaps in records are ignored). 
$ Estimates of cp use 95th percentile of wet days and estimates of cr use 5 floods per year as the fit threshold. 
% 42 stations in HCDN-2009 network are in Alaska, Hawaii, and Puerto Rico. 
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 Table 2.2: Coefficients of determination for watershed stats 
 
 HCDN-2009 
(n=664) 
90% rain 
(n=380) 
Western U.S. 
(n=93) 
Eastern U.S. 
(n=287) 
Puerto Rico 
(n=14) 
 cr cr / cp cr cr / cp cr cr / cp cr cr / cp cr cr / cp 
Annual Precipitation 
(MAP) < 0.01 < 0.01 0.40 0.36 0.64 0.59 0.15 0.14 0.86 0.74 
Mean Storm Depth 
(α) 0.20 0.19 < 0.01 < 0.01 0.07 0.08 < 0.01 < 0.01 0.12 0.12 
Storm Frequency 
(λ-1) 0.03 0.02 0.48 0.43 0.63 0.60 0.37 0.29 0.44 0.47 
Storm Variability 
(cp) 
< 0.01 0.07 0.07 < 0.01 < 0.01 0.03 0.09 < 0.01 0.19 0.50 
Aridity Index 
(AI) 0.07 0.05 0.39 0.36 0.69 0.62 0.31 0.26 0.81 0.66 
ET Ratio 
(ETrat) 
0.14 0.09 0.42 0.34 0.69 0.61 0.16 0.11 0.50 0.39 
Drainage Area < 0.01 < 0.01 < 0.01 < 0.01 0.01 < 0.01 0.01 0.01 0.47 0.46 
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Figure 2.1: Exceedance frequency plots for 
daily runoff (a) and daily precipitation (b). 
Station locations are shown on inset maps. In 
(a), selected HCDN-2009 watersheds show 
how daily runoff distributions vary over narrow 
ranges of MAR (red ~26 mm; green ~260 mm; 
blue ~2600 mm) that span two orders of magni-
tude. Red sites are 8 of 10 stations where MAR 
varies from 20 - 33 mm. Green sites are 8 of 24 
stations where MAR varies from 240 - 273 mm. 
Blue sites are 8 of 8 stations where MAR varies 
between 2,432 - 2,895 mm.  Runoff variability 
systematically decreases with increasing MAR 
(cr for red is 0.18 - 0.26; green is 0.26 - 0.42; 
blue is 0.51 - 0.67). In (b), nearby USHCN sta-
tions were selected to compare to each water-
shed. Metadata for all stations can be found in 
Tables 2.3 and 2.4.
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Figure 2.2: The nonlinear transformation from daily precipitation (Pasadena, CA) to 
daily runoff (Cucamonga Creek, CA) is shown for the San Gabriel Mountains (DiBiase 
& Whipple, 2011). For each dataset, daily observations are normalized by the mean 
daily event (mean daily R = 0.78 mm/day; mean daily P  = 1.45 mm/day) so that the 
shape of the tails can be compared. Light gray arrows show how precipitation distribu-
tions are controlled by α, λ-1, and cp. Black arrows show how runoff distributions are 
controlled by mean daily R and cr or k.
Ex
ce
ed
an
ce
 F
re
qu
en
cy
Daily Events 
1.0
0.00001
reference 
event
1000 x
reference
Decrease # of wet days
storm frequency (λ-1)
Increase variability
storms (c
p ) floods (c
r ,k)
Precipitation
Streamflow
Increase mean magnitude
mean flow (   ) mean storm depth (α)
R
68
α
 (m
m
/d
ay
)
λ-
1  (
da
y-
1 )
(a
)
(b
)
N
15 0
0.
9
0.
0
N
Fi
gu
re
 2
.3
: M
ea
n 
da
ily
 w
et
 d
ay
 to
ta
ls
 (a
) a
nd
 th
e 
m
ea
n 
ra
tio
 o
f w
et
 to
 d
ry
 d
ay
s (
b)
 a
re
 sh
ow
n 
fo
r t
he
 c
on
tig
uo
us
 U
.S
 
an
d 
Pu
er
to
 R
ic
o.
 A
 z
oo
m
ed
-in
 v
ie
w
 o
f P
ue
rto
 R
ic
o 
is
 a
ls
o 
sh
ow
n 
as
 m
ap
 in
se
ts
. I
n 
bo
th
, w
ar
m
 c
ol
or
s i
nd
ic
at
e 
lo
w
 v
al
ue
s 
an
d 
co
ol
 c
ol
or
s i
nd
ic
at
e 
hi
gh
 v
al
ue
s. 
Sp
at
ia
lly
 in
te
rp
ol
at
ed
 v
al
ue
s w
er
e 
de
te
rm
in
ed
 fr
om
 th
e 
U
SH
C
N
 a
nd
 G
H
C
N
 m
et
eo
-
ro
lo
gi
ca
l s
ta
tio
ns
 (b
la
ck
 p
oi
nt
s)
 sh
ow
n 
in
 (a
). 
Th
e 
lo
ca
tio
ns
 o
f w
at
er
sh
ed
s a
na
ly
ze
d 
in
 th
is
 st
ud
y 
ar
e 
sh
ow
n 
in
 (b
). 
R
ai
n-
fa
ll 
do
m
in
at
ed
 w
at
er
sh
ed
s (
bl
ac
k 
po
ly
go
ns
) a
re
 d
is
tin
gu
is
he
d 
fr
om
 th
os
e 
w
he
re
 sn
ow
fa
ll 
m
ak
es
 u
p 
gr
ea
te
r t
ha
n 
10
%
 o
f 
an
nu
al
 p
re
ci
pi
ta
tio
n 
to
ta
ls
 (w
hi
te
 p
ol
yg
on
s)
.
69
Figure 2.4: Empirical estimates of normalized storm depths at different probability 
levels are shown for all USHCN stations (main) along with a bivariate plot of two 
probability levels to show the at-a-station fit of models (inset). In the main figure, the 
number of outliers is shown next to each whisker. Reference curves (Δcp = 0.083) are 
shown for different values of cp (gray lines). The dark dashed lines mark the inter-
quartile range of a Monte Carlo simulation where n=1214 and cp=0.76.
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Figure 2.5: Empirical estimates of normalized daily runoff at different probability 
levels are shown for all HCDN-2009 stations (main) along with a bivariate plot of 
two probability levels to show the at-a-station fit of models (inset). In the main fig-
ure, reference curves are shown for different values of k (Δk = 0.25), the exponential 
distribution (cr=1.0), and a stretched exponential distribution (cr=0.5).
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Figure 2.7: The relationship between mean annual precipitation (MAP) and mean 
annual runoff (MAR) for all watersheds considered in this study. The black dashed 
line is the 1:1 line that defines where the Runoff Ratio equals 1 (also where the corre-
sponding ET Ratio equals 0), assuming no changes in local storage. Because the rela-
tionship between MAP and MAR does not pass through the origin, there is an implied 
nonlinear relationship between Runoff Ratio and MAP by these data. Distinguishing 
basins where >10% of MAP falls as snow (purple points) from rainfall-dominated 
ones (grey points), shows that both hydrological regimes exhibit a similar functional 
relationship (across a similar range of MAP), albeit one where the seasonal storage 
of water due to snow and cool temperatures leads to systematic increases in Runoff 
Ratio. Watersheds in Puerto Rico (green points) typically show an even lower Run-
off Ratio than most sites in the contiguous U.S. with some notable exceptions (e.g., 
watershed of highest MAP site lies above 600 masl in cloud forest).
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Figure 2.11: Magnitude of daily runoff totals at different probability levels as a func-
tion of mean daily rainfall for watersheds in the contiguous U.S. where snowfall is 
<10% of MAP. Purple to cyan color-code goes from more frequent to less frequent 
runoff events. Watershed-averaged values of mean daily precipitation are taken from 
30-year PRISM normals. Note the log-log axes and nonlinear regressions (solid col-
ored lines). This figure shows that even though runoff variability is decreasing in wetter 
climate regimes, the magnitude of rare runoff events is not getting smaller, in general, 
at these wetter sites.
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	CHAPTER 3 
THE INFLUENCE OF THE SOIL WATER BALANCE WITHIN CATCHMENT 
HILLSLOPES ON RUNOFF VARIABILITY 
  
ABSTRACT 
The variability of daily runoff has direct consequences on water availability and 
hazard generation, ecosystem function, and erosional processes. One component to 
predicting runoff variability is a solid understanding on how soil moisture dynamics 
modify the runoff response to rainfall. By using a soil water balance model that accounts 
for vegetation and soil properties, we evaluate how daily rainfall variability and 
vegetation influence mean hydrologic partitioning and the magnitude of rare runoff 
events. We use a long-term network of daily rainfall data in the contiguous U.S. to 
motivate a series of simulations across transects in mean annual precipitation (MAP) from 
200 to 1200 mm/year. Whether driven by higher mean storm depth or by storm 
frequency, increases in MAP always lead to more fractional runoff due to the combined 
effects of increasing mean antecedent soil moisture and increasing the probability of large 
rainfall events. However, the simulations also demonstrate that there are important 
tradeoffs between increasing the probability of large rainfall events and associated 
decreases in the mean soil moisture state () at any given MAP. For instance, an increase 
in the variability of daily rainfall when modeled as a stretched exponential distribution 
acts to lower , while also increasing runoff as compared to exponential forcing. 
Similarly, increasing MAP via increases in mean storm depth act to decrease   and yet 
increase runoff when compared to equivalent increases in storm frequency. Relationships  
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	among MAP, mean hydrologic partitioning, and runoff variability are strongly amplified 
by gradients in vegetation water use in the contiguous U.S., where drier climates also 
typically exhibit higher water use efficiency. We hypothesize that the nonlinear 
transformation from rainfall to runoff within hillslopes and captured by simple point 
water balance models largely explains empirical relationships observed between mean 
annual runoff and event-scale runoff variability in the contiguous U.S.  
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	INTRODUCTION 
Motivation 
Runoff variability is directly related to flood frequency, ecosystem response to 
differences in climate, and landscape evolution by influencing rates of fluvial erosion, 
sediment transport, and mass wasting. For instance, a tradeoff between increases in mean 
annual runoff (MAR) and decreases in event-scale runoff variability exists in the 
contiguous U.S. that could dampen or even reverse expectations of higher erosion rates 
where mean annual precipitation (MAP) is higher (DiBiase & Whipple, 2011; Molnar, 
2001; Molnar, Anderson, Kier, & Rose, 2006). This is due to the importance of 
thresholds to fluvial erosion that result in only a fraction of runoff events performing 
geomorphic work (Wolman & Miller, 1960). These studies indicate the importance of 
hydroclimatic controls on event-scale runoff variability for developing climate 
representations in landscape evolution models. In particular, there is a need to identify the 
relative roles of: (1) rainfall variability, (2) filtering of rainfall inputs through the soil 
water balance, (3) mechanisms of runoff generation, (4) routing of flow through the 
drainage network, and (5) runoff losses due to stream infiltration and overbank storage 
during transport. 
Classic observations (McMahon, Finlayson, Haines, & Srikanthan, 1992) and 
models tested against observations (Botter, Basso, Rodriguez-Iturbe, & Rinaldo, 2013; 
Zanardo, Harman, Troch, Rao, & Sivapalan, 2012) show that mean hydrologic 
partitioning set by soil moisture dynamics help explain why arid environments typically 
exhibit higher interannual variability (measured as the coefficient of variation) than more 
humid settings. Chapter 2 extended this line of research to event-scale runoff variability 
80
	by conducting an empirical analysis of historical records of daily rainfall and runoff. In 
this complementary analysis, we assessed relationships between daily rainfall statistics 
and mean hydrologic partitioning and the right tail of runoff distributions in the 
contiguous U.S. (416 stations) and Puerto Rico (14 stations) and showed that daily runoff 
variability is more strongly correlated with annual normalized evapotranspiration (ET) 
losses than either mean daily storm depths (i.e., mean rainfall during wet days) or the 
variability of storm depths. Based on these findings, we argued that the correlation 
between ET/MAP and runoff variability reflects how much the input rainfall forcing is 
transformed through the soil water balance. In energy-limited settings (low ET/MAP), 
distributions of daily runoff are expected to be in accord with distributions of daily 
rainfall, assuming hydrologic steady state. With increasing water limitation (high 
ET/MAP), the soil water balance acts as a high-pass filter in which runoff is progressively 
reduced during more frequent events (e.g., 0.2 – 5-year floods) thereby amplifying the 
variability of event-scale runoff with respect to rainfall. If true, this leads to the 
hypothesis that the rough inverse relationship between runoff variability and MAR in the 
contiguous U.S. (Molnar et al., 2006) and Puerto Rico (Chapter 2) is primarily set by the 
soil water balance.  
 
Approach and scope 
We adopt the point-scale soil water balance model of Laio et al. (2001) to track 
soil moisture dynamics, ET losses, and total outflow (saturation excess runoff and a 
leakage term which is interpreted as subsurface stormflow) response to stochastic rainfall. 
Variants of this model have been successfully applied to a range of hydrologic questions 
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	including event-scale runoff generation (Botter, Porporato, Rodriguez-Iturbe, & Rinaldo, 
2007), climatic controls on erosion rates (Istanbulluoglu & Bras, 2006), and the role of 
soil texture (Fernandez-Illescas, Porporato, Laio, & Rodriguez-Iturbe, 2001), seasonality 
(Feng, Vico, & Porporato, 2012), interannual variability (Zanardo et al., 2012), and 
differences in vegetation type (Porporato, Laio, Ridolfi, Caylor, & Rodriguez-Iturbe, 
2003) on hydrologic partitioning. Specifically, we build off of the approach of Botter et 
al. (2007a) who argue that point-scale models can effectively represent catchment-
averaged soil moisture dynamics. In this view, the fluxes of water below the rooting 
depth represent subsurface stormflow which produces discharge variations observed at 
the catchment outlet. We choose a point-scale model over a distributed runoff model for 
two reasons. First, numerical efficiency gains allow us to explore more climate transects 
using long-duration runs capable of characterizing distributions of the soil moisture and 
outflow (runoff) than if using a distributed model. Second, point-scale models using 
spatially and temporally-averaged parameters can isolate the role of the hillslope water 
balance (i.e., excluding lateral flow and channel networks) and their contributions to 
runoff variability. Because runoff generation also varies as a function of topography, soil 
properties, and scale (Vivoni, Entekhabi, Bras, & Ivanov, 2007), we do not attempt to 
predict runoff distributions in the diverse topographic and hydroclimatic settings of the 
contiguous U.S. We expect mismatches between observations and model output due to 
the effects of spatially heterogeneous topography and soil properties, their influence on 
runoff generation mechanisms, and the evolution of flow as it is routed down drainage 
networks. 
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	Instead, we extend prior work (Botter, Porporato, et al., 2007) by considering: (1) 
the role of heavier-tailed stretched exponential distributions of rainfall that have been 
shown to match global daily observations better than exponential distributions (Wilson & 
Toumi, 2005), (2) the impact of the nonlinear leakage function used in Laio et al. (2001) 
instead of the linear approach used in Botter et al. (2007a), and (3) the subsequent effects 
on the right tails of runoff distributions. To do this, we run a series of long-duration 
numerical experiments (50,000 years at daily time step) across different climate transects 
of mean storm depth (α), mean storm frequency (f), and vegetation water use that are 
motivated by climate observations in the contiguous U.S. We adopt a simple metric of the 
ratio of the 100-year to 1-year daily outflow (runoff) event as an index of the direct 
contribution of the soil water balance to runoff variability. The focus of this study is on 
how sensitive the variability of runoff distributions are to the variability of rainfall inputs 
and vegetation controls on the soil water balance. Our goal is to test the hypothesis that 
mean soil moisture dynamics alone can plausibly explain broad trends in runoff 
variability observed in prior studies (Chapter 2).  
 
METHODS 
Soil water balance model and its application 
Soil is a nonlinear filter through which rainfall is partitioned into overland runoff, 
subsurface stormflow and ET. Recent studies have emphasized that the key variable to 
understanding mean partitioning of these fluxes is soil moisture in the root zone and place 
emphasis on the role of vegetation in this response (Porporato, Laio, Ridolfi, & 
Rodriguez-Iturbe, 2001). The soil water balance model used here is fully described in 
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	Laio et al. (2001). Briefly stated, it is conservation of mass of water in the root zone 
driven by a stochastic rainfall forcing, R: 
ܼ݊௥ ௗ௦ሺ௧ሻௗ௧ ൌ ܴሺݐሻ െ ܫሺݐሻ െ ܳሾݏሺݐሻሿ െ ܧܶሾݏሺݐሻሿ െ ܮሾݏሺݐሻሿ                                               (1) 
where n is soil porosity, Zr is soil thickness, t is time in days, s is relative soil moisture 
content, I is rainfall interception by vegetation, Q is saturation excess runoff and L is 
leakage from the root zone. In this study, we lump Q and L as a daily outflow term that 
provides an upper bound to maximum daily runoff. Although this treatment does not 
explicitly compute lateral fluxes, it captures the triggering and magnitudes of outflow 
caused by stochastic rainfall and antecedent soil moisture. In the context of thin soils (< 
~2 m) on relatively impermeable rock that is characteristic of erosional landscapes, total 
daily outflow will largely constitute subsurface stormflow with transmittance to channels 
on the order of 1-2 days. This model will not capture runoff associated with spatial 
gradients in topography, soil properties, and soil moisture content. As saturation excess 
runoff is exceedingly rare, we interpret daily model outflow primarily as the direct 
subsurface stormflow contribution to runoff, consistent with prior approaches (Botter, 
Peratoner, Porporato, Rodriguez-Iturbe, & Rinaldo, 2007; Botter, Porporato, et al., 2007) 
The loss terms (I, Q, ET, L) allow for explicit accounting of plant water use as a 
function of water availability and dictate hydrologic partitioning over daily and longer 
timescales. ET losses are treated as a piece-wise function of the form: 
ܧܶሺݏሻ ൌ ൞
ܧ ௪ܶ ௦ି௦೓௦ೢି௦೓ ,
ܧ ௪ܶ ൅ ሺܧ ௠ܶ௔௫ െ ܧ ௪ܶሻ ௦ି௦ೢ௦∗ି௦ೢ,																					ܧ ௠ܶ௔௫,
ݏ௛ ൏ ݏ ൑ ݏ௪ݏ௪ ൏ ݏ ൑ ݏ ∗ݏ ∗൏ ݏ ൑ 1
                                  (2) 
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	where sh, sw and s* are the soil moisture states at the hygroscopic point, wilting point and 
plant stress thresholds, respectively. ETw and ETmax represent amounts of bare soil 
evaporation and potential ET, respectively. Leakage losses only occur above field 
capacity of the soil (sfc) as: 
ܮሺݏሻ ൌ ௄ೞ
௘ഁቀభషೞ೑೎ቁିଵ
ൣ݁ఉ൫௦ି௦೑೎൯ െ 1൧                                                                                    (3) 
where Ks is the saturated hydraulic conductivity and β is a coefficient related to soil 
properties. One important difference between this analysis and that of Botter et al. 
(2007a) is that they assume a linear leakage term dependent on a threshold soil moisture 
state which allows for simple analytical solutions. However, since we are running 
numerical simulations in this study, we have maintained the original complexity of 
leakage term in Laio et al. (2001). 
The source term is the stochastic rainfall input (R) and is often based on Eagleson 
(1978), where events are described by exponential distributions of intensity, duration, and 
interstorm period, while daily storm depths are described by the gamma distribution. 
Mean storm depth (α) refers the mean total input during rainfall events, approximated 
here as the mean of wet day totals. As a simplification, many analyses of the soil water 
balance treat storm depths as an exponential distribution (Botter, Porporato, et al., 2007; 
Feng et al., 2012; Laio, Porporato, Ridolfi, & Rodriguez-Iturbe, 2001; Zanardo et al., 
2012). The mean frequency of storms (f) is dictated by the mean interarrival time and 
seasonality in precipitation, approximated here as the ratio of the number of rainy days to 
the total number of days. However, it was recognized early on that light-tailed gamma 
and exponential distributions tend to underestimate the frequency of large storm depths 
(Eagleson, 1978). To address this, the Generalized Pareto distribution can be used 
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	(Deidda, 2010), though at a cost of an inability to capture small-to-moderate depths 
(Furrer & Katz, 2008). The stretched exponential (or complementary cumulative 
Weibull) distribution has recently been used (Wilson & Toumi, 2005) to characterize 
rainfall distributions showing characteristic scales at small to moderate values and non-
scaling at large values (Laherrere & Sornette, 1998) as:  
ܿܿ݀ ோ݂బ,௖ ൌ ݁ିቀ
ೃ
ೃቁ
೎
	.           (4) 
Eq. 4 is the complementary cumulative distribution function (ccdf) of a stretched 
exponential distribution for daily rainfall (R), where 0 < c <1. R0 and c are scale and 
shape parameters. The exponential distribution is a special case of eq. 4 when c = 1 and 
R0 = α. Small values of c indicate heavier tailed distributions (i.e., more variable rainfall). 
While still only intended to model the right tail of the distribution, prior studies show that 
as the threshold magnitude used to fit the tail is decreased, the stretched exponential both 
outperforms the heavy tailed Generalized Pareto used for extreme events and light tailed 
gamma distributions used for common ones by adequately characterizing intermediate 
storm depths (Serinaldi & Kilsby, 2014). As such, it provides a stochastic rainfall forcing 
that can be used across the full range of storm depths that reasonably represents both 
relatively common (e.g., 1-year) and very rare (e.g., 100-year) events. 
 
Experimental design 
To our knowledge, this is the first use of the stretched exponential distribution to 
drive the soil water balance model of Laio et al. (2001). As such, our main objective is to 
develop a suite of numerical experiments to investigate how mean storm depth (α), mean 
storm frequency (f), storm depth variability (c), and the co-variation of these metrics 
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	influence soil moisture dynamics and total daily outflows using this heavier tailed 
distribution. We use observations of regional variations in rainfall statistics in the 
contiguous U.S. as the basis for the climate transects used in this study. Fig. 3.1a shows 
the relationship between α and f for stations in the U.S. Historical Climatology Network 
(USHCN). Since the model is limited to rainfall-dominated regimes, stations with less 
than 10% of annual precipitation as snow are highlighted using a color scale of MAP 
(Fig. 3.1b). MAP is the product of α and f and contours of MAP are shown for reference. 
Fig. 3.1a shows that up to ~700-800 mm/yr, α and f are positively correlated. For larger 
values of MAP, stations exhibit a wide variety of α – f pairings and do not co-vary 
systematically.  
Motivated by these observations, five climate transects are shown in Fig. 3.1a (see 
also Table 3.1). Transect I explores the role of increasing MAP by changes in α alone. 
Transect II explores the role of increasing MAP by changes in f alone. Transect III 
explores the role of co-varying α and f in accord with observations from the contiguous 
U.S. Along transects I-III, the range in MAP is 200 to 1200 mm/yr. Transect IV explores 
the role of co-varying mean storm depth with the frequency of daily rainfall at a given 
MAP. All climate transects are centered at 700 mm of annual rainfall (white dot in Fig. 
3.1a; contour in Fig. 3.1b) Finally, since vegetation water use is a function of aridity, we 
define a fifth transect (V) that follows the co-variation in α and f from transect III, but 
that additionally explores the correlation between MAP and potential ET in the 
contiguous U.S. (see Fig. 3.2). This relationship is largely due to the fact that wetter 
settings are typically also cooler ones in this region. While the ETmax of plants is 
fundamentally set by plant physiology (Laio et al., 2001), potential ET is an upper bound 
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	to ETmax where plant water use is set by atmospheric demands. Since we use mean annual 
averages for other climate parameters, we similarly use annual estimates of potential ET 
derived from a modified version of the Hargreaves and Samani (1982) method based on 
latitude and the maximum, minimum and mean monthly temperatures (Samani, 2000). 
Mean annual potential ET in the contiguous U.S. was determined from monthly values 
calculated on 30-year PRISM climate normals (1971-2000). Numerical simulations for 
each transect are run for eleven values of α, f, c, and ETmax and all parameters used are 
reported in Table 3.1. For each hydroclimatic forcing, the model is run for 50,000 years 
to adequately capture the mean daily response for even very rare events. 
One set of important variables that we do not incorporate into the experimental 
design is the role of soil texture and soil depth on mean hydrologic partitioning and 
runoff variability. These soil properties are very important parameters because they 
dictate the storage capacity of the soil and the ability for plants to extract available water 
(Fernandez-Illescas et al., 2001), and thus each  play a significant role in how much 
runoff is generated in the model. However, since our main objective in this study is to 
first evaluate the role of stochastic rainfall and plant water use on hydrologic partitioning, 
we simply choose  intermediate values for soil texture (using the sandy loam parameters 
reported  in Laio et al., 2001) and effective soil depth (600 mm) that allow for us to see 
how soil moisture thresholds interact with realistic hydroclimatic variables. Nevertheless, 
the relative role of soil properties on event-scale runoff variability and how these 
properties may systematically co-vary with climate are important open questions that 
should be examined more closely in future studies. 
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	RESULTS 
Daily rainfall distribution and mean hydrologic partitioning 
Figs. 3.3a and 3.3b show the consequences of driving the soil water balance with 
heavier tailed stretched exponential distributions instead of exponential ones. For 
instance, Fig. 3.3a shows how climate transect III (i.e., increasing both α and f) drives a 
gradient in ET/MAP. The curves show contours of changing storm depth variability (Δc = 
0.083). The exponential (solid light purple line) and stretched exponential where c = 0.67 
(solid dark purple line) cases are highlighted to show the difference between the global 
value proposed by Wilson and Toumi (2005) and the exponential distribution commonly 
used (c=1). For all values of c, there is a nonlinear decrease in ET/MAP with increasing 
MAP. However, trends in ET/MAP are strongly amplified by heavier tailed stretched 
exponential distributions which systematically generate lower ET/MAP (Fig. 3.3a) 
because more total daily outflow (runoff) is being produced in these simulations, an 
important finding to consider for applications of the soil water balance model. 
Since runoff in this model is sensitive to how frequently soil moisture exceeds s = 
sfc and s = 1, Fig. 3.3b shows the corresponding probability density function (pdf) of soil 
moisture at MAP = 400 mm (dashed lines) and MAP = 1000 mm (solid lines) for both c = 
1 (light purple) and c = 0.67 (dark purple). Important thresholds to the soil moisture loss 
functions (see Table 3.1) are shown for reference. Unsurprisingly, mean soil moisture (θ), 
its standard deviation, and the frequency near sfc each increase under wetter conditions 
regardless of c (see Table 3.2). This result reflects large increases in antecedent soil 
moisture that are caused by increased rainfall and that functionally drive the soil water 
balance towards thresholds set by the leakage and saturation excess runoff terms. 
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	However, comparing runoff generation between c=1 and c= 0.67 at any given value of 
MAP reveals an interesting tradeoff between the role of antecedent soil moisture and the 
probability of rare events that produce runoff. Fig. 3.3b shows that modal soil moisture is 
lower under conditions of high storm depth variability (i.e., small values of c). Under dry 
conditions (e.g., 400 mm/yr), θ is indistinguishable between the two scenarios, but under 
wet conditions smaller values of c lead to appreciable reductions in θ (e.g., at 1000 
mm/yr, an average of 2.4 mm more storage is produced for c = 0.67). These two 
indicators of reduced antecedent soil moisture under more variable conditions are 
overcome by the much higher probability of large rainfall events produced by the 
stretched exponential distribution. Thus even though θ is reduced, more runoff is 
generated under the more variable stretched exponential forcing.  
 
Climate transects and mean hydrologic partitioning 
Since the stretched exponential describes the geomorphically-important right tail 
of rainfall distributions (Chapter 2; Serinaldi & Kilsby, 2014; Wilson & Toumi, 2005) 
and also reasonably represents more common events, we adopt a uniform value of c = 
0.67 to more fully examine how the climate transects shown in Fig. 3.1a impact the 
normalized ET losses and outflow. Fig. 3.3c shows that whether MAP is increased via α 
(I-blue line), f (II-red line), or both together (III-purple line), there is an inverse nonlinear 
relationship between MAP and ET/MAP indicating more efficient runoff generation in 
wetter climates. The grey line shows the range of results for different α- f pairings that 
produce 700 mm/year of rainfall (transect IV) and roughly describes the spread of rainfall 
parameters that describe hydroclimatic conditions in the contiguous U.S. Finally, varying 
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	ETmax (V-green line) according to potential ET trends observed in the contiguous U.S. 
strongly amplifies the relationship shown for transect III.  
Differences in soil moisture dynamics and antecedent soil moisture are related to 
trends shown in Fig. 3.3c. Fig. 3.3d presents the corresponding soil moisture pdfs of MAP 
= 400 mm (dashed lines) and MAP = 1000 mm (solid lines) for climate transects I, II, and 
V. Analogous to the rationale previously articulated, θ, the standard deviation of soil 
moisture, and the frequency near sfc each increase under wetter conditions for all climate 
transects (see Table 3.2). Interestingly, comparing the role of α and f for a given MAP 
reveals analogous tradeoffs between the probability of rare rainfall events and antecedent 
soil moisture to those observed when comparing differences in storm depth variability. 
Fig. 3.3d shows that modal soil moisture is lower under conditions of high α as compared 
to high f. Under dry conditions (e.g., 400 mm/yr), θ is indistinguishable between the two 
scenarios, but under wet conditions high α leads to appreciable reductions in θ (e.g., at 
1000 mm/yr, an average of 1.9 mm more storage is produced for a Δ α =4.4 mm). Again, 
these indicators of reduced antecedent soil moisture under more variable conditions (in 
this case caused by the lower conditional probability of rainfall) are overcome by the 
much higher probability of large rainfall events produced by increases in α.  
Finally, it is worth commenting on the dramatic increase in antecedent soil 
moisture when ETmax is inversely related to α, f, and thus MAP (transect V). This depicts 
the effect of enhancing vegetation water use under arid conditions that is observed at the 
catchment scale in the contiguous U.S. (Troch et al., 2009) by asserting that potential ET 
sets the upper bound on daily ET fluxes. While it is unsurprising that reductions in 
potential ET would lead to higher θ, these results emphasize the importance of vegetation 
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	in driving soil moisture states away from runoff thresholds (Fig. 3.3d). Under the realistic 
hydroclimatic scenarios shown here, vegetation affects mean hydrologic partitioning 
more than rainfall parameters themselves (Fig. 3.3c). 
 
Impacts on runoff variability 
The above analysis showed examples of tradeoffs between antecedent soil 
moisture and the probability of large events that partially counteract each other in setting 
the mean hydrologic partitioning (i.e., exponential vs. stretched exponential; high f vs. 
high α). However, we have also shown that normalized ET losses systematically decrease 
along all climate transects (from arid to humid) in accord with increasing mean 
antecedent soil moisture. To explain this result, Fig. 3.4 shows the runoff produced 
during daily simulations of MAP=400 mm (red); MAP=700 mm (orange); MAP=1000 
mm (green) for 500 years as symbols and long-term averages (50,000 years) as solid 
lines. These examples are taken from climate transect III and corresponding rainfall 
forcings are shown in the top inset in Fig. 3.4. Large rainfall events are more common in 
wetter settings regardless of whether driven by α, f, or both. The bottom inset shows the 
corresponding pdfs of soil moisture, indicating that the mean and standard deviation 
sensibly increase with increasing MAP. Importantly, the increase in antecedent soil 
moisture also occurs regardless of whether MAP increases in response to α, f, or both (see 
Table 3.2). Taken together, this explains why relative magnitude of outflow (i.e., 
increases in runoff ratio) systematically increases with increasing MAP—both the 
probability of large events and θ increase together under realistic climate gradients.  
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	Fig. 3.4 also illustrates how the soil water balance affects the right tail of daily 
runoff distributions. At the 100-year probability level, there is a roughly linear increase in 
the derived magnitude of runoff or daily outflow events (colored diamonds). In contrast, 
at the 1-year probability level, there is a strongly nonlinear increase in the derived 
magnitude of runoff or daily outflow events (colored circles). This is because the 1-year 
event lies near the threshold between none to regular daily runoff generation. To better 
illustrate this, Fig. 3.5a shows the magnitude of the 1-and 100-year outflow events for 
transects I-V, while Fig. 3.5b shows the ratio of these two recurrence interval events –a 
rough index of runoff variability. Fig. 3.5c shows how this index of runoff variability 
relates to mean hydrologic partitioning (i.e., ET/MAP). Three important observations can 
be made from Fig. 3.5. First, for all transects, there is a nonlinear decrease in the ratio of 
the 100- to 1-year runoff events with increasing MAP (Fig. 3.5b). Second, for the two 
climate transects based on observations in the contiguous U.S. (III and V) and that differ 
only in ETmax, there are only marginal differences between the 100-year floods (Fig. 
3.5a). In contrast, vegetation water use dramatically impacts the 1-year flow, especially 
on the wetter end (~2 times greater for V). Third, a robust nonlinear relationship between 
ET/MAP and runoff variability emerges that speaks directly to observations that mean 
hydrologic partitioning is well-correlated with event-scale runoff variability in natural 
settings (Chapter 2). Taken together, these results demonstrate how high vegetation water 
use in arid settings directly influences the right tail of runoff distributions by reducing 
antecedent soil moisture.  
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	DISCUSSION 
Strengths and limitations of modeling framework for runoff 
The point-scale soil water balance is best-suited for describing stochastic soil 
moisture dynamics and vegetation response to water availability (Laio et al., 2001) which 
are necessary but not sufficient to adequately predict runoff variability. Application to 
runoff variability is limited by its lack of lateral fluxes and an inability to model 
heterogeneous surface properties within a catchment. However, Botter et al. (2007a) 
showed that outflow from the soil water balance, primarily via leakage losses, can be 
extended to the catchment scale when paired with a function describing subsurface water 
releases to the catchment outlet. By linearly transforming daily rainfall into an outflow 
term with similar statistical properties (i.e., exponential), they produced reasonable 
agreement with daily runoff observations in large catchments (Botter et al., 2013; Botter, 
Peratoner, et al., 2007). In this analysis, we made no attempt to reproduce observed 
runoff distributions, but instead evaluated the importance of key assumptions—namely 
the linear leakage loss function and the exponential rainfall forcing—to the mean 
hydrologic partitioning and the daily runoff response. Furthermore, we extended this 
approach to explain the right tail of daily outflow distributions which we interpret as 
subsurface stormflow contributions to runoff variability. 
To do this, we ran a series of numerical experiments motivated by hydroclimatic 
observations in the contiguous U.S. (Figs. 3.1 and 3.2) and found that treating daily storm 
depths as exponential distributions strongly increases ET/MAP as compared to stretched 
exponential ones (Fig. 3.3). Given that the latter are better descriptions of the right tails of 
daily rainfall records (Wilson & Toumi, 2005) and the median value of c in the 
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	contiguous U.S. is 0.76 where ~60% of USHCN stations fall between 0.7 and 0.8 
(Chapter 2), we advocate the use of the stretched exponential distribution as a more 
realistic daily rainfall forcing to generate runoff in soil water balance models. It better 
captures intermediate frequency rainfall events (e.g., 1-year storm) than lighter tailed 
alternatives (Serinaldi & Kilsby, 2014). This is important because intermediate 
magnitude events are the geomorphically effective events that most strongly interact with 
soil moisture thresholds (Zehe & Bloschl, 2004). Furthermore, intermediate storm depths 
produce the largest range and the most nonlinear runoff response (Fig. 3.4). This is 
largely due to their sensitivity to antecedent soil moisture conditions (Fig. 3.4 inset) and 
the proximity of the threshold soil moisture state (sfc) where leakage is triggered.  
 
Implications for landscape evolution 
 In a complementary study (Chapter 2), we analyzed large hydroclimatic datasets 
from the contiguous U.S and Puerto Rico and found that ET/MAP was much better 
correlated with event-scale runoff variability than either α, f, or c. This led to the 
hypothesis that the inverse relationship between MAR and runoff variability observed in 
the contiguous U.S. (Molnar et al., 2006) is primarily set by the efficiency of runoff 
reduction during moderately frequent rainfall events in arid environments as opposed to 
an increase in the runoff production during rare rainfall events. The results we show here 
support this interpretation by demonstrating two key roles of the soil water balance on 
runoff generation in hillslopes. First, for all climate transects, increases in MAP 
correspond to systematic reductions in ET/MAP (Fig. 3.3). This is because no matter how 
MAP is increased (i.e., via α, f, or both), both mean antecedent soil moisture and the 
95
	increased probability of large rainfall events together drive the soil water balance closer 
to thresholds that trigger runoff production. While important tradeoffs exist between 
antecedent soil moisture and the increased probability of large events at any given MAP, 
only systematically reducing α or increasing c with increasing MAP could possibly drive 
increases in ET/MAP. This is not observed in the contiguous U.S. Second, the ratio 
between rare runoff events (e.g., 100-year flood) and more frequent flows (e.g., 1-year 
flow) is highly nonlinear with MAP and ET/MAP for all climate transects tested (Fig. 
3.5c). This result is directly analogous to observed relationships between ET/MAP and 
the shape parameters used to characterize flood distributions in natural settings (e.g., 
Chapter 2). While many hydrologic considerations (e.g., differing mechanisms of runoff 
generation, systematic differences in soil properties, routing of flow through the drainage 
network) are important to spatial patterns in runoff variability, this analysis shows how 
mean hydrologic partitioning (ET/MAP) and the ratio of rare to frequent events (i.e., the 
shape of the right tail of the runoff distribution) are linked through the soil water balance. 
Thus, the nonlinear soil filter provides a plausible mechanistic explanation for the inverse 
relationship between MAR and event-scale runoff variability in the contiguous U.S. 
(Chapter 2; Molnar et al, 2006). The uniqueness of this outcome needs to be tested 
against other variables like soil properties and seasonality that also influence the water 
balance in order to validate whether ET/MAP is a governing variable of this nonlinear 
transformation. 
While the soil water balance model was developed for water-limited ecosystems, 
a wide variety of more mesic biomes share functionally equivalent responses to periods 
of water stress (Huxman et al., 2004; Troch et al., 2009) suggesting the utility of applying 
96
	this modeling framework across a broad range of climate regimes. Vegetation water use 
impacts each climate transect by acting as a continuous drain on soil moisture, but only in 
transect V do we see how mean hydrologic partitioning and runoff variability respond to 
variable water use efficiency. The impact of varying ETmax according to observed 
gradients in potential ET demonstrates that vegetation water use is as important to setting 
MAR (Fig. 3.3c) and runoff variability (Fig. 3.5) as rainfall parameters. Vegetation has 
long been considered important to erosion by increasing roughness and thereby lowering 
effective shear stresses on hillslopes (Istanbulluoglu & Bras, 2006; Langbein & Schumm, 
1958). However, runoff variability is also fundamentally important to the efficiency of 
fluvial incision (Lague, Hovius, & Davy, 2005; Molnar et al., 2006; Tucker, 2004) which 
ultimately sets up the relief structure of actively denuding landscapes (Whipple, Kirby, & 
Brocklehurst, 1999). This suggests that characterizing how plants impact the soil water 
balance is as important to landscape evolution as stochastic rainfall parameters 
themselves. 
 
CONCLUSIONS 
In this study, we used a soil water balance model to examine hydroclimatic and 
vegetation controls on daily evapotranspiration and runoff. We argue that the stretched 
exponential distribution improves the parametric description of rare rainfall events in the 
model and enhances runoff production. Building off of this, we showed relationships 
among MAP, MAR, ET/MAP, and event-scale runoff variability that were driven by 
stochastic rainfall parameters representative of the contiguous U.S. We found that 
patterns in mean hydrologic partitioning are directly related to event-scale runoff 
97
	variability through the aggregate roles of increased antecedent soil moisture and 
increased probability of rare events regardless of how mean annual precipitation is 
increased. Runoff variability is sensitive to mean hydrologic partitioning because 
intermediate frequency events that are incorporated in the tails of the runoff distribution 
(e.g., 1-year flow) lie near thresholds in runoff generation. Since the hillslope runoff 
response is highly nonlinear near these thresholds, large differences arise in the ratio 
between very rare (e.g., 100-year flood) and moderately frequent (e.g., 1-year flow) 
events as MAP and MAR are increased. This provides a plausible mechanism for broad 
trends observed in the contiguous U.S where event-scale runoff variability is inversely 
correlated with MAP, MAR, and directly related to ET/MAP. Finally, we show that 
vegetation water use mediates these processes by systematically decreasing antecedent 
soil moisture and driving soils away from runoff thresholds. The most influential role of 
vegetation on other threshold processes like erosion may be in how plants alter the soil 
water balance. 
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Figure 3.2: Inverse relationship between mean annual potential evapotranspiration 
(PET) and precipitation (MAP) for USHCN stations in the contiguous U.S. PET 
was calculated using the methods outlined in the main text from PRISM climate 
normals (1971-2000).  Snow influenced (light grey dots) are distinguished from 
rainfall dominated (dark grey dots) stations. The vegetation parameter ETmax for 
transect V is based on the nonlinear function shown in green, with diamonds mark-
ing where numerical simulations were conducted. This function (PET = 36525 
MAP-0.5) is not a regressed fit. Note that MAP above ~1000 mm/yr no longer ex-
hibits an inverse relationship with PET.
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Figure 3.3: Soil water balance predictions of ET/MAP for different values of the 
storm depth variability parameter c (a) and the different hydroclimatic transects 
shown in Fig. 3.1 (c). Corresponding soil moisture pdfs are shown in (b) and (d) 
(s is nondimensional and P(s) is the probability of a given soil moisture state). 
In (a), contours of Δ c = 0.083 are shown. The upper solid light purple line is the 
commonly used exponential distribution (c = 1) and the solid dark purple line is 
the stretched exponential distribution (c = 0.67) proposed by Wilson and Toumi 
(2005). For a full description of model parameters in (c), see Fig. 3.1 and Table 
3.1. In (c) and (d), dashed lines are for MAP = 400 mm and solid lines are for MAP 
= 1000 mm.
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Figure 3.4: Examples of the daily rainfall - runoff transformation (main), the prob-
ability distribution daily rainfall is drawn from (upper left inset), and the resultant 
soil moisture pdfs (bottom right inset) for three values of MAP along transect III. 
Plus symbols show stochastic daily runoff for 500 years (most days produce zero 
runoff and have been excluded for clarity). Solid lines represent the mean daily 
runoff response for 10,000-year numerical simulations. The 1- (circles) and 100- 
(diamonds) year events are highlighted for reference. On soil moisture pdfs, mean 
soil moisture (θ) is shown as horizontal bar.
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Figure 3.5: Runoff generation during the 1-year (dashed lines) 
and 100-year (solid lines) rainfall events are shown in (a), the 
ratio between the two in (b), and the relationship between this 
metric of runoff variability with ET/MAP (c). Color legend is the 
same for all three plots. Model runs are the same as in Table 3.1 
and Figure 3.3c.
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	CHAPTER 4 
ALONG-STRIKE VARIATION IN CATCHMENT MORPHOLOGY AND 
COSMOGENIC DENUDATION RATES REVEAL THE PATTERN AND HISTORY 
OF FOOTWALL UPLIFT, MAIN GULF ESCARPMENT, BAJA CALIFORNIA 
  
 
Chapter 4 evolved out of two independent research efforts undertaken by Mark Quigley, 
John Fletcher, J. Jesús Díaz-Torres, Christian Seiler, and L. Keith Fifield and my own 
work with my Kelin Whipple and Arjun Heimsath at ASU. We especially want to thank 
the two principal investigators of this parallel research effort, Mark Quigley and John 
Fletcher, for their openness to share field and laboratory data and contribute their 
unique expertise on this tectonic setting to improve the quality of this work.  This 
collaboration has produced a substantially more robust dataset and much more thorough 
set of interpretations and analysis.  
 
ABSTRACT 
Topography is expected to reflect tectonic, climatic, and rock strength controls on 
long-term denudation rates in active margins. In this study, we show how tectonic signals 
are expressed in the rugged topography of the Sierra San Pedro Mártir, MX (SSPM)—a 
normal fault footwall along the Main Gulf Escarpment—by identifying functional 
relationships between 10Be-derived catchment-averaged denudation rates and topographic 
metrics. Catchment-averaged denudation rates, channel steepness, local relief, hillslope 
gradient, and the edge of an Eocene paleoerosion surface similarly record along-strike 
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	gradients in rock uplift rates that are expected for footwall uplift along a normal fault, 
with greatest total offset occurring in the center of the range. However, river profiles 
reveal that asymmetry in surface uplift is likely due to a recent increase in rock uplift 
rates that is variable along-strike. The transient signal of this increase in rock uplift rates 
is recorded in slope-break knickpoints that are found at increasingly higher elevations in 
the northern segments of the SSPM fault system. By developing a predictive model from 
the relationship between channel steepness and denudation rates, we infer a Late Pliocene 
age (~3 Ma) for increases in rock uplift rates and a Middle-Late Miocene age (~15 Ma in 
the center of the range and ~9 Ma at the tips) for initiation of the SSPM fault system 
itself. These ages are consistent with independent geologic constraints and demonstrate 
the utility of pairing carefully selected millennial-scale denudation rates with topographic 
analysis to extract tectonic signals from the topography.  
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	INTRODUCTION 
Scope 
The Sierra San Pedro Mártir (SSPM) defines a prominent section of the Main 
Gulf Escarpment in northern Baja California, Mexico, yet its exhumation history remains 
poorly constrained. By leveraging the growing body of work that show relations among 
topographic metrics, erosion rates, and tectonics, we ask how much information about the 
uplift history of the tectonically active, normal fault-bounded SSPM is recorded in the 
topography and millennial-scale denudation rates. The tectonic forcing of a normal fault 
block is expected to exhibit a relatively simple along-strike pattern, with maximum rock 
uplift and maximum subsidence rates in the central portions of the range and total 
displacement proportional to fault length (Cowie & Scholz, 1992; Dawers, Anders, & 
Scholz, 1993)—a pattern also expected in multi-segment fault systems (Dawers & 
Anders, 1995). To evaluate how the SSPM compares to these expectations, we use digital 
elevation model (DEM) analysis to document (1) systematic along-strike variations in 
topographic metrics that are attributable to variations in the rate of footwall uplift relative 
to base level and (2) a suite of slope-break knickpoints that record a recent increase in the 
rate of footwall uplift in the northern portions of the SSPM fault system. We show that 
functional relationships between morphometrics and denudation rates derived from 
concentrations of cosmogenic radionuclides (CRNDR) in alluvial sediments are consistent 
with theoretical expectations of topographic controls on denudation. We use one of these 
relationships—that between channel steepness and CRNDR—to predict along-strike 
variations in rock uplift rates relative to base level, ages of initiation of the SSPM fault 
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	system, and the age of a spatially variable increases in modern rock uplift rates. By 
comparing predicted ages of initiation of footwall uplift along the SSPM fault system 
with independent geologic constraints, we determine whether CRNDR closely 
approximate long-term footwall rock uplift rates in this setting. 
 
Motivation and approach 
Topography records the time-integrated history of vertical motions of the crust, 
the erosional and depositional responses to this deformation, and the history of climate 
change (Anderson & Anderson, 2010). Although the relative role of climate on landscape 
evolution remains unclear (Whipple, 2009), there are now many examples of how to 
extract quantitative information about the history of rock uplift relative to base level from 
topography (see Kirby & Whipple, 2012; Whittaker, 2012 for discussion). In landscapes 
where mean climate and rock uplift rates relative to base level have remained steady, 
channel profiles, hillslope gradients, and local relief over kilometer scales will evolve 
towards an equilibrium morphology such that denudation rates just balance rock uplift 
rates over the long term (Hack, 1975; Willett & Brandon, 2002). Fig. 4.1 shows a cartoon 
illustrating how these principles can be applied to high-angle normal fault settings. In the 
hanging wall, base level is set by the balance between subsidence and deposition, which 
is in turn driven by slip on the fault and the load imparted by overlying sediment and 
water. In the footwall, the morphology of the actively denuding escarpment will evolve 
towards a balance between denudation rates and rock uplift rates relative to base level. If 
there is little pre-existing topography when rock uplift in the footwall initiated, then 
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	surface uplift of stable paleo-erosion surfaces can also be preserved and used as a 
structural datum to infer total rock uplift relative to base level.  
As shown by a growing number of prior studies (Cyr & Granger, 2008; Cyr, 
Granger, Olivetti, & Molin, 2010; DiBiase, Whipple, Heimsath, & Ouimet, 2010; Duvall, 
Kirby, & Burbank, 2004; Godard et al., 2014; Harkins, Kirby, Heimsath, Robinson, & 
Reiser, 2007; Kirby & Whipple, 2001; Lague & Davy, 2003; Olivetti, Cyr, Molin, 
Faccenna, & Granger, 2012; Ouimet, Whipple, & Granger, 2009; Scherler, Bookhagen, 
& Strecker, 2014; Snyder, Whipple, Tucker, & Merritts, 2000; Whittaker, 2012; 
Whittaker, Attal, Cowie, Tucker, & Roberts, 2008; C. Wobus et al., 2006; C. W. Wobus, 
Hodges, & Whipple, 2003), spatial patterns in rock uplift relative to base level are 
typically well correlated with spatial patterns in topographic metrics for a given lithology 
and climate. Furthermore, where a recent increase in rock uplift rates relative to base 
level has occurred, it will be recorded in the topography as a series of slope-break 
knickpoints in channel profiles along with associated responses in hillslope gradients and 
local relief (Clark, Maheo, Saleeby, & Farley, 2005; Dorsey & Roering, 2006; Harkins et 
al., 2007; Kirby, Johnson, Furlong, & Heimsath, 2007; Miller, Baldwin, & Fitzgerald, 
2012; Miller, Sak, Kirby, & Bierman, 2013; Schildgen et al., 2012; Schoenbohm, 
Whipple, Burchfiel, & Chen, 2004; Whittaker & Boulton, 2012; C. Wobus et al., 2006). 
Kirby and Whipple (2012) review recent studies that document the transient response of 
landscape form to increases in rock uplift rate relative to base level and how to best 
extract this information from the topography. The universal hallmarks are convex river 
profiles defined by slope-break knickpoints where channel steepness, hillslope gradient, 
local relief, and denudation rates are higher downstream of knickpoints than upstream of 
113
	them. A subset of these prior studies have shown how the magnitude and timing of 
changes in rock uplift rates relative to base level can be constrained by quantifying the 
spatial pattern of denudation rates provided that they are an accurate assessment of long-
term mean rock uplift rates (Kirby & Whipple, 2012). 
The widespread use of cosmogenic radionuclide (CRN) concentrations in alluvial 
sediments to measure catchment-averaged denudation rates over 102-105 year timescales 
(Bierman & Steig, 1996; Granger, Kirchner, & Finkel, 1996) has expanded our 
knowledge of late Quaternary denudation rates around the world (Portenga & Bierman, 
2011; von Blanckenburg, 2005; Willenbring, Codilean, & McElroy, 2013)  and our 
ability to test geomorphic hypotheses. For instance, recent studies have found a positive 
covariance between catchment-averaged hillslope gradient (Savg) and CRN–derived 
denudation rates (CRNDR) up to a threshold value of ~32-37˚ and ~250-300 m/Ma at 
which point Savg becomes invariant with changes in CRNDR (Binnie, Phillips, 
Summerfield, & Fifield, 2007; DiBiase et al., 2010; Ouimet et al., 2009). This is 
consistent with the long-recognized dependence of hillslope erosion on the local hillslope 
gradient and relief (Ahnert, 1970; Gilbert & Dutton, 1880) until a threshold slope is 
reached at which point hillslopes respond to base level lowering via increased landslide 
frequency (Burbank et al., 1996; Hovius, Stark, & Allen, 1997; Larsen & Montgomery, 
2012; Montgomery & Brandon, 2002; Penck, 1953; K. M. Schmidt & Montgomery, 
1995; Strahler, 1950). Deep-seated landslides also lead to large spatial and temporal 
variability in stream sediment CRN concentrations due to the stochastic delivery of CRN-
poor material into the catchment network (Niemi et al., 2005; Yanites et al., 2009), 
particularly where stream sediments have comparably high ‘background’ CRN 
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	concentrations (Quigley, Sandiford, Fifield, & Alimanovic, 2007). Although it was 
proposed for normal fault footwall mountains in the Basin and Range Province, USA that 
CRN concentrations can become ‘decoupled’ from rock uplift rates due to geomorphic 
inheritance and stochastic sediment delivery to the channels (Densmore et al., 2009), 
most studies have found consistent relationships among catchment morphology, CRNDR, 
and longer-term exhumation rates (Binnie et al., 2007; Cyr & Granger, 2008; Cyr et al., 
2010; DiBiase et al., 2010; Harkins et al., 2007; Miller et al., 2013; Olivetti et al., 2012; 
Ouimet et al., 2009). How faithfully, and under what conditions, CRNDR reflect geologic 
exhumation rates remains an important, open question. 
 
SETTING 
Tectonic setting 
The Sierra San Pedro Mártir (SSPM) is located in the footwall of an east-dipping, 
tectonically active normal fault system that defines part of the Main Gulf Escarpment in 
northern Baja California, Mexico (Fig. 4.2a). The SSPM contains the highest topography 
and relief on the Baja California peninsula, with local elevations exceeding 3000 m and 
range relief (summit to valley floor) ranging from ~500-2500 m. The uplifted eastern 
flank of the SSPM consists of Cretaceous granodiorite and tonalite batholith-scale 
plutons that intrude Paleozoic to Mesozoic metasedimentary and metavolcanic rocks 
(Fig. 4.2b) (Silver, Allen, & Stehli, 1969). To the east of the SSPM, the Valle San Felipe 
and Valle Chico are syn-extensional basins that have been infilled with locally-derived, 
late Neogene sediment (Fig. 4.2b). The Sierra San Felipe is a series of extended bedrock 
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	blocks formerly congruous with the SSPM that have been systematically rotated about 
horizontal and vertical axes in the hanging wall of the SSPM fault system, and thus faults 
are required to have a listric geometry (Seiler, Fletcher, Quigley, Gleadow, & Kohn, 
2010).  The listric SSPM fault system itself is thought to be the structurally-lowest, 
breakaway strand of a major ESE-directed midcrustal detachment system documented to 
extend across the Gulf of California from the Sierra San Felipe to Isla Tiburon, just 
adjacent to the Sonoran margin (Martin-Barajas et al., 2013). The continuity of this 
detachment system is broken only in the Delfin basin where ˜35 km of new hybrid crust 
was emplaced since lithospheric rupture ca. 1-2 Ma (Martin-Barajas et al., 2013).  As 
such, the SSPM fault system forms the breakaway strand of a midcrustal detachment that 
has accommodated more than 200 km of tectonic transport since the middle-late 
Miocene, and, as other workers have previously noted (R Gordon Gastil, Phillips, & 
Allison, 1975; Lee, Miller, Crippen, Hacker, & Vazquez, 1996; Stock & Hodges, 1989), 
its topographic and structural evolution are integrally tied to the history of rifting in the 
gulf extensional province. Additional constraints on the rates and pattern of footwall 
uplift in both space and time are needed to explain the development of this active rift 
system. 
The NNW-striking SSPM fault system consists of four main arcuate segments 
that have east-facing concave geometries, and their lateral boundaries are defined by 
prominent cusps in the mountain front (Fig. 4.2c). For ease of reference, these segments 
are numbered consecutively from south to north (I-IV). The entire fault system extends 
~100 km along strike and the length of each arcuate segment is 27, 26, 10, and 35 km, 
respectively, from south to north. Segments I, II and IV are subparallel with the overall 
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	strike of the range (~325°). Segment III is oriented oblique to the others and defines the 
prominent eastward bulge in the SSPM mountain front. Picacho del Diablo (3,096 m), the 
highest peak in Baja California, is located adjacent to segment III and this segment is 
sometimes referred to as the Diablo bulge. Faults in adjacent segments (II and IV) curve 
strongly near the link with segment III. We interpret the arcuate geometry of these 
segments and their cuspate boundaries to reflect both old displacement gradients along 
individual faults prior to linkage as well as curving changes in fault strike that 
accomplished the final linkage. Finite slip across the central portion of the SSPM fault 
system is best characterized by the offset of a regional Eocene nonconformity (Fig. 4.2c; 
Fig. 4.3a) that formed due to the slow beveling of the Cretaceous batholith by extra-
regional river systems sourced from the Colorado Plateau and Sierra Madre (Axen et al., 
2000; R. G. Gastil, 1961). This paleo-erosion surface forms a broad, low relief platform 
that gently dips (2°-5°) towards the Pacific Ocean and defines the crest of the Main Gulf 
Escarpment in most places (see Fig. 4.2c). Elsewhere, small portions of this surface drain 
to the east across the escarpment itself (e.g., Fig. 4.3b). In places, the Eocene erosional 
surface is also found below younger volcanic and sedimentary sequences that cap tilted 
fault blocks within the Gulf extensional province (Seiler et al., 2010).  
All four segments of the SSPM fault system are characterized by normal faults 
that cross-cut Quaternary gravels, offset stream channels, have steep scarps up to 25 m 
high, and are locally associated with well-preserved coseismic landforms such as fissures 
and free-faces, suggesting that multiple large earthquakes have occurred along the SSPM 
fault system during the Holocene (Brown, 1978). Holocene fault scarps are best 
preserved where they offset more deeply incised, older alluvial fans, and are most 
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	common along segment I and the southern portion of segment II.  Here, seismogenic slip 
is partitioned between the mountain-front faults that juxtapose footwall granitic bedrock 
against hanging wall alluvium and other subparallel fault strands that cut basin fill and 
are located as much as 1.8 km to the east of the range front (Fig. 4.2b). The scarcity of 
equivalently aged incised alluvial fan deposits and fault scarps in the central part of the 
SSPM likely reflects increased fault-related basin subsidence and/or the lack of slip 
partitioning among multiple fault strands. The focus of a ML 5.5 earthquake in 1974 was 
interpreted to have been located on the central part of the SSPM fault system, and several 
smaller events have been reported for the northern Valle de San Felipe (Brown, 1978). 
 
Rift basin structure 
There is large variation in rift basin width, which ranges from 7 to 27 km and 
shows a repeating pattern that coincides with the three collinear fault segments (I, II, and 
IV; Fig. 4.2c). For each segment, rift basin width is wider in the north than in the south, 
and these gradients are accommodated by the structural differentiation of the hanging 
wall into three main basement blocks in the Sierra San Felipe that have been backtilted 
and rotated clockwise relative to the Main Gulf Escarpment (Fig. 4.2b). Paleomagnetic 
studies demonstrate that the southern block has experienced 30˚-40˚ of clockwise rotation 
(Lewis and Stock, 1998), and we expect the other blocks to show as much or more 
rotation given they are capped by Miocene volcanic and sedimentary strata that have 
similar orientations. These shorter wavelength variations in basin width indicate that total 
slip has complex along-strike gradients that are decoupled from footwall uplift, as is 
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	documented in other strands of this midcrustal detachment system (Seiler, Fletcher, 
Kohn, Gleadow, & Raza, 2011). 
Sparse terrestial gravity and magnetic surveys in the northern portion of the rift 
valley adjacent to segments III and IV indicate that basin fill reaches thickness of 1.8 to 
2.5 km (R Gordon Gastil et al., 1975; Slyker, 1970), which is on par with the magnitude 
of footwall uplift. However, the rift basin adjacent to segment III, which shows the 
greatest magnitude of total footwall uplift, has negative gravity anomalies that are much 
lower (~half) than those observed to the north. This suggests that the rift basin is much 
shallower here and is consistent with the strong narrowing of the rift basin adjacent to 
segment III (Fig. 4.2b) indicating that relatively low magnitudes of displacement of the 
hanging wall are right adjacent to the highest displacement observed in footwall.  Slyker 
(1970) also showed that in two profiles adjacent to segment IV, east-down slip is 
partitioned between the range-bounding fault and a synthetic hanging wall splay, such 
that the deepest part of the rift basin is located several km east of the trace of the range 
front fault. These relationships confirm that total slip is decoupled from patterns in 
footwall uplift and does not systematically increase toward the culmination of footwall 
elevation, nor does it follow the shorter wavelength variations in hanging wall basin 
width. Instead, total slip is generally constant and ranges from 4-5 km along most of the 
length of the fault. However, at the southern limit of the rift basin along segment I, there 
is a pronounced reduction in relief of the escarpment and total slip across the range front 
strand of the SSPM fault system is ~800-1000 m based on offset of the ~12.6 Ma San 
Felipe Tuff (Stock & Hodges, 1990). In this study, we make no attempt to reconcile 
along-strike variations in slip partitioning between the hanging wall and the footwall, and 
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	instead focus exclusively on the topographic evolution of the footwall relative to the 
valley floor caused by rock uplift and denudation (Fig. 4.1). Integrating results from this 
analysis of footwall development to subsidence and sedimentation patterns in the hanging 
wall is an important future research direction. 
 
Onset of extension 
The age of initiation along the SSPM fault system is not well constrained. West-
tilted middle Miocene volcanic rocks in the hanging wall are unconformably overlain by 
lesser tilted Pliocene conglomerates, suggesting post-middle Miocene to pre-early 
Pliocene extension (Seiler, 2009). In the southern part of the SSPM fault system, the Tuff 
of San Felipe is offset and can be used to bracket when slip along this portion of the 
SSPM system began (Stock & Hodges, 1990). However, this part of the fault has the 
lowest finite offset and the possibility that it may have started later than other segments 
cannot be ruled out.  Nearby, the middle-Miocene Tuff of San Felipe is unconformably 
overlain by 6 Ma tuffs, and thus Stock and Hodges (1990) were able to bracket the onset 
of faulting to between ~12.6 and 6 Ma.  To the north of the SSPM fault system in the 
southern Sierra Juarez, Lee et al. (1996) bracketed the onset of extension to ~16-11 Ma. 
However, the exact relationship of these faults with the Main Gulf Escarpment remains 
unknown; they could either predate escarpment formation or be associated with an early 
phase of faulting on the escarpment (Lee et al., 1996). On the basis of global plate 
reconstructions, the transtensional stress regime of the plate boundary was hypothesized 
to have initiated as early as 15-9 Ma (Atwater & Stock, 1998; Stock & Hodges, 1989). 
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	Modelling of apatite fission track (AFT) and (U-Th)/He data from the footwall of two 
detachments east of the SSPM indicates that rapid tectonically-induced cooling initiated 
at ~9-8 Ma (Seiler et al., 2011). These authors further proposed that the 9-8 Ma inception 
of extension in the San Felipe fault array represents a more regional signal occurring 
throughout the northern Gulf Extensional Province, including the SSPM fault system. 
Alternatively, O’Connor and Chase (1989) suggested a SSPM fault system age of onset 
between 2.25 and 5 Ma based on inferred tectonic linkage and consistent slip rates with 
the Agua Blanca Fault.  
The high elevations observed in many rift flanks, including this one, beg the 
question of how surface uplift is driven in extensional settings. Two general mechanisms 
have been proposed: (1) asthenospheric upwelling (Buck, 1986; Huismans, 
Podladchikov, & Cloetingh, 2001); (2) isostatic response to unloading of the lithosphere 
(Braun & Beaumont, 1989; Weissel & Karner, 1989) with the prior mechanism marked 
by major surface uplift pre-dating peak extension and the latter marked by more 
synchronous surface uplift with extension. Recent 40Ar/39Ar dating of lavas in incised 
canyons along the Loreto rift segment to the south suggest that the timing of surface 
uplift makes isostatic response to lithospheric unloading a viable mechanism that may 
also be applicable to surface uplift of the SSPM footwall (Mark et al., 2014). As such, 
ages of initiation and changes in rock uplift relative to base level over time are essential 
to evaluating alternative mechanisms of surface uplift of rift flanks. Given the uncertainty 
in geologic constraints on the age of initiation of extension and associated footwall uplift 
in the SSPM, other constraints are needed. AFT ages of ~60-70 Ma  and ~36-50 Ma at 
the top and base of the SSPM escarpment, respectively, imply less than ~2.5 km of 
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	exhumation (Gleadow, Kohn, Fletcher, Brown, & Raza, 2003; K. L. Schmidt, Paterson, 
Blythe, & Kopf, 2009), consistent with the estimate of total footwall uplift based on 
topography (Fig. 4.3). This depth of exhumation is insufficient to allow direct dating of 
exhumation using the AFT thermochronometer. Instead, we combine topographic 
analysis and CRN dating of alluvial sands to infer uplift history recorded in modern 
topography. Comparing these inferred rates to regional geologic constraints provide an 
important test of the underlying assumption that CRN-derived denudation rates can 
provide meaningful, quantitative estimates of long-term rock uplift rates in this setting. 
 
BACKGROUND 
Tectonic geomorphology – mean catchment hillslope angle 
Both hillslope and river morphology reflect the local tectonic, climatic, and 
lithologic setting. However, hillslope gradients are limited by rock material strength in 
high relief settings and instead adjust to tectonically driven increases in denudation rates 
by increasing the frequency of landsliding (Burbank et al., 1996; Hovius, Stark, Tutton, 
& Abbott, 1998; Larsen & Montgomery, 2012; Montgomery & Brandon, 2002; K. M. 
Schmidt & Montgomery, 1995). In places where this transition to threshold slopes was 
characterized for a given climate, thresholds in mean catchment slope for granitic 
landscapes occur between 32˚-37˚ (using 30-m spatial resolution topographic data) (e.g., 
Binnie et al., 2007; DiBiase et al., 2010; Ouimet et al., 2009).This transition can be 
captured by linear diffusion-like models of soil transport that include a threshold, 
nonlinear soil transport models (Roering, Kirchner, & Dietrich, 1999), or non-local soil 
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	transport models (Foufoula-Georgiou, Ganti, & Dietrich, 2010). To show how mean 
catchment hillslopes in the SSPM compare to theory (Roering, Perron, & Kirchner, 
2007), we use predictions from a 1-D nonlinear soil transport model as reference: 
ݍ௦ ൌ ି௄೓ௌଵିሺௌ ௌ೎⁄ ሻమ                                   (1) 
where qs is the sediment flux on a 1-D hillslope (m2/yr), Kh is the hillslope transport 
coefficient (m2/yr) set by the efficiency of soil transport processes, S is local slope, and Sc 
is a critical slope threshold related to the material strength of the substrate.  
 
Tectonic geomorphology -  normalized channel steepness 
How to use longitudinal river profiles to infer spatially variable rock uplift rates is 
articulated in a number of recent studies (for summary see Kirby and Whipple, 2012) and 
is only briefly summarized below. Longitudinal river profiles are commonly well-
described by Flint’s law relating local channel gradient (S) to contributing drainage area 
(A) (Flint, 1974; Hack, 1957): 
 ܵ ൌ ݇௦ܣିఏ                 (2) 
where ks is the channel steepness index and θ is the concavity index. In this empirical 
relationship, drainage area is a proxy for downstream increases in discharge that can be 
easily obtained from topographic data. For equilibrium channels subject to uniform rock 
uplift, concavity indices are expected to fall within a relatively narrow range of values 
~0.4-0.6 (Tucker & Whipple, 2002) and channel steepness variations can be directly 
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	related to differences in rock uplift rate, rock strength, and climate. However, the value of 
ks is strongly sensitive to small differences in the choice of θ confounding direct 
comparisons of ks. While other approaches have been used to address this limitation 
(Sklar & Dietrich, 1998), we adopt the method of Wobus et al. (2006) in choosing a 
reference concavity (θref) appropriate to the setting to calculate a normalized channel 
steepness index (ksn).  Normalized channel steepnesses can then be compared across 
catchments, used to identify slope-break knickpoints within catchments, and compared to 
observations made in other settings. 
 Whether drawing from the stream-power family of fluvial incision models (e.g., 
Lague, Hovius, & Davy, 2005) or sediment flux dependent ones (e.g., Sklar and Dietrich, 
2004), the relationship between S and ksn with rock uplift rate (U) is well-described by a 
power law relation at steady state (Gasparini & Brandon, 2011). If θ is invariant with U, 
then channel steepness can be directly related to rock uplift rates: 
݇௦௡ ൌ ܷܽః                 (3) 
where a is a prefactor that includes coefficients of erosional efficiency partially set by 
climate and lithology, and Φ is the power law exponent that is affected by nonlinearity in 
the incision rule and the interaction of thresholds to erosion and the variability of river 
discharge (DiBiase & Whipple, 2011; Lague et al., 2005). Furthermore, slope-break 
knickpoints caused by changes in rock uplift rate will propagate through the channel 
network as a kinematic wave (Rosenbloom & Anderson, 1994; Whipple & Tucker, 
1999). When θ is invariant with U and ksn upstream of knickpoints are equilibrated to old 
uplift rates while reaches downstream are equilibrated to modern ones (see Fig. 4.3b for 
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	example), transient knickpoints are expected to propagate through the river network at a 
constant vertical velocity dependent on the modern rock uplift rate relative to base level 
(Niemann, Gasparini, Tucker, & Bras, 2001). Thus, the vertical position of slope-break 
knickpoints can be used to infer the time since changes in rock uplift rates began. In this 
study, we use elevations of the edge of the Eocene erosion surface and slope-beak 
knickpoints (Fig. 4.3b) to infer initiation of the fault system itself and more recent 
increases in rock uplift rates relative to base level, respectively. 
 We calculate ages by assuming the vertical velocity of knickpoints are simply 
equal to modern rock uplift rates (Whipple & Tucker, 1999; Niemann et al., 2001): 
ܭ ௭ܲ ൌ ܷ ∗	∆ݐ                 (4) 
where KPz is the elevation of the knickpoint above base level and Δt is the time since the 
change in rock uplift rates began. In this way, we can solve for the time of initiation of 
SSPM fault system in places where the edge of the paleo-erosion surface is preserved as 
long as we feel confident that millennial-scale denudation rates are representative of 
time-averaged rock uplift rates relative to base level. In places where slope-break 
knickpoints are also present (see Fig. 4.3), we can also solve for the timing of recent 
increases in uplift rates by using the elevation of knickpoints above modern base level. It 
is important to note that transient slope-break knickpoints of the same form will also be 
produced by shifting to less erosive climate perhaps due to increasing aridity (Whipple & 
Tucker, 1999) and thus other constraints are needed to reconcile alternate interpretations. 
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METHODS 
Topographic analysis 
For each catchment along the SSPM fault system, drainage area, the elevation of 
the edge of an Eocene erosional surface, outlet elevation, slope-break knickpoint 
elevation (if present), total catchment relief, mean catchment hillslope gradient, mean 
catchment local relief measured over a 2.5 km radius window, normalized channel 
steepness index, and best-fit channel concavity were calculated on a digital elevation 
model (DEM) acquired through the Shuttle Radar Topography Mission (SRTM) (Farr et 
al., 2007) using ArcGISTM. Hillslope gradients, watershed properties, and channel profile 
analysis were performed at the Jet Propulsion Laboratory using the raw 1-arcsecond (~30 
m) data. Holes in the raw data were filled using nearest neighbour interpolation in order 
to generate flow accumulation grids, but are not included in the catchment-averaged 
statistics reported in Tables 4.1-4.3. Local relief at different scales was calculated on the 
globally available, 3 arcsecond (~90 m), finished DEM processed and hosted at CGIAR 
(http://www.cgiar-csi.org/). For catchment averaged metrics, portions of the catchment 
above the edge of the Eocene erosional surface (Fig. 4.2c) have been excluded from 
statistics since they have not yet responded to changes in base level since the initiation of 
the SSPM fault system. 
Hillslope gradients are calculated at each 30-m pixel in the DEM using the 
maximum descent in the neighboring eight pixels (i.e. D8 slope).  Catchment relief is 
calculated by differencing the highest and lowest elevations in each watershed. It 
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	provides an estimate of total surface uplift for catchments draining the Eocene erosional 
surface, but is strongly dependent on drainage area and the presence of prominent peaks. 
To avoid this drainage area dependence and include more catchments in the topographic 
analysis, we calculate local relief over a 2.5 km radius window following the lead of prior 
studies (Ahnert, 1970; Montgomery & Brandon, 2002). Local relief calculated in this 
way can be marginally biased by including elevations outside watershed boundaries, but 
is generally an effective measure of local relief that is sensitive to increases in denudation 
rates beyond slope thresholds (DiBiase et al., 2010). The appropriate length scale for 
calculating local relief varies from landscape to landscape, but we find that a 2.5 km 
radius is adequately large to capture ridge-valley spacing and small enough to minimize 
undue influence from neighbouring watersheds in the calculation of mean catchment 
values. For equilibrium landscapes, local relief over these spatial scales generally mirrors 
mean channel steepness (DiBiase et al., 2010). However, there is evidence of 
disequilibrium in the SSPM (Fig. 4.3), which makes channel steepness a more sensitive 
morphometric tool with which to probe the record of rock uplift preserved in the 
topography. 
To calculate channel steepness, we use automated, freely available scripts for 
Matlab and ArcGISTM (http://www.geomorphtools.org) and use θref = 0.45 to calculate a 
reach-averaged ksn for all 500 m reaches draining >1.5 km2 downstream of the edge of the 
Eocene paleoerosion surface. We found that this critical area guaranteed that we were 
within the fluvial scaling regime and beyond long profile convexities manifest near the 
edge of the Eocene erosion surface. For all catchments > 4km2 we report mean catchment 
ksn determined from the mean of individual reaches along with 2 standard errors about the 
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	mean. Mean channel concavities were estimated by fitting the mainstem stream from 
below the Eocene surface to the range front outlet. Estimates of total incision below 
knickpoints can be inferred by projecting upstream river profiles to the range front (e.g., 
Fig. 4.3b, Fig. 4.5b). Total incision reflects the difference between the new rock uplift 
rate and the old rock uplift rate. In places where the downstream reaches below 
knickpoints are well-graded to the new rock uplift rate, we use the functional relationship 
between ksn and CRNDR (see below) to infer downstream denudation rates. As in 
determination of catchment-averaged ksn, we use 500 m reach-averages to calculate mean 
ksn above and below knickpoints. For downstream sections, we exclude segments 
immediately adjacent to the knickpoint that are often influenced by abrupt steps and 
waterfalls (Kirby & Whipple, 2012) to avoid artificially inflating ksn.  
 
Cosmogenic 10Be denudation rates 
We adopt the sampling approach of recent CRNDR studies that sample catchments 
spanning gradients in topographic relief (Cyr et al., 2010; DiBiase et al., 2010; Godard et 
al., 2014; Harkins et al., 2007; Ouimet et al., 2009; Scherler et al., 2014). Geologic and 
analytic uncertainties associated with the technique are minimized by measuring a large 
number of CRNDR in well-graded fluvial catchments of modest size (~5-500 km2). 
Alluvial sediment samples were collected from 26 catchments (Fig. 4.2c) over two 
separate field campaigns (distinguished by MQ and MR sample ids). 24 of these samples 
were collected within the active margin of the SSPM fault system. Two samples were 
collected from a low relief, uplifted block in the hanging wall to extend our analysis to 
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	areas of low topographic relief and channel steepness, but with similar climate and 
lithology. None of the sampled catchments show any evidence of Quaternary glaciation. 
Samples were collected from small fluvial bars or filled pools deposited in the active 
channels of major ephemeral streams that drain into the Valle de San Felipe – Valle 
Chico basin. Channel widths ranged from ~2-20 m and portions of the channels adjacent 
to alluvial terraces or nearby slope failures were avoided to minimize local sediment 
input into the sample. All samples were collected from channels dominated by granitoid 
alluvium ranging in size from fine-grained sand to sub-rounded boulders > 1 m in 
diameter.  
 We collected replicate and nested samples to address potential complications 
associated with stochastic landslide inputs (Niemi, Oskin, Burbank, Heimsath, & Gabet, 
2005; Yanites, Tucker, & Anderson, 2009) in a seismically active zone (Quigley et al., 
2007) and heterogeneous lithology in central portion of the range (Fig. 4.2b). This 
includes four nested samples across a lithologic contact, one nested sample above and 
below a very small bedrock knickpoint, and two replicate samples (see Fig. 4.2c).  Four 
nested catchments (MR-08,-09,-10,-11 within MQ-01) sample across a transition from 
granitoid to metasedimentary lithologies, but both contain a large amount of quartz 
alluvial sand. One nested sample was collected above and below a minor knickzone with 
~12 bedrock steps of ~2-5 m in height that are spaced ~20-30 m apart within a steeply 
incised bedrock gorge (MQ-06; MQ-07). The two replicate samples were collected from 
different bars of sediment within the active channel (MR-06; MR-07), and across field 
campaigns (MQ-17; MR12). One alluvial sediment sample was from a catchment too 
small to allow accurate determination of topographic metrics (MQ-08) and is 
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	consequently excluded from analyses relating morphometrics with CRNDR. We use these 
nested and replicate samples to better constrain geologic uncertainty in applying this 
method to the SSPM. 
Two bedrock samples from the summit crest of the SSPM (Fig. 4.2c) were also 
collected for CRNDR to complement alluvial samples. The apparently stable Eocene 
erosional surface is not yet responding to the base level changes in the tectonically active 
eastern margin of the SSPM. Therefore, we expect that denudation rates from the summit 
crest to provide an integrated estimate of the stability of this surface that spans beyond 
averaging timescales of denudation rates along the active SSPM range front. Bedrock 
samples were chiselled from the uppermost 1 cm of intact, porphyritic granite bedrock on 
horizontal surfaces exposed along the peak of the escarpment (Fig. 4.2c). Each sample 
was amalgamated from individual rock chips that were collected over a ~ 3 m2 surface. 
Surfaces show evidence for lichen growth, cm-scale exfoliation, pitting and dissolution 
weathering, that each suggest slow, in situ weathering over many thousands of years. At 
both sampling sites, there was no evidence for removal of large blocks due to, for 
instance, frost heave, coseismic mass wasting, or anthropogenic activity.  
Samples from the different field campaigns were processed in different labs—MQ 
samples at the University of Melbourne Cosmogenic Radionuclide Laboratory and MR 
samples at the WOMBAT Laboratory at Arizona State University. Bedrock samples were 
first crushed and milled. Alluvial samples for MQ and MR were sieved to isolate the 0.25 
– 0.50 mm and 0.25 – 1.0 mm size fraction, respectively, in order to minimize the effects 
of varying grain size on calculated denudation rates. Quartz separation and 10Be isolation 
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	were done using standard techniques (Kohl & Nishiizumi, 1992). Laboratory blanks were 
processed in tandem with samples in both labs, and concentrations reported in Table 4.1 
have been blank corrected. 10Be measurement for MQ and MR samples were also done 
on different accelerator mass spectrometers—MQ samples at 14UD accelerator at 
Australian National University and MR samples at PrimeLab at Purdue University. To 
infer denudation rates from 10Be concentrations, we use the CRONUS online calculator. 
For bedrock samples, shielding related to topography and sample geometry was 
computed using the CRONUS geometric shielding calculator 
(http://hess.ess.washington.edu/math/general/skyline_input.php). These scaling factors 
along with other site characteristics (Table 4.1) were entered into Version 2.2 of the 
CRONUS cosmogenic calculator (http://hess.ess.washington.edu/) to determine in situ 
bedrock erosion rates(Balco, Stone, Lifton, & Dunai, 2008). For catchment-averaged 
samples, we follow the approach taken by Portenga and Bierman (2011) such that our 
denudation rates are directly comparable to global compilations of CRN data.  Using 90-
m DEMs, we calculated spallation production rate scaling factors as a function of 
latitude, longitude, and elevation for each pixel within a catchment. The average 
production rate based on the pixel calculations was used to find the equivalent latitude, 
longitude, elevation triad to enter into CRONUS calculator. To maintain consistency with 
the Portenga and Bierman (2011) dataset, we use a standard topographic shielding factor 
of 1. CRNDR values are only reduced by 2-3% if catchment mean hillslope is used to 
calculate a topographic shielding factor. This is insignificant compared to the propagated 
error in CRNDR resulting from analytic uncertainties in 10Be concentrations and 
uncertainties in 10Be spallation and muogenic production rates (Balco et al., 2008).  
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	RESULTS 
Catchment morphometry along the SSPM 
The eastern margin of an Eocene erosional surface was mapped using the 
continuous slope-break observed in the 30-m DEM (Fig. 4.2c). Fig. 4.3 shows the 
difference between this western limit of the escarpment and range-front outlet elevations. 
Fig. 4.3a shows that footwall displacement in the SSPM broadly conforms to theoretical 
expectations of along-strike gradients in total displacement for normal fault blocks 
(Cowie & Scholz, 1992; Dawers et al., 1993), albeit with a more asymmetric character 
than the simplified conceptual model. Elevations of slope-break knickpoints are also 
included in Fig. 4.3a to show that a large fraction of the total relief between the paleo-
erosion surface and modern base level was generated downstream of these knickpoints. 
Thus, catchments in the SSPM display distinct topographic expressions of up to three 
erosional regimes: (1) pre-rifting Eocene surfaces; (2) post-Eocene response to SSPM 
normal faulting; (3) response to most recent increases in rock uplift rates. Fig. 4.3b is an 
illustrative example of how these regimes are expressed in the longitudinal profile of a 
river channel (MQ-19).  
Fig. 4.4 summarizes how other measures of topography in the SSPM vary along-
strike (also in Table 4.2). Drainage area is highly variable along-strike with a general 
trend towards decreasing catchment sizes towards the north (Fig. 4.4a). All data shown in 
Fig. 4.4 are sized according to drainage area to visually assess whether variations in other 
morphometrics are drainage area dependent. Outlet elevations decrease from > 650 masl 
in the southern (10-20 km) and northern tips (90-100 km) of the SSPM fault system to a 
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	mean elevation of ~580 m between 20 and 90 km (Fig. 4.4b). Heterogeneous subsidence 
patterns and drainage systems within the hanging wall basin substantially influence local 
outlet elevations along the SSPM, reinforcing interpretations that pattern in slip on the 
hanging wall is largely decoupled from footwall uplift (see above section Rift basin 
structure).  
Four of the metrics shown in Fig. 4.4 measure relief and topographic 
“ruggedness”: catchment relief (Fig. 4.4e), mean catchment hillslope angle (Fig. 4.4f), 
normalized channel steepness (Fig. 4.4g), and mean 2.5-km local relief (Fig. 4.4h). 
Catchment relief (Fig. 4.4e) largely mirrors the along-strike pattern in surface uplift of 
the Eocene erosional surface, with small catchments not draining the divide showing 
much less total relief. The notable exception to this is one catchment in segment III that 
drains Picacho del Diablo. Local relief is a much less scale-dependent metric. 
Accordingly, all catchments, including those not draining the divide, follow the same 
asymmetrical trend along-strike (Fig. 4.4h). Patterns in local relief are also consistent 
with those observed in mean hillslope angle (Fig. 4.4f) and mean channel steepness (Fig. 
4.4g). However, high channel steepness values are significantly more skewed towards the 
north (e.g., peak ksn of ~230 at kilometer 78 as opposed to peak Savg of 35˚ at km 67) in a 
way that is more aligned with slope-break knickpoints (Fig. 4.3a).  
Along-strike patterns in mean channel concavity index show evidence for 
disequilibrium (Fig. 4.4c). In segments I and II, mean channel concavity spans a 
relatively narrow range with a mean value of 0.43, well within the expected range of 0.4-
0.6 for quasi-equilibrium channels subject to uniform rock uplift (Tucker & Whipple, 
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	2002) and empirically observed in numerous actively denuding settings (Duvall et al., 
2004; Kirby & Whipple, 2001; Snyder et al., 2000; C. Wobus et al., 2006). However, in 
the southern section of segment IV, concavities are systematically reduced to near zero. 
These low concavity indices reflect the presence of convexities in mainstem channel 
profiles associated with slope-break knickpoints where the channels steepen and descend 
rapidly to the range front (Fig. 4.3). In fact, when channel concavities are measured only 
upstream of prominent knickpoints, they exhibit a more typical range of concavities from 
~0.4 to 0.6. Slope-break knickpoints do not align with geologic contacts and thus reflect a 
transient signal due to downstream increases in denudation rates. This observation is 
corroborated by an uplifted bench at the linkage between segments II and III. Fig. 4.5 
shows the morphology of the catchment (MQ-15) associated with this uplifted bench 
(Fig. 4.5c). Hillslope gradients are steeper below the prominent knickpoint at ~400 m 
above base level (Fig. 4.5a) and the mainstem channel is moderately well graded 
upstream of this knickpoint (Fig. 4.5b). When the best-fit concavity and channel 
steepness values are projected out to the range front (Fig. 4.5b), they agree remarkably 
well with the surface uplift observed on this bench (~200 m). 
 
In situ bedrock denudation rates 
All parameters used to calculate both in situ and alluvial CRNDR are reported in 
Table 4.1. We also report ‘averaging timescales’ for samples, which is the time required 
to erode ~0.6 m of bedrock based on the denudation rates calculated from CRN. These 
ages represent the minimum integrated time over which the calculated rates are 
representative, assuming steady-state denudation. Summit surface bedrock 10Be erosion 
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	rates are 4.7±0.5 and 7.6±0.9 m/Ma (Table 4.1). These samples were collected from the 
Eocene erosional surface from outcrops located along the western edge of the escarpment 
that have not been affected by base level fall initiated by the SSPM fault system (Fig. 
4.2c). Given the weathering characteristics of the summit surfaces and lack of any 
evidence for spallation of blocks of >1-2 cm thickness, we interpret these results to 
indicate steady-state bedrock denudation rates associated with escarpment summit 
erosion. Averaging timescales (tavg) for these samples are ~127 and 79 ka, respectively. 
Thus, these summit samples provide an integrated record of bedrock erosion that spans 
the Last Glacial Maximum and, in the former case, the Last Interglacial Period. Given 
that glacial-interglacial cycling has operated in a similar fashion throughout the 
Quaternary, we suspect that bedrock erosion rates we calculate may be reasonable 
estimates of escarpment summit surface lowering over at least the last 2-3 Ma.  
 
Catchment-averaged denudation rates 
Catchment-averaged denudation rates (CRNDR) are reported in Table 4.1 and 
range from 69 ± 7 to 353 ± 119 m/Ma in the SSPM with a mean value of 130 ± 30 m/Ma. 
Associated averaging timescales (tavg) range from 1.7 - 8.8 ka and thus represent 
denudation rates spanning through the Holocene. Two other samples were collected off 
of the SSPM range in a low relief, uplifted granitic block in the hanging wall to better 
constrain the ksn - CRNDR relationship developed below and have a mean CRNDR of 34 ± 
3 m/Ma (tavg ~ 17.6 ka). CRNDR samples are concentrated in the southern and central 
portions of the SSPM where catchments are largely composed of granitic rocks (Fig. 
4.2b). In general, higher denudation rates correlate with high relief catchments in the 
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	central portion of the range (Fig. 4.4d). Because observations of denudation rates are 
discontinuous along the range front, we use a suite of replicate and nested samples to help 
us better interpret how intrinsic variability and lithology influence CRNDR of the SSPM 
(see below). We then develop a relationship between catchment morphology and CRNDR 
to predict onset ages of the SSPM fault system and a more recent, spatially variable 
increase in rock uplift rates. 
Four samples (MR-08, -09, -10, -11) nested within MQ-01 allow us to check 
uniform mixing assumptions and whether there is a strong lithologic bias in relating 
morphometrics with denudation rates from metamorphic and granitic catchments in the 
SSPM. Quantifying the relative source areas of different lithologies are only approximate 
and are based off of Fig. 4.2b. Nevertheless, average CRNDR of these four nested 
catchments differ from MQ-01 by < 15% (Table 4.1). Two sub-catchments (MR-08, -09) 
have slightly steeper channels (mean ksn ~145 compared to ~110) and are more uniformly 
granitic (>90% compared to ~50% granitic), but show similar mean hillslopes (Savg ~ 30˚ 
compared to 29˚) than the other two sub-catchments (MR-10, -11). Since mean CRNDR 
for these subsets are both ~105 m/Ma, we infer from these observations that lithological 
differences may produce a < 25% effect in equilibrium channel steepness and < 5% effect 
in mean catchment slopes in the SSPM. While this complication may contribute to the 
sharpness in the along-strike kink seen in channel steepness values at kilometer 45 (Fig. 
4.4g), it does not explain the strong asymmetry observed (i.e. that peak channel steepness 
is skewed towards the north). Furthermore, given that mean 1σ analytical uncertainties on 
CRNDR in the SSPM are ~20%, we find that these other geologic sources of uncertainty 
(i.e. uniform mixing and lithology) to be on par with analytical uncertainties.  
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	To reliably use CRNDR data to test functional relationships between morphology 
and long-term denudation rates, a large number of samples are required to overcome both 
the geological and analytical sources of uncertainty inherent in this approach. The hazard 
of over-interpreting individual CRNDR rates is emphasized by one set of replicate samples 
and one set of nested samples collected in this study. In the first case, replicate samples 
were taken from fluvial deposits in the active channel at slightly different levels (MR-06 
and MR-07) and show that proximal fluvial sand delivered to the channel during different 
flow events can lead to an almost 2x difference in inferred denudation rates. There are no 
obvious grounds to ignore either observation. In the second case, a set of nested samples 
collected immediately above (MQ-06) and below (MQ-07) a series of small bedrock 
steps in the active channel show a dramatic reduction in 10Be concentrations in stream 
sediments that correspond to an apparent increase in CRNDR from 72 to 207 m/Ma. MQ-
07 was collected downstream of this minor knickzone, but near exposed abundant, small 
rockfall deposits, which are likely contributing the low 10Be concentration material that 
give rise to this anomalously high denudation rate. It is worth noting that many samples 
in this study were collected substantially downstream of major knickpoints where CRNDR 
show no clear bias by oversteepened reaches. This is likely due to the fact that they were 
collected far enough downstream to allow adequate mixing. Nevertheless, the highest 
denudation rate (~358 m/Ma) does come from a catchment with a prominent knickpoint 
(MQ-19; Fig. 4.3b), where the active stream channel of MQ-19 does consist of an 
abundance (30-40%) of large (>10 m diameter) angular to subrounded boulders, and 
where catchment mean slope, SA and ksn are the highest in this study, thereby making it 
susceptible to the stochastic delivery of deep-seat landslides (Niemi et al., 2005). As 
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	such, evaluating whether or not this rate is representative cannot be fully evaluated from 
available data, but will be considered in more depth within the context of the 
morpholometric-CRNDR relationship developed below. 
 
ANALYSIS AND DISCUSSION 
While observed bedrock denudation rates are low in the SSPM, they are 
consistent with global averages of in situ erosion rates of igneous bedrock lithologies (8.7 
± 1.0 m Myr−1; Portenga and Bierman, 2011), and these rates are consistent  with the 
extensive preservation of paleoerosion surfaces throughout the Peninsular Ranges and 
Sierra Nevada of southwestern North America. Most importantly, even conservative 
estimates of peak denudation rates of ~210 m/Ma along the active range front  are 25-40 
times faster than summit erosion rates making this surface an effective structural datum 
with which to constrain relief generation in the SSPM. Within this conceptual framework, 
the Eocene erosional surface is used to calculate accumulated footwall uplift, river 
channels upstream of knickpoints are used to infer paleo-rock uplift rates relative to base 
level, and river channels downstream of knickpoints are used to infer modern rock uplift 
rates (Fig. 4.3b). In this way, relationships between river profile morphology and 
denudation rates (section Topography and denudation rates) can be used to first calculate 
recent increases in rock uplift rate relative to base level (section Late Pliocene increase in 
uplift rates) and its effect on the inferred age of initiation of the SSPM fault system itself 
(section Middle-Late Miocene onset age of SSPM faulting). 
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	Topography and denudation rates  
The clear pattern amongst along-strike position along the SSPM fault system, 
geomorphic metrics, and CRNDR (Fig. 4.4) indicates that tectonically driven rock uplift 
rates exert the dominant control on catchment morphology and denudation rates. To 
better characterize this, we re-plot catchment averaged CRNDR against mean catchment 
hillslope and normalized channel steepness index in Fig. 4.6. Since there are 
measurement uncertainties in both x and y (especially for ksn and CRNDR), linear fits use 
a least squares estimation where uncertainties in both x and y are assumed to be 
uncorrelated (York et al., 2004). In general, removal of two anomalously high CRNDR 
samples (MQ-07, MQ-19) improves goodness of fit for linear regressions of both mean 
hillslope angle and normalized channel steepness index, but does not substantially alter 
fit parameters. 
Fig. 4.6a shows the relationship between catchment averaged hillslope gradient 
and CRNDR in the SSPM where the highest mean slopes obtain ~35˚. Since the SSPM 
bears the marks of a landscape where mass wasting processes dominate (i.e. patchy soils; 
large tracts of exposed bedrock), we expect that hillslope gradients are nearing thresholds 
of material strength (Burbank et al., 1996; Hovius et al., 1998; Larsen & Montgomery, 
2012; Montgomery & Brandon, 2002; K. M. Schmidt & Montgomery, 1995). As such, 
we plot data alongside predictions of catchment averaged hillslope gradient using a 1-D 
nonlinear colluvial transport model (Roering et al., 2007) set to reasonable estimates of 
transport coefficient (Kh = 0.005 m2/yr), slope threshold (Sc = 39˚), and hillslope length 
(75 m). We also show a simple linear fit to these data. Prior studies have shown that 
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	thresholds in mean catchment slopes are not apparent until denudation rates exceeded 
200-300 m/Ma (Binnie et al., 2007; DiBiase et al., 2010; Ouimet et al., 2009). Except for 
one anomalously high sample (MQ-19), CRNDR in the SSPM do not exceed 210 m/Ma. 
As such, while denudation rates may be representative of long-term averages in the 
SSPM, they may not be high enough to reveal threshold slopes.  
Fig. 4.6b shows the comparable relationship between channel steepness and 
CRNDR. Like mean catchment hillslope angles, channel steepness shows a robust linear 
relationship with CRNDR. While CRNDR are inherently scattered due to geologic and 
analytic uncertainties, the size of the dataset and the corroboration of rates determined 
from two different labs, give us confidence that channel steepness is faithfully recording 
the climatically and lithologically mediated response to tectonic forcing in the SSPM. 
Nonlinear relationships between channel steepness and denudation rates have now been 
documented in many settings (Cyr et al., 2010; DiBiase et al., 2010; Duvall et al., 2004; 
Godard et al., 2014; Harkins et al., 2007; Ouimet et al., 2009; Scherler et al., 2014; 
Snyder et al., 2000). While one anomalously high sample (MQ-19) may be hinting at a 
nonlinear relationship, taken as a whole, observed denudation rates and relief within the 
SSPM do not require such a model. Empirical evidence from natural settings suggest that 
the degree of nonlinearity can range from highly nonlinear (Snyder, Whipple, Tucker, & 
Merritts, 2003) to linear (Kirby & Whipple, 2001; Safran et al., 2005). One way to 
produce linearity is if denudation rates are high compared to incision thresholds (DiBiase 
& Whipple, 2011; Lague et al., 2005). This explanation seems unlikely in the SSPM 
given the relatively low denudation rates and the relatively coarse bedload being 
transported in the channels. Instead, we interpret channel steepness indices as too low to 
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	resolve between linear and nonlinear models. Compared to similar datasets (for summary 
see Kirby & Whipple, 2012), the SSPM is among the least erosionally efficient (i.e. 
exhibits high fluvial relief for a given erosion rate) landscapes in the published literature 
on par with observations from the eastern margin of the Tibetan Plateau (Ouimet et al., 
2009). In low erosional efficiency systems like this one, channel steepness indices > 250-
300 m0.9 are required to reliably choose among models. As such, we take a conservative 
approach in extrapolating from observations by using the best-fit linear model to infer 
denudation rates in unsampled catchments and above and below knickpoints (see section 
below). This is conservative because it will give us maximum ages inferred from CRNDR. 
 
Late Pliocene increase in uplift rates 
A series of prominent slope-break knickpoints in channel profiles along segments 
II, III, and IV show a south to north increase in elevation above base level (~0-700 m see 
Fig. 4.2; Fig. 4.3). This could be caused by lithology, climate, or tectonics. Since 
knickpoints are not correlated with mapped geologic contacts, there is no evidence of a 
lithologic control. Transient slope-break knickpoints can be produced by either changes 
in rock uplift rates or persistent changes in climate (e.g., increase in aridity) that lead to 
reduced erosional efficiency (Whipple & Tucker, 1999). In considering a climatic 
interpretation, stable isotopic analysis of paleosols in southern California argue for a 
persistent increase in aridity during the Plio-Pleistocene (Peryam, Dorsey, & Bindeman, 
2011) that is roughly coincident with the inferred timing of the propagation of slope-
break knickpoints in the SSPM. However, climate change would not produce the steady 
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	south to north increase in slope-break knickpoint elevations observed in the SSPM (Fig. 
4.3a). Furthermore, neither lithologic nor climatic interpretations help explain increases 
in total rock uplift that are skewed towards the north as demonstrated by patterns in 
surface uplift of the Eocene erosional surface (Fige. 4.3a). As such, we strongly favour a 
tectonic interpretation of slope-break knickpoints, albeit one that is non-uniform along-
strike. Slope-break knickpoints driven by increases in rock uplift rates where denudation 
rates below the knickpoint are in balance with new uplift rates and those above are in 
balance with old uplift rates (Whipple & Tucker, 1999; Whittaker et al., 2008) have now 
been recognized in a large number of tectonically active settings (e.g., Clark et al., 2005; 
Dorsey and Roering, 2006; Harkins et al., 2007; Kirby et al., 2007; Miller et al., 2012; 
Schildgen et al., 2012; Schoenbohm et al., 2004; Whittaker and Boulton, 2012). The 
uplifted bench near the transition between segment II and III (Fig. 4.5) agrees remarkably 
well with the magnitude of surface uplift implied by channel profiles and is a candidate 
surface that may provide more precise constraints on the timing of recent increases in 
fluvial incision for future studies. 
To estimate the timing of this increase in rock uplift rates relative to base level, 
we use the relationship shown in Fig. 4.6b along with estimates of channel steepness 
upstream and downstream of prominent slope-break knickpoints (Table 4.3). Many of the 
channel reaches below knickpoints have been backfilled with alluvial sediment making 
downstream estimates of channel steepness uncertain for southern knickpoints that are 
not far above the outlet. However, the five northernmost knickpoints (all in segment 4), 
where knickpoints have propagated farthest upstream and where is little evidence of 
substantial aggradation upstream of the outlets, have channel reaches long enough to 
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	make reasonable estimates of channel steepness. The mean channel steepness upstream 
(ksn = 174) and downstream (ksn = 273) of these knickpoints suggest a substantial increase 
in denudation rates (CRNDR = 137 m/Ma and 213 m/Ma above and below knickpoints, 
respectively). By using the difference in knickpoint and outlet elevations and the inferred 
denudation rates below knickpoints (Fig. 4.6b), we can solve for the time when the 
transient signal was initiated, assuming that it has a constant vertical velocity set by the 
new rock uplift rate (Niemann et al., 2001). The mean age (n = 5) for this change is 3.0 
Ma and doing the same calculation for individual catchments, produce ages that range 
from 1.9 – 3.5 Ma. All but one age suggest the late Pliocene for recent increases in rock 
uplift rates. 
 
Middle-Late Miocene onset age of SSPM faulting 
Local constraints on the inception of the SSPM fault system are limited, but 
regional ones provide a useful framework with which to evaluate how well shorter-term 
millennial-scale denudation rates compare to geologic rates. In the southern portion of the 
SSPM, the ca. 12.6 Ma Tuff of San Felipe is offset and uncomformably overlain by 6 Ma 
tuffs, thereby bracketing the onset of faulting between these ages (Stock & Hodges, 
1990). North of the SSPM , the onset of faulting in the Sierra Juarez was dated between 
~16 – 11 Ma using 40Ar / 39Ar thermochronology and interpreted to precede faulting 
along the Main Gulf Escarpment (Lee et al., 1996). To the East, in the hanging wall of 
the SSPM, the onset of faulting in the San Felipe fault array was dated to ~9-7 Ma using 
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	apatite fission track and (U-Th) / He thermochronology. However, few constraints exist 
for the onset of the SSPM fault system itself—a question we tackle below.  
To calculate total surface uplift since faulting began, we use escarpment relief for 
each catchment (i.e. the difference between the 2-km average elevation of the edge of the 
Eocene surface and outlet elevation; Fig. 4.7a). Mean channel steepness for each 
catchment is converted to a denudation rate using the CRNDR – ksn relationship (Fig. 4.7b 
– dark grey line). Denudation rates from catchments that do not drain the range crest are 
shown as dark grey crosses in Fig. 4.7b and broadly reinforce the range crest pattern. The 
along-strike variation in modern denudation rates is even more skewed than total 
accumulated uplift (Fig. 4.7a). We interpret this skewed pattern to be a direct reflection 
of increased uplift rates during the Late Pliocene (see previous section). Ages for the 
onset of footwall uplift are calculated by dividing the local magnitude of surface uplift of 
the Eocene erosional surface by the denudation rate of each catchment assuming uniform 
erosion (Fig. 4.7c – light grey line). Onset ages for two-stage models of uplift are also 
calculated for catchments where denudation rates can be inferred upstream and 
downstream of slope-break knickpoints and that drain the edge of the Eocene erosional 
surface (Fig. 4.7c - light grey asterisks).  
There are a couple of basic observations that can be made from this analysis and 
Fig. 4.7. First, while recent increases in uplift rates to the north are important to explain 
the asymmetric pattern in surface uplift, ages of onset calculated from an average uplift 
model are not substantially different than those using a two-stage uplift model. This is 
likely due to the linear ksn – CRNDR relationship facilitating simple averaging between 
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	upstream and downstream differences in channel steepness. In places where nonlinear ksn 
– CRNDR relationships exists, larger differences between multi-stage uplift histories 
would be expected. Second, ages of onset are higher in segments II and III ranging from 
14.4 – 16.3 Ma and decrease towards fault tips (Fig. 4.7c). The symmetrical distribution 
of ages is expected in a system where faults propagate from their tips and suggests that 
the SSPM exhibited a more typical (growing) displacement field (Dawers et al., 1993) as 
faults linked up to the north and south prior to the Late Pliocene increase in uplift rates.  
 
Tectonic implications 
Ages in the SSPM are on the high end of regional estimates (14.4 – 16.3 Ma), but 
plausibly suggest that SSPM fault activity was concurrent with faulting in the Sierra 
Juarez (~16 – 11 Ma). The Tuff of San Felipe (~12.6 Ma) places a firm upper bound on 
fault initiation, but is easily satisfied in the three southernmost catchments that drain the 
Eocene surface near where this unit is preserved. Given that Late Pliocene increases in 
rock uplift rates determined using the same approach are synchronous with changes in 
deformation in the hanging wall, we find that CRNDR are in remarkable agreement with 
long-term exhumation rates in the SSPM. If anything, CRNDR may be marginally slower 
than long-term exhumation rates, though likely within the uncertainty of the 
measurements themselves. 
Ages of increased rock uplift rates in northern portions of the SSPM coincide well 
with the waning and cessation of slip across detachment faults located in the Sierra San 
Felipe to the east. These interpretations of the Sierra San Felipe are based on low-
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	temperature thermochronology and a shift in rift-basin sedimentation indicated by the 
progradation of Late Pliocene – Pleistocene alluvial fans over lacustrine and shallow 
marine sediments that had accummulated during a previous phase of more rapid 
subsidence (Seiler et al., 2011; Seiler et al., 2010).  Therefore, it is possible that the Late 
Pliocene increase in rock uplift rates relative to base level along the SSPM fault system 
occurred because of the local transfer of slip from detachments that became inactive to 
the east. Furthermore, it would provide a satisfying explanation to the south to north 
increase in knickpoint elevations because structures in the Sierra San Felipe 
accommodate extension in only the central and northern sections of the SSPM fault 
system.  
However, at the regional scale, the SSPM fault system and detachments in the 
Sierra San Felipe form the basal strands of a midcrustal detachment system that was the 
dominant structure accommodating opening of this section of the northern Gulf of 
California (Martin-Barajas et al., 2013).  Seismic profiles show that this detachment 
system was abandoned in the Pliocene and oblique rifting localized in the Delfin basins, 
which ultimately led to the continental lithospheric rupture and the emplacement of 35 
km of new oceanic crust (Martin-Barajas et al., 2013).  Our analysis strongly suggests 
that the SSPM fault, which forms the breakaway strand, did not die with the rest of the 
detachment system and that its slip accelerated during the Pliocene reorganization of 
plate margin shearing.  Three main factors likely contributed to this acceleration. First, 
while most of the detachment system is associated with regionally low elevations near or 
below sea level, the high gravitational potential energy gradient of the escarpment itself is 
a major driver that can explain continued activity on the SSPM fault system. Second, the 
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	Pliocene reorganization of the plate margin can be described as a westward migration of 
shearing (Aragon-Arreola & Martin-Barajas, 2007), which became re-localized along the 
trailing edge of the Baja California microplate. The SSPM fault system defines this 
microplate boundary and is in the immediate vicinity of the applied tectonic stress.  
Third, the SSPM fault system dips steeply to the east and is optimally oriented to 
accommodate extension and consequently the magnitude of critical differential stress is 
more favourable here than in the shallowly dipping detachments to the east. Regardless of 
whether this late Pliocene event is controlled by regional geodynamics or represents a 
more local transfer of strain, our analysis demonstrates that detailed inspection of fluvial 
channel profiles along with a CRNDR analysis can provide important insight into the 
tectonic and structural evolution of a region. 
 
CONCLUSIONS 
We present a suite of new 10Be denudation rates along an uplifted footwall of a 
major normal fault in the Gulf Extensional Province. Consistent with theory and other 
field studies where climate and lithology have been held constant, denudation rates in the 
Sierra San Pedro Mártir are strongly correlated with topographic relief. Catchment-
averaged hillslope gradient, 2.5 km local relief, and channel steepness each co-vary with 
accumulated footwall uplift as expressed by the edge of an Eocene erosional surface. 
Denudation rates on this surface are very slow (<10 m/Ma) as compared to the active 
margin of the SSPM (>200 m/Ma). Asymmetry in surface uplift of this paleoerosion 
surface is driven by a Late Pliocene increase in rock uplift rates that is expressed in the 
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	geomorphology as a series of slope-break knickpoints of increasing elevation towards the 
north. While increases in rock uplift rates could be due to a local transfer of strain from 
significant hanging wall detachments to the east, it could also indicate a more regional 
increase in extension during the Pliocene. Overall, millennial-scale denudation rates are 
in accord with geologic exhumation rates and imply that the SSPM fault system has 
propagated symmetrically with the oldest onset ages in the central SSPM (~15 Ma) and 
the youngest ages near the tips (~9 Ma). 
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Table 4.2: Sheds used for ages of initiation of SSPM faulting* 
 
Sampl
e 
Outlet 
Position 
Outlet 
Z 
Centroid 
Position Area 
Mean 
Slope# ~ 
2.5 km 
Relief# ~ 
Channel 
Steepness# 
Mean 
θ 
Model 
Erosion$ 
2-km  
Eo-edge 
Mean 
Age^ 
km m km km2 ˚ m m0.9 m/Ma m Ma 
G4-17 9.7 684 11.2 27.34 22.7 892 122 0.38 96 1431 7.7 
G4-16 15.8 594 14.6 9.77 24.9 877 79 0.53 63 N/A N/A 
MQ-07 17.1 530 17.1 3.85 23.8 784 52 0.59 45 N/A N/A 
G4-15 18.9 503 21.2 116.29 25.6 951 122 0.42 96 1700 12.4 
G4-14 28.1 486 29.1 59.89 26.4 996 133 0.41 105 1774 12.3 
G4-13 30.9 547 31.0 5.22 28.6 1148 114 0.63 90 N/A N/A 
G4-12 34.7 587 33.5 23.29 27.3 1071 118 0.44 93 2049 15.7 
MQ-12 36.8 592 36.2 24.83 28.8 1051 134 0.46 105 2314 16.3 
MQ-03 39.1 570 38.8 21.81 26.9 1035 134 0.43 105 2153 15.0 
MQ-01 42.3 603 45.1 80.50 28.7 1124 136 0.47 107 2241 15.3 
G4-11 45.5 581 45.9 6.00 25.5 1059 147 0.19 116 N/A N/A 
MR-07 48.2 641 48.6 13.39 28.5 1127 123 0.53 97 N/A N/A 
MQ-13 49.9 611 52.0 27.80 28.6 1290 169 0.19 132 2516 14.4 
MQ-14 52.0 600 54.9 31.44 31.2 1295 162 0.54 127 2498 15.0 
MQ-15 54.5 582 58.2 45.48 28.9 1325 165 0.38 130 2695 16.3 
MQ-16 63.4 585 63.1 30.16 33.6 1557 188 0.37 147 N/A N/A 
MQ-18 70.8 647 66.5 51.91 34.9 1522 200 0.42 156 2713 13.2 
MQ-17 69.2 646 67.2 9.23 32.6 1616 197 0.07 154 N/A N/A 
G4-10 73.0 559 71.8 16.86 31.6 1407 210 0.11 164 2677 12.9 
G4-09 74.8 586 74.6 26.93 30.5 1364 218 0.03 170 2618 12.0 
MQ-19 79.3 558 78.1 21.47 30.6 1453 234 0.11 182 2558 11.0 
G4-08 80.5 548 80.1 5.99 25.7 1428 206 -0.01 161 N/A N/A 
G4-07 81.9 658 81.5 4.94 29.3 1468 151 0.45 118 N/A N/A 
G4-06 83.7 599 82.4 13.49 28.5 1262 193 0.12 151 2305 11.3 
G4-05 87.2 543 87.3 47.19 24.7 1068 161 0.28 126 N/A N/A 
G4-04 88.9 549 90.4 6.14 26.1 1277 178 0.62 139 N/A N/A 
G4-03 91.4 587 93.5 22.96 22.3 962 164 0.42 129 N/A N/A 
G4-02 94.0 653 95.0 7.98 20.4 833 122 1.10 96 N/A N/A 
G4-01 95.0 681 96.8 8.79 20.1 699 78 0.37 62 N/A N/A 
S-N 
Trend    
																																																											
* All range-front catchments > 4 km2 considered 
# Mean slope, 2.5 km relief, and channel steepness only averaged below edge of Eocene erosional surface 
~ 2 standard errors about the mean are small so not reported (slope < 0.05 %; 2.5 km relief < 0.5%) 
$ Model erosion rates from Figure 6: E = (ksn + 2.8) / 1.30 
^ Only calculated for catchments that drain edge of Eocene surface 
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Table 4.3: Sheds used for ages of increased rock uplift rates* 
	
Sample Centroid Position 
Knickpoint 
Elevation 
Upstream 
ksn 
Downstream 
ksn 
Upstream  
E Rate$ 
Downstream 
E Rate#$ Age 
Difference 
w/ mean^  
 km m m
0.9 m0.9 m/Ma m/Ma Ma % 
G4-12 33.5 643 116 133 92 105 15.8 1 
MQ-12 36.2 763 134 135 105 106 16.4 0 
MQ-03 38.8 675 132 149 104 117 15.2 2 
MQ-01 45.1 743 133 165 105 129 15.4 2 
MR-07 48.6 1151 145 120 114 95 N/A N/A 
MQ-13 52.0 1173 215 143 168 112 13.0 -27 
MQ-14 54.9 946 164 156 129 123 14.9 -2 
MQ-15 58.2 968 149 225 117 175 17.0 10 
MQ-16 63.1 1085 179 198 140 155 N/A N/A 
MQ-18 66.5 978 195 222 152 173 13.3 3 
MQ-17 67.2 1345 151 257 118 200 N/A N/A 
G4-10 71.8 1189 162 300 127 233 14.4 23 
G4-09 74.6 1274 153 289 120 225 14.2 29 
MQ-19 78.1 1381 211 300 165 233 10.7 10 
S-N 
Trend  
 
* All range-front catchments > 4 km2 considered 
# Channels south of MQ-15 have substantial alluviated reaches downstream of knickpoint making estimate of erosion rates dubious 
$ Model erosion rates from Figure 6: E = (ksn + 2.8) / 1.30 
^ Compared to results from Data Repository Table 1 
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Figure 4.1: Cartoon illustrating the major fluxes in a simplified cross-section of a 
tilted footwall (4°) offset by a high-angle normal fault (60°) with 2.5x vertical ex-
ageration. In the footwall, the relief structure of the active escarpment reflects the 
balance between denudation rates and rock uplift rates relative to baselevel. If back-
ground denudation rates are low with respect to the tectonic forcing, surface uplift 
of the paleo-topography can serve as a structural datum to estimate mean rock uplift 
rates. Footwall uplift only accounts for a fraction of the total displacement with the 
other fraction accomodated by subsidence of the hanging wall (cartoon shows 50-50 
balance between uplift and subsidence). Local baselevel is controlled by the balance 
between subsidence rates and deposition rates. 
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Figure 4.2: Regional tectonic setting 
(a), local geologic setting (b), and 
site map (c). In (a), the two major 
normal fault systems that define the 
Main Gulf Escarpment  in northern 
Baja California (bold labels, bold red 
lines), major transverse faults (italic 
labels, bold red lines), and spreading 
centers (italic labels, pink polygons) are shown for reference. Location of inset maps 
(b) and (c) are also shown as black rectangles. In (b), major lithologic units are shown 
(source: INEGI) with high angle normal faults (i.e., SPMF - San Pedro Mártir Fault) 
distinguished from rotated detachment faults of the Sierra San Felipe. In (c), descrip-
tions of important topographic metrics and sample locations are provided in the legend.
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Figure 4.4: Along-strike variations in morphology for all catchments > 4 km2 that 
drain across the SSPM fault system: drainage area (a), outlet elevation (b), mean 
channel concavity (c), 10Be denudation rates (d), catchment relief (e), mean hillslope 
gradient (f), mean normalized channel steepness (g), and mean 2.5 km radius , local 
relief. 10Be denudation rates are shown (d) for all alluvial samples collected within 
the SSPM so not all were collected at the range front (see Fig. 4.2c). Catchments that 
drain the main SSPM divide (dark grey) are distinguished from those that do not (light 
grey). Markers are sized by drainage area and fault segments are indicated by alter-
nating white and grey shading. For all but (b), the centroid of the catchment has been 
projected to the reference line shown in Fig. 4.2c since they represent mean catchment 
properties. For (b), the actual outlet position has been projected to the reference line.
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Figure 4.5: Slope map draped over a shaded relief background (a), channel long 
profile (b), and photo (c) of uplifted bench at the range front and adjacent catchment 
thought to formerly grade to this level. In (a), high slopes are red and low slopes are 
green. The extent of the uplifted fan/bedrock surface can be seen in map view (~200 
m above local basin fill) and has been preserved where segments II and III linked. 
Projection of the channel profile upstream (solid blue line) of a knickpoint to the 
modern outlet (dashed blue line) is shown in (b). Since projecting channel profiles 
is very sensitive to the choice of concavity, we report a range of projected elevations 
(160 - 220 m) using the uncertainty on the best-fit θ (0.59±0.05) for this channel. 
Notice that other knickpoints in this tributary network appear to be related to valley 
filling (broad low slope regions), perhaps related to unevacuated sediment from mass 
wasting events. 
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Figure 4.7: Elevation of the eastern edge of the Eocene paleo-erosion surface (black 
line) is re-plotted to show the 2-km average values (bars) for each catchment in the 
SSPM (a). The regression model-based denudation rates are shown for catchments 
draining the divide (dark grey line) and those not draining the divide (dark grey 
pluses) in (b). Taking the 2-km average from (a) and the model erosion rates from (b) 
along with modern outlet elevations permits calculation of the age of initiation for all 
catchments draining the divide (grey line) by using the Eocene erosional surface as 
a structural datum indicative of surface uplift (c). Initiation ages implied by transient 
long profiles are shown where observed (grey asterisks). Morphometrics used to calcu-
late two-stage uplift model are reported in Table 4.3.
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	CHAPTER 5 
HYDROCLIMATIC CONTROLS ON EROSIONAL EFFICIENCY: A 
COMPARATIVE STUDY BETWEEN DESERT AND TROPICAL TECTONICALLY 
ACTIVE MOUNTAIN RANGES 
 
 
 
ABSTRACT 
Understanding how climate controls long-term erosion rates is a fundamental 
question in geomorphology that has substantial implications on flood and erosion hazard, 
the evolution of mountain belts, and global biogeomchemical cycles. Yet simple 
relationships between mean annual precipitation (MAP) and erosion rates in fluvial 
settings have failed to emerge from either historic sediment yield or millennial-scale 
erosion rate studies based on cosmogenic radionuclides (CRN). In this work, we partially 
address key confounding variables to prior studies by collecting alluvial CRN samples 
from landscapes underlain by similar rock types (granitoids) across large gradients in 
topographic relief, but in settings that lie in dramatically different climate regimes.  
Specifically, we present an analysis of CRN-data from some of the driest (Baja, Mexico 
and southern California) and some of the wettest (northern Honduras), tectonically active 
landscapes in the published literature. We find that by first accounting for topography, 
differences in erosional efficiency that set  the steady-state relief required to balance rock 
uplift rates, are observed across an order of magnitude in MAP (ranging from <300 mm 
to > 3,000 mm). A 1-D detachment-limited model of fluvial erosion that also accounts for 
stochastic flooding and erosion thresholds does a reasonable job explaining differences in 
erosional efficiency observed at these sites. The same modeling also shows how easily 
168
	relatively small differences in rock erodibility and incision thresholds can confound 
direct comparisons of erosional efficiency as a function of hydroclimate. These results 
highlight the need for field quantification of these important variables in settings where 
hydroclimatic controls on erosional efficiency are well-understood. 
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	INTRODUCTION 
Motivation 
Understanding hydroclimatic controls on erosion rates has large implications for 
our understanding of the evolution of mountain belts and global biogeochemical cycles. 
For instance, over the last twenty years, a large body of research has explored the 
hypothesis that there should be important dynamic feedbacks between climate and 
tectonics (Beaumont, Fullsack, & Hamilton, 1992; Dahlen & Suppe, 1988; Koons, 1989). 
Numerical (e.g., Kooi & Beaumont, 1996; Willett, 1999) and experimental analog 
(Bonnet & Crave, 2003) models have convincingly borne out some of these predictions, 
challenging field geologists to document such feedbacks in natural systems. While many 
there are many suggestive cases, interpretations from these field studies remain 
contentious because of the difficulty in isolating climate from other key (co-varying) 
variables (Whipple, 2009). Related to these questions of climate-tectonic coupling is the 
hypothesis that tectonics can act as an important regulator of global climate by enhancing 
silicate weathering and the drawdown of CO
2 
(Raymo & Ruddiman, 1992). The strength 
of this feedback relies on the ability of silicate weathering to keep pace with high 
physical denudation rates (Heimsath, DiBiase, & Whipple, 2012; Larsen et al., 2014; 
Riebe, Kirchner, & Finkel, 2004) and the existence of a strong climatic control on long-
term erosion rates. In both of the aforementioned examples, climate exerts its influence 
by enhancing physical denudation and chemical weathering rates. 
The significance of climate in shaping the Earth’s surface is unquestioned. 
Weathering and sediment transport processes that occur in glaciers, rivers, and hillsides 
result directly from gradients in temperature, precipitation, biology, and the hydrologic 
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	cycle. However, the complexity of quantifying simple relationships between climate and 
erosion rates is nicely illustrated in the classic study of Langbein and Schumm (1958) 
where they showed that sediment yields increased with increasing mean annual 
precipitation (MAP) up to a point (MAP ~ 300 mm) at which sediment yields started to 
decline. These authors interpreted this as a feedback whereby increasing MAP leads to 
increases in vegetation density, which in turn reduces erosion by increasing surface 
roughness and effective cohesion. However, as shown by Riebe, Kirchner, Granger, and 
Finkel (2001), subsequent sediment yield studies did not generally bear out the Langbein 
and Schumm result and included both global studies of large river basins (e.g., Milliman 
& Syvitski, 1992) and regional studies focused on upland, mountain landscapes (e.g., 
Aalto, Dunne, & Guyot, 2006). Instead, erosion rates were found to primarily correlate 
with measures of topographic relief and tectonic uplift rates (Aalto et al., 2006; Ahnert, 
1970; Milliman & Syvitski, 1992). However, sediment yield studies are limited by the 
short historic record and the anthropogenic influence on land-use. With the advent of 
using cosmogenic radionuclides (CRN) to measure millennial-scale erosion rates, these 
confounding factors can be largely overcome. Despite methodological advances, a similar 
story has emerged from CRN-based studies where evidence for direct climatic controls 
on erosion rates range from nonexistent to inconclusive (Riebe et al., 2001; von 
Blanckenburg, 2005).  
 Standardization of CRN-derived erosion rate calculations (Balco, Stone, Lifton, & 
Dunai, 2008; Portenga & Bierman, 2011) has also led to increased confidence in 
comparison of CRN rates globally, and those measured from alluvial sediments now 
number in the thousands (Portenga & Bierman, 2011; Willenbring, Codilean, & McElroy, 
171
	2013). Fig. 5.1 summarizes where global, alluvial CRN samples were collected (as of 
2013) overlaid on a map of MAP (Hijmans, Cameron, Parra, Jones, & Jarvis, 2005) and 
tropical cyclone tracks (NOAA). While there are a large number of samples, they are 
concentrated over a relatively small fraction of the Earth with clear biases towards a few 
tectonically active (e.g., Himalayas, Andes, Alps) and mid-latitude settings. Notably, 
there has been little data collected from low-latitude, tropical mountain ranges that 
experience both high MAP and rare, but destructive, tropical storms (Fig. 5.1 shows only 
tracks of storms that reached hurricane strength).  While settings with these climate 
conditions are few in number, they should provide an end-member case of maximal 
climatic erosivity for non-glacial landscapes (Lague, Hovius, & Davy, 2005; Tucker, 
2004). Fig. 5.1 also shows that the two arid settings and one humid setting presented in 
this study represent much of the dynamic range of climate regimes globally.  
 
Approach and scope 
Compilations of CRN-derived erosion rates have shown that erosion rate is most 
strongly correlated with topographic metrics such as mean catchment slope (Portenga & 
Bierman, 2011; Willenbring et al., 2013). While consistent with classic studies showing 
relationships among erosion rate, relief, and rock uplift (Ahnert, 1970; Gilbert & Dutton, 
1880), hillslopes are expected to be limited by material strength thresholds in rapidly 
eroding landscapes (Burbank et al., 1996; Hovius, Stark, & Allen, 1997; Montgomery & 
Brandon, 2002; Penck, 1953; Schmidt & Montgomery, 1995; Strahler, 1950). For granitic 
landscapes, this has corresponded to thresholds in in mean catchment slope ~32-37˚ using 
30-m resolution digital elevation models (Binnie, Phillips, Summerfield, & Fifield, 2007; 
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	DiBiase et al., 2010; Ouimet, Whipple, & Granger, 2009). We build our analysis on the 
observation that channel steepness, or the channel slope normalized for drainage area, is a 
topographic metric that is sensitive to rock uplift and erosion rates beyond the limits of 
hillslope thresholds. A growing number of studies have demonstrated that channel 
steepness serves as a reliable measure of topography that monotonically tracks with 
erosion rates under a given climate and lithology (Cyr, Granger, Olivetti, & Molin, 2010; 
DiBiase et al., 2010; Duvall, Kirby, & Burbank, 2004; Godard et al., 2014; Harkins, 
Kirby, Heimsath, Robinson, & Reiser, 2007; Kirby & Whipple, 2001; Olivetti, Cyr, 
Molin, Faccenna, & Granger, 2012; Ouimet et al., 2009; Scherler, Bookhagen, & 
Strecker, 2014; Snyder, Whipple, Tucker, & Merritts, 2000; Whittaker, 2012; Wobus et 
al., 2006). Thus, one key to isolating hydroclimatic controls on long-term erosion rates is 
to first account for topographic controls on erosion rates as measured though channel 
steepness.  
Since the classic study of Hack (1975) introduced the notion of dynamic 
equilibrium to studies of topographic evolution, it has been recognized that landscapes 
will evolve towards a steady-state topographic form if climate is sufficiently stable and 
rock uplift rates can be matched by climatically mediated erosion rates (e.g., Adams, 
1985; Bonnet & Crave, 2003; Willett & Brandon, 2002). While true steady state is rarely, 
if ever, actually achieved, this conceptual framework represents an attractor towards 
which landscapes subject to constant uplift and stationary climate will always evolve and 
hypothesizes that in quasi-equilibrium conditions, erosion rates are primarily set by 
tectonically driven rock uplift rates. Under this view, to disentangle hydroclimatic 
controls on erosion rates, gradients in rock uplift rates and topography must first be 
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	accounted. Climatic controls will be manifest as changes in erosional efficiency, which 
dicates the steady-state relief required to maintain topographic equilibrium. Keeping this 
framework in mind, we selected tectonically active landscapes for this study that could be 
contrasted with a well-known case in the sub-humid (MAP ~ 800 mm) San Gabriel 
Mountains, CA (DiBiase et al., 2010). The eastern flank of the Sierra San Pedro Mártir 
(SSPM), the eastern flank of the San Jacinto Mountains (SJM), and the Little San 
Bernadino Mountains (LSB) each receive less than 300 mm of annual rainfall (Fig. 5.1). 
In contrast, the Sierra Nombre de Dios (SNdD) on the northern coast of Honduras 
receives greater than 3,000 cm of annual rainfall with regular landfall of tropical storms 
(Fig. 5.1). Despite large differences in climate, these sites all span a similar range of 
topographic relief and are made up of similar rock types (granitoids mixed with some 
metamorphic rocks), albeit with potentially important differences in other rock properties 
like differences in geochemistry or fracture density. We expect that even with some intra-
site variability in hydroclimate due to orographic effects, inter-site differences are so 
large, that if the influence of hydroclimate is significant, it should be observed as 
differences in erosional efficiency. Similarly, an important open question is whether the 
influence of hydroclimatic conditions is stronger than differences stemming from subtle 
differences in the erodibility of similar rock types (i.e., causing higher susceptibility to 
chemical weathering, incision, and physical transport). 
In order to test how predictions of fluvial erosion compare to observations in 
these settings, we adopt a fluvial incision model that relates steady-state channel 
steepness to long-term erosion rates (DiBiase & Whipple, 2011; Lague et al., 2005). This 
physical model has its roots in the stream power family of models, where fluvial incision 
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	is limited by how frequently basal shear stress thresholds are exceeded (Howard, 1994). 
In settings where erosion thresholds are small with respect typical flows (either due to 
weak rock, steep channels, or high flows), most flows do geomorphic work and detailed 
knowledge of the stochastic distribution of floods is relatively less important. However, 
in many settings, erosion thresholds are large in comparison to typical flows and thus the 
role of event-scale runoff variability becomes of paramount importance (Lague et al., 
2005; Tucker, 2004).  
The model of Lague et al. (2005) incorporates the role of erosion thresholds along 
with a probability distribution of floods that has a power-law right tail (Crave & Davy, 
2001) to predict the steady state morphology of the longitudinal river profile. Where long 
time-series data are available, these predictions can be tested. Our two largest datasets 
(SSPM and SNdD) do not have long hydrologic records, so we take advantage of analog 
settings that have similar mean hydroclimatic characteristics, similar seasonality, and 
similar sourcing of precipitation. Seasonality and mean annual totals in the SSPM are 
similar to the SJM. Only a few hundred kilometers apart, these two Peninsular ranges set 
up strong orographic rain shadows for moisture coming off of the Pacific Ocean. These 
similarities give us confidence that stream gauges in the eastern margin of the SJM are 
representative of the arid-land hydrology that these rugged mountain ranges experience.  
Since the devastating social and infrastructure impacts of Hurricane Mitch in 
1998, there has been a large interest in better characterizing flood and erosion hazard for 
the moderately large population center (La Ceiba~200,000 residents) along the northern 
coast of Honduras near the SNdD (Smith et al., 2011), but there are few hydroclimatic 
observations with which to build predictive models (Mastin, 2002). One potentially 
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	analogous site to SNdD with a long-term hydrologic data network is the upland rainforest 
in the Luquillo Mountains (LM), Puerto Rico. Though separated by a large geographic 
distance (over 2,000 km apart), seasonality and mean annual totals are similar between 
these sites and both regularly experience large rainfall events due the frequent landfall of 
tropical storms (Fig. 5.1). By using hydrologic observations to drive a 1-D fluvial 
incision model, we can begin to evaluate how much of the observed variability in 
millennial-scale erosion rates can be attributed to differences in hydroclimate alone. We 
also compare results from the analysis to other recently published erosion rate datasets 
from dry landscapes on the margin of the Tibetan Plateau (Ouimet et al., 2009) and 
humid landscapes in central Nepal (Godard et al., 2014) to see how representative the 
landscapes presented in this study are of global observations of millennial-scale erosion 
rates. 
 
SETTING 
 The field sites in this study span much of the observed range in hydroclimatic 
regimes globally (see Fig. 5.1). To illustrate the magnitude of this contrast, Fig. 5.2 
shows field photographs of the mountain range front (2a, 2b) and typical river channels 
(2c, 2d) observed in the Sierra San Pedro Mártir, MX (SSPM) and Sierra Nombre de 
Dios (SNdD) respectively. Hot, arid sites are characterized by abundant bedrock exposed 
on the hillsides, thin soils, and vegetation primarily concentrated in fractures and valley 
bottoms (Fig. 5.2a, 5.2c). Hot, humid sites are characterized by little exposed bedrock on 
the hillsides, moderately thick, weathered soil profiles, and ubiquitous vegetation, except 
in perennially flowing river channels (Fig. 5.2b, 5.2d). All sites are tectonically active 
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	and exhibit similar gradients in topographic relief. Brief tectonic and hydroclimatic 
descriptions for each site are provided below. 
 
Arid, desert landscapes 
Fig. 5.3 shows maps of topography, sampling locations, and steam gauges for the 
arid, desert landscapes used in this study. The San Jacinto Mountains (SJM) are the 
northernmost of the Peninsular Ranges and lie in the complex structural transition where 
the plate bounding strike-slip structures of the  San Andreas fault zone links up with San 
Jacinto fault zone. The arid, eastern side of the range is bounded by the Santa Rosa 
mylonite zone and associated cross-cutting low angle normal faults (Erskine and Wenk, 
1985), albeit with little to no activity in the Quaternary. However, the batholith that 
defines the rugged eastern flank of the SJM has produced an impressive amount of 
topographic relief.  High peaks exceed 3,000 m and east draining watersheds flow into 
the Coachella Valley (~200-500 m). It has been noted in other parts of the range that the 
physiography of the SJM can be divided into (1) high elevation, low-relief surfaces that 
have not yet responded to modern base level and (2) steep, rugged actively denuding 
catchments (Dorsey & Roering, 2006), a distinction that is also observed in the 
northeastern portion of the range. This sets up the opportunity to collect alluvial CRN 
samples across a wide range of local relief and erosion rates. However, high elevation 
sites also receive much of their moisture in the form of snow and complicate 
interpretations that assume a uniform climate. As such, we supplement this suite of 
samples with low elevation, low relief watersheds in the nearby Little San Bernardinos 
along the San Andreas fault zone. 
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	The Sierra San Pedro Mártir (SSPM) is another Peninsular Range ~300 km to the 
south of the SJM that defines a prominent section of the Main Gulf Escarpment in 
northern Baja California, Mexico. This ~100 km multi-segment normal fault system 
forms the breakaway strand of a midcrustal detachment in the Gulf Extensional Province 
(Gastil, Phillips, & Allison, 1975; Stock & Hodges, 1989). The highest topographic relief 
in Baja, Mexico is found in this region with high peaks exceeding 3,000 m and arid east-
flowing watersheds draining into the Valle Chico-San Felipe basins (~600 m). CRN-
derived erosion rates from this mountain range were reported elsewhere (Chapter 4) but 
were collected specifically with this climate transect in mind. The along-strike gradient in 
footwall uplift produces a corresponding gradient in CRN-derived erosion rates. While 
there is topographic evidence for disequilibrium in portions of the SSPM, our prior work 
(Chapter 4) showed that strong, monotonic relationships between channel steepness and 
CRN-derived erosion rates allowed for a straightforward interpretation of erosional 
efficiency in this setting.  
The high range relief of the SJM and SSPM set up a strong topographic barrier to 
storms coming from the Pacific Ocean. This orographic control on precipitation patterns 
corresponds to the dominance of large pine forests on the western flanks of these 
mountain ranges. Consequently, the eastern flanks that lie in the rain shadow are typified 
by MAP < 300 mm and vegetation communities that are characteristic of the Sonoran 
Desert. Most river channels are ephemeral unless they tap into high elevation, low relief 
surfaces where the seasonal storage of snow contributes to water budget. Although the 
regional hydroclimatology is dominated by wet winters, the largest storms to hit the 
178
	eastern flanks of both ranges are often associated with the North American Monsoon and 
rare tropical storms that track across the Baja peninsula (Fig. 5.1). 
 
Humid, tropical landscapes 
Fig. 5.4 shows maps of topography, sampling locations, and steam gauges for the 
humid, tropical landscapes used in this study. Northwestern Honduras is part of a diffuse 
transtensional boundary between the North American and Caribbean plates. On the coast 
near La Ceiba, HN, large normal faults form the east-west trending Sierra Nombre de 
Dios (SNdD) that is oriented sub-parallel to the major strike-slip Swan Islands fault zone 
that defines the plate boundary (Rogers & Mann, 2007). The high peaks of this tropical 
mountain range are in excess of 2,400 m with range bounding faults near sea level. This 
mountain range is largely composed of granitoid intrusions into high grade metamorphic 
rocks. The mountain range is mantled in tropical rainforest and much of the range 
receives >3,000 mm of annual rainfall. Since there is little hydrologic data available for 
this site (Mastin, 2002), we use long-term hydroclimatic observations in the Luquillo 
Experimental Forest, Puerto Rico. The Luquillo Experimental Forest is an upland 
landscape that receives a similar MAP ( > 3,000 mm) to SNdD and is similarly influenced 
by tropical storms. LM is much lower relief than SNdD, but does have actively denuding 
alluvial-bedrock rivers and is one of the few locations in the humid, tropics where CRN-
derived erosion rates have already been measured (Brown, Stallard, Larsen, Raisbeck, & 
Yiou, 1995). 
Rainfall is common to both of these settings year-round and is typically sourced 
from the northeast. The proximity to the ocean and the high topography at both sites set 
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	up strong orographic barriers especially during periods of enhanced trade winds. 
Caribbean rainfall seasonality is typically characterized by somewhat drier winters and 
wetter summers regionally. However, the northern coast of Honduras and the 
northeastern rainforest of Puerto Rico peak in rainfall accumulation during the late fall 
(Giannini, Kushnir, & Cane, 2000). The high MAP supports cloud forest at higher 
elevations in both the SNdD and LM and direct condensation makes up a small but 
measurable fraction of runoff in these tropical settings. While quantitatively 
characterizing the relative contribution of rare storms is challenging, these setting do 
share the characteristic that tropical storms are an important component to both the mean 
water budget and the frequency of large floods in these settings (Garcia-Martino, Warner, 
Scatena, & Civco, 1996; Mastin, 2002).   
 
METHODS 
Hydroclimatic analysis  
Recent studies have emphasized the importance of considering stochastic floods 
along with erosion thresholds in order to predict the equilibrium channel form (DiBiase 
& Whipple, 2011; Lague et al., 2005; Tucker, 2004). Here we use the 1-D fluvial incision 
model of Lague et al. (2005) that combines an instantaneous stream power model, 
erosion thresholds, and a probability density function of daily floods. This approach is 
based on the observation that the right tails of daily discharge can be described by power 
law distributions (Malamud & Turcotte, 2006; Molnar, Anderson, Kier, & Rose, 2006),  
and that the inverse gamma distribution is a continuous distribution that relates mean 
discharge to its  power law right tail (Crave & Davy, 2001). By using mean annual runoff 
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	(MAR) and a power law exponent (α) to describe the shape of the right tail, DiBiase and 
Whipple (2011) found that the nonlinearity of the relationship between channel steepness 
and CRN-derived erosion rates from the San Gabriel Mountains, CA could be explained 
using hydroclimatic observations alone. 
We acquired daily discharge data for five USGS stations in the SJM (Fig. 5.3) and 
eight USGS stations in the LM (Fig. 5.4) through 2013. After trimming time-series data 
for gaps in the record, mean record lengths for SJM and LM stations were 59.6 and 38.8 
years respectively (Table 5.1) which are long enough to adequately characterize the tails 
of the distributions. For each station, daily discharge is converted to daily runoff by 
dividing daily discharge by drainage area. MAR is the average of all days times 365.25. 
Empirical complementary cumulative distribution functions (ccdfs) were determined 
using a standard rank-frequency approach. The ccdf describes the exceedance frequency, 
or probability of a given sized runoff event or greater occurring. While many of these 
distributions are more robustly described using the stretched exponential distribution 
(Chapter 2), we characterize daily runoff using power law distributions to implement 
hydrologic observations into an existing analytical model (Lague et al., 2005). Estimates 
of α are determined by linearly regressing log-transformed runoff events against 
exceedance frequencies.  
 
Topographic Analysis 
Both mean catchment hillslope angle and normalized channel steepness are 
calculated for each site where alluvial CRN samples were collected (Figs. 5.2 and 5.3).  
Theoretical relationships for how mean catchment hillslope angle (Roering, Perron, & 
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	Kirchner, 2007) and normalized channel steepness (Wobus et al., 2006) are expected to 
relate to long-term erosion rates has been articulated before, and are only briefly 
described below. We analyzed digital elevation models (DEMs) acquired through the 
Shuttle Radar Topography Mission (SRTM) (Farr et al., 2007) using ArcGISTM and the 
raw 1-arcsecond data hosted at the Jet Propulsion Laboratory. We projected data to UTM 
coordinates at 30 m spatial resolution. Holes in the data were filled using nearest 
neighbour interpolation in order to generate flow accumulation grids, but are not included 
in the catchment-averaged statistics. Hillslope gradients are calculated at each 30-m pixel 
in the DEM using the maximum descent in the neighboring eight pixels (i.e., D8 slope). 
Normalized channel steepness is calculated using automated, freely available scripts for 
Matlab and ArcGISTM (http://www.geomorphtools.org) using a θref  = 0.45 and taking the 
reach-averaged ksn for all 500 m reaches draining >1.5 km2. In watersheds where small 
patches of high elevation, low relief surfaces are present, hillslope and channel statistics 
from surfaces that have not yet responded to modern base level are excluded in 
catchment-averaged calculations.  
 
Cosmogenic 10Be erosion rates 
Increasingly, quartz-rich, alluvial sands are being collected to measure 
concentrations of 10Be as proxy for millennial scale erosion rates under the premise that 
concentrations of this rare isotope depend on how well production rates are known in the 
near-surface (Lal, 1991) and that fluvial systems adequately mix sediment such that they 
represent the mean production of 10Be in entire watershed (Bierman & Steig, 1996; 
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	Granger, Kirchner, & Finkel, 1996). Our sampling approach builds off of the success of 
recent studies that have similarly tried to quantify relationships between erosion rates and 
topographic relief using CRN (Cyr et al., 2010; DiBiase et al., 2010; Godard et al., 2014; 
Harkins et al., 2007; Ouimet et al., 2009; Scherler et al., 2014). One key to these studies 
has been collecting a large number of alluvial samples in well-graded fluvial catchments 
of modest size (~5-500 km2) to minimize geologic and analytic uncertainties inherent in 
the technique. Samples were collected from fluvial bars and pools in the active channel 
and reaches were avoided where sediment appeared it could be mined from terrace and 
landslide deposits.  
Samples were brought back to the WOMBAT Laboratory at Arizona State 
University where alluvial samples were sieved to isolate to 0.25 – 1.0 mm size fraction, 
in order to minimize the effects of varying grain size on calculated denudation rates. 
Quartz separation and 10Be isolation were done using standard techniques (Kohl & 
Nishiizumi, 1992). Laboratory blanks were processed in tandem with samples and 
concentrations reported in Table 5.3 are blank corrected. 10Be measurement was 
performed on the accelerator mass spectrometer at PrimeLab at Purdue University. The 
community standard for calculating production rates using up to date constants and 
standards is the CRONUS online calculator (Balco et al., 2008). However, this resource 
is designed for in situ calculations. As such, we follow the approach advocated by 
Portenga and Bierman (2011) to standardize calculations of alluvial CRN erosion rates. 
We calculated spallation production rate scaling factors as a function of latitude, 
longitude, and elevation for each 90-m pixel within the catchment. The average 
production rate based on this calculation is reduced to an effective latitude, longitude, and 
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	elevation that can be entered into CRONUS online calculator. To allow for direct 
comparison with re-calculated global erosion rates from Portenga and Bierman (2011), 
we use a standard topographic shielding factor of 1. 
 
RESULTS 
 Metadata and summary statistics for the analysis of daily runoff is reported in 
Table 5.1. The order of magnitude difference in MAP between the SJM and LM 
corresponds to a > 20x difference in MAR (SJM ~ 105 mm; LM ~ 2300 mm). This is 
because not only is MAR lower in the arid landscapes, but the runoff ratio (MAR/MAP) is 
also lower when compared to the high humidity tropical settings. Fig.5.5 illustrates how 
this difference manifests in daily runoff variability by plotting exceedance frequency for 
all stream gauges in the SJM and LM and illustrates a few important points about runoff 
variability in these two dramatically different hydroclimatic regimes: (1) probability 
distributions of SJM watersheds are quite different from watershed to watershed—much 
more so than those in LM, (2) event-scale runoff variability is lower in the LM as 
compared to the SJM, and (3) the magnitude of runoff events at all probability levels is 
greater in the LM than in the SJM. These results are consistent with our findings in 
Chapters 2 and 3 that argue for the importance of runoff reducing mechanisms as the 
main driver for the high runoff variability observed in many arid landscapes (e.g., Molnar 
et al., 2006). In order to use these hydroclimatic observations to drive fluvial incision 
modelling of the relationship between equilibrium channel steepness and millennial scale 
erosion rates, all subsequent modelling analyses will use the mean values of MAR and α 
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	shown in Table 5.1 in an inverse gamma distribution to represent the stochastic 
distribution of floods. 
 Results from the topographic analysis and CRN measurements are reported in 
Tables 5.2 and 5.3 respectively. Only a few watersheds in each setting (5 in SSPM; 3 in 
SJM; 2 in SNdD) are near the thresholds in catchment-averaged slope of ~32-37˚ 
observed in other settings (Binnie et al., 2007; DiBiase et al., 2010; Ouimet et al., 2009). 
As such, correlations between mean catchment slope and normalized channel steepness 
are relatively strong at these sites and empirical relationships between topography and 
millennial-scale erosion rates can be cast in terms of mean catchment hillslope angle or 
channel steepness. However, this is not the case for many of the similar datasets with 
which we want to compare our results and erosion rates exceed slope thresholds (DiBiase 
et al., 2010; Godard et al., 2014; Ouimet et al., 2009). Furthermore, we want to explicitly 
test how well predictions from a 1-D fluvial incision model compare to empirical 
observations. As such, we show CRN-derived erosion rates as a function of normalized 
channel steepness in Fig. 5.6. This plot includes CRN-derived erosion rates collected in 
the San Gabriel Mountains as an intermediate case in hydroclimate (MAP ~800 mm; 
MAR ~240 mm). Fig. 5.6 shows that outside a few outliers, steady-state relief for a given 
erosion rate is much higher in the arid sites (i.e., the erosional efficiency is low) as 
compared the humid, tropical site. The range in observed erosion rates is much narrower 
in the humid SNdD such that relationships between channel steepness and erosion rates 
are less well defined, but differences in erosional efficiency clearly exist between these 
two end-member sites. Despite this, the intermediate site from a study similar to our own 
provokes some questions. The San Gabriel Mountains receives almost an order of 
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	magnitude less runoff than the SNdD, yet there is not an obvious difference in erosional 
efficiency between these two sites—an outcome we consider in more detail below. 
   
DISCUSSION 
Fig. 5.6 compares the results from this study to those from the San Gabriel 
Mountains (SGM) alongside the 1-D fluvial erosion model found to match observations 
in this setting (DiBiase & Whipple, 2011). Using this well-justified case as a starting 
point, we replace the pdf of floods used in that study with ones based on observations in 
the arid San Jacinto Mountains (SJM) and humid Luquillo Mountains (LM) (proxy for 
the hydroclimatology of SNdD) to see if differences between landscapes can be explained 
by differences in hydroclimate alone. It is worth pointing out here that runoff variability 
in the SJM is quite similar (and heavy-tailed) to the SGM, but with a much lower mean 
daily runoff. In contrast, runoff variability in the LM is much lower than these other sites, 
while mean daily runoff is an order of magnitude greater than the SGM. As such, it is not 
immediately obvious how much more or less erosionally efficient these sites should be 
with respect to the SGM. Under this modeling scenario with rock strength and erosion 
thresholds calibrated to SGM conditions, the SGM climate is an intermediate case 
between the SJM climate (dashed red line) and LM climate (dashed blue line). This is 
especially apparent at erosion rates greater ~250 m/Ma where the equilibrium channel 
steepness for the humid hydroclimate is ~30% lower and for the arid hydroclimate is 
~50% higher (Fig. 5.6). At low erosion rates (< 100 m/Ma) the difference between the 
model predictions in the SGM and the humid hydroclimate are unresolvable given the 
scatter typical to relations between CRN-derived erosion rates and channel steepness. 
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	Despite predictions of relative differences between these sites, Fig. 5.5 clearly shows that 
model predictions underestimate observations in both the arid SJM/LSB and SSPM and 
the humid SNdD, suggesting that the SGM may be the anomaly among these sites. 
Two model parameters that could lead to the systematic underestimate of channel 
steepness for arid and humid sites alike are: (1) the rock erodibility coefficient (ke) and 
(2) critical shear stress thresholds (cr) that dictate the recurrence interval of runoff events 
that contribute to erosion. Detailed discussion of the impact of these terms on equilibrium 
channel profile form are elaborated in more detail in prior studies (DiBiase & Whipple, 
2011; Lague et al., 2005; Snyder, Whipple, Tucker, & Merritts, 2003; Tucker, 2004). 
Without quantitative observations of these parameters for these sites, we simply speculate 
on how qualitative field observations may explain the apparent mismatch between 
millennial-scale erosion rates and model predictions based on the calibration to the SGM 
data. The rock erodibility coefficient describes how resistant the substrate is to the 
dominant erosional processes. While laboratory experiments have advanced our 
understanding of how differences in the tensile strength of different rock types and 
intermittent alluvial cover effect the erodibility of the bed (Sklar and Dietrich, 2001), the 
similar rock types of the SJM/LSB, SSPM, SGM, and SNdD should make erodibility due 
to abrasion broadly comparable at these sites. However, the role of other substrate 
properties like fracture density (Molnar, Anderson, & Anderson, 2007), may be 
dramatically different and could substantially alter fluvial erosional efficiency. For 
instance, fracture density is visibly lower in the arid SJM and SSPM sites than in the 
SGM. While the role of fracture density is often considered with respect to hillslope 
morphology (Clarke & Burbank, 2011; Schmidt & Montgomery, 1995; Selby, 1982), 
187
	joint spacing can also strongly influence bedrock incision, especially when plucking is 
the dominant process (Whipple, Hancock, & Anderson, 2000). 
Joint spacing not only affects erodibility, but also the caliber of sediment being 
transported through the river network. Minimum erosion thresholds in actively incising, 
bedrock rivers must at least exceed the shear stresses required to transport coarse bedload 
(Lave & Avouac, 2001; Snyder et al., 2003). For the detachment of bedrock, thresholds 
(i.e., due to plucking) are likely even higher. To see the impact of erosion thresholds on 
model predictions in these settings, we show the relationship between equilibrium 
channel steepness and erosion rates when the critical shear stress threshold is increased 
from 45 Pa (value used by DiBiase et al., 2011) to 75 Pa. This 67% increase in incision 
threshold is equivalent to decreasing the return period between erosive events and is well 
within plausible ranges of erosion thresholds observed in real landscapes (Buffington & 
Montgomery, 1997; Snyder et al., 2003). Interestingly, model predictions using both the 
arid, desert hydrology (solid red line) and the humid, tropical hydrology (solid blue line) 
better describe the CRN-derived erosion rates presented in this study when erosion 
thresholds are increased by the same amount relative to the SGM case. Even though 
differences in erosional efficiency are not dramatic between the arid, desert and humid, 
tropical sites, they are of the right magnitude to be explained by differences in 
hydroclimate alone. Data from the intermediate climate regime (SGM) has anomalously 
higher erosional efficiency compared to these other landscapes, begging the question as 
to what is different in this landscape. Perhaps this is the mark of lower incision thresholds 
or higher rock erodibility. If true, then the modest increases in erosional efficiency 
observed in SNdD as compared to SJM/LSB and SSPM are more representative of the 
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	magnitude of hydroclimatic controls on erosional efficiency as applied to other 
landscapes. Our analysis also emphasizes the need for more field observations of difficult 
to quantify parameters like ke and cr with which to test model predictions. 
CRN-derived erosion rates presented here represent a large fraction of the 
observed global range in MAP (Fig. 5.1). Are our findings representative of other CRN 
datasets collected in similarly competent crystalline bedrock (i.e., eastern margin of the 
Tibetan Plateau data is from a mix of flysch and granite and the two show no contrast; 
central Nepal is dominantly pelitic gneiss)? Fig. 5.7 shows our results alongside CRN-
derived erosion rates along the eastern margin of the Tibetan Plateau (Ouimet et al., 
2009) and central Nepal (Godard et al., 2014). MAP along the eastern margin of the 
Tibetan Plateau is slightly wetter than our arid sites (300 – 600 mm) but daily runoff is 
also considerably less variable, making it one of the closest global analogs to the 
SJM/LSB and SSPM. MAP in central Nepal spans a large range depending on elevation, 
so we select a subset of samples from this dataset that represent watersheds receiving 
greater than 2,500 mm of annual rainfall. This landscape is distinct from the SNdD in that 
it lacks the influence of tropical storms, but is instead influenced by large monsoonal 
storms. Both have moderately low runoff ratios due to the intensity of evapotranspiration 
at these sites. Despite these differences, these two datasets provide a good test for how 
robust hydroclimatic controls on erosional efficiency are, because they span a much 
larger range of rock uplift rates, topographic relief, and millennial-scale erosion rates. 
Arid sites from this study are broadly aligned with millennial scale erosion rates from the 
eastern margin of the Tibetan Plateau. The tropical site from this study is consistent with 
millennial scale erosion rates reported in central Nepal, though model predictions are 
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	somewhat more efficient at high erosion rates. This may be due to the lower runoff 
variability observed in this setting. Taken as a whole, we find that these settings may 
capture most of the dynamic range of hydroclimatic controls on erosional efficiency for 
competent crystalline rocks. 
 
CONCLUSIONS 
We presented a comparative analysis of new CRN-derived erosion rates in 
tectonically active mountain ranges under arid, desert conditions (Sierra San Pedro 
Mártir, MX; San Jacinto Mountains, CA; Little San Bernardino Mountains, CA) and 
humid, tropical ones (Sierra Nombre de Dios, HN). By first accounting for topographic 
controls on erosion rates we were able to quantify hydroclimatic controls on erosional 
efficiency in these settings. We also find that observations of mean annual runoff and 
runoff variability from representative stream gauges that are integrated into a 1-D fluvial 
incision model broadly explain differences in erosional efficiency. Observations from this 
study are consistent with other landscapes around the world which suggests that they are 
representative cases. However, by comparing this analysis with a similar study in the San 
Gabriel Mountains, we speculate that big differences in hydroclimate may be overprinted 
by relatively small differences in rock erodibility and erosion thresholds. This result 
emphasizes the need for better field-constraints on these important variables in order to 
make robust predictions of equilibrium morphology using landscape evolution models. It 
also suggests that climate forcing may be overridden by seemingly subtle differences in 
rock properties—an important question in need of more field observations to adequately 
address. 
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       Table 5.1: Summary statistics for stream gauges 
	
	
	 	
USGS ID Name Latitude Longitude Drainage Area 
Annual 
Runoff cr α 
Record 
Length 
San Jacinto Stations 
10256500 Snow 33.87056 -116.68028 28.2 246 0.22 1.25 62.0 
10257720 Chino 33.84417 -116.60444 12.2 49 0.26 1.56 27.3 
10258000 Tahquitz 33.80500 -116.55833 43.8 102 0.30 2.16 65.2 
10258500 Palm 33.74500 -116.53472 241.1 18 0.23 1.25 78.2 
10259000 Andreas 33.76000 -116.54917 22.4 112 0.28 1.67 65.3 
   Average 69.5 105 0.26 1.58 59.6 
Puerto Rico Stations 
50061800 Canovanas 18.31889 -65.88917 25.5 996 0.28 1.52 46.8 
50063440 Q. Sonadora 18.32333 -65.81750 2.6 2652 0.47 2.75 30.6 
50063800 Espiritu Santo 18.36028 -65.81361 22.3 2437 0.44 2.47 46.4 
50064200 Grande 18.34528 -65.84167 18.9 1935 0.39 2.13 24.8 
50065500 Mameyes 18.32944 -65.75111 17.8 2850 0.40 2.19 37.0 
50067000 Sabana 18.33111 -65.73111 10.3 1725 0.42 2.27 33.3 
50071000 Fajardo 18.29889 -65.69500 38.6 1573 0.40 2.29 51.8 
50075000 Icacos 18.27722 -65.78583 3.3 4068 0.44 2.50 40.0 
   Average 17.4 2280 0.40 2.27 38.8 
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   Table 5.2: Morphometric data for sampled watersheds* 
 
Sample Longitude Latitude Mean Elevation 
Drainage  
Area 
Mean 
Slope* ksn 1s.e.
# 
˚ ˚ m km2 ˚ m0.9 m0.9 
Sierra Nombre de Dios, Atlántida, Honduras 
SNdD-10-01 -86.90330 15.68282 1136 27.0 34.9 209 10 
SNdD-10-02 -86.90030 15.68787 962 6.5 31.3 150 9 
SNdD-10-03 -86.82483 15.70666 955 6.8 27.5 155 11 
SNdD-10-05 -86.84192 15.70197 1116 13.5 33.4 188 9 
SNdD-10-10 -87.56668 15.66170 590 3.9 20.3 104 6 
SNdD-10-13 -86.68864 15.76365 590 9.0 23.2 107 10 
SNdD-10-08 -87.45752 15.72315 371 9.8 18.0 78 3 
SNdD-10-11 -87.56071 15.66367 599 16.3 18.7 102 4 
SNdD-10-12 -87.45429 15.63962 367 35.2 16.4 50 2 
SNdD-10-06 -86.71209 15.68494 649 5.2 24.9 123 12 
SNdD-10-07 -86.72171 15.70048 750 11.6 29.5 121 4 
SNdD-10-09 -87.49928 15.71669 381 10.8 18.9 51 5 
SNdD-10-14 -86.65724 15.78321 628 8.5 23.2 114 8 
SNdD-10-15 -86.59982 15.77913 785 4.3 27.5 174 13 
SNdD-10-16 -86.62661 15.78265 841 8.2 27.3 158 9 
SNdD-10-17 -86.64189 15.78373 837 18.4 26.2 163 7 
SNdD-10-18 -86.69068 15.77827 519 11.1 21.9 97 8 
SNdD-10-19 -86.70677 15.77638 479 7.0 19.6 96 9 
SNdD-10-20 -86.72968 15.77231 394 4.3 18.7 76 4 
SNdD-10-21 -86.71662 15.70197 682 11.5 24.1 114 7 
SNdD-10-22 -86.55085 15.75678 448 5.6 20.2 85 6 
San Jacinto and Little San Bernardino Mountains, California, USA  
SJ-09-01 -116.56108 33.80388 2090 43.5 23.7 244 19 
SJ-09-02 -116.55402 33.76332 1391 22.0 29.2 178 8 
SJ-09-03 -116.54887 33.75173 1418 22.2 27.6 195 7 
LSB-09-01 -116.44253 33.97655 1027 48.6 23.1 86 2 
LSB-09-02 -116.37745 33.95417 1174 66.3 22.9 92 2 
LSB-09-03 -116.15718 33.80917 688 8.6 22.7 83 3 
LSB-09-04 -116.10285 33.78638 880 7.5 24.2 94 5 
SJC-08-01 -116.63946 33.80569 2791 6.5 16.2 64 9 
SJC-08-02 -116.61459 33.83728 1703 9.6 40.6 222 10 
SJC-08-03 -116.62657 33.78141 2480 17.6 16.6 99 7 
SJC-08-04 -116.64669 33.77948 2645 5.5 18.4 90 7 
SJC-08-05 -116.64766 33.77759 2457 6.5 13.5 59 3 
SJC-08-06 -116.68026 33.87391 1859 28.2 31.9 282 12 
SJC-08-07 -116.67366 33.87255 1776 11.1 33.9 238 20 
   * Sierra San Pedro Mártir, Mexico data is reported in Rossi (Chapter 4) 
   # s.e: standard error about the mean 
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   Table 5.3: CRN-based erosion data for sampled watersheds* 
 
Sample Longitude Latitude Effective Elevation 
10Be  1σ Erosion Rate 1σ 
 ˚ ˚ (m) (at / g qtz) (at / g qtz) (m / Ma) (m / Ma 
Sierra Nombre de Dios, Honduras 
SNdD-10-06 -86.7302 15.6735 664.5 36843 1516 124.6 9.2 
SNdD-10-07 -86.7445 15.687 785.7 19895 1023 249.5 19.8 
SNdD-10-09 -87.5014 15.6968 396.3 17405 868 237.1 18.3 
SNdD-10-14 -86.6579 15.7535 666.8 19236 820 243.6 17.9 
SNdD-10-15 -86.6034 15.7598 813.1 20404 981 246.6 19.1 
SNdD-10-16 -86.6203 15.7553 897.4 21348 831 245.7 17.8 
SNdD-10-17 -86.6411 15.7429 891.6 17266 847 304.1 23.8 
SNdD-10-18 -86.6817 15.7503 544.9 16787 834 264.0 20.4 
SNdD-10-19 -86.7029 15.7517 505.5 32732 1569 130.2 10.0 
SNdD-10-20 -86.7204 15.7527 415.5 46619 2506 86.0 7.0 
SNdD-10-21 -86.6909 15.7183 725.1 14433 739 335.9 26.5 
SNdD-10-22 -86.5624 15.7411 394.4 13113 1268 316.6 145.6 
San Jacinto and Little San Bernardino Mountains, California, USA 
SJ-09-01 -116.6342 33.7944 2.196 328730 8449 41.0 3.3 
LSB-09-01 -116.4417 34.0268 1.0398 16341 1166 444.3 43.2 
LSB-09-02 -116.3646 33.9972 1.1903 16326 1222 484.1 48.7 
LSB-09-03 -116.1336 33.8159 0.6972 109464 7827 51.7 5.1 
LSB-09-04 -116.09 33.8026 0.8909 115521 5702 54.9 4.6 
SJC-08-01^ -116.6589 33.808 2.7979 414353 8355 45.9 3.7 
SJC-08-02^ -116.631 33.8279 1.7613 44780 3262 242.3 24.8 
SJC-08-03^ -116.6568 33.782 2.4911 124402 4658 131.0 11.1 
SJC-08-04^ -116.6671 33.7907 2.6558 358923 15521 49.0 4.4 
SJC-08-05^ -33.7701 33.7701 2.4588 225464 4939 68.1 5.4 
SJC-08-06^ -116.6985 33.8441 1.9477 63684 1695 189.1 14.6 
SJC-08-07^ -116.6611 33.8413 1.8763 103548 4906 110.8 9.6 
    * Sierra San Pedro Mártir, Mexico data is reported in Rossi (Chapter 4) 
    ^ Samples collected by Roman A DiBiase 
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(a) (b)
(c) (d)
Figure 5.2: Field photographs of the arid SSPM range front (a) and a typical bedrock 
channel (c). Patterns in vegetation and exposed bedrock contrast strongly with the 
humid SNdD range front (b) and typical bedrock channel (d).
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Figure 5.3: Site map for San Jacinto Mountains and Little San Bernardino Moun-
tains, CA (a) and Sierra San Pedro Mártir, MX (b). 10Be samples for Sierra San Pedro 
Mártir are from Chapter 4.
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Figure 5.4: Site map for Luquillo Mountains, PR (a) and Sierra Nombre de Dios, 
HN (b). 10Be samples for Luquillo Mountains are from Brown et al. (1995).
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Figure 5.5: Exceedance frequency plot of daily runoff for all USGS stations in the 
San Jacinto Mountains, CA and Luquillo Mountains, PR. Metadata for these stations 
is reported in Table 5.1. Note that the magnitude of daily runoff is higher in the tropi-
cal site at all probability levels.
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Figure 5.6: Relationship between channel steepness and erosion rates for sites present-
ed in this study (SSPM = Sierra San Pedro Martir; SJM/LSB = San Jacinto Mountains / 
Little San Bernardino Mountains; SNdD = Sierra Nombre de Dios) and sites from prior 
studies in the tropical Luquillo Mountians (LM; Brown et al., 1995) and the sub-humid 
San Gabriel Mountains (SGM; DiBiase et al., 2010). Dashed lines are results from 
Lague et al. (2005) model using mean runoff statistics from Table 5.1 with all other 
parameters the same as in the SGM. Solid lines show what happens to predictions when 
the critical shear stress is increased from 45 Pa to 75 Pa.
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Figure 5.7: Data and curves are the same as Fig. 5.6 with higher erosion rate data from 
eastern margin of the Tibetan Plateau (ET) (Ouimet et al., 2009) and central Nepal 
(CN) (Godard et al., 2014) added for reference. Note that uncertainties on channel 
steepness have been removed for clarity.
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	CHAPTER 6 
SYNTHESIS 
 
SCOPE OF WORK 
This study was motivated by three general themes: (1) the importance of first 
accounting for topographic (and associated tectonic) controls in erosion studies; (2) the 
need for better characterization of hydroclimate for erosion studies; (3) thereby, isolating 
climatic controls on erosion as differences in erosional efficiency. On all three fronts, this 
work has contributed substantial advances and highlighted important outstanding 
questions.   
In regards to (1) we presented a detailed topographic analysis of a significant 
portion of the Main Gulf Escarpment alongside new CRN-derived erosion rates (Chapter 
4). Using the relationship between watershed-averaged channel steepness and erosion 
rates, we inferred a Middle–Late Miocene (~15 Ma in the center and ~9 Ma at the tips) 
age of initiation for extensional tectonics along the Sierra San Pedro Mártir fault system. 
Using the position of slope-break knickpoints in river longitudinal profiles, we also 
inferred a Late Pliocene (~3Ma) age for a recent increase in rock uplift rates relative to 
base level along part of the escarpment. This approach was also used to guide sampling 
of CRN in one other arid, desert landscape and a humid, tropical one (Chapter 5).  
To address (2) we present an updated and enhanced time-series analysis of rainfall 
and runoff statistics in the contiguous U.S. and Puerto Rico and show that the inverse 
relationship between mean annual runoff and runoff variability is also observed in 
tropical settings, albeit forming distinct trends from those observed in the contiguous 
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	U.S. (Chapter 2). Somewhat surprisingly, we find that wet day precipitation statistics are 
poor predictors of runoff variability and that other hydroclimatic variables like 
evapotranspiration ratio (and the complementary runoff ratio) and aridity index are most 
strongly correlated with event-scale runoff variability in both regions. Numerical 
modeling of the soil water balance showed that this result is at least partially explained by 
the role of plant water use and antecedent soil moisture on the hillslope-scale water 
balance (Chapter 3). Under this hypothesis, the nonlinear rainfall – runoff filter is 
stronger in more arid settings, reduces the magnitude of intermediate magnitude runoff 
events, and subsequently modifies daily runoff distributions at probability levels that are 
geomorphically significant (e.g., 1-year through 100-year floods).  
We bring these first two findings together to address (3) by comparing functional 
relationships between channel steepness and millennial-scale erosion rates in two arid 
landscapes (Sierra San Pedro Mártir, MX; San Jacinto Mountains, CA / Little San 
Bernardino Mountains, CA) with one very humid one (Sierra Nombre de Dios, HN). 
Representative stochastic hydrology is incorporated into a 1-D fluvial incision model and 
we find reasonable agreement between model predictions and observations. This analysis 
revealed that one of the major challenges in isolating climatic controls on erosion rates in 
natural settings is that relatively modest differences in important, but often poorly 
constrained, variables like rock erodibility and incision thresholds (i.e., 1.6 x difference 
in these factors) can easily mask large differences in mean climate (i.e., >10 x difference 
in mean annual precipitation).While the results from this study prompt a large number of 
new questions and research needs, below we highlight some of the major implications of 
this work that should motivate future research.  
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	IMPLICATIONS OF RESULTS 
Role of vegetation on landscape evolution 
There is a simple expectation that, in general, increases in runoff should 
correspond to increases in erosion. This intuitive idea is the basis of predictions for 
increased erosional efficiency in wetter climates by both theoretical (Whipple & Tucker, 
1999) and experimental analog (Bonnet & Crave, 2003) models of landscape evolution. 
Despite this, complications due to the co-variation of vegetation with mean climate state 
were envisioned even in the seminal study of Langbein and Schumm (1958) where it was 
hypothesized that vegetation introduces negative feedbacks between climate and erosion 
by stabilizing and protecting the hillslopes. Numerical modeling studies that couple 
hillslope and fluvial erosion (Collins & Bras, 2010; Istanbulluoglu & Bras, 2006; Perron, 
Kirchner, & Dietrich, 2009) demonstrate how these hypothetical feedbacks may work. 
Decreases in drainage density under wetter climate regimes are produced when the 
efficiency of hillslope transport increases faster than the efficiency of fluvial transport—a 
result observed in some low relief, soil-mantled landscapes (Chadwick et al., 2013; 
Perron et al., 2009). However, when viewed as whole, field studies provide little clarity 
as to which climate conditions actually produce highest drainage density and lowest local 
relief for a given rock uplift rate (for summary of prior work see Collins and Bras, 2010). 
As an example, Perron et al. (2009) found that landscapes with the highest drainage 
density were also the driest (i.e., annual precipitation of ~230 mm/year). If this result is 
more broadly representative of vegetation controls on drainage density, it would suggest 
that peak erosional efficiency would be at values of mean annual precipitation lower than 
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	the most arid landscapes considered in this study, which also happen to be some of the 
driest tectonically active landscapes in the world.  
Rapidly eroding landscapes are perhaps most different from more slowly eroding 
ones in that a larger fraction of local relief is generated on the fluvial network (Whipple, 
Kirby, & Brocklehurst, 1999) and hillslopes are closer to material strength thresholds 
(e.g., Larsen & Montgomery, 2012; Penck, 1953; Schmidt & Montgomery, 1995; 
Strahler, 1950). In these settings, local relief is most strongly correlated to channel 
steepness (DiBiase, Whipple, Heimsath, & Ouimet, 2010) and uncertainties in hillslope 
length will be small with respect to the total equilibrium relief generated by tectonic 
uplift rates. Therefore, if humped relationships exist between mean annual precipitation 
and long-term erosion rates in tectonically active landscapes, it will largely be mediated 
through fluvial incision processes.  
One novel result from this study is that we show a potentially important role 
vegetation has on long-term erosion rates that to our knowledge, has not yet been 
explored quantitatively in the geomorphic research literature. Specifically, we show that 
vegetation influences hydrologic partitioning for geomorphically significant flows that 
may at least partially be explained by the hillslope-scale soil water balance (Chapter 3). 
When combined with the observation that mean annual runoff is inversely correlated with 
event-scale runoff variability (Molnar, Anderson, Kier, & Rose, 2006, Chapter 2), this 
result suggests that higher plant water use efficiency in more arid climates (Huxman et 
al., 2004) may act as an important regulator of long-term erosion rates by substantially 
modifying the right tails of runoff distributions. Furthermore, our analysis suggests that 
wet-day rainfall statistics and scaling properties of watershed (i.e., drainage area, 
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	drainage density, network structure) may be less important to event-scale runoff 
variability than aridity and plant water use (Chapter 2). This has substantial implications 
on predictions from 1-D fluvial incision models like the one used here (e.g., Lague, 
Hovius, & Davy, 2005) and 2-D landscape evolution models (e.g., Tucker & Bras, 
2000).In the former case, our analysis shows that the stretched exponential distribution 
may be a more robust parametric distribution to extrapolate historic hydrologic records to 
longer timescales and to use in ungauged watersheds (Chapter 2). In the latter case, our 
results show that without adequate representation of soil moisture dynamics (e.g. Chapter 
3) derived discharge variability from stochastic rainfall may be unrealistic and will likely 
underpredict runoff variability. 
 
Using channel steepness patterns to guide hypothesis testing 
 CRN-derived erosion rates have proliferated over the last couple of decades 
(Portenga & Bierman, 2011; Willenbring, Codilean, & McElroy, 2013) opening up the 
exciting prospect of using the global coverage of these data to test hypotheses for how 
climate, tectonics, and rock strength control long-term erosion rates. However, there are 
two important considerations to keep in mind when comparing erosion rates across 
studies, including this one. First, many samples were not collected with the equilibrium 
considerations used in this study in mind, and thus simple comparisons across climate 
zones may not be warranted. Second, thus far, watershed-averaged hillslope angles were 
used to evaluate topographic controls on erosion rates in these global studies (Portenga & 
Bierman, 2011; Willenbring et al., 2013). While this may be appropriate for the low 
relief, soil-mantled landscapes that dominate global compilations, it is likely not adequate 
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	to evaluate the high relief, rapidly eroding landscapes where CRN-derived erosion rates 
are increasingly  being collected—a topic we expand on below. 
Fig. 6.1 shows the relationship between mean catchment slope and millennial-
scale erosion rate for alluvial cosmogenic erosion rates (CRNs) as of 2013 (Willenbring 
et al., 2013). Noting the clear bias towards slowly eroding landscapes, these authors 
described global observations using an exponential relationship. However, high erosion 
rates come from a relatively small number of settings that each have unique 
hydroclimatic and rock strength properties. The scatter in Fig. 6 at high erosion rates is 
systematically related to the local landscape characteristics at each site. This is illustrated 
by highlighting samples from three studies where alluvial CRN were explicitly collected 
across a topographic transect (Cyr, Granger, Olivetti, & Molin, 2010; DiBiase et al., 
2010; Ouimet, Whipple, & Granger, 2009). These three studies span much of the 
observed range of watershed-averaged hillslope angles in high erosion rate settings. 
When each landscape is considered on its own, it becomes clear that watershed-averaged 
hillslopes are invariant above ~250-300 m/Ma consistent with long-recognized property 
of local slopes reaching material strength thresholds and accommodating faster erosion 
rates by increasing the frequency of landsliding (Burbank et al., 1996; Hovius, Stark, & 
Allen, 1997; Larsen & Montgomery, 2012; Montgomery & Brandon, 2002; Penck, 1953; 
Schmidt & Montgomery, 1995; Strahler, 1950). That the value of these thresholds are 
distinct for each setting likely reflects both differences in rock properties and the 
interplay between the scale-dependence of local slope calculations (Zhang & 
Montgomery, 1994) with differences in sub-grid scale morphologies. Consequently, what 
looks like a monotonically increasing relationship between watershed-averaged slope and 
214
	millennial-scale erosion rates is actually an artifact of mixing biases in sample 
distribution from settings with different slope thresholds. 
 Alternatively, channel steepness is a metric of local relief that monotonically 
increases beyond the point where watershed-averaged hillslopes become invariant 
(DiBiase et al., 2010; Ouimet et al., 2009) and allows for clear identification of 
disequilibrium conditions (Kirby & Whipple, 2012). Our analyses add to the growing 
number of studies showing that channel steepness is well-correlated with long-term rock 
uplift and erosion rates (Cyr et al., 2010; DiBiase et al., 2010; Duvall, Kirby, & Burbank, 
2004; Godard et al., 2014; Harkins, Kirby, Heimsath, Robinson, & Reiser, 2007; Kirby & 
Whipple, 2001; Lague & Davy, 2003; Olivetti, Cyr, Molin, Faccenna, & Granger, 2012; 
Ouimet et al., 2009; Scherler, Bookhagen, & Strecker, 2014; Snyder, Whipple, Tucker, & 
Merritts, 2000; Whittaker, Attal, Cowie, Tucker, & Roberts, 2008; Wobus, Hodges, & 
Whipple, 2003). Chapters 4 and 5 show how careful accounting of spatial variations in 
channel steepness and identification of topographic signatures of disequilibrium (e.g., 
slope-break knickpoints) in river longitudinal profiles can be used to test landscape 
response to variations in climatic and tectonic forcing when paired with CRN-derived 
erosion rates. Given the widespread availability of moderately high resolution topography 
(e.g., globally available 30-m ASTER data), the cost-effectiveness of CRN and other 
expensive geochronologic techniques can be increased by carefully evaluating the 
topographic context of samples by characterizing the morphology of longitudinal river 
profiles. 
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	Dynamic range of erosional efficiency for competent bedrock 
 The main question in this study was to quantify hydroclimatic controls on 
erosional efficiency in granitoid landscapes. By presenting CRN-derived erosion rates 
that span a large range of local relief for a given set of climate conditions and rock 
properties, we were able to quantify the local erosional efficiency for three new 
landscapes in this study (Chapters 4 and 5). We then used these locally calibrated 
topographic relationships along with long-term erosion rates to contrast erosional 
efficiency across sites with greater than an order of magnitude difference in mean annual 
precipitation (Chapter 5).  These sites represent much of the global dynamic range of 
mean climate. Fig. 6.2 clearly shows discernable differences in erosional efficiency 
between the two arid settings (Sierra San Pedro Mártir, MX, San Jacinto Mountains / 
Little San Bernardino Mountains ) and the very humid one (Sierra Nombre de Dios). 
However, differences in erosional efficiency between these dramatically different 
hydroclimatic settings only span a fraction of global empirical relationships. Grey dots in 
Fig. 6.2 are the same prior CRN studies used to motivate this work in Chapter 1and Fig. 
1.4 (Balco, Finnegan, Gendaszek, Stone, & Thompson, 2013; Cyr et al., 2010; DiBiase et 
al., 2010; Godard et al., 2014; Ouimet et al., 2009; Siame et al., 2011). However, instead 
of being color-coded by site, they are binned according to those landscapes underlain by 
competent crystalline rock types and those underlain by sedimentary and weakly 
metamorphosed bedrock. These prior studies extend over a larger range of millennial-
scale erosion rates. Interestingly, landscapes with competent crystalline bedrock are 
broadly bounded by the1-D fluvial incision model predictions based on the hydrologic 
observations of the San Jacinto Mountains, CA and the Luquillo Mountains, Puerto Rico. 
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	Thus far in the research literature, landscapes that show very high erosional efficiency are 
also each made of relatively weak bedrock. This poses the intriguing possibility that 
CRN-based erosion studies presented here may largely capture the full dynamic range of 
erosional efficiency for competent bedrock for Earth. 
 These results also suggest a few reasons why identifying unambiguous 
relationships between mean climate and erosion rates is so challenging. First, very large 
differences in mean climate (e.g., mean annual precipitation) correspond to much smaller 
differences in geomorphically effective runoff distributions. Second, relatively small 
differences in rock erodibility and incision thresholds that plausibly exist between sites 
with the “same” rock type can easily mask differences in erosional efficiency caused by 
hydroclimate (Chapter 5). Third, big differences in erosional efficiency are most apparent 
in settings with high rock uplift rates. This is also the domain where analytic and geologic 
uncertainties inherent to the CRN method are largest. Despite these important 
considerations, this work clearly shows that by accounting for the topographic control on 
erosion rates first, climatic controls on long-term erosion rates can be isolated and 
provides a template for future research. 
 
FUTURE RESEARCH 
Unifying themes 
The findings presented here present a large number of exciting new research 
questions and testable hypotheses. This includes questions that are directly relevant to the 
large-scale motivations presented in Chapter 1 including: 
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	 Can we develop more predictive models of the frequency of rare, but 
significant hazards under stationary climate and how resilient are 
ecogeomorphic systems to anthropogenic climate change?   
 How do stochastic hillslope processes interact with stochastic river incision 
processes to either accelerate or retard the efficiency of erosion in different 
landscapes? 
 How do observations of erosional efficiency play into the strength of 
predicted couplings between climate and tectonics and the style of 
deformation observed in active mountain belts? 
 What are the implications of results presented here on relationships between 
physical and chemical erosion rates and the role of tectonics may play on 
regulating global climate via silicate weathering? 
These questions ultimately serve as the key motivations for future research directions. 
However, there are also a series of smaller, more tractable questions that naturally flow 
from the results presented in this study and will serve as short-term research objectives. 
 
Next steps 
The first natural next step is to test the idea that hillslope-scale runoff generation 
processes are the first-order control on spatial patterns in daily runoff variability around 
the world. Chapter 2 showed the plausibility of this idea in the contiguous U.S. and 
Puerto Rico and Chapter 3 showed how simple ecohydrologic models may account for 
this effect. However, patterns in runoff generation produced in these simple models may 
also be non-unique. To test this, similar numerical experiments are needed using a fully 
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	distributed hydrologic model. Lateral fluxes of water in the surface and subsurface are 
essential to predicting event-scale runoff variability, but the question remains as to 
whether they more, less, or equal in importance to the soil water balance in setting broad 
–scale regional patterns like the inverse relationship between mean annual runoff and 
runoff variability (Molnar et al., 2006). If less, it would suggest that hillslope-scale 
process that are poorly resolved in landscape evolution models are needed in predictions 
of long-term fluvial erosion rates. Similarly, what is the role of different kinds of weather 
patterns like seasonality and differences in storm type that produce spatially extended, 
long duration storms as compared to small, local but intense rainfall events? These 
related questions can only be addressed by using more sophisticated hydrologic models to 
evaluate the statistics of the rainfall- runoff transformation. 
The second natural next step is to update prior analyses (DiBiase & Whipple, 
2011) using the 1-D fluvial incision model used here (Lague et al., 2005) but with 
stretched exponential distributions of daily runoff instead of using the inverse gamma 
distribution (Crave & Davy, 2001). We showed that heavy-tailed power law distributions 
of daily runoff may be less ubiquitous than originally proposed (Chapter 2). In general, 
stretched exponential distributions will produce predictions between long-term erosion 
rates and channel steepness that are less erosionally efficient than their inverse gamma 
counterparts and may eliminate peaks in efficiency for drier climates observed under 
some scenarios based on observations from natural settings (DiBiase & Whipple, 2011). 
The model predictions in Chapter 5 and Fig. 6.2 will also be affected by changing the 
parametric model used for daily runoff distributions. We anticipate that differences in 
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	model predictions will be most pronounced for those landscapes with highest runoff 
variability (e.g., arid landscapes), but by how much is uncertain. 
The third natural step is field quantification of the two important unknowns in 
these 1-D model predictions. We showed that relatively small differences rock erodibility 
and incision thresholds can easily overprint large differences in mean hydroclimate. 
While quantifying rock erodibility in natural settings is a notoriously difficult problem 
due to its dependence on process (Whipple, Hancock, & Anderson, 2000), experimental 
measurements of rock tensile strength do provide a useful starting point with which 
quantify this important variable (Sklar & Dietrich, 2001). Field observations of incision 
thresholds are perhaps easier to place lower bounds on since shear stress thresholds must 
at least be sufficient to transport sediment in the active channel (e.g., Snyder, Whipple, 
Tucker, & Merritts, 2003). This can be directly assessed in field settings by making 
observation of grain size distributions in actively incising bedrock channels. The key to 
testing these hypotheses is to make the aforementioned field observations in places where 
long-term erosion rates reasonably well-known and where hydroclimatic variability is 
well-described. As such, our sampling approach and sites may provide a useful baseline 
for tackling these important questions. 
The three ideas presented above only scratch the surface for how to build off of 
this study, but should provide pragmatic insight into how to translate results from this 
work to making advances in our scientific understanding of the Earth’s surface. More 
likely, the important advances that are derived from this work have not yet been 
anticipated, which is fundamentally what makes the research process so rewarding. 
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Figure 6.1: Relationship between CRN-derived erosion rates and watershed-aver-
aged hillslope gradient as reported in Willenbring et al. (2013). Slowly eroding land-
scapes by far dominate global compilations. Three studies where very high erosion 
rates are observed are highlighted in color (Eastern Margin of the Tibetan Plateau 
- Ouimet et al., 2009; Southern California - DiBiase et al., 2010; Central / Northern 
Italy - Cyr et al., 2010). Erosion rates from these settings have reached thresholds in 
mean slope, albeit at different values. These examples show how viewing the data as 
a whole may mask important process-based thresholds that are apparent when each 
dataset is evaluated on its own.
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Figure 6.2: Relationship between CRN-derived erosion rates and channel steep-
ness using the same prior studies shown in Fig. 1.4 (Eastern Margin of the Tibetan 
Plateau - Ouimet et al., 2009; Southern California - DiBiase et al., 2010; Central 
Nepal - Godard et al., 2014; Northern Taiwan - Siame et al., 2009; Coastal Pacific 
Northwest - Balco et al., 2013; Central / Northern Italy - Cyr et al., 2010) only now 
broadly binned by rock type. New data presented in this study and 1-D models use to 
describe these data in Chapter 5 are shown in color. 
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