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The parallel procedure is similar to the last but it differs in the second pass where the weights are not adjusted immediately after propagating the errors backwards. They are adjusted with the sum of two errors obtained after the two components of each pattern pair are presented to the neural network. The parallel algorithm is identical to the serial in some steps. It differs only in four steps: 7, 10, 11 and 12.
Step 7 is omitted and steps 10, 11 and 12 are replaced by the following steps: 12. Update weights using:
where α X and α Y are the learning rates in both directions.
