This paper is devoted to study the existence and uniqueness of solutions of a one parameter family of nonlinear fractional differential equation with mixed boundary value conditions. Riemann-Liouville fractional derivative is considered. An exhaustive study of the sign of the related Green's function is done.
Introduction
In this article, we discuss the following nonlinear fractional differential equation with mixed boundary conditions 
where 1 < α ≤ 2, λ ∈ R, D α is the Riemann-Liouville fractional derivative and f is a continuous function.
Under suitable assumptions on the asymptotic behavior of the nonlinear function f at zero and at infinity and by application of the fixed theory of compact operators defined in suitable cones, it is proved the existence of at least one solution of the considered problem. Moreover it is developed the method of lower and upper solutions and it is deduced the existence by a combination of both techniques. In some particular situations, the Banach contraction principle is used to deduce the uniqueness of solutions.
The main tool used consists on the construction of the Green's function related to the linear problem D α u(t) − λu(t) + y(t) = 0, t ∈ I,
Once we have such expression, it is obtained the exact interval of the parameter λ for which such function is positive on its square of definition. To this end, we make a spectral analysis of the linear operator in a suitable space.
The paper is scheduled as follows: In Section 2 are introduced some preliminary results that will allow us to obtain, in Section 3, the Green's function related to problem (2) . Next two sections are devoted to deduce the existence of solutions of the nonlinear problem (1) . Such results are deduced from Fixed Point Theorems in cones. Section 6 is devoted to prove the validity of the method of lower and upper solutions and in last section some examples are given.
Preliminaries
In this section, we present some necessary definitions from fractional calculus. And we give some theorems that will be used to prove our results in next sections.
Definition 1 ([1]) The Riemann-Liouville fractional integral of order α > 0 for a measurable function f : (0, +∞) → R is defined as
where Γ is the Euler Gamma function, provided that the right-hand side is pointwise defined on (0, +∞).
Definition 2 ([1]) The Riemann-Liouville fractional derivative of order α > 0 for a measurable function f : (0, +∞) → R is defined as
provided that the right-hand side is pointwise defined on (0, +∞ Let n − 1 < α ≤ n (n ∈ N) and λ ∈ R be given. Then the functions
yield a fundamental system of solutions of the equation Theorem 5.7, p. 302) . Let n − 1 < α ≤ n (n ∈ N) and λ ∈ R, and let f (t) be a given real function defined on R. Then the equation
is solvable and its general is given by
with c j ∈ R, j = 1, ...., n, arbitrarily chosen.
Let C(I) the Banach space of all continuous functions defined on I endowed with the norm f =: max{|f (t)| : t ∈ I}. Define for t ∈ I, f γ (t) = t γ f (t). Let C γ (I), γ ≥ 0 be the space of all functions f such that f γ ∈ C(I). It is well known that C γ (I) is a Banach space endowed with the norm f γ =: max{t γ |f (t)| : t ∈ I}.
Green's function
In this section we obtain the explicit expression of the Green's function associated to the linear problem (2) . First of all, we must determine the eigenvalues of the homogeneous problem (2) (when y ≡ 0 on I). So, by Theorem 4, its general solution is given by
with
Since 0 = lim
, and so, C 2 = 0. Differentiating (3), we obtain
Then u ′ (1) = 0 implies that Therefore, λ is an eigenvalue of problem (2) if and only if
It is clear, from Definition 3, that all the zeros of previous equation must be negative. This equation will have for any α ∈ (1, 2] a finite number of negative zeros. Numerically, in Table 1 , are compiled the estimations for the first negative zero, which is denoted by λ *
.
In next result, we deduce the expression of the Green's function associated to the linear problem (2) .
Proof. Using Theorem 5, the solutions of problem (2) are given by
Since lim
Now, we take derivative of (6), for t ∈ (0, 1), so we have
Then, condition u ′ (1) = 0 implies that
As a consequence, the unique solution u of problem (2) is given by
Finally, we deduce that
This completes the proof. Next, by a simple calculation, we obtain the following result.
Lemma 7 Let 1 < α ≤ 2 and λ ∈ R. Then function G defined by (5) satisfies the following properties.
The following lemma describes the set of real parameters λ for which the Green's function has a constant sign. To this end, we introduce λ * 1 as the biggest negative zero of E α,α−1 (λ). Proof. Suppose, on the contrary, that there are λ 2 > λ * 1 and (t 0 , s 0 ) ∈ (0, 1) × (0, 1) such that G λ2 (t 0 , s 0 ) = 0, where G λ2 is the Green's function associated to problem (2) 
It is clear, from (5) , that V is not identically zero on [t 0 , 1] and solves the following problem
In particular, λ 2 is an eigenvalue of problem (7).
Arguing as in the beginning of this section, it is immediate to verify that the eigenvalues λ n of problem (7) are given as the zeros of the following equality
By means of numerical approach, one can verify (See Figures 1 and 2 ) that all the zeros λ of previous equation for t 0 > 0 satisfy that λ < λ * 1 , which is a contradiction with the choice of λ 2 . Figure 1 : Graph of the first zeros of (8) for some 0 < t < 1/2 and 1 < α ≤ 2. Now, suppose that
As it is showed in [2] , the eigenvalues of this problem are given as the roots of the following equality:
E α,α (λ n t α 0 ) = 0. It is known [1] that such equation has a finite number of real roots, all of them negative, for all α ∈ (1, 2).
Moreover, it is not difficult to verify that the biggest root λ 1 , of E α,α (λ) = 0, satisfies that λ 1 < λ * (8) for some 1/2 < t < 1 and 1 < α ≤ 2.
In particular, the first eigenvalue of (9)
Which contradicts the fact thatλ 1 is the biggest eigenvalue of problem (9) . As a consequence, we have proved that if λ > λ * 1 then the Green's function is positive on (0, 1) × (0, 1).
If λ < λ * 1 is not an eigenvalue of problem (2), then, since
, it is immediate to verify that the Green's function G changes its sign on the triangle 0 ≤ t < s ≤ 1.
We remark that for any arbitrary bounded interval [a, b], we can obtain the following result of positivity of Green's function and the validity of a comparison result for the mixed problem. 
Corollary 9 Let
a < b, 1 < α ≤ 2 and y ∈ C(a, b] ∩ L 1 (a, b). Let G be the -10 -8 -6 -4 -2
Green's function associated to the following problem
and λ * 1 be the first negative root of E α,α−1 (λ) = 0. Then
In our approach, we need to prove the following sharp inequalities for the Green's function. (2) given in (5), 1 < α ≤ 2 and λ > λ * 
Lemma 10 Let G be the Green's function associated to problem
Proof. Define
In addition, for t ∈ I, we have
So, L exists and is finite and L(t) > 0 for all t ∈ (0, 1]. Thus, H is extended by continuity to I × I as follows
As a direct consequence, we have that
is a continuous function on I, m(0) = 0 and m(t) > 0 for all t ∈ (0, 1]. Moreover, for all t, s ∈ I, we obtain
Existence and uniqueness of positive solutions
In this section, we will be concerned with the existence and uniqueness of positive solutions to the nonlinear problem (1) . To this end, we apply a variant of the classical Krasnoselskii's fixed point theorem proved in [6] . Let E be a real Banach space ordered by the cone E + . An ordered interval is defined as
For any r > 0, we denote Ω r = {x ∈ E : x < r} and ∂Ω r = {x ∈ E : x = r}. Letting u 0 ∈ E + with u 0 ≤ 1, define the subcone P u0 on the Banach space E as follows
Our results are based on the following fixed point theorem 
If there exist positive numbers 0 < a < b such that T : To this end, define the operator T :
where G is defined in (5) . Consider the cone P u0 ⊂ C 2−α (I), defined as:
with u 0 (t) = t ∈ C(I), and u 0 2−α = max{t 2−α u 0 (t), t ∈ I} ≤ 1. As a consequence, u 0 ∈ C 2−α (I) and u 0 2−α ≤ 1.
In the remainder of the paper, we assume the following hypothesis:
Hereinafter, we use the following notations
and
Lemma 12 Assume that (H) holds and λ > λ *
1 . Then T : P u0 −→ P u0 is a completely continuous operator.
Proof. Notice from Lemmas 7 and 8 that, for u ∈ P u0 , we have that T u(t) ≥ 0, for all t ∈ I and T u 2−α < ∞. Now, let u ∈ P u0 then, for all t ∈ I,
Next, we will show that T is uniformly bounded. Let Ω 1 ⊂ P u0 be bounded set of P u0 , then there exists a positive constant L > 0 such that u 2−α ≤ L.
Then, by (H) and Lemma 10, we have for all u ∈ Ω 1 and t ∈ I
.
Now, let us prove that T (Ω 1 ) is equicontinuous in C 2−α (I).
For any t 1 , t 2 ∈ I such that t 1 ≤ t 2 and u ∈ Ω 1 , we have
Note that the function (t, s) → tEα,α(λt
is uniformly continuous on I × I.
Then, for ε > 0 there exists δ > 0 such that if |t 1 − t 2 | < δ, we obtain that the first integral is bounded by
Arguing in an analogous way with the third and the last terms of the inequalities above, we get that the integrals are bounded by
Moreover, by the uniformly continuity on I × I of function
we deduce that the second integral is bounded by M 0 ε. On the other hand, the function (t 2 − s)
is continuous and we have, for a fixed λ, that
Thus, there exists δ > 0 such that if |t 2 − t 1 | < δ, then R ≤ ε.
So, for ε > 0, there exists δ > 0 such that |t 2 − t 1 | < δ, we deduce that
Then, operator t 2−α T u(t) is equicontinuous in C(I). And so, T (Ω 1 ) is equicontinuous in C 2−α (I). By Ascoli's theorem T (Ω 1 ) is a relatively compact in C 2−α (I).
As a consequence, T : P u0 −→ P u0 is completely continuous operator. This completes the proof. Now, we are able to show the following existence result.
Theorem 13 Assume that condition (H) holds. In addition, if one of the following conditions is satisfied
(1) f 0 = ∞ and f ∞ = 0.
(2) f 0 = 0 and f ∞ = ∞.
Then, for all 1 < α ≤ 2 and λ > λ * Proof. In this case we take ϕ(t) = t α−2 . Clearly, ϕ ∈ C 2−α (I) and ϕ 2−α = 1. Moreover, it follows that 0 ≤ u 0 ≤ ϕ and condition (12) is trivially fulfilled.
The rest of the proof is essentially the one given in [2, Theorem 4.2], and we omit them. Now, to prove the uniqueness of positive solution, we need to assume that function f satisfies the following condition:
(H * ) There exists a constant K > 0 such that
So, the uniqueness result is the following.
Theorem 14 Assume that (H) and (H * ) are fulfilled. Then Problem (1) has a unique solution in P u0 provided that
Proof. To prove the previous result, we apply the Banach fixed point theorem [11] . So, let us show that T is a contraction operator in P u0 . Let t ∈ I and u, v ∈ P u0 , we have
Therefore, T is a contraction operator in P u0 and we deduce that T has a unique fixed point u ∈ P u0 , which is a unique solution of problem (1) in such subcone.
Existence of solutions via nondecreasing operators
In the sequel we will prove the existence of positive solutions of problem (1) by using the following fixed point proved in [4] for nondecreasing operators on ordered Banach spaces.
Theorem 15 ([4]) Let X be a real Banach space, K a normal and solid cone that induces in X the order , and T : K → K a nondecreasing and completely continuous operator. Define

S = {u ∈ K : T u u} and suppose that (i) There exists u ∈ S such that u ∈ Int(K).
(ii) S is bounded.
Then there exists u ∈ K, u = 0, such that u = T u.
First of all, we define the new cone P * as follows 1] m(t), and c 1 ∈ (0, 1).
The existence result is the following one.
Theorem 16 Suppose that (H) holds, λ > λ *
1 , and the following assumptions hold:
Then Problem (1) has a positive solution on (P * ).
Proof. Notice that in P * induced the following order in C 2−α (I):
First, let us prove that T : P * → P * is a nondecreasing operator. Using (H 1 ), for t ∈ I and u, v ∈ P * such that u v, we have
Moreover, for every t ∈ [c 1 , 1], the following inequalities hold:
Therefore T is a nondecreasing operator on P * . By Lemma 12, we know that T : P * → P * is a completely continuous operator. Now, we shall prove that u ∈ S = {u ∈ P * : T u u} and u ∈ Int(P *
which is equivalent to
So, for u ∈ P * and t ∈ I. Since λ > λ * 1 , we deduce that
Moreover, for t ∈ [c 1 , 1], we obtain
Thus, T u u.
On the other hand, since t 2−α u(t) > 0 for all t ∈ (0, 1], we can choose c 1 ∈ (0, 1) such that
and then u ∈ Int(P * ). To finish the proof, we must verify that S is bounded.
Thus, T u u, and so u / ∈ S. Then, for each u ∈ S, we have that
Therefore, S is a bounded set provided that
And finally, from Theorem 15 we ensure the existence of a fixed point in P * for operator T , which is a positive solution of (1).
Lower and upper solutions
In this section, we investigate the existence of at least one solution of the nonhomogeneous mixed problem
with λ > λ * 1 , 1 < α ≤ 2, f ∈ C(I × R) and A , B ∈ R. To this end, we introduce the concept of lower and upper solutions for Problem (16) as follows 
1). γ is said a lower solution of problem (16) if it satisfies
Proof. Without loss of generality, we will assume that a = 0 and b = 1. It is clear that the unique solution of problem (18) (with a = 0 and b = 1) is given by the following expression
where G is the Green's function associated to problem (2), given by expression (5), v 1 is the unique solution of problem
and v 2 is the unique solution of problem
From Theorem 4, arguing in a similar way as at the beginning of Section 3, we obtain that functions v 1 and v 2 are given by the following expressions:
So, if there is some t 0 ∈ (0, 1) for which v 1 (t 0 ) = 0, we have that v 1 is a nontrivial solution of Problem (7) for λ = λ 2 . But, as we have showed in the proof of Lemma 8, this implies that λ < λ * 1 and we attain a contradiction. If, v 2 (t 0 ) = 0 for some t 0 ∈ (0, 1), we have that v 2 is a nontrivial solution of Problem (9) for λ = λ 2 . Again, the proof of Lemma 8 ensures that λ < λ * 
Proof. First, we consider the following modified problem
where p(t, x) = max{t 2−α γ(t), min{x, t 2−α δ(t)}}, t ∈ I and x ∈ R. Next, let us prove that Problem (22) is solvable, and that all of the solutions are in [γ, δ] .
Suppose that u is a solution of (22). Then, by the definition of γ and δ we have
Assume that u ≤ γ, u ≡ γ, on (0, 1]. So, using the linearity of the RiemannLiouville derivative, we have that
As consequence, from Lemma 18, we have that u ≥ γ on (0, 1] and we attain a contradiction. Thus, by denoting v = u − γ, we have that there exists t 0 ∈ (0, 1) such that v(t 0 ) > 0.
If there exists t 1 ∈ (0, t 0 ) such that v(t 1 ) < 0. We have that there is t 2 ∈ (t 1 , t 0 ) such that v(t 2 ) = 0 and v < 0 on (t 1 , t 2 ). Now, we have two possibilities: either exists t 3 ∈ (0, t 2 ) such that v(t 3 ) = 0, with v < 0 on (t 3 , t 2 ); or v < 0 on (0, t 2 ).
In the first case, we have that v satisfies that
Now, by a direct application of [2, Corollary 3.5] (λ * 1 > λ 1 ) we have that v ≥ 0 on (t 3 , t 2 ), which contradicts the existence of t 1 .
In the second situation, we deduce that
Since v < 0 on (0, t 2 ), it is obvious that from previous expression, we deduce that lim In addition, the functions u, γ and δ belong to C 2−α (I), then the truncated function p(t, t 2−α u(t)) is continuous and bounded on I. And so, by the continuity of the function f , there exists a constant C such that Clearly D is a closed and convex set of C 2−α (I) and that S maps D into D. Similary, as in the proof of Lemma 12, we conclude that S satisfies the assumptions of Schauder's fixed point theorem [11] . Which ends the proof. 
Remark 20
Examples
In this section, we give some examples to ullistrate our results. 
Example 21 Consider the fractional differential equation (1) with f (t, u(t)) = (1 + t) log(2 + u(t)).
It is clear that f is a nonnegative continuous function on
