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Neural networks such as Hopfield neural networks, Cohen-Grossberg neural networks,
cellular neural networks, bidirectional associative memory networks and so on have been
proposed one by one since the 1980s where neural networks metthe second upsurge of the
investigation. According to incomplete statistics, therea nearly a hundred kinds of neural
networks to now, which have been widely used in many fields such as optimization calcu-
lation, associative memory, pattern recognition, secure communication, image processing,
automation control, prediction and estimation, expert sysem, economic management and
so on. Moreover, it has been shown that most of those applications are dependent on the
dynamical properties of neural networks. Therefore, the inv stigation on dynamical prop-
erties of neural networks becomes one of the hot topics and active issues in the fields of
international research.
This paper mainly deals with the dynamical properties of delay d recurrent neural net-
works under impulsive perturbations. It mainly includes:
In Chapter 1, the basic feature and a brief history of neural networks are firstly in-
troduced. Then the practical significance of the investigation for dynamical properties of
delayed recurrent neural networks are emphasized and the effects of impulses and delays on
neural networks are also discussed. Finally, we provide thestructure of the thesis.
In Chapter 2, the analysis and investigation on stability ofequilibrium point of delayed
recurrent neural networks under impulsive perturbations is given. First, the global existence
and uniqueness of the solution and the existence-uniqueness a d global asymptotic stability
of the equilibrium point of the addressed networks are discus ed by employing Banach fixed
point theorem, topological degree theory, Brouwer fixed point theorem, LMI technique and
Lyapunov-Kravsovskii functionals. The proposed results on the global asymptotic stabil-
ity are based on LMI technique and depend on the Leakage delayand the upper bound of
time-varying delays. Moreover, the differentiability of time-varying delays is dropped suc-
cessfully in this section. In the absence of leakage delay, some of the obtained results are
also new ones. The impulsive condition considered in this section is integral form which
describes the fact that the instantaneous perturbations encountered depend on not only the
state of neurons at impulse times but also the state of neurons in recent history, which can
be regarded as the impulses in the generalized sense and it reflects a more realistic dy-
namics. It should be mentioned that the well-known Barbalatlemma is ineffective for the














cated analysis is established. Two numerical examples are given to show the effectiveness
and advantages of the proposed results. In addition, the Cohn-Grossberg-BAM neural net-
works with time-varying delays are studied from the impulsive control point of view. Some
sufficient conditions are established for the existence, uniqueness and exponential stabil-
ity of the equilibrium point by using Lyapunov functionals,which may make the unstable
Cohen-Grossberg-type BAM neural networks with time-varying delays exponentially stable
via impulsive control. An illustrative example is also given to show the effectiveness of the
proposed method.
In Chapter 3, the analysis and investigation on periodic solution of Cohen-Grossberg-
BAM neural networks with mixed delays under impulsive perturbations is given. The mixed
delays includes time-varying delay and unbounded continuously distributed delays. Some
sufficient conditions ensuring the existence and global exponential stability of periodic so-
lution are derived, which can be applied to neural networks with large impulsive effects and
hence they exhibit good robust. The main method used in this section is a new differential
inequality, which can be applied to system with not only finite or unbounded distributed
delays but also the systems with persistent impulses. Finally, two examples with numerical
simulations are given to show that the obtained results in this section have less restrictive
than some recent works.
In Chapter 4, the analysis and investigation on chaos synchro ization of recurrent neu-
ral networks with mixed delays under impulsive or stochastic perturbations is given. The
mixed delays still includes time-varying delay and unbounded continuously distributed ones.
First, by constructing suitable Lyapunov-Krasovskii functional, some LMI-based complete
synchronization schemes are designed to guarantee the exponential synchronization of the
chaotic neural networks with mixed delays under impulsive perturbations, which drops the
assumptions that the time-varying delay is monotonically increasing and/or continuously
differentiable and decreases the human factors. In addition, we study the exponential syn-
chronization problem of the above mentioned neural networks under impulsive and stochas-
tic perturbations and derive several new sufficient conditions ensuring the complete syn-
chronization by employing the method of impulsive delay differential inequality which is
established in Chapter 3, which also drops the assumptions that the time-varying delay is
monotonically increasing and/or continuously differentiable. To the best of author’s knowl-
edge, up to now there is almost no LMI-based results on synchro ization problem of chaotic
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Λ Λ = {1, 2, . . . , n}, n ∈ ℤ+
Ω Ω = {1, 2, ⋅ ⋅ ⋅ ,m},m ∈ ℤ+
C(J1, J2) 8Ü J1 8Ü J2 ëY¼êN|¤8Ü
PC(J1, J2) 8Ü J1 8Ü J2=¹1amä:3mä:?mëY¼êN|¤8Ü
PCb(J1, J2) 8Ü PC(J1, J2)¥¤kk.¼êN|¤8Ü
PC1(J1, J2) 8Ü PC(J1, J2)¥÷v¼êê=¹1amä:3mä:?mëYN|¤8Ü
PC1b (J1, J2) 8Ü PC1(J1, J2)¥¤kk.¼êN|¤8Ü
[x]+ [x]+ = (∣x1∣, ⋅ ⋅ ⋅ , ∣xn∣)T ,Ù¥ x = (x1, ⋅ ⋅ ⋅ , xn) ∈ ℝn


















{tk}k∈ℤ+ óÀS÷v0 ≤ t0 < t1 < . . . < tk <→ +∞, k → +∞
(Ω1,F ,P) äkg,6 {Ft}t≥0 VÇm§Ω1 ´:N§F ´ Ω1 þ- êx§ P ´ F þVÇÿÝ,6 {Ft}t≥0 ÷vÏ~^: §´mëY§¿Ft0 ¹
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