Discovery of ST1 centers in natural diamond by Balasubramanian, Priyadharshini et al.
Discovery of ST1 centers in natural diamond
Priyadharshini Balasubramanian†2,3,*, Mathias H. Metsch†2,3,*,
Prithvi Reddy†1,*, Lachlan J. Rogers4,5, Neil B. Manson1,
Marcus W. Doherty1, and Fedor Jelezko2,3
* These authors contributed equally to this work.
1Laser Physics Centre, Research School of Physics and Engineering,
Australian National University, Acton, 2601, Australia
2Institute for Quantum Optics, University Ulm,
Albert-Einstein-Allee 11, D-89081 Ulm, Germany
3Center for Integrated Quantum Science and Technology (IQST),
University Ulm, Albert-Einstein-Allee 11, D-89081 Ulm, Germany
4 Department of Physics and Astronomy, Macquarie University,
New South Wales 2109, Australia
5 ARC Centre of Excellence for Engineered Quantum Systems
(EQUS)
June 21, 2019
Abstract
The ST1 center is a point defect in diamond with bright fluorescence
and a mechanism for optical spin initialization and readout. The center has
impressive potential for applications in diamond quantum computing as a
quantum bus to a register of nuclear spins. This is because it has an excep-
tionally high readout contrast and, unlike the well-known nitrogen-vacancy
center, it does not have a ground state electronic spin that decoheres
the nuclear spins. However, its chemical structure is unknown and there
are large gaps in our understanding of its properties. We present the
discovery of ST1 centers in natural diamond. Our experiments identify
interesting power dependence of the center’s optical dynamics and reveal
new electronic structure. We also present a theory of its electron-phonon
interactions, which we combine with previous experiments, to shortlist
likely candidates for its chemical structure.
1 Introduction
When designing hybrid quantum technologies, we seek to develop an ar-
chitecture that uses different types of qubits [1]. The advantage of this
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approach is that we can exploit each system’s strengths while mitigating
their weaknesses. By using a hybrid architecture, the diamond quan-
tum computing platform demonstrates impressive performance at room
temperature [2]. In particular, this application uses negatively-charged
nitrogen-vacancy (NV−) center’s electron spin as a quantum bus to nearby
13C nuclear spins [3, 4, 5]. We use this configuration because the electron
spin interacts strongly with control fields but is a poor qubit due to its
short coherence time. On the other hand, the nuclear spins have a long
coherence time but cannot be controlled easily due to their weak interac-
tions [6]. One major limitation of this approach is that the NV− center’s
ground state electron spin, because its relaxation decoheres the nearby
nuclear spins [7, 3]. Efforts have been made to mitigate this problem by
electronically switching the NV into a spinless charge state [8]. However,
this proves challenging from an engineering perspective.
The ST1 center promises to avoid this issue completely since it has a
singlet (spinless) electronic ground state, which allows long nuclear spin
coherence, and a photo-excited metastable triplet level, which can realize
a quantum bus. The ST1 center also has brighter fluorescence and optical
spin-readout contrast than the NV center, making it a strong candidate for
the next generation of hybrid diamond quantum computing technologies
[9, 10].
However, progress in utilizing the ST1 center for quantum technology
has been frustrated because it has been difficult to reproduce. Indeed,
detection of the ST1 center has only been reported twice: first by Lee
et al. [9] in ultra-pure single crystalline HPHT diamond after fabrication
of vertical nanowires and later, by John et al. [10] in ion-implanted single
crystal CVD diamond. Since both observations were in manufactured
diamond, ST1 creation has been attributed to the synthesis process and
the long-term stability of the defect is unknown. Due to the scarcity of
samples, there are large gaps in our understanding of the ST1. Principally,
its chemical composition and structure is unknown. Its electronic structure
has been partially identified, but it may still have additional levels. There
has been no work on studying the ST1 center’s electron-phonon interactions
or ensemble variation.
In this paper we report the first observation of ST1 centers in natural
diamond, indicating defect stability on geological timescales. We also
conducted optical characterization of these ST1 that revealed unknown
electronic levels; pump power dependent photodynamics that demonstrate
an impressive (up to 80%) optical spin readout contrast at high laser power;
and new insight into its electron-phonon interactions which we use to
identify the possible chemical structures of the center. These observations
provide significantly more insight into the nature of the center and, by
shortlisting possible structures, our analysis will enable future studies to
be more targeted. This will lead more rapidly to precise identification of
the defect.
This paper has the following structure. In section 2 we present an
overview of the known characteristics of the ST1. In section 3 we detail
the experimental apparatus we used to study our sample. In section 4 we
present the optical characterization of the defects found in the sample,
including a study of the site-to-site variation of its zero phonon line
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(ZPL). We then present the photodynamics experiments which demonstrate
additional levels in its electronic structure and optical properties. In
section 5 we decompose our high-resolution optical spectra to obtain the
electron-phonon spectral density. We use this spectral density and critical
point analysis in section 6 to identify a set of the simplest possible defect
structures that are consistent with experiment.
2 The ST1 Center
A few of the key characteristics of the ST1 center are known to date. Lee
et al. [9] and John et al. [10] both report that center’s key optical features
are a sharp ZPL around 550 nm (2.25 eV) and broad phonon side-band
(PSB) extending out to 750 nm. These features indicate that the optical
transition occurs between two discrete levels deep in the diamond bandgap.
Their optical characterization established that it is a single emitter by
observing the characteristic dip in photon-autocorrelation at zero-delay.
The autocorrelation also showed pronounced bunching-shoulders which
strongly indicated the presence of a long-lived shelving state.
The proposed electronic structure of the ST1 consists of singlet ground
and excited states. The shelving state was determined to be a triplet. This
was demonstrated by observing increased fluorescence corresponding to
microwave fields resonant with three electron spin resonance transitions.
The increase in fluorescence was explained by studying the optical dynamics
of the system. The key features of the optical cycle are a rapid intersystem
crossing (ISC) from the excited to the shelving state followed by another
ISC to the ground state. The decay rate of the lower ISC is determined
by the lifetimes of the triplet sublevels: τ|0〉 ≈ 2500 ns, τ|−1〉 ≈ 1000 ns
and τ|+1〉 ≈ 250 ns. Since the |0〉 state is much longer lived than the other
sublevels, the system can be spin polarized into this sublevel. Due to the
substantial differences in sub-level lifetimes, the rate of non-radiative decay
to ground state via the metastable state can be significantly enhanced
when spin population is driven out of the longer-lived triplet sub-levels
via resonant microwave excitation. This results in an increase in average
fluorescence, thereby enabling spin readout and the optical detection of
magnetic resonance. The read out contrast is up to 45%.
The optically detected magnetic resonance (ODMR) spectra of the
of the triplets showed fine-structure at zero field: 2E = 278(1) MHz,
D − E = 996(1) MHz, and D + E = 1274(1) MHz. The spin-Hamiltonian
of the triplet manifold is
Hˆ = D
[
S2z − S(S + 1)/3
]
+ E
(
S2x − S2y
)
+ γe~S · ~B (1)
where ~S = (Sx, Sy, Sz) are the usual dimensionless spin operators, S = 1 is
total spin, ~B is an external magnetic field, γe is the free-electron gyromag-
netic ratio (the observed g-factor is g ≈ 2.0(1)) and both D = 1135(1) MHz
and E = 139(1) MHz are the zero field splitting parameters. Rotation of
an applied magnetic field demonstrated that the spin-quantization axis of
the triplet in the 〈110〉 crystalline direction, this defines the orientation
of the spin-operators in eq. (1) such that z|| 〈110〉. The presence of the E
parameter suggests the center also has a minor spin axis in an orthogonal
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Figure 1: The known electronic structure of the ST1 center. S1 and S2 are the
ground and excited singlets, respectively. T1 is the metastable triplet state. The
dotted lines indicate the ISCs and the solid arrow represents the optical ZPL.
The lower ISCs are labelled by their depopulation rates, τ|0〉, τ|+1〉 and τ|−1〉.
direction to 〈110〉 (e.g. x||[100], y||[011] and z||[011¯]) and that the center
has C2v or lower symmetry. Optical polarization studies of the defect show
that the transition dipole moment of the main transition is also in 〈110〉.
However, it is unknown if the spin-quantization axis and dipole moment
are co-aligned. Hyperfine splitting of the triplet due to nearby 13C was
observed but no further hyperfine structure intrinsic to the defect was
identified. This seemingly suggests that the most prevalent isotopes of the
center’s chemical constituents are spinless.
3 Experimental Details
Our experimental procedure involved identification and analysis of ST1
centers in a natural diamond sample which was host to a wide verity of
fluorescent sites. Our primary tools were optical microscopy, optically
detected magnetic resonance (ODMR), optical spectroscopy and optical
dynamics.
For our optical characterization we employed a home-built confocal
fluorescence microscope with a 532 nm green excitation laser. The flu-
orescence was detected using either an avalanche photodiode (APD) or
a spectrometer. For our ODMR measurements, we applied microwaves
through a copper wire positioned above the sample and an external mag-
netic field using a permanent magnet. All of our results were obtained at
room temperature except our emission spectra which were obtained at 5K.
For our optical polarization studies, a half wave plate (HWP) along with a
linear polarizer was placed in the detection path. Polarization dependence
was measured by rotating the HWP. Our study of the optical dynamics
of the system analyzed the second order photon correlation function, g(2)
at different excitation powers. The autocorrelation function from single
sites was measured in a Hanbury Brown and Twiss configuration, where
the fluorescence was split by a 50:50 beamsplitter and detected using two
APDs.
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4 Experimental Results
We started by scanning a natural diamond sample using our confocal
microscope. As shown in fig. 2 (a) we find a host of fluorescent sites in the
sample. Of these, we observed that many sites increased in fluorescence
when we applied microwaves resonant to the known ST1 spin transitions.
The sites, marked in fig. 2 (b), were abundant and uniformly distributed
throughout the sample. We identified them as ST1 centers from their
emission spectra, depicted in fig. 2 (e), and ODMR signature, shown in
fig. 3 (a). We repeated magnetic field rotation, fig. 3 (b), and polarometry,
fig. 3 (c), to show that the centers have their major spin axis and dipole
moment oriented in the 〈110〉 directions. We note that the fit of the
angular dependence of the ODMR lines in fig. 3 (b) does not perfectly
match the data when the field is aligned with 〈110〉. This may indicate
that the major axis is slightly misaligned from 〈110〉 direction. The g(2)
autocorrelation for the detected sites, fig. 2 (d), shows a dip at zero delay
and has bunching shoulders at higher excitation powers, which is consistent
with the previous observations. We did not observe any hyperfine structure
intrinsic to the defect. This supports previous suggestions that the center’s
chemical constituents are spinless.
We identified ten sites and studied the variation between ST1 centers
from site to site. The spread of the ZPL wavelengths in the sample of
centers we measured was ≈ 20 nm; the ZPL frequency distribution is inset
as a histogram in fig. 2 (d). Notably, each of the defects measured showed
similar ODMR spectra. Since the ZPL is expected to be significantly
more susceptible to strain than the ODMR features, we attribute the
distribution of ZPL energies to local variation of strain between sites.
A new feature we observed was an interesting power dependence of
the center’s photoluminescence. Between laser powers of ≈ 100 µW and
200 µW, the defect did not show blinking and had a brightness comparable
to that of the NV centers. However, as we swept to higher laser powers
(up to 800 µW), the defects exhibited peculiar saturation behavior. This
manifested in a doughnut shaped fluorescence pattern in our confocal scans,
shown in fig. 2 (c). The dip in fluorescence is due to the gaussian profile
of the laser beam, which only saturates fluorescence as the center of the
laser spot passes over the defect. This was further characterized in fig. 4,
where we measured total fluorescence while sweeping laser power. The
NV center shows a similar fluorescence dip due to photoionization into its
neutral (NV0) charge state. However, unlike the NV, high power does not
result in a reduction of the ST1 center’s ODMR contrast. This excludes
the possibility of defect photoionization. In fact, as demonstrated in fig. 4
(c), increasing laser power leads to a impressively higher ODMR contrast
of up to ≈ 80%. This motivated us to revisit of the photodynamics of the
ST1 center.
We started with the simplest rate equation model that describes the
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Figure 2: (a) A confocal fluorescence image of the natural diamond sample.
The ST1 centers are identified by circles. A solid circle indicates that the center
can be spatially isolated from other sources. (b) A confocal fluorescence image
of the same region shown in fig. 2 (a) with applied resonant microwaves. (c)
Magnified image of a single site at high laser power, showing a doughnut shaped
fluorescence pattern. (d) Normalized photon autocorrelation function measured
at different laser power showing anti-bunching at τ = 0. (e) The emission spectra
of ST1 at 5K with a prominent ZPL at 555nm and PSB extending to 700nm.
The inset depicts a histogram showing the distribution in the position of the
ZPL.
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Figure 3: (a) ODMR spectrum of ST1 at zero magnetic field. (b) The response
of the ODMR frequencies when a B = 120 Gauss magnetic field is rotated in
the [001] crystal plane. The solid lines represent a fit using eq. (1). (c) Plot of
the polarization dependent fluorescence of the ST1 centers. It shows four linear
polarization states, defined as φ1 = 0
◦, φ2 = 45◦, φ3 = 90◦ and φ2 = 135◦.
established electronic structure. This is given by
S˙0 = −kexS0 + kfS1 + k0T0 + k−T− + k+T+
S˙1 = kexS0 − kfS1 − kISCS1
T˙+ =
kISC
3
S1 − k+T+
T˙− =
kISC
3
S1 − k−T−
T˙0 =
kISC
3
S1 − k0T0
(2)
where excitation from the ground to the excited sate is parameterized by
kex, kf is the excited state’s fluorescent lifetime and the parameters k+, k−
and k0 are the depopulation rates from the respective triplet sublevels. For
simplicity, we ignore the differences in the upper intersystem crossings for
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Figure 4: (a) A proposed level scheme which could explain the power dependence
of the optical dynamics. It includes a second excited singlet, S2, and associated
triplet state, T2. The remaining sub-figures show the optical dynamics as a
function of pump power. The solid lines represent a fit using a the rate equation
model in eq. (2). (b) depicts fluorescence counts. The solid lines represent the
fit using the extended rate equation. (c) shows ODMR contrast. (d) is the
depopulation rates from the triplet levels. (e) shows optical excitation rate kex
(green) and the upper intersystem crossing rate kISC (orange).
each triplet, assuming that they are all kISC . These rates are derived by
solving the rate equation and fitting the g(2) autocorrelation, we provide
details of this procedure in Appendix S1.
We interrogated the power dependence of the rate equation parameters
by fitting them at different laser powers. fig. 4 (d) shows that the depopula-
tion rate from the triplet sublevels is independent of the pump power. This
eliminates the possibility of a intensity dependent depopulation channel
from the triplet sublevels to the ground state. fig. 4 (e) depicts the power
dependence of kex (green). As expected kex increases linearly with pump
power, as described by the equation
kex =
λ
hc
σ(λ)I (3)
where I is the applied focal irradiance, σ(λ) is the corresponding absorption
cross-section at excitation wavelength λ. By fitting the slope of kex we can
extract an absorption cross-section of σ ≈ 10−17 cm2 which is comparable
to the reported absorption cross-section of the NV center. Fig. 4 (e) also
shows an unexpected linear dependence of kISC on pump power (orange).
Since the upper intersystem crossing rate should be independent of pump
power, it suggests that there is another channel for population transfer from
the excited state to the triplet. A simple explanation for this observation
is the existence of a second set of excited singlets and triplets (as per
fig. 4). By assuming that the lifetimes of the higher excited states are very
small, we can include them phenomenologically into our model (described
8
in Appendix S1) to estimate the second excitation rate. From this, we find
a second absorption cross-section of σ ≈ 10−18cm2.
5 Decomposition of the Phonon Side Band
Focusing now on a detailed analysis of the optical band. The phonon-
sideband (PSB) of an optical transition is generated by the electron-
phonon interactions involved in the transition. In the absence of vibronic
interactions, such as the Jahn-Teller effect, the PSB can be described by the
linear symmetric mode model [11]. The linear symmetric mode model was
applied extensively by Davies [12] in the analysis of diamond color centers.
Davies showed how the model could be used to extract the electron-phonon
spectral density, referred to as the one-phonon band. Applying critical-
point analysis allows this spectral density to be interpreted in terms of
structural features of the defect [13]. This is the approach adopted in this
section.
Given an emission band Iem(ω), the bandshape function, I(ω), of a
center is proportional to Iem(ω − ω0)ω−3, where ω0 is the zero phonon
line (ZPL) frequency and Iem is the emission spectra. The band function
is given by
I(ω) = e−SI0(ω)⊗
[
δ(ω) +
∞∑
n=1
Sn
n!
In(ω)
]
(4)
where S is the total Huang-Rhys factor, I0 is the ZPL shape, and ⊗ denotes
convolution. The function
In(ω) =
∫ ∞
−∞
In−1(ω − x)I1(x)dx (5)
is the n-phonon band which is constructed by successive convolutions of the
one-phonon band. The one-phonon band represents all processes involving
the creation and annihilation of a single phonon. Through self-convolutions,
it generates the n-phonon band In which describes all n-phonon processes
with total energy h¯ω.
In theory, one can directly extract the one-phonon band from the band
function by applying an inverse Fourier transform to (4), rearranging to
obtain an expression for I1(t), and then applying a Fourier transform, Fˆ ,
to obtain
I1(ω) =
1
S
Fˆ
[
log
(
Fˆ−1
[
I(ω)− e−SI0(ω)
])]
(6)
However, due to the largely featureless PSB of the ST1 center, the
large Huang-Rhys factor, and the comparatively low signal-to-noise of our
experimental spectra, this direct Fourier deconvolution method is difficult
because it is sensitive to numerical and spectral noise. Thus, the direct
method is only sufficient to obtain an initial estimate of I1(ω).
These issues can be overcome by using an iterative deconvolution
method developed by. We applied this method by first obtaining an
approximate one-phonon band from Fourier deconvolution. We then
smoothed and tapered this approximate one-phonon band to form our
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first estimate I01 (ω) that was appropriately continuous and restricted to
ω ∈ [0,Ω], where Ω is the phonon cut-off of diamond. Next, we calculated
the normalized PSB components I0n(ω) via successive convolutions of I
0
1 (ω).
We applied the following equation to generate an improved estimate I11 (ω)
for the one-phonon band
Ik1 (ω) = e
SI(ω)− I0(ω)−
∞∑
n=2
Sn
n!
I0 ⊗ Ik−1n (ω). (7)
where k is the inductive step index. We then inductively repeated this
procedure of calculating the normalized PSB components and generating
the next estimate of the one-phonon band until it converged. This processes
only required a small number of iterations and the results are depicted in
fig. 5. As can be seen, the generated band function matches the central
line of the spectrum very well.
I
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Figure 5: The PSB spectrum from experiment (gray points), a polynomial fit of
the spectrum to show its center-line (dashed blue), the calculated PSB (dashed
orange), and its constituent n-phonon bands. The sum of n-phonon bands equals
the calculated PSB.
We now turn to critical point analysis to relate the features of the one-
phonon band to structural components of the defect. The key assumption
of critical point analysis is that the center does not significantly perturb
the phonon modes of pristine diamond. Using this approach features in the
one-phonon band correspond to either frequencies of high mode density
and/ or where there is strong coupling to the defect orbitals. fig. 6 shows
the extracted one-phonon band against the phonon band structure (PBS)
and density of states (DOS) of diamond. The absence of spectrally sharp
features at frequencies above Ω shows that the optical transition does not
couple to local modes; only weak coupling to the continuum modes is
present. This validates the key assumption of our application of critical
point analysis.
As shown in fig. 6, the one-phonon band’s largest feature is a broad
peak centered at 60 meV. The prominence of this feature indicates that
at this frequency, two things are occurring: a high density of modes and
strong coupling to the defect. Indeed, the feature is coincident with the
“leveling out” of the transverse phonon bands at the L-point, which implies
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Figure 6: The comparison of the one-phonon band with the DOS and PBS of
pristine diamond [14]. The shaded areas connect adjacent points to highlight
regions of interest.
a higher relative density of modes of that phonon type. Furthermore, since
the L-point lies on the edge of the Brillouin zone, these phonons also result
in maximum displacement between equivalent atoms in neighboring unit
cells. This implies that for the defect to strongly couple to these modes, its
orbitals must be well-localized to the nearest-neighbor atoms of a lattice
site. This is just like the orbitals of the NV− center in diamond that
surround a vacant lattice site.
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Figure 7: Comparison of the one-phonon bands of the NV−1[13] and ST1 optical
transitions.
fig. 7 shows that the one-phonon bands of ST1 and NV− are indeed
remarkably similar. Assessment of the critical points of the NV− phonon
band by Kehayias et al. [13] showed that it also couples most strongly to
phonon modes at the L-point. They observed that L-point modes would
result in the greatest distortion of the electron density localized to the
dangling sp3 orbitals about the center’s vacancy. The strong similarities
of the one-phonon bands of ST1 and NV− strongly indicate that the ST1
center contains a vacancy and the orbitals involved its optical transition
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are highly localized to this vaidthedefectcancy. We use this conclusion to
greatly simplify the identification of possible defect structures of the ST1
center.
6 Identifying the ST1
In this section, we outline the simplest defect structures that are consistent
with the experimental understanding of the ST1 center acquired to date.
The analysis of the PSB motivates studying vacancy centric models for the
ST1. Recapping, the center has C2v symmetry or lower and it is oriented
along the [110] axis. These two pieces of information constrain the simplest
defect structures to those containing a vacancy with nearby substitutional
lattice impurities orientated along the [110] axis. We accordingly restrict
the geometries considered in this work to substitutions of either the nearest
neighbors to the vacancy (NNVs) or of its next-to-nearest neighbors within
the same reflection plane of the defect. Schematics of these geometries are
provided in fig. 8.
V
c3
c2
c4
c1
(a)
(c)
(b)
(d)
[110]
Figure 8: (a) is a cell of diamond showing a vacancy and the [110] reflection
plane. The other figures are the different possible geometries represented by a
[110] cross-section of the defect. If we let X and Y represent potential impurities
(b) is a next-to-nearest-neighbour substitution, labelled XCV; (c) is the nearest-
neighbour substitutions of like atoms, labelled XVX; and (d) is nearest-neighbour
substitutions of unlike atoms, labelled XVY.
The shortlisted structures can be further constrained by considering
that that intrinsic hyperfine structure has not been detected for the ST1
center. Since the electron spin-density of the defect is localized to the
vacancy’s nearest-neighbour atoms, the absence of hyperfine structure
particularly constrains defects with substitutions of these atoms to those
without nuclear spin. Alternatively, a lack of hyperfine would support a
next-to-nearest neighbor substitution as spin-density would be localized
to the vacancy and, thus, unlikely to couple strongly to a nuclear spin two
atomic sites distant.
Since the ST1 has a ground singlet, it has integer spin. This means that
the defect consists of an even number of electrons. The NNVs contribute at
least a total of four electrons to the defect. Impurities may only contribute
total of two additional electrons or none. The defect therefore has either
12
Defect Symmetry and Structure
e No. C1h C1h C2v
4 [Si]CV - [Si]V [Si]
6 [O]CV , [N ]− [O]V [Si] -
Table 1: Our selection of the simplest possible candidates for the ST1. The
labelling convention follows the one defined in fig. 8
four or six electrons. Ignoring positive charge states due to their low
prevalence in diamond, we propose the following candidate impurities: [Si],
[N ]+e−, and [O] (where [] indicates that it could be any species in the
column of the periodic table). We list a selection of the simplest possible
ST1 geometries in table 1.
Having identified the set of simplest defect structures, we will now
construct their electronic structures to test if they are consistent with
experiment. We do this by applying the standard defect molecule model
[15]. Adopting a minimal basis of the four dangling sp3 orbitals from
the atoms surrounding the vacancy, we combine these linearly to form a
basis of symmetrized molecular orbitals. Considering a defect with C2v
symmetry, we form the following molecular orbitals
A1 : a1 = c1 + c2
A2 : a
′
1 = c3 + c4
B1 : b1 = c1 − c2
B2 : b2 = c3 − c4 (8)
where c1 and c2 are the orbitals centered on the nearest-neighbours atoms
in the (110) plane, while c3 and c4 are the out-of-plane atoms. A1, A2, B1
and B2 are the irreducible representations of C2v. Notably, these orbitals
are the same as those for a C1h defect. In this case, the symmetry of the
A1 and B1 states is lowered to A
′. While A2 and B2 are lowered to A′′.
To proceed with constructing the electronic structure, we must now
energetically order the MOs. The possible ordering options can be reduced
by interpreting the orientations of the center’s optical dipole moments and
spin quantization axes. The absence of orbital degeneracy in C2v and lower
symmetry, combined with the singlet ground state, implies that the highest
occupied molecular orbital (HOMO) of the ground configuration is doubly
occupied. Hence, we can immediately identify the ground electronic state
as a 1A1 via U¨nsold’s theorem. It follows that the dipole moment of the
primary optical transition and the spin-quantization axes are determined
by the levels of the first excited configuration, where one electron has been
promoted from the HOMO to the lowest unoccupied molecular orbital
(LUMO) of the ground configuration. Lee et al. [9] found that the both
dipole moment and the spin-quantization axis are oriented in one of the
equivalent [110] directions, but could not distinguish if they were co-aligned.
In Appendix S2, we evaluate the optical selection rules and the interpret
13
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LUMO HOMO
LUMO
(a) (b) (c)
Figure 9: For an arbitrary HOMO/LUMO pair (a, b), (a) and (b) are the proposed
orbital configurations associated to the four and six electron molecular models,
(c) is the associated electronic structure. The numbered arrows represent the
allowed transition pathways to the first and second excited transitions. These,
when combined with the orientation of the dipole moment, help identify the
symmetry of the electronic states.
elements of the spin-spin tensor to infer the orientation of the dipole
moment and spin-quantization axis, respectively. We find that the only
HOMO/LUMO pairs that are consistent with experiment are (a1,b1) and
(a′1,b2).
Next we use the centre’s secondary transition to determine the energetic
ordering of the remaining MOs. If the defect comprises of four electrons, the
second excited state is where an electron in the HOMO is promoted to the
second-LUMO. If it has six electrons, there are two potential second excited
configurations: (1) where an electron is promoted from the second-HOMO
to the HOMO (which is partially occupied in the first configuration), or
(2) promotion of both the HOMO electrons to the LUMO. fig. 9 shows
the MOs and identifies the configurations that could be associated to the
excited states. As we did with the first excited state, the transition dipole
moment of the second transition can be used to identify the symmetry of
the second excited state.
Thus, future experimental work should seek to determine the polariza-
tion of this second transition to further constrain the possible identity of
the molecular orbitals and electronic levels.
Having heavily restricted the large number of defect candidates, it is
now feasible to conduct ab initio calculations. The electronic structure,
transition dipole moment, vertical transition energy, and spin-spin tensor
can be extracted from these calculations and compared to the experimental
observations and theory presented in our work.
7 Conclusion
In this paper, we report the first discovery of ST1 centers in a natural
diamond sample. We present an experimental study of its optical spectra
and dynamics, particularly, their dependence on excitation power. We
used theoretical tools to identify its possible chemical and electronic
configuration. Our key results are as follows. (1) ST1 centers have stability
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on geological timescales. (2) The centers do not show hyperfine structure
intrinsic to the defect. (3) The defect has previously unidentified electronic
structure. We propose that this is second excited singlet and triplet states.
(4) The ST1 center’s spin readout contrast can be enhanced up to 80%
by increasing pump power. (5) The absorption cross-section of the first
transition is 10−17cm2. The defect couples most strongly to phonons
at the L-point, like the NV center. This strongly indicates a vacancy
centered defect. (6) A selection of candidate ST1 chemical structures that
are consistent with experiment have been identified in table S2. (7) The
possible ST1 electronic structures that are consistent with experiment have
been identified in section 6. These observations are a significant advance
in our fundamental understanding of the center. Our work provides the
groundwork to make identification of the defect via ab initio simulations
or experiment feasible. Consequently, it is a significant step towards the
practical realization of an ST1 quantum bus.
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S1 Rate Equation Fitting Procedure
We investigated the photodynamics of the ST1 center using the second-order
photon correlation, g(2), measured at different excitation powers. The recorded
coincidence rate c(t) is first normalized according to the formula CN (t) =
c(t)/(N1N2wT ), where N1,2 are the counts on each APDs, w is the bin width
and T is the total signal accumulation time. The g(2)(t) is obtained from the
normalized coincidence rate CN (t) as g
(2)(t) = (CN (t)− (1− ρ2))/ρ2, where ρ
is the signal to background ratio. The experimental results were fitted with the
function
1−
4∑
i=1
αi e
−t/τi (S1)
where the αi and τi are fit parameters. The power dependence of these parameters
is shown in fig. S1.
S1.1 Five level system: Theoretical model
The analytic form of the transient solution of the system described in eq. (2) is
found using Laplace transform. The autocorrelation function is written as [1]
S1(τ)
S1(∞) = 1−
4∑
i=1
e−λit
λj λk λl
k0 k− k+
(λi + k0) (λi + k−) (λi + k+)
(λi − λj)(λi − λk)(λi − λl) (S2)
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Figure S1: Dependence of the τi(a) and αi(b) parameters as a function of the
excitation power. Points are fits to the measured g(2) functions using eq. (S1).
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where λi are the roots of the characteristic equation of the form Ax
4 +Bx3 +
Cx2 +Dx+ E = 0 with,
/
A = 1
B = kex + kf + 3kISC + k0 + k− + k+
C = (kex + kf + 3kISC)(k0 + k− + k+)
+ 3kexkISC + k0k− + k0k+ + k−k+
D = (kex + kf + 3kISC)(k0k− + k0k+ + k−k+)
+ 2kexkISC(k0 + k− + k+) + k0 k− k+
E = (kex + kf + 3kISC)(k0 k− k+)
+ 2kexkISC(k0k− + k0k+ + k−k+)
(S3)
Additionally, we define the rate of detected photons as,
R =
kf kex k0 k− k+ η
E
(S4)
where η is the collection efficiency of the optical setup. Using Vieta’s formula
[2], we can relate the coefficients of the polynomial to sums and products of its
roots.
−B = λ1 + λ2 + λ3 + λ4
C = (λ1λ2) + (λ1λ3) + (λ1λ4)
+ (λ2λ3) + (λ2λ4) + (λ3λ4)
−D = (λ1λ2λ3) + (λ1λ2λ4) + (λ1λ3λ4)
+ (λ2λ3λ4)
E = λ1 λ2 λ3 λ4
(S5)
S1.2 Extraction of ki parameters
Using S3 and S5, the rates kT+ , kT− and kT0 can be expressed as a combination
of the decay rates and their pre-exponential terms. The extracted triplet de-
population rates are shown in fig. 4 (d). After some substitutions, kex can be
expressed as
k2ex −Bn kex + Cn +Rn = 0
where,
Bn = B − k0 − k− − k+
Cn = C − (k0k− + k0k+ + k−k+)
−Bn(k0 + k− + k+)
Rn =
R E
k0 k− k+η
(S6)
Thus kex can be written as,
kex =
1
2
(Bn −
√
Bn
2 − 4(Cn +Rn) (S7)
3
The extracted values of kex as a function of the measured excitation power is
plotted in fig. 4 (e). The other rates are expressed similarly,
kf =
Rn
kex
, kISC =
Cn
kex
(S8)
The observed intensity dependence of kISC is phenomenological included in the
rate equation as
S˙0 = −kexS0 + kfS1 + k0T0 + k−T− + k+T+
S˙1 = kexS0 − kfS1 − kISCS1 − kex β S1
T˙+ =
kISC
3
S1 − k+T+
T˙− =
kISC
3
S1 − k−T−
T˙0 =
kISC
3
S1 − k0T0 + kex β S1
(S9)
For simplicity, we have added the intensity dependent population transfer path-
way only to the long lived triplet sub-level. Using the modified rate equations,
we obtain kISC =
Cn
kex
+ βkex, where β describes the absorption cross section.
This second absorption cross section is estimated from the slope of kISC .
S2 Optical Dipole and Spin-Spin Tensor Orien-
tations
Here we consider all possible HOMO and LUMO pairs that can be formed from
the vacancy-centered MOs in C2v or C1h symmetry. By evaluating the optical
dipole moment of the ground to first excited singlet transition and the spin-spin
tensor components of the intermediate triplet, we identify those pairs that are
consistent experiment.
To begin let the the HOMO be denoted as a and the LUMO as b. The ground
configuration is a2 and the first excited configuration is ab. The corresponding
orbital states are: φg = aa and φe = ab, respectively. The term states of these
configurations are formed by taking direct products of the orbital state with
their associated spin states and then applying a Slater determinant to enforce
electron interchange anti-symmetry. The resultant electronic states, ΦS,ms;Γ,
have well defined total spin S, spin projection ms, and orbital symmetry. Since
the defect has low symmetry, like C1h and C2v, the orbital symmetry is given by
the simple product of the symmetries its constituent orbital states. These are
4
C1h C2v
Γ dˆ Vˆss dˆ Vˆss
A1 x, z x
2, y2, z2, xz x x2, y2, z2
B1 x, z x
2, y2, z2, xz z xz
B2 y xy, yz y xy
A2 y xy, yz − yz
Table S1: The linear and quadratic operator symmetry selection rules for
〈A1|Oˆ|Γ〉 where Oˆ is either the electric-dipole operator dˆ or the orbital spin-spin
tensor Dˆij .
defined explicitly as∣∣Φ0,0;φg〉 = |aa¯)
|Φ0,0;φe〉 =
1√
2
(∣∣ab¯)− |a¯b))
|Φ1,ms;φe〉 =

|ab) ms = −1
1√
2
(∣∣ab¯)+ |a¯b)) ms = 0∣∣a¯b¯) ms = 1 (S10)
where |·) denotes a Slater determinant. In this basis, we can exploit orbital
symmetry to simplify evaluation of the transition dipole matrix elements. First,
the multi-electron electric-dipole matrix elements can be written in terms of the
single MOs as follows〈
Φ0,0;φg
∣∣dˆ∣∣Φ0,0;φe〉 = 1√
2
(aa¯| dˆ(∣∣ab¯)− |a¯b))
=
2√
2
〈a|dˆ|b〉 (S11)
where dˆ = e(xxˆ+ yyˆ + zzˆ) is the electric dipole operator where we have defined
the ST1 coordinate system such that zˆ||[110] and xˆ is in the z-symmetry plane
of the defect. Now it suffices to estimate this matrix element for all unique
HOMO and LUMO pairs. In table S1, we apply the symmetry selection rules for
the electric dipole operator to determine the non-zero matrix elements for C2v
and C1h, respectively. In C1h, we cannot distinguish x and z orientated dipoles
directly from symmetry. Thus, for some HOMO/LUMO pairs we need to directly
estimate the matrix elements. We do this by expanding the MOs in terms of their
atomic orbitals, neglecting orbital overlap, and applying geometric arguments to
simplify the matrix elements. For example, consider the HOMO/LUMO pair
5
xˆzˆ
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Figure S2: A sketch of the nuclear geometry and atomic orbitals of the viewed
along the yˆ direction. The vacancy V , and atomic orbitals, c1 and c2, are in the
the xz-plane. The c3 orbital lies in the out-of-plane direction. The mean position
of the electron density is marked by a black circle and its in-plane positions are
labelled by 〈x〉 and 〈z〉. The variance of c1 with along the orientation of the
bond is marked by ∆.
(a1, b1). The dipole matrix element is
〈a1|dˆ|b1〉 = e 〈c1 + c2|xxˆ+ zzˆ|c1 − c2〉
= e([〈x〉1 − 〈x〉2]xˆ+ [〈z〉1 − 〈z〉2]zˆ
− 2[ 〈c1|x|c2〉 xˆ+ 〈c1|z|c2〉 zˆ])
≈ e([〈x〉1 − 〈x〉2]xˆ+ [〈z〉1 − 〈z〉1]zˆ)
where 〈z〉1 is the expectation value of z with respect to the c1 atomic orbital. As
depicted in fig. S2, the c1 and c2 orbitals are both centered in the xz-plane at the
same mean x position and anti-symmetric mean z positions. Hence, the orbital
integrals are related such that: 〈c1|x|c1〉 = 〈c2|x|c2〉 and 〈c1|z|c1〉 = −〈c2|z|c2〉.
This means that the the x-component of the integral cancels out, leaving
〈a1|dˆ|b1〉 ≈ 2e 〈z〉1 zˆ (S12)
An analogous argument applied to the other ambiguous HOMO/LUMO pair:
(a′1, b1), yields 〈a′1|dˆ|b1〉 ≈ 2e 〈z〉1 zˆ.
Next, to calculate the orientation of the major spin axis of the defect, we
need to evaluate the components of the triplet level’s spin-spin interaction. The
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zero-field spin Hamiltonian of the triplet is
Hˆ = S ·D · S (S13)
where S = Sxxˆ+ Sy yˆ + Sz zˆ are the S = 1 spin operators and D is the spin-spin
tensor with components Dij = (φe| Dˆij |φe) and
Dˆij = C
[
δij
r3
− 3rirj
r5
]
(S14)
where C = 3µ0g
2
eµ
2
B/16pih, µ0 is the vacuum permeability, ge ≈ 2 is the free
electron g-factor and µB is the Bohr magneton. The vector distance between the
two electrons is r = r2 − r1, the magnitude of this vector is defined as r, and ri
is its components in the x, y, or z directions. We apply symmetry selection rules
to simplify the evaluation of these tensor components in table S1. In C2v, the
only quadratic operators that transform as the trivial representation are x2, y2,
and z2. These, in addition to xz, form the basis of quadratic operators in C1h
that transform as the trivial representation. Hence, it suffices to calculate the
two electron integrals 〈Dxx〉, 〈Dyy〉, 〈Dzz〉 and 〈Dxz〉 for each HOMO/LUMO
pair.
As we did with the dipole moment, we expand the non-zero terms in the
basis of atomic orbitals. The resulting expression is still too difficult to integrate
directly. The dominant contributions to the tensor component can be evaluated
by extending the semi-classical approximation introduced in Doherty et al. [3].
The approximation corresponds to the replacement〈
δij
r3
− 3rirj
r5
〉
αβ
→ 1|〈r1〉 − 〈r2〉|3
− 3(〈ri〉 〈rj〉 −∆ij)|〈r1〉 − 〈r2〉|5
(S15)
where α, β are atomic orbitals, such that 〈r1〉 = 〈α|r1|α〉 and 〈r2〉 = 〈β|r2|β〉 is
the mean position of the electrons occupying the α and β sp3 orbitals. The first
term can be interpreted physically as the interaction between electrons at their
mean positions. The 〈ri〉 〈rj〉 component of the second term accounts for the
mean relative positions of the electrons. This second term also includes
∆ij = 〈αβ|rirj |αβ〉 − 〈αβ|ri|αβ〉 〈αβ|rj |αβ〉 (S16)
which is the co-variance in the electron position along the ij axis. These
approximate terms can be estimated by applying geometric arguments on a
case by case basis for each of the HOMO/LUMO pairs. We can use the same
arguments as the electric dipole case to simplify the mean positions. We estimate
∆ij by considering the electron distribution of each sp
3 bond. Each atomic
orbital has a major axis along the line between the vacancy and the orbital’s
center. We define two minor axes perpendicular to the major axis, one in-plane
and the other out of plane. With these definitions, we note that the co-variance
in the major axis of each orbital is much larger than its co-variance in the minor
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axes. Applying this to our example, the (a1, b1) pair, the variance ∆yy ≈ 0 and
∆xz ≈ ∆xx ≈ ∆zz. Accordingly, the spin-spin tensor takes the form
〈D〉 ≈ C
A−B 0 B0 A 0
B 0 −2A+B
 (S17)
where A = 4/ 〈rz〉3 and B = 12∆xz/ 〈rz〉5. The off-diagonal terms imply that the
major spin axis is not exactly in the [110] direction. Rotating the spin-spin tensor
around the yˆ gives us the offset of spin-quantization major axis, i.e. finding a
rotation such that M(θ)
−1
DM(θ) is diagonal. Solving this equation and Taylor
expanding the result we find that (to first order) θ ≈ B/(2B − 3A). Given that
the variance is much smaller that the mean, B << A, we claim that θ ≈ 0. With
this result, we can conclude that the major spin axis and electric dipole of the
(a1, b1) pair are co-aligned in the [110] (zˆ) direction, and the spin minor axis is
in the xˆ direction.
(HOMO, LUMO) Γ Dipole Moment Spin Axis
(a1a
′
1) A1 x x
(a1b1) B1 z z
(a′1b1) B1 z x
(a1b2) B2 y x
(a′1b2) B2 y y
(b1b2) A2 y
† x
†This dipole moment is not allowed in C2v in symmetry.
Table S2: A table of the properties of each HOMO/LUMO pair. It includes the
symmetry of the excited electronic state, the orientation of the dipole moment
and the major spin quantization axis for each pair.
The orientations electric-dipole moment and spin-quantization axis for each
of the HOMO/LUMO pairs in table S2. In the defect coordinate system zˆ
and yˆ are the in-equivalent [110] directions. Hence, the only HOMO/LUMO
pair which are consistent with experiment are: (a1, b1) and (a
′
1, b2) because
the electric-dipole moment and spin-quantization axis are in the zˆ yˆ directions.
Further, our estimates predict that in both configurations the electric-dipole
moment and spin quantization are co-linear to first order.
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