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ATOMIC PSEUDO-VALUATION DOMAINS
ELIJAH STINES
Abstract. Pseudo-valuation domains have been studied since their
introduction in 1978 by Hedstrom and Houston. Related objects,
boundary valuation domains, were introduced by Maney in 2004.
Here, it is shown that the class of atomic pseudo-valuation domains
coincides with the class of boundary valuation domains. It is also
shown that power series rings and generalized power series rings
give examples of pseudo-valuation domains whose congruence lat-
tices can be characterized. The paper also introduces, and makes
use of, a sufficient condition on the group of divisibility of a domain
to guarantee that it is a pseudo-valuation domain.
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1. Introduction
Given an integral domainR, a prime ideal I ofR is said to be strongly
prime if, for every a, b ∈ QF (R) (the quotient field of R), ab ∈ I implies
either a ∈ I or b ∈ I. In their 1978 paper [3], Hedstrom and Houston
investigated the class of (integral) domains where every prime ideal is
strongly prime. They named these domains pseudo-valuation domains.
Recall that a domain V is a valuation domain if, for every a ∈
QF (V ), either a ∈ V or a−1 ∈ V . An equivalent definition of PVDs
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is that they are the domains R which have unique valuation overrings
having the same po-set of prime ideals.
Definition 1.1. Given a domain R in which every nonzero element can
be factored into unique lengths of irreducibles (in other words, R is a
half factorial domain or HFD), R is a boundary valuation domain or
BVD if every element of the quotient field of R with more irreducibles
on the numerator is in R itself. That is to say, for every a
b
∈ QF (R)
with irreducible factorization π1...πn
η1...ηm
, with n > m, a
b
∈ R.
The interplay between PVDs and their valuation overrings was ex-
amined implicitly by Maney in [4]. In that paper, the class of all BVDs
was characterized solely in terms of necessary and sufficient divisibility
properties. The main result of the present paper is a complete charac-
terization of all atomic PVDs in terms of their divisibility properties. It
is shown that the class of atomic PVDs is precisely the class of BVDs.
This characterization is an important tool for the study of the structure
of domains by using their divisibility properties.
In addition, we use the investigation of the divisibility structure of
PVDs to construct the lattice of all congruences for domains R of a
certain subclass of PVDs, those arising from restricting coefficients of
power series rings. Taking this notion a step further, it is seen that
many more examples of PVDs can be constructed in a similar fashion
by generalizing the exponents from a power series ring.
2. Preliminary Facts
It is essential to recall some basic facts about groups of divisibility
and ordered groups from [1] and [5]. It is also necessary to record some
facts about PVDs proved in [3] that are relevant to this investigation.
Definition 2.1. Given a group G with a partial order ≤ on the set
G, we say that G is a partially ordered group (po-group) if, for all
a, b, c ∈ G with a ≤ b, ca ≤ cb and ac ≤ bc. Furthermore, given a po-
group G, define G+ = {a ∈ G|0 ≤ a} which will be called the positive
cone of G.
Po-groups G and H are said to be order isomorphic, symbolically
G ∼=o H , if there exists a group isomorphism φ : G → H such that
both φ and φ−1 are order preserving. It is evident that a group homo-
morphism φ is order preserving if and only if φ(G+) ⊂ H+.
Definition 2.2. Let R be a domain. We denote the subset of nonzero
elements R♯ and group of units U(R). The group of divisibility of R is
the quotient group G(R) := QF (R)♯/U(R). For any integral domain,
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G(R) is partially ordered by divisibility |, meaning αU(R) ≤ βU(R) if
and only if α|β, that is ∃ r ∈ R such that αr = β.
Proposition 2.3. [3] The set of prime ideals of a PVD R is linearly
ordered. As a consequence of, all PVDs are local.
The following theorem shows the importance of the unique maximal
ideal M of a PVD.
Theorem 2.4. [3] For a given local domain R with maximal ideal M ,
the following are equivalent:
(1) R is a PVD;
(2) R has a unique valuation overring V with maximal ideal M ;
(3) R has a unique maximal ideal M and M is strongly prime;
(4) There exists a valuation overring V in which every prime ideal
of R is a prime ideal of V .
3. PVDs From Lexicographic Sums
In this section, conditions are placed on the group of divisibility of
a domain R, sufficient for R to be a PVD. First, recall the following
definitions from ring theory and the theory of po-sets.
Definition 3.1. A subset S of a ring R is said to be saturated mul-
tiplicative if it is a wall under multiplication. That is, xy ∈ S if and
only if x ∈ S and y ∈ S.
Definition 3.2. For a po-set X , a subset C is convex if, whenever
a, b ∈ C with a ≤ b, then c ∈ C whenever a ≤ c ≤ b. Furthermore,
if X is a po-group a subset C is directed if every element of C can be
written as a difference of positive elements.
Definition 3.3. For abelian po-groups A and B, there is a po-group
A ◦ B, called the lexicographic sum of A and B. The group structure
on A ◦ B is that of A ⊕ B, the direct sum of A and B, with order
relation (a1, b1) ≤ (a2, b2) if and only if a1 < a2 or a1 = a2 and b1 ≤ b2.
The other common partial order on the group A ⊕ B is the product
order, where (a1, b1) ≤ (a2, b2) if and only if a1 ≤ a2 and b1 ≤ b2. The
po-group with this partial order will be denoted A⊕ B.
The following theorem, proved in [6], provides insight into the inter-
play between the structure of the group of divisibility of a domain and
the structure of the domain itself.
Theorem 3.4. [6] Let R be a domain and G(R) its group of divisibility.
Then there is a one to one order reversing correspondence between the
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saturated multiplicative subsets of R and the convex directed subgroups
of G(R).
The results that follow show that if the group of divisibility of a
domain is a lexicographic sum of a linearly ordered group and a trivially
ordered group (an antichain group), then R is a PVD. It is not clear,
however, if this condition on the group of divisibility is necessary for R
to be a PVD.
Lemma 3.5. If R is a domain with G(R) ∼=o L ◦ A, where L is lin-
early ordered and A is trivially ordered, then the set of convex directed
subgroups is linearly ordered.
Proof. Suppose M and N are two convex directed subgroups of G(R).
Since the order isomorphism holds, we know thatM and N correspond
to two convex directed subgroups in L ◦ A. We would like to prove
that the groups M and N are related by inclusion. Since M and N are
convex directed, they are generated by their positive elements. Suppose
that m ∈ M+. If m ≤ n for some n ∈ N+, then m ∈ N+, because
N+ is convex directed and M ⊆ N . Alternatively, if for every n ∈ N+
we have n ≤ m, then N ⊆ M . The only other case to consider is
that there exists an n ∈ N+ such that n is incomparable to m, which
means if m 7→ (l1, a1) in L ◦ A and n 7→ (l2, a2), then l1 = l2 and
a1 6= a2. So we have that (l1, a1) ≤ (2l1, 2a2) since l1 ∈ L and l1 ≥ 0.
Thus (l1, a1) ≤ (2l1, 2a2) = (2l2, 2a2) = 2(l2, a2) which corresponds to
2n ∈ N+, hence m ≤ 2n, m ∈ N+, so M ⊆ N and the set of convex
directed subgroups is linearly ordered. 
Lemma 3.6. Let R be as in Lemma 3.5. Then:
(1) The set of prime ideals of R is linearly ordered.
(2) The domain R is local.
Proof. From Lemma 3.5, the set of convex directed subgroups of R
is linearly ordered. By Theorem 3.4, there is a one-to-one order cor-
respondence between the convex directed subgroups of G(R) and the
saturated multiplicative subsets of R. Thus, the saturated multiplica-
tive subsets of R are linearly ordered by set inclusion as well. If P1,
P2 are prime ideals of R and each prime ideal is the complement of a
saturated multiplicative subset in R, we may say that S1 = RrP1 and
S2 = R r P2 where S1 and S2 are saturated multiplicative subsets of
R. Without loss of generality suppose that S1 ⊆ S2, so we have that
P2 ⊆ P1 and the prime ideals of R are linearly ordered. Thus, since
Max(R) is nonempty, Max(R) = {M} for M some maximal ideal of
R. Further, we know that M = RrU(R) because U(R) is a saturated
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multiplicative subset. Therefore, R r U(R) is a prime ideal of R and
M ⊆ RrU(R), so from M being maximal and the set of prime ideals
being linearly ordered we have M = Rr U(R).
Since the set of prime ideals of R is linearly ordered by set inclusion,
if there were two maximal ideals, they would be comparable under set
inclusion. This clearly shows that R is a local domain. 
Lemma 3.7. Let R be as in Lemma 3.5. Then the maximal ideal of R
is strongly prime.
Proof. From Lemma 3.6 we know thatR has a unique maximal idealM .
Suppose that α,β ∈ QF (R) the quotient field of R, such that αβ ∈ M .
We want to show that α ∈ M or β ∈M . First, note that αβ = 0 if and
only if α = 0 or β = 0 since R is a domain, hence α ∈ M or β ∈ M .
Alternatively, if αβ 6= 0 then since αβ ∈ M then αβ corresponds to
αβU(R) in G(R) and that corresponds to (l1 + l2, a1 + a2) > (0, 0) in
L ◦ A. This is because all elements in G(R) map to positive elements
in L ◦A, thus l1+ l2 > 0 so l1 > −l2 so if l1 > 0 then α ∈M otherwise
l1 ≤ 0 means that l2 > 0 and β ∈ M and thus α ∈ M or β ∈ M and
M is strongly prime and R is a PVD. 
Theorem 3.8. If R is a domain with G(R) ∼=o L ◦ A, where L is
linearly ordered and A is trivially ordered, then R is a PVD.
Proof. From Lemma 3.6 we have that R must have a unique maximal
ideal. From Lemma 3.7 we see that this maximal ideal must be strongly
prime. From Theorem 2.4, this is enough to show that R is a PVD.

Integral domains R where G(R) satisfies the conditions of Theorem
3.8 are quite common. Section 4 contains many different kinds of ex-
amples. Further, all valuation domains are included in this collection,
as is the class of all BVDs.
4. A Particular Class of PVDs
In this section, the congruence lattices of rings from a class of PVDs
are characterized. The goal of this section is to represent the lattice
of congruences of integral domains of the form K + XF [[X ]], where
K ⊆ F is a field extension.
Example 4.1. LetK ⊆ F be a field extension. Then R = K+XF [[X ]]
is a PVD. This is because V = F [[X ]] is an overring of R and V is a
valuation domain. Also, R and V are local with maximal ideal 〈X〉.
So G(R) ∼=o G(V ) ◦ U(V )/U(R). However G(V ) ∼=o Z, U(V ) ∼= F ♯,
and U(R) ∼= K♯. So, we have that G(R) ∼=o Z ◦ F ♯/K♯.
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Figure 1. A portion of the divisibility relation on F2 +XF4[[X ]]
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〈0〉
Figure 2. Hasse diagram of principal ideals of F2 +XF4[[X ]]
Taking Example 4.1, examining a specific field extension K ⊆ F , and
constructing the entire lattice helps motivate a more general method
to handle all field extensions.
Example 4.2. Consider F = F4 = {0, 1, a, b}, the four element field,
and K = {0, 1}. Then from Example 4.1, G(R) ∼=o Z◦{1, a, b}/{1}, or
equivalently G(R) ∼=o Z ◦ {1, a, b}, where the second factor is ordered
trivially. Thus, the Hasse diagram in Figure 1 extended below and
above for every element of Z represents the dual of the entire po-set of
principal ideals of R.
As in any integral domain, the dual of the positive cone of G(R) rep-
resents the order relationship between the principal ideals. Therefore
the principal ideals of R correspond to the Hasse diagram in Figure 2.
Now, all that is needed to complete the Hasse diagram of the congru-
ences of R is the meets and joins of the principal ideals. This is trivial
by looking at a specific natural number and computing the meets and
joins there. So, consider the three ideals corresponding to the gen-
erators (n, 1),(n, a), and (n, b). These ideals are generated by power
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Figure 3. Congruence lattice of R
series with lowest term Xn, aXn, and bXn respectively. Therefore,
since the joins are taken by linear combinations of the generators of
these principal ideals, we have that (n, 1) ∨ (n, a) = (n, a) ∨ (n, b) =
(n, 1) ∨ (n, b) = 〈F4Xn〉. This ideal may be identified by just 〈Xn〉V
where the subscript denotes the fact that the generation of the ideal
takes place in the valuation overring.
It is also evident that (n, 1)∧(n, a) = (n, 1)∧(n, b) = (n, a)∧(n, b) =
〈Xn+1〉V . So finally the Hasse diagram of the congruence lattice of R
is as in Figure 3.
As one may see, even the simplest examples of these constructions
of PVDs have congruence lattices that are highly non-distributive.
The motivation for the generalization of this example to arbitrary
field extensions comes from the construction of the meets and the joins
of the principal ideals. Since the joins in particular can be expressed
as linear combinations (over K) of the generators of the two previous
ideals, this invites us to more thoroughly investigate the vector space
congruence structure of AG(F,K) (where K ⊆ F ), in order to generate
the non-principal ideals of K +XF [[X ]].
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Definition 4.3. For a po-set P with order relation ≤, we define the
dual poset P ∂ to be the poset over the set P with order relation ≤∂,
where a ≤∂ b if and only if b ≤ a.
Definition 4.4. Let K ⊆ F be a field extension. Then the poset of all
nonzero subspaces of F as a vector space over K is denoted AG(F,K).
Theorem 4.5. Let K ⊆ F be a field extension, then the lattice of
ideals of the power series ring R = K +XF [[X ]] is lattice isomorphic
to 1⊕ (N∂ ◦ AG(F,K))⊕ 1, where 1 is the one element lattice.
Remark 4.6. The structure of the above lattice can be decomposed
into three distinct parts:
(1) the first one-element lattice, representing the ideal 〈0〉;
(2) the lexicographic produce which first indexes the lowest power
occurring on the indeterminate inside the ideal and then com-
pares according to the number of generators required to create
the available leading coefficients;
(3) the last one-element lattice represents the entire ring.
It is certainly true that lexicographic products of po-sets do not
always result in lattices. In this case, however, identifying the full
vector space of F over K at a given coordinate n with the trivial
subspace in the next higher coordinate n − 1, it is as if the lattice
of subspaces of F over K were repeated once for each value n ∈ N,
resulting in a lattice.
Proof. The unique valuation overring of R is V = F [[X ]] which has
positive cone of divisibility order isomorphic to N. Also, recall, as a
consequence of Example 4.1, that the poset of nonzero elements of R
ordered under divisibility R♯/U(R) is order isomorphic to V ♯/U(V ) ◦
U(V )/U(R). Therefore, when identifying a principal ideal of R we may
refer to an ordered pair (n, α), where n ∈ N and α ∈ U(V ) is a coset
representative for αU(R). Of course, the largest principal ideal is (0, 1),
which corresponds to the entire ring, and the smallest is 〈0〉, since the
principal ideals are ordered dually to the lattice of divisibility.
Let L be the lattice of ideals of R. Then any nonzero ideal I ∈ L can
be expressed as a join of principal ideals I =
∨
λ∈Λ
(nλ, αλ) for an indexing
set Λ. Recall, that any principal ideal (n, α) ⊆ (m, β) if and only if
m > n or m = n and αβ−1 ∈ U(R). So, let N = inf
λ∈Λ
nλ, which exists
since the ideal generated is not the zero ideal. Then I =
∨
σ∈Σ
(N,αΣ)
for Σ = {λ ∈ Λ| nλ = N}.
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V1
V2
...
〈0〉
Figure 4. Basic structure of congruence lattice
At this point, the join of the principal ideals involved can be ex-
pressed as their sum up to multiples from R. Since each principal ideal
contains all series with degree lower than N we need only consider unit
multiples (from R) acting on the generating set. So, in reality
I =
∨
σ∈Σ
(N,ασ) =
〈
xNα
∣∣∣∣α ∈
∑
σ∈Σ
ασβλ and β ∈ K
〉
Thus, the lattice of ideals L is isomorphic to Figure 4 where Vk are
copies of the poset of nontrivial subspaces of the vector space AG(F,K)
where the elements generated in that subspace show up as the available
coefficients on the lowest term of the series of degree k. In short L ∼=
1⊕ (N∂ ◦ AG(F,K))⊕ 1 (in the category of lattices) as desired. 
This section concludes with one final example which examines the
entire lattice of ideals of a PVD of type K +XF [[X ]].
Example 4.7. Let R = Q+X(Q[ 3
√
2])[[X ]]. It is impossible to give an
entire description of the lattice of ideals of R since AG(Q[ 3
√
2],Q) is in-
finite, but it is possible to model what happens with selected elements.
We can observe this in the lattice of Figure 5.
This method can be easily generalized to any field extension, but
becomes very difficult to realize as the degree and the complexity of
the field extension increases.
5. PVDs from Generalized Power Series
In the previous section, a source of PVDs was obtained from restrict-
ing the leading coefficients of power series over a field. Another source
of PVDs is found by restricting the generalized power series from Riben-
boim’s [7]. This method allows one to construct many PVDs which are
not necessarily atomic, as is exhibited.
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Figure 5. Congruence lattice of Q+X(Q[ 3
√
2])[[X ]]
Definition 5.1. A commutative monoid M on a po-set under ≤ is
called a linearly ordered monoid if ≤ is a total order and if, for every
a, b, c ∈M , with a ≤ b, ac ≤ bc.
Definition 5.2. A po-set X is said to be narrow if each induced an-
tichain is finite. A po-set X is said to be Artinian (Noetherian) if there
are no infinite decreasing (increasing) sequences in X .
Generalized power series over rings R are given by specifying a par-
tially ordered monoidM . The usual power series are given by consider-
ing generalized power series over rings with monoid N. The definition
is as follows.
Definition 5.3. Given a ring R and a partially ordered monoidM , the
generalized power series ring denoted A = R[[M ]] is the collection of
functions f :M → R with support on a narrow, Artinian subset of M .
Addition is given by (f+g)(m) = f(m)+g(m) and multiplication given
by the convolution (f ∗ g)(m) = ∑
m1∈M
f(m1)g(m−m1). If, in addition,
M is linearly ordered, the support of each function is well ordered and
we may define the minimum of the support, denoted min(f).
Given an element m ∈M , we may define the delta function centered
at m as δm(x) := δmx, the Kronecker delta.
The units of generalized power series have been characterized in a
similar fashion to those of classical power series. The theorem is stated
for the special case that R is a field.
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Proposition 5.4. [7] Let A = R[[M ]] be a generalized power series
where R is a field. Then U(A) = {f(m)|f(0) 6= 0}.
Of particular interest at present is when the partially ordered monoid
M is the positive cone of a linearly ordered group G. Generalized
power series rings of this type have been studied for some time and the
following result, due to Hahn in [2], is the standard example for a class
of rings showing that the classification in terms of a group of divisibility
has at least one ring for each isomorphism class of po-groups.
Theorem 5.5. [2] The generalized power series ring R = F [[Γ+]] over
a field F and linearly ordered group Γ has group of divisibility G(R) ∼=o
Γ.
Proof. Given any element f ∈ R♯ we have that f = (δmin(f)) ∗ u where
u is a unit of R. So, given any element f
g
U(R) ∈ QF (R)♯/U(R), we
may write f
g
U(R) as
δmin(f)
δmin(g)
U(R).
Additionally,
δmin(f)
δmin(g)
∈ R if and only if min(g) ≤ min(f). This is
due to the fact that a delta function convolved with another function f
simply translates the support of f by the support of the delta function.
Therefore, the convolution of a delta function with another function f
is again a delta function if and only if f is a delta function.
We now consider the map
φ : G(R)→ Γ; δmin(f)
δmin(g)
U(R) 7→ min(f)−min(g)
It must be shown that φ is an isomorphism of po-groups. We know
that u ∈ U(R) if and only if min(u) = 0. Therefore φ is well defined
on cosets. Further, since min : R → Γ+ is an order preserving group
homomorphism, we have that φ(R/U(R)) ⊆ Γ+ so φ is order preserv-
ing and φ is a group homomorphism when extended to G(R). Since
φ(δγU(R)) = γ and φ(
1
δγ
U(R)) = −γ, φ is surjective. Finally, φ−1 is
order preserving, since φ−1(γ) = δγU(R) for all γ ∈ Γ+. 
Definition 5.6. Let K ⊆ F be a field extension. Let Γ be a linearly
ordered group with positive cone Γ+. The subring S of R = F [[Γ+]]
consisting of functions f , for which f(0) ∈ K is called the series ring
over K ⊆ F , with exponents in Γ+.
Lemma 5.7. The group of units of a series ring S over K ⊆ F is
U(S) = U(R) ∩ S.
Proof. Suppose that f ∈ S is a unit of S. This means there exists an
element of S so that f ∗ g = 1 ∈ S ⊆ R, which means f ∈ U(R). Now
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suppose that f ∈ U(R) ∩ S. This means f(0) ∈ F ♯ ∩K which means
f has an inverse in R whose component at 0 is in K. Thus g−1 ∈ S as
well. 
Theorem 5.8. Let S be a series ring over K ⊆ F , with exponents in
Γ+. Then G(S) ∼=o Γ ◦ F ♯/K♯.
Proof. Observe that every element of S♯ may be written as
f(min(f))δmin(f) ∗ u
where u ∈ U(S). It must be noted that f(min(f)) ∈ F ♯ and not
necessarily in K♯. In the case where f(min(f)) ∈ K♯,
f(min(f))δmin(f) ∗ u = δmin(f) ∗ v
Elements of the group of divisibility G(S) are therefore of the form
f(min(f))δmin(f)
g(min(g))δmin(g)
U(S). This notation is shortened for the rest of the proof
by identifying such an element with
αδ
f0
βδ
g0
U(S), where α, β ∈ F ♯ and
f 0 := min(f), g0 := min(g) ∈ Γ+.
Define
ψ : G(S)→ Γ ◦ F ♯/K♯; αδf0
βδg0
U(S) 7→ (f 0 − g0, α
β
K♯)
It must be shown that ψ is an isomorphism of po-groups. Observe
first that ψ is well defined on cosets. This is because ψ(U(S)) =
(0, K♯) = (f 0 − g0, α
β
K♯) = ψ(
αδ
f0
βδ
g0
) if α
β
∈ K♯ and f 0 − g0 = 0. To see
that ψ is an abelian group homomorphism, let
α1δf0
1
β1δg0
1
U(S),
α2δf0
2
β2δg0
2
U(S) ∈
G(S), then
ψ(
α1δf01
β1δg01
α2δf02
β2δg
0
2
U(S))
= (f 01 + f
0
2 − g01 − g02,
α1α2
β1β2
K♯) = (f 01 − g01,
α1
β1
K♯) + (f 02 − g02,
α2
β2
K♯)
which is clearly the sum of the images of the individual factors under
ψ. It is easy to see that ψ preserves inverses.
Observe that ψ is surjective by taking any γ ∈ Γ and any αK♯ ∈
F ♯/K♯ and writing it as the image ψ(αδγ)U(S) if γ ∈ Γ+, and
ψ(αδ0
δγ
U(S)) if −γ ∈ Γ+. Since Γ is linearly ordered, these are the only
possibilities.
It must be shown that ψ is an isomorphism of abelian groups. If
there were an element
αδ
f0
βδ
g0
U(S) such that ψ(
αδ
f0
βδ
g0
U(S)) = (0, K♯), then
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f 0 = g0 and α
β
∈ K♯ by the definition of ψ. That is to say, the minima
of the supports of f and g were equal and the ratio of the values at that
location was an element of K♯. Thus,
αδ
f0
βδ
g0
U(S) = U(S) by Lemma 5.7.
To show that ψ and ψ−1 preserve order, it is sufficient to show
that they preserve the positive cones of the po-groups. First, con-
sidering αδf0U(S) ∈ G(S)+ = S♯/U(R), we have that ψ(αδf0U(S)) =
(f 0, αK♯). Since αδf0 ∈ S♯, f 0 6= 0 and f 0 ∈ Γ+ or f 0 = 0 and α ∈ K♯,
in either case (f 0, αK♯) is in the positive cone of Γ ◦ F ♯/K♯.
Now suppose that (γ, αK♯) is in the positive cone of Γ◦F ♯/K♯. That
is, either γ 6= 0 and γ ∈ Γ+ or γ = 0 and α ∈ K♯. It is easily seen that
φ−1(γ, αK♯) = αδγU(S) ∈ R♯/U(S).

Corollary 5.9. Let S be a series ring over K ⊆ F , with exponents in
Γ+. Then S is a PVD.
Proof. This is a consequence of Theorem 5.8 and Theorem 3.8. 
This section concludes with some examples of PVDs coming from
series rings over K ⊆ F .
Example 5.10. Observe the following PVDs obtained by specifying a
coefficient field extension and a positive cone of an abelian po-group:
(1) The (nonatomic) PVDs with F = R, K = Q, and Γ = Z ◦ Z.
These domains behave similarly to Laurent series domains over
R with constant terms in Q and variables X and Y where Y
may have negative exponents.
(2) Series rings over field extensions K ⊆ F with Γ = R are another
class of nonatomic PVDs. These domains may be thought of as
formal power series with restricted leading coefficients where the
powers on the indeterminants are allowed to be any nonnegative
real number.
(3) The only atomic examples of generalized restricted power series
with Γ linearly ordered are the standard restricted power series
rings with Γ = Z. This is a consequence of the next section.
6. Classification of Atomic PVDs
In this section, Theorem 3.8 is used along with Maney’s classification
of BVDs in [4] to give several equivalent conditions for a domain R to
be an atomic PVD. There are many nonatomic PVDs, for example as
exhibited in the previous section.It is also seen that the assumption of
atomicity on a PVD R implies R is an HFD.
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Definition 6.1. Given an HFD R with quotient field QF (R), an over-
ring of R is any ring T such that R ⊆ T ⊂ QF (R). An overring
T is boundary positive if every element x ∈ T ♯ has at least as many
irreducibles of R on the numerator as the denominator. We say that
T is boundary complete if, for every x ∈ T ♯ with an equal amount of
irreducibles on the numerator and denominator, we have x ∈ R♯, which
is equivalent to x ∈ U(R).
Of particular interest at this point is the the classification of BVDs
in terms of their groups of divisibility, proven in [4].
Theorem 6.2. Let R be a domain with complete integral closure R′.
Then R is a BVD if and only if G(G) ∼=o Z ◦ U(R′)/U(R).
The main result of this paper is the characterization of the class
of atomic PVDs as domains whose group of divisibility is an element
of a certain isomorphism class of po-groups. This kind of result has
precedents in the literature. As previously mentioned, it was proven by
Hahn and referred to in [2] that V is a valuation domain if and only if
G(V ) ∼=o L for some linearly ordered group L. Two other classic results
referred to in [5] are that R is a UFD if and only if G(R) ∼=o
⊕
p∈P
Z with
P the set of prime elements and sum ordered under the cardinal order.
The other result is that R is a GCD domain if and only if G(R) is a
lattice-ordered group.
Theorem 6.3. For an integral domain R, the following are equivalent:
(1) R is a BVD;
(2) R is an HFD with boundary positive, boundary complete, valu-
ation overring V with G(V ) ∼=o Z;
(3) G(R) ∼=o Z ◦ U(V )/U(R) for some overring V of R;
(4) R is an atomic PVD.
Proof. (1)⇒ (2) For this implication we refer to Theorem 6.2 with the
overring V = R′, the complete integral closure of R.
(2) ⇒ (3) It must be shown that the group of divisibility G(R) ∼=o
Z ◦ U(V )/U(R) for an overring V of R. The overring used is the one
provided by assuming (2). Since V is an overring of R, it is evident
that the quotient field of V is the same as that of R. So, any element
α
β
∈ QF (R) may be written as zmu
znv
where z is the unique prime of the
rank-1 DVR overring V , n,m ∈ N, and u, v ∈ U(V ).
Construct set map
φ : G(R)→ Z ◦ U(V )/U(R); z
mu
znv
U(R) 7→ (m− n, uv−1U(R))
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This is a homomorphism of abelian groups. First, suppose that there
are two coset representatives for an element, that is,
zmu
znv
U(R) = z
muu′
znv
U(R). These elements map to the same pair
(m − n, uu′v−1U(R)) since U(R) ⊆ U(V ). This homomorphism also
preserves the operation of multiplication of quotient field elements as
zm1u1
zn1v1
zm2u2
zn2v2
= z
m1+m2u1u2
zn1+n2v1v2
. The kernel of φ is the set of all z
mu
znv
∈ QF (R)
such that m = n, and uv−1 ∈ U(R), which is simply the set U(R).
Finally, φ is surjective because, for every (m, vU(R)) ∈ Z◦U(V )/U(R)
we may write this as φ(zmvU(R)) if m ≥ 0, or φ( v
z−m
U(R)) if m < 0.
To conclude this implication it must be shown that the isomorphism
is, in fact, an order isomorphism of abelian groups. It is sufficient
to show the preservation of positive cones. Suppose that z
mu
znv
U(R) is
positive. that means z
mu
znv
∈ R. That means m ≥ n since, if not,
zmu
znv
6∈ V and R ⊆ V . If m > n, then zm−nuv−1 ∈ V is a non zero non
unit and is thus in R. If, on the other hand, m = n, to be in R means
uv−1 is in R and its inverse u−1v is also in R, which shows that φ is
order preserving. If (n, uU(R)) is a positive element of Z◦U(V )/U(R),
n > 0 in which case (n, uU(R)) = φ(znuU(R)) and znu ∈ R or n = 0
and u ∈ U(R), this means (n, uU(R)) = φ(uU(R)) and u ∈ R. This
finishes the verification that φ is, in fact, an isomorphism of po-groups.
(3) ⇒ (4) Since G(R) ∼=o L ◦ A, Theorem 3.8 states that R is a
PVD. We need only show that R is atomic. Let r ∈ R♯. It must
be shown that we may write r = ux1x2...xn where u ∈ U(R) and xi
are irreducibles. Since r ∈ R♯, the element rU(R) is in the positive
cone of G(R). This means φ(rU(R)) = (n, uU(R)) =
n−1∑
k=1
(1, U(R)) +
(1, uU(R)). Furthermore, since φ is an isomorphism of po-groups and
each (1, U(R)) and (1, uU(R)) is a minimal positive element of Z ◦
U(V )/U(R), φ−1(
n−1∑
k=1
(1, U(R)) + (1, uU(R))) is a product of minimal
positive elements of G(R), which equal rU(R). Thus, r may be written
as a product of minimal positive elements in G(R), which means that
R is atomic.
(4)⇒ (1) Suppose that R is an atomic PVD. To see that R is a BVD
it is sufficient to show that, for any x
y
U(R) ∈ G(R) with ∂R(xy ) 6= 0, we
have either x
y
or y
x
∈ R. Since R has a unique valuation overring V , we
have, without loss of generality, x
y
∈ V . The only way that x
y
∈ V rR
is if x
y
∈ U(V )rU(R), since V rR = U(V )rU(R). Suppose that, in
fact, x
y
∈ U(V ) r U(R). This means ∂V (xy ) = 0. But, since V and R
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share the same unique maximal ideal M , if ∂V (
x
y
) = 0, then ∂R(
x
y
) = 0,
contradicting our assumption. Therefore R is a BVD.

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