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Abstract
Three-dimensional (3-D) crack growth analysis is crucial for the assessment of structures
such as aircrafts, rockets, engines and pressure vessels, which are subjected to extreme load-
ing conditions. The analysis of 3-D arbitrary crack growth using the standard Finite Ele-
ment Method (FEM) encounters several difficulties. The singularities at crack fronts require
strongly refined finite element meshes that must fit the discontinuity surfaces while keeping
the aspect ratio of the elements within acceptable bounds. Fully automatic generation of
meshes in complex 3-D geometries satisfying these requirements is a daunting task.
Partition-of-unity methods, such as the Generalized FEM (GFEM), are promising can-
didates to surmount the shortcomings of the standard FEM in crack growth simulations.
These methods allow the representation of discontinuities and singularities in the solution
via geometrical descriptions of crack surfaces, that are independent of the volume mesh,
coupled with suitable enrichment functions. As a result, volume meshes need not fit crack
surfaces.
This work proposes an hp-version of the GFEM (hp-GFEM) for crack growth simula-
tions. This method provides enough flexibility to build high-order discretizations for crack
growth simulations. At each crack growth step, high-order approximations on locally refined
meshes are automatically created in complex 3-D domains while preserving the aspect ra-
tio of elements, regardless of crack geometry. The hp-GFEM uses explicit surface meshes
composed of triangles to represent non-planar 3-D crack surfaces. By design, the proposed
methodology allows the crack surface to be arbitrarily located within the GFEM mesh.
To track the crack surface evolution, the proposed methodology considers an extension
ii
of the Face Offsetting Method (FOM). Based on the hp-GFEM solution, the FOM provides
geometrically feasible crack front descriptions by updating the vertex positions and check-
ing for self-intersections of the edges. The hp-GFEM with FOM allows the simulation of
arbitrary crack growth independent of the volume mesh. Numerical simulations using the
hp-GFEM coupled with the FOM are corroborated by experimental data and experimental
observations.
As an alternative to large-scale crack growth simulations, this work combines the pro-
posed hp-GFEM with the generalized finite element method with global-local enrichment
functions (GFEMgl). The proposed method allows crack growth simulations with arbitrary
path in industrial level complexity problems while keeping the global mesh unchanged. Fur-
thermore, this method allows crack growth simulations without solving the entire problem
from scratch at each crack growth step. The GFEMgl for crack growth explores solutions
from previous crack growth steps, hierarchical property of the enrichment functions as well as
static condensation of the global-local degrees of freedom to expedite the solution process.
Numerical examples demonstrate the robustness, efficiency and accuracy of the proposed
GFEMgl for crack growth simulations.
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Chapter 1
Introduction
1.1 Motivation
Life prediction of engine components, structural members of aircraft fuselage, riser pipes
in offshore platforms and pipeline joints are examples of industrial problems in which 3-D
computational fracture mechanics analysis is broadly applied. In these cases, engineering
decisions must be based on accurate evaluation of crack front quantities such as energy release
rate and stress intensity factors. These quantities are, in turn, dependent on the accuracy
of the 3-D numerical analysis performed. Examples of 3-D numerical analysis applied to
fracture mechanics problems include fatigue crack growth assessment and crack growth with
cohesive models. However, accurate 3-D analysis of fracture mechanics problems is still a
challenging task.
Fatigue crack growth is not a deterministic problem. Most of the information introduced
in the models of fatigue is based on laboratory observations and experimental data. The
crack growth problem shows random behavior even when the experiments are performed
under highly controlled conditions. Virkler’s [133] and Ghonem-Dore’s [42] experiments
demonstrate that a crack propagates randomly even for specimens made of macroscopically
homogeneous material subjected to deterministic loads with constant amplitude.
The finite element method (FEM) has been broadly used for several years to assess fatigue
failure in industrial problems. The crack growth algorithms are usually based on quasi-static
incremental procedures in which a linear elastic finite element (FE) model is solved from the
scratch at each crack propagation step.
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The application of the FEM to crack growth problems faces several difficulties regarding
changes in mesh topology and excessive computational cost. These difficulties are usually
due to remeshing and the need for highly refined meshes in the crack surface and crack front
regions. Such modifications in the mesh are often necessary because of crack surface fitting
requirements of the FEM and accuracy of the solution.
Realistic crack growth simulations usually demand hundreds of crack propagation steps.
When applied to large models, the long run-time of the FEM analysis including topology
changes and remeshing required for each crack step makes the crack growth simulation
prohibitive. Ural et al. [132] analyzed fatigue crack growth of a single crack in a spiral
bevel pinion gear using a model based on linear elastic fracture mechanics with the FEM.
In their analysis, each crack propagation step took 4.5 hours on a teraflop supercomputer.
Furthermore, two-thirds of the total simulation time were spent in mesh topology changes,
remeshing and post-processing [132].
Partition of unity methods, such as the generalized finite element method (GFEM)
[9, 25, 72, 82, 118] and the extended finite element method XFEM [12, 77, 122], are promis-
ing candidates to overcome the difficulties in three-dimensional crack simulations. These
methods have the ability to analyze crack surfaces arbitrarily located within the finite ele-
ment mesh. The elements need not fit the crack surface. This feature of partition of unity
methods greatly facilitates mesh refinement and excludes the requirement for remeshing at
each crack growth step. Furthermore, mesh refinement can be applied in localized regions
of the discretization without excessive computational cost involved.
When applied to fracture mechanics problems, partition of unity methods usually rely on
a computational geometry technique to represent the enrichment functions that are used to
build the discontinuous and singular parts of the approximation. Belytschko and coworkers
coupled the XFEM with the level set method to simulate crack growth [20, 77]. Although
claimed to be simpler in geometric aspects, this approach suffers from fundamental limita-
tions, particularly when applied to problems in which the crack surface geometry is complex.
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Some of the drawbacks of the level sets method applied to crack growth problems are dis-
cussed in Section 1.2.4.
This work is aimed at developing a partition of unity based method which is able to deliver
high convergence rates for fracture mechanics problems. Moreover, this method is designed
to overcome the drawbacks found in the standard FEM as well as in existing partition of unit
methods for crack growth simulations. More details about the proposed method is presented
in the upcoming sections.
1.2 The hp-GFEM for fracture mechanics problems -
related work
This work presents an hp-extension of the generalized finite element method (GFEM) for
non-planar 3-D crack surfaces. The proposed method facilitates the creation of high-order
enrichment functions on locally refined meshes. The hp-GFEM allows the crack surface to
be arbitrarily located within a finite element mesh. The proposed hp-GFEM can provide
accurate solutions and high convergence rates for stress intensity factors of 3-D fracture
mechanics problems.
The proposed discretization process applies p-hierarchical enrichment to meshes strongly
graded around 3-D crack fronts. Both the p-enrichment and the h-refinement are fully
automated, and thus the proposed hp methodology can be applied to initial finite element
meshes that are arbitrarily coarse and to crack surfaces of arbitrary shape.
The remainder of this section briefly surveys the application of partition of unity methods
to fracture mechanics problems. It also highlights some contributions of the present study
to three-dimensional fracture analysis with partition of unity methods.
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1.2.1 H -extension for partition of unity methods
In the standard FEM, h-refinement is usually applied in the region of the domain where the
solution is singular, for instance, along the crack front in 3-D crack analysis. The size of the
elements along the crack front is reduced in order to isolate the effects of singularity from
the solution in the rest of the analysis domain. However, localized h-refinement in three-
dimensional crack growth analysis with FEM often requires local remeshing of non-convex
domains as well as global remeshing to prevent element distortion. This process leads to high
computational cost. In some cases, these changes in mesh may require human intervention,
which makes the automation of the process difficult.
H-refinements can be easily applied in the GFEM since the volume mesh need not fit
the geometrical representation of crack surfaces. This greatly facilitates the construction of
strongly graded meshes in the neighborhood of crack fronts while preserving the aspect ratio
of the elements. In the present work, the refinement along the crack front is performed by
bisecting the elements that intersect the crack front and then bisecting neighbor elements in
order to recover a conforming discretization. The marked-edge algorithm [6, 10] is applied
to select the edges of the elements. This algorithm ensures that the aspect ratio of the
elements used in the approximation is not deteriorated during refinement. In addition, the
marked-edge algorithm guarantees that the refinement does not spread over large regions of
the mesh when repeatedly applied.
Although the GFEM is able to use analytical solutions as enrichment functions around
the crack front in order to represent the singularity of the solution, h-refinement is still
required. Some of the reasons for localized refinement include:
• Crack front enrichment functions based on the Westergaard solution around a crack
tip assume that the crack surface is planar in the direction of the ξ1-axis, as illustrated
in Figure 2.3. This requires that a crack surface inside of a cloud (i.e. a set of elements
connected to a given node, see Figure 2.2) enriched with the Westergaard solution
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has to be planar. Therefore, since the goal of the present work is to model non-planar
cracks, a cloud in the conditions listed above has to be small such that the crack surface
inside of its domain is planar;
• A combination of h- and p-extensions of a finite element method is able to deliver
exponential convergence rates for fracture mechanics problems [125];
• A localized h-refinement is often required for accurate representation of crack front en-
richment functions when analyzing fracture mechanics problems with arbitrarily curved
crack fronts as shown in Section 2.5.4. The localized h-refinement is also required for
straight crack fronts to capture the triaxiality of the crack front solution in surface
breaking crack problems as illustrated in Section 2.5.1.
Strongly graded meshes are not a common practice in partition of unity methods. The
mesh refinement used in most XFEM simulations of fracture mechanics problems found in the
literature [15, 44, 77, 122] use quasi-uniform meshes. However, as illustrated in Section 2.5.1,
simulations of fracture mechanics problems using quasi-uniform meshes lead to inaccurate
and computationally expensive results.
1.2.2 Continuous and discontinuous polynomial enrichment
functions
Based on the construction of continuous polynomial approximations, this Section classifies
the techniques to improve the polynomial order of partition of unity based methods into two
groups: hierarchical and non-hierarchical. Hierarchical continuous polynomial enrichment
functions are built from a linear partition of unity. This technique achieves the desired
polynomial order by multiplying the partition of unity by high-order polynomials. The non-
hierarchical technique improves the polynomial order of the approximations by increasing
the polynomial order of the partition of unity, like in the standard FEM. Both techniques
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construct discontinuous enrichment functions by multiplying the continuous approximations
described above by a discontinuous function, such as Equation (2.7).
Early developments of p-hierarchical enrichment of arbitrary degree for the GFEM can be
found in the works of Duarte et al. [82] and Taylor et al. [128]. In their works, the method is
applied to 2-D linear elastic problems. P -hierarchical GFEMs for three-dimensional elasticity
problems with edge-singularities, of which a crack is a special case, were first proposed in
[24, 25]. Quadratic XFEM approximations for 2-D fracture problems have been presented in
Stazi et al. [116], Wells and Sluys [137], and Mariani and Perego [70]. Cubic approximations
are discussed in the work of Laborde et al. [59]. Their high order approximations are based
on non-hierarchical Lagrangian shape functions.
Duarte et al. [29] have proposed a high-order GFEM for through-the-thickness branched
cracks in which the displacement field is enriched with high-order p-hierarchical GFEM
approximations. They have consistently used high-order hierarchical GFEM approximations
for single and multiple branched cracks that are planar through the thickness of the analysis
domain. In their work, the concept of the so-called high-order step function is introduced.
Their high-order enrichment functions are applied to the GFEM approximation using the
partition of unity concept with linear FE shape functions. A brief comparison between
Lagrangian and p-hierarchical GFEM enrichment functions is presented in [29].
The hierarchical GFEM enrichment has linear dependence issues and they are addressed
in [25]. However, there are several advantages in using hierarchical p-enrichment and some
of then include:
• In contrast to the Lagrangian p-enrichment approach, hierarchical p-enrichment greatly
facilitates mesh generation, specially in 3-D problems, because all additional degrees
of freedom are concentrated at the linear element nodes [29];
• Hierarchical p-enrichment has some computationally favorable properties of non-zero
structure of the stiffness and mass matrices. Further discussion on this topic can be
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found in [25, 82, 128];
• In the hierarchical enrichment, all lower-order shape functions are contained in the
higher-order shape functions [125]. As a consequence, the stiffness matrix and load
vector of lower-order elements are always embedded in the stiffness matrix and load
vector of higher-order elements. Therefore, the computational cost spent in solving
the resulting global system of equations can be saved for successive p-convergent based
analyses.
The p-hierarchical enrichment developed here is an extension of the approach presented
in [29] to the case of non-planar 3-D crack surfaces. The high-order continuous and dis-
continuous approximations are able to deliver optimal convergence rates. The theoretical
formulation of p-hierarchical polynomial enrichment functions is presented in Section 2.2.
1.2.3 Crack front enrichment functions and crack front modeling
In order to represent the singularity of the solution in linear elastic fracture mechanics
problems, enrichment functions based on the analytical solution of the elasticity around the
crack front are usually applied [12, 25, 26, 77, 81, 83, 91, 122].
In the mid 1990’s, many researchers applied the partition of unity concept and the
asymptotic expansion near the crack tip to represent discontinuities and singularities in two-
dimensional crack problems. The idea of including the near crack tip asymptotic expansion
in partition of unity approximation was firstly introduced by Duarte and Oden in [30, 81, 83].
They used the partition of unity concept in the hp-cloud method to represent the singularity
and discontinuity of the solution in the approximation. In addition, they demonstrated that
extraction of stress intensity factor and other coefficients of the asymptotic expansion can be
obtained through the coefficients of the numerical approximation. Asymptotic expansions
were introduced in the element-free Galerkin method by Fleming et al. [37]. Two approaches
were utilized to enrich the element-free Galerkin approximation with the first terms of the
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near tip expansion. The first approach adds the first terms of the near-tip asymptotic
expansion of the displacement field to the trial functions. The second approach expands
the linear basis used in the moving least squares method [61, 62] by including the term
√
r
multiplied by trigonometric functions. By using the partition of unity concept, Belytschko
and Black [12] applied the enrichment basis introduced in the second enrichment approach of
[37] to a finite element framework. In their approach, the asymptotic expansion was utilized
to enrich all nodes with support (or cloud) intersecting the crack. They used a series of
straight-line segments and transformation maps to represent the crack and the enrichment
functions. This enrichment technique required minimal remeshing for crack propagation.
The approach introduced by Belytschko and Black [12] was improved by Moe¨s et al. [76].
They applied Heaviside functions to those nodes with support intersecting the crack surface
but not the crack tip, and the asymptotic expansion for those nodes with support intersecting
the crack tip. This modification in the enrichment function eliminated the series of mapping
to represent the discontinuity in the solution and the remeshing in crack propagation.
Duarte et al. [25] extended the enrichment approach used in [30, 81, 83] for a three-
dimensional finite element framework. The asymptotic expansion was utilized to model
straight reentrant corners using the partition of unity concept. In [26], Duarte et al. applied
the same enrichment approach to arbitrary crack fronts in three-dimensional dynamic crack
propagation. Sukumar et al. [122] and Moe¨s et al. [77] extended the approach presented
in [76] for three-dimensional crack modeling of planar and non-planar crack surfaces with
curved crack fronts, respectively.
Regarding three-dimensional analysis of crack problems using partition of unity-based
methods, the available literature gives very little attention to the description and construction
of enrichment functions for curved fronts. Moreover, in all existing approaches, the effects
of crack front curvatures in the asymptotic expansion are not considered in the enrichment
functions.
Section 2.4 proposes two approaches for describing and enriching three-dimensional
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curved crack fronts. The first approach is based on a piecewise linear description of the crack
front. The second one uses a piecewise quadratic description while taking into consideration
the derivatives of the base vectors in the computation of the gradient of the asymptotic
expansion. A detailed procedure to evaluate surface normal, conormal and tangent vectors
along a curved crack front is presented in Section 2.3.3. These vectors are utilized in the
definition of base vectors which, in turn, define the crack front enrichment functions. An
accurate and robust definition of these crack front vectors is crucial for the proper definition
of crack front enrichment functions.
1.2.4 Crack surface representation
In standard finite element analysis, the discontinuity of the solution is represented by meshes
with double nodes over the crack surface. The surface of the crack is, in turn, represented
by the faces of the elements connected to the double nodes at each side of the crack surface.
Hence, the representation of cracks in standard finite element analysis depends on the volume
mesh. This mesh dependency causes severe limitations and additional computational cost
when solving crack growth simulations.
Crack growth simulations with standard FEM require additional procedures to incorpo-
rate changes in the crack surface representation on the course of the simulation. Existing
implementations of three-dimensional crack growth techniques using the standard FEM in-
clude FRANC3D [135], WARP3D [47], ZENCRACK [130] and ADAPCRACK3D [107]. In
general, realistic crack growth simulations with standard FEM require changes in mesh topol-
ogy. An example is the crack-block technique [130] which replaces standard FE elements
in uncracked models by locally refined blocks of elements containing a section of the crack
front. Other procedures include a combination of local (crack front) hexahedral meshes and
global (remainder of the domain) tetrahedral meshes by using sub-modeling [107] or multi-
ple point constraint equations on the interface between the meshes [16] to link global and
local discretizations. However, the analysis of three-dimensional crack growth problems with
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standard FEM faces several issues regarding mesh topology changes. Some of these issues
include:
• Volume mesh must be conforming to crack surface. This introduces additional difficul-
ties when modeling cracks in complex three-dimensional geometries which are common
in industrial problems;
• Reconstruction of volume mesh after each crack growth step. Crack surface conformity
and element aspect-ratio requirements impose severe constraints on the reconstruction
of the volume mesh surrounding the crack surface. Depending on the type of finite
element used, e.g., hexahedral element, the volume mesh reconstruction may not be
fully automated;
• Crack surface shape may be poorly represented and over constrained due to limitations
on the construction of the volume mesh for complex crack surfaces.
Partition-of-unity methods [9] such as the Generalized FEM (GFEM) [26] and the eX-
tended FEM (XFEM) [122] are designed to surmount the shortcomings of the standard FEM
in crack growth simulations. In these methods, discontinuities in the solution can be rep-
resented via suitable enrichment functions coupled with geometrical descriptions of crack
surfaces, which are independent of the volume mesh. In partition of unity methods, the vol-
ume elements need not fit the crack surface. This feature greatly facilitates mesh refinement,
which can be easily applied in localized regions of the discretization. A recent survey of 3-D
crack growth modeling with partition-of-unity methods is presented in [99].
Partition of unity methods for fracture mechanics usually rely on auxiliary computa-
tional geometry techniques to represent the crack surface and the enrichment functions.
Several methods have been proposed to represent and track the evolution of crack surfaces
in partition of unity methods. In this work, the methods used in the geometrical description
of the crack surfaces are classified into two groups: implicit and explicit.
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Implicit methods
Implicit methods use a three-dimensional volume mesh to represent a crack surface. In
these methods, the fidelity of the crack surface description depends on the refinement of
the volume mesh. One example of this type of crack surface representation is the level set
method [109].
Belytschko and co-workers coupled the XFEM with level set method for static crack
and crack growth simulations [44, 77, 122]. Sukumar et al. [18, 121] has also introduced
fast marching techniques to track the evolution of three-dimensional crack surfaces in XFEM
simulations. More recently, Duan et al. [23] introduced the element local level set method
for 3-D dynamic crack growth analysis with the XFEM. A detailed review of crack surface
representation with level set methods in XFEM simulations can be found in [32].
The combination of XFEM and level set method has been extensively used as an al-
ternative to crack growth simulations with standard FEM. However, the level set method
applied to crack surface representation and propagation experiences several drawbacks, in
particular, when applied to problems in which the crack surface geometry is complex. Some
of these drawbacks include:
• The functions used to represent the crack surface in the level set method cannot
represent sharp turns which is a common feature of crack surfaces in fatigue crack
growth under mixed-mode loading;
• Two level set functions are required to represent the crack. One level set is used for
the surface representation and another for the crack front representation. According to
Duflot [32], this approach may lead to an inaccurate representation of the crack front
because the orthogonality of the surface and front level set gradients does not always
hold;
• Accurate crack surface representations using level set method require mesh refinement
around the crack surface region which introduces unnecessary degrees of freedom in
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the simulation. Applications of this approach to industrial problems are presented in
[15];
• The crack surface representation must not be updated behind the crack front, i.e.
cracked domain must remain cracked. To overcome this issue, level set methods usually
requires additional update techniques to keep the crack surface representation during
its front evolution. These update techniques are either difficult to extend to 3-D [117]
or may require an explicit representation of the crack front [32] which is against the
argument of using an implicit method.
Other examples of implicit crack surface representation are the methods based on a
collection of planar cuts or crack planes in tetrahedral elements to represent a crack surface.
According to Ja¨ger et al. [50], depending on the crack path tracking strategy, these methods
can be subdivided into four categories: fixed, local, non-local and global.
The fixed crack tracking strategy is based on standard interface elements, e.g., cohesive
elements, and requires the crack path to be known beforehand. In this case, the crack
propagates when the interface element, in the predetermined crack path, exceeds a critical
failure stress.
The local crack tracking scheme can be regarded as a three-dimensional extension of the
crack tracking strategy for two-dimensional analysis. In this case, the crack growth is driven
by the normal direction of the maximum principal stress and represented by planar cuts in
the tetrahedral elements. Each element has its own independent crack plane, which may
lead to discontinuities in the overall crack surface representation due to variations of crack
plane normals between adjacent elements. In order to prevent these discontinuities, Areias
and Belytschko [5] proposed to adjust the planar cut provided by the maximum principal
stress according to the intersection points generated by the planar cuts of adjacent elements.
In the non-local tracking strategy proposed by Gasser and Holzapfel [39, 40], the crack
surface in the neighborhood of the crack front is smoothed out in a least-square sense by
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a post-processing corrector step. The element crack planes on the neighborhood of the
crack front are adjusted to provide a smooth crack front for each crack growth step and,
consequently, a smooth crack surface representation.
The global tracking technique introduced by Oliver et al. [86, 87] applies an auxiliary
problem to trace the crack surface path. This tracking technique provides a continuously
smooth crack surface by solving an auxiliary heat conduction-like problem within the post-
processing phase of the analysis. In this strategy, the crack surface is represented by an
isosurface of the solution for the heat conduction-like problem which, in turn, is represented
by a collection of planes defined at the element level.
In the studies presented in [5, 23, 50], the overall solution of the problems solved with
methods that use implicit crack surface representation is not mesh dependent, as expected.
However, the accuracy of the crack surface representation is still mesh dependent since the
crack surface is represented by the same mesh used for the solution of the problem. A remedy
for this problem is to incorporate an auxiliary mesh of same spatial dimension as the mesh
used in the analysis process to represent the crack [96]. This requires additional bookkeeping
and computational cost in order to transfer information between meshes.
Explicit methods
Explicit methods for crack surface representation in 3-D use a two-dimensional triangu-
lar/quadrilateral mesh embedded in a three-dimensional space to represent the crack sur-
face. By design, this type of representation provides a continuous crack surface with no extra
computational cost related to the solution of auxiliary problems. In this case, the crack sur-
face can have an arbitrary shape and no volume mesh refinement is required to improve the
accuracy of the crack surface representation. Moreover, special geometrical features of the
surface, such as sharp turns, which are very common in mixed-mode simulations, can be
easily represented without additional difficulties.
The accuracy of crack representation is important for problems in which the physics
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depends on the shape of the crack surface, including hydraulic fracture, propagation with
cohesive models and crack closure. This methodology was successfully applied in conjuction
with the GFEM in [26, 29, 55, 56, 91, 93] as well as the element-free Galerkin method [58].
More recently, the explicit method was extended to represent interfaces in fluid-structure
interaction problems using the XFEM [71].
Element subdivision for integration and representation of discontinuities in
implicit and explicit methods
As mentioned before, partition of unity methods allow the crack surface to be arbitrarily
located within a finite element mesh. In this case, the shape functions used in the solution
discretization can be discontinuous or singular inside a finite element. This requires special
care during the integration of the weak form. A common practice is to subdivide the fi-
nite element based on its position with respect to the discontinuity. The representation of
discontinuous functions at the element level depends on the accuracy of the element subdivi-
sion. In addition, these subelements play an important whole when the physics of the crack
growth process depends on the crack surface geometry, e.g., hydraulic fracture and crack
propagation with cohesive models.
Commonly used crack surface representations assume that the surface is planar inside
an element [5, 39, 40, 73]. Thus, the actual surface is approximated by an average plane
inside each element. While this greatly facilitates the computational implementation, it may
also lead to other issues even when relatively small, low-order, elements are used. According
to [5, 40, 73], the use of the planar-cut approach in a mixed-mode crack growth simulation,
may lead to inconsistent crack surfaces along the boundary between elements. Proposed
remedies for this require modifications to the crack surface in order to enforce continuity.
Thus, the crack surfaces actually used in the computations are biased by the underlying
meshes, like in the FEM. Ideally, the crack surface geometry should be based only on the
governing physics of the problem, regardless of the discretization used for the field variables.
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The limitations of planar-cut representations can be ameliorated by using finer finite element
meshes along the crack surface. However, this coupling between crack surface representation
and problem discretization may substantially increase the computational cost of problems
with complex crack surfaces. This coupling also exists in methods that use the finite element
mesh to define implicit representations of crack surfaces based on, for example, level sets
[109]. If linear finite elements are used to represent the level set function, the crack surface
is also planar inside each element. However, in this case, the level set function provides a
continuous, albeit approximated, crack surface representation.
Optimal hp-discretizations for fracture mechanics problems use strongly graded meshes
and low-order approximations near crack fronts, and large, high-order, elements away from
singularities [125]. Accordingly, optimal hp-GFEM discretizations may have large elements
cut by a crack surface. In this class of methods, a crack may be arbitrarily located within a
finite element, as illustrated in Figure 2.8. The geometrical representation of a crack surface
must, therefore, be capable of handling 3-D non-planar crack surfaces inside an element. In
addition, the surface may be non-smooth inside an element in order to represent sharp turns
in a crack propagation simulation (see Figure 2.9(c)).
Proposed crack surface representation
This study develops a crack surface representation that is independent of the underlying
GFEM discretization. It is based on an explicit 2-D mesh triangulation of the crack surface
embedded in 3-D space, like in the approaches proposed in [5, 26, 39, 40, 58]. This novel
approach provides consistent representation of non-planar, non-smooth, crack surfaces inside
of elements of any size, while preserving its continuity. Explicit crack surface representations
are also convenient to represent branched crack surfaces [29] and facilitate the visualization
of crack surfaces using standard graphical post-processors. Details on the proposed approach
are presented in Section 2.3.
There is no requirement on the size of the volume mesh elements to improve the accuracy
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of the crack surface representation. The size of the elements in the explicit crack surface
mesh can be modified without changing the size of the problem described by the volume
mesh. Furthermore, special features of the crack surface geometry can be easily represented
and preserved through the crack growth simulation.
In the proposed approach, the subdivision of the elements intersected by the crack surface
can represent discontinuities arbitrarily located within the element. The subdivision process
utilize information of the explicit crack surface geometry and a Delaunay tetrahedralization
to create the subelements. In this case, the discontinuity is represented exactly regardless
the size of the elements of the volume mesh and the features of the crack surface geometry.
Section 2.3.2 describes the element subdivision process in details.
The proposed methodology applies the face offsetting method (FOM) [51] to track the
evolution of the explicity crack surface. The FOM is a numerical technique which was
originally developed to track the evolution of 3-D surfaces of, e.g., burning solid propellants.
This work adapts the FOM to track the evolution of complex 3-D crack fronts. In addition,
mesh smoothing and mesh adaptation are introduced for maintaining the quality and fidelity
of the crack surface. Based on the hp-GFEM solution, a new crack front position is predicted
by the FOM. The FOM provides geometrically feasible crack front descriptions by updating
the vertex positions and checking for self-intersections of the crack front edges. The hp-
GFEM coupled with the FOM allows the simulation of complex crack growth independent of
the volume mesh. This work presents numerical simulations that demonstrate the robustness
of the proposed methodology.
1.3 Main contributions
The objective of this work is to develop a robust and efficient generalized finite element
method to simulate fatigue crack growth in three-dimensional domains. The design of the
method is focused on overcoming the difficulties found in standard FEM and existing parti-
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tion of unit based methods. The proposed GFEM is a robust method for fracture mechanics
which allows accurate and efficient simulations of small scale as well as large scale problems.
The main contributions of this work are as follows:
• Development and design of a data structure as well as implementation of a geometry
engine algorithm for crack surface parameterization. The algorithm allows arbitrary
crack surfaces in complex three-dimensional unstructured meshes. The geometry en-
gine also selects nodal enrichment functions based on the position of the node sup-
port/cloud with respect to the crack surface and creates integration elements for the
numerical integration of the weak form when the element has discontinuous and/or
singular enrichment functions. The integration elements generated by the geometry en-
gine allow discretization with large volume elements containing non-planar non-smooth
discontinuities;
• Development of an adaptive h-version of the generalized finite element method for
crack growth simulations. Generalized finite element meshes need not fit the crack
surface. This feature of the method allows the implementation of robust mesh refine-
ment algorithms in the neighborhood of a crack front. The h-refinement algorithm
preserves mesh quality regardless the complexity of the crack front geometry;
• Development of an adaptive p-version of the generalized finite element method for
crack growth simulations. This p-enrichment GFEM provides high-order enrichment
functions able to approximate both the continuous and discontinuous components of
the elasticity solution in the neighborhood of the crack surface. The proposed enrich-
ment functions can also provide uniform and non-uniform polynomial approximations
with nodal polynomial order varying with respect to the crack front position;
• Development of three-dimensional singular enrichment functions for curved crack
fronts. This work proposes linear and quadratic approaches for describing and enrich-
ing three-dimensional curved crack fronts. These approaches extend the formulation
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of singular three-dimensional enrichment functions for straight crack fronts presented
in [25] and can be applied to arbitrarily curved crack fronts;
• Design and implementation of an algorithm for fatigue crack growth with hp-GFEM.
The hp-GFEM uses strongly-refined meshes combined with high-order enrichment func-
tions. An hp-version of a method is able to optimally distributed the degrees of free-
dom in a domain and deliver accurate solution [125]. At each crack growth step,
this method allows automatic creation of high order approximations on locally refined
volume meshes in complex 3-D domains;
• Development of the face offsetting method (FOM) for crack front evolution. The face
offsetting method is a numerical technique primarily designed to track the evolution
of explicit surfaces, e.g., burning solid propellants [51]. It is an alternative to the
level set method [109] broadly applied in the extended finite element method context
[44, 96, 119]. The proposed method utilizes key features of the original FOM method
to track the evolution of the explicit crack surface in crack growth simulation;
• Design and implementation of an algorithm for fatigue crack growth simulations in
large-scale problems using the hp-GFEM method discussed above and the global-local
approach of the generalized finite element method [28]. This method allows crack
growth simulations in coarse meshes of large-scale problems. It also reuses the solution
of previous crack increment steps in the global-local enrichment process to reduce the
computational cost of the simulation.
1.4 Dissertation outline
The remainder of the present dissertation is outlined as follows:
• Chapter 2 presents the basic formulation of the proposed hp generalized finite element
method (hp-GFEM). It shows the development of enrichment functions to approximate
18
the continuous, discontinuous as well as singular components of the static solution
for three-dimensional fracture mechanics problems. This Chapter also describes the
explicit surface used in the representation of the crack surface and in the definition
of the enrichment functions. The remaining of Chapter 2 considers static fracture
mechanics examples to verify the robustness and efficiency of the proposed method
and presents the concluding remarks;
• Chapter 3 presents the hp-GFEM method applied to fatigue crack growth simulations.
It also presents a detailed study of three-dimensional criteria for crack growth simula-
tions as well as the computational geometry details of the evolving crack surface. The
evolution of the explicit crack surface uses an extension of the face-offsetting method
(FOM) primarily developed in this work. This Chapter shows examples to numerically
validate and verify the proposed methodology and presents the concluding remarks;
• Chapter 4 proposes an alternative approach for crack growth simulations in large scale
problems using a combination of the proposed hp-GFEM and the global-local approach
of the generalized finite element method (GFEMgl) [28]. The proposed formulation
allows the recycling of previous crack step solutions as well as factorizations to reduce
the computational cost of crack growth simulations in large-scale problems. Numerical
examples illustrate the capabilities of the proposed methodology in large-scale problems
with three-dimensional mixed-mode loading. The concluding remarks evaluate the
contributions of the proposed method;
• Finally, Chapter 5 discusses the mains contributions of the proposed GFEM for three-
dimensional crack growth simulations. This Chapter also presents recommendations
for future work in this field of study.
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Chapter 2
Static crack analysis
The main focus of static linear elastic fracture analysis is the accuracy of the quantities of
interests, like the stress intensity factors (SIFs). The methods used in the extraction of stress
intensity factors are primarily dependent on the accuracy of the numerical solution of the
crack problem. Moreover, an accurate evaluation of the SIF leads to more precise prediction
of the life of structural members and the crack path in fatigue failure analysis.
Partition of unity methods have been successfully applied to fracture mechanics problems.
The main idea of modeling fracture mechanics problems with these methods is to represent
discontinuities and singularities of the solution through custom-built shape functions. These
shape functions, in turn, need enrichment functions which can be defined by using a geometric
representation independent of the mesh used in the domain discretization. These features
allow the modeling of fracture mechanics problems with enough flexibility to overcome the
drawbacks of the standard finite element method.
This chapter presents the aspects of formulation, computational geometry and imple-
mentation of the hp-GFEM for three-dimensional static fracture mechanics analysis. The
organization of the chapter is as follows. Sections 2.1 and 2.2 present the continuum formula-
tion and the hp-GFEM discrete formulation for static crack analysis, respectively. Numerical
examples to verify the proposed approach are presented in Section 2.5. Finally, Section 2.6
outlines the conclusions and highlights the main contributions of the present study.
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2.1 Continuum formulation
This study analyzes three dimensional fracture mechanics problems assuming linear elastic
isotropic material behavior. This section presents the weak and strong formulations for this
kind of problem. However, the discrete formulation presented in Section 2.3 is not limited
to the type of problem described in this section.
2.1.1 Strong form
Consider a three dimensional domain Ω with boundary ∂Ω as illustrated in Figure 2.1. The
domain boundary is subdivided into Γu, Γt , and Γc. Displacements are prescribed in Γu and
tractions are prescribed in both Γt and Γc. Γc represents the crack surface.
For the sake of simplifying the notation, the formulation presented here is based on a
single crack surface with one crack front only. However, the procedure can be easily extended
to several cracks and to cracks with multiple fronts as well.
The equilibrium equations, constitutive relations and kinematic equations are given by
▽·σ +b = 0 in Ω (2.1)
σ = C : ε
ε = ▽su
where σ is the Cauchy stress tensor, b are body forces, ε is the linear strain tensor, ▽s is
the symmetric part of the gradient operator and C is the Hooke’s tensor. The boundary
conditions are prescribed in ∂Ω as follows
u = u¯ onΓu
σ ·n = ¯t onΓt
σ ·n = ¯t c onΓc
where n is an outward unit normal vector on ∂Ω and u¯, ¯t , and ¯t c are prescribed displacements
and tractions, respectively.
∂Ω
Ω
Γt
¯tc
Γc
Γu
¯t
u¯
Figure 2.1: Three-dimensional boundary value problem.
2.1.2 Weak form
Let the set of kinematically admissible displacement fields be
˜H1 (Ω) =
{
u | u ∈H1 (Ω) , u = u¯ on Γu}
where H1 is a Hilbert space.
Let the set of virtual kinematically admissible displacement fields be
o
H1 (Ω) =
{
v | v ∈H1 (Ω) , v = 0 on Γu}
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The weak form of the equilibrium equations can be stated as follows.
Find u ∈ ˜H1 (Ω) such that
B(u,v) = L(v) ∀ v ∈
o
H1
where B(·, ·) and L(·) are the bilinear and linear forms, respectively, and are given by
B(u,v) =
∫
Ω
σ (u) : ε (v)dΩ
L(v) =
∫
Ω
b · vdΩ+
∫
Γt
¯t · vdΓ+
∫
Γc
¯t c · vdΓ
Let us now consider the case of a Cauchy or spring boundary condition, ¯t s, applied on
Γs ⊂ ∂Ω and given by
κ (δ s−u) = ¯t s
where κ is the constitutive tensor of the spring system, δ s is the prescribed displacement at
the base of the spring system. In the weak form, this type of boundary condition is added
to the linear form as follows.
∫
Γs
¯t s · vdΓ =
∫
Γs
κ (δ s−u) · vdΓ (2.2)
In the limit case, any type of boundary condition can be written in terms of Cauchy
boundary condition [125]. The penalty method, for example, corresponds to the case in
which the stiffness of the spring is much larger than the stiffness of the body. Dirichlet
boundary conditions can then be enforced by setting κi j = 0 if i 6= j and κi j = η if i = j,
δ s = u¯, and Γs = Γu. Thus, Equation (2.2) can be rewritten as follows
∫
Γu
η (u¯−u) · vdΓ = η
∫
Γu
u¯ · vdΓ−η
∫
Γu
u · vdΓ
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The weak form is restated as
Find u ∈H1 (Ω) such that
B(u,v) = L(v) ∀ v ∈H1
where
B(u,v) =
∫
Ω
σ (u) : ε (v)dΩ+η
∫
Γu
u · vdΓ
L(v) =
∫
Ω
b · vdΩ+
∫
Γt
¯t · vdΓ+
∫
Γc
¯t c · vdΓ+η
∫
Γu
u¯ · vdΓ
The penalty formulation is attractive from the implementation point of view because it does
not require, for example, that the shape functions have the Kronecker delta property. The
penalty number, however, must be chosen with care. In the numerical examples presented
in this work, the penalty number is taken as η = 108 ∗E ∗ J, where E and J are the Young’s
modulus of the material and the Jacobian of a volume element with a face on Γu, respectively.
Theoretical analysis of the penalty method for the GFEM is presented in [7]. Other methods,
like the Nitsche method or the Characteristic function method could be used as well. Details
on these and other methods, as well as their theoretical analysis, is presented in the survey
paper by Babuska et al. [7].
2.2 Discrete formulation
This section discusses the discretization of the weak form presented in Section 2.1.2. We
show the selection of enrichment functions that fit the goals of the hp-GFEM discretization.
24
2.2.1 The generalized finite element method - An overview
The generalized FEM [9, 25, 72, 82, 118] is an instance of the so-called partition of unity
method [8, 30, 31]. It adds to the classical FEM some of the flexibility enjoyed by meshfree
methods [7, 13, 45, 68, 69]. The GFEM can be regarded as a FEM with shape functions built
using the concept of a partition of unity. In the GFEM considered here, a shape function φαi
is built from the product of a linear finite element shape function, ϕα , and an enrichment
function, Lαi,
φαi(x) = ϕα(x)Lαi(x) (no summation on α) (2.3)
where α is a node in the finite element mesh. Figure 2.2 illustrates the construction of
GFEM shape functions using a polynomial enrichment function.
The linear finite element shape functions ϕα , α = 1, . . . ,N, in a finite element mesh with
N nodes constitute a partition of unity, i.e., ∑Nα=1 ϕα(x) = 1 for all x in a domain Ω covered
by the finite element mesh. This is a key property used in partition of unity methods.
Several enrichment functions can be hierarchically added to any node α in a finite el-
ement mesh. Thus, if DL is the number of enrichment functions at node α , the GFEM
approximation, uhp, of a function u can be written as
uhp(x) =
N
∑
α=1
DL∑
i=1
u αiφαi(x) =
N
∑
α=1
DL∑
i=1
u αiϕα(x)Lαi(x)
=
N
∑
α=1
ϕα(x)
DL∑
i=1
u αiLαi(x) =
N
∑
α=1
ϕα(x)uhpα (x)
where u αi, α = 1, . . . ,N, i = 1, . . . ,DL, are nodal degrees of freedom and uhpα (x) is a local
approximation of u defined on ωα = {x ∈ Ω : ϕα(x) 6= 0}, the support of the partition of
unity function ϕα . In the case of a finite element partition of unity, the support ωα (often
called cloud) is given by the union of the finite elements sharing a vertex node xα [25]. The
equation above shows that the global approximation uhp(x) is built by pasting together local
approximations uhpα ,α = 1, . . . ,N, using a partition of unity. This is a concept common to all
25
partition of unity methods.
The local approximations u
hp
α , α = 1, . . . ,N, belong to local spaces χα(ωα) = span{Liα}DLi=1
defined on the supports ωα , α = 1, . . . ,N. The selection of the enrichment or basis functions
for a particular local space χα(ωα) depends on the local behavior of the function u over
the cloud ωα . In the case of the fracture mechanics problem described in Section 2.1.1, the
elasticity solution u may be written as
u = uˆ+ ˜u˜+ u˘ (2.4)
where uˆ is a continuous function, ˜u˜ is a discontinuous function but non-singular and u˘ is a
discontinuous and singular function. This a priori knowledge about the solution u is used
below to select basis functions for a local space χα(ωα).
ˆLα i
ˆφα i
ϕα
xα
(a) Continuous high-order en-
richment
ϕα
xα
˜φα i
H × ˆLα i
(b) Discontinuous high-order en-
richment
Figure 2.2: Construction of a GFEM shape function using a polynomial enrichment. Here,
ϕα is the function at the top, the enrichment function, Lαi, is the function in the middle,
and the generalized FE shape function, φαi, is the resulting bottom function.
2.2.2 Enrichment functions for fracture mechanics problems
This section selects the enrichment functions used to build the GFEM shape functions defined
in (2.3). These functions, in turn, are basis functions for local spaces χα(ωα), α = 1, . . . ,N.
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Local approximation for a continuous function Let ωα denote a cloud such that the
elasticity solution, u, is continuous over ωα . A local approximation, uˆ
hp
α (x), of u over ωα
can be written as
uˆ
hp
α (x) =
ˆDL∑
i=1
uˆ αi ˆLαi(x)
where ˆDL is the dimension of a set of polynomial enrichment functions of degree less than
or equal to p− 1. Our implementation follows [25, 82] and the set { ˆLαi} ˆDLi=1 for a cloud
associated with node xα = (X1α ,X2α ,X3α ) is given by
{
ˆLαi
} ˆDL
i=1 =
{
1, (X1−X1α )hα ,
(X2−X2α )
hα
,
(X3−X3α )
hα
,
(X1−X1α )2
h2α
,
(X2−X2α )2
h2α
, . . .
}
(2.5)
with hα being a scaling factor [25, 82]. These enrichment functions are identical to those
defined in [25]. The corresponding generalized FE shape functions, ˆφαi, at a node xα , are
polynomials of degree p given by
ˆφαi(x) = ϕα(x) ˆLαi(x) i = 1, . . . , ˆDL (no summation on α) (2.6)
Local approximation for a discontinuous function Let Ic-f denote a set with the
indices of clouds ωα that intersect the crack surface but not the crack front. Thus, the crack
surface divides ωα into two sub-domains, ω+α and ω
−
α such that ωα = ω
+
α ∪ω−α . This section
defines basis functions for local spaces χα(ωα), α ∈Ic-f.
The elasticity solution u over ωα , α ∈Ic-f, can be written as [112, 137]
u = uˆ+ ˜u˜ = uˆ+H u˜
where uˆ and u˜ are continuous functions and H (x) denotes a discontinuous function defined
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by
H (x) =


1 if x ∈ ω+α
0 otherwise
(2.7)
It is assumed that the crack faces, i.e. Γ+c and Γ−c are not in contact. In the case of contact,
the non-penetration condition can be enforced using, for example, a formulation based on
distributed springs with very large stiffness in the direction normal to the surfaces [113].
A local approximation, u
hp
α (x), of u over ωα , α ∈Ic-f, can be written as
u
hp
α (x) = uˆ
hp
α (x)+H u˜
hp
α (x) =
ˆDL∑
i=1
uˆ αi ˆLαi(x)+
˜DL∑
i=1
u˜ αiH ˆLαi(x)
where uˆhpα (x) and u˜
hp
α (x) are local approximations of uˆ and u˜, respectively, and ˆLαi is a
polynomial enrichment function of degree less than or equal to p−1 as previously defined.
The analysis of through-the-thickness cracks presented in [29] shows that the continuous
and discontinuous components of the solution u should be approximated using the same
polynomial order. Thus, all computations presented in this work apply ˜DL = ˆDL.
Based on the above, the generalized FE shape functions of degree less than or equal to
p used at a node xα , α ∈Ic-f, are given by
Φpα =
{
ˆφαi, ˜φαi
} ˆDL
i=1 (2.8)
where ˜φαi = H ˆφαi and ˆφαi is defined in (2.6). The generalized FE shape functions for
branched cracks presented in [29] reduce to Φ pα in the case of non-branching cracks. The
enrichment functions H ˆLαi(x), i = 1, . . . , ˆDL, are called high-order step functions [29].
Crack front enrichment functions Terms from the asymptotic expansion of the elas-
ticity solution near crack fronts are good choices for enrichment functions in clouds that
intersect the crack front. Expansions for three dimensional problems are discussed in, for
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example, [46, 79]. The intersection of a crack surface with the boundary of the domain
creates complex stress distributions, which make the asymptotic expansions in these regions
quite complex and in general, not practical for engineering applications. Currently, two
dimensional expansions of the elasticity solution are used as enrichment functions for three-
dimensional cracks in finite size domains [25, 26, 77, 122]. As a consequence, a sufficiently
fine mesh must be used around the crack front to achieve acceptable accuracy.
Let Ifront denote a set with the indices of clouds ωα that intersect the crack front. In
this study, a local approximation, u˘hpα (x), of u over ωα , α ∈Ifront, is defined as
u˘
hp
α =
2
∑
i=1


u˘
ξ1
αi
˘Lξ1αi(r,θ)
u˘
ξ2
αi
˘Lξ2αi(r,θ)
u˘
ξ3
αi
˘Lξ3αi(r,θ)

 (2.9)
where ξ1, ξ2 and ξ3 are directions in a curvilinear coordinate system defined along the crack
front, and r, θ and ξ3 are curvilinear cylindrical coordinates, as illustrated in Figure 2.3.
u˘
ξ1
αi, u˘
ξ2
αi and u˘
ξ3
αi are degrees of freedom in the ξ1−, ξ2− and ξ3− directions, respectively.
Here, the degrees of freedom are scalar quantities, in contrast with those used before.
θ
ξ2
r
X2
X3
X1
Crack front
ξ3
ξ1
(
OX1 OX2 OX3
)
Figure 2.3: Curvilinear orthogonal coordinate system defined along a curved crack front.
This coordinate system is used in the computation of enrichment functions defined in (2.10).
The enrichment functions used to approximate displacement fields in the ξ1, ξ2 and ξ3
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directions are given by [25, 26, 81, 83, 91]
˘Lξ1α1(r,θ) =
√
r
[
(κ− 1
2
)cos
θ
2
− 1
2
cos
3θ
2
]
˘Lξ2α1(r,θ) =
√
r
[
(κ +
1
2
)sin θ
2
− 1
2
sin 3θ
2
]
˘Lξ3α1(r,θ) =
√
r sin θ
2
(2.10)
˘Lξ1α2(r,θ) =
√
r
[
(κ +
3
2
)sin θ
2
+
1
2
sin 3θ
2
]
˘Lξ2α2(r,θ) =
√
r
[
(κ− 3
2
)cos
θ
2
+
1
2
cos
3θ
2
]
˘Lξ3α2(r,θ) =
√
r sin 3θ
2
where the material constant κ = 3−4ν and ν is Poisson’s ratio. This assumes plane strain
conditions, which is in general a good approximation far from crack front ends. The above
enrichment functions correspond to the first term of the modes I and II, and to the first and
second terms of the mode III components of the asymptotic expansion of elasticity solution
around a straight crack front, far from the vertices and for a traction-free flat crack surface
[125].
It should be noted, as indicated by the superscripts, that different enrichment functions
are used in (2.10) for each component of the displacement vector. This leads to a total of six
additional degrees of freedom at a node α enriched with these functions. The enrichment
functions used in, e.g., [18, 77, 121, 122], lead, in 3-D, to twelve enrichment functions for
nodes in the set Ifront since four enrichment functions are used for each component of the
displacement vector. In the approach used in (2.9), only two enrichment functions are used
to enrich each component of the displacement vector. The performance of these two choices
of enrichment functions is analyzed in [89].
Generalized FEM shape functions built with the enrichment functions (2.10) must be
integrated with care. In the numerical examples presented in this work, this is achieved by
using strongly graded meshes at the crack front and an appropriate number of integration
30
points. The number of integration points depends on the level of accuracy aimed at for a par-
ticular problem. A detailed study of numerical integration and computational performance
of these functions is presented in [89].
In the proposed method, the crack surface is represented by flat triangles with straight
edges [91] as illustrated in Figures 2.13 and 2.14. Thus, curved crack fronts are approximated
by straight line segments. The fidelity of this approximation can be controlled by simply
using a finer triangulation of the crack surface. This process is independent of the GFEM
mesh and does not change the problem size [91]. Section 2.4 presents the computational
geometry aspects of the construction of crack front coordinate systems and corresponding
enrichment functions using geometrical information provided by this crack surface represen-
tation. It should be noted that the coordinate systems proposed in Section 2.4 can be used
to define enrichment functions for several classes of problems. In particular, it can be applied
to the case of cohesive cracks, and other non-linear fracture mechanics problems. The only
modification required is to replace (2.10) by appropriate enrichment functions.
Examples A few examples of shape functions are listed below for tetrahedral elements
using the definitions given above. Consider the elements shown in Figure 2.4. In the figure,
yellow nodes belong to the set Ic-f while green nodes belong to the set Ifront.
Intersection point
Crack surface
Crack front
Boundary
of the domain
Figure 2.4: Examples of elements cut by a crack surface. Nodes with yellow glyphs belong
to the set Ic-f while green nodes belong to the set Ifront. The crack front is represented by
the red edge of the crack surface. Red glyphs represent intersections of element edges with
the crack surface.
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• Linear Approximation: In this case, the local approximations uˆhpα (x) and u˜hpα (x) are
constant over ωα and thus { ˆLαi} ˆDL=1i=1 = {1}. The shape functions at a yellow node xα
are given by
ϕα ×{1,H } (2.11)
These are the same shape functions used in, for example, [5, 18, 39, 40, 77, 121, 122,
137].
At a green node xα , the shape functions for the X1−, X2− and X3− components of the
displacement vector are given by
ϕα ×
{
1,LX1α1,L
X1
α2
}
, ϕα ×
{
1,LX2α1,L
X2
α2
}
, and ϕα ×
{
1,LX3α1,L
X3
α2
}
, (2.12)
respectively. LX1α1, L
X2
α1, L
X3
α1, L
X1
α2, L
X2
α2, L
X3
α2, are the enrichment functions (2.10) trans-
formed to the global Cartesian coordinate system (X1, X2, X3). Such transformation
must be applied in order to build the GFEM shape functions. More details about this
transformation map can be found in Section 2.4.2.
• Quadratic Approximation: The local approximations uˆhpα (x) and u˜hpα (x) are constant or
linear over a cloud ωα associated with node xα = (X1α ,X2α ,X3α ) and thus { ˆLαi}
ˆDL=4
i=1 ={
1, (X1−X1α )hα ,
(X2−X2α )
hα ,
(X3−X3α )
hα
}
. The shape functions at a yellow node xα are given by
ϕα×
{
1, (X1−X1α )
hα
,
(X2−X2α )
hα
,
(X3−X3α )
hα
,H ,H
(X1−X1α )
hα
,H
(X2−X2α )
hα
,H
(X3−X3α )
hα
}
These shape functions are defined in (2.8).
At a green node xα , the shape functions for the X1−, X2− and X3− components of the
displacement vector are given by
ϕα ×
{
1,LX1α1,L
X1
α2,
(X1−X1α )
hα
,
(X2−X2α )
hα
,
(X3−X3α )
hα
}
,
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ϕα ×
{
1,LX2α1,L
X2
α2,
(X1−X1α )
hα
,
(X2−X2α )
hα
,
(X3−X3α )
hα
}
,
ϕα ×
{
1,LX3α1,L
X3
α2,
(X1−X1α )
hα
,
(X2−X2α )
hα
,
(X3−X3α )
hα
}
,
respectively. Higher order shape functions for green nodes are defined analogously.
The numerical examples presented in Section 2.5 show that the generalized FEM shape
functions presented above, combined with strongly graded meshes at the crack front, are
able to deliver high convergence rates for stress intensity factors.
2.3 Computational geometry aspects
This section presents the computational geometry aspects of crack surface modeling in the
GFEM using an explicit crack surface representation. This section is organized as follows.
Section 2.3.1 presents a procedure to represent three-dimensional crack surfaces in a gener-
alized finite element framework. The discussion is restricted to the case of non-branching
crack surfaces but the procedure is also amenable to this case (cf. [29]). The numerical inte-
gration of the weak form over elements cut by the crack surface is discussed in Section 2.3.2.
Numerical examples demonstrating the robustness and accuracy of the proposed approach
are also presented. Section 2.3.3 presents the computational geometry techniques utilized in
the evaluation of the base vectors along the crack front.
2.3.1 Crack surface representation
Several methods capable of representing a crack surface can be used with partition of unity
methods like the GFEM. The choice of a particular method is mostly based on implemen-
tation considerations. In the approach proposed here, a three-dimensional crack surface is
represented by an explicit triangulation of the surface. An example is depicted in Figure
2.5. The triangulation is completely independent of the underlying GFEM discretization.
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Thus, refinement of the volume GFEM mesh or a background mesh [18, 96, 121] are not
needed in order to improve the representation of the crack surface, as is the case with implicit
representations based on, for example, level set methods.
Additional features of the proposed crack surface representation include the following
• It provides support for the implementation of accurate, robust and computationally
efficient numerical integration of the weak form over elements cut by the crack surface.
This is not a trivial task since the integrand of the weak form is discontinuous, and
possibly singular, over elements cut by the crack surface;
• The geometry of the crack surface is controlled only by the governing physics of the
problem. Physically-consistent crack surface representations may be especially impor-
tant in problems with loaded crack surfaces, or those involving cohesive fracture models
[11, 33, 48];
• Adaptive control through refinement/unrefinement of the crack surface triangulation
for accurate geometric representation.
In the examples presented in this work, crack surfaces are represented using flat triangles
with straight edges. Hereafter, these entities are referred to as facets. The facets do not
need to define a valid finite element mesh as they are used for geometrical representation
purposes only. Each facet has an orientation and thus it can be identified if a given point
in the 3-D domain is above, below or on the surface. The crack front is represented by
straight line segments connecting the vertices of facet edges along the crack front. Thus,
curved crack fronts are approximated by these straight line segments. The fidelity of this
approximation can be controlled by simply using a finer triangulation of the crack surface.
This process is independent of the GFEM mesh and does not change the problem size. Crack
front segments are marked in red in the crack surfaces shown in Figures 2.4 and 2.5. Blue
segments in the figures indicate segments that are on the boundary of the solution domain
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and thus can not propagate. Similar representation of crack surfaces can be found in, for
example, [5, 26, 39, 40, 58].
Crackfront
Boundary of the domain
Step function
Branch function
Bottom view Top view
Figure 2.5: Example of arbitrary crack surface representation and selection of nodal enrich-
ment in an unstructured three-dimensional mesh.
2.3.2 Numerical integration of weak form
Generalized FEM shape functions defined using enrichment functions (2.7) or (2.10) are
discontinuous across the crack surface which, in turn, may be located inside a finite element
as illustrated in Figure 2.4. Thus, special care must be taken when integrating the weak form
over these elements. A common approach used to deal with this problem is to subdivide
each computational finite element into integration sub-elements with faces fitting the crack
surface and use standard quadrature rules over each sub-element [44, 76, 77, 112, 122, 123,
137]. These sub-elements, denoted hereafter as integration elements, are used solely for
the numerical integration over their parent computational elements, and thus they do not
introduce any additional degrees of freedom in the problem.
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The crack surface representation proposed above allows non-planar, non-smooth crack
surfaces inside an element–the crack surface is not assumed to be planar inside an element.
Therefore, the algorithm used to generate integration sub-elements must be able to handle
this level of generality. An algorithm based on a Delaunay tetrahedralization [21] of elements
cut by a crack surface is described below. It is assumed that the volume mesh is composed
of tetrahedral elements. Modifications to handle other types of elements are not difficult,
as long as they have planar faces. A hexahedral element, for example, can be divided
into integration tetrahedral sub-elements before applying the algorithm described below.
Alternatively, a Delaunay tetrahedralization similar to the one proposed below, could be
applied directly to hexahedral elements with planar faces.
Given a crack surface and a tetrahedral (computational) element that intersects the
surface (Figure 2.6(a)), the following steps are performed:
1. Compute the intersection of crack surface facets with faces of the computational finite
element (Figure 2.6(b)).
2. Compute a Delaunay tetrahedralization [21] for the convex hull formed by the nodes
of the computational element and the intersection points (Figure 2.6(c)). This step
creates integration elements at both sides of the discontinuity.
3. Compute the orientation of the integration sub-elements with respect to the surface,
i.e., define the position of the sub-elements with respect to the discontinuity (Figure
2.6(d)). This orientation is used in the computation of the step function defined in
(2.7).
The integration over a computational element is given by the sum of the integrations over
its sub-elements. Standard quadrature rules for tetrahedral elements are used at integra-
tion sub-elements. The Keast quadrature rules introduced in [54] are used in the examples
presented in this study.
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(a) A tetrahedral element intersected by a non-
planar crack surface.
(b) Step 1: Intersection of crack surface facets with
faces of the computational element.
(c) Step 2: Delaunay tetrahedralization. (d) Step 3: Computation of orientation of integra-
tion sub-elements.
Figure 2.6: Construction of integration sub-elements of a tetrahedral element intersected by
a non-planar crack surface.
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It is worth mentioning that the sub-elements do not need to define a valid finite element
mesh since they are used for integration only. Thus, they can be generated on an element-
by-element basis without enforcing continuity between integration elements that belong to
neighboring computational elements. In addition, the integration of the weak form or the
GFEM solution accuracy is not affected by the aspect-ratio of the sub-elements since they
are not used to define the shape functions. This last point is numerically illustrated below.
Under these relaxed conditions for the generation of integration sub-elements, Delaunay
tetrahedralization is a very robust and computationally efficient algorithm [21].
The above algorithm is also used to create integration sub-elements for elements partially
cut by a crack surface. In this case, the algorithm creates sub-elements with edges or vertices
along the crack front, as illustrated in Figure 2.7. This feature is especially important when
integrating enrichment functions that are singular in the radial direction of the crack front,
like those defined in (2.10).
Crack
front
Crack
surface
Sub-elements
above
Sub-elements
below
Computational
element
Figure 2.7: Integration sub-elements for a computational element partially cut by a crack
surface. The computational element is represented by solid and dotted black lines. Sub-
elements above and below the crack surface (or its extension) are represented in red and
green colors, respectively. Edges of the sub-elements fit the crack front.
A high order or a special quadrature rule must be used to integrate non-polynomial
enrichment functions like those defined in (2.10). The examples presented in Section 2.5 use
45 integration points over each integration sub-element of computational elements enriched
with these functions. Fewer points may be used depending on the target error level for
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extracted stress intensity factors. Section 2.5 presents several convergence studies and this
high order quadrature rule was selected in order to guarantee that results and conclusions
are not affected by numerical integration errors. Detailed discussion and analysis of the
numerical integration of branch functions like those defined in (2.10) are presented in [89].
Numerical Experiments
The accuracy of the numerical integration over elements fully cut by non-planar crack sur-
faces is investigated in this section. The integration of the stiffness matrix is performed with
the aid of the integration sub-elements generated by the algorithm described above. The
examples demonstrate that the accuracy of the numerical integration is not affected by the
large aspect ratios of the sub-elements.
Curved crack surface Figure 2.8(a) shows a computational element fully cut by a non-
planar crack surface and its integration sub-elements. One can observe that most sub-
elements have a large aspect ratio. The nodes of the computational element are enriched
with continuous polynomial functions only (those defined in (2.5)). Thus, exact numerical
integration can be performed using a Keast quadrature rule and the computational element.
Of course, the discontinuity along the crack surface can not be represented by this choice of
shape functions. The crack surface was used here solely to trigger the creation of integration
elements. Table 2.1 lists the Frobenius norm of the element stiffness matrix computed with
the computational element and with its integration sub-elements for various polynomial
orders. The relative difference between the two norms is also presented. The same quadrature
rule is used in the computational element and in each integration sub-element. The Frobenius
norm of a square matrix A of dimension n is defined as [131]
‖ A ‖F=
(
n
∑
i=1
n
∑
j=1
| ai j |2
) 1
2
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From the table, one can observe that the integration sub-elements can integrate the stiffness
matrix with the same accuracy as the parent computational element, in spite of their large
aspect ratios.
Sub-elements
above
Computational
element
Sub-elements
below
Crack
surface
(a) Smooth cut.
Crack
surface
Computational
element
Sub-elements
above
Sub-elements
below
(b) Non-smooth cut.
Figure 2.8: Computational elements with non-planar cuts and their integration sub-elements.
The computational element is represented by solid and dotted black lines. The orienta-
tion of the sub-elements with respect to the crack surface is represented by their colors.
Sub-elements above and below the crack surface are represented in red and green colors,
respectively.
Table 2.1: Frobenius norm of the stiffness matrix of the computational element shown in Fig-
ure 2.8(a) computed with the computational element (‖ kecomp. elem. ‖F) and with integration
sub-elements (‖ keint. elem ‖F).
p-order ‖ kecomp. elem. ‖F ‖ keint. elem ‖F
|‖ kecomp. elem ‖F − ‖ keint. elem ‖F |
‖ kecomp. elem ‖F
1 1.0972591518348518 1.0972591518348520 2.02e-16
2 1.2517652266704329 1.2517652266704324 3.55e-16
3 1.2789544173986640 1.2789544173986642 1.74e-16
4 1.2844325919324189 1.2844325919324218 2.25e-15
5 1.2856390512282414 1.2856390512282432 1.38e-15
Crack with non-smooth surface The above numerical experiment was repeated for the
case of a non-smooth crack surface. Figure 2.8(b) illustrates this case. The results are
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presented in Table 2.2. Like in the previous case, the sub-elements are able to numerically
integrate the stiffness matrix very accurately using standard Keast quadrature.
Table 2.2: Frobenius norm of the stiffness matrix of the computational element shown in
Figure 2.8(b).
p-order ‖ kecomp. elem. ‖F ‖ keint. elem ‖F
|‖ kecomp. elem ‖F − ‖ keint. elem ‖F |
‖ kecomp. elem ‖F
1 1.0972591518348518 1.0972591518348522 4.05e-16
2 1.2517652266704329 1.2517652266704333 3.55e-16
3 1.2789544173986640 1.2789544173986651 8.68e-16
4 1.2844325919324189 1.2844325919324193 3.46e-16
5 1.2856390512282414 1.2856390512282416 1.73e-16
Separation test The main objective of this example is to show that the aspect ratios of
the integration sub-elements do not affect the solution of the problem in a global sense. The
boundary value problem analyzed in this section is depicted in Figure 2.9(a). Displacement
boundary conditions are prescribed on element faces that are orthogonal to the x-axis. In
this example, the crack surface cuts the entire domain separating it into two parts. Since the
crack front does not intersect any element in the volume mesh, the discontinuous solution
can be discretized using only the high order step functions ˜φαi defined in Section 2.2.2. The
material and geometry parameters are taken as E = 2.0× 105, ν = 0.30, and L = h = 6.0,
t = 1.0, respectively. Of course, these parameters do not play any role in the simulation since
the resulting strain energy of the system is zero.
The separation test is performed using smooth and non-smooth crack surfaces as illus-
trated in Figures 2.9(b) and 2.9(c), respectively. Table 2.3 lists the strain energy values for
these two cases. One can note that the aspect-ratio of the integration sub-elements does not
affect the solution since the largest error observed in strain energy is of the order of machine
precision.
The results presented in this section, show that the proposed approach to integrate the
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ux = 0
uy = 0
uz = 0
h
ux = 1
uy = 0
uz = 0
xz
y
(a) Separation test - Problem description.
(b) Smooth cut. (c) Non-smooth cut.
Figure 2.9: Separation test for smooth and non-smooth discontinuities.
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Table 2.3: Strain energy for the separation test with smooth and non-smooth interface.
p-order Usmooth Unon−smooth
1 5.6412993017109327e-28 1.62e-29
2 1.088053440658176e-24 5.56e-27
3 2.2944093170070629e-14 7.18e-24
4 6.1029505746932564e-15 1.23e-15
5 1.9831522943527249e-14 5.14e-15
weak form is robust, accurate and computationally efficient. It allows numerical integration
over elements containing arbitrarily non-planar cuts. Also, this approach can handle coarse
volume GFEM meshes cut by quite arbitrary crack surfaces.
2.3.3 Crack front base vectors
This section presents computational procedures to determine orthonormal base vectors
at vertices along a crack front. These crack front vectors are the surface normal vector,
curve tangent vector and conormal vector computed at each vertex of the front using the
geometrical description of the crack surface. These vectors define a local Cartesian coordinate
system at each crack front vertex. Moreover, they are utilized in the construction of curved
hexahedra along the crack front. These elements, in turn, define curvilinear coordinate
systems, as described in Section 2.4.2.
Evaluation of the crack front normals, tangent and conormal vectors
The crack front normal, tangent and conormal vectors are used in the definition of the
crack front enrichment functions (2.10) as well as in the extraction of stress intensity factors
(SIFs). A good estimation of these crack front vectors is worthwhile to obtain an accurate
approximation of the solution around the crack front and, consequently, an accurate SIF
extraction.
In this work, the crack surface is represented by an explicit three-dimensional triangula-
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tion. Figure 2.10 illustrates an arbitrary crack surface and the normal, tangent and conormal
vectors along the crack front. More details about this crack surface representation can be
found in [91]. The evaluation of the crack front vectors for this explicit representation of
the crack surface, by design, guarantees the accuracy and orthogonality of the crack front
vectors. The following sequence of procedures describes how to evaluate the crack front
normals for an explicit crack surface representation.
Figure 2.10: Non-planar crack surface and normals, tangents and conormals along the crack
front represented by black, yellow and red arrows, respectively..
Evaluation of the normal vectors using medial quadric The computation of normal
vectors at vertices of facets representing a C0 surface is not a trivial task. The vertex normals
along the crack front are ill-defined and an algorithm based on a naive approach, e.g. the
average of normals of the facets sharing a vertex, may lead to inaccurate estimates of normals
for coarse meshes or near geometric singularities. Figure 2.11 illustrates a comparison among
vertex normals computed with weighted-averaging, first eigenvector of covariance matrix and
the approach used in this work.
The computation of the normal vectors adopted here is based on the eigenvalue analysis
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(a) Weighted-averaging (b) First eigenvector of covariance
matrix
(c) Medial quadric
Figure 2.11: Comparison of estimated normals along ridges using different techniques, all
weighted by area.
of the offset quadric [51]. This procedure is used in the Face Offsetting Method (FOM) [51]
to reconstruct the vertices of an evolving surface as well as for normal computation in [52].
This study adapts the method to the case of normal evaluation along the boundary of a
surface, the crack front in this case.
In order to find an estimate of the normal vector at a given vertex v j along the crack
front, a unity movement δ i is applied to the facets connected to that vertex in the direction
of their normals. Next, the intersection of the planes represented by the facets at their new
positions is computed in a least-square sense. The intersection is the point that minimizes
the sum of the squared distances to the planes. The offset quadric is then formulated as
follows.
Given a plane γi with unit normal n¯i and an arbitrary point y ∈ γi, the signed distance
of the plane to the origin is given by δi =−y · n¯i which can be regarded as the movement of
the plane with respect to its initial position towards its normal direction. The orientation
of the plane γi is defined by the cyclic order of the facet connectivities. This information is
provided by the triangulation that describes the crack surface. The distance of an arbitrary
point x ∈ℜ3 to the plane γi can be written as (cf. Figure 2.12(a))
h(x,γi) = (x− y) · n¯i = x · n¯i +δi
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The weighted sum of distances is given by
¯h(x,γi) =
n f
∑
i=1
ωih2 (x,γi)
= ωi (x · n¯i+δi) · (x · n¯i +δi)
= x ·Ax+2¯b · x+ c
where n f is the number of facets connected to the vertex v j, ωi are the areas of these facets
and
A =
n f
∑
i=1
ωin¯i⊗ n¯i ¯b =
n f
∑
i=1
ωiδin¯i c =
n f
∑
i=1
ωiδ 2i .
when this approach is used in the evaluation of the normals at a given vertex, it is assumed
that all planes are moving by a unity, i.e. δi = 1. The point x that minimizes the weighted
sum of the squared distances to the planes γi is given by the solution of the 3× 3 linear
system
Ax = ¯b. (2.13)
The matrix A in Equation (2.13) is, in general, symmetric and positive semi-definite. De-
pending on the relative position of the facets, A can be nearly rank deficient, therefore it
cannot always be solved using a standard linear solver. However, by performing an eigen-
value analysis of A one can effectively compute the intersection of the planes and estimate
the normal at the vertex v j.
Let λ1 ≥ λ2 ≥ λ3 and e¯i be the eigenvalues and the corresponding orthonormal eigenvec-
tors of A, i.e. Ae¯i = λie¯i and A = ∑3i=1 λie¯i⊗ e¯i. Given the eigenvalues and eigenvectors of A,
the primary space is defined as the eigenvectors e¯i that have their corresponding eigenvalues
λi > ελ1, where ε is a small number which can be computed relatively to the geometric
representation of the surface. In practice, ε is chosen to be 0.003. The complementary space
corresponding to λi < ελ1 is called null space.
Using the primary space of the eigenvalues of A, the estimate of the unit normal vector
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n j at the vertex v j can be defined as follows
n j =
d j
‖ d j ‖ where d j = ∑{i|λi>ελ1}−
e¯i · ¯b
λi
e¯i
no summation on j indices.
x1
x2
x3
x
y γi
y−x
n¯i
(a) Distance to plane γi
v j+1−−−→v jv j+1
−−−
→
v j−
1v
j
¯t
v j
v j−1
(b) Average tangent vector
¯t j
˜t j = P j¯t j
n j
(c) Projection tensor
Figure 2.12: Steps for the evaluation of the normal, tangent and conormal vectors along the
crack front.
Evaluation of the tangents Given the normal at the vertex v j, the evaluation of the
tangents at the vertices along the crack front can be described in a two-step procedure.
The first step computes an estimate of the tangent vector by the sum of the vectors given
by the two oriented segments formed by the vertex v j and its neighbors along the crack front
v j−1 and v j+1
¯t =−−−→v j−1v j +−−−→v jv j+1.
Vectors −−−→v j−1v j and −−−→v jv j+1 are illustrated in Figure 2.12(b). The orientation of these vectors
is based on the sequence of the vertices along the front which , in turn, depends on the
orientation of the facet normals.
The vector computed in the first step is, in general, not perpendicular to the vertex
normal n j. Therefore, the second step computes the vectorial component of ¯t that is per-
pendicular to n j by applying the projection tensor P j which is given by
P j = I−n j⊗n j.
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The projection tensor procedure is illustrated in Figure 2.12(c). Thus, the unit tangent
vector at the vertex v j can be written as follows
t j =
˜t j
‖ ˜t j ‖
where ˜t j = P j¯t j and no summation implied in j indices.
Evaluation of the conormals Once the normal and tangent are computed for a given
vertex v j, the conormal is simply the cross product between them.
b j = n j× t j
no summation implied in j indices.
2.4 Crack front approximation and enrichment
functions
This section presents two approaches to build approximations to the crack front curvilinear
coordinate system defined in Section 2.2. The computation of corresponding enrichment
functions and their derivatives with respect to global coordinate directions is also presented.
In the first approach, the curved crack front coordinate system is approximated by a set
of Cartesian coordinate systems while in the second case a set of curvilinear (quadratic)
approximations is used. It should be noted that the shape and location of the crack front
is dictated not only by the triangulation used to represent the crack surface but also by
the coordinate systems used in the computation of the enrichment functions (2.10). These
geometrical approximations are denoted hereafter as linear and quadratic approximations of
the crack front geometry. They should not be confused with the polynomial order of GFEM
shape functions. In both approaches proposed here, each node xα enriched with functions
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(2.10) defines its own coordinate system. Since the enrichment functions used at distinct
clouds ωα do not have to be the same, this does not pose any problem for the GFEM. The
two procedures are presented in Sections 2.4.1 and 2.4.2, respectively.
A key ingredient of both procedures is the computation of unity vectors along the crack
front that are normal to the crack surface, tangent to the crack front or oriented in the
conormal (forward) direction of the crack front, as presented in Section 2.3.3.
2.4.1 Linear approximation of crack front geometry
In this approach, the crack front curvilinear coordinate system is approximated by a set
of Cartesian coordinate systems. Each cloud ωα enriched with functions (2.10) defines a
rectangular coordinate system approximately tangent to the crack front as described below.
Thus, the crack front shape is approximated by a set of linear segments.
The procedure to define the Cartesian coordinate system (ξ1,ξ2,ξ3) used to compute
enrichment functions (2.10) at a cloud ωα associated with a finite element node xα can be
described as follows1
• Find the closest crack front vertex v j to node xα . This procedure can be efficiently
implemented using geometric predicates.
• Compute at front vertex v j unity vectors e¯1, e¯2, e¯3 oriented in the conormal direction
to the crack front, normal direction to the crack surface and tangent direction to the
crack front, respectively. The computation of these vectors is described in Section
2.3.3. They are taken as the base vectors of the coordinate system.
• Let v j−1 and v j+1 denote the index of the two crack front vertex nodes connected to
vertex node v j (cf. Figure 2.12(b)). The origin O of the coordinate system is taken as
the average of the position vectors of these three crack front vertex nodes.
1A crack front vertex may be referenced using its index, v j, or its coordinates, v j.
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Figure 2.13 illustrates a crack front Cartesian coordinate system (ξ1,ξ2,ξ3) built as
described above. A straight cylindrical coordinate system (r,θ ,ξ3) can be defined using
(ξ1,ξ2,ξ3), as described below. This system is used in the computation of the singular
enrichment functions (2.10). Thus, these functions represent a locally straight crack front in
the cloud ωα . Since clouds along crack fronts are very small due to mesh refinement, this
approximation of a curved crack front is acceptable. Numerical experiments presented in
Section 2.5.4 confirm this hypothesis.
Linear Approximation
e¯1
e¯3
v j+1
Crack Front Geometry
e¯2
v j
v j−1
Crack Surface Geometry
O
xα
Figure 2.13: Base vectors and origin of a Cartesian coordinate system used for the compu-
tation of enrichment functions for node xα . Each node with singular enrichment defines its
own Cartesian coordinate system. As a result, the crack front shape is approximated by a
set of linear segments.
Transformation of enrichment functions to global coordinates
Enrichment functions ˘Lξ jαi(r,θ), i = 1,2, j = 1,2,3, computed in the cylindrical coordinate
system are transformed to the global Cartesian system (X1,X2,X3) as follows.
Define
¯Lξ jαi(ξ1,ξ2,ξ3) = ˘Lξ jαi ◦T−1a (ξ1,ξ2,ξ3) i = 1,2, j = 1,2,3 (2.14)
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where “◦” denotes composition of two functions. The transformation
T−1a : (ξ1,ξ2,ξ3) 7−→ (r,θ ,ξ3)
is given by 

r
θ
ξ3


=


√
ξ 21 +ξ 22
arctan(
ξ2
ξ1 )
ξ3


(2.15)
The Jacobian of this transformation is given by
[(
J−1a
)
i j
]
=
[ ∂ ri
∂ξ j
]
=


cos(θ) sin(θ) 0
−1
r
sin(θ) 1
r
cos(θ) 0
0 0 1

 (2.16)
where ri, i = 1,2,3, denote cylindrical coordinates r, θ and ξ3, respectively.
Next define
˜Lξ jαi(X1,X2,X3) = ¯L
ξ j
αi ◦T−1b (X1,X2,X3) i = 1,2, j = 1,2,3 (2.17)
where the transformation
T−1b : (X1,X2,X3) 7−→ (ξ1,ξ2,ξ3)
is given by 

ξ1
ξ2
ξ3


= R−1b


X1−O1
X2−O2
X3−O3


(2.18)
Above, (O1,O2,O3) are the coordinates of the origin O of the crack coordinate system and
R−1b ∈ℜ3×ℜ3 is a rotation matrix with rows given by the base vectors eˆi, i = 1,2,3.
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The Jacobian of this transformation is given by
(
J−1b
)
i j =
∂ξi
∂X j
=
(
R−1b
)
i j
The displacement vectors ( ˜Lξ1α1, ˜L
ξ2
α1,
˜Lξ3α1) and ( ˜L
ξ1
α2,
˜Lξ2α2, ˜L
ξ3
α2) have components in the
crack front coordinate directions ξ1,ξ2,ξ3 and thus must be transformed to the global Carte-
sian system (X1,X2,X3) using


LX1α1 L
X1
α2
LX2α1 L
X2
α2
LX3α1 L
X2
α2


= Rb


˜Lξ1α1 ˜L
ξ1
α2
˜Lξ2α1 ˜L
ξ2
α2
˜Lξ3α1 ˜L
ξ3
α2


(2.19)
where Rb = (R−1b )
T . Functions LX jαi, i = 1,2, j = 1,2,3, can now be used in (2.3) to define
GFEM shape functions. The computation of their derivatives with respect to global coor-
dinate directions is presented in Appendix A.1. These functions are the same as those in
Equation (11) of [91]. They are also presented in Section 4 of [25].
2.4.2 Quadratic approximation of crack front geometry
This section presents another approximation for the curvilinear crack front coordinate sys-
tem described in Section 2.2. Here, each cloud ωα uses a quadratic approximation of the
crack front geometry. Three crack front vertices are used to fit a quadratic curve to the crack
front as illustrated in Figure 2.14. This quadratic curve corresponds to the coordinate line ξ3
of the curvilinear coordinate system (ξ1,ξ2,ξ3) shown in Figure 2.3. As before, this system
is used for the construction of singular enrichment functions used at nodes near the crack
front. The key idea in defining this system is to use a 12-node hexahedral element along
the crack front. The coordinate lines of the curved hexahedron are used in the definition of
the coordinate lines of the crack front coordinate system. A hexahedral coordinate line ξ3
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in physical coordinates defines a quadratic approximation of the crack front shape. Figure
2.14 illustrates the idea. In this approach, both the crack front and the crack surface can be
curved. The only assumption regarding the crack surface shape is that, within a cloud ωα ,
the surface is flat in the crack front conormal direction ξ1. Transformation of coordinates
between this system and the global coordinate system (X1,X2,X3) is then defined using the
shape functions and nodal coordinates of the hexahedral element. The construction of the
curved hexahedron can be fully automated without difficulty. It should be noted the 12-
node hexahedra are used only to define curvilinear coordinate systems. They do not add any
degrees of freedom to the problem. Details are presented below.
In this section, ξ1, ξ2 and ξ3 may denote either a coordinate in the master coordinate
system of a brick or the corresponding coordinate line in physical space (X1,X2,X3). The
meaning is clear from the context.
X(
ξ1,ξ2
,ξ3)
X3, e3
X2, e2
ξ1
ξ3
ξ2
e¯2
e¯1
X1, e1
X(
0,0
,ξ 3)
e¯3
r
Figure 2.14: Non-planar crack surface and coordinate system for curved front enrichment.
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Construction of hexahedra along a curved crack front
For each cloud ωα enriched with singular functions, a 12-node hexahedral element is defined
along the crack front using the following procedure.
1. Let xα denote the finite element node associated with cloud ωα . Find the closest
crack front vertex v j to node xα . This procedure can be efficiently implemented using
geometric predicates. This step is illustrated in Figure 2.15(a).
2. The dimensions of the hexahedral element are set such that it contains the cloud ωα ,
the support of the enrichment functions used at node xα . Let hα denote the radius
of the smallest sphere with origin at xα that contains ωα . Since the origin of the
hexahedral is, in general, not equal to xα , it is requested that the hexahedral contains
a sphere of radius given by
rsphere =‖ −−→v jxα ‖+hα
where ‖ −−→v jxα ‖ is the distance from the closest crack front vertex, v j, to the finite
element node xα . This step is illustrated in Figure 2.15(b).
3. Define the dimension, lh, of the edges of the hexahedral cross-section at ξ3 = −1.0,
ξ3 = 0.0, and ξ3 = 1.0. The hexahedral cross-section is squared and lh is taken as
lh = 2rsphere.
4. Starting from vertex v j, select the two closest vertices, vj, right and vj, left, along the
crack front directions ξ3 = 1 and ξ3 = −1, respectively, such that they are located
outside of the sphere with radius rsphere and origin v j. This step is illustrated in Figure
2.15(c).
5. Compute at front vertices vj, left, v j and vj, right the triad b, n, t oriented in the
conormal direction of the crack front, normal to the crack surface and tangent to the
crack front, respectively. The computation of these vectors is described in Section 2.3.3.
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Crack front vertices coordinates vj, left, v j and vj, right and the triads are then used to
define the coordinates of the element nodes. For example, the squared face ξ3 = 1
with edge length lh contains vj, right and is normal to the tangent vector computed at
vj, right. The face edges are either in the direction n or b. This step is illustrated in
Figure 2.15(d) which shows a 12-node hexahedron built using the procedure described
above.
A curvilinear cylindrical coordinate system (r,θ ,ξ3) along the crack front can be de-
fined using brick coordinates (ξ1,ξ2,ξ3), as described below. This system is used in the
computation of the singular enrichment functions (2.10). These computations involve trans-
formations of vectors and their derivatives between coordinate systems (X1,X2,X3), (ξ1,ξ2,ξ3)
and (r,θ ,ξ3). Details on this are provided below.
Transformation map between global (Cartesian) coordinates and curvilinear
coordinates at the crack front
This section presents the coordinate transformations between the global Cartesian system
(X1,X2,X3) and the curvilinear crack front coordinate systems (ξ1,ξ2,ξ3) and (r,θ ,ξ3). These
transformations are used to define enrichment functions ˘Lξ jαi(r,θ), i = 1,2, j = 1,2,3, in the
global coordinate system. Transformation of derivatives of these functions is presented in
Appendix A.1.
T1 - Transformation between coordinate systems (X1,X2,X3) and (ξ1,ξ2,ξ3) Once
the hexahedron that defines the curvilinear coordinates (ξ1,ξ2,ξ3) along the crack front has
been built, unitary base vectors for this system and the transformation between this system
and the global Cartesian system (X1,X2,X3) can be computed as described below.
The transformation from master coordinates (ξ1,ξ2,ξ3) to global coordinates (X1,X2,X3)
is defined by
T1 : (ξ1,ξ2,ξ3) 7−→ (X1,X2,X3)
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xα
Crack surface
geometry
v jCrack front
geometry
(a) Step 1: Selection of the closest crack front ver-
tex v j to enriched node xα .
ωα
lh = 2rsphere
Inscribed
sphere
(b) Steps 2 and 3: Define inscribed sphere and di-
mension of element edges at faces ξ3 =−1.0, ξ3 =
1.0.
v j,right
v j,le f t
(c) Step 4: Find neighboring vertices vj, right and
vj, left to v j along the crack front.
(d) Step 5: Define nodal coordinates for curved
hexahedron.
Figure 2.15: Steps for the construction of a hexahedron element that defines a curvilinear
coordinate system used for the computation of singular enrichment functions at cloud ωα .
The pictures presented here are based on actual data from a GFEM mesh and crack surface
triangulation. The cloud ωα shown in the figures is the union of the set of tetrahedral
elements that share the node xα .
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Figure 2.16: Transformation map T1.
Xi(ξ1,ξ2,ξ3) =
12
∑
j=1
Xi jN j(ξ1,ξ2,ξ3)
where the shape functions N j(ξ1,ξ2,ξ3) are given by
N1(ξ1,ξ2,ξ3) = 1/8(1−ξ1)(1−ξ2)(ξ 23 −ξ3), N2(ξ1,ξ2,ξ3) = 1/8(1+ξ1)(1−ξ2)(ξ 23 −ξ3),
N3(ξ1,ξ2,ξ3) = 1/8(1+ξ1)(1+ξ2)(ξ 23 −ξ3), N4(ξ1,ξ2,ξ3) = 1/8(1−ξ1)(1+ξ2)(ξ 23 −ξ3),
N5(ξ1,ξ2,ξ3) = 1/8(1−ξ1)(1−ξ2)(ξ 23 +ξ3), N6(ξ1,ξ2,ξ3) = 1/8(1+ξ1)(1−ξ2)(ξ 23 +ξ3),
N7(ξ1,ξ2,ξ3) = 1/8(1+ξ1)(1+ξ2)(ξ 23 +ξ3), N8(ξ1,ξ2,ξ3) = 1/8(1−ξ1)(1+ξ2)(ξ 23 +ξ3),
N9(ξ1,ξ2,ξ3) = 1/4(1−ξ1)(1−ξ2)(1−ξ 23 ), N10(ξ1,ξ2,ξ3) = 1/4(1+ξ1)(1−ξ2)(1−ξ 23 ),
N11(ξ1,ξ2,ξ3) = 1/4(1+ξ1)(1+ξ2)(1−ξ 23 ), N12(ξ1,ξ2,ξ3) = 1/4(1−ξ1)(1+ξ2)(1−ξ 23 ),
and Xi j are the nodal coordinates for the curved hexahedron defined in Section 2.4.2. This
transformation and its inverse are illustrated in Figure 2.16. Note that the master coordinates
(ξ1,ξ2,ξ3) define coordinate lines along the curvilinear crack front as discussed earlier. These
coordinates lines are illustrated in Figure 2.14.
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The Jacobian for this transformation is given by
[
(J1)i j =
∂Xi
∂ξ j
]
=


∂X1
∂ξ1
∂X1
∂ξ2
∂X1
∂ξ3
∂X2
∂ξ1
∂X2
∂ξ2
∂X2
∂ξ3
∂X3
∂ξ1
∂X3
∂ξ2
∂X3
∂ξ3

 (2.20)
The columns of J1 define vectors tangent to the coordinate lines in physical coordinates
and are given by
g¯ j =
∂X
∂ξ j =
∂Xi
∂ξ j ei (2.21)
where ei is a base vector of the global coordinate system. Unitary base vectors along the
crack front are then given by
e¯ j =
g¯ j
¯h j
(no summation on j) (2.22)
where the scale factor ˆh j is given by
¯h j =
√
¯G j j (no summation on j) (2.23)
and ˆG is the metric tensor defined as
¯Gi j = g¯i · g¯ j (2.24)
The base vectors e¯ j, j = 1,2,3 are the red, black and yellow arrows illustrated in Figure
2.14. Since the coordinate lines ξ1 and ξ2 are not curvilinear, the base vectors e¯ j, j =
1,2,3, and the other quantities defined above are a function of ξ3 only. This simplifies the
calculations as shown in Appendix A.1.
The inverse mapping
T−11 : (X1,X2,X3) 7−→ (ξ1,ξ2,ξ3)
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is needed for the computational implementation of the enrichment functions as discussed in
Section 2.4.2. It can be numerically determined using an iterative scheme such as Newton-
Raphson.
After performing the inverse mapping, the closest point on the curved front to X is given
by X (0,0,ξ3). Thus, the distance of X to the crack front is given by
r(X ) =‖ X −X (0,0,ξ3) ‖ (2.25)
This is used below to define the curvilinear cylindrical coordinate system needed for the
computation of singular enrichment functions (2.10).
Curvilinear cylindrical coordinate system along crack front Having coordinates
(ξ1,ξ2,ξ3) computed using mapping T−11 , a curvilinear cylindrical coordinate system along
the crack front can be defined through the following transformation
T−12 : (ξ1,ξ2,ξ3) 7−→ (r,θ ,ξ3)
with the relation between coordinates in both systems given by


r =‖ X (ξ1,ξ2,ξ3)−X (0,0,ξ3) ‖
θ = arctan
(ξ2
ξ1
) (2.26)
The Jacobian for this transformation is given by
J−12 =


cos(θ) sin(θ) 0
−1
r
sin(θ) 1
r
cos(θ) 0
0 0 1

 (2.27)
which is equal to J−1a defined in (2.16).
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Definition of enrichment functions in global coordinates Transformations T−11
and T−12 can be used to define enrichment functions ˘L
ξ j
αi(r,θ), i = 1,2, j = 1,2,3, in global
coordinates.
Define
¯Lξ jαi(ξ1,ξ2,ξ3) = ˘Lξ jαi ◦T−12 (ξ1,ξ2,ξ3) i = 1,2, j = 1,2,3 (2.28)
Next define
˜Lξ jαi(X1,X2,X3) = ¯L
ξ j
αi ◦T−11 (X1,X2,X3) i = 1,2, j = 1,2,3 (2.29)
In the computational implementation of the singular enrichment functions, an integration
point in the support ωα of these functions is first mapped to global coordinates X and then
mapped to cylindrical coordinates using the composition of T−11 and T
−1
2 , i.e.,
T−1 = T−12 ◦T−11
where
T−1 : (X1,X2,X3) 7−→ (r,θ ,ξ3)
Mapped coordinates (r,θ ,ξ3) are then used in (2.10) to compute the singular functions.
The displacement vectors ( ˜Lξ1α1, ˜L
ξ2
α1,
˜Lξ3α1) and ( ˜L
ξ1
α2,
˜Lξ2α2, ˜L
ξ3
α2) have components in the
crack front coordinate directions ξ1,ξ2,ξ3 and thus must be transformed to the global Carte-
sian system (X1,X2,X3) using the same procedure as in Section 2.4.1. This can be done using
(2.19) with Rb replaced by R1, a rotation matrix with columns given by the base vectors
eˆi, i = 1,2,3, defined in (2.22).
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2.5 Numerical examples
This section presents the numerical analyses of several three-dimensional fracture mechanics
problems with increasing level of complexity. The complexity of the problems ranges from
simple cracked bar to an industrial level problem with non-trivial geometry. All problems
are solved using four-node tetrahedral volume meshes for domain discretization, triangular
surface meshes for crack surface representation and hierarchical polynomial enrichment with
localized mesh refinement at crack fronts. The aim of this section is to show the robustness
and accuracy of the proposed approach when solving these problems.
In all examples presented in this section, the extraction of stress intensity factors (SIF)
is performed by applying the cut-off function method (CFM) [90, 125, 126]. This is a
superconvergent extraction technique based on Betti’s reciprocity law and, as such, delivers
convergence rates for SIFs that are as fast as the convergence rate for strain energy. This
feature of the CFM is also verified in the numerical examples.
2.5.1 Edge cracked bar
This section analyzes an edge cracked bar problem. It consists of a rectangular bar with
a through-the-thickness edge crack as illustrated in Figure 2.17. The model is subjected
to a uniform tensile traction applied at both ends. Displacement boundary conditions are
applied only to prevent rigid body motion. Li et al. [67] solved this problem using boundary
element techniques which are known for delivering accurate solutions for fracture mechanics
problems. In order to allow a comparison with their numerical solution for stress intensity
factors, the geometric parameters are set as h/t = 0.875, a/t = 0.5 and w/t = 1.5. The
material properties values include Poisson’s ratio, ν = 1/3, and Young’s modulus, E = 1.0.
This example is used to numerically verify the discretization approach presented in Section
2.2 and to set some parameters such as the element size at the crack front and the polynomial
order of enrichment functions to be used in subsequent examples.
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Since there is no closed form solution for this problem, a posteriori error estimates [125]
are used to compute a reference value for the strain energy. In this example, the reference
value is computed using the p-version of the GFEM presented in [25], i.e., hierarchical
continuous polynomial enrichment functions and a mesh with double nodes to represent the
discontinuity. The computed reference value for strain energy is, for a = 1,
Ure f = 1.37387247299454×10−4.
The stress intensity factors as well as the strain energy are used to verify the convergence
rates of the present approach.
a
2h
σ
w
t
Figure 2.17: Edge cracked bar: Initial coarse mesh with boundary conditions and crack
surface representation.
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Convergence and computational cost analyses
This section performs a p-convergence analysis using a mesh locally refined at the crack front
and crack vertices (hereafter referred to as hp-GFEM). The resulting polynomial order of the
approximation ranges from p = 1 to p= 4. The mesh is designed in such a way that the ratio
of the element size to the characteristic length of the crack (Le/a) is around 3.1×10−2 for
those elements that intersect the crack front, 1.6×10−4 for those elements intersecting crack
vertices, and 1.67 for the elements far from the crack front and crack vertices (cf. Figure
2.18(a)). This mesh can be regarded as coarse when compared with those used with standard
low order finite elements. The mesh used in this analysis and the displacement solution for
p = 4 are illustrated in Figure 2.18(a). For comparison, the same problem is solved using
quasi-uniform meshes and low-order shape functions defined in (2.11) and (2.12). Hereafter,
this type of discretization is referred to as h-GFEM. One of the h-GFEM meshes used in the
analysis and its respective solution are illustrated in Figure 2.18(b).
Le
a
= 1.67
Le
a
= 3.1×10−2
Le
a
= 1.6×10−4
(a) Hp-GFEM solution with p = 4 and localized refine-
ment.
(b) GFEM solution with p = 1 and quasi-
uniform mesh.
Figure 2.18: Mesh design and solution for hp-GFEM with localized refinement and GFEM
with quasi-uniform mesh.
Figure 2.19 shows the variation of the error in energy norm, strain energy and the stress
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intensity factor (SIF) in the center of the crack front with respect to the number of degrees
of freedom for both h- and hp-GFEM. One can observe that for relative errors smaller than
about 7% in energy or SIF, the hp-GFEM is always more effective than the h-GFEM. In the
case of relative error in energy norm, the threshold is even higher–about 30%. Moreover,
hp-GFEM delivers exponential convergence while h-GFEM exhibits algebraic convergence.
As expected, the extracted SIF shows a convergence behavior that is comparable to the
convergence in strain energy in both h- and hp-GFEM. In this example, one can see that an
approximation of order p = 3 is enough to deliver a relative error level around 1% for both
strain energy and SIF (cf. Figure 2.19).
In Figure 2.20, one can observe the variation of the relative error in energy norm, SIF
and strain energy with respect to the CPU time spent to solve the problem using different
meshes in h-GFEM and different polynomial orders in hp-GFEM. The CPU time consists of
the time spent in assembling and solution of the system of equations. The linear dependence
of the system was handled using the algorithm presented in [25]. For a given computational
effort, the hp-GFEM with shape functions of p-order p > 1 provides more accurate results
than h-GFEM. This is the same trend observed in Figure 2.19,
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Figure 2.19: Convergence analysis - relative error vs. number of degrees of freedom.
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Figure 2.20: Computational cost analysis - relative error vs. total CPU time.
SIF extraction along crack front
A particular feature of the edge-cracked bar example is the variation of the mode I stress
intensity factor along the crack front. It varies from a nearly plane strain SIF value at the
middle of the crack front to asymptotically zero at the crack vertex. The stress intensity
factor tends to zero when the crack front intersects the boundary of the domain because the
singularity of the solution is less intense in that region [67, 100].
Figure 2.21(a) shows the normalized SIF extracted along the crack front using the hp-
GFEM solution for p = 1, . . . ,4. The normalized SIF is defined as
KI =
KI
σ
√
pia
where KI is the stress intensity factor computed numerically. The results are plotted in
parametric coordinates at the crack front in which s/w = 0.0 corresponds to the middle of
the crack front and s/w = 0.5 corresponds to a crack vertex. One can observe that the hp-
GFEM solution clearly converges to the BEM solution of Li and Mear [67], as the polynomial
order of the approximation is increased. The hp-GFEM results along the crack front are also
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consistent with the convergence analysis presented above, namely, the results for p = 3 have
already reached an acceptable level of accuracy for engineering purposes.
Many researchers have solved this problem using different techniques such as the standard
finite element with quarter-point elements [100], the X-FEM with hexahedral elements and
level set method for crack surface representation [122], and the boundary element method
[67]. Figure 2.21(b) shows a comparison among these solutions, a plane strain solution and
the hp-GFEM solution for p = 4. One can observe that the hp-GFEM solution shows good
agreement with the BEM solution and can capture very well the boundary layer behavior of
KI.
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(a) SIF extraction using hp-GFEM with various p.
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(b) Comparison with SIF values in the literature.
Figure 2.21: Extraction of SIF along the crack front for edge cracked bar example.
Nearly optimal distribution of degrees of freedom In the examples presented above,
the hp-GFEM is applied using uniform polynomial enrichment over the entire domain. Of
course, application of uniform enrichment in problems of industrial level of complexity is un-
acceptable because it leads to a high number of degrees of freedom. However, the hp-GFEM
formulation is flexible enough to provide non-uniform polynomial approximations over a do-
main of analysis. One can build an approximation applying high order enrichment functions
only where needed. According to [82, 125], an optimal hp discretization for fracture mechan-
ics problems consists of h-refinement in geometrical progression towards the singularity and
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p-enrichment of increasing p-order away from the singularity.
Figure 2.22(b) shows a comparison of the results computed with hp-GFEM using uni-
form (p = 3) and non-uniform polynomial order. The same mesh (cf. Figure 2.18(a)) is
used in both cases but in the later, the p-order decreases towards the singularity, as illus-
trated in Figure 2.22(a). The number of degrees of freedom in the solution with uniform
p-enrichment is 78,234 while in the non-uniform distribution is 45,774, which gives a prob-
lem size reduction of more than 40%. The CPU time spent in the simulation with uniform
and non-uniform p-enrichment was around 402 seconds and 254 seconds, respectively, which
gives a computational cost reduction of 37%. By using this approach, one can save many
unnecessary degrees of freedom in the approximation while achieving an equivalent level of
accuracy. Hence, this approach is more attractive when solving large scale problems. An
example of non-uniform enrichment applied to a problem with industrial level of complexity
is presented in Section 2.5.7.
p = 3
p = 4
p = 2
(a) GFEM discretization with non-uniform p-
enrichment. The color of the sphere at a node
indicates the polynomial order used over the
corresponding nodal support.
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(b) SIF extraction along the crack front - uniform
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Figure 2.22: SIF extraction using hp-GFEM with uniform and non-uniform p-enrichment.
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2.5.2 Penny shaped crack
This section uses the well-known penny shaped crack example to numerically verify the
accuracy of the extracted stress intensity factors (SIF) along a curved crack front of a planar
surface. Consider a crack of circular shape with radius a localized in the center of a cube
with dimension 2L as illustrated in Figure 2.23. The specimen in subjected to an axial tensile
loading of magnitude σ in y-direction. The numerical values for the dimensions of the model
and the magnitude of the axial tensile loading are L
a
= 10 and σ = 1.0, respectively.
Figure 2.23 illustrates the initial tetrahedral mesh, boundary conditions and crack surface
representation used in the numerical model. This mesh is automatically h-refined along the
crack front as illustrated in Figure 2.24. One can observe that the aspect ratio of the
elements is preserved with mesh refinement since element faces do not have to fit the crack
surface as in the classical FEM. The ratio of element size to characteristic length of the crack
surface ranges from {Le/a}max = 3.38×10−2 to {Le/a}min = 1.95×10−2 at the crack front.
This example performs a p-convergence analysis using the mesh shown in Figure 2.24. The
polynomial order of the enrichment varies from p = 1 to p = 3. The selection of GFEM
shape functions assigned to nodes depends on the behavior of the solution in the support,
ωα , of the node, as discussed in Section 2.2.2.
Figure 2.25 shows a plot with the normalized stress intensity factors along the crack
front. The normalized SIF is given by [127]
KI =
KI
K∞I
where K∞I is the closed form solution of the penny shaped crack problem for an infinite
domain, which is given by
K∞I = 2σ
√
a
pi
. (2.30)
This reference solution is commonly used to normalized solutions computed in finite domains.
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Figure 2.23: Penny shaped crack example: initial coarse mesh with boundary conditions and
crack surface representation.
zoom in at crack surface
top view
Figure 2.24: Tetrahedral mesh strongly graded at the crack front. The type of GFEM shape
functions used at some nodes are also illustrated. Nodes with yellow glyphs have the GFEM
shape functions ˜φαi defined in (2.8). In this case, the continuous and discontinuous shape
functions are of the same polynomial order. Nodes with green glyphs have GFEM shape
functions built with the functions defined in (2.19).
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Normalized SIFs computed by Sukumar et al. [122] using the X-FEM [76] are also shown
in the figure. In this case, the same domain/crack size ratio, L
a
, and a structured mesh of
eight-node hexahedral elements were used.
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Figure 2.25: Stress intensity factor vs. position of the extraction at the crack front for various
p order.
Table 2.4 lists the maximum, minimum, average and standard deviation of the relative
error of the SIF extracted from hp-GFEM solutions with respect to the infinite domain
solution. The results show good agreement with the analytical value for infinite domain.
The average error for the solution enriched with p = 3 compared with the infinite domain
solution is less than 1%. One can also see that the relative error values show fast convergence
as the polynomial order of the approximation increases.
Table 2.4: Penny-shaped crack example: SIF relative error analysis for hp-GFEM for various
p orders.
er
(
KI
)
p = 1 p = 2 p = 3
Max 18.80 3.21 1.32
Min 1.97 0.41 0.60
Average 5.94 1.35 0.90
Std. Dev. 4.68 0.69 0.21
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2.5.3 Lens-shaped crack
This example considers a lens-shaped crack problem. This numerical example is more
challenging than the problem presented in Section 2.5.2 because, in addition to the curved
crack front, this crack surface is non-planar. Consider a lens-shaped crack of characteristic
parameters R and α (cf. Figure 2.26) embedded in a cube of edge 2L. The material param-
eters used in this example are E = 68.9×109 and ν = 0.22. The specimen is subjected to
a hydrostatic tensile loading of magnitude σ . Again, the stress intensity factors (SIF) are
extracted along the crack front in order to numerically verify the proposed approach to solve
crack problems. The CIM is used in this example to extract stress intensity factors. While
the CIM is, in general, less accurate than the CFM, it also shows superconvergent behavior
[90, 125, 126]. In addition, the implementation of the CIM is more straightforward than the
CFM, especially in the case of non-planar crack surfaces.
Figure 2.26 depicts the initial coarse mesh, the boundary condition of the model and
the representation of the crack surface. The geometry of the problem is defined such that
the effect of the boundary of the domain in the extraction of the stress intensity factors
is minimal. The numerical values for the characteristic parameters of the model and the
magnitude of the hydrostatic tensile loading are LR = 5, α =
pi
4 and σ = 1.0, respectively. The
results computed on this finite domain are compared with the analytical values for an infinite
domain. If one considers the same crack geometry but embedded in an infinite domain, the
analytical values of stress intensity factors for modes I and II are given by [43]
K∞I = 0.877
2
pi
σ
√
pia, K∞II = 0.235
2
pi
σ
√
pia (2.31)
where a = Rcos(α).
The discretization applied to this problems is the same as in the previous examples–
strongly graded mesh at the crack front, crack front enrichment and high order step functions.
The tetrahedral mesh is adapted with localized refinement along the crack front. The ratio
71
α R
z
x
y
x
a
θ
z
2L
σ
Figure 2.26: Lens-shaped crack example: initial coarse mesh with boundary conditions and
crack surface representation.
of the size of the elements at the crack front to the characteristic length of the crack
(Le
a
)
ranges between 0.013 and 0.024. The polynomial order of the approximation used in this
example is p = 3.
Figure 2.27 shows the normalized stress intensity factors for mode I and II. The normal-
ized SIF is given by
Ki =
Ki
2
pi
σ
√
pia
for a given mode i. If one compares the extracted quantities with the solution for an infinite
domain, the SIFs for mode I and II converge to values around 6% larger and 8% smaller,
respectively, than the reference values. These are less accurate results than in the previous
examples even though comparable discretizations are used. This loss of accuracy in SIF is due
to the extraction method used. The CIM uses derivatives of the numerical solution while the
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CFM uses only primary variables (displacements in the case of elasticity problems). Thus,
as indicated above, SIFs extracted with the CIM are of lower accuracy than those extracted
with the CFM. Nonetheless, one can observe that in Figure 2.27 the extracted SIFs are
almost constant along the crack front, attesting the robustness of the extraction procedure
and the accuracy of the solution. Figure 2.27 also shows SIFs computed with the finite
element method on a finite cylinder and a domain integral method for extraction [43]. In
this case, the radius and the height of the cylinder were 10 times the geometrical parameter
R. An eight-node hexahedral mesh with Le
a
≈ 0.0028 was used around the crack front.
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Figure 2.27: Normalized stress intensity factor for mode I and mode II along crack front.
2.5.4 Half penny shaped
This example considers a half penny-shaped crack in a prism as illustrated in Figure 2.28.
The ratio of the characteristic dimension, L, of the prism and the radius a of the crack is
L/a = 5.0. The prism is subjected to top and bottom tensile tractions of magnitude σ = 1.
Figure 2.28 illustrates the boundary conditions and the dimension of the domain of analysis.
The Young’s Modulus and Poisson’s ratio are taken as E = 1.0 and ν = 0.25, respectively.
The reference solution for stress intensity factor (SIF) in this problem is provided by
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[134]. There, one quarter of the domain was discretized with hex-20 finite elements and
appropriate symmetry boundary conditions applied. The localized mesh refinement around
the crack front consisted of a set of seven ring of elements. Hexagonal 20-node elements with
quarter-point nodes and collapsed faces were used along the crack front. The ratio element
size to characteristic crack length (Le/a) was 3.83× 10−3 [134]. This is around ten times
smaller than the finest mesh used in this analysis (cf. Table 2.5).
The SIF solutions (KI) obtained in this section are normalized by the equation
¯KI =
KI
σ
√
pia
Q
where Q = 1+1.464 for a circular crack. More details about this normalization process can
be found in [134] and references therein.
The aim of this example is to show a comparison for SIF solution between linear and
quadratic crack front geometry approximations for different mesh refinements at the crack
front. Since this example has a surface breaking crack, the boundary layer effect [101] reduces
the SIF values when the crack front is close to the boundary of the domain. Because the
boundary layer effect is not the main focus of this example, the SIF values are computed in
the range 10◦ ≤ θ ≤ 170◦.
This analysis uses three meshes with different levels of refinement along the crack front
and polynomial order of approximation p = 3. The description of each mesh according to
its level of refinement is listed in Table 2.5. Figure 2.28 illustrates the refinement along the
crack front for the three meshes used in this analysis. Mesh 1 is the coarsest mesh that
allows the construction of the 12-node hexahedron under the assumptions listed in Section
2.4.2.
The use of coarse meshes around the crack front brings the issue of numerical integration
of the singular enrichments. Numerical examples presented in [89] show that the Keast
integration rule [54] with 45 points is able to numerically integrate with sufficient accuracy
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these functions on meshes with element size typically used in the GFEM. Mesh 3 fits in this
category but meshes 1 and 2 do not. This example uses a tensor product rule with 343
points in order to control integration errors. The same rule is used on all meshes.
Figures 2.29(a), 2.29(b), and 2.29(c) illustrate the performance of linear and quadratic
crack front geometry approximations on Meshes 1, 2, and 3, respectively. Table 2.6 lists
the minimum, maximum, average, and standard deviation of the error with respect to the
reference solution along half of the crack front. One can observe that solutions computed
with either crack front approximations show very oscillatory behavior and high error values
for Mesh 1. The oscillations are gradually smoothed out as the level of crack front refinement
increases. In the case of Mesh 3, the GFEM solutions are virtually identical and in good
agreement with the reference solution. Figure 2.29(d) shows the SIF solution for the entire
crack front. One can see that both crack front enrichments show symmetry with respect
to the middle of the crack front. These results illustrate the robustness of both crack front
descriptions. Moreover, the results for Mesh 3 show good agreement with the reference
solution. The average error is around 0.2% with standard deviation of 0.11%.
Table 2.5: Description of GFEM meshes used in the simulation. The ratios Le/a listed below
refer to the elements that intersect the crack front.
Le/a
Mesh dofs min max
1 15132 0.1250 0.3125
2 33102 0.0625 0.1180
3 82590 0.0294 0.0525
Convergence Analysis
This section presents convergence analyses of linear and quadratic crack front approxima-
tions. Two cases are considered. In the first one, GFEM meshes 1, 2 and 3 (cf. Table 2.5) are
used while the crack surface representation is kept fixed. In the second case, GFEM Mesh
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Mesh 2
Mesh 3
2L
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Figure 2.28: Half penny-shaped crack in a prism subjected to top and bottom uniform
tractions: Initial coarse mesh with boundary conditions and crack surface representation.
Zoom in shows the three meshes around the crack front (left). Green glyphs represent
Westergaard enrichment with either straight (Section 2.4.1) or curved (Section 2.4.2) crack
front geometry approximation. Yellow glyphs represent high-order step functions (Equation
2.8).
Table 2.6: Error analysis of SIF for various meshes.
Crack front geom. Error %
Mesh approximation abs(min) abs(max) average std. deviation
1 Linear 0.0547 7.8435 -0.3553 3.7107
Quadratic 0.1638 9.1141 0.1153 3.3504
2 Linear 0.0427 1.2096 -0.0224 0.4639
Quadratic 0.0006 0.6584 -0.0197 0.3138
3 Linear 0.0101 0.4187 -0.0242 0.2083
Quadratic 0.0040 0.3694 0.0396 0.2027
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3.
Figure 2.29: Normalized stress intensity factors (SIF) along the crack front for various
meshes.
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3 is used with three crack surface triangulations. In this case, the analysis starts with the
coarsest crack front description that allows the construction of the hexahedral for quadratic
crack front approximation (cf. Section 2.4.2). The crack front segment length for this mesh
is denoted by d. The length of the crack front segments in the subsequent crack surface
meshes are d/2 and d/3 and they are constant along the crack front. These crack surface
meshes are referred to as crack meshes d1, d2 and d3, respectively.
A normalized L2-norm of the difference between the GFEM and the reference FEM
solution is used to quantify the error of the stress intensity factor solution along the crack
front. This L2-norm is defined by
er(Ki) :=
‖ei‖L2
‖ ˆKi‖L2
=
√√√√Next∑
j=1
(
K ji − ˆK ji
)2
√√√√Next∑
j=1
(
ˆK ji
)2 (2.32)
where Next is the number of extraction points along the crack front, ˆK ji and K
j
i are the
reference and GFEM stress intensity factor values for mode i at the crack front point j,
respectively. Hereafter, the quantity er(Ki) is referred to as a normalized error even though
the reference FEM solution is not the exact solution of the problem.
Figure 2.30 illustrates the convergence of the relative error er(KI) of the stress intensity
factor KI along the crack front using GFEM meshes 1, 2 and 3 and a fixed crack mesh. For
reference, the convergence rate in strain energy for a finite element solution using uniform
mesh refinement is β ≃ 0.32 [125]. One can observe that linear and quadratic approxima-
tions show similar convergence behavior when applying localized refinement of the GFEM
mesh along the crack front. The quadratic approximation shows slightly faster convergence
rate in the pre-asymptotic range. Nonetheless, both approximations converge to very close
normalized L2-norm values when a more refined GFEM mesh is used.
Table 2.7 lists the results of the second convergence study described above. It shows
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Figure 2.30: Relative error er(KI) of the stress intensity factor KI along the crack front for
linear and quadratic crack front approximations. βlin. and βquad. denote the convergence rate
for linear and quadratic approximations, respectively. GFEM meshes 1, 2 and 3 and a fixed
crack mesh are used in the computations.
the relative error er(KI) of the stress intensity factor KI along the crack front corresponding
to GFEM mesh 3 and crack surface meshes d1, d2 and d3. In order to provide consistent
values for er(KI), the stress intensity factor along the crack front is computed at the same
locations in all crack surface meshes, regardless of the level of refinement of the crack front
geometry. Linear and quadratic crack front approximations present virtually equal conver-
gence behavior with respect to the refinement of the crack front geometry. Crack Mesh d1
shows larger error values than crack meshes d2 and d3. The computed relative error er(KI)
levels off with refinement of the crack front representation, as expected. Further reduction
of the error requires a finner or higher order GFEM mesh.
Table 2.7: Convergence analysis of GFEM solution with respect to the refinement of the
crack front description for linear and quadratic crack front approximations.
er(KI)
Mesh Front segment linear quadratic
d1 d = 0.0283 0.003754 0.003832
d2 d/2 = 0.0143 0.001794 0.001740
d3 d/3 = 0.0095 0.001621 0.001638
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2.5.5 Inner and outer circumferential cracks in a finite cylinder
This section considers two examples of cracks in a finite cylinder. The cylinder has di-
mensions L/R = 4, where 2L is the height of the cylinder and R is the radius of its cross
section. A large ratio between height and radius of the cylinder is set to minimize the finite
domain effect in the extraction of stress intensity factors. The model is subjected to unit
tensile load σ = 1 on top and bottom faces. E = 1 and ν = 0.3 are the material parameters
assigned to the cylinder. The first example is a penny-shaped crack, hereafter referred to as
inner crack, in the middle of the cylinder. For this example R/a = 5, where a is the radius
of the crack. The second example is a circumferential surface breaking crack, from now on
referred to as outer crack, in the middle of the cylinder. In this case, a defines the material
ligament. The ratio of the radius of the cylinder (R) to the crack length (c) is R/c = 1.25.
The ratios cylinder radius to crack size, R/a and R/c, are set such that the inner and outer
crack front geometries are the same. Figure 2.31 illustrates the domain of analysis and the
crack surfaces used in the simulations.
The main objective of these examples is to compare the robustness of the crack front
enrichment functions in cases where the curved crack front is convex (inner crack) and
concave (outer crack). The reference solutions include the reference SIF solution for an
infinite cylinder with a penny-shaped crack provided by [127]
∞
K
in
I = 1.008σ
√
pia
and the solution for a circumferential external crack in a infinite cylinder provided by [78]
∞
K
out
I = 6.115σ
√
pic.
According to the references, the accuracy for
∞
K
in
I is of 0.5% and for
∞
K
out
I it is unknown. In
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Figure 2.31: Finite cylinder subjected to top and bottom uniform tensile tractions and crack
surface representation for outer and inner cracks.
both cases, SIF results are normalized by the reference solutions using the following formula
¯K =
K
∞
K
where K is the stress intensity factor extracted from the hp-GFEM solution.
The inner and outer crack models apply strongly graded meshes along the crack front and
uniform polynomial enrichment over the entire analysis domain. The resulting polynomial
approximation order in both cases is p = 3. The same level of refinement is applied in both
inner and outer crack examples. The ratios of element size to characteristic crack length,
Le/a and Le/c, are around 0.053 and 0.014 for the inner and outer cracks respectively. This
discretization is equivalent to the discretization applied on Mesh 3 of the example presented
in Section 2.5.4. A Keast quadrature rule [54] with 45 points is used at each integration
sub-element of the computational elements enriched with singular functions.
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Figure 2.32(a) shows the computed stress intensity factor along the inner crack front.
Table 2.8 lists the absolute minimum, absolute maximum, average and standard deviation of
the relative error along the crack front. The results show that enrichments computed with
either crack front geometry approximation produce virtually identical solutions. They also
show good agreement with the reference solution for semi-infinite domain. The average error
for linear and quadratic crack front geometry approximations is around −0.22%. Moreover,
the results show robustness of both crack front descriptions since the standard deviation of
the error along the crack front is around 0.17%.
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Figure 2.32: Normalized stress intensity factors (SIF) along the crack front for a finite
cylinder with inner and outer cracks.
Table 2.8: Error analysis of SIF for inner and outer cracks in a finite cylinder.
Crack front geom. Error %
Crack type Approximation abs(min) abs(max) average std. deviation
Inner Linear 0.009 0.605 -0.227 0.171
Quadratic 0.002 0.632 -0.213 0.178
Outer Linear 0.003 0.824 0.186 0.337
Quadratic 0.005 0.845 0.188 0.329
Figure 2.32(b) presents the stress intensity factor for the simulation of a finite cylinder
with outer crack. Table 2.8 lists the absolute minimum, absolute maximum, average and
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standard deviation of the relative error along the crack front. Again, the results for linear
and quadratic crack front geometry approximations are almost identical and show good
agreement with the reference solution for semi-infinite domain. Also, the results show that
both approximations are very robust since the SIFs show small oscillations along the crack
front. The average error along the crack front is, in this case, around 0.19% with standard
deviation of 0.33%.
2.5.6 Inclined elliptical crack
The aim of this example is to verify the linear and quadratic crack front approximations in
a problem with non-constant crack front curvature and mixed mode fracture behavior. The
problem consists of an inclined elliptical crack of dimensions a= 0.1 and b= 0.05 embedded in
a cube of edge size 2L, as illustrated in Figure2.33. A ratio a/L= 10 is set to reduce the finite
domain effect on the solution. The material parameters used in this analysis are E = 1.0×103
and ν = 0.30. The slope of the crack with respect to the y-axis is γ = pi/4. The domain is
subjected to a uniform tensile traction σ = 1 in the y-axis. Figure 2.33 illustrates the model
and the initial coarse mesh used in this example. The discretization of the solution applies
localized mesh refinement on GFEM elements that intersect the crack front and polynomial
enrichment of order p = 3 over the entire domain. The range of the ratio of element size
along the crack front, Le, to characteristic crack length, a, is 0.018 ≤ Le/a ≤ 0.041. The
crack surface is represented using a quasi uniform triangulation.
The stress intensity factors for modes I, II, and III of an inclined elliptical crack embed-
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ded in an infinite domain are used as reference. These SIFs are given by [127]
Kinf.I =
σ sin2 γ
√
pib
E(k)
[
sin2 θ +
(
b
a
)2
cos2 θ
] 1
4
Kinf.II = −
σ sinγ cosγ
√
pibk2[
sin2 θ +
(
b
a
)2
cos2 θ
] 1
4
[
k′
B
cosω cosθ + 1C sinω sinθ
]
Kinf.III =
σ sinγ cosγ
√
pib(1−ν)k2[
sin2 θ +
(
b
a
)2
cos2 θ
] 1
4
[
1
B
cosω sinθ − k
′
C sinω cosθ
]
where B, C, K(k) and E(k) are defined as
B = (k2−ν)E(k)+νk′2K(k), C = (k2−νk′2)E(k)−νk′2K(k),
K(k) =
∫ pi
2
0
dϕ√
1− k2 sin2 ϕ
, E(k) =
∫ pi
2
0
√
1− k2 sin2 ϕdϕ ,
and k2 = 1− k′2, k′ = b/a and θ is a parametric angle representing a point A on the crack
front (cf. Figure 2.33). For the example solved in this section, γ = pi/4 and ω = pi/2.
Figure 2.34(a) and 2.34(b) illustrate the comparison of linear and quadratic crack front
approximations with respect to the infinite domain solution, respectively. One can note
that both approximations show good agreement with the infinite domain solution. Table
2.9 lists the normalized L2-norm of the difference between the numerical solution and the
reference solution (cf. Equation (2.32)). Like in the previous examples, one can observe that
both approximations provide virtually the same results. The relative errors of the stress
intensity factors along the crack front for linear and quadratic approximations show very
small differences.
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Figure 2.33: Cube subjected to top and bottom uniform tensile tractions and crack surface
representation for inclined elliptical crack.
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Figure 2.34: Stress intensity factors for modes I, II and III using linear and quadratic crack
front approximations.
Table 2.9: Normalized L2-norm of the error of the SIFs along the crack front for linear and
quadratic approximations.
Crack front geom.
approximation er(KI) er(KII) er(KIII)
Linear 0.0234 0.00406 0.04133
Quadratic 0.0223 0.00486 0.04246
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2.5.7 Industrial example - pump part
This section considers a problem of industrial level of complexity. The example illustrated
in this section consists of a pump part. The initial mesh, boundary conditions and crack
surface representation are illustrated in Figure 2.35. As in previous examples, the initial
mesh does not model the crack surface. The crack surface is created later on using available
geometric information of the model. The crack surface geometry is then discretized with
triangles. The resulting triangulation is inserted in the model and mesh refinement as well
as polynomial enrichment with respect to the crack front are automatically applied. This
automation is easily applied in hp-GFEM since the mesh does not have to fit the crack sur-
face representation and the non-uniform polynomial enrichment does not require transition
elements. The resulting discretization around the crack surface is illustrated in Figure 2.36.
In this example, the crack surface has a circular front of radius a = 0.22. This radius
is taken as the characteristic length of the crack. The ratio of element size to characteristic
crack length (Le/a) is 2.10 for those elements far away from the crack surface. Around the
crack front, Le/a ranges from 0.023 to 0.16. The polynomial order of the approximation is
p = 2 for the first layer of elements intersecting the crack front, p = 3 for the four subsequent
layers, and p= 2 elsewhere. Figure 2.36 illustrates the hp-GFEM solution using h-refinement
at the crack front and non-uniform enrichment. The material parameters for this example
are E = 2.0×105 and ν = 0.30. This example illustrates the robustness and flexibility of the
proposed approach where localized mesh refinement and non-uniform polynomial enrichment
can be easily applied even in the case of non-trivial geometries.
To verify the results of the discretization described above, this example is solved using
the same mesh and uniform polynomial enrichment of order p = 4. Table 2.10 lists the
number of degrees of freedom and the strain energy using both discretization. One can see
that the solution using non-uniform discretization requires around four times less degrees of
freedom and has an error of 4.8% in strain energy. The stress intensity factors extracted along
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the crack front using non-uniform polynomial enrichment are compared with the reference
solution. The extracted KI and KII are plotted in Figures 2.37(a) and 2.37(b). The results
for SIF extraction using non-uniform enrichment also show good agreement with respect to
the reference solution. The relative error of the maximum SIF computed with non-uniform
enrichment with respect to the maximum SIF computed with uniform enrichment is 2.9%
and 1% for KI and KII, respectively. These results show that one only needs to use high-order
approximations locally in order to achieve an engineering acceptable level of accuracy in SIF.
Table 2.10: Number of degrees of freedom and strain energy for uniform p = 4 and non-
uniform p.
Discretization Number of dofs Strain energy
Uniform p = 4 451230 6.31e-03
Non-uniform p 106128 6.01e-03
off front view top view zoom in at crack surface
θ
a
Figure 2.35: Model description and crack surface representation. Three-dimensional mesh
courtesy of ABAQUS, Inc.
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Figure 2.36: Hp-GFEM solution for non-uniform polynomial enrichment, discretization
around crack surface and crack opening using integration elements as graphical elements.
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Figure 2.37: Extracted stress intensity factors along crack front.
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2.6 Concluding remarks
This Chapter introduces an hp-version of the Generalized Finite Element Method (hp-
GFEM) for static three-dimensional fracture mechanics problems. Starting from arbitrarily
coarse meshes, the proposed GFEM automatically creates strongly graded meshes along
crack fronts and assigns suitable high order GFEM shape functions to nodes according to
their geometric positions with respect to the crack front. High order enrichment functions
are easily generated for the continuous and discontinuous parts of the solution using the
partition of unity concept. Hierarchical polynomial enrichment, together with the partition
of unity concept, adds enough flexibility to build non-uniform polynomial approximations
without the need of transition elements.
The proposed hp-GFEM is able to deliver high order convergence rates in energy norm
as well as in stress intensity factors. The robustness of the method is tested for three-
dimensional problems with increasing level of complexity. The proposed hp-GFEM is robust
enough to handle planar as well as non-planar crack surfaces embedded in non-trivial un-
structured meshes. In all examples, the hp-GFEM shows to be robust and able to deliver high
convergence rates in the solution and, consequently, the extracted stress intensity factors.
Linear and quadratic approximations to represent curvilinear crack fronts are presented.
These representations are geared towards the construction of enrichment functions for the
generalized finite element. In both cases, special care is taken when setting the crack front
coordinate system based on the geometric description of the crack front. The evaluation of
crack front normals, tangents and conormals vectors using medial-quadric-based techniques
ensures the robustness of the representation of the crack front geometry.
The results presented in Section 2.5.4 show that a coarse mesh with either linear or
quadratic crack front geometry approximations leads to poor crack front description. As
a result, the SIF solution along the crack front shows poor accuracy and very oscillatory
behavior. However, by applying a suitable refinement level along the crack front the results
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show that both approaches lead to the same crack front representation in the limit case,
i.e., when the crack front refinement is able to capture the singular solution along the crack
front.
The numerical experiments presented in Sections 2.5.5 and 2.5.6 indicate that both crack
front geometry approximations lead to very robust results in meshes typically used for this
class of problem. The first approach uses Cartesian coordinate systems along the crack front
and is straightforward to implement. The implementation of the second approach is more
involved since it is based on curvilinear coordinate systems. Thus, for the class of problems
considered here, the first approach is recommended.
The proposed approaches to build enrichment functions along curved crack fronts are
not limited to the case of linear elastic fracture mechanics, the focus of the present study.
Application of these approaches to the case of cohesive cracks, and other non-linear fracture
mechanics problems is straightforward. The same procedure used to define the curvilinear
coordinate system along the crack front can be used. The conclusions regarding which
approach is better for other classes of problem may, of course, be different from the case
considered here.
Another contribution of this research is a procedure to handle non-planar three-dimensional
crack surfaces. The procedure includes
• a high fidelity representation of crack surfaces that is completely independent of the
volume GFEM mesh. Also, this technique is flexible enough to represent virtually any
crack surface geometry;
• a Lagrangian description of the crack front. This feature is useful for updating the
crack front in crack growth simulations and for providing base vectors of coordinate
systems associated with crack front enrichment functions (cf. Section 2.4);
• creation of integration sub-elements for computational elements that interact with
non-planar crack surfaces. The numerical examples demonstrate that the resulting
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numerical integration is accurate and can be performed using standard quadrature
rules. Moreover, it allows large elements far from the crack front which are suitable
for p-enriched based approximations;
• ease of creation of crack surfaces in pre-existing meshes as illustrated in Section 2.5.7.
This feature is suitable for simulations of industrial problems.
The proposed procedure is also suitable for crack propagation simulations. The repre-
sentation of the crack surface does not have to be recomputed from scratch after each crack
propagation step as in the case of level sets method [77, 121, 122]. The crack representa-
tion can be modified along its boundary without affecting its interior. This feature provides
consistent representation of the crack surface for crack growth simulations. Details on the
application of this approach to crack propagation problems is presented in Section 3.
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Chapter 3
Fatigue crack growth analysis
Fatigue crack growth analysis is a problem of probabilistic nature and of great importance
in engineering. Most of the equations utilized to describe fatigue crack growth behavior
are based on observations of the physical phenomena and extensive material testing. These
equations are crucial for the design of engineering structures in which the assessment of
fatigue failure is a major requirement. Some examples of these structures include aircrafts,
rockets, engines, pressure vessels and bridges.
This Chapter focuses on the simulation of three-dimensional crack growth in solids under
high-cycle fatigue. From a macro-scale point of view, high-cycle fatigue can be regarded as a
quasi-static phenomena. Moreover, the crack growth mechanism in high-cycle fatigue can be
characterized by linear elastic fracture mechanics parameters, i.e., the stress intensity factors
[105]. Therefore, a robust and accurate method to analyze linear elastic fracture mechanics
problems, such as the hp-GFEM presented in Chapter 2, is essential for successful crack path
and fatigue life predictions.
The remainder of the chapter is organized as follows. The next section describes the
target problem to be analyzed and the assumptions of the fatigue crack growth model.
Section 3.2 discusses the details about the three-dimensional criterion for crack advancement
and crack growth direction. Section 3.3 presents the computational geometry aspects of the
crack growth updates in the explicit crack surface representation presented in Chapter 2.
Section 3.6 shows examples for the verification and validation of the hp-GFEM for fatigue
crack growth. Finally, Section 3.7 discusses the main contributions and conclusions of this
chapter.
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3.1 Problem description
This Chapter focuses on the solution of fatigue crack growth problems in three-dimensional
solids. The fatigue problem consists of a three-dimensional body subjected to repeated
cyclic loading with an existing embedded or surface breaking crack. Figure 3.1 schematically
illustrates the target problem.
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Γ f
¯f (t)
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¯fmin
¯fmax
t
¯f (t)
crack
surface
Figure 3.1: Fatigue problem.
Fatigue is a complex material deterioration process that is difficult to accurately describe
or model. It is a process of probabilistic nature and all existing theories are based almost
entirely on observations of the physical phenomena rather than physical laws and mathe-
matical formulations. Depending on the type of load, material behavior and environmental
influences, there are several classes of fatigue behavior [106]. This work concentrates on the
simulation of stable crack growth under high-cycle fatigue.
In the high-cycle fatigue mechanism, the loads are generally low compared with the limit
stress of the material, i.e. small-scale yielding occurs. As a consequence, the stress state
around the crack front can be fully characterized by linear elastic fracture mechanics. Other
assumptions in the high cycle fatigue problems analyzed in this work include: cyclic loading
with constant amplitude, ¯fmax > 0 and ¯fmin ≥ 0 (cf. Figure 3.1) and quasi-static crack growth.
In this type of fatigue, crack growth behavior is commonly idealized in a diagram subdivided
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Figure 3.2: Idealized fatigue crack growth rate diagram [105].
in three distinct stages [105]:
• Stage-I or crack initiation: This stage is primarily governed by the material micro-
structure parameters and the environment. At this stage, there are only micro-cracks
that eventually coalesce to generate a macro-crack.
• Stage-II or stable crack growth: In this stage, a macro-crack already exists and the de-
scription of the crack growth is usually characterized by a power law based on empirical
parameters and linear elastic fracture mechanics quantities.
• Stage-III or unstable crack growth: At this stage, the crack reaches a critical length
that the stress intensity factor reaches the critical fracture toughness of the material.
At this point, the crack undergoes unstable growth leading to failure.
The crack growth rate diagram and its stages are illustrated in Figure 3.2. In the class
of problems analyzed in this work, the crack growth behavior is assumed to be in Stage
II always, i.e. stable crack growth. The simulation eventually stops when the fracture
toughness of the material is reached.
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3.2 Crack growth model
A high-cycle fatigue crack growth simulation is an incremental process in which a sequence
of linear elastic fracture mechanics steps is repeated in order to describe the evolution of the
crack front. Each incremental step is dependent on the crack problem solution and crack
front prediction of previously computed steps. Therefore, an accurate solver together with
a robust criterion for the crack front advancement prediction are required for a predictive
crack growth simulation.
During the simulation, the crack growth criterion has to be able to provide the amount
and direction of crack advancement, and the lifetime of the structure. In three-dimensional
elastic fracture analysis, the stress state at the crack tip is fully characterized by the stress
intensity factors for modes I, II, and III, i.e., KI, KII, and KIII. They can be used to describe
the fatigue crack growth behavior and assess fatigue failure. This section presents the fatigue
crack growth model utilized in the present work to drive the evolution of the crack front along
the simulation.
3.2.1 Crack growth direction
In general, changes in the growth direction of evolving cracks depend on the magnitude and
direction of applied loads, geometry of analysis domain, crack orientation with respect to
the applied load, material behavior, material micro structure, and pre-existing micro flaws.
From a macro-scale point of view and considering linear elastic assumptions, crack growth
direction can be fully characterized by linear elastic crack front parameters, e.g. stress
intensity factors (SIFs). In this case, the combination of stress intensity modes results in
modifications of crack growth orientation. According to experimental observations, crack
growth under mixed mode conditions eventually evolves towards a direction of pure mode I.
The prediction of crack growth direction considering SIFs has been the main topic of several
researchers for many years. A detailed literature survey of mixed mode fatigue crack growth
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can be found in [98].
The crack orientation for mixed mode problems with modes I and II is well understood.
The stress intensity factors KI and KII can fully characterize the crack growth direction in
two dimensional problems. In this case, the crack growth direction is defined by the kinking
angle, θ0, at the crack tip as illustrated in Figure 3.3. Using KI and KII, Erdogan-Sih’s
criterion [34] provides accurate prediction for crack growth direction. This criterion assumes
that the crack grows in the direction perpendicular to the maximum tangential stress. This
assumption was corroborated by experimental results presented in [34, 35]. Erdogan-Sih’s
criterion, also known as the maximum tangential stress criterion or hoop stress criterion, is
widely used for crack path prediction in two dimensional numerical simulations [14, 75].
Other criteria applied to two dimensional prediction of crack direction include the max-
imum energy release rate criterion [49] and the minimum strain energy density criterion
[110]. According to Bittencourt [14], these criteria lead to the same solution as that of the
Erdogan-Sih’s criterion in two dimensional crack growth simulations under linear elastic frac-
ture mechanics assumptions. Nonetheless, Erdogan-Sih’s criterion [34] is usually preferred
due to its ease of computational implementation.
In general, the computational simulations for three-dimensional crack growth found in
the literature do not consider mode III effects in the prediction of the crack path. Although
Erdogan-Sih’s [34] criterion considers only modes I and II to predict the crack growth orienta-
tion, this criterion is broadly applied in three-dimensional simulations to provide the growth
direction along the crack front. Some examples of works that apply Erdogan-Sih’s [34] cri-
terion to model three-dimensional crack growth simulations include the works of Carter et
al. [17], Spievak et al. [115], Ural et al. [132], Krysl et al. [58] and Gravouil et al. [44].
Three-dimensional effects on the orientation of mixed-mode fatigue crack growth are
not fully understood. Usually, two dimensional criteria are adapted to incorporate mode
III effects in the prediction of crack growth orientation for three-dimensional simulations.
Gerstle [41] proposed a criterion that extends Erdogan-Sih’s [34] criterion to three dimen-
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sional simulations by considering an equivalent mode I stress intensity factor which combines
modes I and III. This criterion was applied in three dimensional crack growth simulations
with boundary element method (BEM) by dell’Erba and Aliabadi [22] and with FEM by
Okada et al. [85]. As observed by dell’Erba and Aliabadi [22], crack growth simulations with
this criterion do not show significant reduction in the mode III stress intensity factors after
several crack growth steps.
The maximum tangential stress criterion can be formulated for three-dimensional prob-
lems. The work of Tian et al. [129] extends the maximum tangential stress assumption from
Erdogan-Sih’s [34] criterion using a three-dimensional stress field at the front of an arbitrary
crack. According to Tian et al. [129], for any combination of KI and KIII, this criterion
predicts planar crack growth, i.e., the angle of the crack growth orientation is zero. The
three-dimensional extension of the maximum energy release rate criterion [138] also predicts
planar crack growth for any combination of modes I and III stress intensity factors. However,
such a prediction contradicts experimental findings reported in [36, 94, 140].
The minimum strain energy density concept introduced by Sih and Cha [111] consider all
three modes and, as such, its formulation includes three-dimensional effects. Although it can
be considered for three dimensional simulations, predictions of crack growth orientation from
this criterion contradict experimental observations. Like in the criterion proposed by Tian et
al. [129] as well as the maximum energy release rate criterion for three dimensions [138], the
minimum strain energy density criterion predicts planar crack growth direction in problems
under modes I and III loading, which contrasts sharply with experimental observations
[94, 140]. This deficiency of the minimum strain energy density criterion was also observed
by Richard et al. [103]. Moreover, Mi and Aliabadi [74] presents numerical simulations
of crack growth with the boundary element method (BEM) and the strain energy density
criterion to predict the crack growth direction. The results show that the orientation of the
crack growth using this criterion does not decrease the mode III stress intensity factor. As
discussed in [95], this crack growth criterion does not lead to a propagation governed by
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mode I only as observed in experiments.
Experimental observations [36, 94, 140] indicate that fatigue crack growth under modes
I and III in three point bending tests, i.e., single edge notch (SEN) specimens with slanted
crack, lead to a non-planar crack surface. Pook [94] and Yates et al. [140] observed that the
crack surface tends to twist its front during propagation under mode III loading. Neverthe-
less, Pook [95] also observed that numerical simulations of SEN specimens with slant crack
develop non-constant mode II stress intensity on the crack front. This leads to a variation
of the kinking angle along the crack front and, consequently, contributes to crack front twist
as wells as non-planar crack surface growth.
Depending on geometric constraints, crack growth under modes I and III may result
in a planar crack surface. Pook [95] reports that these geometric constraints confine the
crack growth to the plane of the initial crack surface. An example of experimental specimen
with this confinement behavior consist of a bar with a circumferential surface breaking crack.
Nonetheless, a segmented twist along the crack front is still present as illustrated in [94, 139].
The experimental works of Sommer [139], Pook [94] and Yates et al. [140] reveal that
crack growth subjected to mode III effects presents long narrow facets rotated with angle,
ψ0, with respect to the crack front forward direction, as illustrated in Figure 3.13(b). These
narrow facets along the crack front compose a piecewise adjustment of the crack surface
towards the direction of mode I. These facets eventually coalesce to form a crack surface
that grows in the mode I direction. This phenomenon is often called crack front segmentation,
when many facets are formed, or crack front rotation, when only one facet is created [63]. The
end result of this phenomenon is a twist in the crack surface. Crack front segmentation has
been observed not only in brittle [139] but also in ductile [94, 140] materials. A theoretical
analysis of this phenomenon compared with experiments is presented in Lazarus et al. [63,
64].
The effects of mode III in mixed mode fatigue crack growth are discussed and formulated
in the works of Pook [94, 95], Scho¨llmann et al. [108], and Richard et al. [104]. In these
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θ0
−ψ0
Figure 3.3: Crack deflection angles θ0 and ψ0 for three-dimensional mixed-mode crack prob-
lems [108].
works, the crack growth orientation is defined by a kinking angle, θ0, and a twisting angle,
ψ0, with respect to the crack front as illustrated in Figure 3.3.
According to a detailed study about three dimensional crack growth criteria presented by
Richard et al. in [103], the criterion proposed by Pook [95] cannot incorporate the effect of
mode III in the first deflection angle, θ0 (see Figure 3.3), and, therefore, is not suitable for the
prediction of three-dimensional mixed-mode crack growth direction. Scho¨llmann’s criterion
considers the mode III effect in both kinking and twisting angles and retrieves Erdogan-Sih’s
criterion when KIII = 0. The criterion of Richard can be regarded as quadratic approximation
that simplifies the criterion proposed in Scho¨llmann et al. [108]. Both Scho¨llmann’s criterion
[108] and Richard’s criterion [104] are well-suited candidates for the prediction of crack
growth direction in three-dimensional analysis.
Scho¨llmann’s criterion
In this work, the Scho¨llmann’s criterion [108] is adopted. A detailed formulation for Scho¨ll-
mann’s criterion can be found in [108]. This criterion assumes that the crack growth occurs
in the direction of a maximum principal stress σ
′
1, also called special principal stress [104].
σ
′
1 is a principal stress where the radial components of the stress tensor are neglected. Such
principal stress is determined on a virtual cylindrical surface around the crack front and
along a region of interest where the crack growth direction is computed (cf. Figure 3.4). The
99
maximum principal stress, σ
′
1, is given by the following equation
σ
′
1 =
σθ +σξ3
2
+
1
2
√
(σθ −σξ3)2+4τ2θξ3 (3.1)
where σθ , τθξ3 and σξ3 are the components of the stress tensor obtained by the superposition
of all three fracture modes described by the near-front solution in cylindrical coordinates r,
θ , and ξ3 (cf. Figure 3.4), given by
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where KI, KII, and KIII are the stress intensity factors for modes I, II and III, respectively.
Scho¨llmann’s criterion also assumes that there is no contribution to the kinking angle from
σξ3, i.e., σξ3 = 0. The coordinates r and θ are polar coordinates on the crack front as
illustrated in Figure 3.4. According to the assumption of the crack growth direction, the
crack deflection angle, θ0 is determined by
∂σ ′1
∂θ
∣∣∣∣∣
θ=θ0
= 0 and ∂
2σ
′
1
∂θ 2
∣∣∣∣∣
θ=θ0
< 0. (3.3)
There is no closed-form solution for the above formulation. Nonetheless, the prediction of
the deflection angle, θ0, can be determined by either an optimization algorithm applied to
Equation (3.1) or a root finder algorithm applied to Equation (3.3).
Once the first deflection angle θ0 is determined, the second deflection angle ψ0 (cf. Figure
3.3) is defined by the orientation of the principal stress σ
′
1 and can be obtained by
ψ0 =
1
2
arctan
[
2τθξ3(θ0)
σθ (θ0)−σξ3(θ0)
]
. (3.4)
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Figure 3.4: Virtual cylindrical surface for the definition of the principal stress σ
′
1 [108].
A combination of mixed mode I, II, and III loadings results in different deflection angles
for the prediction of crack front direction. These variations of deflection angles can be
visualized in a barycentric coordinate system, as presented in [103, 104, 108]. The barycentric
coordinate system is illustrated in Figure 3.5. Let ¯KI, ¯KII, and ¯KIII be the normalized stress
intensity factors given by [108]:
¯KI =
KI
KI+ | KII |+ | KIII |
¯KII =
| KII |
KI+ | KII |+ | KIII |
¯KIII =
| KIII |
KI+ | KII |+ | KIII |
where KI ≥ 0 and | . | means the absolute value. It is obvious from Figure 3.5 that any
combination of normalized stress intensity factors ¯KI, ¯KII, and ¯KIII can be represented by a
point inside of the triangle in which the vertices represent mode I, mode II and mode III.
Figures 3.6(a) and 3.6(b) show the variations of the deflection angles θ0 and ψ0 with respect
to the stress intensity factors. When ¯KI = 0, ¯KII = 1 and ¯KIII = 0, the kinking angle has the
maximum value θ0 = 70.5◦. The twisting angle has maximum value ψ0 = 45◦ when mode
III is dominant, i.e. ¯KI = 0, ¯KII = 0 and ¯KIII = 1.
One can observe that Equation (3.1) includes the stress intensity factor for mode III,
which indicates that Scho¨llmann’s criterion is suitable for simulating three-dimensional
cracks under general mixed-mode loading. When KIII = 0, this criterion is equivalent to
the criterion of maximum tangential stress proposed by Erdogan and Sih [34]. Furthermore,
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Scho¨llmann’s criterion is well-suited for computational implementation of crack growth pre-
diction and has been successfully implemented in standard FEM research codes as reported
in [107].
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Figure 3.5: Barycentric coordinate system for visualization of crack deflection angles [108].
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Figure 3.6: Deflection angle with respect to normalized SFIs.
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3.2.2 Fracture limit surface
According to [98, 104, 108], cracks subjected to mixed-mode loading may propagate under
fatigue crack growth conditions until an equivalent stress intensity factor reaches a limit of
stability. In three dimensional problems, the equivalent stress intensity factor must consider
all three modes. The equivalent stress intensity factor constitute a surface that gives the
upperbound limit of the stable crack growth threshold. Stable crack growth under mixed
mode occurs with the condition
∆KIth < ∆Kν < ∆KIc
where ∆KIth = (1−R)KIth is the lower limit for stable crack growth, i.e. Stage II (see Figure
3.2), KIth is the fatigue crack threshold, ∆KIc = (1−R)KIc is the lower limit for unstable crack
growth, i.e. Stage III (see Figure 3.2), KIc is the fracture toughness, and R is the ratio of
the maximum to the minimum cyclic loads (see Figure 3.1). Figure 3.7 illustrates a typical
fracture limit surface for a three-dimensional crack growth criterion.
∆KIIc
∆KIII
∆KI
∆KIc
∆KIth
∆KIc
∆KIIIc
∆KII
Figure 3.7: Typical fracture limit surface [104, 108]. A point within surfaces ∆KIc and ∆KIth
represents stable crack growth.
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The assumptions of each crack growth direction criterion lead to different fracture limit
surfaces. This section presents a comparison of fracture limit surfaces for three crack growth
criteria: Scho¨llmann’s criterion [108], Richard’s criterion [104] and Tian’s criterion [129]. As
mentioned in Section 3.2.1, Scho¨llmann’s criterion is based on the maximum principal stress
σ ′1. Using Equations (3.1) and (3.2) with σξ3 = 0, the equivalent stress intensity factor for
Scho¨llmann’s criterion is given by [108]:
Kν =
1
2
cos
(
θ0
2
){
KI cos2
(
θ0
2
)
− 3
2
KII sin(θ0)
+
√[
KI cos2
(
θ0
2
)
− 3
2
KII sin(θ0)
]2
+4K2III

≤ KIc (3.5)
Richard’s criterion can be regarded as a quadratic approximation of Scho¨llmann’s criterion
in order to simplify the prediction of crack growth under three-dimensional mixed-mode
loading. The equivalent stress intensity factor for Richard’s criterion is given by [104]:
Kν =
KI
2
+
1
2
√
K2I +4(α1KII)
2+4(α2KIII)2 ≤ KIc (3.6)
where α1 = KIc/KIIc and α2 = KIc/KIIIc. Considering α1 = 1.155 and α2 = 1.0, Equation
(3.6) is a good approximation to Equation (3.5). Tian’s criterion [129] is a three-dimensional
extension of Erdogan-Sih’s [34] criterion and the equivalent stress intensity factor is of the
form:
Kν =
1
2
KI cos
(
θ0
2
)[
1+2ν− sin2
(
θ0
2
)]
− 1
2
KII sin
(
θ0
2
)
1
2
[
3+2ν−3sin2
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+
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θ0
2
)(
1−2ν− sin2
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θ0
2
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−KII sin
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θ0
2
)(
3−2ν−3sin2
(
θ0
2
))]2
+4K2III cos2
(
θ0
2
)}1/2
≤ KIc (3.7)
It can be shown that Tian’s criterion is mathematically equivalent to Scho¨llmann’s criterion
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when σξ3 6= 0 in Equation (3.1). Figures 3.8(a), 3.8(b) and 3.8(c) present the fracture limit
surface for Scho¨llmann’s criterion, Richard’s criterion and Tian’s criterion with Poisson’s
ratio ν = 0.3, respectively. These surfaces represent the maximum values of the ratio Kv/KIc
for positive combinations of KI, KII and KIII normalized by the fracture toughness, KIc.
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(a) Scho¨llmann’s criterion - Equation (3.5).
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(b) Richard’s criterion - Equation (3.6).
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(c) Tian’s criterion (ν = 0.3) - Equation (3.7).
Figure 3.8: Fracture limit surfaces for Scho¨llmann’s criterion [108], Richard’s criterion [104]
and Tian’s criterion [129].
Figures 3.9(a), 3.9(b) and 3.9(c) present the fracture limit surfaces for all criteria at
the planes KIII = 0, KII = 0 and KI = 0, respectively. For KIII = 0, Scho¨llmann’s criterion
and Tian’s criterion are identical to Erdogan-Sih’s criterion. This result is independent of
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the Poisson’s ratio, as illustrated in Figure 3.10(a). Richard’s criterion provides a good
approximation for Erdogan-Sih’s criterion. For pure Mode II and for pure mode III, all
criteria present the same fracture toughness KIIc = 0.866KIc and KIIIc = KIc, respectively.
One can observe that Richard’s criterion provides a fracture limit surface that envelops
Scho¨llmann’s criterion as well as Tian’s criterion.
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Figure 3.9: Fracture limit surfaces at planes KIII = 0, KII = 0 and KI = 0.
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Figure 3.10: Variation of fracture limit surfaces for Tian’s criterion with respect to the
Poisson’s ration at planes KIII = 0, KII = 0 and KI = 0.
Figures 3.10(a), 3.10(b) and 3.10(c) illustrate the variation of the fracture limit surface
for Tian’s criterion with respect to the Poisson’s ratio on the planes KIII = 0, KII = 0, and
KI = 0. For comparison, these figures also show the fracture limit surface for Scho¨llmann’s
criterion. One can observe that Tian’s criterion is identical to Scho¨llmann’s criterion when
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v = 0. As illustrated in Figure 3.10(a), the fracture limit surface on the plane KIII = 0 is
independent of the Poisson’s ratio. Furthermore, Figures 3.10(b) and 3.10(c) show that the
increase of the Poisson’s ratio tends to reduce the region of stable crack growth described
by Tian’s criterion.
The fracture limit surface is useful for predicting the crack front advance and fatigue life
in mixed mode crack growth simulations. Based on the observations made in this Section
and on references [107], the fracture limit surface of Richard’s criterion is chosen to provide
the equivalent stress intensity factors in three-dimensional mixed-mode simulations. The
main advantage of using Richard’s criterion is that one can evaluate whether the crack
propagation is stable or not without computing the deflection angles θ0 and ψ0. The next
Section presents the numerical model used in this work for crack front advancement and life
prediction.
3.2.3 Crack front advance and fatigue life prediction
Fatigue crack growth rate is a complex function of several variables. Laboratory experiments
and observation of structures under service loads have shown that the rate of crack increment
with respect to the number of load cycles, da/dN, is a function of the crack length a, the
state of stress σ , material parameters C, thermal, T , and environmental effects, β [114]. The
crack growth rate can be characterized by a nonlinear equation of the form
da
dN = F (a,σ ,C,T,β ).
There are several empirical fatigue crack growth equations in which all the effects men-
tioned above can be considered. This work concentrates on the fatigue crack growth in
Stage II (Cf. Section 3.1) with cyclic loads of constant amplitude only. In the present study,
Paris-Erdogan equation [88]
da
dN =C (∆K)
m (3.8)
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is currently used to predict the crack growth rate. In Equation (3.8), C and m are regarded
as material constants, ∆K = (1−R)Kmax is the stress intensity factor range in fatigue loading,
where R is the ratio of minimum to maximum loads applied in a cycle and Kmax is the stress
intensity factor for the maximum load. In Equation (3.8), ∆K takes into account mode I
only.
In complex three-dimensional loading situation, Equation (3.8) should consider the mixed-
mode effects. For this purpose, ∆K can be replaced by the cyclic comparative stress intensity
factor, ∆Kν , given by [104]
∆Kν =
∆KI
2
+
1
2
√
∆K2I +4(α1∆KII)2+4(α2∆KIII)2 (3.9)
where α1 = KIc/KIIc and α2 = KIc/KIIIc are the ratios of the fracture toughness of mode I to
mode II and of mode I to mode III, respectively. With α1 = 1.155 and α2 = 1.0, Equation
(3.9) is a good approximation to Scho¨llmann’s criterion [108]. Assuming ∆K =∆Kν provides a
well-suited correlation between the crack-growth rate and the range of the cyclic comparative
SIF for the three-dimensional mixed-mode crack problem presented in Section 3.1.
In the incremental algorithm for fatigue crack growth, the maximum allowed crack front
increment, ∆amax, is set at the beginning of each crack step. Since in three-dimensional
mixed-mode crack simulation the stress intensity factors may vary along the crack front and
the fatigue growth is governed by (3.8), the increments along the crack front must be applied
accordingly. The maximum crack increment, ∆amax, is applied to the crack front vertex that
has maximum cyclic comparative stress intensity factor, ∆Kνmax . The crack growth increments
for the remainder of the crack front are computed by using the crack growth rate and the
number of cycles of the current step. Thus, for a given crack front vertex j, the crack front
advance is given by
∆a j =C
(
∆Kν j
)m ∆amax
C (∆Kνmax)
m = ∆amax
( ∆Kν j
∆Kνmax
)m
(3.10)
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where ∆Kν j is the the cyclic comparative stress intensity factor for the vertex j.
Assuming that the crack growth increment is small with respect to the crack length and
the other dimensions of the analysis domain, the fatigue life estimate can also be computed
in an incremental fashion. The incremental form of Equation (3.8) for fatigue life prediction
is given by
Ni+1 = Ni +
∆amax
C (∆Kνmax)
m
where Ni+1 and Ni are the number of cycles in the current and previous steps, respectively.
3.3 Computational geometry aspects
As described in Section 2.3, the present study uses an explicit surface mesh as a representa-
tion of the crack surface geometry. In crack growth simulations, the crack geometry evolves
based on the stress intensity factors (SIFs) evaluated at each crack growth step. Using the
SIFs, the crack surface geometry is updated according to the prediction of crack deflections
and the amount of crack front advance described at Sections 3.2.1 and 3.2.3, respectively.
The crack deflection angles and the crack growth amount computed at a current crack growth
step define the geometric position of the crack front for the subsequent step. This Section
presents the computational geometry details applied to track the evolution of the explicity
crack surface representation.
3.3.1 The face offsetting method for crack growth
This work extends the formulation of the face offsetting method (FOM), introduced in [51],
to track the evolution of the crack front in crack growth simulations. The next sections
present a brief introduction of the method and the main FOM techniques applied to crack
front evolution.
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FOM - a brief overview
The face offsetting method (FOM) [51] is a numerical technique used to track the evolution
of explicit surfaces. It is an alternative to the level set method [109] that has been broadly
used in the extended finite element method context [44, 96, 119]. FOM has the advantages of
being able to capture sharp turns in surfaces and to be generalized to non-manifold surfaces
(such as in branching cracks). The FOM is based on the Generalized Huygens’ or shell-
of-influence principle for moving interfaces and its formulation is suitable for wavefrontal
and advection like motions [51]. It propagates faces and then reconstruct vertices of a
moving interface by performing an eigenvalue analysis at each vertex, which allows solving
normal and tangential motions simultaneously. During surface evolution, the FOM performs
redistribution of vertices to maintain or improve the quality of the surface discretization.
It also checks for self-intersection to avoid misrepresentation of the evolving surface. More
details about these techniques can be found in [51].
In this work, the crack surface evolution is represented by a sequence of crack front
steps using explicit crack surface representation presented in Section 2.3.1. The crack front
vertices, edges, and their incident facets are the only parts of the surface that control its
evolution throughout the simulation. The proposed methodology adapts the face offsetting
method (FOM) to track the evolution of these crack fronts. Two key features of the original
FOM method are utilized and adapted here:
• The prediction of self-intersection and adaptation of time step, and
• The smoothing and adaptation of the surface mesh along the tangential direction.
The remainder of this Section describes these two aspects of the proposed method in more
details.
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Crack advance limit
FOM checks the crack front for self-intersection at each step of the crack growth simu-
lation and provides geometrically feasible crack front and crack surface descriptions. For
the purpose of detecting self-intersections, consider each vertex on the crack front v j mov-
ing along a straight line from its current position p j with advance vector d j, which is
based on the solution computed by the hp-GFEM method presented in Chapter 2 and the
crack growth criterion presented in Section 3.2. The line segment can be parameterized by
q j = p j + βd j,0 ≤ β ≤ 1. As illustrated in Figure 3.11, consider a triangle p1p2 p3 inci-
dent on a vertex on the crack front. Such a triangle is referred to as crack front face. Let
q j = p j +βd j,1≤ j ≤ 3 denote three vertices with a partial increment of βd j, where d j = 0
for the vertices not on the crack front. The condition to prevent self-intersection of the crack
front can be regarded as the limit of the crack increment βd i that avoids the reversal of
the orientation of crack front faces and of the crack front curve. Therefore, it suffices to
determine a β that prevents such reversals.
First, the orientation of the crack front faces is considered. Let qi− j denote qi−q j (and
similarly for pi− j and d i− j). The normal to the triangle q1q2q3 with the partial displacements
βd j is then
q2−1×q3−1 = (p2−1×βd2−1)× (p3−1×βd3−1)
= β 2 (d2−1×d3−1)+β (d2−1× p3−1 + p2−1×d3−1)+ p2−1× p3−1
= β 2c2+βc1+ c0,
where c0 is the normal to the crack front face when β = 0. The orientation of the crack-front
face cannot be flipped if β is within 0 and the smaller positive solution to the quadratic
equation
cT0
(β 2c2+βc1+ c0)= 0.
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Figure 3.11: Illustration of crack advance limit formulation. The triangles on the right
denote triangles with partial displacement increments.
To check the orientation of the crack front curve, consider two consecutive crack front
edges p0p1 and p1p2, and let q j = p j +βd j,0 ≤ j ≤ 2. Let t denote the average tangent
direction at the vertex computed as ‖q2−1‖q1−0 + ‖q1−0‖q2−1. It is required that β be
small enough such that the tangent vectors q1−0 and q2−1 are not flipped with respect to
t . This is achieved by requiring β to be smaller than the positive solution to the equation
p1−0 · t +βd1−0 · t = 0 and also than the positive solution to the equation p2−1 · t +βd2−1 · t =
0.
After evaluating β for all crack front faces and edges, let α be the smaller value between 1
and the smallest β (or a fraction of the smallest β to tolerate roundoff errors) along the crack
front. Hereafter, α is denoted as the crack advance limit. If α = 1, then there is no local
self-intersection in the crack surface after propagation. If α < 1, the crack front advance
vectors d j for all the vertices j must be multiplied by α to obtain a self-intersection-free
crack front. This procedure is applied in Step 6 of the algorithm described in Section 3.5.
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Crack front update and optimization of crack surface mesh
In crack growth simulations with explicit crack surfaces, the crack surface mesh must be up-
dated as the front propagates. This work applies two techniques to update the explicit crack
surface. These techniques are referred to as propagate and extrude (PAE) and propagate
and smooth (PAS). Figure 3.12 illustrate these techniques. The details of PAE and PAS as
well as the criteria to select them are presented below.
PAS
crack front
at stepi
crack front
at stepi
new layer
of faces
new layer
of faces
PAE with front
refinement
PAE without front
refinement
stepi
stepi+1 stepi+1
stepi+1
Figure 3.12: Crack front update.
Propagate and extrude (PAE) In the PAE, the vertices and edges of the crack front
are extruded to create a new layer of faces. The new faces are created in two approaches.
In the first approach, a clone of each vertex on the crack front is created (cf. Figure 3.12).
The coordinates of these cloned vertices are set to the new crack front position computed
in Step 6 of the algorithm presented in Section 3.5. An edge is added between the original
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and cloned vertices and also between adjacent cloned vertices. These vertices and edges
constitute a layer of quadrilaterals. Then, each quadrilateral is divided into two triangles by
adding an edge along a diagonal (such as from upper-left corner to the lower-right corner).
This approach preserves the number of vertices on the crack front.
The second approach allows refining the crack front if an edge is longer than some user-
specified threshold. In this case, the first step is to create a layer of quadrilaterals as described
above. If an edge of the new crack front is too long, then its corresponding quadrilateral is
subdivided into three triangles by adding a vertex at its mid-point and connecting it with
every vertex of the quadrilateral (cf. Figure 3.12).
After extrusion, the triangles next to the crack front may be poorly shaped if the time
step is too small compared to the edge length. These poorly-shaped triangles can adversely
affect the accuracy of the computed normal directions of the crack front. To resolve this
issue, the quality of the mesh is further optimized after generating a layer of faces by using
the variational smoothing technique presented in [53]. This technique optimizes the trian-
gles against some ideal reference triangles by moving the vertices while preserving special
features of the surface geometry, e.g. sharp turns in the crack surface. The details about
the variational smoothing technique are presented in [53]. The selection of ideal triangles is
described above.
In a typical setting, an ideal triangle is equilateral. However, in PAE the extruded
edges are nearly orthogonal to the front, therefore, right triangles are more desirable. For
simplicity, if no edge splitting is performed, the ideal triangle is set to be a right triangle with
a leg ratio of two, so that each extruded edge is about half as long as its incident front edges.
If edge splitting is performed, the ideal right triangles is set to be isosceles. For the triangles
in the interior of the crack surface and without layered structures, equilateral triangles are
used as the ideal triangles. To distinguish these different types of triangles, each triangle
receives a tag during extrusion based on their desired shape and this tag is preserved during
the course of the simulation.
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Propagate and smooth (PAS) PAE adds a layer of faces, so the crack surface would
have an excessive number of triangles should it be invoked at every time step. To avoid the
problem, the proposed methodology also allows propagating the front by only moving the
vertices on the crack front. As in PAE, the coordinates of crack front vertices are updated
with the new crack front position computed in Step 6 of the algorithm presented in Section
3.5. After moving vertices on the crack front, the variational smoothing described above is
applied to improve mesh quality. If PAE has been invoked previously, right triangles are also
used as the ideal triangles during this variational smoothing to preserve the orthogonality of
the extruded edges.
Selection criteria A typical crack growth simulation applies both PAS and PAE tech-
niques to update the crack front. The criterion to switch between PAE and PAS is as follows.
PAE is used when:
• The crack advance is non-planar with respect to the immediate previous step;
• The crack front advance is not reduced by the crack advance limit procedure, or
• A crack surface front refinement is needed, i.e. one of the crack front edge lengths
reaches a predefined length value limit.
Otherwise, PAS is applied.
Interaction with boundary In embedded crack problems, the crack front is the boundary
curve of the crack surface which is a closed curve by definition. However, in surface breaking
crack problems, the crack front is only a subset of the boundary curve, namely the subset
that is inside of the solid and only its ends interact with the boundary of the domain. The
status of the vertices on the boundary of the crack surface are either on crack front or
on domain boundary. Two consecutive vertices on the boundary of the crack surface with
status on crack front define an edge on the crack front, otherwise, the edge is on the domain
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boundary. If an edge on the boundary of the crack surface has both vertex statuses, it means
that the vertex with status on crack front is a crack front end.
The proposed method uses the volume element faces on the boundary of the analysis
domain to provide support for the interaction of the crack front with the boundary of the
analysis domain. In PAE, the crack front end vertices are extruded along the domain bound-
ary. The border vertices with status on domain boundary are not propagated or extruded,
but they are smoothed tangentially along the boundary curve. If a vertex with status on
crack front reaches the domain boundary, the vertex is snapped to the boundary and its
status is switched to on domain boundary.
3.3.2 Crack front twisting model
As described in Section 3.2.1, the present work applies the Scho¨llmann’s criterion [108] to
compute the crack deflection angles. This crack deflections consist of a kinking angle, θ0,
and a twisting angle, ψ0, defined at each crack front vertex. According to Lazarus et al. [63],
depending on the ratio of KIII to KI the twist of the crack front can be sudden if the ratio
is large or progressive if the ratio is sufficiently small. In the progressive rotation case, the
twisting of the front occurs as a full rotation (cf. Figure 3.13(a)) or segmentation (cf. Figure
3.13(b)) depending on the thickness of the domain of analysis. In Pook [94, 95], experimental
observations show that the crack front twist starts with long narrow facets, like in Figure
3.13(b), and eventually coalesce in the mode I twisted direction. Equation (3.4) provides an
estimate of the twisting angle in a three-dimensional mixed-mode case. A review on crack
growth orientation for mixed-mode problems is provided in Section 3.2.1.
This section presents a mathematical model utilized to represent the effects of the crack
front twist in a typical crack growth simulation. This mathematical model considers the
crack front twisting angle computed from Equation (3.4) at each crack front vertex. The
geometric representation of the crack front twist requires:
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(a) Crack front rotation [63].
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(b) Crack front segmentation [63].
Figure 3.13: Possible forms of crack front twisting.
• To transform the twisting angle into vertical displacements for each vertex along the
crack front. This requirement comes from experimental observations which ensure the
crack eventually twists in the direction of mode I dominance;
• To provide a non planar crack growth for simulations under mode III, even when there
is no mixed modality involved. According to Feng et al. [36], experimental observation
in crack growth simulations with mode III leads to non planar crack growth. The
twisting model must provide a planar crack growth for pure mode III only when the
crack is subjected to geometric constraints [95], e.g., the continuous crack front bar
with a circumferential surface breaking crack;
• To provide a continuous and smooth crack front after applying the twisting.
The present model considers the crack front twist as a C1 continuous function along the crack
front. As such, Hermite polynomials are suitable candidates to approximate the vertical
displacements resultant from the twisting angles at each crack front vertex. The facets
illustrated in Figure 3.13(b) are not represented on the crack front since they eventually
coalesce into the Mode I-dominant direction and these details are not relevant for the crack
front representation.
The crack front twisting model is as follows. Let the crack front Γ be represented by a
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Figure 3.14: Crack front twisting model.
mesh of one-dimensional (1-D) finite elements along the crack front, as illustrated in Figure
3.14. Each crack front edge corresponds to a finite element with degrees of freedom ψ and
w, where ψei , ψej , wei and wej are the twisting angles and the resulting vertical displacements
with respect to the crack front coordinates for crack front vertices i and j, respectively. In
this model, the crack front twisting angles and vertical displacement are governed by the
solution of the following problem: Let
w ∈ S(Γ) :
{
w | B(w,w) < ∞, dwds (si) = ψi, i = 1, . . . ,N
}
δw ∈
o
S(Γ) :
{
w | B(δw,δw) < ∞, dδwds (si) = 0, i = 1, . . . ,N
}
where s is a parametric coordinate along the crack front (cf. Figure 3.14), si is the parametric
coordinate of the vertex i and N is the number of crack front vertices. Find w ∈ S(Γ) such
that
B(w,δw) =
∫
Γ
(Dw′′δw′′+ kswδw)dΩ = 0 ∀ δw ∈
o
S(Γ) (3.11)
This statement is equivalent to the variational formulation of a beam with flexural stiffness
D on an elastic foundation of stiffness ks. Discrete approximations for w and δw are given
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by
w≃ wh =
N
∑
i=1
wiφi
δw≃ δwh =
N
∑
i=1
δwiφi
where the coefficients δwi are arbitrary.
Over the crack front edge element, the discrete approximations for w and δw are given
by
whe(ξ ) = φ e
{
wei ψei wej ψej
}T
= φ ewTe
δwhe(ξ ) = φ e
{
δwei δψei δwej δψej
}T
= φ eδwTe
where we(.) and ψe(.) are the vertical displacements and twisting angles at the crack front edge
vertices, respectively. The shape functions of the crack front edge element can be written as
follows
φ e =
{
1−3ξ 2+2ξ 3 Ldξ (1−ξ )2 3ξ 2−2ξ 3 Ldξ (ξ 2−ξ)
}
where Ld is the length of the crack front edge and 0≤ ξ ≤ 1 is the master element coordinate
given by
ξ = s− si
Ld
ds = Lddξ .
The stiffness matrix of the crack front edge element can be written as
¯kei j =
∫ 1
0
[
Dφ ei ′′φ ej ′′
(
1
L2d
)2
+ ksφ ei φ ej
]
Lddξ .
The twisting angles ψei and ψej are known for each crack front vertex. The only unknowns
are the vertical displacements, wi, which are caused by the twisting angles. In this case, the
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crack front element stiffness matrix reduces to
¯ke =

 ks13L4d +D420
3
2
(
ks3L4d −D280
)
3
2
(
ks3L4d −D280
)
ks13L4d +D420

 135L3d
¯f e =−


(
ks11L4d +1260D
)
ψei −
1
2
(
ks13L4d −2520D
)
ψej
1
2
(
ks13L4d −2520D
)
ψei −
(
ks11L4d +1260D
)
ψej

 1210L2d
w¯e =


wei
wej


where ¯Ke, ¯f e and w¯e are the element stiffness matrix, force vector and displacement vector,
respectively.
Let A be an operator that applies the assembly process for the crack front edge elements.
Thus, the global stiffness matrix and global force vector are given by
¯K =
ne
A
i=1
¯kei , ¯F =
ne
A
i=1
¯f ei ,
where ¯kei and ¯f ei are the stiffness matrix and force vector for a given crack front element
i, respectively, and ne is the number of crack front edge elements on the crack front. The
solution of the system
¯Kw = ¯f (3.12)
provides the vertical displacement at the crack front vertices due to the crack front twisting.
It can be observed that the columns of the matrix ¯Ke are not linearly dependent, therefore,
the system of equation (3.12) does not require constraints on the vertical displacements.
The proposed model aims to transform the twisting angles, ψi, into vertical displacements,
wi, along the crack front. This model must provide solely a geometric relation between ψi
and wi. Moreover, the solution of the resulting system of equations should not be biased by
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the constants D and ks. Hence, it suffices to define D = L3d and ks = 1/Ld.
The assumptions on the constants D and ks provide verticals displacements wi of the
same order of magnitude as the twisting angles ψi. Therefore, in a typical simulation, the
components of the vertical displacement, w, along the crack front need to be rescaled ac-
cording to the crack front advance. Thus, the resulting distribution of vertical displacements
is given by
w¯ = β ∆amin
wmax
w (3.13)
where wmax is the maximum component of the vector w, ∆amin is the minimum crack front
advance along the crack front and β is a scaling factor defined at the beginning of the
simulation.
3.3.3 Crack front advance vector
This section presents the procedure to incorporate the crack front prediction computed at
a given crack growth step k into the crack surface description. Figure 3.15 illustrates the
crack front advance ∆a j, the kinking angle θ j, the crack front vertical displacement w¯ j and
the crack front advance vector d j (cf. Figure 3.11) for a given crack front vertex j. ∆a j, θ j
and w¯ j are computed from Equations (3.10), (3.3) and (3.13), respectively.
ξ2
θ j
∆a j
w¯ j
d j
ξ1ξ3
v j
Figure 3.15: Crack front advance vector at vertex j.
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The coordinates of the new crack front position are computed as follows
dξ1 j = ∆a j cos
(
θ j
)− w¯ j sin(θ j)
dξ2 j = ∆a j sin
(
θ j
)
+ w¯ j cos
(
θ j
)
dξ3 j = 0
where dξ1 j, dξ2 j and dξ1 j are components of the crack vertex advance vector d j defined at the
crack front vertex j. The procedure to define the crack front coordinate system ξ1ξ2ξ3 at the
crack front vertex is presented in Section 2.3.3. In Figure 3.15, the origin of the coordinate
system is the crack front vertex itself.
3.4 Smoothing of crack front prediction
As discussed in Section 3.2, the stress intensity factors play an important role in the crack
front prediction procedure. Errors in the SIF values along the crack front lead to perturba-
tions in the crack front prediction. Such perturbations, hereafter referred to as noise, can
accumulate throughout the crack growth simulation resulting in a misleading representation
of the crack surface.
The stress intensity factor (SIF) for each mode in three-dimensional analysis is a contin-
uous function of the crack front position. In the present work, the stress intensity factors are
extracted only at discrete points along the crack front, namely the crack front vertices. The
SIF values of neighbor vertices are computed independently and these values may present
noise. One of the noise sources is the approximation of the crack front curve representation.
As illustrated in Sections 2.4 and 2.5.4, linear as well as quadratic representations of the
crack front curve combined with localized crack front refinement and polynomial enrichment
reduce considerably the SIF oscillation along the crack front, however, the SIF values still
present a small noise. Another source of noise comes from the extraction of the SIFs for
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non-dominant modes which usually oscillate around zero introducing perturbations in the
crack front representation.
This work applies the moving least squares method (MLSM) [61] to control the SIF noise
along the crack front. The MLSM solution provides a continuous approximating function
of each SIF mode along the crack front, in contrast with the single extracted SIF values for
each mode at each crack vertex. Furthermore, it allows the evaluation of the SIFs for each
mode at any point along the crack front including those vertices where the extraction is not
possible, e.g., the vertices of the crack front ends. The MLSM for the approximation of the
SIF along the crack front can be stated as follows.
Let K j(s) : Ω → ℜ be continuous functions that represent the stress intensity factors of
modes j = I, II, III along the crack front Ω. Kij are stress intensity factor values given at the
crack front vertices si ∈Ω, i = 1, ...,N, where N is the total number of vertices on the crack
front and s is a parametric coordinate system along the crack front Ω (cf.Figure 3.14). K j is
the function to be approximated by the MLSM which constructs global approximation func-
tions GK j by first forming, at each point s¯ ∈Ω, local weighted least square approximations
Ls¯K j defined in terms of some basis {Pk}nk=1, n≤ N as
(Ls¯KJ)(ξ ) =
n
∑
k=1
ak(s¯)Pk(ξ ). (3.14)
where n is the number of terms in the basis. {Pk}nk=1 has the following properties:
• P1 ≡ 1
• Pk ∈Cm (Ω) , i = 1, . . . ,n
• {Pk}nk=1 is linearly independent with respect to the inner product (3.15) computed over
some set n of the given N vertices on the crack front Ω.
Figure 3.16 illustrates the local approximation Ls¯K j. The coefficients of ak(s¯) are found by
solving the following problem:
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Figure 3.16: Local weighted least square approximation.
For a given mode j, find a∗(s¯) ∈ℜn such that ∀ a(s¯) ∈ℜn
J j(a∗) = (K j−
n
∑
k
a∗kPk, K j−
n
∑
k
a∗kPk)s¯
≤ (K j−
n
∑
k
akPk, K j−
n
∑
k
akPk)s¯,
where (., .)s¯ is a weighted inner product that depends on the point s¯ and is defined by [61]
(u, v)s¯ =
N
∑
i
u(si)Wi(s¯)v(si), (3.15)
where Wi(s¯), are weight functions, Wi(s¯) > 0, ∀s¯ ∈Ω and u,v ∈C0(Ω). Thus, one can write
J j (a∗) =
N
∑
i=1
Wi(s¯)
[
KJ(si)−
n
∑
k
a∗kPk
]2
and from the inequality (3.15) yields
(
KJ−
n
∑
i=1
a∗i Pi, Pj
)
s¯
= 0 j = 1, . . . ,n (3.16)
using the inner product (3.15) and the values of the stress intensity factors KJ at the vertices
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si ∈ Ω, i = 1, . . . ,N, the right-hand-side of Equation (3.16) can be evaluated at each point
s¯ ∈Ω. Equation (3.16) can be written in matrix from as follows
A (s¯)a (s¯) = B (s¯)K J
where
Ai j =
(
Pi, Pj
)
s¯
= FW F T
F =


P1(s1) P1(s2) · · · P1(sN)
P2(s1) P2(s2) · · · P2(sN)
...
...
. . .
...
PN(s1) PN(s2) · · · PN(sN)


W =


W1(s¯) 0 · · · 0
0 W2(s¯) · · · 0
...
...
. . .
...
0 0 · · · WN(sN)


a(s¯) =
{
a1(s¯) a2(s¯) · · · an(s¯)
}T
K J =
{
K1J K2J · · · KNJ
}T
B(s¯) =
[
W1(s¯)P(s1) W2(s¯)P(s2) · · · WN(s¯)P(sN)
]T
P(si) =
{
P1(si) P2(si) · · · Pn(si)
}T
.
Thus
ak(s¯) =
N
∑
i
N
∑
j
A−1k j B ji(s¯)K
i
J
the local approximation (3.14) can be written as
(Ls¯KJ)(ξ ) =
n
∑
k=1
ak(s¯)Pk(ξ )
=
N
∑
i
N
∑
j
n
∑
k=1
Pk(ξ )A−1k j B ji(s¯)KiJ.
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Finally, the global approximation GK j can be written as
(GK j)(s¯) = (Ls¯K j)(s¯) =
n
∑
k=1
ak(s¯)Pk(s¯) ∀ s¯ ∈Ω.
=
N
∑
i
N
∑
j
n
∑
k=1
Pk(s¯)A−1k j B ji(s¯)K
i
J
The weighed least-square method is well known for function value approximation from point-
wise scattered data, which is the case of the SIFs extracted at each crack front vertex. Once
the approximation of the SIFs for each mode is computed along the crack surface, the pre-
diction of the new crack front position for each crack front increment will be provided with
reduced oscillations and noise. This leads to a more consistent crack surface representation
and prevents accumulated errors throughout the crack growth simulation.
There is great flexibility in selecting the weight function, W , and the basis, {Pk}nk=1, of
the MLSM approximation. In the present work, the selected weight [124] and basis functions
are as follows:
W (r(s¯)) =


4
3ρ
(
1− 3
2
r2 +
3
4
r3
)
for r < 1
1
3ρ (2− r)
3 for 1≤ r < 2
0 for r ≥ 2
{Pk}npk=1 = {1, s¯, . . . , s¯np}
where r =| s¯− si | /ρ , ρ is a factor that controls the number of nodes that contribute to the
approximation at the point s¯ and np is the maximum degree of the monomials used in the
basis.
Distribution of crack front vertices After computing the advancing limit parameter
described in Section 3.3.1, the crack front vertices may need to be redistributed along the
crack front. This redistribution of the vertices prevent the crack front self-intersection to
happen in the step immediately after the advance limit evaluation. Moreover, MLSM can
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also be used to uniformly distribute the crack front vertices providing a better representation
of the crack front. In this case, local and global MLS approximations are stated as follows.
Let X j(s) : Ω→ℜ be continuous functions that represent the crack front vertices coordi-
nates of directions j = 1,2,3 along the crack front Ω. X ij are crack front coordinate values
given at the crack front vertices si ∈ Ω, i = 1...N, where N is the number of vertices on
the crack front and s is a parametric coordinate system along the crack front Ω. X j is the
function to be approximated by the MLSM which constructs global approximation functions
GX j by first forming, at each point s¯ ∈ Ω, local weighted least square approximations Ls¯X j
defined in terms of some basis {Pk}nk=1, n≤ N as
(Ls¯X j)(ξ ) =
n
∑
k=1
ak(s¯)Pk(ξ ).
The global approximation GX j can be written as
(GX j)(s¯) = (Ls¯X j)(s¯) =
n
∑
k=1
ak(s¯)Pk(s¯) ∀ s¯ ∈Ω.
This function provides an approximation of the crack front coordinates X j along the crack
front. It facilitates the redistribution of the vertices to either avoid crack front self-intersection
after the advance limit or to provide a uniform distribution of the vertices along the crack
front. The coefficients ak(s¯) are computed in the same manner as described above.
3.5 Crack growth algorithm
This section describes the crack growth algorithm used in the numerical examples presented
in Section 3.6. The algorithm consists of an incremental process in which, at each step, a
small crack advance is prescribed and a linear elastic fracture mechanics problem is solved
in order to describe the evolution of the crack front. The proposed model assumes that an
initial crack already exists in the domain of analysis and the parameters C, m, and R for the
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fatigue life Equation (3.8) as well as the maximum applied load are given. ∆amax as well as
the parameter β from Equation (3.13) are set at the beginning of the simulation and can be
defined as a function of the increment step i.
The crack growth algorithm is as follows. For each crack increment ∆ai, i = 0, . . . ,n, do:
1. Solve a linear elastic fracture problem using the hp-GFEM and the current represen-
tation of the crack surface. The solution is obtained for the maximum load applied to
the analysis domain. This step is similar to solving a static problem like the examples
discussed in Section 2.5. In this step, h-refinement is applied around the crack front
for the current position of the crack front. In the next crack increment, the mesh is
unrefined until its initial configuration and a new h-refinement is applied around the
new position of the crack front. Hence, the mesh is always adapted to the current
crack front position. In a similar fashion, the non-uniform p-enrichment presented in
Sections 2.5.1 and 2.5.7 can also be applied as the crack front evolves.
2. Compute the stress intensity factors (SIF) for modes I, II and III for each vertex along
the crack front for the maximum cyclic load, i.e. KImax , KIImax , KIIImax . The SIF can be
extracted from the hp-GFEM solution using, e.g., the contour integral method (CIM)
or the cut-off function method (CFM) [90, 125, 126].
3. Compute the cyclic comparative SIF variation using Equation (3.9).
4. Compute the deflection angles θ0 and ψ0 for each vertex along the crack front based
on the SIF values compute at Step (2). The equations used in this step are presented
in Section 3.2.1. One can note that this step could be computed using either the
maximum SIFs or the minimum SIFs because the equations used in the computation
of the deflection angles using the maximum SIFs or the minimum SIFs differ only by
a constant.
5. Compute the crack increment for each vertex along the crack front using Equation
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(3.10).
6. While proposed crack front position is not geometrically feasible, i.e. 0 < α < 1:
(a) Compute advance vectors, d j (cf. Figure 3.11), for all crack front vertices. These
advance vectors are computed using the results obtained from Steps (4) and (5).
If available, the advance limit parameter, α, computed in Step (6b) is applied
to scale down the advance vectors. The deflections and the crack increment for
each vertex as well as the advance limit parameter provide the new crack front
position. Section 3.3 describes the computational geometry details of the crack
front updates.
(b) Use FOM to estimate the crack increment limit to prevent self-intersections
• If the crack increment exceeds the limit, return the estimated advance limit
parameter, α , and go to Step (6a) to provide new advance vectors for the
crack vertices. Section 3.3.1 describes the procedure to compute the advance
limit parameter.
• Otherwise, update crack front position using either PAE or PAS and break
while loop. Section 3.3.1 describes the details of the crack front updates PAE
and PAS.
7. i = i+1 and if i < n, go to Step (1), otherwise, stop.
A similar sequence of steps is also performed in the research codes that use the standard
FEM for fatigue crack growth assessment such as FRANC3D [17], ADAPCRACK3D [107]
and Zencrack [141]. The main difference is that this work explores the flexibility of the
hp-GFEM to efficiently build accurate approximations at each crack step and evolve the
crack surface without the mesh topology issues usually found in crack growth simulations
with standard FEM [130]. Another important feature of the proposed approach is that the
FOM is applied along the crack front to predict eventual self-intersections and to ensure
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geometrically feasible crack front descriptions for each crack growth step. Note that the
fracture limit surface discussed in Section 3.2.2 is not used in this algorithm. A condition to
stop the simulation using the fracture limit surface could be added to Step (3).
3.6 Numerical examples
This section presents numerical analyses of three-dimensional fatigue crack growth problems
using the algorithm presented in Section 3.5. The numerical examples are solved using the
hp-GFEM with the refinement and enrichment recommendations as well as the crack surface
representation presented in Chapter 2. At each crack increment in all examples, a static
crack problem is solved with polynomial order p = 3 for both continuous and discontinuous
components of the solution (Equation (2.8)), crack front enrichment (Equation (2.9)), and
localized crack front refinement of Le/ao ≃ 10−2, where Le is the size of a tetrahedron element
on the crack front and ao is the initial characteristic crack length.
3.6.1 Crack front self-intersection verification for FOM -
Non-convex crack front
This example consists of a planar surface-breaking crack with non-convex crack front in
a prism. Figure 3.17 illustrates the initial coarse tetrahedral mesh and the initial crack
surface description. The geometric parameters of the problem are L/ao = 2, ao/bo = 2,
and ao/t = 1. E = 2.0× 105MPa and ν = 0.30 are Young’s Modulus and Poisson’s ratio,
respectively. The prism is subjected to a uniform tension cyclic load, σ(t), on top and
bottom surfaces of the domain as illustrated in Figure 3.17. The fatigue parameters are
C = 1.463×10−11MPa−2.1m−0.05/cycle, m = 2.1, σmax = 1MPa and R = 0.
In this example, self-intersection of the crack front is imminent. The main goal here
is to verify the face offsetting method (FOM) for crack growth. The FOM provides geo-
metrically feasible crack front descriptions by setting the crack advance limit that prevents
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Figure 3.17: Non-convex crack front example - model description.
self-intersection of the crack front. This simulation is performed with n = 19 incremental
steps and the maximum increment size is ∆amax = 0.05ao.
This example is subjected only to mode I throughout the simulation. In general, the
effects of fatigue tend to smooth out the crack front curvature such that the variation of the
stress intensity factor KI is reduced. Moreover, this simulation is likely to present the crack
front tunneling effect, i.e. a curved crack front configuration due to the variation of stress
intensity distribution caused by the domain boundary.
Figure 3.18(a) shows the crack front position for each step of the fatigue crack growth
simulation. The crack front geometry is smoothed out due to the fatigue process. In this
case, the crack front middle propagates faster than the crack front ends. In addition, the
tunneling effect is also observed after the crack front becomes straight. Figure 3.18(b) plots
the normalized mode I stress intensity factors along the crack front for all steps during the
simulation. The normalized stress intensity factor is defined as
¯KI =
KI
σ
√
piao
.
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As expected, the results show that the stress intensity factors are smoothed out due to the
fatigue process.
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(a) Growth of planar crack with non-convex crack
front in a prism.
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crack growth steps.
Figure 3.18: Crack front configurations and SIF values along the crack front for non-convex
crack front.
The main goal of this example is to trigger the FOM self-intersection detection during
the simulation. In the first step of the simulation, FOM predicted the self intersection and
the crack increment was reduced to ∆alimit = 0.93∆amax. This detection scheme prevents the
creation of voids in the crack front and provides geometrically feasible crack front repre-
sentations throughout the simulation. The crack front geometry results presented in Figure
3.18(a) are as expected. These results ensure that the FOM techniques applied to track the
crack front evolution do not affect the physics of the problem.
Adaptive high-order discretizations are automatically built for each crack step during
the crack growth simulation. These high-order discretizations are easily built using the hp-
GFEM since the volume mesh need not fit the crack surface. Localized mesh refinement
and unrefinement are applied along the crack front in order to provide a mesh refinement
that follows the position of the crack front throughout the simulation. Figures 3.19 and 3.20
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(a) Step 0. (b) Step 8. (c) Step 18.
Figure 3.19: Non-convex crack front - localized mesh refinement around the crack front for
three crack steps (top view).
illustrate the localized refinement applied along the crack front and a planar cut through the
mesh showing the von Mises stress at the mid front for steps 0, 8 and 18, respectively.
(a) Step 0. (b) Step 8. (c) Step 18.
Figure 3.20: Non-convex crack front - cut through von Mises stress solution at mid front (off
diagonal view).
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3.6.2 Through the thickness crack problem - validation
This example consists of the fatigue simulation of a plate containing an inclined crack as
illustrated in Figure 3.21. Experimental data for the fatigue life assessment and the position
of the crack front along the simulation are provided in [97]. The material used for the plate
specimen is the titanium alloy Ti− 6Al− 4V . The cyclic load applied in the experiment
is σmax = 172.37MPa with ratio of the minimum to the maximum tensile loads R = 0.1.
According to [97], the maximum tensile load is selected such that the radius of the plastic
zone around the crack front is approximately 0.25mm, i.e less than 10% of the specimen
thickness, therefore, the assumption of small scale yielding applies.
Figure 3.21 shows the dimensions of the model. In [97], the dimensions used in the
specimens are h = 102.4mm, w = 38.1mm, t = 3.175mm and a = 6.73mm. The slope of the
crack with respect to the y-axis is β = 43◦ (see Figure 3.21). To apply the cyclic load, the
machine utilized in the experiments required two sets of holes on the top and bottom regions
of the plate height. Due to the lack of information about the dimensions of the plate holes
used in the experiments and in order to be able to assume a uniformly distributed load at
the ends of the plate, a plate model with smaller height is used in this simulation. As such,
the height of the plate model is set to be 2/3 of the height of the specimen and all the
other dimensions are the same. Since the variation of the crack front increment through the
thickness of the plate is not a concern in this simulation, it is assumed that the crack front
remains straight throughout the simulation and the SIF values along the front are constant
and equal to the SIF values in the middle of the front. In [97], the material parameters
and the parameters for Paris-Erdogan equation (3.8) are not provided. This simulation uses
Young’s modulus, E = 115×103N/mm2, and Poisson’s ratio ν = 0.32 as material parameters,
and C = 1.251E− 11(N/mm2)−2.59mm−0.295/cycle and m = 2.59 as Paris-Erdogan equation
parameters for the titanium alloy Ti−6Al−4V . These parameters can be found in [4].
Figure 3.22 illustrates the GFEM mesh discretization for three steps of the inclined
135
crack growth simulation. The proposed approach facilitates the automatic construction of
strongly graded meshes around the crack fronts along the simulation. Localized h-refinement
is applied to the elements that intersect the crack front. After propagating the crack fronts,
the mesh is unrefined to its initial coarse configuration (cf. Figure 3.21) and a new refinement
is applied to the elements that intersect the new crack fronts in their new positions. This
step 0
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step 16
crack growth
β
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X
t
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w
σ(t)
Figure 3.21: Inclined crack model and crack growth steps.
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(a) Step 0.
(b) Step 8.
(c) Step 16.
Figure 3.22: Inclined crack - localized mesh refinement around the crack fronts for three
crack steps.
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Figure 3.23: Fatigue life - experimental vs. numerical.
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Figure 3.24: Front view of crack configuration - experimental vs. numerical.
procedure reduces the computational cost of the simulation by avoiding unnecessary degrees
of freedom in the discretization. The same procedure cannot be applied in the XFEM with
Level sets proposed in [44, 77, 122] because, in that approach, all elements that intersect the
crack surface must be refined in order to provide an accurate crack surface representation.
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As illustrated in Figure 3.21, the proposed crack surface representation is able to model
the sharp turn in crack direction at the beginning of the simulation and keep this feature of
the crack surface throughout the simulation. Implicit methods for crack surface representa-
tion, e.g., the level set method used in the XFEM [44, 77, 122], have difficulties to represent
such features of the crack surface.
Figures 3.23 presents the variation of the crack length with respect to the number of cycles
for experimental and numerical results. One can observe that the overall crack growth rate
for the numerical simulation is in good agreement with the experimental results. Regarding
the fatigue life prediction of the specimen, the estimate provided by the numerical solution
is slightly faster than the experimental data.
Figure 3.24 plots the crack front X and Y global coordinates using the experimental data
provided by [97] and the numerical results. The coordinates from the numerical results are
based on the position of the middle of the crack front during the simulation. The numerical
results for the prediction of the crack path show very good agreement with the experiments
in this case.
3.6.3 Elliptical crack
This example considers an elliptical crack in a cube with dimension 2L and subjected to a
uniform tension cyclic load of maximum magnitude σmax = 1MPa perpendicular to the plane
of the crack surface, i.e. y-direction, as illustrated in Figure 3.25. The geometric parameters
of the crack surface are a/L = 0.1 and b/L = 0.05, ∆amax = 0.05a and the fatigue parameters
are C = 1.463×10−11MPa−2.1m−0.05/cycle, m = 2.1, and R= 0. This simulation is performed
with n = 30 incremental steps. E = 1.0× 103MPa and ν = 0.30 are Young’s Modulus and
Poisson’s ratio, respectively. The main objective of this numerical example is to show the
evolution of the crack surface geometry during the fatigue process.
In this example, the crack surface is planar and perpendicular to the direction of the
applied load. Therefore, the crack is subjected only to mode I throughout the simulation.
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According to [19], experimental observations indicate that the effects of the fatigue tend to
smooth out the crack front curvature such that the variation of the stress intensity factor KI
is minimized. For a planar elliptical crack front in an infinite domain, the stress intensity
factor Kin f .Iell. is given by
Kin f .Iell. =
σ
√
pib
E(k)
(
sin2(θ)+ b
2
a2
cos2(θ)
)1/4
where θ is a parametric coordinate along the crack front, as illustrated in Figure 3.25, and
E(k) is an elliptic integral of the second kind given by
E(k)
∫ pi/2
0
√
1− k2sin2(θ)dθ , k2 = a
2−b2
a2
and its value in this example is E(k) = 1.211096 [127]. One can observe that Kin f .Iell. varies
along the crack front. During the fatigue simulation, the elliptical crack grows gradually
towards a penny-shaped crack. In this case, the stress intensity factor Kin f .Ipenny is given by
Equation (2.30).
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σ(t)
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b θbsinθ
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acosθ
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Figure 3.25: Elliptical crack model description.
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Figures 3.26 and 3.27 illustrate the crack front position for all steps during the simu-
lation and the mode I stress intensity factor for the first, Kin f .Iell. , and last, K
in f .
Ipenny , steps of
the simulation, respectively. The results show that the elliptical crack eventually grows
to a penny-shaped crack which corroborates experimental observations. The ratio of the
geometric parameters of the ellipse at the beginning and at the end of the simulation are
ainit./binit. = 2 and aend/bend = 1.05, respectively. As expected, the variation of the SIFs is
smoothed out as the crack evolves. The ratio of the maximum to the minimum SIFs at
the beginning and at the end of the simulation are Kinit.max/Kinit.min = 1.39 and Kendmax/Kendmin = 1.01,
respectively.
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Figure 3.26: Growth of an elliptical crack embedded in a cube.
Figure 3.28 illustrates the GFEM mesh discretization for three steps of the elliptical
crack growth simulation. The h-adaptive refinement and unrefinement procedure utilized in
Section 3.6.2 to avoid unnecessary degrees of freedom is also applied in this example. One
can observe that the refinement along the crack front follows the crack front position along
the simulation.
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Figure 3.27: Mode I stress intensity factors for initial and final crack growth steps.
3.6.4 Verification of robustness - Wavy crack front
This example considers a planar crack with planar perturbations along the crack front, here-
after, referred to as wavy crack. The analysis domain is a cube with dimension 2L and
subjected to a uniform tension cyclic load of maximum magnitude σmax = 1MPa perpendic-
ular to the plane of the crack surface, i.e. z-direction, as illustrated in Figure 3.29. The
geometric parameters of the crack surface are a0/L = 0.25, nwave = 6, ∆amax = 0.035a0, and
ε = 0.1, where a0 is the radius of the reference penny-shaped crack, nwave is an integer pa-
rameter that defines the number of waves along the crack front, and ε is the crack front
geometry perturbation with respect to a penny-shaped crack. The fatigue parameters are
C = 1.463× 10−11MPa−2.1m−0.05/cycle, m = 2.1, and R = 0. This simulation is performed
with n = 30 incremental steps. E = 1.0× 103MPa and ν = 0.30 are Young’s Modulus and
Poisson’s ratio, respectively. The main objective of this numerical example is to show the
evolution of the crack front geometry during the fatigue process.
In this case, the crack surface is planar and perpendicular to the direction of the applied
load. Therefore, the crack is subjected only to mode I throughout the simulation. According
to [19], experimental observations indicate that the effects of fatigue tend to smooth out the
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(a) Step 0.
(b) Step 15.
(c) Step 29.
Figure 3.28: Elliptical crack - localized mesh refinement around the crack front for three
crack steps.
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Figure 3.29: Wavy crack model description.
crack front curvature such that the variation of the stress intensity factor KI is minimized.
Gao and Rice [38] presented a first-order accurate solution for planar quasi-circular tensile
cracks. In the case of wavy cracks whose front is described by
a(θ) = a0 [1+ ε cos(nwaveθ)]
the asymptotic solution for stress intensity factors Kasym.I is given by
Kasym.I (θ) = K
∞
I (a(θ))
[
1− ε nwave
2
a0
a(θ) cos(nwaveθ)
]
where θ is a parametric coordinate along the crack front, as illustrated in Figure 3.29, and
K∞I (a) is the stress intensity factor for a penny-shaped in an infinite domain, which is given
by
K∞I (a) = σ
√
a
pi
.
One can observe that K∞I varies along the crack front. Lai et al. [60] presented a static
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solution of this problem, i.e. n=0, using the boundary element method. A crack growth
simulation using the XFEM coupled with fast marching method was presented by Sukumar
et al. in [120].
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(a) Growth of a wavy crack embedded in a cube.
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Figure 3.30: Crack front configurations and SIF values along the crack front for wavy crack.
Figures 3.30(a) and 3.30(b) plot the crack front position for all steps during the simulation
and the normalized mode I stress intensity factor for the first, ¯K f irstI , and last, ¯K
last
I , steps of
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the simulation, respectively. The normalized stress intensity factor is defined as
¯KstepI =
KstepI
K∞I (a(θ))
where step is either the first or last step of the simulation. The results show that the
wavy crack eventually grows to a penny-shaped crack, which corroborates experimental
observations. The ratio of the maximum to the minimum radii of the crack front at the
beginning and at the end of the simulation are a
f irst
max /a
f irst
min = 1.2 and alastmax/alastmin = 1.004,
respectively. As expected, the variation of the SIFs is smoothed out as the crack evolves.
The ratio of the maximum to the minimum SIFs at the beginning and at the end of the
simulation are K f irstmax /K f irstmin = 1.64 and Klastmax/Klastmin = 1.01, respectively.
Figure 3.31 shows the GFEMmesh discretization for three steps of the wavy crack growth
simulation. The h-adaptive refinement and unrefinement procedure described in Section 3.6.2
is also applied in this example. One can observe that the refinement along the crack front
follows the crack front position throughout the simulation.
3.6.5 Crack growth under mixed-mode - Inclined penny-shaped
crack
This example consists of an inclined penny-shaped crack in a cube with dimension 2L. The
cube is subjected to a uniform tension cyclic load of maximum magnitude σmax = 1MPa along
the y-direction, as illustrated in Figure 3.32. The initial coarse mesh and the initial crack
surface configuration are also illustrated in Figure 3.32. The geometric parameters of the
crack surface are a0/L = 0.1 and β = pi/4, where ao is the radius of the initial crack and β is
the slope with respect to the yz-plane. The maximum crack front increment allowed in each
step is ∆amax = 0.02a0. In this case, the simulation is performed with n = 38 incremental
steps. The fatigue parameters are C = 1.5463× 10−11MPa−2.1m−0.05/cycle, m = 2.1, and
R= 0. E = 1.0×103MPa and ν = 0.30 are Young’s Modulus and Poisson’s ratio, respectively.
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(a) Step 0.
(b) Step 15.
(c) Step 29.
Figure 3.31: Wavy crack - localized mesh refinement around the crack front for three crack
steps (top view).
147
The main objective of this numerical example is to show the evolution of the crack surface
geometry during the fatigue process.
According to experimental observation in fatigue crack growth, cracks tend to grow in a
direction that provides mode I dominance. In the inclined penny-shaped case, the fatigue
process imposes a twist to the crack front in order to make it perpendicular to the applied
load. In addition, the crack front tends to remain circular throughout the simulation. This
example is a mixed-mode problem in which all three modes are present. The stress-intensity
factors along the crack front in an infinite domain are given by [127],
Kin f .I =
2
pi
[
σsin2 (β )]
Kin f .II =
4
pi(2−ν) [σsin(β )cos(β )]cos(θ)
√
pia
Kin f .III =
4(1−ν)
pi(2−ν) [σsin(β )cos(β )]sin(θ)
√
pia
where θ is an angular coordinate on the crack plane that represents a position on the crack
front. The same problem was solved by Gravouil et al. in [44] with the XFEM coupled with
the level set method and by Sukumar et al. in [120] with the XFEM coupled with the fast
marching method.
Figures 3.33(a) and 3.33(b) plot the variation of the SIFs along the crack front for the
first and last steps of the simulation, respectively. One can observe that the stress intensity
factors (SIFs) for modes I, II, and III in step 0 show good agreement with the SIFs for infinite
domain, which ensures an accurate crack front prediction for the next step. Furthermore, the
SIF values for modes II and III vanish and the SIF for mode I becomes dominant towards
the end of the simulation.
Figures 3.34 and 3.35 show the top views of mesh refinement and off left views of the crack
surface representation, respectively, at different incremental steps. As the crack evolves, we
can observe that the crack front tends to become perpendicular to the axis of the applied
load while keeping a circular shape. These results also show that there is no need to a priori
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Figure 3.32: Inclined penny-shaped crack model description.
refine the mesh in the region of potential crack growth, as proposed in [15]. This procedure
would lead to substantial increase in problem size of this example due to the non-planar
crack surface path.
Figure 3.36 shows a cut through the solution at different incremental steps. Thanks to the
volume mesh independence of the explicit crack surface representation adopted here and the
integration sub-elements for non-planar cracks presented in Section 2.3.2, the crack surface
can assume an arbitrary shape inside of a volume mesh with large elements. Moreover,
special features of the crack surface, such as sharp turns, can be represented with high
fidelity regardless the sizes of the elements of the volume mesh. This feature may not be
important for the overall solution of the present problem, however, an accurate description
of the crack surface is crucial for crack problems in which the physics is dependent on the
crack surface description. Some examples of problems with crack surface dependent physics
include crack growth driven by hydraulic pressure applied to the crack surface and crack
growth with cohesive models, cracks under compressive loads.
Again, the hp-GFEM discretizations are automatically built at each crack step (cf. Figure
3.34). Mesh refinement and unrefinement is applied along the crack front in order to provide
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Figure 3.33: SIFs variation along the crack growth simulation for inclined penny shaped
crack.
a localized refinement that automatically follows the crack front throughout the simulation.
In contrast with standard FEM techniques, this process does not introduce additional com-
putational cost to the simulation since there are no requirements for the volume mesh to be
conforming with the crack surface.
Mode III effects on crack path The effects of mixed modality on fatigue crack growth
orientation and, consequently, on the crack surface shape have been the main subject of
study of several researchers for many years. A detailed literature survey of mixed mode
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step 0 step 7 step 14
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Figure 3.34: Inclined penny-shaped crack - localized mesh refinement around the crack front
at various crack growth steps (top view).
step 7 step 14step 0
step 21 step 28 step 37
Figure 3.35: Inclined penny-shaped crack - crack surface representation at various crack
growth steps (off left view).
fatigue crack growth can be found in [98]. The crack orientation for mixed mode problems
with modes I and II is well understood. Erdogan-Sih’s [34] criterion, also called maximum
tangential stress criterion or hoop stress criterion, is widely used for crack path prediction in
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Figure 3.36: Inclined penny-shaped crack - cut through solution mesh at the center of the
domain at various crack growth steps (off left view).
two dimensional simulations. However, three-dimensional effects on the orientation of mixed
mode fatigue crack growth is not fully understood. The effects of mode III in mixed mode
fatigue crack growth are discussed and formulated in the works of Pook [94, 95], Scho¨llmann
et al. [108], and Richard et al. [104].
In general, computational simulations for three-dimensional crack growth found in lit-
erature do not consider mode III effects in the prediction of the crack path. Although
Erdogan-Sih’s [34] criterion considers only modes I and II to predict the crack growth ori-
entation, this criterion is broadly applied in three-dimensional simulations to provide the
growth direction along the crack front. The works of Carter et al. [17], Krysl et al. [58] and
Gravouil et al. [44] are among the works that apply Erdogan-Sih’s criterion for crack growth
orientation in three-dimensional simulations.
Figure 3.37 illustrates the results for the same inclined penny-shaped crack example
presented in this Section with the crack growth methodology proposed in this work but
considering KIII = 0 in Equations (3.3) and (3.4), which is equivalent to applying Erdogan-
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Sih’s [34] criterion for crack growth orientation. By comparing Figure 3.35 and Figure
3.37(a), one can observe that the simulation without mode III effects does not provide a
planar mode I crack growth after 38 crack growth steps. Indeed, Figures 3.37(b) and 3.37(c)
show that mode III stress intensity factors are not completely vanished at the end of the
simulation. The mode III stress intensity factor values are reduced by only 58% of their
initial values at step 0.
Gerstle [41] proposed a criterion that extends Erdogan-Sih’s [34] criterion to three dimen-
sional simulations by considering an equivalent mode I stress intensity factor which combines
modes I and III. This criterion was applied in three dimensional crack growth simulations
with boundary element method (BEM) by dell’Erba and Aliabadi [22], and with FEM by
Okada et al. [85]. As observed by dell’Erba and Aliabadi [22], crack growth simulations with
this criterion do not show significant reduction in the mode III stress intensity factors after
several crack growth steps.
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(a) Crack surface at step 37 (off left view).
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(b) SIFs along crack front at step 37.
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(c) Mode III SIFs along crack front at steps 0 and 37.
Figure 3.37: Inclined penny shaped crack results for crack growth orientation without KIII
effects.
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3.7 Concluding remarks
This Chapter presents a robust methodology for modeling three-dimensional crack growth
simulations of crack surfaces with arbitrary shapes. The proposed methodology is based on
the hp-GFEM for fracture mechanics presented in Chapter 2 to automatically build high-
order discretizations coupled with the FOM [51] to track the evolution of the crack front. The
verification and validation presented in Section 3.6 are focused on the analysis of fatigue crack
growth. However, the hp-GFEM coupled with FOM can be extended to other applications,
e.g., dynamic crack growth and crack growth with cohesive elements.
Fatigue crack growth is modeled as a sequence of linear elastic fracture mechanics (LEFM)
solutions. Based on the LEFM solutions, Scho¨llmann’s criterion and Paris-Erdogan’s equa-
tion provide the direction and amount of crack advance, respectively. High-order discretiza-
tions with adaptive crack front refinement are automatically generated at each crack step.
The hp-GFEM presented in Chapter 2 is utilized to solve static crack problems at each
crack step of the simulation. This process ensures accurate SIFs along the crack front and,
consequently, accurate crack growth surface path prediction.
FOM guarantees the geometrical feasibility of the crack surface representation. The FOM
is a numerical technique for tracking the evolution of explicit surfaces [51]. In this work,
the FOM is applied to track the evolution of the crack front throughout the crack growth
simulation. At each crack growth step, the FOM verifies the crack front advance and, if
necessary, provides the advance limit that prevents self-intersections of the crack front.
The proposed methodology provides very accurate crack path description. Prediction of
crack growth corroborates experimental data and experimental observations as presented in
Section 3.6. This methodology also allows the crack surface to grow arbitrarily inside of vol-
ume meshes with non-uniform refinement. The results presented in Section 3.6.5 show that
crack growth simulations with explicit crack surface representation do not require a priori
refinement of the volume mesh in the region of potential crack growth. A combination of
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an explicit crack surface representation and non-planar cuts inside of elements, proposed in
Section 2.3.2 for static cracks, results in a powerful tool that allows the representation of arbi-
trarily continuous cracks with non-smooth surfaces in crack growth simulations. Non-smooth
crack surfaces are very common in mixed mode crack growth. An accurate representation
of crack surfaces is essential when simulating problems in which the physics depend on the
crack surface geometry. Some examples of these types of problems are hydraulically induced
crack growth, crack growth with cohesive models and contact of crack surfaces due to crack
closure.
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Chapter 4
GFEMgl for crack growth: an
alternative approach for large-scale
simulations
In the examples presented in Sections 3.6.2, 3.6.3 and 3.6.5, the simulation is performed
with a new hp discretization built from scratch at each crack step increment. This strategy
allows the solution of the problem using significantly less degrees of freedom than, e.g., a
fixed quasi-uniform mesh as employed in [44, 77, 122]. However, the hp-GFEM requires
the solution of the problem from scratch at each step of a fatigue crack growth simulation.
This is not an intrinsic limitation of the hp-GFEM. Such limitation is also observed in all
avaliable methods for three-dimensional crack growth including the standard FEM with
remeshing [132], the boundary element method (BEM) [22, 74], and the extended FEM
[15]. Fatigue crack growth simulations usually require very small crack front increments.
Rebuilding discretizations from scratch at each step leads to an expensive simulation of
fatigue crack growth in large-scale problems. In large-scale simulations, the crack growth
can be considered as a very localized phenomenon. Therefore, small changes in the crack
length will have small effects in the overall solution and this solution could be reused as
the crack evolves. The flexibility of the GFEM to build discretizations can also be used to
address this problem.
This Chapter proposes a generalized finite element method with global-local enrichment
functions (GFEMgl) for fatigue crack growth. This crack growth technique is a combination
of the crack growth algorithm presented in Section 3.5 and the GFEM with global-local
enrichment functions introduced by Duarte et al. [28, 55]. The resulting algorithm allows
crack growth simulations in large-scale problems without modifications in the mesh and the
reuse of previous global solutions in the construction of enrichment functions from local
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solutions. Furthermore, the proposed methodology reuses the factorization of the large-scale
stiffness matrix in the computation of the enriched global problem solution.
The remainder of this Chapter is outlined as follows. Section 4.1 presents a brief overview
of the GFEMgl concept. The details of the GFEMgl for crack growth simulation and the
algorithm for fatigue crack growth are discussed in Section 4.2. Section 4.3 verifies the
accuracy and efficiency of proposed methodology using numerical examples. Finally, Section
4.4 presents the concluding remarks of the present study.
4.1 GFEM with global-local enrichment functions -
An overview
The GFEMgl was introduced by Duarte et al. [28, 55, 56] as an alternative to the standard
global-local approach broadly used with the finite element method. In the GFEMgl , the
enrichment functions presented in Section 2.2.1 are numerically built. The procedure to
build numerical enrichment functions can be summarized in the following steps (Cf. Figure
4.1):
1. Create a local problem in the neighborhood of a region of interest as illustrated in
Figure 4.1. The red spheres indicate the seed nodes used in the selection of elements
that build the local problem mesh. The boundary conditions for this problem are
displacements provided by the solution of the global problem.
2. Next, the local problem is solved by using the hp-GFEM presented in Chapter 2. The
local solutions can accurately represent the behavior of the elasticity equations in the
neighborhood of the region of interest.
3. Use the solution of the local problem as enrichment function for the global problem.
In other words, Equation 2.3 is used with the partition of unity, ϕα(x) , provided by
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the global large-scale mesh and the enrichment functions, Lαi(x), given by the local
small-scale solution.
4. Solve the global problem on the coarse mesh enriched with the local solution.
step 1
step 3
step 2
global problem
local solution
local problem
Figure 4.1: GFEMgl steps for static fracture mechanics problems. Red spheres indicate the
seed nodes of the mesh utilized in the definition of the local problem domain.
The main advantage of the GFEMgl is that the mesh used in the global problem is not
modified during the simulation and the global system of equation is increased just by a
few degrees of freedom. Moreover, since the enrichment procedure is hierarchical [28], the
factorization of the global problem used to provide boundary condition can be reused. The
GFEMgl has proved to be very efficient for elliptic problems with singularities [55] and with
strong, localized, gradients [84].
4.2 GFEMgl for fatigue crack growth
In this section, it is presented a numerical approach for large-scale three-dimensional (3-D)
crack growth simulations. The proposed methodology takes advantage of the partition of
unity concept and the hierarchical properties of the generalized finite element method to
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efficiently built discretizations at each crack propagation step. The key idea of this approach
is to combine the GFEMgl [28, 55, 56] with the hp-GFEM for 3-D crack growth simulations.
Global-local enrichment functions are numerically built at each crack growth step to ap-
proximate the small-scale features of the solution. At the local level, the hp-GFEM presented
in Chapter 2 provides a robust and accurate way of solving the small scale features of the
solution. In addition, the solution of the previous crack growth step is reused as boundary
conditions for the local problem in the current crack growth step.
The partition of unity concept is applied to connect large and small scale features of
the solution. Discontinuities and singularities are not modeled in the global coarse mesh.
Instead, these local features of the solution are introduced in the global mesh through the
global-local enrichment functions. This feature of the GFEM enables the simulation of crack
growth in uncracked large scale models while keeping the global mesh coarse and unchanged.
The hierarchical property of the GFEM is also explored. This property can be used to
efficiently compute the solution of the enriched global problem. In this case, the stiffness
matrix of the global mesh is factorized only once and the solution of each crack growth step
is reduced to a multiple right-hand-side problem solved with back and forward substitutions
on the already factorized global matrix and the factorization of a small (condensed) stiffness
matrix. The size of this stiffness matrix and the number of multiple right-hand-sides is
controlled by the number of nodes enriched with the local solution, which is usually very
small if compared with the number of nodes in the global mesh. The details of the formulation
of the GFEMgl for crack growth problems and the solution of the enriched global problem
are presented in the next Sections.
4.2.1 Discrete formulation
The discrete formulation of the global-local GFEM for crack growth can be subdivided into
three distinct phases: initial coarse-scale uncracked global problem, fine-scale problem at
a given crack growth step k and enriched global-problem at a given crack growth step k.
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Figure 4.2 illustrates these three phases for a given crack configuration ak.
ΩG
¯t
u¯
∂ΩσG
∂ΩuG
∂Ωσ ∩∂Ωu = /0
∂ΩG = ∂ΩσG∪∂ΩuG
ΩG
¯t
u¯
∂ΩσG
∂ΩuG
ak
ΩkL
Initial global
problem
Enriched global
problem at step k
Local problem
at step k
uk−1G
ak
ΩkL
Enrichment function
at step k
∂ΩkL∂ΩkL∩∂ΩG
∂ΩkL∩∂ΩG
Figure 4.2: Distinct phases of GFEMgl for crack growth.
Formulation of the initial global problem
Let u∗G denote the GFEM solution of the initial static problem illustrated in Figure 4.2. The
solution of this problem is used as initial solution for the crack growth simulation process.
The discretization used in the initial solution is also applied to discretize the coarse-scale
component of the enriched global problem. The weak form of this problem is stated as
follows:
Find u∗G ∈ χ ∗G (ΩG)⊂H1 (ΩG) such that ∀ v∗G ∈ χ ∗G (ΩG)
∫
ΩG
σ (u∗G) : ε (v
∗
G)dx+η
∫
∂ΩuG
u∗G · v∗Gds =
∫
∂ΩσG
¯t · v∗Gds+η
∫
∂ΩuG
u¯ · v∗Gds
where χ ∗G (Ω) is a discretization of H1 (ΩG) a Hilbert space defined in ΩG, built using GFEM
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shape functions and given by
χ ∗G(ΩG) =
{
uhp(∗) =
N
∑
α=1
ϕα(x)uˆhp(∗)α (x) : uˆhp(∗)α (x) =
ˆDL∑
i=1
uˆ∗αi ˆLαi(x)
}
(4.1)
where, ϕα(x), is a linear finite element partition of unity, uˆ∗αi, α = 1, · · · ,N, i = 1, · · · , ˆDL are
nodal degrees of freedom (dofs) for the initial global problem, and ˆDL is the dimension of a set
of polynomial enrichment functions, ˆLαi(x), of degrees less than or equal to p−1. One can
note that this initial solution does not necessarily include the crack type enrichment functions
introduced in Section 2.2.2, i.e., the crack is not included in the initial global solution.
Therefore, standard polynomial FEM discretizations could also be used to approximate the
initial solution.
If a standard polynomial FEM discretization is applied in the initial global problem, the
solution space χ ∗G (ΩG) is given by
χ ∗G(ΩG) =
{
uhp(∗) =
N
∑
α=1
ϕα(x)uˆ∗α
}
(4.2)
where, uˆ∗α , α = 1, · · · ,N, are the dofs of the standard polynomial finite element discretization.
The standard finite element shape functions, ϕα(x), α = 1, . . . ,N, can be linear, quadratic,
or high-order Lagrangian shape functions.
Formulation of the fine-scale solution (crack growth step k)
Let ukL denote the GFEM solution of a static local problem at a given crack growth step k.
This problem is solved using crack configuration, ak, and boundary conditions, u
k−1
G . (cf.
Figure 4.2). The weak form of the local problem at a step k can be stated as follows
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Find ukL ∈ χ hpL
(
ΩkL
)⊂H1 (ΩkL) such that ∀ vkL ∈ χ hpL (ΩkL)
∫
ΩkL
σ (ukL) : ε (v
k
L)dx+η
∫
∂ΩkL∩∂ΩuG
ukL · vkLds+κ
∫
∂ΩkL\(∂ΩkL∩∂ΩG)
ukL · vkLds
=
∫
∂ΩkL∩∂ΩσG
¯t · vkLds+η
∫
∂ΩkL∩∂ΩuG
u¯ · vkLds+
∫
∂ΩkL\(∂ΩkL∩∂ΩG)
(t(uk−1G )+κu
k−1
G ) · vkL (4.3)
where k indicates a crack growth step, χ hpL
(
ΩkL
)
is a discretization of H1
(
ΩkL
)
a Hilbert space
defined in ΩkL, built with the hp-GFEM shape functions described in Section 2.2.2 and given
by
χ hpL (ΩkL) =

uhp =
NkL∑
α=1
ϕα(x)
[
uˆ
hp
α (x)+H u˜
hp
α (x)+ u˘
hp
α (x)
]

The partition of unity functions, ϕα , α = 1, · · · ,NkL, are linear Lagrangian shape functions
defined by the finite element discretization on ΩkL. NkL is the number of nodes in the local
problem mesh. The cloud-wise functions uˆ
hp
α (x), H u˜
hp
α (x), and u˘
hp
α (x) are the continuous,
discontinuous, and singular components of the approximation, respectively. The GFEM
enrichment functions H u˜hpα (x) and u˘
hp
α (x) are built using crack configuration ak. The hp-
GFEM for fracture mechanics problems presented in Chapter 2 is applied in the local-problem
solution process. This method allows the crack surface representation to be independent of
the solution mesh. Furthermore, discontinuity and singularity of the solution are modeled
through these enrichment functions.
The local domain ΩkL changes at each crack growth step. A new local problem is defined
at each new crack surface configuration. The global solution of an immediate previous step
(k− 1) is reused as boundary condition for the local problem at the current step (k). In
the integral over ∂ΩkL \ (∂ΩkL∩∂ΩG) in Equation (4.3), one can observe that the boundary
conditions of a crack growth step k are provided by the global solution at step k− 1, (Cf.
Figure 4.2). In the same integral, the traction vector, t(uk−1G ), is computed from the coarse
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scale solution at crack step k−1 using Cauchy’s relation, i.e.
t(uk−1G ) = nˆ ·σ (uk−1G ) = nˆ · (C : ε (uk−1G ))
with nˆ the outward unit normal vector on ΩkL. In the Equation (4.3), η and κ are a penalty
parameter and a spring stiffness defined on ∂ΩkL∩∂ΩuG and ∂ΩkL \(∂ΩkL∩∂ΩG), respectively.
Based on the choice of the penalty parameter η and spring stiffness κ , one can select
the type of boundary conditions provided by the global solution uk−1G to be applied on the
local problem at step k. For Neumann boundary conditions κ = 0, for Dirichlet boundary
conditions κ = η ≫ 1, and for mixed boundary conditions 0 < κ < η. A detailed analysis of
the performance of these types of boundary conditions in the GFEM global-local analysis is
presented in [56].
Formulation of the enriched global problem (crack growth step k)
The local solution ukL is used as enrichment function in the global coarse mesh at each crack
growth step. The global-local generalized finite element shape functions for a given crack
growth step k are of the form
φ kα(x) = ϕα(x)ukL(x) (4.4)
where ukL(x) is a global-local enrichment function for a given crack growth step k and the
large-scale problem enriched with these functions is denoted as an enriched global problem.
This problem is solved using crack configuration ak. The formulation of this crack growth
problem is given by:
At each crack growth step k, find ukG ∈ χ kG(ΩG)⊂H1(ΩG) such that ∀ vkG ∈ χ kG(ΩG)
∫
ΩG
σ (ukG) : ε (v
k
G)dx+η
∫
∂ΩuG
ukG · vkGds =
∫
∂ΩσG
¯t · vkGds+η
∫
∂ΩuG
u¯ · vkGds
where χ kG(ΩG) is the space χ ∗G(ΩG) augmented with the GFEM global-local shape functions
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at step k
χ kG(ΩG) = χ ∗G(ΩG)
⋃
span
{
ϕβ (x)u
gl(k)
β (x), β ∈I kgl
}
=


uhp =
N
∑
α=1
ϕα(x)uˆhp(k)α (x)︸ ︷︷ ︸
coarse-scale approx.
+ ∑
β∈I kgl
ϕβ (x)u
gl(k)
β (x)
︸ ︷︷ ︸
fine-scale approx.


(4.5)
where I kgl is the index set of nodes at crack growth step k enriched with global-local enrich-
ment functions ukL, uˆ
hp(k)
α is similar to uˆ
hp(∗)
α defined in (4.1) but with with new degrees of
freedom (dofs) which, in this case, are related to step k and
u
gl(k)
β =


ukβ1ukL1(x)
ukβ2ukL2(x)
ukβ3ukL3(x)


where ukβ j, β ∈I kgl , j= 1,2,3, are nodal dofs, and ukL j(x), j= 1,2,3, are Cartesian components
of the displacement vector ukL. One can observe that all quantities are relative to a given
crack growth step k, which means that these dofs should be computed at each crack growth
step.
The coarse-scale discretization is kept unchanged throughout the simulation. The en-
riched global problem at each crack growth step k is solved on the same uncracked global
coarse-scale mesh that was used at step k = 0. The fine-scale features are introduced in the
global mesh by the global-local dofs. The global-local enrichment functions associated with
the fine scale approximation are hierarchically added to the coarse-scale approximation. If
the local domain ΩkL does not include the entire crack surface, as depicted in Figure 4.1,
the coarse-scale approximation may also hierarchically include the discontinuous high-order
shape functions, H u˜hpα (x), introduced in Section 2.2.2.
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The solution for the local problem is computed using the adaptive capabilities of the
hp-GFEM presented in Chapter 2. Localized h-refinement and high-order polynomial en-
richment functions lead to many dofs in the solution of the local problem. However, only
three degrees of freedom per node are added to the global discretization. Moreover, in large-
scale problems, the size of the crack surface is small compared to the size of the elements
in the global mesh. Thus, very refined meshes and high-order discretizations can be used in
the fine-scale solution without significant impact on the size of the coarse-scale problem.
Since fine-scale features of the global solution are not modeled in the coarse-scale mesh,
the coarse-scale global problem can be solved with a standard FEM discretization. The
standard finite element shape functions also constitute a partition of unity and, similarly
as in (4.5), the fine-scale features of the solution can be added to the initial global solution
space (4.2). In this case, the enriched global space, χ kG(ΩG), is given by
χ kG(ΩG) =


uhp =
N
∑
α=1
ϕα(x)uˆ(k)α︸ ︷︷ ︸
standard FEM approx.
+ ∑
β∈I kgl
ϕβ (x)u
gl(k)
β (x)
︸ ︷︷ ︸
fine-scale approx.


where χ kG(ΩG) is the standard finite element space χ ∗G(ΩG) (cf. Equation (4.2)) augmented
with the GFEM global-local shape functions at step k. Hence, if a GFEM code is available
for the computation of the global-local enrichment functions at each crack growth step, ukL,
the proposed GFEMgl can be implemented in existing FEM codes.
4.2.2 Solution of enriched global problem
The solution of enriched global problem can be efficiently performed by exploring the hierar-
chical nature of the generalized enrichment functions. As described in the formulation above,
the global-local shape functions are hierarchically added to the coarse-scale space, χ ∗G(ΩG).
A procedure to efficiently solve the resulting system of equations of the global-local approach
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for static problems is proposed in [28]. This procedure involves the reuse of the initial global
solution and the factorization of the coarse-scale stiffness matrix in the computation of the
enriched global solution.
This Section presents an extension of the procedure proposed in [28] to solve fatigue crack
growth problems. The solution and factorized stiffness matrix of the initial global problem are
reused at each crack growth step. The proposed solution procedure leads to great reduction
in computational cost of crack growth simulations. The details of the solution procedure of
the global-local approach for crack growth simulations are presented below. All quantities
presented in this formulation are global, therefore, the subscript (.)G is not necessary.
Let
K∗u∗ = F ∗ (4.6)
and
Kkuk = F k (4.7)
be the systems of equations associated with the initial global problem and the enriched global
problem for each crack growth step, respectively. Assume, without loss of generality, that the
system of equations (4.6) is solved before the beginning of the crack growth process. Using
the hierarchical property of the of the generalized finite element (GFE) shape functions, uk
and F k can be partitioned as follows
uk =
[
u∗(k) ugl(k)
]T
F k =
[
F ∗ F gl(k)
]T
where u∗(k) and ugl(k) are the degrees of freedom (dofs) associated with the coarse-scale
discretization at step k and the dofs associated with the global-local GFE shape functions
at step k, respectively. Accordingly, the enriched global system of equations (4.8) can be
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written as 
 K∗ K∗,gl(k)
Kgl(k),∗ Kgl(k)




u∗(k)
ugl(k)

=


F ∗
F gl(k)

 (4.8)
where Kgl(k),∗ =
(
K∗,gl(k)
)T
. (.)∗, (.)gl(k), and (.)gl(k),∗ are entries of the stiffness matrix
associated with initial global shape functions, global-local shape functions, and both shape
function types concurrently, respectively. From the first equation in (4.8), it follows that
K∗u∗(k)+K∗,gl(k)ugl(k) = F ∗ (4.9)
Equation (4.9) can be rewritten as follows
u∗(k) = u∗−S∗,gl(k)ugl(k) (4.10)
where u∗ = (K∗)−1 F ∗, which is the available solution of the initial global problem and
S∗,gl(k) = (K∗)−1 K∗,gl(k) (4.11)
which can be regarded as multiple right-hand-side problem of loads, K∗,gl(k), using the avail-
able factorization of the initial global stiffness matrix, (K∗)−1.
From the second equation in (4.8), it follows that
Kgl(k),∗u∗(k)+Kgl(k)ugl(k) = F gl(k)
using Equation (4.10) to condense out the fine-scale dofs, ugl(k), the above reduces to
ˆKgl(k)ugl(k) = ˆF gl(k) (4.12)
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where
ˆKgl(k) = Kgl(k)−Kgl(k),∗S∗,gl(k) (4.13)
and
ˆF gl(k) = F gl(k)−Kgl(k),∗u∗. (4.14)
The computation of the enriched global-problem dofs, uk, at each crack growth step involves
back and forward substitutions on the factorization of the initial global stiffness matrix,
(K∗)−1, some matrix multiplications and the solution of the system (4.12). This procedure
leads to significant savings in computational cost when solving industrial level complexity
problems, namely when solving large-scale problems where dim
(
u∗(k)
)
≫ dim
(
ugl(k)
)
. Thus,
the solution of the enriched global problem at each crack growth step can be obtained
in a very efficient manner. An algorithm for fatigue crack growth simulations that takes
advantage of this feature of the GFE global-local approach is presented in the next Section.
As illustrated in Figures 4.1 and 4.4(b), local-problems are defined by either the elements
that intersect the crack front or by the elements that intersect the entire crack. In the former
case, the nodes that have clouds intersecting the crack front are enriched with global-local
enrichment functions, like in Equation (4.4), and the nodes that have clouds intersecting
the crack surface but not the crack front are enriched with high-order step functions (2.8).
In the latter case, all nodes that have clouds intersecting the crack surface or crack front
are enriched with global-local enrichment functions. If the static condensation approach
described above is used in the former case, the degrees of freedom associated with the high-
order step functions (2.8) would also be included in the vector of global-local dofs, ugl(k).
Depending on the polynomial order applied in the high-order step functions, the case where
the local problem is defined only at the crack front would lead to a substantial increase
in the number of right-hand-sides in the system of equations (4.11) and, consequently, an
increase in the computational cost on the solution of the enriched global problem. Therefore,
the approach that defines the local-problem using all the elements that intersect the crack
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surface is best suited for the static condensation scheme described above.
Extension to existing FEM codes
As mentioned in Section 4.2.1, since cracks are not modeled in the coarse scale mesh, the
initial global problem could be solved with standard FEM codes. In this case, the static
condensation approach to obtain the enriched global problem solution makes possible a non-
intrusive implementation of GFEMgl [28, 56] in existing FEM codes. Such implementation
qualifies as non-intrusive because it does not require access to the computational code of
the FEM software, which is common in commercial codes. For instance, such non-intrusive
implementation could be carried out with two computational softwares: a multi-purpose
standard FEM software, such as ANSYS [3] or ABAQUS [1], and a GFEM code. Thus,
the solution of the systems of equations (4.6) and (4.11) come from the FEM code, which
uses only one factorization of the stiffness matrix of the initial global problem, K∗. Concur-
rently, the GFEM code must provide the sub-matrix Kgl(k),∗ to the FEM code and solve the
condensed system of equations (4.12).
In order to make the non-intrusive implementation computationally efficient, the FEM
code must have a multiple right-hand-side solver interface and be able to keep the factoriza-
tion of K∗. This approach also requires information exchange between the FEM and GFEM
codes, which can be done through data files. For instance, the FEM code must provide the
solutions of the systems (4.6) and (4.11) to the GFEM code, which is used by the GFEM
code to compute the enriched global problem and the condensed stiffness matrix (4.13), re-
spectively, and the GFEM code must provide the columns of the sub matrix Kgl(k),∗ to the
FEM code, which are used as loads for the multiple right-hand-side problem (4.11).
4.2.3 Crack growth algorithm with GFEMgl
The solution procedure presented in the previous Section concentrates on the application
of the GFEM with global-local enrichment functions for problems that are modeled as a
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sequence of static linear elastic problems. This procedure is well-suited for simulations of
fatigue crack growth. However, the GFEMgl formulation can also be extended to other
problems with single or multiple cracks, such as, dynamic crack growth, crack growth with
cohesive models and so forth.
This Section presents an algorithm for fatigue crack growth based on the GFEM with
global-local enrichment functions. The GFEMgl for fatigue crack growth is essentially a
combination of the algorithm presented in Section 3.5 and the GFEMgl proposed in [28].
The main idea is to reduce the computational cost of a large-scale problem solved at each
crack increment to the computational cost of a small-scale problem, namely a boundary
value problem defined by a small region around the crack surface, solved at each step of the
crack growth simulation. The solutions of these small-scale problems provide enrichment
functions that represent local features of the large-scale solution.
The proposed crack growth algorithm follows a similar sequence of steps that was used
for the crack growth algorithm with hp-GFEM. The main difference here is how the static
problem is solved at each crack step. The solution of the enriched global problem is achieved
through the static condensation procedure described in the previous Section. Furthermore,
the mesh in the global problem is not changed throughout the simulation. The global solution
around the crack front is represented by the local solution computed with the hp-GFEM
described in Chapter 2. This feature of the method allows the simulation of crack surfaces
of any shape using fairly coarse meshes and to considerably reduce the computational cost
of crack growth simulations in large-scale models. The GFEMgl algorithm for fatigue crack
growth can be written as follows.
1. Solve initial coarse-scale problem without cracks, Equation (4.6), and keep the factor-
ization of the stiffness global stiffness matrix (K∗)−1 and the initial coarse-scale degrees
of freedom (dofs) u∗. These will be used to compute the enriched global problem at
each crack growth step.
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2. For each crack step k, k = 0, . . . ,Nsteps, do:
(a) Select region that defines the current local problem and the nodes to be enriched
with global-local enrichment functions.
(b) Compute local problem solution, ukL, using hp-GFEM with crack configuration at
step k and boundary conditions from the solution of the enriched global problem
at step k− 1. This solution will be used as enrichment function for the global
problem.
(c) Compute enriched global problem solution, ukG. This procedure involves the fol-
lowing steps:
i. Assemble sub-matrices K∗,gl(k) and Kgl(k). This requires the global-local shape
functions computed at Step (2b).
ii. Compute solution of the multiple right-hand-side problem, S∗,gl(k), defined in
(4.11). This requires only back and forward substitutions on the factorization
of K∗.
iii. Compute condensed stiffness matrix (4.13) and condensed force vector (4.14).
iv. Compute the fine-scale dofs of the enriched global solution, ugl(k), by solving
the condensed system of equations (4.12).
v. Compute the coarse-scale dofs of the enriched global solution, u∗(k), using
Equation (4.10). This requires the dofs of the initial global solution, u∗.
(d) If k > 0 , compute next crack front configuration and use the Face Offsetting
Method (FOM) to prevent crack front self-intersections following the procedure
described in Section 3.3.
(e) k = k+1 and if k ≤ Nsteps, go to Step (2a), otherwise, stop.
One can observe that in Step (2d) of the algorithm described above, the crack front
update is not applied for the first iteration (k = 0). This incremental step without crack
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advance, hereafter denoted as starting step, is applied to improve the boundary conditions
of the first crack growth step. In this case, the boundary conditions of the local problem are
based on the solution of the initial uncracked global problem. The starting step is necessary
because the crack is not modeled in the initial global problem. The results presented in
Section 4.3.1 illustrate the effect of the starting step in the crack growth simulation.
In the proposed algorithm, the enriched global problem need not be solved from scratch
after each increment of the crack growth simulation. Instead, only part of the enriched global
system of equations is solved, namely the part of the system associated with the global-local
shape functions. The GFEMgl algorithm reuses the dofs of the initial global solution, u∗, as
well as the factorization of the initial global stiffness matrix, K∗, throughout the entire crack
growth simulation. In addition, if dim
(
u∗(k)
)
≫ dim
(
ugl(k)
)
, the GFEMgl for crack growth
requires less computational work than the crack growth algorithm for hp-GFEM presented in
Section 3.5. Furthermore, since the crack growth increments in fatigue simulations are very
small compared with other dimensions of the model, the application of boundary conditions
using solutions of previous steps does not deteriorate the accuracy of the solution. The
examples presented in Section 4.3 verify these features of the proposed methodology.
Computational aspects of the crack growth algorithm
Fatigue crack growth simulations usually require crack step increments that are very small
if compared to other dimensions of the model. In this case, if one considers a region of the
model in the neighborhood of the crack surface and sufficiently far from the crack front, i.e.
immediately outside of the singularity-dominated-zone [105], the variation of the solution
between consecutive crack growth steps is negligible. An example of the region described
above is the boundary of the local-problem domain defined in Section 4.1. The GFEMgl
takes advantage of this feature of fatigue crack growth simulations to build the global-local
enrichment functions at each crack growth step.
In the formulation presented in Section 4.2, the global-local enrichment function for a
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given step k uses the enriched global solution at step k− 1, uk−1G , as boundary conditions.
The definition of uk−1G depends on the local-problem created at step k−1. Therefore, a given
crack step k requires two local problems: a local-problem solved and applied as enrichment
function at step k, and a local-problem used as enrichment function at step k− 1. This
demands a special care in the implementation of the crack growth algorithm described in
Section 4.2.3 and the remainder of this Section schematically describes the implementation.
The computational implementation of the GFEMgl for crack growth is as follows. Let ak
be a vector of crack front vertex positions at step k, referred to as crack front configuration
at step k, where ak( j) is the position vector of a crack front vertex j at step k. At a step
k, the crack front configuration can be written as ak = ak−1 +∆ak, where ∆ak is the crack
growth increment at step k. Each step k is subdivided into sub-step Ak and sub-step Bk,
which are the parts of the step k that are related to the creation of the local problem Ak
and local problem Bk, respectively. Accordingly, the crack growth increment for a step k
can be written as ∆ak = ∆aAk +∆aBk , where ∆aAk and ∆aBk are the crack growth increments
at sub-steps Ak and Bk, respectively. All variables defined above are illustrated in Figure
4.3. First, the enriched global problem is solved with the initial crack position a0 to provide
boundary condition, u0G, and crack growth increment, ∆aA1 , for the first local problem of the
following incremental loop.
For each crack growth increment ∆ak, k = 1, . . . ,Nsteps, do:
1. Create and solve a local problem, referred to as local problem Ak, by selecting the
elements that intersect the surface of the crack ak−1 +∆aAk and using the solution of
the current global problem, usually with crack length ak−1, as boundary conditions.
This local solution, uAkL , is computed with the hp-GFEM proposed in Chapter 2.
2. Solve global problem by using the solution of local problem Ak, uAkL , as enrichment
function. The global problem is solved with crack configuration ak−1 +∆aAk
3. Perform Steps 2-7 from the algorithm presented in Section 3.5 in order to update
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Figure 4.3: Schematic diagram for a crack growth step of the GFEMgl for fatigue crack
growth simulations.
the crack surface in the global problem. The current crack front position now is
ak−1 +∆aAk +∆aBk .
4. Create and solve a local problem, referred to as local problem Bk, by selecting the ele-
ments that intersect the surface of the crack ak−1+∆aAk +∆aBk and using the solution of
the current global problem, now with crack length ak−1+∆aAk , as boundary conditions.
Note that the definition of the solution from the previous global problem requires the
solution of local problem Ak. Therefore, a single step in the loop must keep two local
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problems. The solution of local problem Bk, u
Bk
L , is also computed with the hp-GFEM
proposed in Chapter 2.
5. Solve global problem by using the solution of local problem Bk, u
Bk
L , as enrichment
function. The global problem is solved with crack configuration ak−1 +∆aAk +∆aBk .
6. Perform Steps 2-7 from the algorithm presented in Section 3.5 in order to update
the crack surface in the global problem. The current crack front position now is
ak−1 +∆aAk +∆aBk +∆aAk+1.
7. k = k+1 and if k ≤ Nsteps, go to Step 1, otherwise, stop.
One can observe that the solution of a global problem used as boundary condition in a
local problem is always related to a previous crack front configuration. Two distinct local-
problems coexist at a given crack growth increment ∆ak. Each local problem has its own
unique crack surface configuration and the boundary conditions of the local problems are
always one step behind the solution associated with their current crack surface configuration.
The reuse of past enriched global solutions as boundary conditions for the local problems is
motivated by the computation cost reduction since it prevents the repetition of the starting
step procedure described in Section 4.2.3. However, this procedure relies on the small crack
increment feature of fatigue crack growth simulations, which ensures that the global solution
sufficiently away from the singularity-dominated-zone [105] is not dramatically affected by
the small changes in the crack front configuration.
4.3 Numerical examples
This Section presents numerical examples to verify the GFEMgl crack growth methodology
presented in this Chapter. The crack growth simulations are solved with the hp-GFEM
for fatigue crack growth presented in Chapter 3 and the GFEMgl presented in Section 4.2.
Since the hp-GFEM methodology was extensively tested in the previous Chapters, the crack
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growth simulations without analytical solution use hp-GFEM solutions as reference. In
order to allow an equivalent discretization and appropriate comparison of the solutions for
hp-GFEM and GFEMgl , the discretizations of the global scale problem solved with hp-
GFEM and the global-local enrichment functions use the same parameters for polynomial
enrichment (p = 3) and localized crack front refinement (Le/ao ≃ 10−2). The main goal of
the analyses performed here is to measure the accuracy and computational efficiency of the
proposed crack growth method.
4.3.1 GFEMgl fatigue crack growth in an edge-cracked bar
As proof of concept, this Section shows a simple example of crack growth simulation using
the GFEMgl . Consider an edge-cracked bar example under cyclic uniaxial tension along the
y−axis as illustrated in Figure 4.4. The dimensions of the model are 2h/t = b/t = 4 and a/t =
2.1. Young modulus and Poisson’s ratio are E = 2.0× 105MPa and ν = 0.30, respectively.
The parameters for the cyclic load and Paris-Erdogan’s equation are σmax = 1MPa, R = 0,
and C = 1.5463× 10−11MPa−2.1m−0.05/cycle and m = 2.1, respectively. This fatigue crack
growth problem is solved using the global-local algorithm proposed in the Section 4.2.3. As
a reference solution for strain energy and stress intensity factors, the same problem is solved
by using the hp-GFEM crack growth algorithm proposed in Section 3.5. The stress intensity
factor solution for plane strain is also used as reference. The mode I SIF for a finite edge
cracked plate is given by [127]
KI = σ
√
piaF
(a
b
)
where
F
(a
b
)
=
√
2b
pia
tan
(pia
2b
)0.752+2.02ab +0.37
[
1− sin
(pia
2b
)]3
cos
(pia
2b
) .
The main objective of this example is to verify the proposed GFEMgl crack growth algo-
rithm using an analytical solution for stress intensity factor (SIF) and the numerical solution
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(a) Strategy 1: Local problem defined by elements intersecting the crack front only.
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(b) Strategy 2: Local problem defined by elements intersecting the entire crack surface.
Figure 4.4: Edge-cracked prism subjected to cyclic load. Yellow cubes represent discon-
tinuous polynomial enrichment functions (see Section 2.2) and orange spheres represent
global-local enrichment functions [28].
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from the hp-GFEM for strain energy and SIF as well. Another goal of the present analy-
sis is to compare two strategies used in the selection of the the local problem domain: a
local-problem with domain defined by the elements that intersect the crack front and their
immediate neighbors, hereafter denoted as GFEMgl with Strategy 1, and a local-problem
with domain defined by the elements that intersect the entire crack surface and their imme-
diate neighbors, hereafter denoted as GFEMgl with Strategy 2. Figures 4.4(a) and 4.4(b)
illustrate the GFEMgl with Strategy 1 and the GFEMgl with Strategy 2, respectively.
Strategies 1 and 2 apply distinct solution schemes to solve the initial and enriched global
problems. Strategy 1 solves the enriched global problem from scratch at each crack incre-
ment. In addition, Strategy 1 considers the initial global problem with the initial crack,
therefore, the starting step of the algorithm discussed in Section 4.2.3 is not necessary.
Strategy 2 applies the algorithm proposed in Section 4.2.3. In this case, the enriched global
problem of each crack step is solved using the solution procedure described in Section 4.2.2.
This example also verifies the effect of the starting step in Strategy 2. Henceforth, the
GFEMgl simulation performed with Strategy 2 and starting step is referred to as GFEMgl
with Strategy 2.1.
Figure 4.5(a) and 4.6(a) present the evolution of the strain energy and SIF for hp-GFEM
and GFEMgl with respect to the crack growth length, respectively. One can observe that
hp-GFEM and GFEMgl provide virtually the same solution for the crack growth problem
analyzed in this example. Figure 4.5(b) plots the relative difference of the GFEMgl solutions
with Strategies 1, 2, and 2.1 with respect to the hp-GFEM solution for strain energy at
each crack step. The relative difference of the strain energy computed from GFEMgl with
Strategy 1 with respect to the strain energy computed hp-GFEM is always below 1.5%. For
Strategy 2.1, the relative difference in strain energy is smaller than 0.5%. Strategy 2 has a
relative difference of 6% in the first step because the starting step is not applied to improve
the boundary conditions of the first local problem.
As illustrated in Figure 4.6(b), the relative difference of the stress intensity factors in
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all methods show very similar behavior when compared with the stress intensity factor for
plane strain solution. Again, the relative difference in the first step of Strategy 2 disagree
with the relative difference computed with the other methods. In Strategy 2, the error of
the first step does not affect the subsequent steps because, in this example, the crack growth
is governed by mode I only. However, in a mixed-mode situation, this initial step would give
an incorrect crack growth direction leading to discrepancies in the beginning of the crack
path prediction.
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Figure 4.5: Strain energy evolution with respect to the crack growth length.
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Figure 4.6: SIF evolution with respect to the crack growth length.
Just a few degrees of freedom (dofs) are added to the global problem during the global-
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local enrichment process. For instance, let us consider the first step of the GFEMgl simulation
with Strategies 1 and 2. The first global problem of GFEMgl with Strategy 1 has a total of
18636 dofs. From this total, 1320 dofs represent the discontinuous part of the approximation,
17280 dofs represent the continuous part of the approximation and only 36 dofs are added
through global-local enrichment functions, which represent the singular part of the solution
(Cf. Equation 2.4). In Strategy 2, the initial global problem has a total of 17448 dofs. In this
case, 17280 dofs represent the continuous part of the approximation and only 168 dofs are
added through global-local enrichment functions. No dofs are necessary for the discontinuous
component of the solution since the local problem covers the entire surface and the global
local enrichment functions can represent singularity and discontinuity components. With
these results, it is clear that Strategy 2 is more efficient than Strategy 1.
In crack growth simulations, the GFEMgl is more computationally efficient than the
hp-GFEM. Table 4.1 lists the size range of the problems solved at each crack step for hp-
GFEM and the size range of the global and local problems solved at each crack step for
GFEMgl with Strategies 1 and 2. One can observe that the sizes of the global problems
solved at each crack step in GFEMgl with Strategies 1 and 2 are much smaller than the
sizes of the problems solved at each hp-GFEM step. If one considers the computational cost
for factorization, forward- and back-substitutions, the average computational cost for the
simulation using GFEMgl , considering global and local problems, is, in general, smaller than
the computational cost of the simulation using hp-GFEM. Furthermore, the local problems
of GFEMgl with Strategy 1 are smaller than the local problems of GFEMgl with Strategy
2. Conversely, Strategy 2 leads to enriched global problems of much smaller size than the
enriched global problems is Strategy 1. Therefore, Strategy 2 is more efficient and is more
suitable for the algorithm presented in Section 4.2.3 than Strategy 1. A more elaborated
cost analysis will be performed later in Section 4.3.3.
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Table 4.1: Size range of the problems solved throughout the simulation.
Method Min. number of dofs Max. number of dofs
hp-GFEM 31272 39042
GFEMgl with Strategy 1 global 18636 19836
GFEMgl with Strategy 1 local 15324 23988
GFEMgl with Strategy 2 global 17448 17544
GFEMgl with Strategy 2 local 20040 25272
4.3.2 GFEMgl performance in mixed-mode crack growth
simulation
This example considers crack growth of a single edge notched (SEN) subjected to a three
point bending configuration. Figure 4.7 illustrates the initial coarse mesh configuration,
boundary conditions and the dimensions of the model. The crack is located at the middle of
the span and is inclined in β = 45◦ with respect to the thickness of the beam, which causes
a mixed-mode behavior. The geometrical and material parameters of the SEN specimen
are as follows: total length, Lt = 260mm, distance between supports, Ls = 240mm, thickness,
t = 10mm, width, h = 60mm, ratio of crack length to thickness, ao/h = 1/3, Young modulus
E = 2.1× 105N/mm2 and Poisson’s ratio ν = 0.3. The model is subjected to a three-point
bending configuration and a cyclic load with constant amplitude at the middle of the span.
The Paris’ equation parameters are C = 1.546× 10−12(N/mm2)−2.1mm−0.05/cycle and m =
2.1. The cyclic load parameters are F = 100N/mm2 and R = 0. The crack growth simulation
is performed with 25 incremental crack steps of variable length. ∆amax = 0.05ao for the first
4 steps of the simulations and ∆amax = 0.075ao for the remainder of the simulations.
The inclination of the crack with respect to the z−axis produces a mixed-mode behavior.
In this case, the crack tends to rotate and align with the center of the applied load area. The
main purpose of this example is to verify the performance of the GFEMgl for crack growth
simulations under mixed-mode conditions. The SEN model is solved with both GFEMgl
and hp-GFEM. As illustrated in the numerical examples solved in Chapter 3, the hp-GFEM
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Figure 4.7: Single edge notched (SEN) subjected to a three point bending configuration:
domain dimensions, crack surface description and initial coarse mesh.
solutions for mixed-mode problems is in good agreement with experimental observations
and experimental data. In this example, the hp-GFEM is used as a reference to check the
behavior of the proposed GFEMgl approach when solving mixed-mode problems.
To allow an appropriate comparison of the methods, the discretization used in the hp-
GFEM analysis must be equivalent to the discretization of the local-problem used in the
GFEMgl analysis. At each crack step, the hp-GFEM analysis uses the same discretization
parameters applied in the numerical examples of Chapter 2. This discretization consists of
polynomial order p = 3 and localized refinement 3.91× 10−3 ≤ Le/ao ≤ 1.19× 10−2 along
the crack front, where Le is the tetrahedral element size. The localized mesh refinement
follows the evolution of the crack front using the refinement and unrefinement technique
presented in Chapter 3. Figure 4.8(a) illustrates the crack surface evolution and the mesh
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discretization at various steps of the growth simulation with hp-GFEM. The local problem
at each crack step is solved with an hp-GFEM discretization of polynomial order p = 3 and
localized refinement 3.91×10−3 ≤ Le/ao ≤ 1.20×10−2 along the crack front. Figure 4.8(b)
illustrates the crack surface evolution and the global mesh for the crack growth simulation
with the proposed GFEMgl . This Figure also shows that the global mesh remains unchanged
throughout the entire crack growth simulation.
step 10 step 15 step 20 step 25step 0 step 5
(a) hp-GFEM
step 10 step 15 step 20 step 25step 0 step 5
(b) GFEMgl
Figure 4.8: Crack surface evolution and mesh for various crack steps in hp-GFEM and
GFEMgl simulations.
Figure 4.9 illustrate the hp-GFEM and GFEMgl solutions for step 25. In both cases, the
solutions are plotted in displaced configuration with an amplification factor. The elements
used in the integration of discontinuous functions in hp-GFEM and GFEMgl analyses are
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applied as graphical elements to visualize the crack surface opening. The crack surface can
be arbitrarily located inside of the volume mesh. Such feature is allowed by the explicit
nature of the crack surface representation and the non-planar cutting procedure presented
in Chapter 2. Implicit crack surface representations, such as the level set method used in
[15, 77, 121, 122], require additional volume mesh refinement along the crack surface to
represent the crack in this type of analysis.
Figure 4.10(a) illustrate the variation of the strain energy with respect to the accumulated
maximum crack increment throughout the simulation. One can observe that the strain energy
of the solutions computed with GFEMgl and hp-GFEM show good agreement. Again, this
result confirms that the GFEMgl approach using solutions from previous steps as boundary
conditions for local-problems does not deteriorate the global solution along the simulation.
Figures 4.10(b), 4.10(c), 4.10(d), 4.10(e), and 4.10(f) illustrate the variation of stress
intensity factors throughout the simulation at the first, second, middle, second last and last
vertices along the crack front, respectively. The orientation of these vertices is given by
the parametric coordinate ζ illustrated in Figure 4.7. The results show that the variation
of the SIFs computed with the proposed GFEMgl approach are in good agreement with
the corresponding hp-GFEM values. Therefore, the reuse of previous solutions as boundary
conditions at local-problem boundary sufficiently far from the singularity-dominated-zone
[105], does not prevent GFEMgl approach to capture three-dimensional mixed-mode effects.
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(a) hp-GFEM
(b) GFEMgl
Figure 4.9: Solution and integration mesh in displaced position for step 25 with hp-GFEM
and GFEMgl .
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(b) SIFs at first crack front vertex.
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(c) SIFs at second crack front vertex.
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(d) SIFs at middle crack front vertex.
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(e) SIFs at second last crack front vertex.
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(f) SIFs at last crack front vertex.
Figure 4.10: Strain energy evolution with respect to the crack growth and stress intensity
factors (SIFs) evolution with respect to crack growth step.
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4.3.3 Computational cost analysis in a problem of
industrial-level complexity
In this section, a three-dimensional bracket model with a half penny-shaped crack is con-
sidered. Due to the large number of nodes and elements used in the discretization and
its complex geometry, this problem can be considered of industrial level of complexity.
The model is subjected to a cyclic loads with R = 0 and the linear elastic fracture me-
chanics model discussed in Section 3.2 is used in the analysis. The cyclic load is ap-
plied at the horizontal opening and fixed at the vertical openings, as indicated in Figure
4.11. Figure 4.11 also illustrates the location and geometry of the initial half penny-shaped
crack surface. The radius of the initial crack is ao = 8mm. The material parameters val-
ues for Young Modulus and Poisson’s ratio are E = 105MPa and ν = 0.33, respectively.
C = 1.425× 10−11(N/mm2)−2.5mm−0.25/cycle and m = 2.5 are the parameters of the Paris’
equation used in the fatigue model. The simulation has a total of n = 40 steps, and the
maximum values for the crack growth increments used are ∆amax = 0.1ao and ∆amax = 0.05ao
for the initial 4 steps and the remainder of the simulation, respectively.
The main goal of this analysis is to verify the computational efficiency of the proposed
GFEMgl approach when solving large-scale problems. In oder to compare the results from
the GFEMgl, the same problem is also solved with the hp-GFEM methodology presented
in Chapter 3. Figure 4.12 illustrates the hp-GFEM and GFEMgl discretizations for a given
step of the crack growth simulation. In the hp-GFEM for fatigue crack growth, like in the
standard FEM, a linear system of equation is solved from scratch at each crack growth
step. This results in high computational cost when solving problems of industrial level of
complexity. By contrast, in the GFEMgl , the solution of the initial global problem and the
factorization of the initial global stiffness matrix are reused at each crack growth step. This
feature of the GFEMgl leads to crack growth simulation at low computational cost.
In this example, the local-problem domain consists of the elements that intersect the
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Figure 4.11: Three-dimensional bracket model with half penny-shaped crack.
entire crack surface and the immediate layer of elements surrounding them. As the crack
surface evolves, an adaptive procedure selects and updates the elements used in the definition
of the local problem domain. Once the local problem domain is set, its solution is computed
using the hp-GFEM with polynomial order p = 3 and localized crack front refinement with
range 1.95× 10−2 ≤ Le/a ≤ 1.87× 10−1. Figure 4.13 illustrates the local-problem domains
and their solutions at steps 0, 8, 13, 23, 32, and 38. To allow a consistent comparison
between hp-GFEM and GFEMgl , the level of refinement and the polynomial order applied
to solve the large-scale problem with hp-GFEM are equivalent to those applied in the local-
problem solution. Figure 4.14 shows the hp-GFEM solutions at steps 0, 8, 13, 23, 32, and
38.
189
The variation of the accumulated computational cost spent for the solution process,
hereafter referred to as solution time, at each step of the crack growth simulations is presented
in Figure 4.15. The solution time is computed for the crack growth simulation with hp-GFEM
and GFEMgl. In the hp-GFEM, the solution time consists of the time spent for factorization,
back and forward substitutions during the solution of the global problem with localized
refinement. The solution time for the GFEMgl considers the summation of the time spent
for factorization, back and forward substitutions of the initial global and local problems, and
the time spent to compute the solutions of the systems (4.11) and (4.12) during the solution
of the enriched global problem. In both methods, each factorization is performed with a
parallel algorithm in a computer with 8 CPUs. The total solution time for GFEMgl also
include the time spent in the starting step of the crack growth algorithm described in Section
GFEMgl discretization
hp-GFEM discretization
Figure 4.12: Crack discretization with hp-GFEM and GFEMgl at step 20. Yellow glyphs,
green glyphs and orange spheres indicate high-order discontinuous, singular and global-local
enrichment functions, respectively.
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Figure 4.13: Local problem domains and solutions at various steps.
step 13
step 32step 23 step 38
step 0 step 8
Figure 4.14: hp-GFEM solutions at various steps.
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4.2.3. The results show that the GFEMgl crack growth algorithm presented in Section 4.2.3
is around 54% more efficient than the hp-GFEM crack growth algorithm presented in Section
3.5.
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Figure 4.15: Accumulated solution time vs. crack growth length for entire simulation.
Tables 4.2 and 4.3 list the CPU time and solution time required to solve some repre-
sentative steps of the crack growth simulation with hp-GFEM and GFEMgl , respectively.
These Tables also list the number of dofs used by each method. The results show that the
size of the global problem in the GFEMgl does not depend on the size of the local problem.
In the GFEMgl , only a small number of dofs are added to the enriched global problem, e.g.,
27, 57, and 84 for crack steps 0, 20, and 35, respectively. In addition, from Table 4.3, one
can observe that the minimum and maximum numbers of global nodes enriched with local
solutions are 9 and 28, respectively. By contrast, the localized mesh refinement required
by the hp-GFEM increase the size of the global problem substantially. Furthermore, the
cost to compute the enriched global solution in GFEMgl , i.e. the time spent to compute
the local-problem and the enriched global using the procedure presented in Section 4.2.2 at
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each crack step, correspond to 30 to 48% of the time spent to compute the same step with
hp-GFEM. As a result, the total time spent in the crack growth simulation with GFEMgl is
much smaller than the time spent for the same simulation with hp-GFEM.
Table 4.2: CPU time spent on the factorization of the stiffness matrix of selected crack steps
using the hp-GFEM.
Step Number of degrees of freedom CPU time (s) Solution time (s)
0 186666 139.2 139.2
5 191388 146.3 852.2
10 204036 171.3 1661.4
15 209892 171.2 2517.4
20 223644 183.4 3401.0
25 230892 193.1 4331.4
30 234282 212.0 5382.5
35 253050 234.7 6500.0
39 255618 243.0 7452.5
Table 4.3: CPU time spent on the factorization of the initial and local problems and on the
solution of the enriched global problem.
Number of dofs CPU time (s)
Step Initial Local Enriched Initial Local Enriched Solution time (s)
0 66456 115497 33.7 8.0 205.5
5 72000 115515 40.4 13.8 451.4
10 84552 115521 52.1 15.3 771.4
15 88680 115527 51.9 16.7 1104.7
20 115470 95532 115527 77.3 59.9 16.7 1472.5
25 112536 115530 73.4 18.2 1885.0
30 115374 115551 74.3 23.8 2363.9
35 124992 115554 82.2 25.1 2916.5
39 134646 115554 91.9 25.2 3379.1
Although the hp-GFEM is less computationally efficient than the GFEMgl , it still presents
better efficiency when compared with other existing numerical methods. For comparison,
one can consider the XFEM [15] and standard FEM [132] for large-scale crack growth. In
both methods, like in the hp-GFEM, the solution must be solved from the scratch at each
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crack growth step. In particular, the XFEM [15] requires quasi-uniform mesh refinement in
the neighborhood of the entire crack surface. This mesh requirement is usually imposed by
implicit methods for crack surface representation, such as the level set method. Moreover,
this remeshing requirement introduces unnecessary degrees of freedom, since it must be kept
at all steps of the simulation. The standard FEM allows localized mesh refinement without
compromising crack surface representation. However, in the standard FEM, the solution
space lacks the singular terms necessary to represent the solution along the crack front,
which leads to more refined meshes than the hp-GFEM approach presented in Chapter 2. In
addition, localized mesh refinement in standard FEM leads to excessive computational cost
in crack growth simulations, as reported by Ural et al. [132].
The hp-GFEM solution for stress intensity factors (SIFs) and strain energy provides a
good reference to evaluate the quality of the GFEMgl solution. This solution quality com-
parison is presented in Figure 4.16. Figures 4.16(a), 4.16(b) and 4.16(c) show the extraction
of stress intensity factors (SIFs) along the crack front at incremental steps 0, 10, and 20
for hp-GFEM and GFEMgl. The SIFs computed with GFEMgl show good agreement with
those computed from hp-GFEM. Figure 4.16(d) presents the variation of the strain energy of
the quasi-static solution at each crack growth step throughout the simulation. Once more,
GFEMgl and hp-GFEM solutions show good agreement.
Figures 4.17(a) and 4.17(b) illustrate the crack surface evolution for hp-GFEM and
GFEMgl , respectively. The crack surfaces are presented at steps 5, 15, 25, and 35. One can
observe that both approaches lead to nearly identical crack surface path prediction. Both
methods capture the three-dimensional mixed-mode behavior of the solution and provide
non-planar crack surface prediction.
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(a) SIFs along crack front for step 0.
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(b) SIFs along crack front for step 10.
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(c) SIFs along crack front for step 20.
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(d) Strain energy with respect to the crack growth
length.
Figure 4.16: Stress intensity factors (SIFs) at various steps and strain energy variation
throughout the simulation.
4.4 Concluding remarks
This Chapter proposes a methodology for crack growth simulations in large-scale problems.
This methodology follows the idea of the two-scale approach for three-dimensional fracture
mechanics problems with GFEMgl enrichment functions presented in [56]. The two-scale
approach divides the problem into fine-scale and large-scale. The fine-scale consist of a
local boundary value problem defined by the elements of the large-scale mesh surrounding a
region of interest in the large-scale domain. The large-scale solution uses the solution of this
local-problem as enrichment function in order to represent its fine-scale features. The local-
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step 5 step 15 step 25 step 35
(a) Crack surface evolution with hp-GFEM.
step 5 step 15 step 25 step 35
(b) Crack surface evolution with GFEMgl.
Figure 4.17: Crack surface evolution at various steps from hp-GFEM and GFEMgl crack
growth simulations.
problem solutions, also called global-local enrichment functions, come from the hp-GFEM
method described in Chapter 2. Essentially, fine and large scales are connected through
the partition of unity concept (2.3), i.e., the generalized finite element global-local shape
functions (4.4) are hierarchically added to the large-scale discretization.
The two-scale procedure recurs at each crack growth step throughout the simulation
providing a crack growth simulation without changes in the global mesh. The global coarse-
scale mesh used in GFEMgl simulations need not model the crack surface explictly. Instead,
the cracks are modeled through global-local enrichment functions. The global-local enrich-
ment functions evolve along with the crack surface. This allows the global-scale mesh to
remain unchanged during the simulation resulting in great reduction of computational cost.
Changes in mesh topology are the most expensive part in a typical large-scale crack growth
simulation. For instance, Ural et al. [132] reported that at least two thirds (2/3) of the
computation time spent in a large-scale crack growth simulations with standard FEM are
due to remeshing and mesh topology changes.
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Crack growth simulations in large-scale problems usually require very small crack growth
increments if compared to other dimensions of the model. This leads to small changes in
the solution in a region sufficiently far from the crack surface, namely the boundary of the
local problem. Such feature allows the reuse of large-scale solutions from previous steps
as boundary conditions for a local-problem of the current step. This important feature
of the proposed methodology prevents additional iterations of the crack growth algorithm
presented in Section 4.2.3 in order to improve the boundary conditions of the local problem.
Additional iterations are required only in the starting step because the crack surface is not
modeled in the initial global problem. The example presented in Section 4.3.1 illustrates
that this feature of the method does not deteriorate the solution. Although previous global
solutions are reused as boundary conditions for current local problems, three-dimensional
mixed-mode behavior can still be captured with accuracy as illustrated in Section 4.3.2.
Another important feature of the proposed methodology is the recycling of the factoriza-
tion of the initial global stiffness matrix. Such recycling is possible due to the hierarchical
nature of the generalized finite element enrichment functions. The hierarchy of the en-
richment functions makes possible for the initial global stiffness matrix to be nested in the
enriched global stiffness matrix. Using the procedure presented in Section 4.2.2, the enriched
global solution for each crack step is reduced to a multiple-right-hand side problem using
the already factorized stiffness matrix of the enriched global problem and to a factorization
of a much smaller system of equations. The results presented in Section 4.3.3 show that the
GFEMgl is more computationally efficency than the hp-GFEM for large-scale problems. In
addition, the accuracy of the solution obtained in the GFEMgl is comparable to the accu-
racy obtained with the hp-GFEM. The GFEMgl is a fast and reliable alternative for arbitrary
crack growth simulations in large-scale and industrial level complexity problems.
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Chapter 5
Final remarks
5.1 Conclusion
This work proposes an hp-version of the generalized finite element method (hp-GFEM) for
three-dimensional fracture mechanics problems. The proposed methodology extends the
concept of continuous and discontinuous high-order enrichment functions, originally devel-
oped in [29], to three-dimensional crack problems [91]. It also proposes singular enrichment
functions based on linear and quadratic approximations of the crack front geometry [93].
In contrast to the existing finite element methods based on the partition of unity con-
cept [5, 18, 39, 40, 77, 121, 122, 137], the hp-GFEM explores the flexibility of partition
of unity methods to deliver high-order discretizations with localized mesh refinement. As
illustrated in Section 2.5.1, the combination of localized h-refinement and p-enrichment al-
lows fast convergence rates at low computational cost. The results also show that hp-GFEM
discretizations lead to accurate stress intensity factors, which are essential for crack path
prediction.
The proposed hp-GFEM allows simulations of fracture mechanics problems without
remeshing and mesh topology issues experienced by standard finite methods [16, 107, 130,
135]. The hp-GFEM utilizes a two-dimensional triangular mesh embedded in a three-
dimensional space to represent the crack surface and to define singular and discontinuous
enrichment functions. Examples in Sections 3.6 and 4.3 illustrate that the crack surface
can be arbitrarily located in a volume mesh. Since the volume mesh need not fit the crack
surface, there is no additional computational cost when building discretizations with local-
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ized mesh refinement in hp-GFEM. This feature saves a great deal of computational cost
if compared to standard FEM simulations, e.g., [132], in which automated construction of
the discretization usually takes two-thirds of the time spent in a crack growth step. Fur-
thermore, the numerical examples 3.6.5, 4.3.2 and 4.3.3 show that the fidelity of the crack
surface discretization is independent of the volume mesh used in domain discretization. The
explicit crack surface representation and the integration sub-elements described in Section
2.3 enable large elements in the volume mesh without compromising special geometric fea-
tures of the crack surface, such as sharp turns. In the implicit methods discussed in Section
1.2.4, this feature can only be achieved by using a background volume mesh [96] to represent
the crack surface. Nevertheless, this would inevitably lead to remeshing and mesh topology
issues similar to those found in standard FEM.
For crack growth simulations, this work proposes an extension of the face offsetting
method to track the evolution of the crack front geometry. Based on hp-GFEM solutions,
Scho¨llmann criterion [108] and Paris-Erdogan [34] equation are applied to predict a new
crack front position. The FOM checks the feasibility of the crack front geometry at each
crack growth step by providing the advance limit that prevents self-intersection of the crack
front. Smoothing techniques such as variational smoothing [53] and moving least squares
[61] are applied to optimize the explicit crack surface and crack front representations, respec-
tively. Numerical examples presented in Section 3.6 confirm that the proposed crack growth
methodology provides crack growth predictions that are corroborated by experimental ob-
servations as well as experimental data. In addition, these examples illustrate the accuracy
and robustness of the hp-GFEM coupled with the FOM [92] in examples with arbitrary crack
front and crack surface shapes.
The hp-GFEM for crack growth simulations builds a new discretization by refining and
unrefining an existing discretization at each crack step. In fatigue crack growth analysis, each
new discretization requires a new factorization of the stiffness matrix. This process leads
to high computational cost in large scale simulations. This work develops an alternative
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approach to fatigue crack growth in large scale simulations using the proposed hp-GFEM
and the GFEM with global local enrichment functions (GFEMgl) [27, 28]. This approach
separates the crack growth process into small (local) and large (global) scale problems, namely
the crack surface neighborhood and the entire domain, respectively. The small scale problem
is solved with the hp-GFEM introduced in Chapter 2. Small scale features of the solution are
introduced in the large scale model through the partition of unity concept using the small
scale solution as enrichment functions, rather than discretizing the crack surface in the large
scale mesh. The results presented in Section 4.3 show that the GFEMgl for crack growth
allows robust and accurate crack growth simulations in coarse large scale meshes. The large
scale problem without the crack surface is solved only once and its factorized stiffness matrix
is reused on the course of the crack growth simulation. In addition, the small scale problem
at a given step uses the solution of an immediate previous step as boundary conditions.
Section 4.3 illustrates that these features of the method do not deteriorate the solution
regardless of three-dimensional mixed-mode loading scenarios. Section 4.3.3 shows that the
GFEMgl provides solution of fatigue crack growth in large scale simulations with reduced
computational cost when compared with the hp-GFEM.
Although the hp-GFEM is less efficient than the GFEMgl when applied to large-scale
simulations, it still presents better efficiency than other existing numerical methods for three-
dimensional crack growth. For instance, consider the computational cost of standard FEM
[132] and the XFEM [15] solutions per crack growth step in large scale simulations. In both
methods, like in the hp-GFEM, each crack step requires a new discretization which must
be solved from scratch. The XFEM discretization used in [15] applies quasi-uniform meshes
and linear tetrahedral elements. The convergence analysis presented in Section 2.5.1 shows
that this type of discretization is significantly less efficient than hp-GFEM discretizations.
Furthermore, the aforementioned features of the explicit crack surface representation used in
hp-GFEM lead to crack growth simulations without additional computational cost associated
with mesh generation, which is a major bottleneck in standard FEM simulations [132].
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5.2 Future directions
While this work focuses on the development and application of the proposed methodology
to static and fatigue crack growth simulations, the hp-GFEM and GFEMgl discussed here
are not limited to these cases. The robustness, accuracy and efficiency previously demon-
strated encourages further development of the methodology to areas of fracture mechanics
unexplored in this work. Some of these unexplored areas include:
• hp-GFEM adaptivity using a posteriori error estimators [2, 30, 80]. The level of re-
finement as well as the order of the polynomial enrichment used in this work are based
on the convergence studies presented in Sections 2.5.1 and 2.5.4. Using a posteriori
error estimators, element size and polynomial order can be controlled by a target error
levels on the constants of interest, e.g., stress intensity factors. The hp-adaptivity with
a posteriori error estimators provides optimal distribution of degrees of freedom over
the discretization with non-uniform distribution of both element size and polynomial
order. Consequently, the hp-discretization of the proposed crack growth methodology
can be constructed in a more efficient manner;
• Extension of the proposed hp-GFEM to branched cracks. The enrichment functions
proposed in [29] for through-the-thickness branched cracks can be extended to fully
3-D branched cracks by using the methodology proposed in Section 2.3.
• Extension of the proposed methodology to other classes of crack growth problems. The
present work concentrates on the application of the hp-GFEM and GFEMgl to fatigue
crack growth. However, the proposed GFEM methodology for crack problems is not
limited to this case. The development presented in Chapter 2 can be extended to
other classes of problems, e.g., crack growth with cohesive models and dynamic crack
propagation;
• Development of predictor-corrector schemes to control the length of the crack front
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advance increment. Mixed-mode fatigue crack growth simulations usually require short
crack front advance increments to capture changes in crack growth direction that occur
in the beginning of the simulation. However, when the crack front reaches a mode
I-dominant path, such a requirement could be relaxed allowing longer crack steps.
Consequently, the total computational cost of the simulation would be reduced. A
scheme to control the length of crack front advance increment can be achieved by
combining a prediction of crack orientation, such as the Scho¨llmann’s criterion [108],
and a predictor-corrector scheme based on energy release rate [57, 136] for crack front
advance;
• Crack growth analysis considering material nonlinearities. Areias et al. [5] apply con-
tinuum damage mechanics [66] to predict the orientation and the amount of crack
advance using an implicit crack surface representation and the XFEM. Damage me-
chanics can also be applied to drive crack propagation using the explicit crack surface
and crack growth methodologies presented in Sections 2.3 and 3.3, respectively. In
contrast to Areias et al. [5], such extension of the proposed methodology can benefit
from the features of explicit crack surface representations to ensure continuity of the
crack surface.
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Appendix A
A.1 Gradient of enrichment functions in global
coordinates
This section presents the computation of the gradient of enrichment functions with respect
to the global coordinates X1, X2, X3. These quantities, in turn, are used in the computation
of derivatives of GFEM shape functions defined in (2.3).
A.1.1 Case 1: linear approximation of crack front geometry
This section considers the case of the derivatives of the enrichment functions defined in
Section 2.4.1.
Let u˘(r,θ) denote a displacement vector with components (u˘1, u˘2, u˘3) where u˘ j equal to
˘Lξ jα1 or ˘L
ξ j
α2, for j = 1,2,3, and α arbitrary. Similarly, one can define vectors u¯(ξ1,ξ2,ξ3) and
u(X1,X2,X3) using enrichment functions ¯L
ξ j
αi(ξ1,ξ2,ξ3) and LX jαi,(X1,X2,X3), i= 1,2, j = 1,2,3,
respectively.
Let ri, i = 1,2,3, denote cylindrical coordinates r, θ and ξ3, respectively. The gradient
of u¯ can be computed using the derivatives of the functions defined in (2.10) and is given by
u¯
←−▽ξ =
∂ u¯ j
∂ξl e¯ j⊗ e¯l =
∂ u˘ j
∂ rm
∂ rm
∂ξl e¯ j⊗ e¯l
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where, from (2.16),
∂ rm
∂ξl =
(
J−1a
)
ml
The relation between the base vectors e¯m, m= 1,2,3, of a Cartesian crack front coordinate
system and the global based vectors ei, i = 1,2,3, is given by
e¯m =
(
R−1b
)
mi ei
where R−1b = J
−1
b (Cf. Section 2.4.1).
Using the above, the gradient of u can be computed as follows
u¯
←−▽ξ =
∂ u¯m
∂ξn e¯m⊗ e¯n =
∂ u¯m
∂ξn
(
R−1b
)
mi ei⊗
(
R−1b
)
n j e j
=
(
R−1b
)
mi
∂ u¯m
∂ξn
(
R−1b
)
n j ei⊗ e j =
∂ui
∂X j
ei⊗ e j = u←−▽X
Thus, the derivatives of the enrichment functions with respect to global coordinates can
be computed using
∂ui
∂X j
=
(
R−1b
)
mi
∂ u¯m
∂ξn
(
R−1b
)
n j .
In matrix form, it follows that
[
u
←−▽X
]
= Rb
[
u¯
←−▽ξ
]
RTb .
A.1.2 Case 2: quadratic approximation of crack front geometry
The case of enrichment functions defined using a quadratic approximation of the crack front
geometry follows the same steps as in the section above. However, in this case, the coordinate
system is curvilinear. The computation of the gradient of the displacement vector with
respect to curvilinear coordinates must also consider the derivatives of the crack front base
vectors and scale factors. This is presented below in Sections A.1.2 and A.1.2, respectively.
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Derivatives of crack front base vectors
In general, the base vectors of a curvilinear system vary in length and orientation from point
to point in space. In an orthonormal system the length of the vectors is always unit, but
their orientations may change. Therefore, a curvilinear orthonormal base system can be
regarded as a triad that rigidly rotates from point to pont in the curvilinear space.
The derivatives of a curvilinear orthonormal basis can be written as follows [65]
∂ e¯ j
∂ξi =
[δik
¯h j
∂ ¯hi
∂ξ j −
δi j
¯hk
∂ ¯h j
∂ξk
]
e¯k. (A.1)
All sections ξ3 =C, where C is a constant, of the 12-node hexahedron element used in the
definition of curvilinear coordinate systems (Cf. Section 2.4.2) have the following properties
• They are squared, i.e., there is no distortion on the ξ1 ξ2 plane;
• all section have the same dimensions;
• they are planar, i.e. there is no warping on the ξ1 ξ2 plane.
Based on these assumptions, the base vectors e¯ j, j = 1,2,3, are dependent on ξ3 only and
all scaling factors are constant, except ¯h3.
Depending on the nodal coordinates of the element, however, sections ξ3 =C may be non-
orthogonal to the coordinate line ξ3. This happens if the element has a large curvature in
the ξ3 direction. The procedure presented in Section 2.4.2, however, keeps this distortion to
a minimum. Furthermore, even when the element is distorted, this is much less pronounced
near the centroid of the element. The enriched cloud (ωα) is located, by construction, almost
at the center of the hexahedron. Therefore, it is reasonable to assume that the base vectors
e¯ j, j = 1,2,3, form an orthonormal basis over the enriched cloud (ωα).
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Based on the above, the derivatives of the base vectors e¯ j, j = 1,2,3, reduce to
∂ e¯1
∂ξ3 =
1
¯h1
∂ ¯h3
∂ξ 1 e¯3 (A.2)
∂ e¯2
∂ξ3 =
1
¯h2
∂ ¯h3
∂ξ2 e¯3 (A.3)
∂ e¯3
∂ξ3 = −
1
¯h1
∂ ¯h3
∂ξ1 e¯1−
1
¯h2
∂ ¯h3
∂ξ2 e¯2 (A.4)
and all other components are zero.
Derivatives of the scale factors
The derivatives the scale factors defined in (2.23) can be written as follows.
∂ ¯h j
∂ξi =
1
¯h j
∂ g¯ j
∂ξi · g¯ j =
1
¯h j
∂ 2Xk
∂ξi∂ξ j
∂Xk
∂ξ j (A.5)
with no summation on j.
Based on the discussion in the previous section, only the following terms are non-zero
∂ ¯h3
∂ξ1 =
1
¯h3
∂ 2Xk
∂ξ1∂ξ3
∂Xk
∂ξ3 (A.6)
∂ ¯h3
∂ξ2 =
1
¯h3
∂ 2Xk
∂ξ2∂ξ3
∂Xk
∂ξ3 . (A.7)
Gradient of the displacement field
Let u¯ be a displacement vector with components given by enrichment functions ¯Lξiαn(ξ1,ξ2,ξ3), n=
1 or n = 2 and i = 1,2,3, as in Section A.1.1. The gradient of u¯ with respect to curvilinear
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coordinates ξ1,ξ2,ξ3 can be computed using [102]
u¯
←−▽ξ = u¯ je¯ j⊗
←−∂
∂ξi e¯i
1
¯hi
= (u¯1e¯1 + u¯2e¯2+ u¯3e¯3)⊗
( ←−∂
∂ξ1 e¯1
1
¯h1
+
←−∂
∂ξ2 e¯2
1
¯h2
+
←−∂
∂ξ3 e¯3
1
¯h3
)
=
1
¯hi
∂ u¯ j
∂ξi e¯ j⊗ e¯i +
u¯ j
¯hi
∂ e¯ j
∂ξi ⊗ e¯i.
(A.8)
In indicial notation, the above yields
(
u¯
←−▽ξ
)
ki
=
1
¯hi
(∂ u¯k
∂ξi +
u¯ j
¯h j
∂ ¯hi
∂ξ j δik−
u¯i
¯hk
∂ ¯hi
∂ξk
)
.
Using
∂ u¯k
∂ξi =
∂ u˘k
∂ rl
∂ rl
∂ξi , where
∂ rl
∂ξi =
(
J−12
)
li, it follows that
(
u¯
←−▽ξ
)
ki
=
1
¯hi

 ∂ u˘k∂ rl ∂ rl∂ξi︸ ︷︷ ︸
derivatives of displacements
+
u¯ j
¯h j
∂ ¯hi
∂ξ j δik−
u¯i
¯hk
∂ ¯hi
∂ξk︸ ︷︷ ︸
derivatives of vectors

 (A.9)
where u˘k,k = 1,2,3, are the components of vector u˘ defined in Section A.1.1. The indices of
the scale factors do not take part in the summation convention.
Using the results from Sections A.1.2 and A.1.2, one can write the components of the
gradient of the displacement vector u¯ in matrix form
[
u¯
←−▽ξ
]
=


1
¯h1
∂ u¯1
∂ξ1
1
¯h2
∂ u¯1
∂ξ2
1
¯h3
∂ u¯1
∂ξ3
1
¯h1
∂ u¯2
∂ξ1
1
¯h2
∂ u¯2
∂ξ2
1
¯h3
∂ u¯2
∂ξ3
1
¯h1
∂ u¯3
∂ξ1
1
¯h2
∂ u¯3
∂ξ2
1
¯h3
∂ u¯3
∂ξ3

+


0 0 − u¯3
¯h3
1
¯h1
∂ ¯h3
∂ξ1
0 0 − u¯3
¯h3
1
¯h2
∂ ¯h3
∂ξ2
0 0 u¯1
¯h1
1
¯h3
∂ ¯h3
∂ξ1 +
u¯2
¯h2
1
¯h3
∂ ¯h3
∂ξ2

 . (A.10)
The gradient of the enrichment functions with respect to global coordinates can be com-
puted using the same steps as in Section A.1.1.
The relation between the base vectors e¯m, m = 1,2,3, of a curvilinear crack front coordi-
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nate system and the global based vectors ei, i = 1,2,3 is given by
e¯m =
(
R−11
)
mi ei
where R−11 is a rotation matrix with rows given by the base vectors e¯i, i = 1,2,3, defined in
Section 2.4.2, i.e., (
R−11
)
i j =
1
¯hi
∂X j
∂ξi .
This transformation tensor is dependent on ξ3, the position along the crack front. Again,
no summation is implied over the index i of the scale factors.
Using the above (
u
←−▽X
)
i j
=
(
R−11
)
mi
(
u¯
←−▽ξ
)
mn
(
R−11
)
n j
where
(
u¯
←−▽ξ
)
mn
are the components of the gradient of the displacement vector u¯ in the
curvilinear system as defined in (A.9) and
(
u
←−▽X
)
i j
are the gradient components in global
coordinates.
In matrix form, the above yields
[
u
←−▽X
]
= R1
[
u¯
←−▽ξ
]
RT1 .
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