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Abstract
Most genomes are much more complex than required for the minimum chemistry of life. Evolution has selected sophistication more than
life itself. Could this also apply to bioenergetics? We first examine mechanisms through which bioenergetics could deliver sophistication. We
illustrate possible benefits of the turbo-charging of catabolic pathways, of loose coupling, low-gear catabolism, automatic transmission in
energy coupling, and of homeostasis. Mechanisms for such phenomena may reside at the level of individual proton pumps, or consist of
rerouting of electrons over parallel pathways. The mechanisms may be confined to preexisting components, or involve the plasticity of gene
expression that is so characteristic of most living organisms. These possible benefits lead us to the conjecture that also bioenergetics has
evolved more for sophistication than for necessity. We next discuss a hitherto unresolved enigma, i.e. that bioenergetics does not seem to be
critical for the physiological state. To decide on how critical bioenergetics is, we quantified the control exerted by catabolism on important
physiological functions such as growth rate and growth yield. We also determined whether a growth inhibition mostly affected bioenergetics
(catabolism) or anabolism; if ATP increases with growth rate, then growth should be considered energy (catabolism) limited. The
experimental results for Escherichia coli pinpoint the enigma: its energy metabolism (catabolism) is not critical for growth rate. These results
might suggest that because it has no direct control over cell function, bioenergetics is unimportant. Paradoxically however, in biology, highly
important mechanisms tend to have little control on cell function, precisely because of that importance. Sophistication in terms of
homeostatic mechanisms has evolved to guarantee robustness of the most important functions: The most important mechanisms are
redundant in biology. Bioenergetics may be an excellent example of this paradox, in line with the above conjecture. It may be highly
important and sophisticated. We then discuss work that has begun to focus on the sophistication of bioenergetics. Homeostasis of the
energetics of DNA structure in E. coli is extensive. It relies both on preexisting components and on responsive gene expression. The vastly
parallel electron-transfer network of Paracoccus denitrificans engages in sophisticated dynamic and hierarchical regulation. The growth yield
of the organism can depend on which terminal oxidases are active. Effective proton translocation may vary due to rerouting of electrons. We
conclude that much sophistication of bioenergetics will be discovered in this era of functional genomics.
D 2002 Published by Elsevier Science B.V.
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1. Introduction
The sequencing of the genomes of organisms that used to
be considered simple has proven that they are not: the
genomes of the simple prokaryote Escherichia coli and
the simple eukaryote Saccharomyces cerevisiae encode
4000 and 6000 different polypeptide chains, respectively.
This is much more than required for minimum metabolism,
both on the basis of a simple estimate of what is needed
biochemically [1] and on the basis of the actual genome size
of some 450 genes for what may be close to the simplest
organism [2]. That present day life may be much more
complex than the bare minimum required for living [3], also
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accords with known evolutionary times: life arose already
when the planet Earth was very young. More than 80% of
the lifetime of our planet’s biology was available for
evolving sophistication of existing life. In accordance with
this, only a small fraction of the genome of S. cerevisiae
directly encodes primary metabolism [4].
Also, bioenergetics appears to be much more complex
than the bare minimum necessary for free-energy trans-
duction. The driving notion behind the chemiosmotic cou-
pling hypothesis was the concept of chemicomotion, where
one substrate and one product (of a two-substrate-two
product reaction) resided on different sides of an active site
of a catalyst. If a membrane separated the two different sides
of the catalyst, then chemistry should be coupled to trans-
location. E. coli’s phosphoenolpyruvate dependent phospho-
transferase system [5] employs this principle, taking up
glucose from the periplasmic space and injecting glucose-
6-phosphate into the cytosol. When the chemical nature of
one of the substrates and one of the products are identical,
the same principle should employ chemistry to push that
substrate across the membrane. Mitchell [6] called this
chemiosmotic coupling, where ‘osmotic’ referred to the
Greek for ‘push’, rather than to the physical chemical
concept of osmosis, which has nothing to do with this
principle. ‘Chemicomotion’ may be a less confusing term
for this phenomenon.
This term ‘chemicomotion’ is perhaps becoming more
and more useful, as Mitchell’s concept has become more
and more generic. Actomyosin obviously engages in the
coupling of the chemistry of ATP hydrolysis to motion, and
so does the rotor of bacterial chemotaxis. New in the latter
case was that the motion was not one of translation (the term
being used here to mean one-dimensional movement) but of
rotation. With respect to the mechanism of the H + -ATPase,
Mitchell [6] proposed chemicomotive mechanisms that were
based on the direct coupling of the chemistry of ATP
hydrolysis to translation. More recent hypotheses for its
mechanism focus on direct coupling of the chemistry to
rotation with a subsequent coupling of the rotation to
translation [7]. It is of historic interest that if the latter
hypotheses prove right (which they may not, cf. Ref. [8]),
Mitchell may still be right in that the mechanism is
chemicomotive, the motion being rotation rather than trans-
lation.
The mechanisms for electron-transfer linked proton-trans-
location proposed by Mitchell were also chemicomotive in
the translation sense. Hydrogen atoms were conducted out-
ward across the membrane(’s dielectric) and electrons were
to be conducted inward. Candidates for the hydrogen con-
ductors were the dehydrogenases and coenzyme Q and for
the electron conductors the cytochromes. In the photosyn-
thetic reaction center, in the bc1 complex, and in the terminal
oxidases, these chemicomotive mechanisms appear to be in
place, although not always exclusively. In the bc1 complex,
quinols shuttle hydrogen atoms across the membrane and
cytochromes conduct electrons across the membrane from a
cytochrome at low redox potential on the ‘in’ side of the
membrane dielectric to a cytochrome at high redox potential
on the ‘out’ side. For the terminal oxidases, the chemicomo-
tive mechanism implies that electrons are conducted from the
‘out’ side of the membrane (where they are donated by a
cytochrome or a quinol) across the dielectric to the cytosol
(matrix). They then forcefully combine with a proton:
Hin
+ + eout
 + 1/4 O2! 1/2 H2O [6].
Although these original tenets of the chemicomotive
hypotheses for proton pumping may have been sophisti-
cated intellectually, they were simple in terms of the
required molecular components: only a few simple electron
and proton conductors were needed, some of which might
not even be proteins. Small genomes should suffice to
encode these components. Correspondingly, the result of
the mechanism was well defined: protons would be pumped
across the membrane at fixed, integer stoicheiometries.
Notwithstanding this simplicity, these chemicomotive mech-
anisms should suffice to generate proton-motive force from
redox potential differences, and the proposed chemicomo-
tive mechanism of ATP synthesis should suffice to phos-
phorylate ADP.
In fact, membrane-mediated free-energy transduction as
applied to heterotrophic organisms is itself already a sophis-
tication above what should be minimally necessary. When
growing on glucose, the production of ethanol, or lactate can
already power the production of ATP from ADP and
inorganic phosphate through the glycolytic pathways. And
in fact, those pathways are already more sophisticated than
what would seem minimally required: glucose might just as
well be split to glyceraldehyde and dihydroxyacetone, the
latter being subjected to substrate-level phosphorylation to
produce phosphoglycerates and phosphoenolpyruvate. The
latter feeds ATP production by pyruvate kinase. This should
suffice to produce ATP-free energy necessary to power
growth and C3 carbon intermediates for biosynthesis, and
it should require less coding capacity.
Overseeing bioenergetics of even ‘simple’ organisms
such as the humble prokaryotes E. coli, P. denitrificans
and the mitochondrion, it is clear that evolution has not
stuck to this simplest type of bioenergetics. The presence of
hexokinases, the lavish subunit composition of complexes I
of electron-transfer chains, of some terminal oxidases, and
of photosynthetic reaction centers [9], additional proton
pumping by at least some of the terminal oxidases (e.g.
Ref. [10]), the paralogues of terminal oxidases present in
many organisms, may all testify to this. Apparently, it is
worth the increased burden of the replication of a larger
genome, to engage in such complexation.
The issue we wish to raise and partly address in this
paper is why biology has not by and large stuck to the
simplest type of bioenergetics, why biology has so strongly
added sophistication to it? We will address this issue by
discussing a few of the cases where we have developed
some understanding of the more sophisticated mechanisms
and their possible function.
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2. Results
2.1. A turbo engine with extra regulation
As mentioned above, the simplest glycolytic scheme
should lack the hexokinase and phosphofructokinase step.
Yet, like many catabolic pathways, Embden–Meyerhof–
Parnas glycolysis first uses ATP to phosphorylate the
metabolic intermediates. Because ATP dephosphorylation
is a highly exergonic process, this bestows glycolysis with
two reaction steps in the beginning that are strongly down
hill in the thermodynamic sense. This accelerates glycolysis
and commits its substrate molecules to the pathway. Eben-
hoh and Heinrich [11] have shown that such a ‘turbo
structure’ [12] of catabolic pathways may lead to optimal
performance, therewith explaining why the extra genome
capacity needed for this luxury might pay off. This is our
first example of a case where energetics is used for other
than bare necessity.
Teusink et al. showed that just adding the two kinases
may not be enough, as it leads to a metabolic pathway that is
liable to metabolic explosions: the excess ATP produced in
glycolysis might overaccelerate the beginning of the path-
way and cause the accumulation of hexose phosphates. This
is actually the phenotype of a yeast strain that is mutated in
trehalose phosphate synthase. Trehalose phosphate is known
to inhibit hexokinase [13]. Accordingly, the turbo pathway
may need extra coding capacity for trehalose phosphate
synthase in order to specify a brake on glycolysis, prevent-
ing overheating of its ‘turbo engine’ [12]. Other organisms
may have other control mechanisms for their turbo glycol-
ysis, also invoking extra coding capacity (cf. Ref. [14]).
2.2. Robustness and the luxury not to depend critically on
bioenergetics
Biology is diverse and has succeeded in finding solutions
to almost any challenge of life. Yet, there are a few limi-
tations, imposed by chemistry and physics, which not even
microbial diversity can circumvent. These include the laws
of conservation of the elements and the law of dissipation of
free energy (i.e. the second law of thermodynamics). At least
for organisms that grow aerobically on substrates that are less
reduced than biomass, this necessitates free energy trans-
duction from a catabolic pathway oxidizing that substrate to
carbon dioxide, to an anabolic pathway assimilating the
growth substrates’ carbon into biomass [15]. For such
organisms, but in practice for all organisms, the deletion of
all such catabolic pathways will do away with life. In this,
free energy (i.e. energy corrected for the complications that
have to do with entropy) is essential.
However, is free energy also critically important in the
physiological state? This question is not quite addressed by
deleting all catabolism, because by the time that that has
been done, the organism is remote from its normal physi-
ology. When we are interested in functional genomics and
appreciative of the complexity of living organisms, the issue
of importance should be addressed in a more subtle way.
The prime way to ask the question whether free energy is
important for cell function, may be to examine whether a
slight interference with free-energy transduction already
interferes with cell function.
Taking growth rate as a measure of cell function, Jensen
et al. [16] did just this: they modulated the activity of the
H + -ATPase in E. coli and asked whether this affected
growth rate in proportion to the extent of the modulation.
The answer was a surprisingly strong ‘No’. There was
virtually no effect on growth rate, not even for growth on
succinate for which the enzyme was essential. Apparently,
the enzyme that is essential for ATP synthesis under these
conditions did not control the rate of growth, suggesting that
at least that aspect of cellular energetics was not critically
important for the physiological state.
Because of the long evolutionary selection, biology can
be quite paradoxical: The finding that cell function is not
compromised when an obviously ‘important’ process is
interfered with, may not imply that that process is unim-
portant. It can in fact reflect virtually the opposite, i.e. that
the function of that process is essential in principle. For
when a process is essential, evolution may well have
selected for a parallel ‘back up’ process, increasing the
robustness of the organism vis-a`-vis interference with that
process. Because such back-up processes require extra
coding capacity, this ‘luxury’ might further explain larger
than minimum genome size. For perturbations smaller than
deletions, organisms may have developed subtle homeo-
static control mechanisms. How can such homeostasis of
cellular energetics be achieved? An increased transmem-
brane electric potential difference was observed when the E.
coli H + -ATPase was down modulated, as well as changes in
the membrane content of redox enzymes [16]. This sug-
gested an adjustment of the cells resulting in an increased
specific flux of ATP synthesis through a reduced number of
H + -ATPase complexes, leading to virtually the same over-
all synthesis of ATP [16].
More precisely, what are the mechanisms that lead to
such homeostasis, i.e. to the robustness of the phosphor-
ylation potential or ATP/ADP ratio to perturbations in the
energetics of the cell? It may be noted that we employ the
word ‘mechanisms’ here for something that should not be
confused with the type of mechanism that enables a process
to occur. The type of mechanism we are interested in here is
one that enables a process to occur in a more sophisticated,
better-tuned way.
In nonequilibrium systems, concentration variables such
as the phosphorylation potential are homeostatic when one or
more processes that generate or consume it, are highly
sensitive (‘elastic’) to that variable [15]. For instance, the
phosphorylation potential will be robust against perturbations
if the processes that synthesize ATP are strongly accelerated
by a drop in ATP concentration, or if the processes that
consume the ATP are strongly inhibited by such a drop.
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Koebmann et al. [17] developed a tool to ask how intra-
cellular processes respond to a challenge in the phosphor-
ylation potential per se: they expressed F1-ATPase activity in
E. coli. They measured growth rate, average glycolytic rate
and the ATP/ADP ratio. Adding sufficient F1-ATPase activ-
ity, they observed that a drop of the latter by one third
decreased growth rate by only 7% but increased glycolytic
flux by some 40% (cf. the full line in Fig. 1). Clearly,
glycolysis was most responsive to changes in the phosphor-
ylation potential and served to buffer the latter dynamically.
Robustness in the sense of homeostasis of concentrations
or potentials towards perturbations in any process is
increased whenever sensitivities (elasticities in the strict
sense [15]) to those concentrations or potentials are
increased, but is the same true for the robustness of fluxes,
such as growth rate itself? The answer is negative: an increase
in an elasticity of a process will tend to increase the robust-
ness of any flux in the system to the perturbation of that
process, but will tend to decrease robustness of that flux with
respect to perturbations in the other processes. (these are all
implications of the theorems of Metabolic Control Analysis
[15,18]). Consequently, there is no way to increase robust-
ness against perturbations in all processes in the system. The
experimental set up of Koebmann et al. [17] (cf. Ref. [15])
also allows one to determine the robustness of the growth rate
with respect to perturbations in glycolysis relative to the
robustness with respect to perturbations in growth rate. This
relative robustness should equal the coresponse [18] of the
two processes when ATP hydrolysis is introduced. Fig. 1
shows how the glycolytic flux varies with the growth rate for
variation in the activity of this added ATP hydrolysis. When
replotting both fluxes logarithmically, the slope of this
covariation at low ATPase activities equals the coresponse
coefficient. This coefficient was about 5, implying that
growth rate is some five times more robust to perturbations
in glycolysis than it is to perturbations in anabolic processes.
This conclusion is equivalent to stating that growth rate
is five times more strongly controlled by anabolism (growth
processes) than by the processes that extract ATP free
energy from growth substrate (catabolism, in this case
glycolysis) [8]. In this sense, E. coli’s growth is a process
that is controlled by free-energy demand rather than by its
supply (cf. Refs. [15,17,19]), and the organism seems to
enjoy the luxury of being relatively independent of its
essential bioenergetics (catabolism).
2.3. Supply versus demand, catabolic versus anabolic
limitation
The issue whether physiological processes are limited by
bioenergetics, i.e. by ATP supply, and in particular the issue
whether microbial growth is limited by the free-energy
supplying catabolism, is a long standing one. The issue
has been muddled by lack of precision in terminology,
experimentation and analysis [17]. We now know that
growth rate is a flux, that fluxes can be controlled by all
processes in the cell, and that the sum of the control by those
processes must be 100%. Dividing cell processes into two
blocks, i.e. those that provide free energy (catabolism
corrected for ATP leak or maintenance) and those that
consume it (anabolism), the issue should be not so much
whether growth rate is controlled by catabolism or by
anabolism, but rather to what extent it is controlled by
either. In the above example, the distribution of control was
approximately 20% in catabolism, 80% in anabolism (cf.
Ref. [17] for a more precise analysis).
This method should address the issue which intracellular
processes limit growth rate at the physiological state. A
related but distinct issue is limitations to growth rate imposed
by the environment. A change in the environment such as the
depletion of a nutrient may reduce growth rate by interfering
with catabolism (free energy supply minus leak) or by
compromising anabolism (free-energy consumption), or by
doing both. Koefoed et al. (in preparation) have recently
developed a criterion that allows one to decide which
interference is the stronger of the two. Fig. 2 illustrates the
method: If the coresponse between growth rate and ATP/ATP
ratio is positive, then the limitation affects catabolism more
than anabolism. If the coresponse is negative, then the
limitation acts more on anabolism than on catabolism. The
rationale is clear if the limitation only affects catabolism. For
in that case, anabolism is not affected by the limitation other
than through the effect of the former on the ATP/ADP ratio.
Hence, variation of the rate of anabolism with the ATP/ADP
Fig. 1. Variation of the glycolytic flux with growth rate when ATP sinks are
introduced. Full line: experimental. Dashed line: coresponse of 1 (for
details, see Ref. [17]).
Fig. 2. Expected coresponse of ATP/ADP and growth rate for catabolic (full
line) and anabolic (dashed line) limitation.
S. Koefoed et al. / Biochimica et Biophysica Acta 1555 (2002) 75–8278
ratio follows the dependence of anabolism on this ATP/ADP
ratio. This dependence is usually positive (anabolism being
affected negatively by a reduction in ATP/ADP ratio). Using
this method, Koefoed et al. identified a run-out of glucose as
effecting a catabolic limitation, therewith solving a long-
standing issue [15].
The magnitude of the coresponse, i.e. the extent to which
the ATP/ADP ratio varies with growth rate, should be a
function not only of which process is affected most by the
limitation, but also of the dependence of catabolism and
anabolism on the ATP/ADP ratio. Koefoed et al. found that
reducing growth rate by a given percentage by imposing a
catabolic limitation reduced the ATP/ADP ratio more exten-
sively than reducing growth rate by the same percentage
through an anabolic limitation. This observation is in fact in
line with the earlier conclusion that anabolism has a higher
control on the flux than does catabolism: In order to reduce
growth rate by a given percentage, anabolism had to be
inhibited less than catabolism. Since catabolism and anab-
olism exert equal (but opposite) control on the ATP/ADP
ratio (this follows from Metabolic Control Analysis), the
less extensive inhibition of anabolism has less effect on the
ATP/ADP ratio.
This method of localizing where a substance inhibits in a
free-energy transducing network is related both to the early
cross-over theorem and to the more recent FANCY method
for yeast functional genomics [20]. In mitochondrial bio-
energetics, a similar method has been used to identify the
site of action of toxic agents [21,22].
2.4. Homeostasis through back pressure and regulated gene
expression
Above, we showed that homeostasis of concentrations
and potentials is obtained if processes are highly sensitive
(elastic) to those concentrations/potentials. What determines
this sensitivity, or rather elasticity [15,18]? The elasticity is
comparable to the kinetic order, or effective Hill coefficient
of the reaction with respect to the concentration or potential.
In other words, the elasticity is high if the process rate
responds strongly to changes in the concentration or poten-
tial. In biology, there are a number of ways in which such a
strong change in process rate can occur. One is through a
strong dependence of the kinetics of a simple reaction on a
concentration. This is called direct, or metabolic regulation.
The electrochemical potential difference for protons across
the inner mitochondrial membrane is homeostatic because
mitochondrial respiration is strongly accelerated by a
decrease in membrane potential [15]. Such strong ‘back-
pressure’ effects have also been observed for bacteriorho-
dopsin [15] and for the photosynthetic reaction center [23].
Non-ohmic conductance of the proton leak can also con-
tribute to such homeostasis [24].
A second mechanism is more unique to biology: an
increase in a concentration may induce or repress an enzyme
and therewith have an enhanced effect on a process rate.
Snoep et al. [25] examined the relative importance of these
two homeostatic effects for a rather special aspect of cellular
energetics, i.e. the high free-energy structure of the DNA in
E. coli. Modulating expression levels of DNA gyrase and of
topoisomerase I and measuring the effect on DNA super-
coiling, they were able to quantify the relative contributions
of the direct (metabolic) and gene-expression mediated,
homeostatic mechanisms. There was strong homeostasis,
three quarters of which ran through the direct route. The
remaining quarter involved induction of gyrase and repres-
sion of topoisomerase I.
2.5. Homeostasis through variation in coupling
A third mechanism of homeostasis is a change in the
stoicheiometry of coupled reactions. There are two possibil-
ities. In the first, the variable stoicheiometry corresponds to
slippage. In that case, it can help bring about homeostasis of
the thermodynamic potential against which a proton pump
works [26]. The second case corresponds to an automatic
transmission, i.e. the stoicheiometry of proton pumping is
decreased by a servo mechanismwhen the back pressure (e.g.
by the electrochemical potential difference for protons)
increases. In this case, the effect is one of homeostasis of
the output flow. This homeostasis could be quite remarkable
as shown by the thin dashed line in Fig. 3A. At intermediate
ATP/ADP ratios, this mechanism has the cost of a reduced
Fig. 3. Possibilities of altering energetic performance by changing the
coupling mechanism. Modelled using Eqs. 3.193–197 of Ref. [15], with for
the standard case Lp = Lo = 1; nH
o = 8, nH
p = 4, LH
l = 4, DGo = 1 and DGp/DGo
equal to x = force ratio. The leak case had LH
l equal 10, ‘double nHp’ had the
‘H + /ATP’= nH
p = 8 and ‘var.transm.‘ had nH
p = 4 + 16x.
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yield (P/O ratio), but at very high ATP/ADP ratios, its yield is
higher than that of the system with constant stoicheiometries,
because it reduces free-energy dissipation through leakage. In
fact, a plain, constant reduction in stoicheiometry should also
increase the homeostasis of the output flow (see the thin solid
line in Fig. 3A), but it has a more disastrous effect on the P/O
ratio at lower ATP/ADP ratios (force ratios in Fig. 3).
The chemicomotive mechanisms for proton pumping
have a fixed and well-defined stoicheiometry. The ability
to have a different stoicheiometry, the possibility of having
incomplete coupling (proton leak or slip), the possibility to
adjust the stoicheiometry to the conditions, the possibility of
having a continuously variable transmission, all these extras
to the coupling mechanism should allow organisms further
to optimize vis-a`-vis energy demands [15]. Of course, this
would add complexity to the coupling mechanism and
would add to the size of the genome. At present, it is
unclear how extensively these more sophisticated aspects of
energy coupling occur. The proton pumping stoicheiometry
of the aa3 terminal oxidase of most electron transfer chains
has a proton per electron stoicheiometry in clear excess of
the one defined by the chemicomotive mechanism [27].
There is evidence for slippage of proton pumps (cf. Refs.
[15,26]), although there is no consensus yet. Stoicheiometry
increases of proton pumps, perhaps corresponding to the
variable transmission of Fig. 3 [28], or subject to the
addition of almitrine [29] have been evidenced, and a
mechanistic basis exists in the subunit stoicheiometry of
the H + -ATPase [30,31].
2.6. Homeostasis through variation in effective stoicheiom-
etry due to rerouting
One way of effectively altering the stoicheiometry of
proton pumping by the electron transfer chain is to redirect
the electron flow to a pathway that has a different mecha-
nistic stoicheiometry. A convincing candidate for this mech-
anism is Paracoccus denitrificans with its highly branched
network for free-energy transducing electron transfer (cf.
Fig. 4). Electrons flowing from NADH to oxygen can give
rise to the pumping of four (when running through ba3) or
five (when running through aa3) protons each. It is not
entirely clear yet what this stoicheiometry is when the
electrons run through the cbb3-type terminal oxidase, and
there may still be an additional terminal oxidase with a low
H + /e  stoicheiometry; in oxygen pulse experiments with
strains deleted in ba3 and aa3, the terminal oxidation seemed
to pump fewer than 2 charges per electron [10,32].
Otten et al. [33] have shown that the distribution of the
electron flow over the different branches can vary for two
reasons. One involves regulation by the redox state of
ubiquinone and the other variation of the expression levels
of the various terminal oxidases [34].
2.7. Does it all matter for cell function?
Above, we discussed how bioenergetics might sophisti-
cate cell function. However, does bioenergetics actually
influence cell function? Only if it does, its sophistication
could provide selection pressure, hence a rationale for exces-
sive genome size. Much of the evidence for effects of
alterations in bioenergetic mechanisms on cell function is
indirect [35]. The findings that protein complexes that are
central to bioenergetics neither control growth rate [16] nor
mitochondrial respiration [36], would rather suggest that
bioenergetics is irrelevant for cell function. Indeed, as control
tends to be distributed [15], average control on a cell function
is likely to be small. On the other hand, even a minor positive
effect on cell function might be selected for in long-term
evolution and so might a sophistication of cell function with
Fig. 4. The parallel electron transfer routes in P. denitrificans imply that the organism can vary the H + /e ratio. Translocated charge/e are: 4 (ba3), 4 (aa3), 2
(bc1) and perhaps 4 (cbb3).
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minor effects on steady-state flux. Moreover, the argument of
distributed control does not quite apply to concentrations [20]
and flux ratios.
We turned to a system that should allow one to determine
small implications for cell function. We compared strains of
P. denitrificans in chemostat in terms of their growth yield on
oxygen when succinate was the growth limiting substrate.
The rationale was that at any given growth rate, virtually all
aspects of the different strains should be identical, including
the ATP/ADP ratio and the electrochemical potential differ-
ence for protons and hence maintenance metabolism. In fact,
even the proton translocation flux across their plasma mem-
brane should be the same. Only the respiratory rate should be
different to the precise extent of their different H + /e  ratios.
Taking into account substrate level phosphorylation, a
decrease in the charge per electron ratio of the electron-
transfer chain by 1 should lead to a 22% increase in oxygen
consumption rate. Averaged over all growth rates, we
observed that the strain that lacked both aa3 and cbb3 had
an 18% increased respiration as compared with the strain that
lacked both cbb3 and ba3, consistent with the scheme of Fig.
4. In a similar study, Calhoun et al. [37] demonstrated the
expected effect on the growth yield of E. coli when varying
the type of NADH dehydrogenase and thereby the effective
H + /e  stoicheiometry. We conclude that, provided well-
controlled experimental conditions are chosen, implications
of variations in molecular bioenergetics can be demonstrated
for important cell functions such as growth yield.
The strain that lacked both aa3 and ba3, which was thus
expected to depend on cbb3 for its terminal electron transfer,
also respired faster than the strain that only had aa3, but by
10% rather than the expected 22%. Whether this revealed
that cbb3 did not always translocate 2 charges per electron or
that an unknown parallel route had become active [10] is too
early to tell.
3. Discussion
In this paper, we have shown that there may be much
more to bioenergetics than the primary mechanisms of
molecular free-energy transduction. Just like biochemistry,
in general, is much more complex for most living organisms
than necessary for the theoretical minimum of metabolism,
bioenergetics may have been subject to considerable sophis-
tication during evolution. The adage of physics that simplest
mechanisms are more likely to be correct (‘Occam’s razor’)
may fail biology: In biology, selection may have been for
complex mechanisms. Accordingly, we should focus on the
complex aspects of bioenergetics and biochemistry rather
than to shy way from them [3]. A case in point for the
negative role Occam’s razor has played in the history of
bioenergetics, has been the emphasis on integer stoicheio-
metries for proton translocating proteins. The information we
now have concerning the noninteger ratios of subunit stoi-
cheiometries of the H + -ATPase has increased the acceptance
that H + /ATP ratios need not be integer [31]. The option that
the H + /e stoicheiometry of cbb3 may not be integer either
should perhaps be considered in a similar vein.
As discoveries continue to be made in bioenergetics [9],
more and more of the sophisticated ways in which the cell
manages its free-energy metabolism will become clear.
Ultimately, this may enable us to decide on the status of
our conjecture that bioenergetics is more for sophistication
than for necessity.
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