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Abstract
The Stokes equation with the varying viscosity is considered in a thin tube structure, i.e. in a con-
nected union of thin rectangles with heights of order ε << 1 and with bases of order 1 with smoothened
boundary. An asymptotic expansion of the solution is constructed: it contains some Poiseuille type
flows in the channels (rectangles) with some boundary layers correctors in the neighborhoods of the
bifurcations of the channels. The estimates for the difference of the exact solution and its asymptotic
approximation are proved.
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1 Introduction
The blood circulation, the transport of cells and substances in the human body as well as some liquid-
cooling systems and oil-recovery/oil-transport processes in engineering, are modeled by the equations of
fluid motion posed in thin domains. The present paper studies the Stokes equation with varying viscosity
in a tube structure. In two-dimensional case a tube structure1 (or pipe-wise structure) is some connected
union of thin rectangles with heights of order ε and with bases of order 1 with a smoothened boundary
([9], [10]); here ε is a small positive parameter. An asymptotic expansion for the case of a constant
viscosity have been constructed in [1]. It is ”compiled” of some Poiseuille flows inside the rectangles glued
by some boundary layer solutions, in the neighborhood of the junctions. Here we consider a more general
case when the viscosity is not constant but depends on a longitudinal variable for each rectangle. This
situation models a blood flow in a vessel structure where the viscosity depends on the concentration of
some substances diluted in blood or some blood cells. Indeed, the asymptotic analysis of the convection-
diffusion equation set in such domains ([3], [10]) shows that in the case of the Neumann (impermeability)
condition at the lateral boundary and small Reynolds numbers, the concentration is asymptotically close
to the one-dimensional description, that is the convection-diffusion equation set on the graph. The solution
of the problem on the graph is the leading term of the asymptotic expansion, and it evidently on depends
on the longitudinal variable. On the other hand, the viscosity often depends on the concentration of the
diluted substances or distributed cells, and so, it depends on the longitudinal variable. Of course, the fluid
motion equation is coupled with the diffusion-convection equation in this case. However, if the velocity
is small (in our case, it is of order ε2), then neglecting the convection, in comparison with the diffusion
1see Fig.5
1
term or iterating with respect to the small term 2, we get the steady state diffusion equation; in absence
of the source term in the right hand side, it has a piecewise-linear asymptotic solution on the graph for
the concentration. So, in this simplified situation, the diffusion equation can be solved before the fluid
motion equation, and we obtain for the flow, the Stokes or Navier-Stokes equation with a variable viscosity
depending (via concentration) on the longitudinal variable. These arguments provide the motivation for
the Stokes equation with variable viscosity; to our knowledge, it has not been studied earlier from the
asymptotic point of view.There are, of course, many other practical problems involving fluids with variable
viscosity. For example, the presence of bacteria in suspension (see [6]) may change locally the viscosity.
In the first part, we consider the case of a flow in one rectangular channel with the periodicity condition
at the end of the channel. An asymptotic expansion of solution is constructed and justified (a regular
ansatz).
In the second part, we consider the case of a flow in one rectangular channel with the inflow/outflow
boundary conditions at the ends. In this case as well we construct an asymptotic expansion of solution,
that contains a regular ansatz and the boundary layer correctors.
In the third part, we construct an asymptotic expansion for solution of the Stokes equation set in a
tube structure. Here as well we associate to each rectangle a regular ansatz and then we glue all the
regular ansatzes with help of the boundary layer correctors exponential decaying from the junctions of
rectangles. This procedure is similar to the procedure described in [10].
In the fourth part we consider some numerical experiments comparing the numerical and asymptotic
solutions.
All constructed expansions are justified by calculation of residual terms and application of a priori
estimates.
2 Flow in one channel
Consider a small parameter ε, ε = 1
q
, q ∈ N, and define then a thin domain
Dε =
{
(x1, x2) ∈ R
2 : 0 < x1 < 1, −
ε
2
< x2 <
ε
2
}
.
Assume that incompressible, viscous fluid fills the domain Dε. Let f be the exterior force applied to the
fluid.
Figure 1: Thin domain
2The simplest coupled diffusion-convection equation is
−div(ν(Cε)Duε) +∇pε = f(x)
divuε = 0,
−∆Cε + uε.∇Cε = 0
where Cε is the concentration, uε is the fluid velocity and pε is the pressure.
If uε is small with respect to Cε, we can write an expansion for Cε with respect to the small parameter that is the ratio of
magnitudes of |uε| and |Cε|. Then for the terms of this expansion, the third equation may be solved before the fluid motion
equations. Another possible approach is the successive approximations (fixed point iterations) :
−div(ν(C
(n)
ε )Du
(n)
ε ) +∇p
(n)
ε = f(x)
divu
(n)
ε = 0,
−∆C
(n)
ε + u
(n−1)
ε .∇C
(n)
ε = 0
where n is the number of the iteration.
In both approaches, we get a problem with the variable viscosity.
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Consider the following steady state Stokes problem:
(1)


−div(ν(x1)Duε) +∇pε = f(x) in Dε,
divuε = 0 in Dε,
uε(x1,
ε
2 ) = 0 for x1 ∈ (0, 1),
uε(x1,−
ε
2 ) = 0 for x1 ∈ (0, 1),
uε(0, x2) = ε
2ϕ0(
x2
ε
) for x2 ∈ (−
ε
2 ,
ε
2 ),
uε(1, x2) = ε
2ϕ1(
x2
ε
) for x2 ∈ (−
ε
2 ,
ε
2 ),
The unknowns of this system are the velocity uε and the pressure pε of the fluid.
The non homogeneous boundary conditions for the velocity are given by the functions ϕ0, ϕ1 whose
second component is equal to zero, and the first satisfies
(2)
∫ 1
2
− 1
2
ϕ01(ξ2)dξ2 =
∫ 1
2
− 1
2
ϕ11(ξ2)dξ2,
where ϕi1 ∈ C
2
0 ([−
1
2 ,
1
2 ]). Here (Duε)ij =
1
2
(
∂uεi
∂xj
+
∂uεj
∂xi
)
, ν satisfies the following conditions
(3) ν(x1) = ν0 + ν1(x1)
where ν1 ∈ C
2
0 ([0, 1]). Moreover there exist ρ > 0, κ > 0 such that ν(x1) ≥ κ for all x1 ∈ (0, 1) and
ν1(x1) = 0 for all x1 ∈ (0, ρ) ∪ (1− ρ, 1) (and so, ν0 > 0).
2.1 Variational formulation of the problem
In order to obtain the variational formulation of problem (1), let us introduce the following space
(4) H(Dε) =
{
u ∈ (H10 (Dε))
2 : div(u) = 0
}
and assume that f ∈ (L2(Dε))
2.
Applying the extension theorem (see [5]), one can find a function ϕε ∈ (H1(Dε))
2 such that divϕε = 0,
ϕε|x1=0
= ϕ0 and ϕ
ε
|x1=1
= ϕ1 and ϕ
ε
|x2=± ε2
= 0 . Changing the unknown function uε by vε = uε − ε
2ϕε,
we give the variational formulation of problem (1):
(5)
∫
Dε
ν(x1)Dvε : Dψ =
∫
Dε
f · ψ − ε2
∫
Dε
ν(x1)Dϕε : Dψ, ∀ψ ∈ H(Dε).
Definition 2.1. We say that uε is a weak solution of problem (1) if vε = uε−ε
2ϕε ∈ H(Dε) and satisfies
(5).
Proposition 2.1. If uε is a weak solution for problem (1), then there exists a distribution pε ∈ D
′
(Dε)
such that (uε, pε) satisfies (1)1 this problem in sense of distributions.
Proof. If we take vε = uε − ε
2ϕε, then from (5) we have that
〈div(ν(x1)Dvε + ε
2ν(x1)Dϕε) + f, ψ〉 = 0, ∀ψ ∈ H(Dε)
From De Rham lemma, it follows that there exists a distribution pε, unique up to an additive constant,
such that
−div(ν(x1)Dvε) + ε
2div(ν(x1)Dϕε)− f = −∇p.
Theorem 2.1. The variational problem (5) admits a unique solution vε ∈ H(Dε).
Proof. The Riesz’s theorem gives the existence and the uniqueness of solution because the norms
‖vε‖I =
√∫
Dε
ν(x1)Dvε : Dvε and ‖vε‖(H1
0
(Dε))2 are equivalent.
As a consequence, we have:
Proposition 2.2. Let vε ∈ H(Dε) be the solution of the variational problem (5). Then the following
inequality holds
‖vε‖(H(Dε))2 ≤ C(κ,C
ε
PF )
(
‖f‖(L2(Dε))2 + ‖ϕ
ε‖(H1(Dε))2
)
,
where CεPF stands for the Poincare´-Friedrichs inequality constant and κ is the lower bound of the viscosity
(3).
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Mention that CεPF can be estimated by εC˜, where C˜ is independent of ε (see [10]).
Consider the case when ϕε = 0. Then we have:
Proposition 2.3. The following inequality holds
‖∇pε‖H−1(Dε) ≤ C‖f‖(L2(Dε))2 ,
where C is a constant independent of ε.
Proof. From De Rham lemma, it follows that there exists a distribution pε, unique up to an additive
constant, such that
∇pε = div(ν(x1)Duε) + f.
It means that ∫
Dε
pεdivψ =
∫
Dε
ν(x1)Duε : Dψ −
∫
Dε
f · ψ, ∀ψ ∈ H(Dε))
2,
and so,
sup
ψ∈(H1
0
(Dε))2
|
∫
Dε
pεdivψ|
‖∇ψ‖(L2(Dε))4
= sup
ψ∈(H1
0
(Dε))2
|
∫
Dε
ν(x1)Duε : Dψ −
∫
Dε
f · ψ|
‖∇ψ‖(L2(Dε))4
≤
≤ (C(κ,CεPF ) + C
ε
PF )‖f‖(L2(Dε))2 ,
where C(κ,CεPF ) is the constant of the a priori estimate for uε (see above) and C
ε
PF is the Poincare´-
Friedrichs constant (it is of order ε). This inequality gives the estimate of ∇pε in the H
−1−norm.
An asymptotic analysis of problem (1) shows that an asymptotic solution is given by a Poiseuille
type flow, with two boundary layer correctors localized in some neighborhoods of the ends of the channel.
Didactically, it would be better to separate the construction of the Poiseuille type flow for varying viscosity
and the construction of the boundary layer correctors. That’s why we simplify problem (1), and replace
(1)5, (1)6 by the periodicity condition with respect to x1.
Introduce the Sobolev space
Hper(Dε) =
{
u ∈
(
H1per,1,0(Dε)
)2
: div u = 0
}
.
HereH1per,1,0(Dε) is the completion (with respect to theH
1(Dε)-norm) of the space of the C
∞(R×[− ε2 ,
ε
2 ])-
functions vanishing at the boundary x2 = ±
ε
2 and 1-periodic in x1. As in the beginning of the section,
f ∈ (L2(Dε))
2.
Definition 2.2. We say that uε ∈ Hper(Dε) is a weak solution of the periodic problem
(6)


−div(ν(x1)Duε) +∇pε = f(x), in Dε,
divuε = 0, in Dε,
uε(x1,
ε
2 ) = 0, for x1 ∈ (0, 1),
uε(x1,−
ε
2 ) = 0, for x1 ∈ (0, 1),
uε is 1− periodic in x1,
if and only if it satisfies the integral identity
(7)
∫
Dε
ν(x1)Duε : Dψ =
∫
Dε
f · ψ, ∀ψ ∈ Hper(Dε).
As in theorem 2.1, we apply the Riesz theorem and prove the existence and the uniqueness of uε ∈
Hper(Dε), solution of problem (6). The a priori estimate is given by
‖uε‖(H1(Dε))2 ≤ C(κ,C
ε
PF )‖f‖(L2(Dε))2
where C(κ,CεPF ) = O (ε) and κ is the lower bound of the viscosity (3).
Proposition 2.4. If uε is a weak solution for problem (6) then there exists a distribution pε ∈ D
′
(Dε)
such that (uε, pε) satisfies (6) 1 in sense of distributions, and
‖∇pε‖H−1(Dε) ≤ C‖f‖(L2(Dε))2 ,
where C is a constant independent of ε.
4
Figure 2: Infinite layer
Proof. By (7) ∫
Dε
ν(x1)Duε : Dψ =
∫
Dε
f · ψ, ∀ψ ∈ Hper(Dε).
From De Rham lemma, it follows that there exists a distribution pε, unique up to an additive constant,
such that
∇pε = div(ν(x1)Duε) + f.
It means that ∫
Dε
pεdivψ =
∫
Dε
ν(x1)Duε : Dψ −
∫
Dε
f · ψ ∀ψ ∈ (H1per,1,0(Dε))
2,
and so,
sup
ψ∈(H1per,1,0(Dε))
2
|
∫
Dε
pεdivψ|
‖∇ψ‖(L2(Dε))4
= sup
ψ∈(H1per,1,0(Dε))
2
|
∫
Dε
ν(x1)Duε : Dψ −
∫
Dε
f.ψ|
‖∇ψ‖(L2(Dε))4
≤
≤ (C(κ,CεPF ) + C
ε
PF )‖f‖(L2(Dε))2 ,
where C(κ,CεPF ) is the constant of the a priori estimate for uε (see above) and C
ε
PF is the Poincare´-
Friedrichs constant (it is of order ε). This inequality gives the estimate of ∇pε in the H
−1−norm.
2.2 Asymptotic analysis of the problem
Let us first construct the asymptotic expansion for the solution of the periodic problem (6); then we will
study the non periodic one.
Define the infinite layer
Ωε =
{
(x1, x2) ∈ R
2 : x1 ∈ R,−
ε
2
< x2 <
ε
2
}
.
Assume that f = f1e1, f1 ∈ C
∞(R), f1 is 1-periodic in x1.
Denote 〈ψ〉1 =
∫ 1
0
ψ(x1, x2)dx1, 〈ψ〉2 =
∫ 1
2
− 1
2
ψ(x1, x2)dx2. An asymptotic solution is written as:
(8)


uk1(x1, x2) =
k∑
j=0
εj+2u1,j
(
x1,
x2
ε
)
,
uk2(x1, x2) =
k∑
j=0
εj+3u2,j
(
x1,
x2
ε
)
,
pk(x1, x2) =
k∑
j=0
εj+1pj
(
x1,
x2
ε
)
+
k∑
j=0
εjqj(x1),
with u1,j, u2,j, pj and qj 1-periodic functions in x1, such that 〈pj〉2 = 0.
Substituting (8), in (6), equating the coefficients of the same powers of ε and denoting ξ2 =
x2
ε
we
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obtain:
(9)


− ∂
∂x1
(
ν(x1)
∂u1,j−2
∂x1
)
− ν(x1)2
∂2u1,j
∂ξ2
2
− ν(x1)2
∂2u2,j−2
∂ξ2∂x1
+
∂pj−1
∂x1
+
∂qj
∂x1
= f1δj0,
1
2
∂
∂x1
[
ν(x1)
(
∂u1,j−1
∂ξ2
+
∂u2,j−3
∂x1
)]
+ ν(x1)
∂2u2,j−1
∂ξ2
2
−
∂pj
∂ξ2
= 0,
∂u1,j
∂x1
+
∂u2,j
∂ξ2
= 0,
u1,j
(
x1,±
1
2
)
= 0,
u2,j
(
x1,±
1
2
)
= 0.
Denote:
N1(ξ2) =
1
2
(
ξ22 −
1
4
)
,
(it satisfies N
′′
1 = 1, N1(±
1
2 ) = 0) and
N2(ξ2) =
∫ ξ2
− 1
2
N1(τ)dτ,
(here N2(
1
2 ) =
∫ 1
2
− 1
2
N1(τ)dτ = −
1
12 ). Denote:


D−1 : F −→
∫ ξ2
− 1
2
F (x1, τ)dτ,
D˜−1 : F −→
∫ ξ2
− 1
2
F (x1, τ)dτ −
∫ 1
2
− 1
2
∫ θ
− 1
2
F (x1, τ)dτdθ,
D−2 : F −→
∫ ξ2
− 1
2
∫ θ
− 1
2
F (x1, τ)dτdθ −
(
ξ2 +
1
2
)∫ 1
2
− 1
2
∫ θ
− 1
2
F (x1, τ)dτdθ.
Theorem 2.2. The unknowns of (9) u1,j, u2,j, pj , qj are given by the following relations:
(10)


u1,j = −D
−2
{
∂2u2,j−2
∂ξ2∂x1
+ 2
ν(x1)
(
∂
∂x1
(
ν(x1)
∂u1,j−2
∂x1
)
−
∂pj−1
∂x1
)}
+ 2
ν(x1)
N1(ξ2)
(
∂qj
∂x1
− f1δj0
)
,
u2,j = D
−1D−2
{
∂3u2,j−2
∂ξ2∂x
2
1
+ ∂
∂x1
(
2
ν(x1)
(
∂
∂x1
(
ν(x1)
∂u1,j−2
∂x1
)
−
∂pj−1
∂x1
))}
− ∂
∂x1
(
2
ν(x1)
(
∂qj
∂x1
− f1δj0
))
N2(ξ2),
pj = D˜
−1
{
1
2
∂
∂x1
[
ν(x1)
(
∂u1,j−1
∂ξ2
+
∂u2,j−3
∂x1
)]
+ ν(x1)
∂2u2,j−1
∂ξ2
2
}
.
Proof. Integrating twice (9)1 and using boundary conditions (9)4, we get (10)1. This relation gives
an expression of the unknown u1,j via qj . All other functions contained by this relation are either known
from previous computations or equal to zero. We integrate next the incompressibility condition (9)3 with
respect to ξ2 with the boundary condition(9)5 and get u2,j . Finally, integrating (9)2 we get pj . The
unknown function qj is determined from the boundary condition u2,j
(
x1,
1
2
)
= 0. Actually, the boundary
conditions (9)4 and u2,j
(
x1,−
1
2
)
= 0 are satisfied by the definition of D−2 and D−1, while u2,j
(
x1,
1
2
)
= 0
gives:
−
∂
∂x1
(
1
6ν(x1)
(
∂qj
∂x1
− f1δj0
))
=(11)
= D−1D−2
{
∂3u2,j−2
∂ξ2∂x21
+
∂
∂x1
{
2
ν(x1)
(
∂
∂x1
(
ν(x1)
∂u1,j−2
∂x1
)
−
∂pj−1
∂x1
)}}
∣∣∣∣ξ2= 12 .
In particular, for j = 0, we have the Darcy equation for the leading term of the pressure q0:
(12)
∂
∂x1
(
1
6ν(x1)
(
∂q0
∂x1
− f1
))
= 0,
6
and so q0 is the 1-periodic function given by the formula
q0(x1) =
∫ x1
0
(
f1(τ) −
〈f1〉1
〈ν〉1
ν(τ)
)
dτ −
〈∫ x1
0
(
f1(τ) −
〈f1〉1
〈ν〉1
ν(τ)
)
dτ
〉
1
.
Then u1,0(x1, ξ2) =
2
ν(x1)
(
∂q0
∂x1
− f1
)
N1(ξ2), u2,0(x1, ξ2) = 0 and p0(x1, ξ2) = 0.
For j = 1 q1 is the 1-periodic solution of equation
∂
∂x1
(
1
6ν(x1)
∂q1
∂x1
)
= 0.
It follows: q1 = 0, u1,1(x1, ξ2) = 0 and u2,1(x1, ξ2) = 0. For j = 1, (10)3 yields:
p1(x1, ξ2) =
∂
∂x1
(
∂q0
∂x1
− f1
)
(N1(ξ2)− 〈N1〉2) .
For j = 2, (11) becomes
(13)
∂
∂x1
(
1
6ν(x1)
∂q2
∂x1
)
=
∂
∂x1
(
2
ν(x1)
∂
∂x1
(
∂q0
∂x1
− f1
))
D−1D−2 (N1(ξ2)− 〈N1〉2)∣∣∣∣ξ2= 12
,
where D−1D−2 (N1(ξ2)− 〈N1〉2)∣∣∣∣ξ2= 12
= R 6= 0, q2 is 1-periodic solution of given by:
q2(x1) = −12R〈f1〉1
(
ν(x1)
〈ν〉1
− 1
)
.
It follows:

u1,2(x1, ξ2) =
2
ν(x1)
∂2
∂x2
1
( ∂q0
∂x1
− f1)D
−2
(
N1(
x2
ε
)− 〈N1〉2
)
+ 2
ν(x1)
N1(
x2
ε
) ∂q2
∂x1
,
u2,2(x1, ξ2) = −
∂
∂x1
[
2
ν(x1)
∂2
∂x2
1
(
∂q0
∂x1
− f1
)]
D−1D−2
(
N1(
x2
ε
)− 〈N1〉2
)
− ∂
∂x1
(
2
ν(x1)
N2(
x2
ε
) ∂q2
∂x1
)
,
and we get the following theorem.
Theorem 2.3. The asymptotic solution of problem (6) is given by:
(14)


uk1(x1, x2) = ε
2 2
ν(x1)
(
∂q0
∂x1
− f1
)
N1(
x2
ε
)
+ε4
(
2
ν(x1)
∂2
∂x2
1
( ∂q0
∂x1
− f1)D
−2
(
N1(
x2
ε
)− 〈N1〉2
)
+ 2
ν(x1)
N1(
x2
ε
) ∂q2
∂x1
)
+O(ε5),
uk2(x1, x2) = −ε
5
(
∂
∂x1
[
2
ν(x1)
∂2
∂x2
1
(
∂q0
∂x1
− f1
)]
D−1D−2
(
N1(
x2
ε
)− 〈N1〉2
)
+ ∂
∂x1
(
2
ν(x1)
N2(
x2
ε
) ∂q2
∂x1
))
+O(ε6),
pk(x1, x2) = q0 + ε
2
(
q2(x1) +
∂
∂x1
(
∂q0
∂x1
− f1
) (
N1(
x2
ε
)− 〈N1〉2
))
+O(ε3),
where q0 and q2 are periodic solutions of obtained as the unique solution of (11) (13) respectively.
Remark 2.1. Solution given by (14) can be written as follows:

uk1(x1, x2) = −ε
2 2〈f1〉1
〈ν(x1)〉1
N1(ξ2)− ε
4
(
2
ν(x1)
〈f1〉1
〈ν〉1
ν
′′
(x1)D
−2
(
N1(
x2
ε
)− 〈N1〉2
)
+ 24R〈f1〉1〈ν(x1)〉1
ν
′
(x1)
ν(x1)
N1(
x2
ε
)
)
+O(ε5),
uk2(x1, x2) = ε
5
(
∂
∂x1
[
2
ν(x1)
〈f1〉1
〈ν〉1
ν
′′
(x1)
]
D−1D−2
(
N1(
x2
ε
)− 〈N1〉2
)
+ 24R〈f1〉1〈ν(x1)〉1 (
ν
′
(x1)
ν(x1)
)′N2(
x2
ε
)
)
+O(ε6),
pk(x1, x2) =
∫ x1
0
(
f1(τ)−
〈f1〉1
〈ν〉1
ν(τ)
)
dτ −
〈∫ x1
0
(
f1(τ) −
〈f1〉1
〈ν〉1
ν(τ)
)
dτ
〉
1
+ε2
(
−12R〈f1〉1
(
ν(x1)
〈ν〉1
− 1
)
− 〈f1〉1〈ν〉1 ν
′
(x1)
(
N1(
x2
ε
)− 〈N1〉2
))
+O(ε3).
7
Introduce the following function:
(15)
F k(x1, x2) =
(
∂
∂x1
(
ν(x1)
∂u1,k−1
∂x1
)
+ ν(x1)2
∂2u2,k−1
∂x1∂ξ2
− ∂pk
∂x1
)
e1
+
(
1
2
∂
∂x1
[
ν(x1)
(
∂u1,k
∂ξ2
+
∂u2,k−2
∂x1
)]
+ ν(x1)
∂2u2,k
∂ξ2
2
)
e2
+ ε
(
∂
∂x1
(
ν(x1)
∂u1,k
∂x1
)
+ ν(x1)2
∂2u2,k
∂x1∂ξ2
)
e1 +
(
1
2
∂
∂x1
(
ν(x1)
∂u2,k−1
∂x1
))
e2
+ ε2
(
1
2
∂
∂x1
(
ν(x1)
∂u2,k
∂x1
))
e2.
Theorem 2.4. Let (uk, pk) be the asymptotic solution given by (8) and (u, p) the solution of (6). Then
the following estimate holds:
‖uk − u‖H1(Dε)2 = O
(
εk+
5
2
)
.
Proof. Denote (Uk, P k) = (uk − u, pk − p). We obtain the following problems for (Uk, P k):
(16)


−div(ν(x1)DU
k) +∇P k = −εk+1F k(x1, x2) in Dε,
divUk = 0 in Dε,
Uk(x1,
ε
2 ) = 0 for x1 ∈ (0, 1),
Uk(x1,−
ε
2 ) = 0 for x1 ∈ (0, 1),
Uk is 1− periodic in x1.
The a priori estimates give us:
‖uk − u‖H1(Dε)2 ≤ C(K,CPF )‖ε
k+1F k‖L2(Dε)2 = O
(
εk+
5
2
)
and
‖∇pk −∇p‖H−1(Dε) = O
(
εk+
5
2
)
.
Let us consider now the non periodic case, i.e. let us construct an asymptotic expansion of the solution
for problem (1). Assume
f = f1(x1)e1, f1 ∈ C
∞([0, 1]).
Define an asymptotic solution by:
(17)
{
uˆk(x1, x2) = u
k(x1, x2) + u
k
BL0(
x
ε
) + ukBL1(
x1−1
ε
, x2
ε
)
pˆk(x1, x2) = p
k(x1, x2) + p
k
BL0(
x
ε
) + pkBL1(
x1−1
ε
, x2
ε
)
The expressions of uk, pk are the same as above: (8) ,(10) ,(11)
Since the functions given by (8) do not satisfy exactly the boundary conditions (1)5, (1)6 we add the
boundary layer correctors. They correspond to the left end for i = 0 and to the right end for i = 1 and
their expressions are given by:
(18)


ukBLi(
x1−i
ε
, x2
ε
) =
k∑
j=0
εj+2uij
(
x1 − i
ε
,
x2
ε
)
pkBLi(
x1−i
ε
, x2
ε
) =
k∑
j=0
εj+1pij
(
x1 − i
ε
,
x2
ε
)
Here i = 0, 1. To obtain problems for the boundary layers corresponding to the left side, we introduce the
domain Π+ = (0,∞)× (− 12 ,
1
2 ). The problem
(19)


− ν02 ∆ξu
0
j(ξ) +∇ξp
0
j(ξ) = 0 if ξ ∈ Π
+,
divξu
0
j = 0 if ξ ∈ Π
+,
u0j = 0 if ξ2 = ±
1
2 ,
u0j(0, ξ2) = ϕ01δj0 −
(
u1,j(0, ξ2)
u2,j−1(0, ξ2)
)
if ξ2 ∈ (−
1
2 ,
1
2 ),
with the compatibility condition
(20) 〈ϕ01δj0 − u1,j(0, ξ2)〉2 = 0,
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where 〈ψ〉2 =
∫ 1
2
− 1
2
ψ(x, ξ2)dξ2, will give the boundary layer correctors for the velocity and for the pressure
corresponding to the left end (see [4]). This condition (20) generates a boundary condition for qj :
〈ϕ01〉2δj0 +
1
6ν0
(
∂qj(0)
∂x1
− δj0f1(0)
)
+
〈{
D−2
∂2u2,j−2
∂x1∂ξ2
+ 2D−2
(
∂2u1,j−2
∂x21
−
1
ν0
∂pj−1
∂x1
)}
|x1=0
〉
2
= 0.
In a similar way we introduce the boundary layer correctors corresponding to the right side. The boundary
layers for the velocity and pressure are defined on Π− = (−∞, 0) × (− 12 ,
1
2 ). The analogous boundary
condition for qj is satisfied automatically because of the conservation of the average of u1,j(x1, ξ2). Indeed,
〈u1,j(x1, ξ2)〉2 = D
−1u1,j(x1, ξ2)|
ξ2=
1
2
;
on the other hand, the condition
u2,j |
ξ2=
1
2
= −
∂
∂x1
D−1u1,j(x1, ξ2)|
ξ2=
1
2
= 0
is equivalent to the equation on qj , i.e. this equation on qj is equivalent to the conservation law for the
average 〈u1,j(x1, ξ2)〉2. The problem satisfied by the asymptotic solution of order k is as follows:
(21)


−div(ν(x1)Duˆ
k) +∇pˆk = f − εk+1F k(x1, x2) in Dε,
divuˆk = 0 in Dε,
uˆε(x1,
ε
2 ) = 0 for x1 ∈ (0, 1),
uˆε(x1,−
ε
2 ) = 0 for x1 ∈ (0, 1),
uˆε(0, x2) = ε
2ϕ0(
x2
ε
) + εk+3u2,k(0, ξ2)e2 +
k∑
j=0
εj+2u
(1)
j
(
−
1
ε
,
x2
ε
)
for x2 ∈ (−
ε
2 ,
ε
2 ),
uˆε(1, x2) = ε
2ϕ1(
x2
ε
) + εk+3u2,k(1, ξ2)e2 +
k∑
j=0
εj+2u
(0)
j
(
1
ε
,
x2
ε
)
for x2 ∈ (−
ε
2 ,
ε
2 ),
Here F k is given by (15).
Mention that the boundary conditions for uk on x1 = 0, 1 are not yet satisfied exactly because the
traces of each boundary layer on the opposite side of the rectangle are exponentially small but do not
vanish completely. These traces should be eliminated by a small additional corrector.
Let us construct a new function Uˆk which satisfies the same boundary conditions as uk on x1 = 0, 1.
Let us describe its construction: let Uk : Dε −→ R
2 be a solution of the following problem:
(22)


Uk ∈
(
H1(Dε)
)2
,
divUk = 0 in Dε,
Uk(x1,
ε
2 ) = 0 for x1 ∈ (0, 1),
Uk(x1,−
ε
2 ) = 0 for x1 ∈ (0, 1),
Uk(0, x2) = ε
k+3u2,k(0, ξ2)e2 +
k∑
j=0
εj+2u
(1)
j
(
−
1
ε
,
x2
ε
)
for x2 ∈ (−
ε
2 ,
ε
2 ),
Uk(1, x2) = ε
k+3u2,k(1, ξ2)e2 +
k∑
j=0
εj+2u
(0)
j
(
1
ε
,
x2
ε
)
for x2 ∈ (−
ε
2 ,
ε
2 ).
Proposition 2.5. Problem (22) has at least one solution with the property
(23) ‖Uk‖(H1(Dε))2 = O
(
εk+
3
2
)
.
Proof. Define wkε : D −→ R
2, where D = (0, 1)× (− 12 ,
1
2 ),
wkε (y1, y2) =
(
ε
(
Uk
)
1(
Uk
)
2
)
, with (y1, y2) = (x1,
x2
ε
).
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Obvious computations lead to the following problem for wkε :
(24)


divyw
k
ε = 0 in D,
wkε (y1,
1
2 ) = 0 for y1 ∈ (0, 1),
wkε (y1,−
1
2 ) = 0 for y1 ∈ (0, 1),
wkε (0, y2) = ε
k+3u2,k(0, y2)e2 +


k∑
j=0
εj+3u
(1)
1,j
(
−
1
ε
, y2
)
k∑
j=0
εj+2u
(1)
2,j
(
−
1
ε
, y2
)

 for y2 ∈ (−
1
2 ,
1
2 ),
wkε (1, y2) = ε
k+3u2,k(1, y2)e2 +


k∑
j=0
εj+3u
(0)
1,j
(
1
ε
, y2
)
k∑
j=0
εj+2u
(0)
2,j
(
1
ε
, y2
)

 for y2 ∈ (−
1
2 ,
1
2 ),
Here divy is the divergence in y−variables. As in [5] we can prove that there exists a function w
k
ε ∈(
H1(Dε)
)2
so that ‖wkε‖(H1(D))2 ≤ C‖w
k
ε‖(
H
1
2 (∂D)
)2 with the constant C independent of ε. Using the
properties of the boundary layer correctors (their exponential decay rate), we get:
‖wkε‖(H1(D))2 = O
(
εk+3
)
Direct computations give ‖Uk‖(H1(Dε))2 ≤
1
ε
3
2
‖wkε‖(H1(D))2 . Combining these two estimates we achieve
the proof.
The function
(25) Uˆk = uˆk − Uk
satisfies the same boundary conditions as u in x = 0, 1. The problem for the new functions Uˆk, pˆk is an
obvious consequence of (22) and (21):
(26)


−div(ν(x1)DUˆ
k) +∇pˆk = f − εk+1F k(x1, x2)− div(ν(x1)DU
k) in Dε,
divUˆk = 0 in Dε,
Uˆε(x1,
ε
2 ) = 0 for x1 ∈ (0, 1),
Uˆε(x1,−
ε
2 ) = 0 for x1 ∈ (0, 1),
Uˆε(0, x2) = ε
2ϕ0(
x2
ε
) for x2 ∈ (−
ε
2 ,
ε
2 ),
Uˆε(1, x2) = ε
2ϕ1(
x2
ε
) for x2 ∈ (−
ε
2 ,
ε
2 ).
Theorem 2.5. Let (uˆk, pˆk) be the asymptotic solution given by (17) and (u, p) the exact solution of (1).
Then the following estimates hold:
(27)


‖uˆk − uε‖H(Dε)2 = O
(
εk+
3
2
)
,
‖∇pk −∇pε‖H−1(Dε) = O
(
εk+
3
2
)
.
Proof. From (25) it follows:
‖uˆk − uε‖H(Dε)2 ≤ ‖Uˆ
k − uε‖H(Dε)2 + ‖U
k‖H(Dε)2 = O
(
εk+
5
2
)
+O
(
εk+
3
2
)
.
From (15), (23) and (26) it follows: ‖uˆk−u‖H(Dε)2 = O
(
εk+
3
2
)
. The estimate for pressure is a consequence
of (27)1 and the a priori estimate.
3 Flow in tube structures
In this section we are going to construct an asymptotic expansion to the solution of problem (1), stated
in a tube structure containing one bundle. We justify the error estimate. Let us define a tube structure
containing one bundle.
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Figure 3: One bundle of segments B
Figure 4: The rectangles Bεj
Let e1, e2, . . . , en be n closed segments in R
2, which have a single common point O (i.e. the origin of
the co-ordinate system), and let it be the common end point of all these segments. Let β1, β2, . . . , βn be
n bounded segments in R2 containing the point O, the middle point of all segments, and such that βj is
orthogonal to ej (for simplicity assume that the length |βj| of each βj is equal to 1). Let β
ε
j be the image
of βj obtained by a homothetic contraction in
1
ε
times with the center O. Denote Bεj the open rectangles
with the bases βεj and with the heights ej , denote also βˆ
ε
j the second base - side of each rectangle B
ε
j and
let Oj be the end of the segment ej which belongs to the base βˆεj (see Fig. 4). Define the graph of the
tube structure as the bundle of segments ej having a common point O (see Fig. 3)
B =
n⋃
j=1
ej .
Denote below O0 = O. Let γ
ε
j , j = 0, 1, . . . , n, be the images of the bounded domains γj (such that γ¯j
contains the end of the segment Oj and is independent of ε) obtained by a homothetic contraction in
1
ε
times with the center Oj .
Define the tube structure associated with the bundle B as a bounded domain (see Fig. 5):
Bε =



 n⋃
j=1
B¯εj

⋃

 n⋃
j=1
γ¯εj




′
Here the prime stands for the set of the interior points. Assume that ∂Bε ∈ C2 (the result may be
generalized for the case of the piecewise smooth boundary ∂Bε with no reentrant corners). Assume that
the bases βˆεj of B
ε
j , j = 1, . . . , n, are some parts of ∂B
ε. We add the domains γεj , j = 0, 1, . . . , n, to
smoothen the boundary of the tube structure.
Consider the following system of equations:
(28)


−div(ν(x)Duε) +∇pε = f(x) in B
ε,
divuε = 0 in B
ε,
uε = g on ∂B
ε.
Here, g = 0 on the lateral boundary of the rectangles composing Bε; moreover g = 0 anywhere with the
exception of the sides βˆεj of the rectangles B
ε
j (these sides are assumed to belong to the boundary of the
tube structure); g ∈ C2(βˆεj ), and for each j, g = ε
2gj(
x−Oj
ε
) on βˆεj , the vector valued functions gj ∈ C
2
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Figure 5: One bundle tubular structure Bε
do not depend on ε. Let f be a vector-valued function of (L2(Bε))2. The solvability condition gives the
relation
(29)
∫
∂Bε
g.nds = 0.
Introduce the local system of coordinates Ox
ej
1 x
ej
2 associated with the segment ej such that the direction
of the axis Ox
ej
1 coincides with the direction of the segment OOj , i.e. x
ej
1 is the longitudinal coordinate.
The axes Ox
ej
1 x
ej
2 form a Cartesian coordinate system. Denote d0ε the infimum of radius of all circles with
the center O such that every point of it belongs only to not more than one of the rectangles Bεj , j = 1, . . . , n
and d1 is the maximal diameter of the domains γ0, γ1, . . . , γn. We finally introduce the notation
dˆ0ε = max{d0ε, d1ε}.
Consider the right hand side vector valued function f ”concentrated” in some neighborhoods of the nodes
Oj and diffused in the rectangles, i.e.
(30)
f = Φj
(
x−Oj
ε
)
, for |x−Oj | < dˆ0ε, j = 0, . . . , n,
f = fj(x
ej
1 ), for |x−Oj | > dˆ0ε, x
ej
1 ∈ (0, |ej |), j = 1, . . . , n.
Here fj ∈ C
∞
0 ([0, |ej |]),Φj ∈ C
1
0 (Q), (j = 0, 1, . . . , n), where Q is a ball |ξ| < dˆ0. Assume that
(31) ν(x) = ν0 + νj(x
ej
1 )
such that νj(x
ej
1 ) = 0 for all x
ej
1 ∈ [0, β] ∪ [|ej | − β; |ej |], where β is a positive constant such that
β < minj
|ej |
4 ; ν ∈ C
2 and there exist κ0 ∈ R
+ such that ν(x) > κ0 for all x ∈ B
ε. Without loss of
generality we may assume that fj
(
x
ej
1
)
= 0 for all x
ej
1 ∈ [0, β] ∪ [|ej | − β; |ej |].
Let Hdiv=0(B
ε) be space of the divergence free vector valued functions from H1(Bε). Let H0div=0(B
ε)
be the subspace of vector valued functions of Hdiv=0(B
ε) vanishing at the boundary. Assume that g can
be continued in Bε as a vector valued gˆ of Hdiv=0(B
ε). The variational formulation for (28) is as follows:
find uε ∈ Hdiv=0(B
ε) such that vε = uε− gˆ ∈ H
0
div=0(B
ε), and such that it satisfies to the integral identity∫
Bε
ν(x)Dvε : Dϕ =
∫
Bε
f · ϕ−
∫
Bε
ν(x)Dgˆ : Dϕ, ∀ϕ ∈ H0div=0(B
ε).
The Riesz theorem will give the existence and the uniqueness of such a solution because the norms
‖v‖ =
√∫
Bε
ν(x)Dv : Dv and ‖v‖(H1(Bε))2 are equivalent. We have as a consequence that
‖vε‖(H1(Bε))2 ≤ C(CPF , κ0)
(
‖f‖L2(Bε)2 + ‖gˆ‖(H1(Bε))2
)
,
where CPF is independent on ε (see [10]) and κ0 is the lower bound of the viscosity (31)..
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Proposition 3.1. If uε is a weak solution for problem (28) then there exists a distribution pε ∈ D
′
(Bε)
such that (uε, pε) satisfies (28)1 in the sense of distributions. The following inequality holds in the case of
gˆ = 0:
‖∇pε‖H−1(Bε) ≤ C‖f‖(L2(Bε))2 .
Here C is a constant independent of ε.
The proof is similar to that of the Propositions of section 2.
3.1 Asymptotic expansion
We construct the main part of the asymptotic expansion in a form
(32) ua =
k∑
l=0
εl+2


∑
e=ej ;j=1,...,n
uel (x
e,L)χε(x) +
n∑
i=0
uBLOil
(
x−Oi
ε
)

(33)
pa =
k∑
l=0
εl+1


∑
e=ej ;j=1,...,n
pel (x
e,L)χε(x) +
n∑
i=0
pBLOil
(
x−Oi
ε
)
+
+
∑
e=ej ;j=1,...,n
k∑
l=0
εlqel (x
e
1)χε(x) +
n∑
i=0
qei0 (x
ei
1 = 0) (1− χε(x)) θi(x)
xe,L = (xe1,
xe
2
ε
). Later, in the end of the section we will add an exponentially small corrector multiplying the
boundary layers by a cut-off function η in the subdomain where the boundary layers are just exponentially
small (see (42), (43)). The last sum in (28) is taken for all nodes Oi and the value q
ei
0 (x
ei
1 = 0) is calculated
at the point x = Oi; function q
ei
0 is supposed to be continuous on the graph B. Here χε(x) is a function
equal to zero at the distance less than (dˆ0 + 1)ε from Oj , j = 0, 1, . . . , n, equal to zero on the rectangle
Bεj if x
ej
1 ≤ (dˆ0 + 1)ε or if |x
ej
1 − |ej || ≤ (dˆ0 + 1)ε; we suppose that function χε is equal to one on this
rectangle if x
ej
1 ≥ (dˆ0+2)ε and |x
ej
1 − |ej|| ≥ (dˆ0+2)ε, and we define χε by the relations χε(x) = χ
(
x
ej
1
ε
)
if (dˆ0 + 1)ε ≤ x
ej
1 ≤ (dˆ0 + 2)ε and χε(x) = χ
(
x
ej
1
−|ej |
ε
)
if (dˆ0 + 1)ε ≤ |ej | − x
ej
1 ≤ (dˆ0 + 2)ε. Here χ is
a differentiable on R function of one variable, it is independent of ε, it is equal to zero on the segment
[−(dˆ0 + 1); (dˆ0 + 1)] and it is equal to one on the union of intervals (−∞,−(dˆ0 + 2)) ∪ ((dˆ0 + 2),+∞).
Moreover χε is equal to zero on every γ
ε
j . The functions θi, i = 1, ..., n, are defined as follows
θj = 0 |x−Oj | > mini
|ei|
2
θj = 1 |x−Oj | ≤ mini
|ei|
2
The relation between the vector-columns xT and xej ,T (here T is the transposition symbol) is given
by
xT = Γjx
ej ,T +O j = 1, . . . , n
where Γj is an orthogonal matrix of passage from the canonic base to the local one. Then applying the
results of section 2, for every channel Bεj , we get u
e
l , p
e
l and q
e
l defined up to the scalar constants c
e
l ,
del . Indeed, denote qˆ
ej
l (x
ej
1 ) the solution of equation (11) with
∂qˆ
ej
l
∂x
ej
1
(0) = 0. Then the general solution of
equation (11) has a form:
(34) q
ej
l (x
ej
1 ) = qˆ
ej
l (x
ej
1 ) + c
ej
l
∫ xej
1
0
ν(s)ds+ d
ej
l ,
where c
ej
l and d
ej
l are the undetermined constants;
u
ej
l (x
ej ,L) = Γj
(
u˜
ej
l (x
ej ,L)
)T
,
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where the second component of u˜
ej
l does not depend on c
ej
l , d
ej
l (see (10)2); the same property holds for
p
ej
l (see (10)3); the first component u˜
ej
1,l (see (10)1) depends on c
ej
l :
u˜
ej
1,l = −D
−2
{
∂2u˜
ej
2,l−2
∂ξ
ej
2 ∂x
ej
1
+
2
ν(x
ej
1 )
(
∂
∂x
ej
1
(
ν(x
ej
1 )
∂u˜
ej
1,l−2
∂x
ej
1
)
−
∂p
ej
l−1
∂x
ej
1
)}
+
+
2
ν(x
ej
1 )
N1(ξ
ej
2 )
(
∂qˆ
ej
l
∂x
ej
1
− f1δj0
)
+ 2c
ej
l N1(ξ
ej
2 )
= uˆ
ej
1,l + 2c
ej
l N1(ξ
ej
2 ).
For x
ej
1 ∈ [0, β]
⋃
[|ej | − β, |ej |], uˆ
ej
l , p˜
ej
l and ∂qˆ
ej
l /∂x
ej
1 may be taken equal to zero because the right hand
side fj is equal to zero for this values of x
ej
1 , while the flow rate
∫
βj
u˜
ej
1,l(ξ
ej
2 )dξ
ej
2 is constant on ej. N1 is
the function introduced in section 2.
To get the problems for the boundary layers, we introduce the domain ΩO0 = ∪
n
j=1Ω˜j ∪ γ0, where Ω˜j
are the half-infinite strips obtained from Bεj by infinite extension behind the base β˜
ε
j and by homothetic
dilatation in 1
ε
times (with respect to the point O); let Ωj be obtained from Ω˜j by a symmetric reflection
relatively to the line containing βεj and let ΩOj = Ω˜j ∪ γ
t
j , where γ
t
j is obtained from γj by a translation
(such that the point Oj becomes O).
Since ν(x) = ν0 for all x
ej
1 ∈ [0, β] ∪ [|ej | − β; |ej |], the boundary layer solution is a pair constituted of
a vector valued function u
BLOj
l and a scalar function p
BLOj
l satisfying to the Stokes system:
(35)


− ν02 ∆ξu
BLO0
l +∇ξp
BLO0
l = Φ0(ξ)δl,0+
+
∑
e=ej ;j=1,...,n
{
cel
(
ν0∆ξ
(
χj(ξ
e
1)Γj (N1(ξ
e
2), 0)
T
)
−∇ξ (χj(ξ
e
1)ξ
e
1)
)
− del+1∇ξχj(ξ
e
1)
}
,
divξu
BLO0
l = −
∑
e=ej ; j=1,...,n
divξ
(
cel
(
χj(ξ
e
1)Γj (N1(ξ
e
2), 0)
T
))
, if ξ ∈ ΩO0 ,
uBLO0l |∂ΩO0 = 0,
and for j = 1, . . . , n,
(36)


− ν02 ∆ξˆu
BLOj
l +∇ξˆp
BLOj
l =
= Φj(ξˆ)δl,0 + cˆ
e
l
(
ν0∆ξˆ
(
χj(ξˆ
e
1)
)
Γˆj
(
N1(ξˆ
e
2), 0
)T
−∇
ξˆ
(
χj(ξˆ
e
1)ξˆ
e
1
))
− dˆel+1∇ξˆχj(ξˆ
e
1),
div
ξˆ
u
BLOj
l = −cˆ
ej
l divξˆ
(
χj(ξˆ
ej
1 )Γˆj
(
N1(ξˆ2), 0
)T)
, if ξˆ ∈ ΩOj ,
u
BLOj
l |
∂ΩOj
,ξˆ
ej
1
=0
= gjδl,0,
u
BLOj
l |
∂ΩOj
,ξˆ
ej
1
6=0
= 0.
The variable ξˆ
ej
1 is opposite to ξ
ej
1 , i.e. to the first component of the vector Γ
T
j ξ
T . So ξˆ
ej
1 = Γˆ
T
j ξ
T , where
Γˆj = IˆdΓj and Iˆd is the diagonal matrix with the diagonal elements −1, 1. The constants cˆ
ej
l , dˆ
ej
l are
defined in such a way that the functions c
ej
l
∫ xej
1
0
ν(s)ds+ d
ej
l and cˆ
ej
l
∫ |ej |−xej1
0
ν(s)ds+ dˆ
ej
l are equal, i.e.
(37) c
ej
l = −cˆ
ej
l , dˆ
ej
l = c
ej
l
∫ |ej |
0
ν(s)ds+ d
ej
l .
Assume that every term in the sum
∑
e=ej ;j=1,...,n
in (35) is defined only in the branch of ΩO0 , corresponding
to e = ej , and it vanishes in γ0.
The solutions of these boundary layer problems decay exponentially at infinity and the constants c
ej
l ,
cˆ
ej
l , d
ej
l and dˆ
ej
l are chosen from the conditions of existence of such solutions (see [8]). Let us define first
cˆ
ej
l from the condition of exponential decaying of u
BLOj
l at infinity:∫
ΩOj
cˆ
ej
l divξˆ
(
χj(ξˆ
ej
1 )Γˆj (N1(ξ
e
2), 0)
T
)
dξˆ =
∫
βj
(
ΓˆTj gj
)1
dξe2δl,0,
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i.e.
(38) −
∫
βj
N1(ξ
ej
2 )dξ
e
2 cˆ
ej
l =
∫
βj
(
ΓˆTj gj
)1
dξe2δl,0,
where the upper index 1 corresponds to the first component of the vector.
Then we find cˆ
ej
l , and dˆ
ej
l as defined in (37). Then we determine the constants d
ej
l+1 from the condition
of the exponential decaying of pBLO0l at infinity. To this end, consider first problem (35) without the last
term in equation (35)1, i.e.
(39)


− ν02 ∆ξu¯
BLO0
l +∇ξp¯
BLO0
l =
= Φ0(ξ)δl,0 +
∑
e=ej ;j=1,...,n
{
cel
(
ν0∆ξ (χj(ξ
e
1)) Γj (N1(ξ
e
2), 0)
T
−∇ξ (χj(ξ
e
1)ξ
e
1)
)}
,
divξu¯
BLO0
l = −
∑
e=ej ;j=1,...,n
divξc
e
l
(
χj(ξ
e
1)Γj (N1(ξ
e
2), 0)
T
)
, ξ ∈ ΩO0 ,
u¯BLO0l |∂ΩO0 = 0.
Here the constants c
ej
l are just defined by (37) and (38) and satisfy the condition∫
ΩO0
∑
e=ej ; j=1,...,n
divξc
e
l
(
χj(ξ
e
1)Γj (N1(ξ
e
2), 0)
T
)
dξe2 = 0
i.e.
(40)
∑
e=ej ;j=0,1,...,n
∫
βj
c
ej
l N1(ξ
e
2)dξ
e
2 = 0.
Indeed, the choice of constants c
ej
l = −cˆ
ej
l and c
ej
l from (38) and condition (29) give relation (40).
It is known that there exists the unique solution {u¯BLO0l , p¯
BLO0
l } of this problem such that u¯
BLO0
l
stabilizes to zero at infinity on every branch of Ω0 and p¯
BLO0
l stabilizes on every branch of Ω0 associated
to ej , to its own constant p¯
BLO0∞j
l . These constants are defined uniquely up to one common additive
constant, which we fix here by a condition p¯BLO0∞1l = 0. Then we define
(41)


d
ej
l+1 = −p¯
BLO0∞j
l ,
uBLO0l = u¯
BLO0
l ,
pBLO0l = p¯
BLO0
l +
∑
e=ej ;j=1,...,n
d
ej
l+1χj(ξ
ej
1 )
on every branch of Ω0, associated with ej, i.e. p
BLO0
l = p¯
BLO0
l −
∑
e=ej ;j=1,...,n
p¯BLO0∞jl χj .
Obviously, this pair {uBLO0l , p
BLO0
l } satisfies (35). The boundary layer functions u
BLOj
l and p
BLOj
l ;
j = 0, 1, . . . , n are not defined in the vicinity of O. Therefore we should change a little bit the formulas of
ua and pa far from the nodes Oj , j = 0, 1, . . . , n.
Let ηj(x
ej
1 ) be a smooth function defined on each segment ej , let it be one if
∣∣∣xej1 − |ej |2 ∣∣∣ ≥ |ej |2 −β and
let it be zero if
∣∣∣xej1 − |ej |2 ∣∣∣ ≤ |ej |8 . Let η(x) = ηj(xej1 ) for each rectangle Bεj and let η = 1 on each γεj . Set
η(j)(x) = η(x) on γεj and all half-rectangles having common points with γ
ε
j and extend it by zero on the
remaining part of Bεj . Then we define u
a and pa as
(42) u¯a =
k∑
l=0
εl+2


∑
e=ej ;j=0,1,...,n
uel (x
e,L)χε(x) +
n∑
i=0
uBLOil
(
x−Oi
ε
)
η(i)(x)

 ,
(43)
p¯a =
k∑
l=0
εl+1


∑
e=ej ;j=0,1,...,n
pel (x
e,L)χε(x) +
n∑
i=0
pBLOil
(
x−Oi
ε
)
η(i)(x)


+
k∑
l=0
εlqel (x
e
1)χε(x) +
n∑
i=0
qei0 (x
ei
1 = 0) (1− χε(x)) θi(x).
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Let us mention that the last term (sum) in (43) corresponds to the boundary layer function p
BLOj
l for
l = −1.
3.2 Error estimate
In this section we estimate the error between the exact solution and the asymptotic one. Substituting the
asymptotic expansions (42), (43), into (28), we get the relations
(44)


−div(ν(x)Du¯a) +∇p¯a = f(x)
−
∑
e=ej ;j=1,...,n
{
εk+1Γj
(
F kej
)T
χε(x) − ε
k(∇ξχj(ξ
ej
1 )d
ej
k+1
−∇ξ˜χj(ξ˜
ej
1 )d
ej
k+1)
}
+Ψ, in Bε,
divu¯a = ψ in Bε,
u¯a = g on ∂Bε,
where F kej is the residual described in (15), and ψ is defined by
(45) ψ(x, t) =


0 in Bε ∩ {xei1 < β} ,
−∇xηi(x
ei
1 ).u
(BLO0)
(
x−O0
ε
)
in Bε ∩
{
β < xei1 <
3|ei|
8
}
,
0 in Bε ∩
{
3|ei|
8 < x
ei
1 <
5|ei|
8
}
,
−∇xηi(x
ei
1 ).u
(BLOi)
(
x−Oi
ε
)
in Bε ∩
{
5|ei|
8 < x
ei
1 < |ei|
}
,
0 in γεi , i = 1, . . . , n,
‖Ψ‖(L2((Bε))2 = O
(
exp(−c
ε
)
)
, ‖ψ‖H1(Bε) = O
(
exp(−c
ε
)
)
with a positive constant c and
∫
Bε
ψds = 0,
because
∫
∂Bε
(u¯a, n)ds =
∫
∂Bε
(g, n)ds = 0. The exponentially decaying residuals Ψ and ψ appear from
the truncation of the boundary layer terms by the function η: it is different from 1 in the part of the
domain Bε where uBLOil
(
x−Oi
ε
)
, pBLOil
(
x−Oi
ε
)
and their derivatives are exponentially small. We are going
to prove the estimate
‖u− u¯a‖H1(Bε) = O
(
εk+
1
2
)
.
We can not apply directly the a priori estimates because u¯a is not divergence free.
Let us construct a function Uˆa : Bε → R2 satisfying the following properties:
(46)


Uˆa ∈
(
H10 (B
ε)
)2
,
divxUˆ
a = ψ in Bε,
Uˆa = 0 in Bε ∩ {xe1 < dˆ0ε}
⋃
γεj , j = 1, . . . , n
Proposition 3.2. Problem (46) has at least one solution, satisfying
‖Uˆa‖(H1(Bε))2 = O(exp(−c/ε))
Proof. Due to (46)3 we can consider the problem (46) as separate problem on each B
ε
j . Denote
by Uˆej the restriction of Uˆa on Bεj , obviously Uˆ
ej (x
ej
1 , x
ej
2 ) = 0 for (x ∈ B
ε
j such that x
ej
1 < dˆ0ε.
For all (x ∈ Bεj such that x
ej
1 > dˆ0ε introduce the new variable (y
ej
1 , y
ej
2 ) =
(
x
ej
1
−dˆ0ε
|ej |−dˆ0ε
,
x
ej
2
ε
)
; obviously
(y
ej
1 , y
ej
2 ) ∈ (0, 1) × (−
1
2 ,
1
2 ). Define a new function µ
ej
ε : (0, 1) × (−
1
2 ,
1
2 ) −→ R
2, by µ
ej
ε (y
ej
1 , y
ej
2 ) =(
1
|ej |−dˆ0ε
Uˆ
ej
1 ((|ej | − dˆ0ε)y
ej
1 + dˆ0ε, εy
ej
2 ),
1
ε
Uˆ
ej
2 ((|ej | − dˆ0ε)y
ej
1 + dˆ0ε, εy
ej
2 )
)
. Obvious computations lead
to the following problem for µ
ej
ε :
(47)


divyµ
ej
ε = ψ((|ej | − dˆ0ε)y
ej
1 + dˆ0ε, εy
ej
2 ) in (0, 1)× (−
1
2 ,
1
2 ),
µ
ej
ε = 0 on ∂((0, 1)× (−
1
2 ,
1
2 )),
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Applying the result of [4], Chap. III, p. 127 we get: there exist a solution of 47) such that
(48) ‖µejε ‖(H1((0,1)×(− 12 ,
1
2
)))2 = O(exp(−c/ε)).
Expressing the norm of Uˆej with respect to the norm µ
ej
ε we obtain
‖Uˆej‖
(H1(Bεj∩{x
ej
1
<dˆ0ε}))
2 ≤
1
ε
1
2
‖µejε ‖(H1((0,1)×(− 12 ,
1
2
)))
2 ,
i.e. ‖Uˆej‖
(H1(Bεj∩{x
ej
1
<dˆ0ε}))
2 = O(exp(−c/ε)). So, ‖Uˆa‖(H1(Bε))2 = O(exp(−c/ε)).
Define Ua = u¯a − Uˆa. Then (Ua, p¯a) satisfies the following problem :
(49)


−div(ν(x)DUa) +∇p¯a = f(x) + div(ν(x)DUˆa) + Ψ
−
∑
e=ej ;j=1,...,n
{
εk+1Γj
(
F kej
)T
χε(x) − ε
k(∇ξχj(ξ
ej
1 )d
ej
k+1 −∇ξ˜χj(ξ˜
ej
1 )d˜
ej
k+1)
}
, in Bε,
divu¯a = 0 in Bε,
u¯a = g on ∂Bε,
Theorem 3.1. Let (u¯a, p¯a) be the asymptotic solution given by (42), (43) and (uε, pε) the solution of
(28), the following estimates hold:
(50)


‖u¯a − uε‖H1(Bε)2 = O
(
εk+
1
2
)
,
‖∇p¯a −∇pε‖H1(Bε) = O
(
εk+
1
2
)
.
Applying a priori estimates and (48) we get
‖Ua − uε‖H1(Bε) = O
(
εk+
1
2
)
and so,
‖u¯a − uε‖H1(Bε) = O
(
εk+
1
2
)
The estimate for the pressure is obtained from the a priori estimates. These estimates justify the con-
struction of the asymptotic expansion.
Remark 3.1. The main result can be easily generalized in case when the length of βj is different from 1.
Remark 3.2. Formula (38) shows that only c
ej
0 could be different from zero. The same analysis can be
provided in the case of a multi-bundle structure, that is the union of a finite number of thin domains of
Bε type (see [10], section 4.5.2), and in this case the constants c
ej
l should be determined from a system of
linear algebraic equations (see (4.5.43),(4.5.44) in [10]).
4 Numerical experiments
1. We consider the Stokes flow in a rectangular domain (0, 1)× (0, ε) with ε = 0.1:
(51)


−div(ν(x1)Du) +∇p = 0 in (0, 1)× (0, ε)
divu = 0 in (0, 1)× (0, ε)
u(0, x2) = ε
2x2
ε
(
1−
x2
ε
)
on (0, ε)
u(1, x2) = ε
2x2
ε
(
1−
x2
ε
)
on (0, ε)
u(x1, 0) = u(x1, ε) on (0, 1)
here ν(x1) = 2x1 + 2. From (10) we get for j = 0 :


∂
∂x1
(
1
ν(x1)
∂q0
∂x1
)
= 0
u0,1 = ε
2 1
ν(x1)
∂q0
∂x1
x2
ε
(
1−
x2
ε
)
u0,2 = 0
p0 = 0
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with the compatibility condition (20) we have :
∫ 1
0
ξ2(1− ξ2)− u0,1(0, ξ2)dξ2 = 0
Since we assume that p(1, x2) = 0 we get :


q0(x1) = −x1(x1 + 2) + 3
u0,1 = ε
2x2
ε
(
1−
x2
ε
)
u0,2 = 0
p0 = 0
Solving numerically the problem (51) (by Comsol) we get the following results : for the first component
of the velocity we have :
Figure 6: First component of the velocity Figure 7: The profile of the first component of the
velocity for x1 = 0.5
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and for the pressure :
Figure 8: The pressure Figure 9: Pressure profile in x2 = 0.05
The error between the numerical result and the leading term of the asymptotic expansion is as follows :
We see that the error is of order of ε et ε5 for the pressure and the velocity respectively.
Figure 10: Error for the pressure Figure 11: Error for the velocity
2. Consider now the Stokes problem (51) in a T-shape domain Bε = (−1, 0]× (0, ε)∪ (0, ε)× (−0.45, 0.55)
(52)


u(1, x2) = g1
(x2
ε
)
= ε2
x2
ε
(
1−
x2
ε
)
on (0, ε)
u(x1,−0.45) = g2
(x1
ε
)
= ε2
x1
ε
(
1−
x1
ε
)
on (0, ε)
u(x1,−0.45) = g3
(x1
ε
)
= 2ε2
x1
ε
(
1−
x1
ε
)
on (0, ε)
as inflow/outflow conditions, ε = 0.1, u = 0 anywhere else on the boundary and ν(x1, x2) = 2 + 2(x1 +
1)µ1(x1) + 2(x2 + 1)µ2(x2) + 2(x2 + 1)µ3(x2). µi are defined in such a way that ν is equal to 2x
ej
1 + 2 in
each rectangle and constant near the nodes.
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The functions µ1, µ2 and µ3 have the following shape :
Figure 12: µ1 Figure 13: µ2 Figure 14: µ3
So we get
Figure 15: Thin domain Bε Figure 16: Velocity magnitude
We do two crop sections, the first in Bε2 = (0, ε)× (0, 0.55) and the second in B
ε
3 = (0, ε)× (−0.45, 0), and
the results are as follows :
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Figure 17: Profile of the first component of the
velocity in Bε2 for x2 = 0.2
Figure 18: Error for the velocity in Bε2
Figure 19: Profile of the first component of the
velocity in Bε3 for x2 = −0.2
Figure 20: Error for the velocity in Bε3
We see that the error is of order of ε5 as in the case of a rectangle and estimates. It confirms the
theoretical prediction in section3.
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