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Extended defects such as stacking faults and anti-site domain boundaries can perturb the band edges in
Cu2ZnSnS4 and Cu2ZnSnSe4, acting as a weak electron barrier or a source for electron capture, respectively.
In order to find ways to prohibit the formation of planar defects, we investigated the effect of chemical
substitution on the stability of the intrinsic stacking fault and metastable polytypes and analyze their electrical
properties. Substitution of Ag for Cu makes stacking faults less stable, whereas the other substitutions (Cd
and Ge) promote their formation. Ge substitution has no effect on the electron barrier of the intrinsic
stacking fault, but Cd substitution reduces the barrier energy and Ag substitution makes the stacking fault
electron capture. While Cd substitution stabilizes the stannite structure, chemical substitutions make the
primitive-mixed CuAu (PMCA) structure less stable with respect to the ground-state kesterite structure.
Cu2ZnSn(S,Se)4 (CZTSSe) has attracted much atten-
tion as it has material properties suitable for photovoltaic
applications.1–4 The tunable direct band gap (1.0∼1.5
eV) and the resulting high absorption coefficient5 make
the material ideal to achieve high solar conversion
efficiency.6 The record solar conversion efficiency, how-
ever, is lower than other mature technologies mainly be-
cause of the low open-circuit voltage,7 which is thought
to mainly originate from short minority carrier lifetime
and presence of electronic band tails.8
Recently, the research field has been further extended
to other materials with the kesterite structure to achieve
a better device. Many efforts have been devoted to re-
placing each component of the host material with other
chemical elements in the same column in the periodic
table.9–19 Change in the fundamental material properties
like the lattice constants and the band edge positions af-
fect the defect properties, and thus the effect of chemical
element substitution on the defects should be thoroughly
investigated.
Point defects and disorder in the kesterite materi-
als have been investigated through many studies.2,9,20–23
Studies of extended defects in this material, on the other
hand, have been gaining attention recently.24–26 Gener-
ally speaking, the extended defects perturb the band edge
position of a host material because of the broken transla-
tional symmetry.27–31 For example, in materials that are
stable in the zinc-blende (ZB) structure (e.g. CdTe), a
stacking fault (SF) can be understood as if the wurtzite
(WZ) phase is formed locally.28 An experiment study re-
ported the significantly hampered charge conduction by
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FIG. 1. Atomic structure of Cu2ZnSnS4 with different stack-
ing sequences. An internal stacking fault can be generated by
removing a single layer from the perfect kesterite structure.
The corresponding polymorphs of CuInS2 (a chalcopyrite) can
be generated by substituting Zn and Sn by In.
the planar defect in CdTe even though the conduction
band offset between ZB CdTe and WZ CdTe is only 65
meV.31 Similarly, we have found that SFs can be eas-
ily formed in Cu2ZnSnS4 and Cu2ZnSnSe4 and weakly
inhibit electron transport.26 Existence of twin bound-
aries in this category of materials is also experimentally
verified.24 Another example is anti-site domain bound-
aries (ADB), which are formed by arrays of anti-site
defects.25 When an ADB is formed in CZTSSe by the
shift of a Cu-Sn layer by (a/2,a/2,0), then a primitive-
mixed CuAu (PMCA) phase is locally formed and the
planar defect acts as a weak electron capture.26,32 The
effect of extended defects can be minimized either by
suppressing their formation or by reducing their pertur-
bation on the underlying electronic structure.
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2TABLE I. Calculated physical properties of I2-II-IV-VI4 and I-III-VI2 materials, the formation energy (Ef ) of an intrinsic
stacking fault (ISF), and effect of the defect on the band edges in each material. The average effective masses of bulk were
calculated using the harmonic mean in units of me.
Material a (A˚) c/2 (A˚) Eg (eV) me mh Ef (ISF) (eV/nm
2) VBO (meV) CBO (meV)
Cu2ZnSnS4 (CZTS) 5.441 5.425 1.46 0.18 0.40 0.14 6 28
Cu2ZnSnSe4 (CZTSe) 5.722 5.702 0.89 0.10 0.23 0.18 9 29
Ag2ZnSnS4 (AZTS) 5.832 5.472 1.72 0.18 0.46 0.26 -50 -19
Ag2ZnSnSe4 (AZTSe) 6.089 5.753 1.05 0.11 0.26 0.27 -42 -12
Cu2CdSnS4 (CCTS) 5.537 5.599 1.27 0.16 0.88 -0.04 8 11
Cu2CdSnSe4 (CCTSe) 5.822 5.869 0.73 0.08 0.71 0.05 15 23
Cu2ZnGeS4 (CZGS) 5.347 5.282 2.06 0.21 0.63 0.08 3 30
Cu2ZnGeSe4 (CZGSe) 5.631 5.573 1.18 0.12 0.27 0.07 -8 30
CuInSe2 (CISe) 5.811 5.870 1.11 0.01 0.22 0.16 25 30
CuGaSe2 (CGSe) 5.543 5.600 1.77 0.13 0.32 0.12 15 49
One popular way to change the material properties is
to replace chemical constituents with isovalent elements.
Kesterite has ABC stacking sequence along the [112] di-
rection, but a wurtzite-derived polytype of kesterite (i.e.
wurtzite-kesterite) has the AB stacking sequence along
the [0001] direction, as shown in Figure 1. Therefore, the
formation of a SF in kesterite can be understood as if thin
wurtzite-kesterite is locally formed between two kesterite
grains. Chen et al. previously performed density func-
tional theory (DFT) calculations using generalized gra-
dient approximation (GGA) and claimed that wurtzite-
kesterite becomes less unstable if Cu, Zn, and Sn in CZTS
are replaced with Ag, Cd, and Ge, respectively.33 Based
on their conclusion, one can expect that the formation
of SF defects in the absorber material will be promoted
by the substitutions. Coincidentally, these elements have
been suggested to improve the device efficiency.9,13,15–18
This circumstance has motivated us to examine the ef-
fects of elemental substitution on the physical properties
of intrinsic stacking fault (ISF).
We investigated the effect of cation substitutions in
CZTSSe on the stability and electronic properties of ex-
tended defects. Stability of other polytypes were also
investigated to understand the effect of alloying on the
formation of anti-site domain boundaries. The electronic
band gap and effective masses of each material were also
obtained.
We performed first-principles density functional the-
ory (DFT) calculations to investigate the SFs in multi-
cation quaternary I2-II-IV-VI4 semiconductors. We used
the hybrid functional proposed by Heyd, Scuseria, and
Ernzerhof34 and the projector augmented wave (PAW)
pseudo-potentials,35 as implemented in the VASP code.36
The screening parameter and the exchange parameter
were set to 0.2 A˚−1 and α= 0.25 (0.3 for CuIn(Ga)Se2),37
respectively. The lattice parameters and the internal co-
ordinates were fully relaxed until the residual force be-
comes smaller than 0.03 eV A˚−1. The wavefunctions are
expanded in plane waves with an energy cutoff of 400 eV.
For Brillouin zone (BZ) integration, the smallest spacing
between k -points was set to '0.05 A˚−1.
The formation energy of an ISF and its effect on the
band edges were calculated as explained in the previ-
ous paper.26 For each material, the valence band offset
(VBO) and the conduction band offset (CBO) were cal-
culated by the difference between the band edges of a su-
percell with an ISF and those of bulk. The electrostatic
potential at far from the SF was used as a reference to
estimate the band edges of bulk.38 Each supercell with an
ISF contains 8 double-layers in which a single layer have
4 atoms. We note that the kesterite materials feature a
direct band gap at the Γ point.
The calculated formation energy (Ef ) of an ISF de-
fect and the band edge positions with respect to the
bulk counterparts are summarized in Table 1. The SFs
are more likely formed in CZGS(Se) as compared to
CZTS(Se) in our hybrid DFT calculations, consistent
with the fact that the wurtzite-kesterite becomes less un-
stable by the Ge incorporation.33 However, substitution
of Sn by Ge does not affect the barrier energy of an ISF,
and thus we conclude that the effect of SFs can be more
prominent in CZGS(Se) if the grain size is similar. How-
ever, the SFs could be less detrimental in CZTS with a
small amount of Ge as Ge substitution seems promote
the crystallization (larger grains).39
Cd does not contribute to the band edge electronic
structure, so their effects should be understood in terms
of the strain. In this regard, it is worth mentioning how
the strain affects the relative stability of wurtzite and
zinc-blende polymorphs. A simple formula has been pro-
posed for calculating the energy difference between zinc-
blende and wurtzite,40 where the electrostatic interaction
between the covalent bond charge (located at the center
of the bond) stabilizes zinc-blende. On the other hand,
there is an attractive interaction between positive and
negative charges at the atomic sites (i.e. cations and an-
ions). A material is stable in zinc-blende or a zinc-blende-
derived structure if the repulsive interaction of covalent
bond charges is greater than the attractive interaction.
Under a hydrostatic tensile strain, the repulsive interac-
tion is weakened more as both interactions are propor-
tional to the inverse of the distance, making the wurtzite
3FIG. 2. Electronic band structure of the kesterite materi-
als obtained from the HSE06/DFT electronic structure using
Wannier90. The upper valence band of each material is set to
0 eV. Vertical lines represent the special k -points which are
noted in the bottom sub-figures.
phase less unstable.
Consistent with the prediction, the formation energy
of the ISF in Cu2CdSnS4 (CCTS) and Cu2CdSnSe4
(CCTSe) (Table 1) is lower than that in CZTS(Se) by
more than 10 meV/nm2. The formation energy in CCTS
is calculated to be negative because CCTS is stabilized
in wurtzite-kesterite in our HSE06/DFT calculation. An
ISF in CCTS(Se) becomes a slightly weaker electron bar-
rier as compared to CZTS(Se). If Cd atoms are provided
from CdS and thus some Zn atoms are replaced by Cd,
then it will promote the formation of SFs in the vicinity
of the CZTS/CdS interface because of the increased lat-
tice constants. A recent experimental study also reports
the elemental intermixing of Cd and Zn at CZTS/CdS
interface.4
Ag substitution has been suggested as a potential
strategy to reduce the Cu-Zn disorder and increase the
open-circuit voltage.9,41 Even though wurtzite exhibits a
higher conduction band than zinc-blende in every ma-
terial considered in a previous study,42 the band off-
sets are calculated to be negative, meaning that the
SFs trap electron carriers. To check whether this is re-
produced using another exchange-correlation functional,
we also calculated the offsets in AZTS using the SCAN
exchange-correlation function43 by applying Hubbard U
on Ag d and Zn d by 6 eV. The atomic coordinates were
fixed throughout the calculations. The VBO and the
CBO were calculated to be −42 meV and −20 meV,
respectively, consistent with the HSE06 results. Even
though the stacking faults in AZTS(Se) can be detrimen-
tal, stacking faults are expected to form less in AZTS(Se)
because of the higher formation energies.
The physical properties of CZTS are often compared
to CIGS,44 thus we also investigated an ISF in CuInSe2
(CISe) and CuGaSe2 (CGSe). If the grain size is similar,
SFs are slightly more favored in the chalcopyrites than
CZTSe because of the lower formation energy. An ISF
in CISe raises the CBM by the similar amount to that in
CZTS, while that in CGSe increase the conduction band
more.
We also obtained the HSE06 band structure and effec-
tive masses of the kesterite materials, which are summa-
rized in Figure 3 and Table 1, respectively. The electronic
band structure and the effective masses were obtained by
using Wannier9045 and Effective Mass Calculator.46 For
CZTS, we obtained similar effective masses to a previous
hybrid DFT study.47
All substitutions make hole effective mass heavier,
while Cd substitution results in a slightly lighter elec-
tron mass. However, all kesterite materials exhibit heav-
ier electron and hole masses than CuInSe2, as illustrated
in the band structures (Figure 3) and Table 1. We also
note that degeneracy of the conduction bands at the Z
point is found in CuInSe2 and CuGaSe2, however, the
bands are split in kesterites because of the segregating
states formed by symmetry breaking.32,37
Another type of extended defect formed in this cat-
egory of materials is the ADB. Whether the ADB sat-
isfy the octet rule depends on the fault displacement.25,26
Stability of the defect satisfying the octet rule can be es-
timated by knowing how much the PMCA polymorph is
unstable as compared to the kesterite phase. In our cal-
culations, the Ag substitution makes the PMCA phase
unstable with respect to the kesterite phase, as summa-
rized in Table 2. Therefore, the Ag substitution inhibits
the formation of the ADB with the fault displacement of
an entire layer with cations by 12 [a,a,0].
Cd substitution doesn’t affect the relative formation
energy of PMCA with respect to kesterite much, but we
expect that formation of the ADB is inhibited when Cd
composition ratio is high as the stannite (ST) phase be-
4TABLE II. Relative formation energy (Ef ), lattice constants (a and c), the electronic band gap (Eg), and position of the
conduction band minimum (kCBM) of stannite (ST) and the primitive-mixed CuAu (PMCA). Ef of kesterite phase is set to 0.
Γ = [0, 0, 0] and Z = 1
2
(b1 + b2 + b3) where bi stands for a reciprocal vector.
Material polytype Ef (meV/atom) a (A˚) c/2 (A˚) Eg (eV) kCBM Ref.
CZTS ST 4 5.432 5.454 1.29 Γ 32
PMCA 5 5.435 5.449 1.22 Γ 32
CZTSe ST 5 5.694 5.738 0.71 Γ 32
PMCA 7 5.709 5.734 0.58 Z 32
AZTS ST 19 5.506 6.117 1.43 Γ
PMCA 20 5.505 6.119 1.42 Γ
AZTSe ST 21 5.797 6.331 0.72 Γ
PMCA 22 5.798 6.335 0.69 Γ
CCTS ST -5 5.618 5.453 1.22 Γ
PMCA 6 5.605 5.475 1.12 Γ
CCTSe ST -5 5.882 5.741 0.69 Γ
PMCA 7 5.868 5.775 0.53 Z
CZGSe ST 7 5.580 5.643 0.95 Γ 11
PMCA 19 5.573 5.643 0.36 Z 11
FIG. 3. Electronic structure of stannite CCTS and stan-
nite CCTSe calculated from HSE06/DFT. The VBM of each
material is set to 0 eV. Vertical lines represent the special
k -points.
comes more stable than kesterite, consistent with experi-
mental findings.48 Since stannite and kesterite have sim-
ilar band gap energy, thus coexistence of two phases will
not result in strong band gap fluctuations. As is found
in CZTS(Se),32 the band gap of ST and PMCA is gener-
ally lower than that of the kesterite phase. The electronic
band structure of stannite CCTS and CCTSe is shown in
Figure 3. Stannite CCTS (CCTSe) has a similar electron
effective mass of 0.15 (0.08) me, but a lighter hole mass
of 0.34 (0.20) me as compared to kesterite counterparts.
In summary, we examined the effect of chemical sub-
stitution on the stability and the electronic properties of
ISF and ADB. Although Ag substitution makes SFs an
electron captures, it will help to increase the efficiency as
less planar defects are formed. Substitution of Cd and Ge
promotes the formation of SFs while the electron barriers
are not lowered much, potentially resulting in the lower
charge extraction unless the crystallinity is enhanced.
ACKNOWLEDGMENTS
We thank Gilles Dennler for his constructive sug-
gestions. JP thanks the Royal Society for a Shooter
International Fellowship. This project has received
funding from the European H2020 Framework Pro-
gramme for research, technological development and
demonstration under grant agreement no. 720907.
See http://www.starcell.eu. Via our membership of
the UK’s HPC Materials Chemistry Consortium, which
is funded by EPSRC (EP/L000202), this work used
the ARCHER UK National Supercomputing Service
(http://www.archer.ac.uk). We are grateful to the UK
Materials and Molecular Modelling Hub for computa-
tional resources, which is partially funded by EPSRC
(EP/P020194/1).
1A. Polizzotti, I. L. Repins, R. Noufi, S.-H. Wei, and D. B. Mitzi,
Energy & Environ. Sci. 6, 3171 (2013).
2A. Walsh, S. Chen, S.-H. Wei, and X.-G. Gong, Adv. Energy
Mater. 2, 400 (2012).
3S. K. Wallace, D. B. Mitzi, and A. Walsh, Adv. Mater. 2, 776
(2017).
4C. Yan, J. Huang, K. Sun, S. Johnston, Y. Zhang, H. Sun, A. Pu,
M. He, F. Liu, K. Eder, et al., Nature Energy 10.1038/s41560-
018-0206-0.
5S. Chen, X. Gong, A. Walsh, and S.-H. Wei, Appl. Phys. Lett.
94, 041903 (2009).
6W. Shockley and H. J. Queisser, J. Appl. Phys. 32, 510 (1961).
7W. Wang, M. T. Winkler, O. Gunawan, T. Gokmen, T. K.
Todorov, Y. Zhu, and D. B. Mitzi, Adv. Energy Mater. 4,
1301465 (2014).
8L. Grenet, M. A. A. Suzon, F. Emieux, and F. Roux, ACS
Applied Energy Materials 1 (2018).
9Z.-K. Yuan, S. Chen, H. Xiang, X.-G. Gong, A. Walsh, J.-S.
Park, I. Repins, and S.-H. Wei, Advanced Functional Materials
25, 6733 (2015).
10A. Collord, H. Xin, and H. Hillhouse, IEEE Journal of Photo-
voltaics 5, 288 (2015).
11S. Choi, J.-S. Park, A. Donohue, S. T. Christensen, B. To,
5C. Beall, S.-H. Wei, and I. L. Repins, Physical Review Applied
4, 054006 (2015).
12S. Kim, K. M. Kim, H. Tampo, H. Shibata, and S. Niki, Applied
Physics Express 9, 102301 (2016).
13T. Gershon, Y. S. Lee, P. Antunez, R. Mankad, S. Singh,
D. Bishop, O. Gunawan, M. Hopstaken, and R. Haight, Ad-
vanced Energy Materials 6 (2016).
14A. Collord and H. Hillhouse, Chemistry of Materials 28, 2067
(2016).
15Z. Su, W. Li, G. Asim, T. Y. Fan, and L. H. Wong, in 2016
IEEE 43rd Photovoltaic Specialists Conference (PVSC), Vol.
2016-Novem (IEEE, 2016) pp. 0534–0538.
16A. Guchhait, Z. Su, Y. F. Tay, S. Shukla, W. Li, S. W. Leow,
J. M. R. Tan, S. Lie, O. Gunawan, and L. H. Wong, ACS Energy
Letters 1, 1256 (2016).
17J. Ma´rquez, H. Stange, C. J. Hages, N. Schaefer, S. Lev-
cenko, S. Giraldo, E. Saucedo, K. Schwarzburg, D. Abou-Ras,
A. Redinger, M. Klaus, C. Genzel, T. Unold, and R. Mainz,
Chemistry of Materials 29, 9399 (2017).
18C. Yan, K. Sun, J. Huang, S. Johnston, F. Liu, B. P. Veettil,
K. Sun, A. Pu, F. Zhou, J. A. Stride, et al., ACS Energy Letters
2, 930 (2017).
19Y. F. Tay, H. Kaneko, S. Y. Chiam, S. Lie, Q. Zheng, B. Wu,
S. S. Hadke, Z. Su, P. S. Bassi, D. Bishop, et al., Joule 2, 537
(2018).
20D. Tiwari, E. Skidchenko, J. W. Bowers, M. V. Yakushev, R. W.
Martin, and D. J. Fermin, Journal of Materials Chemistry C 5,
12720 (2017).
21S. Kim, J.-S. Park, and A. Walsh, ACS Energy Letters 3, 496
(2018).
22S. Wallace, J. M. Frost, and A. Walsh, (2018), 10.26434/chem-
rxiv.6326021.v1.
23J. S. Park, S. Kim, Z. Xie, and A. Walsh, Nature Reviews Ma-
terials 3, 194 (2018).
24N. Kattan, B. Hou, D. J. Fermı´n, and D. Cherns, Applied Ma-
terials Today 1, 52 (2015).
25N. A. Kattan, I. J. Griffiths, D. Cherns, and D. J. Fermin,
Nanoscale 8, 14369 (2016).
26J.-S. Park, S. Kim, and A. Walsh, Phys. Rev. Materials 2, 014602
(2018).
27C. Stampfl and C. G. Van de Walle, Physical Review B 57,
R15052 (1998).
28Y. Yan, M. M. Al-Jassim, and T. Demuth, J. Appl. Phys. 90,
3952 (2001).
29Y. Yan, G. Dalpian, M. Al-Jassim, and S.-H. Wei, Physical
Review B 70, 193206 (2004).
30R. Liu, A. Bell, F. Ponce, C. Chen, J. Yang, and M. A. Khan,
Applied Physics Letters 86, 021908 (2005).
31C. Sun, N. Lu, J. Wang, J. Lee, X. Peng, R. F. Klie, and M. J.
Kim, Applied Physics Letters 103, 252104 (2013).
32J.-S. Park, J.-H. Yang, A. Kanevce, S. Choi, I. L. Repins, and
S.-H. Wei, Physical Review B 91, 075204 (2015).
33S. Chen, A. Walsh, Y. Luo, J.-H. Yang, X. Gong, and S.-H. Wei,
Phys. Rev. B 82, 195203 (2010).
34J. Heyd, G. E. Scuseria, and M. Ernzerhof, The Journal of Chem-
ical Physics 118, 8207 (2003).
35P. E. Blo¨chl, Phys. Rev. B 50, 17953 (1994).
36G. Kresse and J. Furthmu¨ller, Phys. Rev. B 54, 11169 (1996).
37J.-S. Park, J.-H. Yang, K. Ramanathan, and S.-H. Wei, Applied
Physics Letters 105, 243901 (2014).
38J.-S. Park, Y.-K. Jung, K. T. Butler, and A. Walsh, arXiv
preprint arXiv:1808.00359 (2018).
39S. Giraldo, E. Saucedo, M. Neuschitzer, F. Oliva, M. Placidi,
X. Alcobe´, V. Izquierdo-Roca, S. Kim, H. Tampo, H. Shibata,
A. Pe´rez-Rodr´ıguez, and P. Pistor, Energy & Environmental
Science (2018), 10.1039/C7EE02318A.
40T. Ito, Japanese journal of applied physics 37, L1217 (1998).
41E. Chagarov, K. Sardashti, A. C. Kummel, Y. S. Lee, R. Haight,
and T. S. Gershon, The Journal of Chemical Physics 144, 104704
(2016).
42M. Murayama and T. Nakayama, Physical Review B 49, 4710
(1994).
43J. Sun, A. Ruzsinszky, and J. P. Perdew, Phys. Rev. Lett. 115,
036402 (2015).
44W. N. Shafarman, S. Siebentritt, and L. Stolt, in Handbook
of Photovoltaic Science and Engineering, Vol. 346, edited by
A. Luque and S. Hegedus (John Wiley & Sons, Ltd, Chichester,
UK, 2011) Chap. 13. Cu(InGa)Se2 Solar Cells, pp. 546–599.
45A. A. Mostofi, J. R. Yates, G. Pizzi, Y.-S. Lee, I. Souza, D. Van-
derbilt, and N. Marzari, Computer Physics Communications
185, 2309 (2014).
46A. Fonari and C. Sutton, “Effective mass calculator,” (2012).
47H.-R. Liu, S. Chen, Y.-T. Zhai, H.-J. Xiang, X.-G. Gong, and
S.-H. Wei, Journal of Applied Physics 112, 093717 (2012).
48Z. Su, J. M. R. Tan, X. Li, X. Zeng, S. K. Batabyal, and L. H.
Wong, Advanced Energy Materials 5, 1500682 (2015).
