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Abstract
We consider a semi-scale invariant version of the Poisson cylinder model which
in a natural way induces a random fractal set. We show that this random fractal
exhibits an existence phase transition for any dimension d ≥ 2, and a connectivity
phase transition whenever d ≥ 4. We determine the exact value of the critical point
of the existence phase transition, and we show that the fractal set is almost surely
empty at this critical point.
A key ingredient when analysing the connectivity phase transition is to consider
a restriction of the full process onto a subspace. We show that this restriction results
in a fractal ellipsoid model which we describe in detail, as it is key to obtaining our
main results.
In addition we also determine the almost sure Hausdorff dimension of the fractal
set.
1 Introduction and statement of results
This paper introduces a random fractal model which we call the fractal cylinder model.
Informally speaking, the fractal cylinder model is a scale invariant version of the so-
called Poisson cylinder model. Percolation aspects of the Poisson cylinder model was
first studied in [24] where it was shown that the vacant set undergoes a non-trivial
percolative phase transition in dimensions d ≥ 4, while the analogous result for when
d = 3 was established in [12]. Later, it was established in [7] that the occupied set does
not undergo a similar phase transition in any dimension. In contrast, it was shown that
for any d ≥ 2 any two cylinders will be connected by using at most d− 2 other cylinders
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of the process. The Poisson cylinder model was previously studied in connection with
stochastic geometry, see for example [20].
The fractal version that we study here is a natural generalization of classical models
such as the Mandelbrot fractal percolation model (see [9]) and the class of Poissonian
random fractal models (see [5]) generated by bounded subsets of Rd. A key difference
between the previously mentioned models and the fractal cylinder model is that the
random objects generating the fractal are here unbounded. This introduces infinite
range dependencies which has been absent in all previous random fractal models. In the
non-fractal case, many such extensions of classical models have been recently studied.
Such extensions include the Poisson cylinder model mentioned above, but also the so-
called random interlacement model (introduced in [21]) and the Brownian interlacement
model (introduced in [22]).
There are many natural questions to ask about random fractals. In this paper we
focus on the study of phase transitions and Hausdorff dimensions. In order to state
our main results we first need to give an informal explanation of our model (see further
Section 2 where we give a formal definition with details).
Let A(d,1) denote the space of lines in Rd, and let νd be the unique measure (up
to scaling) on A(d,1) which is invariant under the isometries of Rd. Then, consider the
space A(d,1) × (0,1] and let
ω =
∑
i≥1
δ(Li,ri)
be a locally finite Poisson point process with intensity measure
λνd × I(0 < r ≤ 1)r−ddr, λ > 0,
and let Pλ denote the corresponding law. Often, we will suppress λ from the notation
and write P instead of Pλ. Here δ(L,r) denotes point measure at (L,r) ∈ A(d,1) × (0,1].
We let
V = V(ω) = Rd \
⋃
(L,r)∈ω
L+B(o,r)
denote the vacant set of the fractal cylinder process.
As the parameter λ > 0 varies, the random fractal model exhibits several phase
transitions. The first that we shall consider is between the empty phase (i.e. where V = ∅
a.s.) and the non-empty phase where P(V 6= ∅) > 0. The critical value corresponding to
this phase transition is denoted by λe and is defined by
λe := inf {λ > 0 : Pλ (V = ∅) = 1} . (1)
We refer to this phase transition as the existence phase transition. We observe that one
can also consider similar phase transitions of the model restricted to subspaces. Indeed,
if we let Hk := R
k × {0}d−k and we define
λe(d,k) := inf {λ > 0 : Pλ (V ∩Hk = ∅) = 1} ,
then our main result concerning λe(d,k) is as follows.
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Theorem 1.1. For any d ≥ 2 and k ∈ {1, . . . ,d} we have that λe(d,k) = k and
Pλe(d,k)(V ∩Hk = ∅) = 1.
Remark 1.2. Theorem 1.1 determines the value of λe(d,k). Furthermore, it states that
at the critical value of this phase transition, the model is in the empty phase.
The corresponding result has been established for a general class of models in [4].
However, in that paper the objects generating the random fractal had a diameter of at
most one, while here the cylinders are obviously unbounded. Historically, the type of
result covered by Theorem 1.1 was considered first by Shepp (see [19]) in 1972.
The second phase transition that we will study is the so-called connectivity phase
transition. The critical value of this phase transition is defined by letting
λc := inf {λ > 0 : Pλ (V is totally disconnected) > 0} . (2)
Some of the earliest results related to the study of this phase transition obtained in [9]
and [15] where the so-called Mandelbrot fractal percolation model was studied. Among
other results, it was proven that the critical parameter value was non-trivial. Later, this
phase transition was studied for general Poissonian random fractal models with bounded
generating sets in [5]. There, the main result was that at the critical threshold, the models
were in the connected phase. However, the fact that we are working with unbounded
generating objects makes the study of this phase transition much more complicated. Our
main result concerning the connectivity phase transition is the following theorem.
Theorem 1.3. For d ≥ 4, we have that λc ∈ (0,∞). When d = 3, then for any λ > 0,
V ∩ H2 almost surely does not contain any connected components while for d = 2, we
have that λc = 0.
Remark 1.4. Obviously, Theorem 1.3 is incomplete in that we do not establish the full
result when d = 3.
There is a difference between a set being topologically connected and being path
connected. In this paper, whenever we refer to a set being connected, we mean in
the topological sense. However, we mention the paper [15] where it is proven that
for the Mandelbrot fractal percolation model, the set is path connected whenever it is
topologically connected. It is an open question whether this also holds for our model.
The intersection of the non-fractal and the fractal cylinder process with Hk both
induces a collection of random sets in Rk. These induced processes are then used in
order to obtain a proof of Theorem 1.3. We anticipate that these induced processes will
be useful for further studies of the fractal cylinder process, and therefore we chose to state
our main results concerning them here. The result concerns both the fractal cylinder
process (described above) as well as the regular (i.e. non-fractal) cylinder process. This
process is a random collection of cylinders generated by first picking lines L ∈ A(d,1)
using λνd as the intensity measure, and then placing a cylinder c(L,r) of radius r around
each such line. Here we let Eko denote the set of ellipsoids centred at the origin o, and
we let ℓk denote k-dimensional normalized Hausdorff measure (see further Section 2.1).
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Theorem 1.5. Consider the Poisson cylinder model in Rd with cylinder radius r. The
restriction of this cylinder process to the subspace Hk where k ∈ {1, . . . ,d−1} is a Poisson
process of ellipsoids with intensity measure
λℓk × ξk,r. (3)
Here, ξk,r is a measure on E
k
o given by (55). Furthermore, the restriction of the fractal
cylinder process to Hk is a Poisson process with intensity measure
λℓk × ξk, (4)
where
ξk(·) =
∫ 1
0
ξk,r(·)r−ddr.
Remark 1.6. Informally, Theorem 1.5 states that the induced model (3) can be described
in the following way. The centres of the shapes are picked according to a Poisson process
with Lebesgue measure on Rk as the intensity measure, while the actual shapes are then
given by the measure ξk,r which is supported on ellipsoids. Therefore, Theorem 1.5
determines the intuitive fact that the induced model is indeed an ellipsoid model, and it
also gives an explicit description of this model. This description (i.e. 55) is postponed
until Section 6, as defining it here would require too much space. Apart from its intrinsic
value, Theorem 1.5 will also be used when proving Theorem 1.3.
It should be noted that although we write ξk,r, it also depends on the dimension d.
The reason for not writing e.g. ξd,k,r is that we think of d as being fixed, and so adding
it to the notation throughout the paper would be unnecessarily cumbersome. See also
the comment just below (55).
The last of our main result concerns the Hausdorff dimension (see Section 2.1 for a
short overview) of the random fractal set V.
Theorem 1.7. For any λ < k we have that
P(dimH(V ∩Hk) = k − λ) = 1.
Remark 1.8. As we will see, there is some overlap between Theorem 1.1 and Theorem
1.7. This is discussed in further details in Remark 4.2.
The rest of the paper is structured as follows. In Section 2 we establish notation
and define the models that we study in this paper. In Section 3, we study the existence
phase transition and prove Theorem 1.1 while in Section 4 we establish the almost sure
Hausdorff dimension of the set V by proving Theorem 1.7. It turns out that while the
standard representation (see Section 2.3) of the invariant line process is very useful for
the study of the cylinder fractal model in dimension d, it is not suitable for the study of
the restriction of said process onto Hk. This is why we in Section 5 find an alternative
representation which will be useful to us. This representation is then used in Section
6 to establish Theorem 1.5. The only main result that is left to prove deals with the
4
The fractal cylinder process Broman, Elias, Mussini, Tykesson
connectivity phase transition. For this, we will use Theorem 1.5 to couple the induced
ellipsoid model with a more standard model, namely the so-called fractal ball model (see
for instance [14], [5] and [8]). However, in order to do this we will need to carefully
analyse certain statistics of the induced ellipsoid model, and this is done in Section 7.
Finally, the coupling with the fractal ball model is performed in Section 8, and this will
be used to prove Theorem 1.3 when d ≥ 4.
2 Models and definitions
In this section, we define the models we study in this paper, and in addition, we introduce
much of the notation we shall use later.
2.1 Hausdorff measure and Fractal dimensions
In this subsection we will briefly discuss the concept of Hausdorff measures and Hausdorff
dimension, see [10] for further details.
For F ⊂ Rd, we define the s-dimensional Hausdorff measure of F to be
Hs(F ) := lim
δ→0
inf
{ ∞∑
i=1
diam(Ui)
s : {Ui}i≥1 is a δ-cover of F
}
,
where {Ui}i≥1 is a δ-cover of F if diam(Ui) ≤ δ for every i ≥ 1 and F ⊂
⋃∞
i=1 Ui. We
then define the normalized Hausdorff measure ℓk(·) := cHk(·) where the constant c is
chosen so that ℓk([0,1]
k × {0}d−k) = 1. When constructed is this way, the measure ℓk is
a measure on Rd. However, it will be convenient to not reference this fact. Thus we will
write ℓk([0,1]
k) or ℓd−1(S) if S is a d− 1-dimensional surface in Rd etc.
Next, the Hausdorff dimension of the set F is defined to be
dimH(F ) := inf{s > 0 : Hs(F ) = 0} = sup{s > 0 : Hs(F ) =∞}.
2.2 General notation
Throughout, if A ⊂ Rd, we let Ar be the closed r-neighbourhood of A. Furthermore, the
L2-norm on Rd is denoted by ‖ · ‖ so that B(x,r) = {y ∈ Rd : ‖y − x‖ ≤ r} is the closed
ball centred at x and with radius r. In a few places it will be important to emphasize the
dimension d, and in those places we shall write Bd(x,r) in place of B(x,r). Recall that
for k ∈ {1, . . . , d− 1} we define Hk to be Rk × {0}d−k. With a slight abuse of notation,
we will routinely identify Hk with R
k. We let e1, . . . ,ed denote the standard basis of R
d.
The unit sphere in Rd is the boundary of B(o,1), and we denote this by ∂B(o,1).
The following expression will surface often, and so we let
ψd−1 := ℓd−1(∂Bd(o,1)) =
2πd/2
Γ(d/2)
. (5)
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We note for future reference that
ℓd(B
d(o,1)) =
πd/2
Γ(1 + d/2)
=
ψd−1
d
(6)
and that
ψl+1 =
2π
l
ψl−1. (7)
We use the following convention for constants. With c and c′ we denote strictly
positive constants which might only depend on the dimensions d and k ≤ d. Its value
might change from place to place. If a constant depend on other quantities than d or
k, this will be indicated. For example, c(λ) stands for a constant depending on k,d and
λ. Numbered constants C1, . . . ,C3 and c1, . . . c10 are defined where they first appear and
keep their values throughout the paper.
2.3 Lines and cylinders
Let A(d,1) be the set of all bi-infinite lines in Rd, and let G(d,1) be the set of of all bi-
infinite lines in Rd containing the origin. That is, A(d,1) is the set of all 1-dimensional
affine subspaces of Rd, while G(d,1) is the set of all 1-dimensional linear subspaces of
Rd. For any measurable set A ⊂ Rd we let LA denote the set of lines that intersects A,
that is LA = {L ∈ A(d,1) : L ∩ A 6= ∅}. For A,B ⊂ Rd, let LA,B = LA ∩ LB be the set
of lines intersecting both A and B. On A(d,1) there is a unique (up to constants) Haar
measue, which we denote by νd. Furthermore, we shall assume that νd is normalized
so that νd(LB(o,1)) = 1. We can identify a line L ∈ G(d,1) with the unique point on
the upper hemisphere (i.e. where the first coordinate is positive) ∂B+(o,1) which L
intersects. With this in mind we see that the uniform measure on G(d,1) is simply a
multiple of the surface measure on ∂B(o,1), i.e.
2dℓd−1(L)
ψd−1
. (8)
The following is a standard representation of the measure νd (see [18] Theorem 13.2.12
p.588). For any measurable A ⊂ Rd we have that
νd(LA) = 4π
ψdψd−1
∫
G(d,1)
∫
L⊥
I(L+ y ∈ LA)dℓd−1(y)dℓd−1(L), (9)
where here and in the future, I(·) denotes an indicator function.
Note that if A = Bd(o,1), then for any fixed L,∫
L⊥
I(L+ y ∈ LBd(o,1))dℓd−1(y) = ℓd−1(Bd−1(o,1)) =
ψd−2
d− 1 =
ψd
2π
,
where we used (7). Combining this with (8) and (9), we see that νd(LB(o,1)) = 1 as
desired.
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For L ∈ A(d,1) and r > 0, we let c(L,r) denote the open cylinder of base-radius r
centred at L:
c(L,r) = {x ∈ Rd : ‖x− L‖ < r}.
We now state two basic result that we shall make frequent use of in the rest of the
paper. The proof of the following lemma is an elementary exercise using (9) and can be
found in [6].
Lemma 2.1. Let r > 0 and A ⊂ Rd be a measurable set. We have that
a) for any c > 0, νd (LcA) = cd−1νd (LA),
b) νd
(LB(x,r)) = rd−1,
c) νd
(LB(x,r),B(y,r)) = rd−1νd (LB(x′,1),B(y′,1)),
where (x′,y′) is any pair of points such that ‖x− y‖ = r‖x′ − y′‖.
The next Lemma gives us estimates for the measure of the set of lines intersecting
two distant balls. The proof can be found in [24].
Lemma 2.2. Let x1,x2 ∈ Rd. Then there exists constants c1 and c2 depending only on
d such that
c1
‖x1 − x2‖d−1 ≤ νd
(LB(x1,1),B(x2,1)) ≤ c2‖x1 − x2‖d−1 ,
for every pair x1,x2 such that ‖x1 − x2‖ ≥ 4.
Next, we describe the parametrization of lines which we will use in this paper. Given
(a,p) ∈ (Rd−1×{1})×(Rd−1×{0}), we let L(a,p) := {at+p : t ∈ R}. Observe that L(·,·)
is a bijection between (Rd−1 × {1}) × (Rd−1 × {0}) and A˜(d,1), where A˜(d,1) is the set
of lines in A(d,1) not parallel to Hd−1. Since νd(A(d,1) \ A˜(d,1)) = 0, we can disregard
lines in A(d,1) \ A˜(d,1) and therefore the discrepancy between A(d,1) and A˜(d,1) will
hereafter be ignored. Note that the line L(a,p) intersects Hd−1 at the point p, and the
vector a describes the direction of the line.
For reasons that will be clear later, we will often consider different parts of the
vectors a and p separately. First, we write a = (a1, . . . ,ad−1,1) and p = (p1, . . . ,pd−1,0).
For k ∈ {1, . . . ,d − 1}, we then let a(k) := (a1, . . . ak), a(k) := (ak+1, . . . ,ad−1), p(k) :=
(p1, . . . pk) and p
(k) := (pk+1, . . . ,pd−1). With a slight abuse of notation, we then have
a = (a(k),a
(k),1) and p = (p(k),p
(k),0). Note that if k = d − 1, then both a(k) and p(k)
are empty. Depending on the situation, we will write L, L(a,p) or L(a(k),a
(k),p(k),p
(k)).
Using the above described parametrization of lines, νd can be represented as follows.
For any measurable A ⊂ Rd,
νd(LA) = Υd
∫
{(a,p) :L(a,p)∈A}
1
‖a‖d+1 da(k)da
(k)dp(k)dp
(k) (10)
where
Υd =
4π
ψdψd−1
. (11)
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The representation (10) is found on p.211 in [17] for the case d = 3. Since we could not
locate a reference for the case of general d ≥ 3, we provide a proof in Section 5.
We note that (9) is useful when performing calculations in the full space Rd. For
example, it is used when proving results such as Lemmas 2.1 and 2.2. However, in the
latter part of this paper we will focus on restrictions of the cylinder process to subspaces
Hk, and for this, (10) will be more suitable. Indeed, it is essential when proving Theorem
1.5 and therefore also for the proof of Theorem 1.3.
2.4 Ellipsoids
The set of all open ellipsoids in Rk will be denoted by Ek while the subset of Ek consisting
of ellipsoids centered at the origin will be denoted by Eko . The letters E and E will
typically refer to an ellipsoid and a collection of ellipsoids respectively. For E ∈ Ek, let
cent(E) be the center of E. Moreover, let Eo = E − cent(E) ∈ Eko . Since an ellipsoid
E ∈ Ek is uniquely determined by the pair (cent(E),Eo) ∈ Rk × Eko , we will in what
follows often identify Ek with Rk × Eko . If L ∈ LHrk , then the intersection c(L,r) ∩ Hk
induces an ellipsoid in Rk as follows. Define the map Ek by
Ek(·,·) : A(d,1) × (0,1] → Ek
(L,r) 7→ c(L,r) ∩Hk. (12)
The fact that Ek(L,r) is indeed an ellipsoid in R
k is proved in Lemma 6.1. For conve-
nience, we will let Ek(L,r) = ∅ whenever L 6∈ LHrk .
2.5 The Poisson cylinder model
As mentioned in the introduction, we will discuss our results in connection with the
standard Poisson cylinder model in Section 7.4 so we give its definition before giving the
definition of the fractal Poisson cylinder modell. We define the following space of point
measures on A(d,1):
Ω̂ =
ωˆ =∑
i≥1
δLi : Li ∈ A(d,1), ωˆ(LK) <∞, for every compact K ⊂ Rd
 . (13)
where δL denotes point measure at L. By a minor abuse of notation, we shall not
distinguish the random measure ωˆ ∈ Ω̂ and its support supp(ωˆ) ⊂ A(d,1). Similar
comments apply below.
Let λ ∈ [0,∞) and let P̂λ denote the law of a Poisson point process on Ω̂ with intensity
measure λνd. In the Poisson cylinder model with intensity λ and radius r ≥ 0, we first
choose ωˆ from Ω̂ according to P̂λ. Then, around each line in ωˆ, we center a cylinder of
base-radius r and consider the random set Ĉ of Rd consisting of the union of all these
cylinders:
Ĉ = Ĉ(ωˆ) =
⋃
L∈ωˆ
c(L,r),
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and the corresponding vacant set V̂ = Rd \ Ĉ. In Section 7.4 we describe how to use
results obtained in this paper to give an alternative proof of a result from [24] concerning
percolation in V̂.
2.6 The fractal Poisson cylinder model
We now introduce the object of main interest in this paper: the fractal Poisson cylinder
model. Consider the space of point measures on A(d,1) × (0,1]:
Ω = {ω =
∑
i≥1
δ(Li,ri) where (Li,ri) ∈ A(d,1) × (0,1]
and ω(LK ×K ′) <∞ for all compact K ⊂ Rd,K ′ ⊂ (0,1]}.
For λ > 0, we let Pλ denote the law of a Poisson process on Ω with intensity measure
λνd × ̺s where ̺s is a measure on (0,1] defined by
d̺s(r) = I(0 < r ≤ 1)r−ddr. (14)
Let K ⊂ Rd, and consider the set LK × (b,c] with 0 < b < c ≤ 1. For ǫ > 0, we observe
that it follows from (9) that νd(LǫK) = ǫd−1νd(LK). Therefore, for 0 < ǫ ≤ 1/c we have
that
νd × ̺s(LǫK × (ǫb,ǫc]) = νd(LǫK)
∫ ǫc
ǫb
r−ddr
= ǫd−1νd(LK)ǫ
1−d(c1−d − b1−d)
1− d = νd(LK)
∫ c
b
r−ddr = νd × ̺s(LK × (b,c]),
where we used Lemma 2.1 part a) in the second equality. It follows that νd×̺s is a semi-
scale invariant measure (it is semi-scale invariant rather than fully scale invariant since
there is an upper cut off on the radius of the cylinders). As above, we will frequently
abuse notation and write (L,r) ∈ ω rather than (L,r) ∈ supp (ω).
Given ω picked according to Pλ, we then define the covered region as
C(ω) =
⋃
(Li,ri)∈ω
c(Li,ri),
and the vacant region as
V(ω) = Rd \ C(ω).
We shall often write simply C in place of C(ω) in place of and similarly for V. Note
that it follows from the semi-scale invariance that P(o ∈ V) = 0, and so the set V is a
(semi-)scale invariant fractal set.
9
The fractal cylinder process Broman, Elias, Mussini, Tykesson
2.7 A 0-1 law
Let Tt denote a shift in the direction of t ∈ Rd. Then, let St : Ω → Ω be the induced
transformation defined by the equation
Stω =
⋃
(L,r)∈ω
δ(L+t,r).
Then, for any measurable event F ⊂ A(d,1) × (0,1] we define St(F ) :=
⋃
ω∈F St(ω).
Furthermore, an event is called shift-invariant if for any t ∈ Rd, we have that St(F ) = F .
We have the following result.
Lemma 2.3. For any shift invariant event F we have that
P(F ) ∈ {0,1}.
Since the proof of Lemma 2.3 follows by standard methods (combined with elementary
properties of the cylinder process) we refer the reader to Appendix A.
3 The existence phase transition
The purpose of this section is to prove Theorem 1.1. The general strategy of the proof
is similar to the one used in [8], and we will prove Theorem 1.1 by considering a lower
and upper bound on λe separately. The lower bound is given in Proposition 3.3 and and
its proof uses a second moment method. The upper bound is dealt with in Proposition
3.5 and is basically a first moment approach. However, some extra steps are needed in
order to establish that the random fractal dies out at the critical point.
We will now introduce some notation that is used in this section. First, let
χkn :=
{
x+ [0,2−n]d : x ∈
(
2−nZk × {0}d−k
)
∩ [0,1− 2−n]d
}
,
so that χkn contains 2
kn d-dimensional sub-boxes of [0,1]k × [0,2−n]d−k with side length
2−n and with non-overlapping interior. For any k, we will call an element X ∈ χkn a level
n box. Furthermore, let
ωn := {(L,r) ∈ ω : 2−n ≤ r ≤ 1}
and define
Vn := Rd \
⋃
(L,r)∈ωn
c(L,r).
We immediately see that Vn ↓ V. Furthermore, for 0 ≤ m < n we define
Vm,n = Rd \
⋃
(L,r)∈ωn\ωm
c(L,r).
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Next, let
mkn := {X ∈ χkn : ∄(L,r) ∈ ωn such that c(L,r) ∩X 6= ∅},
be the set of level n boxes in χkn that are untouched by the Poisson process ωn. Moreover,
let
Mkn := {X ∈ χkn : ∄(L,r) ∈ ωn such that X ⊂ c(L,r)}
be the set of level n boxes in χkn not covered by a single cylinder.
Our first result is a proposition which establishes a number of preliminary estimates.
These will be useful when we prove Theorem 1.1, and also for proving Theorem 1.7.
Proposition 3.1. For all 1 ≤ k ≤ d, X ∈ χkn and x,y ∈ [0,1]d we have that
a) P(X ∈ mkn) ≥ e−λC12−λn;
b) P(x ∈ Vn) = 2−λn;
c) P(x,y ∈ Vn) ≤ eλC22−2λn‖x− y‖−λ;
d) P(X ∈Mkn) ≤ eλC32−λn whenever 2−n
√
d ≤ 1.
Here, C1,C2 and C3 are constants depending on d only.
Proof. We will prove the statements in order.
Part a): Begin by noting that for any X ∈ χkn we have that P(X ∈ mkn) = P([0,2−n]d ∈
mkn) by translation invariance. Moreover, [0,2
−n]d ⊂ B(o,2−n√d) since B(o,2−n√d) is a
closed ball. Therefore, if the box [0,2−n]d is hit by a cylinder, then the ball B(o,2−n
√
d)
must also be hit by the same cylinder. Hence,
P([0,2−n]d ∈ mkn) ≥ P
({
(L,r) ∈ ωn : B(o,2−n
√
d) ∩ c(L,r) 6= ∅
}
= ∅
)
.
Now, by Lemma 2.1 part b),
P
(
{(L,r) ∈ ωn : B(o,2−n
√
d) ∩ c(L,r) 6= ∅} = ∅
)
(15)
= exp
(
−λνd × ̺s
(
(L,r) ∈ ωn : B(o,2−n
√
d) ∩ c(L,r) 6= ∅
))
= exp
(
−λ
∫ 1
2−n
νd
(
LB(o,r+2−n√d)
)
r−ddr
)
= exp
(
−λ
∫ 1
2−n
(
r + 2−n
√
d
)d−1
r−ddr
)
.
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We have that ∫ 1
2−n
(
r + 2−n
√
d
)d−1
r−ddr (16)
=
∫ 1
2−n
d−1∑
i=0
(
d− 1
i
)
rd−i−1(2−n
√
d)ir−ddr
=
d−1∑
i=0
(
d− 1
i
)
(2−n
√
d)i
∫ 1
2−n
r−1−idr
= n log 2 +
d−1∑
i=1
di/2
(
d− 1
i
)(
1
i
− 2
−ni
i
)
(17)
≤ n log 2 +
d−1∑
i=1
di/2
i
(
d− 1
i
)
= n log 2 + C1.
Plugging this into (15) gives the desired result.
Part b): Using Lemma 2.1 part b),
P(x ∈ Vn) = exp
(
−λ
∫ 1
2−n
∫
A(d,1)
I({L ∈ A(d,1) : x ∈ c(L,r)})dνd(L)d̺s(r)
)
= exp
(
−λ
∫ 1
2−n
νd(LB(x,r))r−ddr
)
= exp
(
−λ
∫ 1
2−n
r−1dr
)
= 2−λn.
Part c): Let Pnx = {(L,r) ∈ A(d,1) × (2−n,1] : x ∈ c(L,r)} denote the set of cylinders
with radii in (2−n,1] that covers the point x. We have that
P(x, y ∈ Vn) (18)
= P({(L,r) ∈ ωn : x ∈ c(L,r)} = ∅,{(L,r) ∈ ωn : y ∈ c(L,r)} = ∅)
= exp
(−λνd × ̺s (Pnx ∪ Pny )) = exp(−λ(2νd × ̺s(Pnx )− νd × ̺s(Pnx ∩ Pny )))
= 2−2λnexp(λνd × ̺s(Pnx ∩ Pny )),
where we used translation invariance and part b) of the current lemma. We now turn
our attention to νd × ̺s(Pnx ∩ Pny ). As before, note that
νd × ̺s(Pnx ∩ Pny ) =
∫ 1
2−n
∫
A(d,1)
I
(Pnx ∩ Pny ) dνd(L)d̺s(r) (19)
=
∫ 1
2−n
νd
(LB(x,r),B(y,r)) d̺s(r) = ∫ 1
2−n
rd−1νd(LB(x′,1),B(y′,1))r−ddr,
where we used Lemma 2.1 part c) and where x′, y′ are such that ‖x′ − y′‖ = ‖x− y‖/r.
Because of this, we have that for fixed x, y the “effective” distance ‖x′− y′‖ will be large
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whenever r is small. Furthermore, if r ≤ ‖x− y‖/4, then ‖x′ − y′‖ = ‖x− y‖/r ≥ 4 and
in this case we can use Lemma 2.2 to obtain that
νd
(LB(x′,1),B(y′,1)) ≤ c2‖x′ − y′‖1−d.
It is therefore natural to split the integral on the right hand side of (19) into two parts.
The first integral will be over small r so that x′, y′ are well separated, while the second
integral part is over larger r. Now, if ‖x− y‖ ≥ 22−n we can write∫ 1
2−n
r−1νd
(LB(x′,1),B(y′,1)) dr (20)
=
∫ ‖x−y‖/4
2−n
r−1νd
(LB(x′,1),B(y′,1)) dr + ∫ 1
‖x−y‖/4
r−1νd
(LB(x′,1),B(y′,1)) dr.
By Lemma 2.2 we have that νd
(LB(x′,1),B(y′,1)) ≤ c2‖x′−y′‖1−d = c2‖x−y‖1−drd−1 and
then ∫ ‖x−y‖/4
2−n
r−1νd
(LB(x′,1),B(y′,1)) dr ≤ c2‖x− y‖1−d ∫ ‖x−y‖/4
2−n
rd−2dr (21)
=
c2
d− 1‖x− y‖
1−d
((‖x− y‖
4
)d−1
− 2−n(d−1)
)
≤ c2
(d− 1)4d−1 .
We will now provide a bound to the second term in the right hand side of Equation
(20). Start by noting that LB(x′,1),B(y′,1) ⊂ LB(x′,1) and νd(LB(x′,1)) = 1 so that
νd(LB(x′,1),B(y′,1)) ≤ 1. Therefore∫ 1
‖x−y‖/4
r−1νd
(LB(x′,1),B(y′,1)) dr ≤ ∫ 1
‖x−y‖/4
r−1dr = − log(‖x− y‖/4). (22)
Using Equations (20), (21) and (22) we conclude that∫ 1
2−n
r−1νd
(LB(x′,1),B(y′,1)) dr ≤ c2(d− 1)4d−1 − log(‖x− y‖/4). (23)
On the other hand, if ‖x − y‖ < 22−n then ‖x − y‖/4 < 2−n, and so we can estimate
(20) by ∫ 1
2−n
r−1νd
(LB(x′,1),B(y′,1)) dr
≤
∫ 1
‖x−y‖/4
r−1νd
(LB(x′,1),B(y′,1)) dr ≤ − log(‖x− y‖/4),
where the last inequality comes from (22). Thus, we see that (23) holds for all ‖x−y‖ > 0.
Combining (18), (19) and (23) we obtain
P(x, y ∈ Vn) (24)
≤ 2−2λnexp
(
λ
(
c2
(d− 1)4d−1 − log(‖x− y‖/4)
))
= eλC22−2λn‖x− y‖−λ,
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as desired.
Part d): We now assume that 2−n
√
d ≤ 1. Let p be the center point of the box X.
Clearly, if X is not covered by a single cylinder, then the ball B(p,2−n
√
d) circumscribing
it cannot be covered by a single cylinder. Furthermore, note that B(p,2−n
√
d) ⊂ c(L,r)
is equivalent to the condition that L intersects the ball B(p,r − 2−n√d). Therefore,
P(X ∈Mkn) ≤ P
(
{(L,r) ∈ ωn : B(p,2−n
√
d) ⊂ c(L,r)} = ∅
)
= exp
(
−λ
∫ 1
2−n
νd
(
LB(p,r−2−n√d)
)
r−ddr
)
= exp
(
−λ
∫ 1
2−n
√
d
(
r − 2−n
√
d
)d−1
r−ddr
)
.
Now, note that ∫ 1
2−n
√
d
(
r − 2−n
√
d
)d−1
r−ddr
=
∫ 1
2−n
√
d
(
d−1∑
i=0
(
d− 1
i
)
rd−1−i
(
−2−n
√
d
)i)
r−ddr
= n log 2− log d
2
+
d−1∑
i=1
(
d− 1
i
)
(−1)i
i
(1− 2−indi/2)
≥ n log 2− log d
2
−
d−1∑
i=1
i odd
(
d− 1
i
)
1
i
= n log 2− C3.
Thus we have that,
P(X ∈Mkn) ≤ exp (−λn log 2 + λC3) = eλC32−λn,
as desired.
Remark 3.2. Although we do not need to know the values of C1,C2 and C3 for the results
of this paper, we observe for possible future reference that
C1 =
d−1∑
i=1
di/2
i
(
d− 1
i
)
, C2 =
c2
(d− 1)4d−1 + log 4 and C3 =
log d
2
+
d−1∑
i=1
i odd
(
d− 1
i
)
1
i
.
(25)
Throughout the rest of this section and Section 2.1, it will be convenient to use the
notation Vk := V ∩ ([0,1]k × {0}d−k) and Vkn := Vn ∩ ([0,1]k × {0}d−k). We will also let
Vkm,n := Vm,n ∩ ([0,1]k × {0}d−k) when m < n.
We are ready to prove the following proposition which provides us with one direction
of Theorem 1.1.
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Proposition 3.3. For d ≥ 2 and any 1 ≤ k ≤ d, we have that λe(d,k) ≥ k.
Proof. Start by noting that since the cylinders in the process are open sets, the sets Vkn
are compact for all n. Moreover, we have that Vkn ⊃ Vkn+1 for every n. Therefore we
conclude that if mkn 6= ∅ for infinitely many n ≥ 1, then Vkn 6= ∅ for every n ≥ 1. It then
follows by compactness that
Vk =
∞⋂
n=1
Vkn 6= ∅.
Thus, if we prove that for any λ < k,
P(|mkn| > 0 infinitely often) ≥ c > 0, (26)
where c depends only on λ and d, we would get that Vk 6= ∅ with positive probability,
as desired (here | · | stands for cardinality).
Observe that by the reverse Fatou’s Lemma,
P(|mkn| > 0 infinitely often) ≥ lim supP(|mkn| > 0),
and so it suffices to show that there exists c = c(λ) > 0 such that
P(|mkn| > 0) ≥
E(|mkn|)2
E (|mkn|2)
≥ c
uniformly in n (where we used the second moment method for the first inequality).
It follows from part a) of Proposition 3.1 that
E(|mkn|) = 2nkP([0,2−n]d ∈ mkn) ≥ e−λC12(k−λ)n. (27)
We proceed to provide an upper bound to E(|mkn|2). We have that
E(|mkn|2) =
∑
X1,X2∈χkn
P(X1,X2 ∈ mkn).
We split the sum into two parts:∑
X1,X2∈χkn
P(X1,X2 ∈ mkn) (28)
=
∑
X1,X2∈χkn
‖p1−p2‖≤2−n+2
P(X1,X2 ∈ mkn) +
∑
X1,X2∈χkn
‖p1−p2‖>2−n+2
P(X1,X2 ∈ mkn),
where pi = pi(Xi) is the center point of the box Xi. This split will be necessary because
the techniques used to bound P(X1,X2 ∈ mkn) depends on the distance between the
boxes. In order to provide an upper bound to P(X1,X2 ∈ mkn) we only need to provide
an upper bound to the probability that the center points p1, p2 of the boxes X1,X2 are
not hit by any cylinders in ωn. In fact, any pair of points (pi,pj) ∈ X1 ×X2 would do.
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We will begin by providing a bound to the first sum on the right hand side of (28).
Note that ∑
X1,X2∈χkn
‖p1−p2‖≤2−n+2
P(X1,X2 ∈ mkn) ≤
∑
X1∈χkn
∑
X2∈χkn
‖p1−p2‖≤2−n+2
P(X2 ∈ mkn).
For a fixed X1 (and therefore fixed p1), there are at most 9
k different X2 ∈ χkn (or
centres p2) such that ‖p1 − p2‖ ≤ 2−n+2 (there can be fewer if for instance X1 =
[0,2−n]k × {0}d−k). Therefore we can use Proposition 3.1 part b) to see that∑
X2∈χkn
‖p1−p2‖≤2−n+2
P(X2 ∈ mkn) ≤ 9kP(X2 ∈ mkn) ≤ 9kP(p2 ∈ Vn) = 9k2−λn.
Hence, ∑
X1,X2∈χkn
‖p1−p2‖≤2−n+2
P(X1,X2 ∈ mkn) ≤ 9k2(k−λ)n, (29)
since we have 2kn possible choices for X1.
We now turn our attention to the second sum in the right hand side of (28). Observe
therefore that for fixed X1 we have that
∑
X2∈χkn
‖p1−p2‖>2−n+2
P(X1,X2 ∈ mkn) ≤
n−1∑
l=2
∑
X2∈χkn
2l2−n<‖p1−p2‖≤2l+12−n
P(p1, p2 ∈ Vn),
and that the number of X2 ∈ χkn satisfying 2l2−n < ‖p1−p2‖ ≤ 2l+12−n can be bounded
by
(2 · 2l+1 + 1)k − (2 · 2l + 1)k ≤ 3k2kl+k ≤ 9k2kl.
Therefore, we can use part c) of Proposition 3.1 to conclude that
∑
X1,X2∈χkn
‖p1−p2‖≥2−n+2
P(X1,X2 ∈ mkn) ≤ 2kn
n−1∑
l=2
∑
X2∈χkn
2l2−n<‖p1−p2‖≤2l+12−n
P(p1, p2 ∈ Vn) (30)
≤ 2kn
n−1∑
l=2
9k2kleλC22−2λn(2l2−n)−λ = eλC29k2(k−λ)n
n−1∑
l=2
(2k−λ)l ≤ e
λC29k
2k−λ − 12
2(k−λ)n.
Using (28), (29) and (30) we get that
E(|mkn|2) =
∑
X1,X2∈χkn
P(X1,X2 ∈ mkn) ≤ 9k2(k−λ)n +
eλC29k
2k−λ − 12
2(k−λ)n.
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We combine this with (27) to conclude that
P(|mkn| > 0) ≥
E(|mkn|)2
E (|mkn|2)
≥ e
−2λC122(k−λ)n
9k2(k−λ)n + e
λC29k
2k−λ−12
2(k−λ)n =
e−2λC1(2k−λ − 1)
9k2−(k−λ)n(2k−λ − 1) + eλC29k .
Since λ < k we see that P(|mkn| > 0) is uniformly bounded away from zero.
We will now prove that λe(d,k) ≤ k and that we are in the empty phase at the
critical point λe = k. For that, we will need some additional results. Let Dn ⊂ χdn be a
minimal covering of Vdn, that is, Vdn ⊂ ∪X∈DnX and let Dkn = Dn ∩χkn. The choice of Dn
is not necessarily unique since a point belonging to the boundary of a box X ∈ χn can
be covered by more than one box. We assume therefore that Dn is picked according to
some predetermined rule. Note also that for any k we must have that Vkn ⊂ ∪X∈DknX.
Obviously, Dkn depends on the configuration ωn, and therefore we sometimes emphasise
this by writing Dkn(ωn) or similar.
The next lemma relates the event Vk 6= ∅ with the limiting behaviour of |Dkn|. The
lemma is similar to Lemma 3.2 in [8] and Lemma 2.1 in [4], but the proof provided here
is more detailed.
Lemma 3.4. For any λ > 0 and 1 ≤ k ≤ d we have that
P({Vk 6= ∅} \ { lim
n→∞ |D
k
n| =∞}) = 0.
Proof. We will construct a sequence (ηn)n≥1 in a specific way so that it has the same
distribution as (ωn)n≥1. The statement then follows from the details of this construction.
Fix L < ∞, and let An be the event that 0 < |Dkn| ≤ L. Note that there exists
α = α(λ) such that P(Vk1 = ∅) = α > 0.
The main idea is to prove that for any such L the events An can only occur finitely
many times. Intuitively, this is clear since every time An occurs, there is a uniform
positive probability to ”kill” the process.
Let η1 be a Poisson process with intensity measure λνd × 1{2−1 < r ≤ 1}r−ddr, and
observe that η1 has the same distribution as ω1. Then, we let η1,2 be a Poisson process
with intensity measure λνd × 1{2−2 < r ≤ 2−1}r−ddr, and we pick this independent of
η1. Observe that η2 := η1 + η1,2 has the same distribution as ω2. If the event An never
occurs, we let X1,X2, . . . ∈ {0,1} be an i.i.d. sequence of random variables such that
P(Xi = 0) = αL for i ∈ {1,2, . . .}. Otherwise, we continue the procedure of constructing
ηn = ηn−1 + ηn−1,n until the first time n1 such that An occurs.
Assume therefore that An1 occurs. As before, let ηn1,n1+1 be a Poisson process with
intensity measure λνd × 1{2−n1−1 < r ≤ 2−n1}r−ddr, and let
X1 = I(Vkn1+1(ηn1 + ηn1,n1+1) 6= ∅).
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We note that for any ηn1 ∈ An1 we have that
P(Vkn1+1(ηn1 + ηn1,n1+1) = ∅|ηn1) ≥ P(Vkn1,n1+1(ηn1,n1+1) ∩Dkn1(ηn1) = ∅|ηn1)
≥
∏
X∈Dkn1
P(Vkn1,n1+1(ηn1,n1+1) ∩X = ∅) = P(Vk1 = ∅)|D
k
n1
| = α|D
k
n1
| ≥ αL,
and so P(X1 = 0) ≥ αL. Here, the second inequality follows by the FKG inequality for
Poisson processes, while the second to last equality follows by scale invariance.
We then proceed as follows. If An never occurs again, we let X2,X3, . . . ∈ {0,1} be
an i.i.d. sequence such that P(Xi = 0) = αL for i ∈ {2,3 . . .}. Otherwise, we proceed
with the construction until time n2, which is the first time after n1 such that An occurs.
Then, we construct X2 analogously to how we constructed X1 above. Note that the
dependence between X1 and X2 is potentially complicated, but that for every ηn2 ∈ An2
we must have (as above) that P(Vkn2+1(ηn2 + ηn2,n2+1) = ∅|ηn2) ≥ αL. Therefore,
P(X1 = 1,X2 = 1) = E[P(X2 = 1|X1 = 1,ηn2)]P(X1 = 1) ≤ (1− αL)2.
Proceeding in this manner we see that
P(0 < |Dkn| ≤ L i.o.) = lim
l→∞
P(X1 = · · · = Xl = 1) ≤ lim
l→∞
(1− αL)l = 0.
This implies that P(limn→∞ |Dkn| ∈ {0,∞}) = 1. Furthermore if Vk 6= ∅, then Vkn 6= ∅ for
all n, which implies that |Dkn| 6= 0 for all n and so we conclude that P(limn→∞ |Dkn| =
∞|Vk 6= ∅) = 1.
Proposition 3.5. For d ≥ 2 and 1 ≤ k ≤ d we have that λe(d,k) ≤ k. Furthermore,
Pλe(d,k)(V = ∅) = 1.
Proof. Observe that if X ∈ Dkn, then X is not covered by a single cylinder in the Poisson
process and so |Dkn| ≤ |Mkn |. Therefore, if λ is such that Pλ(Vk 6= ∅) > 0 we see that by
Lemma 3.4 we have that Pλ(limn→∞ |Dkn| =∞) > 0 and so
lim
n→∞Eλ(|M
k
n |) ≥ limn→∞Eλ(|D
k
n|) =∞. (31)
We will now provide an upper bound to Eλ(|Mkn |). From Proposition 3.1 part d) we
have that
Pλ(X ∈Mkn) ≤ eλC32−λn
and so
Eλ(|Mkn |) ≤ 2knPλ(X ∈Mkn) ≤ eλC32(k−λ)n. (32)
The discussion above Equation (31) implies that
lim
n→∞ e
λC32(k−λ)n ≥ lim
n→∞Eλ(|M
k
n |) =∞,
whenever Pλ(Vk 6= ∅) > 0. Clearly, this only holds if k > λ. We conclude that λe(d,k) ≤
k and that for λ = k we must have that Pλ(Vk 6= ∅) = 0.
Proof of Theorem 1.1. This follows from Propositions 3.3 and 3.5.
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4 The Hausdorff dimension of V
In this section we will prove Theorem 1.7 which establishes the almost sure Hausdorff
dimension of V ∩ Hk. We will prove Theorem 1.7 by establishing the upper and lower
bound separately. As usual, it is easier to determine the upper bound, so we will do this
first. Recall that the definitions of Hausdorff measure and fractal dimensions are found
in Section 2.1.
Theorem 4.1. For λ < k, we have that dimH(V ∩Hk) ≤ k − λ almost surely.
Proof. We will prove that dimH(Vk) ≤ k − λ almost surely. The statement then follows
by tiling Hk with copies of [0,1]
k × {0}d−k and using a countability argument.
Observe that the set Mkn defined before Proposition 3.1 is a
√
k2−n-cover of Vk.
Therefore Hs(Vk) ≤ ∑X∈Mkn diam(X)s = ∣∣Mkn ∣∣ (√k2−n)s. Then, by (32) we have that
E[Hs(Vk)] ≤ (√k2−n)sE (∣∣Mkn ∣∣) ≤ eλC3(√k)s2(k−λ−s)n for all n. Thus if k − λ − s < 0
then E[Hs(Vk)] = 0 and since Hs(Vk) ≥ 0, we must have that almost surely Hs(Vk) = 0.
By the definition of Hausdorff dimension, we conclude that dimH(Vk) ≤ k − λ almost
surely.
Remark 4.2. We note that it does not follow from (an extension of) Theorem 4.1 that
λe ≤ k. The reason for this is that for λ > k, the set V ∩Hk could be non-empty while
still having Hausdorff dimension 0. However, it is the case that our next result, Theorem
4.3, implies Proposition 3.3. The reason for providing the proof of Proposition 3.3 is that
it is done from first principles while the proof of Theorem 4.3 is much more involved.
The next step is to find a lower bound on the Hausdorff dimension of V∩Hk. We will
do this by establishing that for any λ < k, dimH(Vk) ≥ k − λ with positive probability,
and then use Lemma 2.3 to conclude that dimH(V ∩Hk) ≥ k−λ almost surely. The aim
of the rest of this section is to prove the following theorem.
Theorem 4.3. For any λ < k we have that
P(dimH(Vk) ≥ k − λ) > 0.
The proof of Theorem 4.3 will proceed through a number of lemmas and the overall
approach is inspired by [25]. As is common when proving lower bounds on Hausdorff
dimensions we will be utilizing Frostman’s Lemma (see for example Theorem 4.13 of
[10]). This lemma states that if there is a random measure ζ supported on Vk and
satisfying 0 < ζ(Vk) <∞ with finite r−energy, that is,
Ir(ζ,[0,1]k) =
∫
[0,1]k×[0,1]k
dζ(x)dζ(y)
‖x− y‖r <∞, (33)
then dimH(Vk) ≥ r. When useful we will emphasize the dependence of ζ on ω by writing
ζ(ω). Observe that we allow a small abuse of notation by considering ζ to be a measure
on [0,1]k rather than on [0,1]k × {0}d−k . A similar comment applies to many places in
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this section. The objective is therefore to find a suitable random measure ζ as described.
This will allow us to conclude that P(dimH(Vk) ≥ r) is uniformly bounded away from 0
for r < λ− k. It then follows that also P(dimH(Vk) ≥ λ− k) > 0.
The measure ζ will be obtained as a limit of a sequence of random measures (ζn)n≥1.
Therefore, we let ζn = ζn(ω) be a measure on [0,1]
k defined by
dζn(x) = 2
λnI(x ∈ Vkn)dx. (34)
We have the following lemma.
Lemma 4.4. Let f : [0,1]k → R be a continuous and non-negative function with compact
support, and let Xn(f) =
∫
fdζn. Then (Xn(f))n≥1 is a non-negative martingale.
Proof. Clearly Xn(f) ≥ 0. Since f is continuous and with compact support, it is also
bounded, and so
0 ≤ E[Xn(f)] = E
[∫
fdζn
]
≤ sup(f)E
[∫
dζn
]
= sup(f)2λnE[ℓk(Vkn)] <∞,
(recall that ℓk denotes k-dimensional normalized Hausdorff measure). Now let 0 ≤ m <
n. We have that
E[Xn(f)|ωm] = E
[∫
fdζn|ωm
]
= E
[∫
f(x)2λnI(x ∈ Vkn)dx|ωm
]
= E
[∫
f(x)2λnI(x ∈ Vkm)I(x ∈ Vkm,n)dx|ωm
]
=
∫
f(x)2λnE[I(x ∈ Vkm)|ωm]E[I(x ∈ Vkm,n)|ωm]dx
=
∫
f(x)2λnI(x ∈ Vkm)P(x ∈ Vkm,n)dx,
where we used the independence of Vkm and Vkm,n in the penultimate equality, while in
the last equality we used that Vkm is measurable with respect to the σ-algebra generated
by ωm and that Vkm,n is independent of ωm. As in the proof of Proposition 3.1 part b)
we have that P(x ∈ Vkm,n) = 2λ(m−n) and so∫
f(x)2λnI(x ∈ Vkm)P(x ∈ Vkm,n)dx =
∫
f(x)2λmI(x ∈ Vkm)dx =
∫
fdζm = Xm(f)
and the proof is complete.
Corollary 4.5. Let f : [0,1]k → R be a continuous (not necessarily non-negative) func-
tion with compact support and define Xn(f) as before. Then, there exists X(f) < ∞
such that Xn(f)→ X(f) almost surely.
Proof. Decompose the function in its positive and negative parts and apply Lemma 4.4
to each component. The result follows by martingale convergence.
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Let M denote the set of continuous functions f : [0,1]k → R, and for f , g ∈ M let
‖f − g‖u := supx∈[0,1]k |f(x) − g(x)| denote the supremum norm. As it is a standard
consequence of the Stone-Weierstrass Theorem that (M,‖ · ‖u) is separable, we leave the
proof of the following lemma to the reader.
Lemma 4.6. The space M contains a countable and dense (with respect to the norm
‖ · ‖u) subset M0. Furthermore, there exists g ∈ M0 such that 1 ≤ g(x) < ∞ for every
x ∈ [0,1]k .
Lemma 4.7. Assume that lim
∫
fdζn(ω) exists and is finite for all f ∈ M0. Then there
exists a Radon measure ζ(ω) such that ζn(ω)→ ζ(ω) weakly.
Proof. Fix any ω satisfying the assumption. Since it is fixed, we will now again sup-
press it from our notation. The proof is based on extending the linear functional
l(f) = limn
∫
fdζn initially defined for f ∈ M0 to all f ∈ M, and then apply Riesz rep-
resentation theorem. Let g ∈ M0 be as in Lemma 4.6 and note that lim supn ζn([0,1]d) =
lim supn
∫
dζn ≤ lim supn
∫
gdζn = limn
∫
gdζn < ∞ since the limit exists and is finite
by assumption. We conclude that
lim sup
n→∞
ζn([0,1]
d) <∞. (35)
Fix f ∈ M and let (fi)i≥1 ⊂M0 be such that limi→∞ ‖fi − f‖u = 0. Then,
lim
i,j→∞
|l(fi)− l(fj)| ≤ lim
i,j→∞
lim
n→∞
∫
|fi − fj|dζn ≤ lim
i,j→∞
‖fi − fj‖u lim sup
n→∞
ζn([0,1])
d = 0,
where we used that (fi)i≥1 converges (and in particular is a Cauchy sequence) and (35).
We conclude that (l(fi))i≥1 is itself a Cauchy sequence and so converges, and we can
now define l(f) := limi l(fi). Moreover, we have that the limit limn
∫
fdζn exists and
equals l(f). Indeed,∣∣∣∣limi l(fi)− limn
∫
fdζn
∣∣∣∣ ≤ limi
∣∣∣∣limn
∫
fidζn − lim
n
∫
fdζn
∣∣∣∣
≤ lim
i
lim
n
∫
|fi − f |dζn ≤ lim
i
‖fi − f‖u lim sup
n
ζn([0,1]
d) = 0,
again by (35) and by the fact that fi → f in the supremum norm.
Next, let f ∈ M be a non-negative function and let (fi)i≥1 ⊂ M0 be a sequence
approximating f . Then,
l(f) = lim
i
l(fi) = lim
i
lim
n
∫
fidζn
≥ lim
i
lim
n
∫
−‖f − fi‖udζn ≥ − lim
i
‖f − fi‖u lim sup
n
ζn([0,1]
d) = 0,
where we used (35) one more time. We conclude that l is a positive linear functional
on M and so by Riesz representation theorem (Theorem 7.2 from [11]) there exists a
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Radon measure ζ such that
l(f) =
∫
fdζ = lim
n
∫
fdζn,
for all f ∈ M. We conclude that ζn(ω)→ ζ(ω) weakly.
We will now combine Corollary 4.5 and Lemma 4.7 to show the following result.
Proposition 4.8. There exists a random measure ζ on [0,1]d such that for almost every
ω, ζn(ω)→ ζ(ω) weakly.
Proof. Let M0 be as in Lemma 4.6. Corollary 4.5 implies that for every fixed f ∈ M0∫
fdζn = Xn(f)→ X(f)
except possibly for a null-set of ω that we will denote by N(f). Then, Lemma 4.7 implies
that for every ω /∈ ∪f∈M0N(f) we have that lim
∫
fdζn(ω)→
∫
fdζ(ω) for every f ∈ M.
Since ∪f∈M0N(f) is a countable union of nullsets we conclude that almost surely, ζn → ζ
weakly.
We can now prove Theorem 4.3.
Proof of Theorem 4.3. As discussed before, we will use Frostman’s Lemma. Proposition
4.8 states that the sequence (ζn)n≥1 of random measures defined in (34) converge weakly
to a measure ζ. In order to apply Frostman’s Lemma, it suffices to show that with
probability bounded away from 0 uniformly in r < k−λ, the measure ζ is supported on
Vk, that 0 < ζ(Vk) <∞ and that ζ has finite r−energy (as explained in (33)).
We will start by considering the support of ζ. To that end, let x ∈ [0,1]k \ Vk. Then
we must have that for some n, x ∈ [0,1]k \ Vkn. Furthermore, since Vkn is a compact set,
there exists some δ > 0 such that B(x,δ) ⊂ [0,1]k \ Vkn ⊂ [0,1]k \ Vk. We conclude that x
is not in the support of ζ, and so we must have that supp ζ ⊂ Vk.
Second, we observe that by Proposition 4.8 and (35) we have that almost surely,
ζ(Vk) = lim ζn([0,1]d) <∞.
Our next step is to prove that ζ(Vk) > 0 with positive probability. To that end, let
‖ζn‖TV =
∫
[0,1]k
2λnI(x ∈ Vkn)dx = 2λnℓk(Vkn)
be the total variation of ζn, and note that ζ(Vk) = ‖ζ‖TV = lim ‖ζn‖TV . In what follows,
we will prove that E(‖ζ‖TV ) = 1 and therefore that ‖ζ‖TV > 0 with positive probability.
For that purpose, note that part a) of Proposition 3.1 implies that
E[‖ζn‖TV ] = E
[∫
[0,1]k
2nλI(x ∈ Vkn)dx
]
=
∫
[0,1]k
2nλP(x ∈ Vkn)dx = 1. (36)
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Then, observe that by Lemma 4.4 applied to the constant function f = 1 we have that
(‖ζn‖TV )n≥1 is a martingale. By standard theory, if we can show that this martingale
is bounded in L2, it follows that E[‖ζ‖TV ] = limn E[‖ζn‖TV ] = 1. Consider therefore
E
[‖ζn‖2TV ] = E
[∫
[0,1]k×[0,1]k
22λnI(x ∈ Vkn)I(y ∈ Vkn)dxdy
]
=
∫
[0,1]k×[0,1]k
22λnP(x,y ∈ Vkn)dxdy ≤
∫
[0,1]k×[0,1]k
22λneλC22−2λn
‖x− y‖λ dxdy
= eλC2
∫
[0,1]k
∫
[0,1]k
1
‖x− y‖λdxdy,
where we used part c) of Proposition 3.1 in the inequality. Recall the notation ψm defined
in Section 2.3 ∫
[0,1]k
(∫
[0,1]k
1
‖x− y‖λdx
)
dy ≤ max
y∈[0,1]k
∫
[0,1]k
1
‖x− y‖λdx (37)
≤ max
y∈[0,1]k
{∫
{x:d(x,y)≤1}
1
‖x− y‖λdx+ 1
}
= ψk−1
∫ 1
0
r−λrk−1dr + 1 =
ψk−1
k − λ + 1,
for all λ < k. We conclude that
E[‖ζn‖2TV ] ≤ eC2λ
(
ψk−1
k − λ + 1
)
. (38)
In particular, we see that supn E[‖ζn‖2TV ] <∞ and so (as explained above), E[‖ζ‖TV ] =
E[ζ(Vk)] = 1. Thus, ζ(Vk) > 0 with positive probability.
It remains to show that ζ has finite r−energy for every r < k−λ. For such r, we use
part c) of Proposition 3.1 to obtain
E[Ir(ζn)] = E
[∫
[0,1]k×[0,1]k
dζn(x)dζn(y)
‖x− y‖r
]
(39)
= E
[∫
[0,1]k×[0,1]k
22λn
I(x ∈ Vkn)I(y ∈ Vkn)
‖x− y‖r dxdy
]
=
∫
[0,1]k×[0,1]k
22λn
P(x,y ∈ Vkn)
‖x− y‖r dxdy
≤ eλC2
∫
[0,1]k
∫
[0,1]k
1
‖x− y‖r+λdxdy ≤ e
λC2
(
ψk−1
k − r − λ + 1
)
,
where the last inequality follows in the same way as in (37). Furthermore, we observe
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that
Ir(ζ) =
∫
[0,1]k×[0,1]k
dζ(x)dζ(y)
‖x− y‖r (40)
= lim
M→∞
∫
[0,1]k×[0,1]k
(
1
‖x− y‖r ∧M
)
dζ(x)dζ(y)
= lim
M→∞
lim inf
n→∞
∫
[0,1]k×[0,1]k
(
1
‖x− y‖r ∧M
)
dζn(x)dζn(y)
≤ lim inf
n→∞
∫
[0,1]k×[0,1]k
1
‖x− y‖r dζn(x)dζn(y) = lim infn→∞ Ir(ζn)
where we used the monotone convergence theorem in the second equality and the fact
that ζn × ζn → ζ × ζ weakly (since ζn → ζ weakly) in the third equality. We combine
(39) and (40) to conclude that
E[Ir(ζ)] ≤ E[lim inf
n→∞ Ir(ζn)] ≤ lim infn→∞ E[Ir(ζn)] <∞,
and so Ir(ζ(ω)) <∞ almost surely.
Since both Ir(ζ) <∞ and ζ(Vk) <∞ almost surely, we see that
P(∃ζ : 0 < ζ(Vk) <∞, Ir(ζ) <∞) = P(∃ζ : ζ(Vk) > 0).
Furthermore, for any ω such that there exists ζ = ζ(ω) with 0 < ζ(Vk) < ∞ and
Ir(ζ) < ∞, it follows from Frostman’s lemma that dimH(Vk) ≥ r for every r < k − λ.
From this it then follows that for any such ω, we have dimH(Vk) ≥ k − λ, and so we
conclude that
P(dimH(Vk) ≥ k − λ) ≥ P(∃ζ : ζ(Vk) > 0) > 0.
Remark 4.9. In the proof of the previous proposition we showed that the limiting mea-
sure has positive mass (i.e. ζ(Vk) > 0) with positive probability, and from this we
concluded that also P(dimH(Vk) ≥ k − λ) > 0. Using Theorem 4.1 we then conclude
that P(dimH(Vk) = k − λ) > 0. However, it is not far fetched to suspect that in fact
dimH(Vk) = k − λ as soon as Vk 6= ∅. That is, whenever the fractal survives within
[0,1]k × {0}d−k it must have dimension k − λ. Indeed, a similar result holds for the
much simpler case of the Mandelbrot fractal percolation model (see [9]). While we
are not currently able to prove this stronger statement for our model, we can provide
an easy explicit lower bound on the probability of ζ(Vk) > 0 (and therefore also on
P(dimH(Vk) ≥ k − λ)).
Proposition 4.10. We have that
P(ζ(Vk) > 0) ≥ (k − λ)e
−C2λ
ψk−1 + k − λ ,
where C2 is defined in (25).
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Proof. Let 0 < α < 1. By Proposition 4.8 we have that ζn → ζ, and so ζni → ζ along
any subsequence. Therefore, if ‖ζn(ω)‖TV ≥ α for infinitely many n, there exists some
subsequence (ni)i≥1 (depending on ω) such that ζ(Vk) = ‖ζ‖TV = lim ‖ζni‖TV ≥ α.
Next, we use the Paley-Zygmund inequality to see that for every n ≥ 1,
P(‖ζn‖TV ≥ α) = P(‖ζn‖TV ≥ αE[‖ζn‖TV ])
≥ (1− α)2E[‖ζn‖TV ]
2
E[‖ζn‖2TV ]
≥ (1− α)
2(k − λ)e−C2λ
ψk−1 + k − λ > 0
where we used (36) in the first equality, and (36) and (38) in the second inequality. By
the reverse Fatou Lemma we then see that
(1− α)2(k − λ)e−C2λ
ψk−1 + k − λ ≤ lim supn E[I(‖ζn‖ ≥ α)]
≤ E[lim sup I(‖ζn‖ ≥ α)] = P(‖ζn‖ > α i.o.),
and so we conclude, using the discussion in the beginning of the proof, that
P(ζ(Vk) ≥ α) ≥ (1− α)
2(k − λ)e−C2λ
ψk−1 + k − λ .
Then finally, we see that
P(ζ(Vk) > 0) = sup
α>0
P(ζ(Vk) ≥ α) ≥ sup
α>0
(1− α)2(k − λ)e−C2λ
ψk−1 + k − λ =
(k − λ)e−C2λ
ψk−1 + k − λ .
We can now prove Theorem 1.7.
Proof of Theorem 1.7. Theorem 4.1 states that dimH(V ∩Hk) ≤ k − λ almost surely.
Furthermore, the event F := {dimH(V ∩ Hk) ≥ k − λ} is clearly shift-invariant so
that by Lemma 2.3, P(F ) ∈ {0,1}, and since by Theorem 4.3 we have that P(F ) > 0 we
conclude that dimH(V ∩Hk) ≥ k − λ almost surely.
5 The invariant measure on the space of lines
The aim of this section is to derive the representation of the invariant measure νd given
in (10). We will do this starting from a third representation given in [13].
We first recall the parametrization we use for lines in this paper. We write a line
L ∈ A(d,1) as L = L(a,p) = {at + p : t ∈ R} where a = (a1, . . . ,ad−1,1) ∈ Rd−1 × {1}
and p = (p1, . . . ,pd−1,0) ∈ Rd−1 × {0}. We have the following result.
Theorem 5.1. For d ≥ 2, the Haar measure on A(d,1) is given by
dνd(L) = dνd(a1, a2,...,ad−1, p1,p2,...,pd−1) =
Υd
‖a‖d+1da1da2...dad−1dp1...dpd−1. (41)
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Before the proof of Theorem 5.1 we describe a slightly different parametrization of
a line L ∈ A(d,1). Let (as in Section 2.3 ) ∂B(o,1)+ = ∂B(o,1) ∩ {x ∈ Rd : xd > 0}
denote the upper hemisphere. We will write α ∈ ∂B(o,1)+ as α = (α1, . . . ,αd) where
αd = (1 −
∑d−1
i=1 α
2
i )
1/2. Any line L ∈ A(d,1) \ A˜(d,1) can be uniquely written as
L = L(α,p) = {αt + p : t ∈ R} where α ∈ ∂B(o,1)+ and p is as above. In this
parametrization, p is again the intersection between L(α,p) and Hd−1, while α describes
the direction of the line.
According to Equation (1.7) in [13], the invariant measure dνd(L) using the parametriza-
tion (α,p) is given by
dνd(α,p) = Υd sin(θ)dp1 · · · dpd−1I(α ∈ ∂B(o,1)+)ℓd−1(dα), (42)
where θ = θ(α) is defined as the angle between L(α,p) and Hd−1. We note that the
normalization used in [13] is different (see in particular (1.3) in that paper) from the one
we use here, and this must be taken into account when arriving at (42).
Note that
sin(θ) =
(
1−
d−1∑
i=1
α2i
)1/2
. (43)
Moreover, according to Equation A.3 in [3], we have that
I(α ∈ ∂B(o,1)+)dℓd−1(α) = dα1 · · · dαd−1
(1−∑d−1i=1 α2i )1/2 . (44)
By (42), (43) and (44) we get
dνd(α,p) = Υddα1 · · · dαd−1dp1 · · · dpd−1. (45)
We can now prove Theorem 5.1.
Proof of Theorem 5.1. Note that a 7→ a/‖a‖ is a bijection between Rd−1 × {1} and the
hemisphere ∂B(o,1)+. To go between the parametrization (a,p) and the parametrization
(α,p) we simply let α = a/‖a‖. Then L(a,p) is the same line as L(α,p). From (45) we see
that to obtain (41) from (42), it suffices to show that the determinant of the Jacobian
corresponding to this change of coordinates is given by ‖a‖−(d+1).
We have that
αi =
ai
‖a‖ =
ai√
a21 + . . .+ a
2
d−1 + 1
,
for i = 1, . . . ,d, where we recall that ad = 1. Let M be the Jacobian corresponding to
the change of variables from a to α. That is, M is the (d − 1) × (d − 1) square matrix
with entries (mi,j)1≤i,j≤d−1 where mi,j = ∂αi∂aj . A straightforward calculation shows that
mi,i =
∂αi
∂ai
=
‖a‖2 − a2i
‖a‖3 , and that mi,j =
∂αi
∂aj
=
−aiaj
‖a‖3 whenever i 6= j.
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Let u = −(a1, . . . ,ad−1) so that
M =
1
‖a‖3 (‖a‖
2Id−1 − uTu).
We then see that by the matrix determinant lemma,
det(M) =
1
‖a‖3(d−1) det(‖a‖
2Id−1 − uTu)
=
1
‖a‖3(d−1) (1− u(‖a‖
2Id−1)−1uT )det(‖a‖2Id−1)
=
1
‖a‖d−1
(
1−
∑d−1
k=1 a
2
k
‖a‖2
)
=
1
‖a‖d−1
1
‖a‖2 =
1
‖a‖d+1 ,
and the statement follows.
6 Cylinders intersecting subspaces
The aim of this section is to study the intersection C(ω) ∩Hk for k ≤ d − 1. Our first
result of this section describes the shape of the intersection c(L,r) ∩ Hk for L ∈ LHrk .
Recall the notation introduced in Section 2.3.
Lemma 6.1. Fix k ∈ {1, . . . ,d− 1}. For L = L(a,p) ∈ LHrk the set
c(L,r) ∩Hk
is an ellipsoid defined by the equation
(centk − x)
(
Ik×k − ‖a‖−2A
)
(centk − x)T < r2 − ‖p(k)‖2 + 〈a
(k),p(k)〉2
1 + ‖a(k)‖2 ,
where
centk = p(k) −
〈a(k),p(k)〉2
1 + ‖a(k)‖2 a(k) (46)
and
A = aT(k)a(k) = (a(k),ia(k),j)1≤i,j≤k,
is the outer product of the vector a(k) with itself. More concretely, the ellipsoid has one
major axis given by
‖a‖√
1 + ‖a(k)‖2
(
r2 − ‖p(k)‖2 + 〈a
(k),p(k)〉2
1 + ‖a(k)‖2
)1/2
which extends in the direction a(k)/‖a(k)‖ and the lengths of the remaining k − 1 axes
are given by (
r2 − ‖p(k)‖2 + 〈a
(k),p(k)〉2
1 + ‖a(k)‖2
)1/2
and these extends in the directions orthogonal to a(k)/‖a(k)‖ in Hk.
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Proof. Recall that we write L(a,p) = {at+p : t ∈ R}, see Section 2.3. Let xk ∈ Rk, and
for convenience, write x = (xk,0, . . . ,0) ∈ Rd. The squared distance from the point x to
the point Lt := at+ p is given by
f(t) = ‖Lt − x‖2 = ‖at+ p− x‖2 = ‖a‖2t2 + ‖p− x‖2 + 2t〈a,p − x〉,
and since f ′(t) = 2t‖a‖2 + 2〈a,p − x〉, we see that f(t) is minimised at t∗ = − 〈a,p−x〉‖a‖2 .
Furthermore,
f(t∗) =
〈a,p− x〉2
‖a‖2 + ‖p− x‖
2 − 2〈a,p − x〉〈a,p − x〉‖a‖2
= ‖p − x‖2 − 〈a,p − x〉
2
‖a‖2 = ‖p(k) − xk‖
2 + ‖p(k)‖2 −
(〈a(k),p(k) − xk〉+ 〈a(k),p(k)〉)2
‖a‖2
= ‖p(k) − xk‖2 + ‖p(k)‖2 −
〈a(k),p(k) − xk〉2 + 〈a(k),p(k)〉2 + 2〈a(k),p(k) − xk〉〈a(k),p(k)〉
‖a‖2 .
Let A be as above, and let
qk = (qk,1, . . . ,qk,k) = − 〈a
(k),p(k)〉
‖a(k)‖2 + 1a(k).
Since I −A/‖a‖2 is symmetric, we have that
(p(k) + qk − xk)
(
I − 1‖a‖2A
)
(p(k) + qk − xk)T (47)
= (p(k) − xk)
(
I − 1‖a‖2A
)
(p(k) − xk)T
+2qk
(
I − 1‖a‖2A
)
(p(k) − xk)T + qk
(
I − 1‖a‖2A
)
qTk ,
and furthermore,
(p(k) − xk)A(p(k) − xk)T
= (p(k) − xk)aT(k)a(k)(p(k) − xk)T = 〈a(k),p(k) − xk〉2.
Therefore, the first term on the right hand side of (47) equals
(p(k) − xk)
(
I − 1‖a‖2A
)
(p(k) − xk)T = ‖p(k) − xk‖2 −
〈a(k),p(k) − xk〉2
‖a‖2 .
Continuing, we note that since a(k)A = a(k)a
T
(k)a(k) = ‖a(k)‖2a(k) we have that
qk
(
I − 1‖a‖2A
)
(p(k) − xk)T
= − 〈a
(k),p(k)〉
‖a(k)‖2 + 1
(
a(k) −
1
‖a‖2 ‖a(k)‖
2a(k)
)
(p(k) − xk)T
= − 〈a
(k),p(k)〉
‖a(k)‖2 + 1
‖a‖2 − ‖a(k)‖2
‖a‖2 〈a(k),p(k) − xk〉 = −
〈a(k),p(k)〉
‖a‖2 〈a(k),p(k) − xk〉.
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For the third term note that in the same way,
qk
(
I − 1‖a‖2A
)
qTk = −
〈a(k),p(k)〉
‖a‖2 〈a(k),qk〉
= −〈a
(k),p(k)〉
‖a‖2 〈a(k),−
〈a(k),p(k)〉
‖a(k)‖2 + 1a(k)〉
=
〈a(k),p(k)〉2
‖a‖2(‖a(k)‖2 + 1) 〈a(k),a(k)〉 =
〈a(k),p(k)〉2‖a(k)‖2
‖a‖2(‖a(k)‖2 + 1) .
Inserting all of the above into (47) we arrive at
(p(k) + qk − xk)
(
I − 1‖a‖2A
)
(p(k) + qk − xk)T (48)
= ‖p(k) − xk‖2 −
〈a(k),p(k) − xk〉2
‖a‖2 − 2
〈a(k),p(k)〉
‖a‖2 〈a(k),p(k) − xk〉+
〈a(k),p(k)〉2‖a(k)‖2
‖a‖2(‖a(k)‖2 + 1)
= ‖p(k) − xk‖2 + ‖p(k)‖2 −
〈a(k),p(k) − xk〉2 + 〈a(k),p(k)〉2 + 2〈a(k),p(k) − xk〉〈a(k),p(k)〉
‖a‖2
−‖p(k)‖2 + 〈a
(k),p(k)〉2
‖a‖2
(
‖a(k)‖2
‖a(k)‖2 + 1 + 1
)
= f(t∗)− ‖p(k)‖2 + 〈a
(k),p(k)〉2
‖a‖2
( ‖a‖2
‖a(k)‖2 + 1
)
= f(t∗)− ‖p(k)‖2 + 〈a
(k),p(k)〉2
‖a(k)‖2 + 1.
The intersection of c(L,r) with Hk is given by those x such that t
∗ = t∗(x) satisfies the
inequality f(t∗) < r2. The boundary is therefore given by f(t∗) = r2 or equivalently
(p(k) + qk − xk)
(
I − 1‖a‖2A
)
(p(k) + qk − xk)T = r2 − ‖p(k)‖2 +
〈a(k),p(k)〉2
‖a(k)‖2 + 1. (49)
It is well known that (x−v)B(x−v)T = r2 defines an ellipsoid centred at v and with
axis along the eigenvectors of B whenever B is a positive definite matrix. Furthermore,
the length of these axes are given by r times one over the square root of the corresponding
eigenvalues.
Clearly we have that for any x ∈ Rk,
x
(
I − 1‖a‖2A
)
xT = ‖x‖2 −
xaT(k)a(k)x
T
‖a‖2 = ‖x‖
2 − 〈x, a(k)〉
2
‖a‖2 ≥ ‖x‖
2
(
1− ‖a(k)‖
2
‖a‖2
)
,
and so
(
I − 1‖a‖2A
)
is a positive definite matrix. Furthermore, the center of the ellipsoid
is given by
p(k) + qk = p(k) −
〈a(k),p(k)〉
‖a(k)‖2 + 1a(k).
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It remains to determine the eigenvectors and the corresponding eigenvalues. To that
end, observe that(
I − 1‖a‖2A
)
aT(k) = a
T
(k) −
aT(k)a(k)
‖a‖2 a
T
(k) =
‖a‖2 − ‖a(k)‖2
‖a‖2 a
T
(k) =
‖a(k)‖2 + 1
‖a‖2 a
T
(k)
and so u1 = a(k) is an eigenvector corresponding to the eigenvalue
‖a(k)‖2+1
‖a‖2 . Further-
more, let
ul = (−a(k),l,0, . . . ,0,a(k),1,0, . . . ,0) = (−a(k),lek1 + a(k),1ekl ),
where ekl is the vector of length k consisting of all zeros except entry number l which
equals one. We get that
AuTl = (−a(k),1a(k),1a(k),l+ a(k),1a(k),la(k),1,−a(k),2a(k),1a(k),l+ a(k),2a(k),la(k),1, . . .)T = 0
and so for every ul, l = 2, . . . ,k we have that Au
T
l = 0 whence(
I − 1‖a‖2A
)
uTl = u
T
l ,
and so ul is an eigenvector corresponding to the eigenvalue 1.
Comparing this to (49) we see that if
r˜2 := r2 − ‖p(k)‖2 + 〈a
(k),p(k)〉2
‖a(k)‖2 + 1,
then the lengths of the axes are given by(
‖a‖√
‖a(k)‖2 + 1
r˜,r˜, . . . ,r˜
)
.
As an immediate corollary we obtain the volume and the diameter of the ellipsoid.
Corollary 6.2. Let L ∈ LHrK . The volume of the ellipsoid Ek(L,r) is given by
Vol(Ek(L,r)) =
ψk+1
2π
‖a‖√
1 + ‖a(k)‖2
(
r2 − ‖p(k)‖2 + 〈a
(k),p(k)〉2
1 + ‖a(k)‖2
)k/2
.
Moreover, the diameter is given by
diam(Ek(L,r)) = 2
‖a‖√
1 + ‖a(k)‖2
(
r2 − ‖p(k)‖2 + 〈a
(k),p(k)〉2
1 + ‖a(k)‖2
)1/2
.
Proof. The proof is immediate since the volume of the ellipse is given by ℓk(B
k(o,1))
∏k
i=1 li,
where li is the length of axis number i. Furthermore from Section 2.2 we have that
ℓk(B
k(o,1)) =
ψk+1
2π . Finally, the diameter is immediate from Lemma 6.1.
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6.1 The induced ellipsoid models
The aim of this subsection is to prove Theorem 1.5, i.e. to show that the random set
C ∩ Hk can be generated (in law) using a Poisson process of ellipsoids in Rk. Recall
therefore the notation of Section 2.4.
Note that it follows from Lemma 6.1 that for any L = L(a(k),a
(k),p(k),p
(k)) ∈ LHrk
and p(k),
Ek(L(a(k),a
(k),p(k),p
(k)),r)o = Ek(L(a(k),a
(k),0k,p
(k)),r)o, (50)
where 0k is the zero-vector of length k. For k ∈ {1, . . . d − 1} and r ∈ (0,1], define the
measure µk,r on E
k by letting
µk,r(E) = νd(L : Ek(L,r) ∈ E), (51)
for any measurable E ⊂ Ek. According to Lemma 6.1, if L = L(a(k),a(k),p(k),p(k)) ∈
A(d,1), the cylinder c(L,r) intersects Hk if and only if
‖p(k)‖2 − 〈a
(k),p(k)〉2
1 + ‖a(k)‖2 < r
2. (52)
Note that when k = d − 1 we have that p(k) and a(k) are empty, and so the above
expression is not defined. However, in this case every cylinder intersects Hd−1 and
therefore we simply interpret the the condition to always be satisfied. (Of course, there
is a technical issue with lines parallel to the subspace Hd−1, but as explained in Section
2.3 these can be ignored).
By using (10), we see that we can write (51) in the following way
µk,r(E) = Υd
∫
L :Ek(L,r)∈E
I
(
‖p(k)‖2 − 〈a
(k), p(k)〉2
1 + ‖a(k)‖2 < r
2
)
1
‖a‖d+1 da(k)da
(k)dp(k)dp
(k).
(53)
The measure µk,r is a measure on ellipsoids induced by the cylinder process with fixed
radius r. For the scale invariant process we define
µk(E) =
∫ 1
0
µk,r(E)d̺s(r). (54)
As noted in Section 2.4, an ellipsoid E is uniquely determined by the pair (Eo,cent(E)).
We will show that µk and µk,r can be written as product measures, where one factor is a
measure on Eko (corresponding to shapes of ellipsoids) and the other factor is a measure
on Rk (corresponding to centres of ellipsoids).
To this end, we define the measures ξk,r and ξk on E
k
o by
ξk,r(·) = Υd
∫
(Ek(L,r))o∈·
I
(
‖p(k)‖2 − 〈a
(k), p(k)〉2
1 + ‖a(k)‖2 < r
2
)
1
‖a‖d+1 da(k)da
(k)dp(k) (55)
and
ξk(·) =
∫ 1
0
ξk,r(·)d̺s(r). (56)
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Observe that µk,r depends on d through the constant Υd and through ‖a‖−(d+1) in the
integrand. Furthermore, µk depends on d further through the use of the measure ̺s (see
(14)).
We will now turn to the proof of Theorem 1.5. Let ω be as before (i.e. chosen
according to Pλ) and define
ωe :=
∑
(L,r)∈ω
δ(cent(Ek(L,r)),Ek(L,r)o).
Proof of Theorem 1.5. We will only prove (4), as (3) follows in the same way by consid-
ering a Poisson cylinder process with fixed radius r (in place of the full fractal model).
We therefore need to prove that ωe is a Poisson processes with intensity measure given
by (3), and we start by showing that ωe is a Poisson process. Suppose therefore that
E1,E2 ⊂ Ek = Rk×Eko are disjoint collections of ellipsoids. Then, E−1k (E1) and E−1k (E2)
are disjoint subsets of A(d,1) × (0,1], and since ωe(Ei) = ω(E−1k (Ei)) we see that ωe is
indeed a Poisson process on Ek. Furthermore, the mean of ωe(Ei) equals λµk(Ei).
Our next step is to prove that µk equals ℓk × ξk,r. Consider any measurable sets
A ⊂ Rk and Eo ⊂ Eko , and let
E(A,Eo) = {E ∈ Ek : E = (x,Eo) for some x ∈ A and Eo ∈ Eo} ⊂ Ek.
The statement follows if we can show that for any A and Eo as above we have that
µk(E(A,Eo)) = ℓk(A)ξk(Eo).
To this end, observe that by (53) and (54),
µk(E(A,Eo)) =
∫ 1
0
νd(L : cent(Ek(L,r)) ∈ A,Ek(L,r)o ∈ Eo)d̺s(r)
= Υd
∫
Ek(L,r)o∈Eo
cent(Ek(L,r))∈A
0<r<1
I
(
‖p(k)‖2 − 〈a
(k), p(k)〉2
1 + ‖a(k)‖2 < r
2
)
× 1‖a‖d+1da(k)da
(k)dp(k)dp
(k)d̺s(r)
= Υd
∫
Ek(L,r)o∈Eo
0<r<1
I
(
‖p(k)‖2 − 〈a
(k), p(k)〉2
1 + ‖a(k)‖2 < r
2
)∫
cent(Ek(L,r))∈A
dp(k)
× 1‖a‖d+1da(k)da
(k)dp(k)d̺s(r)
= ℓk(A)ξk(Eo),
where we used (50) in the third equality and (46) in the fourth equality.
Our next step is to couple the fractal ellipsoid model with a fractal ball model. This
fractal ball model will be of use in the upcoming sections, and in particular for the
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proof of Theorem 1.3. Informally, for any fixed ellipsoid in the ellipsoid process we shall
replace it with a ball centred in the same point and with the same diameter as the
replaced ellipsoid. More precisely, we will consider
ωb :=
∑
(L,r)∈ω
δ(cent(Ek(L,r)),diam(Ek(L,r))/2),
and then let
Vb := Rk \
⋃
(x,R)∈ωb
Bk(x,R),
where we recall the notation Bk(x,R) from Section 2.2. The fact that the ball Bk(x,R)
is closed (see Section 2.2) rather than open will not be important. Obviously it follows
that
Vb ⊂ V ∩Hk,
since every ellipsoid is replaced by a larger ball. Let
g(·) = ξk(E : diam(E)/2 ∈ ·). (57)
We have the following theorem which is an analogue of Theorem 1.5. Since the proof is
almost identical, we only give the statement. The reason for using diam(E)/2 (rather
than just diam(E)) in the definition of g, stems from the fact that it is customary to
specify a ball by using the radius rather than the diameter.
Theorem 6.3. For k ∈ {1, . . . ,d−1}, ωb is a Poisson process on Rk×R+ with intensity
measure
λℓk × g.
7 Analysis of the ellipsoid model
The purpose of this section is mainly to prepare the grounds for the proof (see Section
8) of Theorem 1.3. This theorem will be proved by comparing the ellipsoid model on
Hk with the fractal ball model described at the end of Section 6.1. Then, we will relate
this induced ball model to classical results about fractal ball models (see for instance
[14] Section 8, and [5]). However, in order to obtain useful results when performing this
comparison, we first need a better understanding of the induced processes.
In Subsection 7.1 we perform some preliminary calculations that will be useful to
appeal to in further subsections. Then, Subsection 7.2 establishes some basic properties
of the measure ξk,r when r > 0. Finally, in Subsection 7.3 we focus on the distribution
of the diameters of the induced ellipsoid process, since that is what will be useful when
studying the induced ball model.
We point out that in the end we will not use the full results that we obtain below.
For instance, it would be sufficient to restrict our attention to the case of H2 when
studying the connectivity phase transition (i.e. when proving Theorem 1.3). However,
we still chose to study the properties of the induced ellipsoid process in its generality for
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several reasons. Firstly, we do not believe that the general case makes the arguments
more complicated or much longer. Secondly, for any eventual future projects it will be
useful to have the full results in hand. Finally, in Section 7.4 we demonstrate how to
use our results in order to obtain an alternative proof of a result from [24] concerning
the standard Poisson cylinder model.
7.1 Preliminary calculations
We will frequently deal with integrals over spheres and will repeatedly use the following
coordinate change (see p.7 in [2]). Recall that e1,...,ed is the standard basis on R
d. If
d ≥ 3, let φ ∈ ∂Bd(o,1) be written as
φ = sed +
√
1− s2u, s ∈ [−1,1],u ∈ ∂Bd−1(o,1). (58)
The corresponding surface element dσd−1(φ) is then
dσd−1(φ) = (1− s2)
d−3
2 dsdℓd−2(u). (59)
We will use this change of coordinates when we need to perform integrals over spheres.
One integral will in particular surface in many places, and so we study it separately in
the following lemma. Recall the notation ψm = ℓm(∂B
m+1(o,1)) from Section 2.3. It
will be convenient to write Sd−1 = ∂Bd(o,1) so that ψm = ℓm(Sm) here.
Lemma 7.1. Suppose that k ∈ {2,..., d − 3} and let
Id,k :=
∫
(Sd−k−2)2
∫ ∞
0
κd−k−2
1 + κ2
dκdℓd−k−2(φ′)dℓd−k−2(φ)
(1 + (1− 〈φ′,φ〉2)κ2)(d−k−1)/2 . (60)
We have that
Id,k =
ψd−k−1ψd−k−2
2
. (61)
Proof. First, we assume that 2 ≤ k ≤ d−4. By the change of variable κ = t/√1− 〈φ′,φ〉2
and straightforward calculations it follows that
Id,k =
∫
(Sd−k−2)2
∫ ∞
0
td−k−2
(1 + t2)
d−k−1
2
1
1− 〈φ′,φ〉2 + t2
dtdℓd−k−2(φ′)dℓd−k−2(φ)
(1− 〈φ′,φ〉2) d−k−32
, (62)
and we now calculate (62). Since this integral only depends on φ,φ′ through the inner-
product, we can simply let φ = ed−k−1 so that
Id,k =
∫
Sd−k−2
∫ ∞
0
td−k−2
(1 + t2)(d−k−1)/2
ℓd−k−2(Sd−k−2)
1− 〈φ′, ed−k−1〉2 + t2
dtdℓd−k−2(φ′)
(1− 〈φ′, ed−k−1〉2)(d−k−3)/2
.
Since we want to integrate over Sd−k−2 = ∂Bd−k−1(o,1) and d− k − 1 ≥ 3, we can now
we apply the coordinate change of Equation (59) where we write
φ′ = sed−k−1 +
√
1− s2u, s ∈ [−1,1],u ∈ Sd−k−3,
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so that the surface measure now equals
dℓd−k−2(φ′) =
(
1− s2)(d−k−4)/2 dsdℓd−k−3(u)
where dℓd−k−3 is the surface measure on Sd−k−3. We have that 〈φ′, ed−k−1〉2 = s2 so
that
Id,k =
∫
Sd−k−3
∫ ∞
0
∫ 1
s=−1
td−k−2
(1 + t2)(d−k−1)/2
ψd−k−2
1− s2 + t2
(
1− s2)(d−k−4)/2
(1− s2)(d−k−3)/2
dsdtdℓd−k−3(u)
= ψd−k−2ψd−k−3
∫ ∞
0
∫ 1
s=−1
td−k−2
(1 + t2)(d−k−1)/2
1
1− s2 + t2
1√
1− s2dsdt.
Now let α = sin−1(s) for s ∈ [−1,1]. Then ds = √1− s2dα and 1− s2 = cos2(α) so that
Id,k = ψd−k−2ψd−k−3
∫ ∞
0
∫ π/2
−π/2
td−k−2
(1 + t2)(d−k−1)/2
1
cos2(α) + t2
dαdt
= ψd−k−2ψd−k−3
∫ ∞
0
td−k−2
(1 + t2)(d−k−1)/2
[
1
t
√
1 + t2
arctan
(
t√
1 + t2
tanα
)]π/2
α=−π/2
dt
= ψd−k−2ψd−k−3π
∫ ∞
0
td−k−3
(1 + t2)(d−k)/2
dt
= ψd−k−2ψd−k−3π
[
td−k−2
(d− k − 2)(1 + t2)(d−k−2)/2
]∞
0
=
ψd−k−2ψd−k−3π
d− k − 2 =
ψd−k−1ψd−k−2
2
.
Here, the second and fourth equality follows by standard methods and the last equality
follows from (7).
Now assume that k = d− 3. In this case, to calculate (60), we need to integrate over
S1 = ∂B2(o,1) so we cannot use the coordinate change in (59). Instead, we see that (60)
becomes
Id,d−3 =
∫
(S1)2
∫ ∞
0
κ
1 + κ2
dκdℓ1(φ
′)dℓ1(φ)
(1 + (1− 〈φ′,φ〉2)κ2)
= ℓ1(S1)
∫
S1
∫ ∞
0
κ
1 + κ2
dκdℓ1(φ
′)
(1 + (1− 〈φ′,e2〉2)κ2) .
Writing φ′ = (cos(θ), sin(θ)) we have dℓ1(φ′) = dθ and 〈φ′,e2〉2 = sin2(θ). Hence,
Id,d−3 = ℓ1(S1)
∫ ∞
0
κ
1 + κ2
∫ 2π
0
1
1 + cos2(θ)κ2
dθdκ
= 2πℓ1(S1)
∫ ∞
0
κ
(1 + κ2)3/2
dκ = 2πℓ1(S1) = ψ2ψ1
2
,
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where the second and third equality follows from standard methods, and the fourth
equality follows since ψ2/2 = π
3/2/Γ(3/2) = π3/2/(π1/2/2) = 2π. Here, we used the
formula (5).
In the next lemmas, we present two useful integrals which will be used frequently in
what follows. Since these integrals can be found in standard tables, we omit the proofs.
Lemma 7.2. Suppose that b > 0, −2s+ t < −1 and t > −1. Then∫ ∞
0
(x2 + b)−sxtdx = b(−2s+t+1)/2
ψ2s−1
ψtψ2s−t−2
. (63)
Lemma 7.3. Suppose that s,t > −1. Then∫ 1
0
(1− x2)sxtdt = ψ2s+t+2
ψ2s+1ψt
. (64)
7.2 Total variation of the ellipsoid measures
The purpose of this subsection is to calculate the total variation of the measure ξk,r for
r > 0. First, we will describe some useful changes of coordinates which will simplify our
calculations. These will also be used in later sections.
In order to perform our calculations we will need to differentiate between three dif-
ferent cases, namely when 2 ≤ k ≤ d− 3, k = d− 2 and k = d− 1. The first of these will
be the most involved and it will be useful to introduce the following change of variables.
First, let
T1 :

(ρ,θ) := (‖a(k)‖,a(k)/‖a(k)‖) ∈ [0,∞)× Sk−1
(κ,φ) := (‖a(k)‖,a(k)/‖a(k)‖) ∈ [0,∞)× Sd−k−2
(γ,ϕ) := (‖p(k)‖,p(k)/‖p(k)‖) ∈ [0,∞)× Sd−k−2,
(65)
which transforms a(k),a
(k) and p(k) into a suitable set of spherical coordinates. Observe
that if k = d − 2 or k = d − 1 then some of these changes does not really make sense.
This is the reason why we need to divide into several cases as mentioned above. Our
second transformation rescales the length ‖p(k)‖ = γ in terms of the length of ‖a(k)‖ = κ
and the normalized angle between a(k) and p(k). This transformation depends on r and
so we emphasize this in the notation. Our second transformation is therefore
T r2 : t :=
γ
r
(
1 + κ2
1 + (1− 〈ϕ,φ〉2)κ2
)−1/2
. (66)
We will of course make use of the composition T r := T r2 ◦ T1. For clarity, we will write
ξk,r◦T r (or ξk◦T1 e.t.c.) when we work with the measure ξk,r using these new coordinates.
Recalling the definition (i.e. (55)) of ξk,r, we see that
d(ξk,r ◦ T1)
dρdκdγdℓk−1(θ)dℓd−k−2(φ)dℓd−k−2(ϕ)
(67)
= ΥdI
(
γ2 − γ
2κ2〈ϕ,φ〉2
1 + κ2
< r2
)
ρk−1(κγ)d−k−2
(ρ2 + κ2 + 1)(d+1)/2
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and that
d(ξk,r ◦ T r)
dρdκdtdℓk−1(θ)dℓd−k−2(φ)dℓd−k−2(ϕ)
(68)
= ΥdI (0 ≤ t < 1) rd−k−1
(
1 + κ2
1 + (1− 〈ϕ,φ〉2)κ2
)(d−k−1)/2
ρk−1(κt)d−k−2
(ρ2 + κ2 + 1)(d+1)/2
.
It should be noted that the right hand side of (68) depends on r only through the factor
rd−k−1 and so
d(ξk,r ◦ T r) = rd−k−1d(ξk,1 ◦ T 1) (69)
(this can also been seen by using the scale invariance of the Poisson cylinder model).
Note also that both of the above Jacobians depends on ϕ and φ only through the scalar
product 〈ϕ,φ〉.
Given L ∈ LHrK one can also check that under T r, the formulas for the volume
and diameter of Ek(L,r) from Corollary 6.2 are given by (recall from Section 2.2 that
ℓk(B
k(o,1)) = ψk−1/k = ψk+1/(2π))
Vol(Ek(L,r)) ◦ T r = ψk−1k rk
(
ρ2+κ2+1
κ2+1
)1/2
(1− t2)k/2,
diam(Ek(L,r)) ◦ T r = 2r
(
ρ2+κ2+1
κ2+1
)1/2
(1− t2)1/2.
(70)
Remark 7.4. It should be remarked that one can make sense of this for k = d − 2,
but as mentioned, the coordinate maps T1 and T
r
2 have to change accordingly. More
precisely, T1 is now just the identity on a
(k),p(k) since a(k),p(k) ∈ R and moreover since
〈a(k)/|a(k)|, p(k)/|p(k)|〉2 = 1 the denominator of T r2 vanishes. Additionally the expres-
sions for the volume and diameter do not change but the Jacobian is changed slightly.
The case k = d− 1 is also different. In this case almost every line intersects Hk, so for
example the indicator functions appearing in (67) and (68) disappear.
In the next lemma, we calculate the total mass (i.e. total variation) of ξk,r.
Lemma 7.5. For r ≥ 0, d ≥ 3 and 2 ≤ k ≤ d− 1, we have that the total mass of ξk,r is
given by
‖ξk,r‖TV = r
d−k−1ψd−k−1
ψd−1
.
Proof. We only prove the case k ≤ d− 3. The reason for this is that (as in Lemma 7.1)
the cases k = d− 2 and k = d− 1 while somewhat easier, follow slightly different paths.
The adjustments needed are outlined in Remark 7.4.
We start by calculating
‖ξk,r‖TV = Υd
∫
I
(
r2 − ‖p(k)‖2 + 〈a
(k),p(k)〉2
1 + ‖a(k)‖2 > 0
)
1
‖a‖d+1da(k)da
(k)dp(k), (71)
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where the integral is over a(k) ∈ Rk, a(k) ∈ Rd−k−1 and p(k) ∈ Rd−k−1. Using (68) we
get that (71) equals
rd−k−1Υd
∫
ρ,κ≥0
ϕ,φ∈Sd−k−2, θ∈Sk−1
ρk−1κd−k−2
(ρ2 + κ2 + 1)(d+1)/2
(72)
×
(
1 + κ2
1 + (1− 〈ϕ,φ〉2)κ2
)(d−k−1)/2 ∫ 1
0
td−k−2dtdρdκdℓd−k−2(ϕ)dℓd−k−2(φ)dℓk−1(θ)
= Υd
rd−k−1ψk−1
d− k − 1
∫
ϕ,φ∈Sd−k−2,
κ,ρ≥0
ρk−1κd−k−2
(ρ2 + κ2 + 1)(d+1)/2
×
(
1 + κ2
1 + (1− 〈ϕ,φ〉2)κ2
)(d−k−1)/2
dρdκdℓd−k−2(ϕ)dℓd−k−2(φ),
where the equality follows from performing the integration over θ and t.
Integrating with respect to ρ we get by using (63)∫ ∞
0
ρk−1
(ρ2 + κ2 + 1)(d+1)/2
dρ =
1
(1 + κ2)(d−k+1)/2
ψd
ψk−1ψd−k
and so (72) equals
rd−k−1ψk−1
d− k − 1
ψd
ψk−1ψd−k
Υd
∫
ϕ,φ∈Sd−k−2
κ≥0
κd−k−2
1 + κ2
dκdℓd−k−2(ϕ)dℓd−k−2(φ)
(1 + (1− 〈ϕ,φ〉2) κ2)(d−k−1)/2
. (73)
The integral on the right hand side is simply Id,k of Lemma 7.1. Therefore, by combining
(71), (72) and (73) with (61) we see that
‖ξk,r‖TV = Υd r
d−k−1
d− k − 1
ψd
ψd−k
ψd−k−1ψd−k−2
2
=
4π
ψdψd−1
rd−k−1ψd
ψd−k
ψd−kψd−k−1
4π
=
rd−k−1ψd−k−1
ψd−1
where we used (7) in the second equality.
7.3 Properties of the diameter of random ellipsoids
By using Lemma 7.5 we see that
ξ˜k,r(·) := 1‖ξk,r‖TV ξk,r(·),
defines a probability measure.
The first goal of this section is to calculate the moments of diam(E) when E is chosen
according to ξ˜k,r, see Lemma 7.6. Then, we study the behavior of ξk(E : diam(E) ≥ τ)
as a function of τ > 0. The first such result is Lemma 7.7, which considers large values
of τ . The second result is Lemma 7.9 which holds for all τ > 0, but will only be used
for small values of τ .
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Lemma 7.6. Suppose that d ≥ 3, 2 ≤ k ≤ d− 1 and n ∈ N+. Then for any r > 0,
Eξ˜k,r [diam(E)
n] =
{
2nrn
2πψd+n−kψd−n
ψdψn+1ψd−n−k
if n < d− k + 1
∞ if n ≥ d− k + 1. (74)
Proof. For the same reasons as in Lemma 7.5 we only give the proof for the case k ≤ d−3.
Using (68) and (70), we see that Eξ˜k,r [diam(E)
n] equals
Υd
‖ξk,r‖TV
∫
0≤t<1, ρ,κ≥0
θ∈Sk−1,φ,ϕ∈Sd−k−2
(2r)n
(
ρ2 + κ2 + 1
κ2 + 1
)n/2
× (1− t2)n/2rd−k−1
(
1 + κ2
1 + (1− 〈ϕ,φ〉2)κ2
)(d−k−1)/2
× ρ
k−1(κt)d−k−2
(ρ2 + κ2 + 1)(d+1)/2
dρdκdtdℓk−1(θ)dℓd−k−2(φ)dℓd−k−2(ϕ).
After simplifying the integrand and integrating over θ, we obtain
Eξ˜k,r [diam(E)
n] = Υd
2nrd+n−k−1ψk−1
‖ξk,r‖TV
×
∫
ρ,κ≥0
φ,ϕ∈Sd−k−2
(ρ2 + κ2 + 1)(−d+n−1)/2ρk−1κd−k−2
(κ2 + 1)(−d+n+k+1)/2(1 + (1− 〈ϕ,φ〉2)κ2)(d−k−1)/2 dρdκdℓd−k−2(φ)dℓd−k−2(ϕ)
(75)
×
∫ 1
t=0
(1− t2)n/2td−k−2dt.
The integral over t is, using (64),∫ 1
t=0
(1− t2)n/2td−k−2dt = ψd+n−k
ψn+1ψd−k−2
. (76)
Moreover, for κ ∈ [0,∞), we have by (63) that∫ ∞
0
(ρ2+κ2+1)(−d+n−1)/2ρk−1dρ =
{
ψd−n
ψk−1ψd−n−k
(1 + κ2)(−d+n+k−1)/2, n < d− k + 1
∞, n ≥ d− k + 1.
(77)
Hence, we get that in the case n < d− k + 1,∫
ρ,κ≥0
φ,ϕ∈Sd−k−2
(ρ2 + κ2 + 1)(−d+n−1)/2ρk−1κd−k−2
(κ2 + 1)(−d+n+k+1)/2(1 + (1− 〈ϕ,φ〉2)κ2)(d−k−1)/2dρdκdℓd−k−2(φ)dℓd−k−2(ϕ)
=
ψd−n
ψk−1ψd−n−k
∫
κ≥0
φ,ϕ∈Sd−k−2
κd−k−2
(κ2 + 1)(1 + (1− 〈ϕ,φ〉2)κ2)(d−k−1)/2 dκdℓd−k−2(φ)dℓd−k−2(ϕ).
(78)
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The integral on the right hand side is Id,k of Lemma 7.1. Using (61) we then obtain by
plugging (76) and (78) into (75) that
Eξ˜k,r [diam(E)
n] = Υd
2nrd+n−k−1ψk−1
‖ξk,r‖TV
ψd+n−k
ψn+1ψd−k−2
ψd−n
ψk−1ψd−n−k
Id,k
=
4π
ψdψd−1
2nrd+n−k−1ψk−1ψd−1
rd−k−1ψd−k−1
ψd+n−k
ψn+1ψd−k−2
ψd−n
ψk−1ψd−n−k
ψd−k−1ψd−k−2
2
= 2nrn
2πψd+n−kψd−n
ψdψn+1ψd−n−k
.
For us, the most important case of Lemma 7.6 is when n = k. Then the lemma
implies that
Eξ˜k,r [diam(E)
k] =
{
2krk
2πψd−k
ψk+1ψd−2k
, k < (d+ 1)/2
∞, k ≥ (d+ 1)/2. (79)
Lemma 7.7. Suppose that d ≥ 3 and 2 ≤ k ≤ d− 1. There are constants c3, . . . ,c6 such
that for all τ ≥ 4 and r ≥ 0,
− c3τ−d+k−2r2(d−k) ≤ d
dτ
ξk,r(E : diam(E) ≥ τ) ≤ −c4τ−d+k−2r2(d−k), (80)
c5τ
−d+k−1r2(d−k) ≤ ξk,r(E : diam(E) ≥ τ) ≤ c6τ−d+k−1r2(d−k). (81)
Proof. Again, as in Lemma 7.5 we only give the proof for the case k ≤ d− 3.
We first prove (80), from which (81) easily follows. Fix r ∈ (0,1) and τ ≥ 4. Observe
that by (55), (68) and (70) we have that
ξk,r(E : diam(E) ≥ τ) = Υdrd−k−1
∫ (
1 + κ2
1 + (1− 〈ϕ,φ〉2)κ2
)(d−k−1)/2
×
∫
Aτ
ρk−1(κt)d−k−2
(ρ2 + κ2 + 1)(d+1)/2
dρdκdtdℓk−1(θ)dℓd−k−2(φ)dℓd−k−2(ϕ), (82)
where Aτ =
{
ρ : 2r
(
ρ2+κ2+1
κ2+1
)1/2
(1− t2)1/2 ≥ τ
}
and the first integral is over κ ≥
0, t ∈ (0,1), θ ∈ Sk−1 and φ,ϕ ∈ Sd−k−2.
Hence,
d
dτ
ξk,r(E : diam(E) ≥ τ) = Υdrd−k−1
∫ (
1 + κ2
1 + (1− 〈ϕ,φ〉2)κ2
)(d−k−1)/2
(83)
× d
dτ
∫
Aτ
ρk−1(κt)d−k−2
(ρ2 + κ2 + 1)(d+1)/2
dρdκdtdℓk−1(θ)dℓd−k−2(φ)dℓd−k−2(ϕ).
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Now let g(τ ,t,κ,r) =
√
(1 + κ2)
(
τ2
4r2(1−t2) − 1
)
. Observe that since τ ≥ 4 we have that
τ2
4r2(1−t2) − 1 ≥ 3 and so g(τ ,t,κ,r) is real. In addition, let f(ρ,κ) = ρ
k−1
(ρ2+κ2+1)(d+1)/2
.
Then,
d
dτ
∫
Aτ
ρk−1
(ρ2 + κ2 + 1)(d+1)/2
dρ =
d
dτ
∫ ∞
ρ=g(τ ,t,κ,r)
f(ρ,κ)dρ = −f(g(τ ,t,κ,r),κ) d
dτ
g(τ ,t,κ,r)
We have that
dg(τ ,t,κ,r)
dτ
=
(1 + κ2)τ
2r2(1− t2)
1
2
(
(1 + κ2)
(
τ2
4r2(1− t2) − 1
))−1/2
=
τ(1 + κ2)1/2
(4r2(1− t2))1/2(τ2 − 4r2(1− t2))1/2 ,
and that
f(g(τ ,t,κ,r),κ) =
(1 + κ2)(k−1)/2
(
τ2−4r2(1−t2)
4r2(1−t2)
)(k−1)/2
(
(1+κ2)τ2
4r2(1−t2)
)(d+1)/2
= τ−d−1(1 + κ2)(−d+k−2)/2(4r2(1− t2))(d−k+2)/2(τ2 − 4r2(1− t2))(k−1)/2.
Hence,
−f(g(τ ,t,κ,r),κ) d
dτ
g(τ ,t,κ,r)
= −2d−k+1τ−d(1 + κ2)(−d+k−1)/2(r2(1− t2))(d−k+1)/2(τ2 − 4r2(1− t2))(k−2)/2.
For τ ≥ 4 we have (keeping in mind that r,t ∈ (0,1)),
τ2/2 ≤ τ2 − 4r2 (1− t2) ≤ τ2. (84)
We will use the notation h1 ≍ h2 whenever the two functions h1,h2 are such that h1(x) ≤
ch2(x) and h1(x) ≥ c′h2(x) for some constants 0 < c,c′ <∞. We then see that
− f(g(τ ,t,κ,r),κ) d
dτ
g(τ ,t,κ,r) ≍ −τ−d+k−2(1 + κ2)(−d+k−1)/2rd−k+1(1− t2)(d−k+1)/2.
(85)
Inserting (85) into (83) now gives, for τ ≥ 4,
d
dτ
ξk,r(E : diam(E) ≥ τ)
≍ − r
2(d−k)
τd−k+2
∫
(1− t2)(d−k+1)/2(κt)d−k−2
(1 + (1− 〈ϕ,φ〉2)κ2)(d−k−1)/2(1 + κ2)dκdtdℓk−1(θ)dℓd−k−2(φ)dℓd−k−2(ϕ)
≍ − r
2(d−k)
τd−k+2
∫
κd−k−2
(1 + (1− 〈ϕ,φ〉2)κ2)(d−k−1)/2(1 + κ2)dκdℓd−k−2(φ)dℓd−k−2(ϕ)
= −Id,k r
2(d−k)
τd−k+2
.
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where we use (60) in the last equality. This proves (80). We now obtain (81) using the
identity
ξk,r(E : diam(E) ≥ τ) = −
∫ ∞
τ
d
ds
ξk,r(E : diam(E) ≥ s)ds.
Lemma 7.8. Suppose that d ≥ 3 and 2 ≤ k ≤ d−1. If k ≤ d/2, then there are constants
c7, . . . ,c10 such that for all τ ≥ 4 and r ≥ 0,
− c7τ−d+k−2 ≤ d
dτ
ξk(E : diam(E) ≥ τ) ≤ −c8τ−d+k−2, (86)
c9τ
−d+k−1 ≤ ξk(E : diam(E) ≥ τ) ≤ c10τ−d+k−1. (87)
On the other hand, if k ≥ (d+ 1)/2, then for all τ ≥ 0,
ξk(E : diam(E) ≥ τ) =∞. (88)
Proof. If k ≤ d/2 we get using (56), (14) and (80) that for τ ≥ 4,
d
dτ
ξk(E : diam(E) ≥ τ)
=
∫ 1
0
d
dτ
ξk,r(E : diam(E) ≥ τ)r−ddr ≍ −τ−d+k−2
∫ 1
0
rd−2kdr ≍ −τ−d+k−2.
This proves (86), from which (87) follows easily. Next, if k ≥ (d+ 1)/2, then
ξk(E : diam(E) ≥ τ) =
∫ 1
0
ξk,r(E : diam(E) ≥ τ)r−ddr
≥ cτ−d+k−1
∫ 1
0
r2(d−k)r−ddr = cτk−d−1
∫ 1
0
rd−2kdr =∞,
where we used (81) in the inequality.
In the next lemma and its proof, we will use the notation
ξk,r
(
diam(E)k; diam(E) ≥ τ
)
= ‖ξk,r‖TV Eξ˜k,r [diam(E)
k : diam(E) ≥ τ ].
Lemma 7.9. Suppose that d ≥ 4 and 2 ≤ k ≤ d/2. Then, for any τ > 0 we have
ξk(E : diam(E) ≥ τ)
=
1
kτk
ξk,1
(
diam(E)k; diam(E) ≥ τ
)
− 1
k
ξk,1 (E : diam(E) ≥ τ) . (89)
Moreover,
d
dτ
ξk(E : diam(E) ≥ τ) = − 1
τk+1
ξk,1
(
diam(E)k; diam(E) ≥ τ
)
, (90)
and so for 0 < a ≤ b,
ξk(E : a ≤ diam(E) ≤ b) =
∫ b
a
1
τk+1
ξk,1
(
diam(E)k; diam(E) ≥ τ
)
dτ . (91)
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Proof. We first show (89). Observe that by (56) and (69) we have that
ξk,r(E : diam(E) ≥ τ)
=
∫
I
(
2r
(
ρ2 + κ2 + 1
κ2 + 1
)1/2
(1− t2)1/2 ≥ τ
)
d(ξk,r ◦ T r)
=
∫
I
(
2
(
ρ2 + κ2 + 1
κ2 + 1
)1/2
(1− t2)1/2 ≥ τ
r
)
rd−k−1d(ξk,1 ◦ T 1)
= rd−k−1ξk,1(E : diam(E) ≥ τ/r).
In fact, this equality also follows from scale invariance. We see that
ξk(E : diam(E) ≥ τ) =
∫ 1
0
ξk,r(E : diam(E) ≥ τ)r−ddr
=
∫ 1
0
ξk,1(E : diam(E) ≥ τ/r)r−k−1dr
=
∫ 1
0
∫
I(diam(E) ≥ τ/r)dξk,1r−k−1dr
=
∫
I(diam(E) ≥ τ)
∫ 1
0
I(r ≥ τ/diam(E))r−k−1drdξk,1
=
1
k
∫
I(diam(E) ≥ τ)
(
diam(E)k
τk
− 1
)
dξk,1
=
1
kτk
ξk,1
(
diam(E)k; diam(E) ≥ τ
)
− 1
k
ξk,1 (E : diam(E) ≥ τ) ,
proving (89). We move on to prove (90). It is readily shown that the second term on the
right hand side of (89) is differentiable with respect to τ . We now consider the derivative
of ξk,1
(
diam(E)k; diam(E) ≥ τ). Observe that for h > 0,
1
h
(
ξk,1
(
diam(E)k; diam(E) ≥ τ + h
)
− ξk,1
(
diam(E)k; diam(E) ≥ τ
))
= −1
h
ξk,1
(
diam(E)k; τ ≤ diam(E) ≤ τ + h
)
≥ −(τ + h)k 1
h
ξk,1(τ ≤ diam(E) ≤ τ + h). (92)
This inequality can obviously be reversed if we replace (τ + h)k with τk. Letting h→ 0,
we then see that
d
dτ
ξk,1
(
diam(E)k; diam(E) ≥ τ
)
(93)
= −τk d
dτ
ξk,1 (E : diam(E) ≤ τ) = τk d
dτ
ξk,1 (E : diam(E) ≥ τ) .
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Hence, by (89)
d
dτ
ξk(E : diam(E) ≥ τ)
=
d
dτ
(
1
kτk
ξk,1
(
diam(E)k; diam(E) ≥ τ
)
− 1
k
ξk,1 (E : diam(E) ≥ τ)
)
= − 1
τk+1
ξk,1
(
diam(E)k; diam(E) ≥ τ
)
+
1
kτk
τk
d
dτ
ξk,1 (E : diam(E) ≥ τ)− 1
k
d
dτ
ξk,1 (E : diam(E) ≥ τ)
= − 1
τk+1
ξk,1
(
diam(E)k; diam(E) ≥ τ
)
,
where we used (93) in the penultimate equality. This finishes the proof (90). Finally,
we get (91) from (90) since
ξk(E : a ≤ diam(E) ≤ b) = −
∫ b
a
d
dτ
ξk(E : diam(E) ≥ τ)dτ .
7.4 A remark on the standard Poisson cylinder model
Recall the notation Ω̂, ωˆ and V̂ concerning the standard (that is, non-fractal) Poisson
cylinder model from Section 2.5. We will now describe how to obtain an alternative
proof of one of the main results in [24] using our results above. We point out that our
alternative proof is not shorter than the original proof, since we will use for example
Lemma 7.6. Let Perc2 denote the event that V̂ ∩ H2 contains unbounded connected
components (that is, it percolates). The following theorem is Theorem 5.1 in [24].
Theorem 7.10 ([24]). Let d ≥ 4. There is a constant c = c(d,r) > 0 such that if
λ ∈ [0,c], then P̂λ(Perc2) = 1.
We will proceed by comparing V̂ ∩ H2 with the vacant set of a Poisson Boolean
ball model and appealing to a theorem appearing independently both in [1] and [16].
Therefore we first recall the part which we will use from that theorem. Let f be a
positive measure with finite mass on R+ and let ωˆpb be a Poisson point process on
R2 × R+ with intensity measure λℓ2 × f . Then let
V̂pb = R2 \
⋃
(x,R)∈ωˆpb
B2(x,R),
be the vacant set in this Poisson Boolean ball model. Theorem 2 in [16] or alternatively
Theorem 2 in [1] (applied to R2) implies that if∫ ∞
0
R2df(R) <∞, (94)
then there is a.s. percolation in V̂pb when λ > 0 is sufficiently small.
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Alternative proof of Theorem 7.10. Let
ωˆb =
∑
L∈ωˆ
δ(cent(E2(L,r)),diam(E2(L,r))/2).
In the same way as Theorem 6.3 was argued, one shows that ωb is a Poisson point process
on R2 ×R+ with intensity measure λℓ2 × gˆ, where
gˆ(·) = ξ2,r(E : diam(E)/2 ∈ ·).
Moreover, if we let
V̂b = R2 \
⋃
(x,R)∈ωˆb
B2(x,R),
then clearly
V̂b ⊂ V̂ ∩H2.
Similar constructions were used in Section 6.1. We will now be done if we can show that
condition (94) holds with gˆ in place of f . We have that∫ ∞
0
R2dgˆ(R) =
∫ ∞
0
R2ξ2,r(E : diam(E)/2 ∈ dR)
= ‖ξ2,r‖TV
∫ ∞
0
R2ξ˜2,r(E : diam(E)/2 ∈ dR) = ‖ξ2,r‖TV
4
Eξ˜2,r [diam(E)
2].
Lemma 7.6 applied to k = 2 and n = 2 shows that the last expectation is finite whenever
d ≥ 4, finishing the proof.
8 The fractal process: Connectivity phase and domination
by the fractal ball model
We will split the proof of Theorem 1.3 into two separate statements as the proofs uses
different approaches.
8.1 Connectivity when d ≥ 4.
The objective of this subsection is to show that whenever λ > 0 is small enough, the
fractal model contains connected components with probability one. This result is known
to hold for the regular fractal ball model, and our strategy is to couple the fractal cylinder
model with this ball model and infer the result from this coupling. Since the cylinders
are unbounded we will need to consider the intersection of the cylinder process with a
lower dimensional subspace Hk, i.e. we will use the induced ellipsoid process of Sections
6 and 7.
Therefore, define the regular fractal ball model as follows. Consider a Poisson process
ωreg on Rk × R+ with intensity measure
λℓk ×R−k−1I(0 < R ≤ 2)dR, (95)
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and then let
Vreg(ωreg) := Rk \
⋃
(x,R)∈ωreg
Bk(x,R).
The intensity measure in (95) corresponds to a scale invariant model with an upper
cutoff (of 2) on the radius. It is well known that for λ > 0 small enough, Vkreg(ωreg) :=
Vreg(ωreg)∩ [0,1]k×{0}d−k contains connected components with positive probability (see
for example Theorem 2.4 in [5]). We note that it is customary to use I(0 < R ≤ 1) in
place of I(0 < R ≤ 2) in (95). However, because of scaling, this does not change the
conclusion that Vkreg(ωreg) contains connected components with positive probability as
long as λ > 0 is small enough.
We now informally explain how the coupling between ωreg and the fractal cylinder
model will be performed. There are three steps to the procedure. First of all, the cylinder
process induces a Poisson ball model as described in Section 6 (see in particular Theorem
6.3). Secondly, we will argue that “large”balls of this induced process can be disregarded
(this uses the results of Section 7), and so essentially the induced fractal ball model will
have a cutoff similar to the regular fractal ball model. The third and final step will be to
prove that the induced ball model with a cutoff can be suitably dominated by a regular
fractal ball model, and thereby we obtain a comparison between Vk and Vkreg (recall that
Vk = V ∩ [0,1]k × {0}d−k).
We can now state and prove the following result.
Theorem 8.1. For d ≥ 4, λc ∈ (0,∞).
Proof. Fix d ≥ 4 and k ≤ d/2. We note that it would suffice to let k = 2 throughout,
but keeping k in place does not change the proof. The proof will rely on the discussion
above that for λ > 0 small enough, Vkreg contains connected components with positive
probability.
The first step is short as most of the work is already done. Recall the notation ωb,
Theorem 6.3, and the fact that
Vb ⊂ V ∩Hk,
where Vb is the induced fractal ball model as defined in Section 6.
Our second step will be to consider “large” balls. To that end, let
ω˜b :=
⋃
(x,R)∈ωb:R≤2
δ(x,R),
so that ω˜b is obtained by taking ωb and removing any ball with radius larger than 2.
Then, let
V˜b := Rk \
⋃
(x,R)∈ω˜b
Bk(x,R)
and observe that V˜b ⊃ Vb. As before, we will use the notation V˜kb = V˜b ∩ [0,1]k × {0}d−k
and similar for Vkb . It is clearly the case that P(ωb = ω˜b) = 0 since these are processes
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on the entire space Rk. However, by restricting our attention to [0,1]k ×{0}d−k this will
not pose a problem. Therefore, let
H∅ := {6 ∃(x,R) ∈ ωb : R > 2,B(x,R) ∩ [0,1]k × {0}d−k 6= ∅}
be the event that no “large” balls from ωb hits [0,1]
k × {0}d−k.
Observe that by the nature of Poisson processes, conditioned on H∅, we have that
Vkb has the same distribution as V˜kb . Therefore,
P(Vkb contains connected components) (96)
≥ P(Vkb contains connected components|H∅)P(H∅)
= P(V˜kb contains connected components)P(H∅).
Consider now P(H∅) and note that by Theorem 6.3, and Lemma 7.8 (which holds when
the diameter is at least 4) we have that
P(H∅) = exp
(
−λℓk × g((x,R) : R > 2,Bk(x,R) ∩ [0,1]k × {0}d−k 6= ∅)
)
(97)
≥ exp
(
−λℓk × g((x,R) : R > 2,Bk(x,R) ∩ (Bk(o,
√
k)× {0}d−k) 6= ∅)
)
= exp
(
−λ
∫
Rk
g(R ≥ max(2, ‖x‖ −
√
k))dℓk(x)
)
= exp
(
−λ
∫
Rk
ξk(E : diam(E) ≥ max(4, 2‖x‖ − 2
√
k))dℓk(x)
)
≥ exp
(
−λ
∫
Rk
c10max(4, 2‖x‖ − 2
√
k)−d+k−1dℓk(x)
)
= exp
(
−λc
∫ ∞
0
max(4, 2R − 2
√
k)−d+k−1Rk−1dR
)
≥ exp
(
−λc
∫ ∞
2
√
k
R−d+2k−2dR
)
> 0,
whenever d ≥ 4 and k ≤ d/2. Observe that (96) and (97) allow us to transfer the problem
from Vkb to one about V˜kb . This concludes the second step of the proof.
The third step will be to show that V˜kb contains connected components with positive
probability, and this will be done by comparison with Vkreg. To that end we note that
the intensity measure corresponding to V˜kb is simply
λdℓk(x)× dg(R)I(0 < R ≤ 2),
since there are no balls of radius larger than 2 in ω˜b.
By Lemma 7.9 (in particular Equation (91)),
dg(R) = 2−kξk,1(diam(E)k; diam(E) ≥ 2R)R−k−1dR
= 2−k‖ξk,1‖TV Eξ˜k,1
[
diam(E)k; diam(E) ≥ 2R
]
R−k−1dR
= 2−kβR‖ξk,1‖TVR−k−1dR, (98)
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where
βR := Eξ˜k,1
[
diam(E)k; diam(E) ≥ 2R
]
≤ Eξ˜k,1
[
diam(E)k
]
(= β0) <∞.
In (98), the factor 2−k appears since Lemma 7.9 is formulated for diam(E) rather than
diam(E)/2. The fact that β0 < ∞ comes from Lemma 7.6 where we used n = k and
that k ≤ d/2. Letting
dg0(R) := 2
−kβ0‖ξk,1‖TV R−k−1I(0 < R ≤ 2)dR,
we let ωb,0 be a Poisson process on R
k × R+ with the intensity measure
λdℓk(x)× dg0(R).
Clearly, this is the same intensity measure as in (95) but with a different constant.
Letting
V(ωb,0) = Rk \
⋃
(x,R)∈ωb,0
Bk(x,R),
it therefore follows that V(ωb,0) contains connected components whenever λ > 0 is chosen
small enough.
It is straightforward to couple ω˜b and ωb,0 so that
V(ωb,0) ⊂ V˜b.
Indeed, one can do this by considering a point process on the space Rd ×R+×R+ with
intensity measure
λdx×R−k−1I(0 < R ≤ 2)dR × I(q > 0)dq,
and then for a given triple (x,R,q) we let (x,R) ∈ ωb,0 iff q ≤ 2−kβ0‖ξk,1‖TV , and
(x,R) ∈ ω˜b iff q ≤ 2−kβR‖ξk,1‖TV . Letting Pb,0 denote the law of ωb,0, we conclude that
P(V˜kb contains connected components) (99)
≥ Pb,0(Vk(ωb,0) contains connected components) > 0
By combining (96), (97) and (99) the statement follows.
8.2 Connectivity when d = 2,3.
We now turn to the final case of connectivity when d = 2,3. We will prove the following
theorem.
Theorem 8.2. Let λ > 0.
a) For d = 2, there are almost surely no connected components in V.
b) For d = 3, there are almost surely no connected components in V ∩H2.
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Before we proceed with the proof of Theorem 8.2, we need to establish some notation
and auxiliary results. For s,t > 0, we define the rectangle K(s,t) := [−s/2, s/2] ×
[−t/2, t/2] ⊂ H2 and we write K(s) = K(s,s) for the square of side-length s centred at
the origin. For ǫ > 0, let LR = LR(ǫ) denote the set of ellipsoids centred in the square
K(ǫ/2) ⊂ H2 intersecting both the left and right-hand sides of the rectangle K(3ǫ,ǫ).
That is,
LR = {E ∈ E2 : cent(E) ∈ K(ǫ/2), (100)
E ∩ {−3ǫ/2} × [−ǫ/2,ǫ/2] 6= ∅,E ∩ {3ǫ/2} × [−ǫ/2,ǫ/2] 6= ∅}.
For any set R ⊂ R2 and A,B ⊂ R2 we define
A
R←→ B
to be the event that there exists a connected component in R intersecting both A and
B. Let
Arm(ǫ,R) =
{
K(ǫ)
R←→ ∂K(3ǫ)
}
,
be the event that there is a crossing in R of the annulus K(3ǫ) \K(ǫ).
Lemma 8.3. Assume that R is a random closed subset of R2 and that the law P of
R is invariant under translations and rotations of R2. Assume further that for every
ǫ ∈ (0,1/5) we have
P
(
{−3ǫ/2} × [−ǫ/2,ǫ/2] R
c∩K(3ǫ,ǫ)←→ {3ǫ/2} × [−ǫ/2,ǫ/2]
)
= 1. (101)
Then P(R is totally disconnected) = 1.
Observe that the event inside (101) is the existence of a connected component con-
tained in Rc ∩K(3ǫ,ǫ) connecting the right and left sides of the rectangle K(3ǫ,ǫ).
Proof. Let ǫ ∈ (0,1/5). First observe that if the four events
{−3ǫ/2} × [ǫ/2,3ǫ/2] R
c∩(K(3ǫ,ǫ)+(0,ǫ))←→ {3ǫ/2} × [ǫ/2,3ǫ/2],
{−3ǫ/2} × [−3ǫ/2,− ǫ/2] R
c∩(K(3ǫ,ǫ)−(0,ǫ))←→ {3ǫ/2} × [−3ǫ/2, − ǫ/2]
[ǫ/2,3ǫ/2] × {−3ǫ/2} R
c∩(K(ǫ,3ǫ)+(ǫ,0))←→ [ǫ/2,3ǫ/2] × {3ǫ/2},
[−3ǫ/2, − ǫ/2]× {−3ǫ/2} R
c∩(K(ǫ,3ǫ)−(ǫ,0))←→ [−3ǫ/2, − ǫ/2]× {3ǫ/2},
all occur, then Arm(ǫ,R) does not occur. Furthermore, since the aforementioned four
events all have probability 1 (by assumption (101) and the rotational and translation
invariance of the law of R), we get that
P(Arm(ǫ,R)) = 0. (102)
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Now let q ∈ Q2, ǫ ∈ (0,1/5)∩Q and Armq(ǫ,R) denote the event that there is a crossing
in R in the annulus
q +K(3ǫ) \K(ǫ).
Then we have that
{R is totally disconnected}c ⊂
⋃
q∈Q2
⋃
ǫ∈(0,1/5)∩Q
Armq(ǫ,R),
since if R has a connected component there must exist some q ∈ Q2 and some ǫ ∈
(0,1/5) ∩Q such that there is a crossing of the annulus
q +K(3ǫ) \K(ǫ).
Hence we have
P ({R is totally disconnected}c) ≤
∑
q∈Q2
∑
ǫ∈(0,1/5)∩Q
P (Armq(ǫ,R)) = 0,
using (102) and translational invariance in the last equality. Thus
P (R is totally disconnected ) = 1,
as required.
To deal with V ∩H2 when d = 3 we will need one additional result. We first recall
some formulas used if d = 3 and k = 2. For d = 3, the expression for the shape measure
ξ2,r is given by
ξ2,r(·) =
∫
E2(L,r)o∈·
1(
1 + a21 + a
2
2
)2da1da2,
see Theorem (1.5) and Equation (55). Moreover, according to Corollary 6.2, the expres-
sion for the diameter of an ellipse E2(L,r) is then given by
diam(E2(L,r)) = 2r
√
1 + a21 + a
2
2.
Recall also the notation
ωe =
∑
(L,r)∈ω
δ(cent(E2(L,r)),E2(L,r)o).
We have the following lemma.
Lemma 8.4. Let d = 3 and ǫ ∈ (0,1/5). Then for every λ > 0,
P (LR(ǫ,ωe)) = 1. (103)
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Proof. The proof essentially follows that of the lower bound of Proposition 5.1 in [23].
For an ellipse E ∈ E2, let arg(E) ∈ [−π/2,π/2) denote the angle between the e1 axis
and the line containing the major axis of E . It is easy to check that if E satisfies
cent(E) ∈ K(ǫ/2)
diam(E) ≥ 10ǫ, | arg(E)| < 1/10,
then E ∈ LR. Therefore, if we let
LR1 = LR1(ǫ,ωe) =
{
E ∈ E2 : cent(E) ∈ K(ǫ/2), diam(E) ≥ 10ǫ, | arg(E)| < 1/10} ,
then we have LR1 ⊂ LR so that
LR1(ωe) ⊂ LR(ωe).
Using Theorem 1.5 we have that the intensity measure of ωe is given by λℓ2 × ξ2
where
ξ2(·) =
∫ 1
0
ξ2,r(·)r−3dr.
Hence
P (LR(ωe)) ≥ P (LR1(ωe)) = 1− e−λℓ2×ξ2(LR1).
It remains to show that ℓ2 × ξ2(LR1) =∞. We have that
ℓ2 × ξ2(LR1) = ℓ2(K(ǫ/2))
∫ 1
0
∫
diam(E2(L,r))≥10ǫ
| arg(E2(L,r))|<1/10
1
(1 + a21 + a
2
2)
2
r−3da1da2dr
=
ǫ2
4
∫ 1
0
∫
diam(E2(L,r))≥10ǫ
| arg(E2(L,r))|<1/10
1
(1 + a21 + a
2
2)
2
r−3da1da2dr. (104)
We now change coordinates from (a1,a2) to polar coordinates (ρ,θ) ∈ R+ × [−π,π).
By the facts that θ = arg(E(r))(= arctan(a2/a1)) and diam(E(r)) = 2r
√
1 + a21 + a
2
2,
Equation (104) equals
ǫ2
4
∫ 1
0
∫
2r
√
1+ρ2≥10ǫ
|θ|<1/10
ρ
(1 + ρ2)2
r−3dρdθdr =
ǫ2
20
∫ 1
0
∫
r
√
1+ρ2≥5ǫ
ρ
(1 + ρ2)2
r−3dρdr
=
ǫ2
20
∫ 1
0
[ −1
2(1 + ρ2)
]∞
√
max( 25ǫ
2
r2
−1,0)
r−3dr =
ǫ2
40
∫ 1
0
1
max(5ǫ/r,1)2
r−3dr
≥ ǫ
2
40
∫ 5ǫ
0
1
25ǫ2
r−1dr =∞, (105)
as required.
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Proof of Theorem 8.2. We start with part a). Recall that in this case, we work with
d = 2. The aim is to verify the assumption (101) of Lemma 8.3. For ǫ > 0, define
Cross(ǫ) = L{−3ǫ/2}×[−ǫ/2,ǫ/2],{3ǫ/2}×[−ǫ/2,ǫ/2] ⊂ A(2,1).
We observe that for any λ > 0 and ǫ > 0 we have that
(λν2 × ρs)((L,r) : L ∈ Cross(ǫ)) =
∫ 1
0
ν2 (Cross(ǫ)) r
−2dr =∞,
since ν2(Cross(ǫ)) > 0 (this claim is easy to check and left to the reader). This implies
that
P (∃(L,r) ∈ ω : L ∈ Cross(ǫ)) = 1. (106)
Since
{∃(L,r) ∈ ω : L ∈ Cross(ǫ)} ⊂
{
{−3ǫ/2} × [−ǫ/2,ǫ/2] V
c∩K(3ǫ,ǫ)←→ {3ǫ/2} × [−ǫ/2,ǫ/2]
}
,
we get the result from (106) and Lemma 8.3.
We now move on to prove part b), for which most of the work has already been done.
Let d = 3 and λ > 0. We have that
{LR(ǫ,ωe)} ⊂
{
{−3ǫ/2} × [−ǫ/2,ǫ/2] (V∩H2)
c∩K(3ǫ,ǫ)←→ {3ǫ/2} × [−ǫ/2,ǫ/2]
}
and so the statement follows from Lemmas 8.4 and 8.3.
We can now prove Theorem 1.3.
Proof of Theorem 1.3. The statement for d ≥ 4 is Theorem 8.1 while the statements for
d = 2,3 are covered by Theorem 8.2.
Appendix A A 0-1 law
The purpose of this appendix is to prove Lemma 2.3.
Proof of Lemma 2.3. We will start by considering events depending only on some finite
region of A(d,1) × (0,1]. To that end, for R ≥ 1, let
Γx,R = {(L,r) ∈ A(d,1) × (0,1] : L ∈ LB(x,R) and r ∈ (R−1,1]},
and
ω|Γx,R = {(L,r) ∈ ω : (L,r) ∈ Γx,R}
so that ω|Γx,R is the restriction of ω ∈ Ω to the finite region Γx,R. When x = o we will
simply write ΓR. The event F is determined by Γx,R if and only if for every ω ∈ F and
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any ω˜ such that ω|Γx,R = ω˜|Γx,R we have that ω˜ ∈ F . Note that if F is determined by
Γx,R then it is also determined by Γx,R′ for any R
′ > R.
We will now prove that, for any events Fi determined by Γxi,R for i = 1,2 where
‖x1 − x2‖ ≥ 4R we have that
|P(F1 ∩ F2)− P(F1)P(F2)| ≤ 4
(
1− exp
(
−λc2R
2(d−1) (Rd−1 − 1)
(d− 1)‖x1 − x2‖d−1
))
. (107)
For simplicity, write Γx1,x2,R = LB(x1,R),B(x2,R) × (R−1,1] and observe that
P(F1 ∩ F2) (108)
= P(F1|ω(Γx1,x2,R) = 0)P(F2|ω(Γx1,x2,R) = 0)P(ω(Γx1,x2,R) = 0)
+P(F1 ∩ F2|ω(Γx1,x2,R) 6= 0)P(ω(Γx1,x2,R) 6= 0),
since the events F1 and F2 are conditionally independent on the event that ω(Γx1,x2,R) =
0. Furthermore, writing
P(Fi) = P(Fi|ω(Γx1,x2,R) = 0)P(ω(Γx1,x2,R) = 0)
+P(Fi|ω(Γx1,x2,R) 6= 0)P(ω(Γx1,x2,R) 6= 0)
for i = 1,2 and using (108), a straightforward calculation gives us that
|P(F1 ∩ F2)− P(F1)P(F2)| ≤ 4P(ω(Γx1,x2,R) 6= 0).
We will now bound P (ω (Γx1,x2,R) 6= 0). First we use Lemma 2.1 part c) to see that
P (ω (Γx1,x2,R) 6= 0)
= 1− exp
(
−λ
∫ 1
R−1
νd
(LB(x1,R),B(x2,R)) r−ddr)
= 1− exp
(
−λ
∫ 1
R−1
Rd−1νd
(
LB(x′1,1),B(x′2,1)
)
r−ddr
)
,
where x′1 and x′2 is as in Lemma 2.1. Since ‖x′1−x′2‖ = R−1‖x1−x2‖ ≥ 4 we use Lemma
2.2 to see that
P (ω (Γx1,x2,R) 6= 0)
≤ 1− exp
(
−λ
∫ 1
R−1
c2
(
R
‖x′1 − x′2‖
)d−1
r−ddr
)
= 1− exp
(
−λc2
(
R
‖x′1 − x′2‖
)d−1( 1
1− d −
Rd−1
1− d
))
= 1− exp
(
−λc2R
d−1 (Rd−1 − 1)
(d− 1)‖x′1 − x′2‖d−1
)
= 1− exp
(
−λc2R
2(d−1) (Rd−1 − 1)
(d− 1)‖x1 − x2‖d−1
)
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which proves (107).
Consider now some arbitrary shift-invariant event F . Define
IF ,x,R := I
(
ω ∈
{
P(F | ω|Γx,R) > 1/2
})
,
and note that informally, we have that IF ,x,R(ω) = 1 if ω is such that knowledge of
ω|Γx,R , i.e. the configuration inside Γx,R, makes the occurrence of F probable. The value
1/2 is somewhat arbitrary.
Note also that the event that IF ,x,R = 1 is determined by Γx,R. Then, by Le´vy’s 0-1
law,
lim
R→∞
IF ,o,R = IF a.s.
Using that F is invariant under isometries, it is straightforward to prove that the laws
of (IF ,IF ,o,R) and (IF ,IF ,x,R) are the same for every x, and so IF ,R4e1,R converges in
probability to IF . Thus, limR→∞ P(IF ,o,R = IF ,R4e1,R = IF ) = 1 and so
lim
R→∞
P(IF ,o,R = IF ,R4e1,R = 1) = P(F ). (109)
By using (107) we then see that
lim
R→∞
∣∣P(IF ,o,R = IF ,R4e1,R = 1)− P(IF ,o,R = 1)P(IF ,R4e1,R = 1)∣∣
≤ lim
R→∞
4
(
1− exp
(
−cR
2(d−1) (Rd−1 − 1)
R4(d−1)
))
= 0.
We therefore conclude that
lim
R→∞
P(IF ,o,R = IF ,R4e1,R = 1) = limR→∞
P(IF ,o,R = 1)P(IF ,R4e1,R = 1) = P(F )
2,
and by comparing this to (109) we conclude that P(F ) ∈ {0,1}.
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