Abstract. Consider a multidimensional stochastic differential equation driven by a stable-like Lévy process. We prove that the law of the solution immediately has a density in some Besov space, under some non-degeneracy condition on the driving Lévy process and some very light Hölder-continuity assumptions on the drift and diffusion coefficients.
Introduction and results
In [8] , a very simple way to prove the existence of a density for the time-marginals of many stochastic processes has been introduced. The main advantage of this method is to apply when no Malliavin calculus can be used: it allows for instance to study SDE's whose coefficients have low regularity. However, it is based on the use of the Fourier transform and Plancherel identity. It is therefore automatically leading to square integrable densities. It is not possible to prove less "regularity" than L 2 -densities. Due to this limitation and to the roughness of the method, only one-dimensional processes can be treated.
In [5] , this method has been refined. Using in particular Besov spaces, existence of densities for finite-dimensional projections of the solution to the Navier-Stokes equation perturbed by some Gaussian noise has been proved. In particular, the method is not restricted to one-dimensional processes anymore.
The aim of the present paper is to investigate what this refined method gives for multidimensional stochastic differential equations of jump type. We study some stable-like driven SDE's when the drift and diffusion coefficients have a very low regularity. Let us mention that the present method has also been applied successfully in [7] to prove some regularization property of the homogeneous Boltzmann equation.
This work can be seen as a probabilistic approach to the theory of regularity of solutions to non-local partial differential equations. Indeed, the density of the solution of a stochastic equation satisfies a Fokker-Planck equation which is, in the jump case, non-local. There is a lot of research in this field in the PDE community. In particular, some results are available in the case of coefficients with low regularity. The typical results show that when the initial condition is continuous, the viscosity solution is immediately Hölder continuous. See Barles-Chasseigne-Imbert [2] and the references therein. Here we prove, under similar assumptions on the coefficients, that when the initial condition is a Dirac mass (or any probability measure by linearity), the solution becomes a function lying in some (low-index) Besov space. Thus we assume much less on the initial condition, but we get much less regularity.
1.1. Functional spaces. We denote by M(R d ) the set of all nonnegative finite measures on R d . When f ∈ M(R d ) has a density, we also denote by f its density. For θ ∈ (0, 1), we denote by 
For s > 0, introduce
Here n is an integer such that n > s and the obtained norm does not depend on n > s (more precisely, the norms obtained with n > s and n > s are equivalent). Moreover B 
). We will also use the estimate:
. . , h)du for some bounded function K n (not depending on f ) and use a straightforward computation.
1.2. Main result. We consider, on some filtered probability space (Ω, F, (F t ) t≥0 , Pr), a pure jump d-dimensional (F t ) t≥0 -Lévy process (Z t ) t≥0 with Lévy measure m and a stochastic differential equation driven by (Z t ) t≥0 :
Precise assumptions on σ :
will be stated below. Denote by f Zt the law of Z t . Up to a change of the drift b, we may consider (see Sato [12] ) that the characteristic function of Z t satisfies, for all ξ ∈ R d ,
where
We assume that (Z t ) t≥0 behaves like some α-stable process for some α ∈ (0, 2):
We prove the following result.
be measurable and bounded and let
being a Lévy process with Lévy measure m satisfying (H α ) for some α ∈ (0, 2).
is the true drift coefficient and set
Then for all t > 0, the law f Xt of X t has a density on the set {y ∈ R d : σ(y) invertible}. Furthermore, for all 0 < γ < (κ − 1) min{α, 1}, there exists n ∈ N such that |σ
Observe thatb is well-defined when α ∈ (0, 1), since {|z|≤1} |z|m(dz) < ∞ by Lemma 5.1-(iii) with a = 1 and γ = 1. We of course take the convention that |σ
is not invertible. The existence (and uniqueness) of solutions to (1.2) is not completely clear under such weak assumptions. However, we believe that weak existence holds as soon as b and σ are continuous. We refer to Jacod [9] for many existence and uniqueness results. Clearly, we can not use Malliavin calculus, for example as in Bichteler-Jacod [4] , Bichteler-Gravereaux-Jacod [3] , Picard [11] , Denis [6] , Kulik [10] , Bally-Clément [1] etc., due to the lack of regularity of the coefficients. To our knowledge, the only regularization result concerning jumping SDE's with Hölder coefficients is that of [8] , where there are many restrictions: it works only in dimension d = 1, for α ∈ (1/2, 2), and more regularity is assumed on the coefficients. Let us mention that when α > 1, we obtain the existence of a density when the drift b is only measurable. In the case of Brownian SDE's, this is easily done thanks to the Girsanov theorem, but such a trick cannot work for jumping SDE's.
Note finally that, under the same assumption as in [8] and in particular if d = 1, we find a density which is in B γ 1,∞ (R) with γ > 1/2. Hence by Sobolev embedding it is in L 2 (R) so that we recover the result of [8] .
Assumption (H α )-(i) concerns large jumps and can be removed (loosing the Besov regularity).
be measurable and bounded and let x ∈ R d . Consider a (F t ) t≥0 -adapted càdlàg solution (X t ) t≥0 to (1.2), where (Z t ) t≥0 is a Lévy process as in (1.3) with Lévy measure m satisfying (H α )-(ii)-(iii) for some α ∈ (0, 2) and {|z|≥1} m(dz) < ∞.
(
Then for all t > 0, the law f Xt of X t has a density on the set {y ∈ R d : σ(y) invertible}.
We now state an alternative version of (H α )-(iii), which resembles the condition of Picard [11] and might be useful for applications. We will prove it in the appendix. Lemma 1.3. Let α ∈ (0, 2) and let m satisfy (H α )-(ii) and {|z|≥1} m(dz) < ∞. The two following conditions are equivalent.
Finally, let us mention the main inconvenient of our results: we have to assume (H α )-(ii) and (H α )-(iii) with the same value of α. As shown below, this is satisfied if m is the Lévy measure of some non-degenerated α-stable process. But this is not satisfied, for example, if d = 2 and if
, where Z 1 and Z 2 are two non-degenerated one-dimensional stable processes with different indexes α 1 ∈ (0, 2) and α 2 ∈ (0, 2). We could also study such a case, but we would obtain much less optimal results.
1.3.
Examples. The basic example of application is the following. Example 1.4. Assume that m is the Lévy measure of some α-stable process. Then, see Sato [12, Part 14] , there is a nonnegative finite measure λ on the sphere
Remark 1.5. In the case of SDE's driven by true α-stable processes, a little care is needed, because the characteristic function of a true α-stable process is not of the form (1.3), except when α = 1. Let thus (Y t ) t≥0 be a true α-stable process with non-degenerated Lévy measure m.
The next example shows that m may be very singular. Roughly, the Lévy measures considered by Bichteler-Gravereaux-Jacod [3] have to be smooth, so that our result is more in the spirit of those of Picard [11] .
, for some nonnegative finite measure λ on the sphere S d−1 of which the support contains a basis of
Here the support of m may be countable.
1.4.
Plan of the paper. In the next section, we recall the absolute continuity criterion of [5] and say a word about our strategy. We prove Theorem 1.1 in Section 3 and deduce Corollary 1.2 in Section 4. An appendix with technical results about our assumptions, estimates of stochastic integrals against Lévy processes and a proof of the absolute continuity criterion of [5] lies at the end of the paper.
1.5. Convention. We write C for a (large) finite constant and c for a (small) positive constant, whose values may change from line to line, and which depend only on m, d, σ, b, α. We write in index all the additional dependence of constants. For example, C β is a finite constant whose value depends on m, d, σ, b, α and β.
Main ideas of the proof
Our study relies on the following lemma due to [5] . An alternative proof is given in the appendix.
Let us explain briefly our strategy to apply Lemma 2.1. Recall that dX t = σ(X t− )dZ t + b(X t )dt and assume that σ is uniformly elliptic for simplicity.
• For ∈ (0, t), consider X t = X t− + b(X t− ) + σ(X t− )(Z t − Z t− ) (we will need to do something slightly more tricky when α ∈ (0, 1)).
• Study the error
with γ depending on η, α, and on the Hölder regularity of the coefficients σ and b.
• Conditionally on X t− , X t has an infinitely divisible distribution, for which many known results are available. In particular, we can bound the norm of any derivative of the density
by slightly generalizing a result of Schilling-Sztonyk-Wang [13] . Of course, the bound explodes when → 0 but the rate of growth is controlled precisely: we will obtain that
• Use the discrete integration by part:
to obtain, using (1.1),
• Finally, write
For each h, choose judiciously to end with something like
for some δ depending on α, on the Hölder regularity of the coefficients σ and b, and on n, η. Try to find η and n such that Lemma 2.1 applies.
Proof of the main result
In the whole section, we consider a d-dimensional (F t ) t≥0 -Lévy process (Z t ) t≥0 with Lévy measure m satisfying (H α ) for some α ∈ (0, 2), with characteristic function as in (1.3), as well as some bounded and measurable coefficients σ :
|Ax|, from which we deduce that for all A, B ∈ M d×d (R),
3.1. Approximation. We first state an approximation lemma. Unfortunately, we have to separate the two cases α ∈ (0, 1) and α ∈ [1, 2).
Proof. We start with (i). Applying Lemma 5.2-(i) (with e.g. γ = 2) and using that σ, b are bounded, we get
since β/α ≤ β and t − s ≤ 1.
Next we check (ii). We have
First, using Lemma 5.2-(i) with some γ ∈ (α, α/θ 1 ), γ ≤ 2, and that σ ∈ C θ1 (R d ), we find
where we used (i) and that γθ 1 < α. It only remains to prove that E[|J t, | β ] ≤ C β β(1+θ2/α) . If β ≤ 1, the Hölder inequality (for the expectation), the fact that b ∈ C θ2 (R d ) and point (i) (which is valid because θ 2 < 1 ≤ α) yield
as desired. If finally β > 1, the Hölder inequality (for the integral in time), the fact that b ∈ C θ2 (R d ) and point (i) (which is valid because θ 2 β < β < α) give
which ends the proof.
The case where α ∈ (0, 1) is slightly more delicate. Indeed, the approximation X t proposed above is too rough.
(i) For all 0 < s < t < s + 1, all β ∈ [0, α),
(ii) For all 0 < s < t < s + 1, all β ∈ [0, 1),
(iii) For 0 < < t ∧ 1, we can find a F t− -measurable random variable U t such that, setting
Proof. We set Y t = Z t +τ t and rewrite (1.2) as X t = x+
(X s )ds. Using Lemma 5.2-(ii) with e.g. γ = 1 and that σ is bounded, we get
for any β > 0 becauseb is bounded. This proves (i).
If β ∈ (0, α), (ii) follows from (i). We thus may assume that β ∈ [α, 1). We write
β , sinceb is bounded and since α ∈ (0, 1). It only remains to check that
β , which directly follows from Lemma 5.2-(ii) (with e.g. γ = 1), since βα ∈ (0, α) and since σ is bounded.
To check (iii), the main idea is to set U t = V t + σ(X t− )τ , where V t is the value at time t of a solution to y =b(y), y(t − ) = X t− (there may be several solutions, sinceb is only Hölder-continuous). The difficulty is then to choose this solution in such a way that V t is a measurable function of X t− (so that V t is F t− -measurable). We rather consider an approximate solution, which allows us to overcome this difficulty easily.
Let thus δ = 1/(1−θ2) and define, for s ∈ [t − , t], s δ = t − + δ (s − (t − ))/δ . Consider the solution, for u ∈ [t − , t], to
Then V t is obviously well-defined and F t− -measurable, because it is a deterministic continuous function of X t− : write that
Observe also that |V s − V s δ | ≤ Cδ for all s ∈ [t − , t] becauseb is bounded. We finally set
we see that for u ∈ [t − , t],
Setting S t, = sup s∈[t− ,t] |X s − V s | and using thatb ∈ C θ2 (R d ) and that |V s − V s δ | ≤ Cδ, we see that
Using the Young inequality xy ≤ (1 − θ 2 )x 1/(1−θ2) + θ 2 y 1/θ2 with x = K and y = S θ2 t, , we get K S θ2 t, ≤ (1 − θ 2 )(K ) 1/(1−θ2) + θ 2 S t, . Consequently S t, ≤ CR t, + C 1/(1−θ2) + θ 2 S t, , whence, since θ 2 < 1,
We finally recall that
] thanks to Lemma 5.2-(ii) (note that 0 < βθ 2 < α). Next, Lemma 5.2-(ii) with some γ ∈ (α, α/θ 1 ∧ 1) together with the Hölder condition on σ lead us to
Using (i) and that
. This ends the proof.
3.2.
Small-time density estimate for the Lévy process. We now use the ideas of SchillingSztonyk-Wang [13] to give some regularity estimates on the density of the Lévy process. In [13, Theorem 1.2], it is proved that Z t has a C ∞ -density as soon as t > 0 and a sharp estimate on the L 1 -norm of the gradient is given. We slightly generalize this result to give estimates on the L 1 -norm of higher derivatives.
Lemma 3.3. Let (Z t ) t≥0 be a Lévy process with characteristic function Ψ as in (1.3) with a Lévy measure m satisfying (H α ) for some α ∈ (0, 2). Then for all t > 0, f Zt has a C ∞ -density and for all n ≥ 0 there is a constant C n such that for all
Proof. We first show that there are 0 < c < C such that for all ξ ∈ R d with |ξ| large enough,
(dz). Thus the lower-bound is exactly (H
Using (H α )-(ii) for the first term and Lemma 5.1-(i) (with β = 0) for the second term, we obtain
Since | f Zt (ξ)| = exp(−t Ψ(ξ)) ≤ exp(−ct|ξ| α ) (for |ξ| large enough), we classically deduce that f Zt has a smooth density for all t > 0.
Define, for ρ > 0 and t > 0,
.
It is easy to deduce from (3.3) that for n ∈ N,
We now write Z t = Y t +Ỹ t , for two independent infinitely divisible random variables with laws characterized byf Yt (ξ) = exp(−tΨ t (ξ)) andfỸ
Then by [13, Proposition 2.3] (with the choice n = d + 1), there exists t 0 > 0 such that for t ≤ t 0 , Y t has a C ∞ density f Yt such that for every n ∈ N and β ∈ N d , with
We immediately deduce that for all t ∈ (0, t 0 ),
−n/α for all t > 0, which ends the proof.
3.3.
A last preliminary computation. Let us prepare the application of Lemma 2.1.
where X t was introduced in Lemma 3.1 (if α ∈ [1, 2)) or Lemma 3.2 (if α ∈ (0, 1)). 
By (3.1) and since σ ∈ C θ1 (R d ) (and thus is bounded), we get ||σ
The last term is slightly more complicated. We call f Z the law of Z . Observe that in any case, we can write X t = U t + σ(X t− )(Z t − Z t− ) for some F t− -measurable random variable U t . Since Z t − Z t− has the same law as Z and is independent of F t− , we observe that (f Z has a smooth density due to Lemma 3.3)
Using (1.1) and then Lemma 3.3, we have a.s.
We thus find I φ,3
3.4. Optimization and conclusion. We have all the weapons to conclude the Proof of Theorem 1.1. We fix t > 0. For n ∈ N to be chosen later, call
Observe that if g t has a density, then f Xt has a density on {y ∈ R d : σ(y) invertible}. For h ∈ R d with |h| ≤ 1 and
We aim to apply Lemma 2.1. By Lemma 3.4, we know that for all |h| < 1, ∈ (0, t ∧ 1), η ∈ (0, 1),
κη/α where κ = min{1 + θ 1 , α + θ 2 } as in the statement. We thus have, for |h| ≤ 1, η ∈ (0, 1), ∈ (0, t ∧ 1),
Choose = (t ∧ 1)|h| a , where a = αn/(n + κη), which gives
Let γ ∈ (0, κ − 1) as in the statement and recall that θ 1 ≥ κ − 1. Choose n ∈ N large enough and η ∈ (0, 1) close enough to 1 so that nθ 1 /(n + κη) + η > γ + η and nκη/(n + κη) > γ + η.
Lemma 2.1 then tells us that g t has a density belonging to B γ 1,∞ (R d ), which was our goal.
, where κ = min{1 + αθ 1 , α + θ 2 , α/(1 − θ 2 )} as in the statement. We have checked that for n ≥ 1, η ∈ (0, α),
Observe that κ > 1 because θ 2 > 1 − α by assumption. Choose = (t ∧ 1)|h| a ≤ t ∧ 1, where a = αn/(n + κη), which gives
Let γ ∈ (0, α(κ − 1)) as in the statement and recall that αθ 1 ≥ κ − 1. Choose n ∈ N large enough and η ∈ (0, α) close enough to α so that nαθ 1 /(n + κη) + η > γ + η and nκη/(n + κη) > γ + η.
With these choices,
Thus we deduce from Lemma 2.1 that g t has a density in B 
Proof of the corollary
Proof of Corollary 1.2. We thus consider a d-dimensional (F t ) t≥0 -Lévy process (Z t ) t≥0 with Lévy measure m satisfying only m({|z| ≥ 1}) < ∞ and (H α )-(ii)-(iii) for some α ∈ (0, 2), with characteristic function as in (1.3), as well as some bounded measurable coefficients σ :
We fix x ∈ R d and consider a (F t ) t≥0 -adapted càdlàg solution (X t ) t≥0 to (1.2). For A > 1 (large), we introduce the Lévy process (Z A t ) t≥0 built from (Z t ) t≥0 by erasing all its jumps with norm greater than A. The Lévy measure of (Z A t ) t≥0 is given by m A (dz) = 1I {|z|≤A} m(dz), so that m A satisfies (H α ). Introduce, for T > 0, the event Ω A,
Since (Z 5. Appendix 5.1. About our assumptions. We first establish some consequences of (H α ).
Lemma 5.1. Let m be a nonnegative measure on
Proof. We start with (i).
from which we conclude since a ∈ (0, 1]. Point (ii) is checked similarly: copy the proof of (i) with β = 0 and observe that we do not use (H α )-(i). We finally check (iii), using (H α )-(ii):
from which the conclusion follows, since α < γ.
Next we give the
Proof of Lemma 1.3. Recall that m is supposed to satisfy (H α )-(ii) and {|z|≥1} m(dz) < ∞.
The Burkholder-Davis-Gundy inequality, the sub-additivity of x → x γ/2 , the Hölder inequality and finally Lemma 5.1-(iii) give
The Burkholder-Davis-Gundy inequality, the sub-additivity of x → x β/2 and Lemma 5.1-(i) yield
To treat I 3 s,t , we separate two cases. First assume that β ≤ 1 and write, using the sub-additivity of x → x β and (H α )-(i) (because t − s ≤ 1 and β/α < 1). If finally β > 1 (whence α > 1), we put τ = {|z|>1} zm(dz) and
The sub-additivity of x → x γ , the fact that β/γ < 1 and Lemma 5. [5] should be more natural. Here we present an elementary proof, extending slightly that of [7] which concerns the case n = 1.
Proof of Lemma 2.1. Recall that n ≥ 1, K > 0 and 0 < η < a < 1 are fixed and let g ∈ M(R d ) satisfy (2.4).
Step 1. We now set ρ r = n j=1 (−1) j+1 n j χ jr and deduce from above that:
−η for all r ∈ (0, 1].
Step 2. Here we set g r = g ρ r and check that for all r ∈ (0, 1], all |h| ≤ 1, ||∆ n h g r || L 1 ≤ C n,d K|h| a r −η . It suffices to prove that for any
a r −η . But using (2.4) and Step 1, we get
Step 3. Here we assume additionally that g has a density in C 1 (R d ) satisfying R d |∇g(x)|dx < ∞, which implies that all the computations below are licit, and we check that sup |h|≤1 |h| η−a ||∆ n h g|| L 1 ≤ C d,a,η,n K.
