Abstract: As a key indicator of safety, the number of persons in pubic venues is quite important. However, most algorithms require a burdensome training, which is far away from practical application. In this work, we introduce a counting approach with information entropy (IE). Without extracting features or tracking objects, this algorithm greatly simplifies the process of counting. Firstly, the moving objects are segmented by background subtraction. And then interested targets are normalized to avoid perspective effect. Finally, we compute the IE of the normalized images. In theory, the IE is proved to be approximately linear with the number of persons. However, considering the deviation from occlusion, perspective distortion, difference between pedestrians etc., we also make quadratic fitting for higher accuracy. The experimental results show that the accuracy of pedestrian number obtained by IE algorithm is higher than that of the previous research. So, the usage of IE in this field is efficient and practical.
INTRODUCTION
With the rapid development of computer and image processing technology in recent years, intelligent video surveillance has been a hot-spot in the field of public safety. Crowd counting, as the key issue of computer vision, plays an essential role in many useful application domains, such as pedestrian traffic control, monitoring of train station platform , and financial service. Given the collective properties, "a crowd is something other than the sum of its parts" [1] , the threats posed in crowded scenes are greater than that posed by individuals. The threats range from fighting, rioting and violent protest to mass panic, congestion and even stampede tragedy. The most common used indicator of such behavior is crowd size, mostly meaning the number of people in the scene. Crowd counting, consequently, is valuable and significant. For the video system of crowd surveillance, great efforts have been made to find the intrinsic quality of counting. The most commonly used counting techniques can be categorized into two-fold: one is individual-centric counting and the other is group-centric counting. Patzold et al. [2] proposed a shape model to locate the upper body and a motion model to address the problem in a direct countingby-detection way. Ge et al. [3] modeled the various body shape with conditional mark process and located the individuals via Bayesian estimation. This algorithm can process reasonable occlusion, but only capture shapes that appear frequently in training set. Other methods such as face detector [4] , gait recognition [5] and head detection from skeleton graph [6] are employed to detect and count the individuals in crowd scene with low or middle density. Virtually, once the targets are individually recognized correctly, the crowd size can be determined successively. For the crowd scene, the head-shoulder detector [2] [7] is more robust than pedestrian or face detector, but all their precision is still quite low in the presence of occlusive object and complex appearance. Group-centric counting regards the crowd as a whole or some groups. After the images are preprocessed by group segmentation etc., the next key step is to extract suitable features, which can be divided into two kinds of features: global-level and local-patch-level. Global-level features are the so-called features extracted from the global image, including texture features [8] , HOG or local HOG [9] , Translation Invariant Orthonormal Chebyshev Moments [10] and Minkowski Fractal Dimension [11] , etc. Besides, camera angle [12] is developed as a feature and Liang et al. [13] counted the crowd flow by operating the feature points deriving from the whole image. Davies et al. [1] proposed another global feature, total number of foreground pixels, which is approximately linear with the people number. Over local features, holistic features have an advantage in external changes, such as illumination variation. However, the features mentioned above are easily affected by occlusion and perspective distortion. Local-patch-level features, such as color histogram [14] , segment features and edge features [15] , are mainly oriented to segmented groups or blobs and global and local features are properly combined [9, 16, 17, 18 ] to obtain a rather better performance. Based on local features, group tracking [17] is employed to blobs while considering the splitting and merging of the group. Without tracking or modeling individuals, Ma et al. [9] dealt with the local fea-tures via Gaussian process regression and integer programming. Multi-feature that used at the same time to judge how many people in a scene increases the accuracy and precision. Nevertheless, too many features rapidly enlarge the dimension of training space and noise increases inevitably. Besides, training or tracking is time-consuming, which reduces the efficiency and real-time performance of the system. Given the limitations of the algorithms mentioned above, in this paper, a novel approach based on information entropy (IE) is proposed. After the foreground objects are detected, images are normalized to overcome perspective distortion and finally the IE is computed. This efficient algorithm refuses feature-extracting and object-tracking, and it can stand reasonable occlusion and illumination variation. Our contribution is focused on the introduction of IE to crowd counting. Experimental results are better than the previous work in terms of mean absolute error (MAE) and mean relative error (MRE).
CROWD COUNTING WITH IE
The framework of counting is illustrated in Figure 1 . As shown in the flow chart, the foreground images are first separated from the sequences of input video. Then perspective normalization is made on the segmented groups and IE of the normalized images is computed out finally. Once the relationship between IE and the crowd size is discovered, we can make a prediction on the other frames to some degree.
Foreground extraction
The foreground extraction is the first step of crowd counting, and the most commonly used technique is Gaussian mixture model [19] , which provides an estimate of the temporal probability density function (PDF) of every pixel. However, the evaluation process of PDF is global and outliers stored in the pixel model always change the PDF. We segment the crowd with ViBe (Visual Background Extractor) [20] . ViBe builds a samples-based estimation of the background, and it adopts a random policy to select pixels that will be replaced or preserved in the pixel models. Thereby, this algorithm obtains an excellent robustness to noise. Moreover, to conquer its drawback of ghost object, the first n frames are used to build relative stable samplesestimation as an initialization. For a camera with a fixed angle, it need only once initialization as ViBe can adapt to the gradually changing environment. The segmented foreground masks are shown in Figure 1 -(b).
Perspective normalisation
It is well known that objects closer to the camera appear larger on the image plane than that far away from camera because of perspective effect. The basic idea of our counting algorithm is the IE of the frames with the same number of pedestrians is roughly equal to each other. Perspective normalisation, therefore, is inevitable to guarantee that the same pedestrian in the scene has almost the same size. For simplicity, the eight-connected pixels of foreground are divided into the same group, as shown in Figure 2-(a) , and the perspective normalisation is made by assigning a weight value to the centroid of the group, which integrally scales a group at a fixed proportion. In this work, we approximate the perspective map by linearly fitting. Assuming a person to be a rectangle box, we model the perspective projection as depicted in Figure 2 
where h 0 and x 0 are respectively the height and the coordinate value of the standard rectangle box, h x is the height of the rectangle with coordinate value x and L is a constant related to the vanish point. L is obtained by the least square method here. The coordinate value x is horizontal or vertical coordinate, so, according to formula (1), the perspective normalization are operated in two directions. For a moving object, the height and coordinates of its centroid are recorded from the frame it enters the scene to that it moves out. Then, the relationship between the height and the coordinates of the centroid is discovered according to linear fitting, which is shown in Figure 2 -(c). If the value L is known, the proportion is available. Then every target could be normalised to the standard height, h 0 , as shown in Figure 2 -(d e).
Concerning the specific dataset in this work, the moving objects mainly concentrate on the road. Hence, we set the region of interest (ROI) as shown in Figure 1 -(b) and seek for the normalized weight for every pixel. If the ROI is the whole image, we can refer to the above perspective model to normalize the required frames. The contribution in this aspect is that the segmented groups are replaced to the same centroid after normalization to guarantee the accurate computation of IE.
Crowd counting using IE
IE can reflect the size of ROI and the information of texture, which is suitable to represent the persons in video. The definition of IE is as follows:
where i is the gray level, N is the number of gray levels and p i is the probability of gray level i in an image. In this work, the crowd is regarded as a whole, namely that, the IE of an image maps a value of number corresponding to the pedestrians in the scene. After the image is normalized as mentioned in the above section, we compute its IE according to formula (2) . To discover the relationship between IE and the number of pedestrians in gray-scale images, as an example of binary image, we assume that:
(1) The moving objects are all pedestrians; (2) There is no occlusion between pedestrians; (3) The value of foreground pixels is 1 and that of the others is 0; (4) The persons are modeled to be rectangular boxes with the same size. Denote the number of persons as Num and the IE of the corresponding image as E N um. Then the following formulas are tenable:
where m is the number of pixels assigned value 1 in an image, and N is the total number of the image. If m N, the error term e(n) → 0.
and then E n is approximately linear with n in formula (5), as shown in Figure 1 -(d).
For gray-scale images, the i varies from 0 to 255. If we consider that different pedestrians have similar gray scale, by analogy, similar relationship exists in the gray-scale images. In another word, the value of IE linearly changes with the number of persons in the scene. In the final stage, the instantaneous counts on the ROI are rounded to the nearest integers in case that the output number of persons is decimals. Considering the difference between the reality and the assumption, besides the linear fitting between the IE and the pedestrians number, we also make quadratic fitting (Figure 1-(d) ). For the gray-scale images with the same number of persons, they have roughly equal IE, so we generalize our algorithm from binary images to the gray-scale images.
EXPERIMENTS
As a popular dataset, PETS2009 is selected to be our original experiment data and the sequences of View 1 are applied to test the proposed algorithm. Frames 0001-0010 are used to initialize the background model and 55 frames, extracted averagely from 0011-0120 are employed to make the linear and quadratic fitting. The test sequences are all of the rest frames. For the two dataset chosen for training and test, there is no repeated frames between them and they have completely different numbers of pedestrians. The deduction in section 2.3 is carried out in binary rectangular box model, and in practice, the fitting curves of binary foreground images are shown in Figure 1-(d) . In addition, we promote the IE from the binary image to the gray-scale image. Figure 3 illustrates the relative well relationship between the pedestrian number and the IE with linear and quadratic fitting. Our method does not need to extract tedious features or to track any objects. The key step is to locate the people accurately, so the algorithm has a strict requirement for foreground extraction, which is equally important in other methods [9, 13] .
To compare the results of our algorithm with that in Reference [13] , we choose the same performance indicator, Mean Absolute Error (MAE) and Mean Relative Error (M-RE), which are defined as
where N indicates the number of frames in test sequences, G(i) and T (i) are the estimated and true number of pedestrians in the ith frame, respectively.
In Table 1 , we compare the results of different fitting techniques and relative improvement about Reference [13] . It can be seen that for linear fitting the gray-scale images perform well and the binary images work better using quadratic fitting, and the overall result of our algorithm is superior to [13] . Figure 4 intuitively shows the comparison of both estimated numbers and errors with respect to time. From this figure we can conclude that our method has a slight improvement. Different fluctuations, demonstrated in the bottom two curves, shows where and which algorithm has an advantage. In a word, the overall result of our method is better than Reference [13] . 
CONCLUSION
In this work, a novel and practical algorithm using IE is proposed for crowd counting. Experimental results indicate that our approach is more accurate than previous methods. Because the required training samples are less, the preparing time is greatly saved and the computation complexity is reduced. Instead of assigning a weight on each pixel in previous perspective normalization, we assign a ratio to the centroid of a group and the group is normalized as a whole. Using the proposed method, without extracting any features and tracking any objects, the number of persons could be quickly obtained with a more stable performance than other methods. However, there are still some limitations for our algorithm.
In the stage of background modeling, we assumed that the moving objects were all pedestrians, regardless of animals, vehicles and other non-human targets. In addition, serious occlusion will also reduce the accuracy. In future research, more effort will be made on the techniques of extracting interested objects and overcoming the occlusion.
