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1. Introduction
In [9], we computed various examples of the doubling integral outlined in this manuscript for the
groups Sp2(F ) and S˜p2(F ). The eventual application of the computations in [9] was establishing the
non-vanishing of local theta lifts from irreducible constituents (π,Vπ ) of the (genuine) unramiﬁed
principal series of Sp2(F ) and S˜p2(F ) to various orthogonal groups O(V ) in [11]. The results in [9]
generalized some explicit computations of Kudla, Rapoport, and Yang for certain genuine irreducible
representations of S˜L2(F ) in Chapter 8 of [2].
The doubling integral also plays a role in the integral representation of standard L-functions for
various classical groups and can be deﬁned completely independent of the theory of theta lifts (see
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136 C. Zorn / Journal of Algebra 339 (2011) 135–155Part A of [1]). From this perspective, the computations in [2] and [9] are not suﬃciently general. Ad-
ditionally, there are two intermediate computations in [2] and [9] derived from the theory of theta
lifting and Weil representations. We would like to circumvent this link and compute the doubling in-
tegral without relying on constructions coming from Weil representations. In order to describe them,
we ﬁrst give a brief sketch of the local doubling method from [1] as it applies to Spn(F ).
First, we have an embedding i0 : Spn(F ) × Spn(F ) ↪→ Sp2n(F ) which is outlined in Section 4 of [9].
Within the group Sp2n(F ), there exists a maximal parabolic P2n = M2nN2n with M2n  GL2n(F ) and
N2n  Sym2n(F ). We associate to this parabolic subgroup a family (parametrized by s ∈ C) of induced
representations I2n(s,χ) formed by the normalized induction of the character χ | · |s ◦ det : M2n → C×
and take a section Φs ∈ I2n(s,χ). We then integrate this against a matrix coeﬃcient φ : Spn(F ) → C
associated to an irreducible admissible representation (π,Vπ ) of Spn(F ) along a subgroup of Spn(F )×
Spn(F ) isomorphic to Spn(F ). In [2] and [9], the construction is altered slightly so that one integrates
Φs against the π(g)v for some vector v ∈ Vπ . We denote such an integral Z(s,χ,Φ, v).
In [2] and [9], the choice of section Φs comes from a map from a Schwartz space S(V 2n) (where
(V , Q ) is the quadratic space associated to the orthogonal group O(V ) for which we want to as-
certain the existence of a non-vanishing theta lift for (π,Vπ )) on which S˜p2n(F ) acts via the Weil
representation (see Section 3.1 of [9] for its deﬁnition). This forces χ to be quadratic (in fact, it is
related to discF (V )), rather than allowing it to be arbitrary (as it would in the construction in [1]).
Secondly, the computation of Z(s,χ,Φ, v) in [9] requires an intermediate computation of various
terms denoted W0(r, L, L′) in Section 6 of [9] where the L and L′ represent varying integral lattices
in V (there is an analogous quantity in [2]). These quantities are ultimately shown to be a limit of lo-
cal densities of quadratic forms (see [7] for a deﬁnition of these). Unfortunately, these local densities
are very hard to compute in general. The only such formulas that are suﬃciently general to be used
for doubling while being tractable enough for the explicit computations in [2] and [9] are provided in
[7] for the cases of doubling for Spn(F ) and S˜pn(F ) with n 2 and residual characteristic of F odd.
So the goal of this manuscript was to understand the variant of the doubling construction found in
[2] and [9] generalized to arbitrary rank symplectic and metaplectic groups as well as arbitrary uni-
tary character χ . Our representation (π,Vπ ) will be an irreducible constituent of the (resp. genuine)
principal series of Spn(F ) (resp. S˜pn(F )). Thus our vector v will be a function on the group Spn(F )
(resp. S˜pn(F )) and denoted f . Using the notation from Section 2.3, we state our ﬁrst main result.
Theorem 1.1. Let f ∈ (π,Vπ ) ⊂ χ1 × χ2 × · · · × χn  σ0 and Φs ∈ I ′2n(s,χ0). For Re(s)  0, we have
Z(s,χ0,Φ, f )
(
g′0
)
=
n∏
i=1
χiχ0(−1)
∑
w∈WSpn
q(w)
∫
I∅,n
f (wk)
×
∫
GL1(F )n
n∏
i=1
χiχ0(ai)|ai|s+ 12 A(wsh,χ0, s,Φ)
(
wIIImH
(
t2n
(
n∗(a)))wII i(g′0,wk))d×adk, (1.1)
where A(wshχ0, s, ·) is the standard intertwining operator such that
A(wsh,χ0, s, ·) : χ0νs− 2n−12 × χ0νs− 2n−32 × · · · × χ0νs+ 2n−12  σ0
→ χ0νs− 2n−12 ×χ−10 ν−s−
2n−1
2 ×χ0νs− 2n−32 × χ−10 ν−s−
2n−3
2 × · · · × χ0νs+ 12 × χ−10 ν−s+
1
2  σ0.
Remark 1.1. One should note that if (π,Vπ ) is a constituent of the (resp. genuine) unramiﬁed princi-
pal series for Spn(F ) (resp. S˜pn(F )) and χ0 is unramiﬁed, one can choose both f and Φs to be ﬁxed
by their respective Iwahori subgroups. In this case (1.1) becomes a ﬁnite sum of rational functions
over w ∈ WSpn that could (in principle) be computed explicitly (from experience in the case n = 2,
one would want the aide of computer software).
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with χi = ξ νti where ξ (x) := (x,)F along with χ0 such that χ0ξ is unramiﬁed. Additionally,
we call for the various χi to be in general position (i.e., we require the principal series representation
induced from these characters to be irreducible). In this case, we let f belong to a subspace of Vπ
that satisfy a right translation property for a certain character ξ of the standard Iwahori subgroup
I∅,n ⊂ S˜pn(F ). We denote this set of vectors as V (I∅,n,ξ )π (see Section 4 for the deﬁnition of these
quantities). Thus we have our second main result (where the undeﬁned quantities are all deﬁned in
Section 4).
Theorem 1.2. For the sections Φ±s ∈ I2n(s,χ0) and vectors f ±0 ∈ V(I∅,n,ξ )π , we ﬁnd
Z
(
s,χ0,Φ
±, f ±0
)= vol(I∅,n) (±χ0(−1))n∏ni=1 L(s + 12 ,χiχ0)L(s + 12 ,χ−1i χ0)
χ0(u)nηnq
n
2 (1∓ q−s−n)−1(1± q−s)−1∏n−1j=1 ζ(2s + 2n− 2 j)
×
( ∑
w∈WSpn
q(w)−j(w)
)
f ±0
where L(s,χ) and ζ(s) are the Tate local factors
L(s,χ) := (1− χ()q−s)−1 and ζ(s) = (1− q−s)−1.
Furthermore if s ∈ C such that ∏ni=1 L(s + 12 ,χiχ0)L(s + 12 ,χ−1i χ0) is analytic and (1 ∓ q−s−n)(1 ±
q−s)
∏n−1
j=1 ζ(2s + 2n − 2 j)−1 = 0, then the operators Z(s,χ0,Φ±, ·) have rank one.
The paper is organized into three subsequent sections. In Section 2, we introduce all of the neces-
sary constructions and notation. This section also contains all of the preliminary results that we use
in later sections. It includes an appendix that sets up the notation that we use for various subgroups
of Spn(F ) and S˜pn(F ). Because we perform some explicit computations that involve a large number
of subgroups, we encapsulate the various notation in an enumerated list in Section 2.3. In Section 3,
we give a brief sketch of the doubling method used in [2] and [9] with references for the details.
We then prove Theorem 1.1 through a detailed manipulation of the integral. In Section 4, we use the
newly derived formula for Z(s,χ0,Φ, f ) to prove the result in Theorem 1.2.
This article grew out of several conversations with colleagues, working in the area of integral
representations of L-functions, regarding the results in [9]. The two most common questions asked
were whether one could compute our doubling integral for sections Φs ∈ I2n(s,χ0) where χ0 need
not be quadratic and whether one could generalize the results of [9] to higher rank groups or more
ramiﬁed representations. This article is an attempt to come up with a general formula for the doubling
construction in [9] for (π,Vπ ) any irreducible constituent of the principal series for Spn(F ) or S˜pn(F )
(where the n is now arbitrary).
2. Preliminaries
Let F be a ﬁnite extension of Qp with p = 2. We should note that this restriction on the residual
characteristic of F is only required when considering computations for the metaplectic groups S˜pn(F )
(the reason for the restriction p = 2 in the metaplectic group case has to do with the existence of
splittings for certain compact open subgroups of Spn(F ) to S˜pn(F ); see Section 2.1 of [9]). Let O ⊂ F
be the ring of integers having maximal ideal P generated by a uniformizing element  . Furthermore,
O/P  Fq where |Fq| = q = pl for some l ∈ N. Because the deﬁnition of S˜pn(F ) involves an additive
character, we ﬁx such a character ψ : F → C1 to be “unramiﬁed” in the sense that ψ |O = 1 and
ψ |P−1 = 1. By Pontrjagin duality, any other additive character of F will have the form ψa : F → C1
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a ∈ F× , let ν : F× → C× and ξa : F× → C× be the characters ν(x) := |x| and ξa(x) = (x,a)F , where
(·,·)F is the quadratic Hilbert symbol.
2.1. The symplectic and metaplectic groups
Because we would like to make some explicit computations involving the groups Spn(F ) and
S˜pn(F ), we ﬁx the following realization of these groups. Let In be the n × n-identity matrix and
Jn =
( In
−In
)
. Then
Spn(F ) =
{
g ∈ GL2n(F )
∣∣ t g Jn g = Jn}.
The metaplectic group S˜pn(F ) is a central extension of Spn(F ) by C
1
1→ C1 → S˜pn(F ) → Spn(F ) → 1 (2.1)
where there exists a section Spn(F ) → S˜pn(F ) so that
S˜pn(F ) = Spn(F ) × C1
as a set having multiplication
(g1, z1) · (g2, z2) =
(
g1g2, c(g1, g2)z1z2
)
for some cocycle c(·,·). As in [9] and [10], we let c(·,·) be the Leray cocycle cL(·,·) described in Sec-
tion 2 of [9]. This cocycle is valued in the eighth roots of unity μ8 ⊂ C1 and differs from (but is
equivalent in H2(Spn,μ8) to) the usual Rao cocycle cR(·,·) having values in {±1}. The reason for this
choice is the existence of some splittings described in Section 2.1 of [9] that we will also address be-
low. We also establish the following notational convention in order to be consistent with [2] and [9].
We will denote elements of S˜pn(F ) as [g, z]L (resp. [g, z]R ) with g ∈ Spn(F ) and z ∈ C1 when using
the Leray (resp. Rao) cocycle. Hence, the multiplication in S˜pn(F ) has the form
[g1, z1]L · [g2, z2]L =
[
g1g2, cL(g1, g2)z1z2
]
L(
resp. [g1, z1]R · [g2, z2]R =
[
g1g2, cR(g1, g2)z1z2
]
R
)
.
As noted in Section 2 of [10], the Leray cocycle is not canonical and depends on a polarization
of our symplectic space. Let (W , 〈 , 〉) be a symplectic space of dimension 2n. Given a polarization
W = X + Y , ﬁx an isomorphism of Sp(W )  Spn(F ) so that StabSp(W )(Y ) = Pn is a maximal parabolic
whose image in Spn(F ) has elements p of the form
p =
(
A
t A−1
)(
In B
In
)
with A ∈ GLn(F ) and B ∈ Symn(F ). Let Tn ⊂ Pn be the diagonal torus and Bn be the Borel subgroups
with Tn ⊂ Bn ⊂ Pn . The choice of Tn ⊂ Bn yields a set of simple roots  = (Bn, Tn). For each Ω ⊂ ,
we get a parabolic PΩ with Bn ⊂ PΩ (see Section 3.6 of [6]; such parabolic subgroups will be called
standard). In this notation Bn = P∅ . As for other parabolic subgroups of S˜pn(F ) we have the following
results.
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given by p → [p,1]L deﬁnes a splitting homomorphism.
The proof of this lemma can be found in Section 2.1 of [8] and is used to prove the following
proposition.
Proposition 2.1. (See Proposition 2.1 of [10].) Let P ⊂ Spn(F ) be a standard parabolic with Levi decomposition
P = MN where
M  GLn1(F ) × GLn2(F ) × · · · × GLnr (F ) × Spn′(F )
with n′ = n −∑ri=1 ni . Then the full inverse image of P in S˜pn(F ) (denoted P˜ ) is a parabolic subgroup of
S˜pn(F ) (in the sense of Section 3 of [8]) and has Levi decomposition P˜ = M˜N where
M˜  GLn1(F ) × GLn2(F ) × · · · × GLnr (F ) × S˜pn′(F )
and N = {[n,1]L | n ∈ N}.
Now let Kn = Spn(O) be a maximal compact subgroup of Spn(F ). We get a natural projection
projn : Kn → Spn(Fq). For any Ω ⊂ , let IΩ ⊂ Spn(F ) be the subgroup IΩ = proj−1n PΩ(Fq). We call
these the standard parahoric subgroups of Spn(F ). The metaplectic group S˜pn(F ) splits over these
parahoric subgroups in the following way.
Proposition 2.2. (See Proposition 2.2 in [10].) There exists a function λn : Kn → C1 satisfying the functional
equation
λn(k1)
−1λn(k2)−1 = cL(k1,k2)λn(k1k2)−1. (2.2)
Thus we get a splitting λn : Kn → S˜pn(F ),
λn(k) =
[
k, λn(k)
]
L .
Moreover, λn(k)−1 can be computed explicitly using techniques in Section 8.5 of [2].
Remark 2.1. Because we eventually consider both the groups Spn(F ) and Sp2n(F ) simultaneously, we
ﬁx the following notational convention for our Borel and Iwahori subgroups. We let P∅,n and I∅,n be
the Borel and Iwahori subgroups of Spn(F ) respectively. Similarly, we let P∅,2n and I∅,2n be the Borel
and Iwahori subgroups of Sp2n(F ) respectively.
Finally, for parabolic subgroups PΩ = MΩNΩ , we let NΩ = wNΩw−1 where w is the long Weyl
group element in WSpn .
2.2. A section of the Weyl group
Because we will eventually want to do some explicit computations that involve standard intertwin-
ing operators for various induced representations, we now explicitly describe a section of the Weyl
group of Spn(F ). The details underpinning this section can be found in Section 2.1 of [10].
First, we have  = {α1,α2, . . . ,αn−1, β} with β being the long root. We have that, P\{β} = Pn is
the Siegel parabolic subgroup of Spn(F ). In this case, Pn = MnNn so we let m : GLn(F ) → Mn be the
map m(g) := ( g t g−1 ). Recall polarization W = X + Y from Section 2.1 (so that StabSp(W )(Y )  Pn)
and let {e1, e2, . . . , en} be the basis for X compatible with the map m. For any permutation τ ∈ Sn ,
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for α j ∈  \ {β}, we let τα j be the 2-cycle ( j, j+ 1). Then m(tτα j )Tn is the element of the Weyl group
WSpn corresponding to the simple root α j .
We now consider a certain set of double coset representatives for Pn \ Spn(F )/Pn . In particular, for
0 j  n, let
w j :=
⎛⎜⎝
In− j
I j
In− j
−I j
⎞⎟⎠ .
With these set of elements we get the following results.
Lemma 2.2. (See Lemma 2.3 in [10].) Any element of WSpn has the form m(tτ1)w jm(tτ2)Tn for some
τ1, τ2 ∈ Sn and 0 j  n.
This gives rise to a section WSpn → Spn(F ) with gTn → m(tτ1 )w jm(tτ2 ) where gTn =
m(tτ1 )w jm(tτ2 )Tn . Lemma 2.4 of [10] shows that this section is well deﬁned. So we now identify
WSpn with its image in Spn(F ) under this section. For elements in the image of this section, we get
the following lemma.
Lemma 2.3. (See Lemma 2.5 of [10].) For any w,w ′ ∈WSpn , we have
λn(w) = λn
(
w ′
)= 1 and cL(w,w ′)= 1.
So for w ∈WSpn , we let w := λn(w) = [w,1]L ∈ S˜pn(F ).
2.3. Appendix to Section 2
In what follows, we endeavor to address our integral construction for both symplectic and
metaplectic groups in a uniform way. To do this, we ﬁx the following notational convention. Let
Gn = Spn(F ) and G˜n = S˜pn(F ). We will use G ′n in expressions where one can use Gn and G˜n in-
terchangeably. We will refer to the natural projection G ′n → Gn at various points. In the case that
G ′n = Gn , this projection is the identity map whereas if G ′n = G˜n , this projection is the one from (2.1).
In order to handle the splitting maps Pn → G˜n and Kn → G˜n in a uniform way with the subset inclu-
sion Pn ⊂ Gn and Kn ⊂ Gn , we ﬁx the following notational convention. For p ∈ Pn , let p ∈ G ′n be the
element [p,1]L ∈ G˜n if G ′n = G˜n or p ∈ Gn if G ′n = Gn . Similarly, for k ∈ Kn , let k ∈ G ′n be the element
[k, λn(k)]L ∈ G˜n if G ′n = G˜n or k ∈ Gn if G ′n = Gn . Additionally, we let P ′n be the inverse image of Pn
under the projection G ′n → Gn and K ′n = {k ∈ G ′n | k ∈ Kn}. This convention will be extended to the
obvious way for all subgroups of Pn and Kn .
We also compile a list of all of the notation used for elements in various subgroups of Gn = Spn(F )
and Hn := Sp2n(F ).
1. Let Ei, j be the i, j-th elementary matrix with a 1 in the i, j-th component and 0 elsewhere. The
overall size of the matrix of Ei, j will vary depending on the context.
2. For g ∈ GLn(F ) and h ∈ GL2n(F ),
mG(g) :=
(
g
t g−1
)
and mH (h) :=
(
h
th−1
)
.
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h(g1, g2) :=
(
g1
g2
)
.
3. For X, Z ∈ Symn(F ) and Y ∈ Mn(F ),
n+G (X) :=
(
In X
In
)
and n+H (X, Y , Z) :=
⎛⎜⎝
In X Y
In tY Z
In
In
⎞⎟⎠ .
Furthermore, n−G (X) := tn+G (X) and n−H (X, Y , Z) := tn+H (X, Y , Z).
4. For Y ∈ Mn(F ),
u+H (Y ) :=mH
(
In Y
In
)
and u−H (Y ) :=mH
(
In
Y In
)
.
5. For 1  i  n and 1  j < k  n, let ai ∈ F× and b j,k ∈ F . We then let a = (ai)ni=1, b =
(b j,k)1 j<kn ,
tn(a) :=
n∑
i=1
ai Ei,i ∈ GLn(F ) and un(b) := In +
∑
1 j<kn
b j,kE j,k ∈ GLn(F ).
Additionally, let pn(a, b) :=∑ni=1 ai Ei,i +∑1 j<kn b j,k E j,k = tn(a) + (un(b) − In). So pn(a, b) =
tn(a)un( b′) ∈ GLn(F ) where b′j,k = a−1j b j,k for all 1 j < k n.
6. For 1 i  n and g∗i ∈ GL2(F ), then g∗ = (g∗i )ni=1 and
t2n
( g∗) := b-diag(g∗1, g∗2, . . . , g∗n) ∈ GL2n(F ),
where b-diag refers to the block diagonal matrices in GL2n(F ) where each block contains a g∗i .
Remark 2.2. We tried to use the subscript on the various notation to indicate which group contains
the given element. Notation with a G subscript denotes elements in Gn . Likewise, notation with H or
m subscripts denotes elements in Hn and GLm(F ) respectively.
As mentioned in Section 4.1 of [8], the Levi decomposition of parabolic subgroups of G˜n described
in Proposition 2.1 allows us to deﬁne representations of G˜n induced from standard parabolic sub-
groups in an identical way to the analogous representations of Gn . So for any parabolic subgroup
P ′ = M ′N ′ ⊂ G ′n with M ′  GLr1(F ) × GLr2(F ) × · · · × GLrm (F ) × G ′n′ (where n = n′ +
∑m
i=1 ri), admis-
sible representations (πi,Vπi ) of GLri (F ), and (genuine) admissible representation (σ ,Vσ ) of G ′n′ , we
let
π1 × π2 × · · · × πm  σ := IndG
′
n
P ′ (π1 ⊗π2 ⊗ · · · ⊗πm ⊗ σ) (2.3)
where the induction is normalized. The notation on the left-hand side of (2.3) is employed in [8] and
was borrowed from the many works of Tadic´. As long as (σ ,Vσ ) is genuine, this representation will
also be genuine. In case that n′ = 0 and G ′n′ = G˜n′ , we set G˜0 = C1 and we set (σ ,Vσ ) = (σ0,C1)
where σ0 : C1 → C1 is the identity map. In case that n′ = 0 and G ′n′ = Gn′ , we set G0 = {1} so
(σ ,Vσ ) is the trivial representation of the trivial group. We will denote this representation (σ0,C1)
for notational consistency with the metaplectic case.
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With all our notation now made explicit, we are ready to prove our main result regarding the
generalization of the doubling integral found in Chapter 8 of [2] and throughout [9]. We will include
a brief section regarding the doubling integral in order to familiarize the reader with the basic in-
gredients. We will not explain its role in the non-vanishing of theta lifts as it is not germane to the
results of this manuscript. Instead, we will refer the reader to some references where they can ﬁnd
the motivation for this construction.
3.1. The doubling “embedding”
One of the central tools employed in the doubling construction is a homomorphism i : G ′n ×
G ′n → H ′n . This map is the slight twist of a map i0 : G ′n × G ′n → H ′n both of which are deﬁned at
the beginning of Section 4 of [9]. It is worth noting that if G ′n = Gn (and so H ′n = Hn) this map is in-
jective. On the other hand if G ′n = G˜n (and thus H ′n = H˜n) the kernel of i is the diagonally embedded
C1 ↪→ G˜n × G˜n . While we will not deﬁne these maps here, we will point out several properties of this
map on various subgroups of G ′n × G ′n that are important to our computation. All of the following can
be veriﬁed via very elementary computations.
Lemma 3.1. For g1, g2 ∈ GLn(F ),
i
(
mG(g1),mG(g2)
)= i0(mG(g1),mG (g2))=mH (g1, g2).
For X1, X2 ∈ Symn(F )
i
(
n+G (X1),n
+
G (X2)
)= i0(n+G (X1),n+G (−X2))= n+H (X1,0,−X2),
i
(
n−G (X1),n
−
G (X2)
)= i0(n−G (X1),n−G (−X2))= n−H (X1,0,−X2).
For 0 j,k n,
i(w j,wk) = i0
(
w j,w
−1
k
)= i0(w j,wk)mH(In,( In−k −Ik
))
.
For k1,k2 ∈ I∅,n,
i(k1,k2) = i0
(
k1,k
∨
2
)
where the map g → g∨ is deﬁned in Section 4 of [9]. Note that k2 and k∨2 have the same image under the
projection I∅,n → M∅,n(Fq) coming from the composition of the natural projections I∅,n → P∅,n(Fq) and
P∅,n(Fq) → M∅,n(Fq).
3.2. The doubling integral
The doubling integral is a global (adelic) Rankin–Selberg type integral deﬁned by Piatetski-Shapiro
and Rallis in Part A of [1]. It unfolds as a product of local integrals, a variant of which we consider in
this manuscript. The variant is a higher dimensional analogue to the integrals computed in Chapter 8
of [2] and in Section 7 or [9]. This integral was originally created as a way of determining the non-
vanishing theta lifts between various groups in a dual reductive pair (see the Introduction of [4]).
Let (π,Vπ ) ⊂ χ1 × χ2 × · · · × χn  σ0 in the standard induced model and f ∈ Vπ . Moreover, let
Φs ∈ I ′2n(s,χ0) := IndH
′
n
P ′ (χ0| · |s ◦ det⊗ σ0). We deﬁne the integral2n
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(
g′0
)= ∫
Gn
Φs
(
δ′i
(
g′0, g′
))
f
(
g′
)
dg (3.1)
where g′ (resp. δ′) is any element of G ′n (resp. H ′n) for which g′ → g (resp. δ′ → δ) under the pro-
jection G ′n → Gn (resp. H ′n → Hn). The element δ ∈ Hn is deﬁned in Section 4 of [10] and will be
decomposed below. As explained in Section 4 of [10], this integral is independent of the choice of g′
projecting onto g and converges for Re(s)  0. It also satisﬁes a functional equation which we will
not discuss in this manuscript (see Theorem 2.1 of [3]).
Next, let us specify a particular section Gn → G ′n . For g ∈ Gn , g = pk for some p ∈ P∅ and k ∈ Kn ,
let g′ = pk (in the case that G ′n = G˜n , one has λn(k) = 1 for k ∈ Pn ∩ Kn so this decomposition is well
deﬁned; see the proof of Proposition 4.6 of [8] for a proof of this). Additionally, for w ∈ WSpn , let
NwΩ := {n ∈ NΩ | w−1nw ∈ NΩ }. Using the Iwasawa decomposition for Gn = P∅,nKn , we ﬁnd
Z(s,χ0,Φ, f )
(
g′0
)= ∫
Kn
∫
P∅,n
Φs
(
δ′i
(
g′0,pk
))
f (pk)dp dk
=
∑
w∈WSpn
∑
n∈Nw∅ (O)/Nw∅ (P)
∫
I∅,n
∫
P∅,n
Φs
(
δ′i
(
g′0,pnwk
))
f (pnwk)dp dk
=
∑
w∈WSpn
q(w)
∫
I∅,n
∫
P∅,n
Φs
(
δ′i
(
g′0,pwk
))
f (pwk)dp dk (3.2)
where (w) is the length of w so that
q(w) = |I∅,nwI∅,n/I∅,n| =
[
Nw∅ (O) : Nw∅ (P)
]
.
Notice that we employed the change of variables p → pn−1 to get (3.2).
Next, we aim to decompose δ. Let τI ∈ S2n be the permutation
τI (t) =
{
t + n if 1 t  n,
t − n if n+ 1 t  2n (3.3)
and let wI = m(tτI ) ∈ Hn . Then δ = wIwnwIu+H (−In) = wImH (In,−In)w−1n wIu+H (−In). Also notice
that in Hn , wn is not the long Weyl group element. A simple computation shows that
Φs
(
δ′i
(
g′0,pwk
))= Φs(wImH (In,−In)w−1n wIu+H (−In)i(g′0,pwk))
= χ0
(
det(tτI )
)
χ0(−1)nΦs
(
w−1n wIu+H (−In)i
(
g′0,pwk
))
.
Substituting this in to (3.2) while noticing that χ0(det(tτI )) = χ0(−1)n and factoring P∅,n = M∅,nN∅,n
we get
Z(s,χ0,Φ, f )
(
g′0
)
=
∑
w∈WSpn
q(w)
∫
I∅,n
∫
M∅,n
∫
N∅,n
Φs
(
w−1n wIu+H (−In)i(1,nm)i
(
g′0,wk
))
f (nmwk)δP∅,n (m)
−1 dndmdk.
(3.4)
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For 1  i  n and 1  j < k  n, let ai ∈ F× and b j,k ∈ F . Further, let a and b be as in Section 2.3.
The map b → mG(un(b)) gives a bijection from F n(n−1)2 to N1. However, this map is not a group
homomorphism (for instance N1 is not abelian). As a notational convention, we let F (n) be the set
of b with the group operation making the map b →mG(un(b)) a group homomorphism. We further
let d×a =∏ni=1 d×ai , db =∏1 j<kn db j,k and dX be Haar measures on GL1(F )× , F (n) , and Symn(F )
respectively (here d×ai and db j,k are Haar measures on F× and F respectively). Substituting this into
(3.4) yields
Z(s,χ0,Φ, f )
(
g′0
)
=
∑
w∈WSpn
q(w)
∫
I∅,n
f (wk)
∫
GL1(F )n
n∏
i=1
χi(ai)|ai|−n+i−1
×
∫
F (n)
∫
Symn(F )
Φs
(
w−1n wIu+H (−In)i
(
1,n+G (X)mG
(
un(b)tn(a)
))
i
(
g′0,wk
))
dX dbd×adk. (3.5)
A simple computation shows that un(b)tn(a) = pn(a, b′) where b′i, j = a jbi, j . By doing this multiplica-
tion and performing the change of variables bi, j → a−1j bi, j (each of which produces a factor of |a j |−1)
Eq. (3.5) becomes
Z(s,χ0,Φ, f )
(
g′0
)
=
∑
w∈WSpn
q(w)
∫
I∅,n
f (wk)
∫
GL1(F )n
n∏
i=1
χi(ai)|ai |−n I1(s,χ0,Φ)
(
g′0,wk, tn(a)
)
d×adk (3.6)
where
I1(s,χ0,Φ)
(
g′0,wk, tn(a)
)
=
∫
F (n)
∫
Symn(F )
Φs
(
w−1n wIu+H (−In)i
(
1,n+G (X)mG
(
pn(a, b)
))
i
(
g′0,wk
))
dX db. (3.7)
3.3. Evaluating I1(s,χ0,Φ)
First, notice that i(In,n
+
G (X)) = n+H (0,0,−X) and consider the following elementary computations
u+H (−In)n+H (0,0,−X) = n+H (−X, X,−X)u+H (−In),
wIn
+
H (−X, X,−X) = n+H (−X, X,−X)wI ,
w−1n n+H (−X, X,0) = u+H (−X)n+H (−X,0,0)wn.
Using these along with the fact that Φs(u
+
H (−X)n+H (−X,0,0)h′) = Φs(h′) for all X ∈ Symn(F ) and
h′ ∈ H ′n , Eq. (3.7) becomes
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(
g′0,wk, tn(a)
)
=
∫
F (n)
∫
Symn(F )
Φs
(
w−1n n+H (0,0,−X)wIu+H (−In)i0
(
In,mG
(
pn(a, b)
))
i
(
g′0,wk
))
dX db. (3.8)
Consider that ∫
Symn(F )
Φs
(
w−1n n+H (0,0, X)h
′)dX = A(wn,χ0,Φs)(h′) (3.9)
for all h′ ∈ H ′n where A(wn,χ0, s,Φ) is the standard intertwining operator
A(wn,χ0, s, ·) : χ0νs− 2n−12 × χ0νs− 2n−32 × · · · × χ0νs+ 2n−12  σ0
→ χ0νs− 2n−12 ×χ0νs− 2n−32 × · · · × χ0νs− 12 × χ−10 ν−s−
2n−1
2 × χ−10 ν−s−
2n−3
2 × · · ·
×χ−10 ν−s−
1
2  σ0.
Notice that the image of I2n(s,χ0) under the map A(wn,χ0, s, ·) is a submodule of the representation
Ind
H ′n
P ′n,n
(χ0ν
s− n2 ◦ det ⊗ χ−10 ν−s−
n
2 ◦ det ⊗ σ0) where P ′n,n is the standard parabolic of H ′n with Levi
factor isomorphic to GLn(F ) × GLn(F ) × H ′0. By performing the change of variables X → −X and
applying (3.9) to (3.8) yields
I1(s,χ0,Φ)
(
g′0,wk, tn(a)
)
=
∫
F (n)
A(wn,χ0, s,Φ)
(
wIu
+
H (−In)i
(
In,mG
(
pn(a, b)
))
i
(
g′0,wk
))
db. (3.10)
Consider i(In,mG(g)) = i0(In,mG(g)) for all g ∈ GLn(F ) and we have the following elementary com-
putations
u+H (−In)i0
(
In,mG
(
pn(a, b)
))= i0(In,mG(pn(a, b)))n+0 (−mG(pn(a, b))),
wI i0
(
In,mG
(
pn(a, b)
))= i0(mG(pn(a, b)), In)wI .
Since i0(mG (a, b), In) ∈ P ′∅,2n ⊂ H ′n , we see that
A(wn,χ0, s,Φ)
(
i0
(
mG
(
pn(a, b)
)
, In
)
h′
)= δ 12P∅,2n(mG(pn(a, b))) n∏
i=1
χ0(ai)|ai|s−n− 12+ jΦs
(
h′
)
=
n∏
i=1
χ0(ai)|ai |s+n+ 12 Φs
(
h′
)
for any h′ ∈ H ′n . Notice that we are using that
δ
1
2
P∅,2n
(
mH
(
diag(a1,a2, . . . ,a2n)
))= 2n∏
j=1
|a j|2n+1− j.
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Z(s,χ0,Φ, f )
(
g′0
)
=
∑
w∈WSpn
q(w)
∫
I∅,n
f (wk)
∫
GL1(F )n
n∏
i=1
χiχ0(ai)|ai |s+ 12 I2(s,χ0,Φ)
(
g′0,wk, tn(a)
)
d×adk (3.11)
where
I2(s,χ0,Φ)
(
g′0,wk, tn(a)
)
=
∫
F (n)
A(wn,χ0, s,Φ)
(
wIu
+
H
(−mG(pn(a, b)))i(g′0,wk))db. (3.12)
3.4. Evaluating I2(s,χ0,Φ)
We have reduced the quantity I1(s,χ0,Φ)(g′0,wk, tn(a)) to I2(s,χ0,Φ)(g′0,wk, tn(a)) which we
now evaluate. Some elementary computations yield the following equations:
u+H
(−mG(pn(a, b)))= u+H(−mG(un(b)))u+H(−mG(tn(a))),
wIu
+
H
(−mG(un(b)))= u−H(−mG(un(b)))wI . (3.13)
We notice that u−H (−mG(un(b))) =mH (I2n −
∑
1i< jn bi, j En+i, j). Let τII ∈ S2n be the permutation
τII( j) :=
{
2 j − 1 if 1 j  n,
2( j − n) if n + 1 j  2n
and let wII =mH (tτII ) ∈ Hn . Now consider the following lemma.
Lemma 3.2. Let N0 = {u−H (−mG(un(b)))} where the b range as above. Then N0 = w−1II NwII∅,2nwII .
Proof. Our goal is to demonstrate that for any n ∈ N∅,2n , wIInw−1II ∈ N∅,2n if and only if n ∈ N0.
Since wII ∈ M2n , the Levi factor of the Siegel parabolic subgroup, we have that wIIN2nwII = N2n . So
it suﬃces that we consider n ∈ N∅,2n ∩ M2n . Let Ek,l be an elementary matrix in M2n(F ) described in
Section 2.3. Any n ∈ N∅,2n ∩ M2n can be written as mH (I2n +∑1l<k2n xk,l Ek,l) for some xk,l ∈ F and
a routine computation shows that
wIImH
(
I2n +
∑
1l<k2n
xk,l Ek,l
)
w−1II =mH
(
I2n +
∑
1l<k2n
xk,l EτII(k),τII(l)
)
.
So our proof reduces to showing that the pairs (k, l) with 1  l < k  2n such that τII(k) < τII(l) are
precisely the ones in N0.
Suppose that 1  l < k  n, then a routine computation shows that 1  τII(l) < τII(k)  2n − 1.
Similarly, if n + 1 l < k  2n, then 2 τII(l) < τII(k) 2n. Now consider the case that 1 l  n and
n + 1  k  2n. We see that τII(k) < τII(l) precisely when 2(k − n) < 2l − 1 which is equivalent to
(k − l) < n − 12 . Since k and l are integers, this condition can be phrased as τII(k) < τII(l) if, and only
if, k− l n−1. As mentioned above, N0 is set of matrices of the form mH (I2n +∑1i< jn bi, j En+i, j).
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precisely the pairs that satisfy 1 j  n, n + 1 n + i  2n, and 1 (n + i) − j = n + (i − j) n − 1.
Thus the result follows. 
Using Lemma 3.2 and (3.13) in (3.12), we see that
I2(s,χ0,Φ)
(
g′0,wk, tn(a)
)
=
∫
N
wII∅,2n
A(wn,χ0, s,Φ)
(
w−1II nwIIwIu
+
H
(−mG(tn(a)))i(g′0,wk))dn
= A(wII,χ0, s, A(wn,χ0, s,Φ))(wIIwIu+H(−mG(tn(a)))i(g′0,wk)) (3.14)
where A(wII,χ0, s,Φ) is the standard intertwining operator
A(wII,χ0, s, ·) : χ0νs− 2n−12 ×χ0νs− 2n−32 × · · · × χ0νs− 12 × χ−10 ν−s−
2n−1
2 × χ−10 ν−s−
2n−3
2 × · · ·
× χ−10 ν−s−
1
2  σ0
→ χ0νs− 2n−12 × χ−10 ν−s−
2n−1
2 × χ0νs− 2n−32 ×χ−10 ν−s−
2n−3
2 × · · · ×χ0νs+ 12 ×χ−10 ν−s+
1
2  σ0.
Notice that this intertwining operator “shuﬄes” the inducing data like one might shuﬄe two halves
of a deck of playing cards. By using Frobenius reciprocity, we realize that this composition of inter-
twining operators A(wII,χ0, s, ·) ◦ A(wn,χ0, s, ·) is (up to a scalar) the standard intertwining operator
A(wsh,χ0, s, ·) with
A(wsh,χ0, s, ·) : χ0νs− 2n−12 × χ0νs− 2n−32 × · · · ×χ0νs+ 2n−12  σ0
→ χ0νs− 2n−12 × χ−10 ν−s−
2n−1
2 ×χ0νs− 2n−32 × χ−10 ν−s−
2n−3
2 × · · · × χ0νs+ 12 ⊗ χ−10 ν−s+
1
2  σ0
(for details see Section 7.3 of [8]). So (3.2) becomes
Z(s,χ0,Φ, f )
(
g′0
)
=
∑
w∈WSpn
q(w)
∫
I∅,n
f (wk)
×
∫
GL1(F )n
n∏
i=1
χiχ0(ai)|ai |s+ 12 A(wsh,χ0, s,Φ)
(
wIIwIu
+
H
(−mG(tn(a)))i(g′0,wk))d×adk.
(3.15)
3.5. Some ﬁnal simplifying
We would still like to clean up some of the terms in the integrals as follows. First, let us consider
w−1II =mH (tτII )−1 =mH (t−1τII ) =mH (tτ−1II ) where τ
−1
II ∈ S2n with
τ−1II (k) =
{
k+1
2 if k is odd,
k
2 + n if k is even.
Consider the following lemma.
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τIII(k) :=
{
k + 1 if k is odd,
k − 1 if k is even
and let wIII =mH (tτIII ). Then
wIIw I w
−1
II = wIII.
Proof. Since wI =mH (tτI ) and wII =mH (tτII ), we see that
wIIw I w
−1
II =mH (tτII◦τI◦τ−1II )
so we need only to verify that τII ◦ τI ◦ τ−1II = τIII . Notice if 1 k 2n is odd, then
τII ◦ τI ◦ τ−1II (k) = τII ◦ τI
(
k + 1
2
)
= τII
(
k + 1
2
+ n
)
= 2
(
k + 1
2
+ n− n
)
= k + 1.
Similarly, if 1 k 2n is even, then
τII ◦ τI ◦ τ−1II (k) = τII ◦ τI
(
k
2
+ n
)
= τII
(
k
2
+ n− n
)
= 2k
2
− 1 = k − 1. 
One should note that wIII =∏ni=1 wτα2i−1 where αk ∈ .
Next we notice that n+0 (−mG (a,0)) consists of matrices of the form mH (I2n+
∑n
i=1 ai Ei,n+i) where
ai ∈ F× . Thus
wIImH
(
I2n +
n∑
i=1
ai Ei,n+i
)
w−1II =mH
(
I2n +
n∑
i=1
ai EτII(i),τII(n+i)
)
.
However for 1 i  n, τII(i) = 2i − 1 and τII(n + i) = 2(n + i − n) = 2i. For a ∈ F× , let n∗(a) ∈ GL2(F )
be the matrix n∗(a) := ( 1 a
1
)
and n∗(a) = (n∗(ai))ni=1. Let w∗ = E1,2 + E2,1 ∈ GL2(F ) and w∗ = (w∗)ni=1.
With these deﬁnitions, we see that
wIII = t2n
( w∗),
wIIu
+
H
(−mG(tn(a)))w−1II = t2n(n∗(a)).
Substituting these into (3.15) and changing variables ai → −ai for each i yields
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(
g′0
)
=
n∏
i=1
χiχ0(−1)
∑
w∈WSpn
q(w)
∫
I∅,n
f (wk)
×
∫
GL1(F )n
n∏
i=1
χiχ0(ai)|ai |s+ 12 A(wsh,χ0, s,Φ)
(
wIIImH
(
t2n
(
n∗(a)))wII i(g′0,wk))d×adk.
(3.16)
As a consequence, we see that we can compute the integral with respect to the various ai indepen-
dently from each other since
wIIImH
(
t2n(a)
)= b-diag(w∗n∗(a1),w∗n∗(a2), . . . ,w∗n∗(an))
and the various blocks commute with each other. Furthermore, this ﬁnishes the proof of Theorem 1.1.
4. An example
Let us now compute an example of this doubling construction for the metaplectic group S˜pn(F ) of
arbitrary rank where χ0 = ξu for some u ∈ O× and χi = ξ | · |si for some si ∈ C. Let us choose the
n-tuple (si)ni=1 so that the representation (π,Vπ ) = χ1 ×χ2 × · · ·×χn σ0 is irreducible (i.e., choose
(si)ni=1 to be in general position).
Since 1+P ⊂ (F×)2, we have that ξ factors through O×/(1+P) and gives a quadratic character
ξ : F×q → C1. So consider the following composition of homomorphisms
I∅,n → P∅,n(Fq) → M∅,n(Fq) → C1
where the ﬁrst two homomorphisms are the canonical quotient maps and the ﬁnal homomorphism
is given by the following (where we identify M∅,n(Fq) with n-tuples of elements in F×q )
(a1,a2, . . . ,an) →
n∏
i=1
ξ (ai) = ξ
(
n∏
i=1
ai
)
.
Since we are really interested in the composition of these maps, we will abuse notation and denote
the composed homomorphism ξ : I∅,n → C1. Moreover, since I∅,n = {[k, λn(k)]L | k ∈ I∅,n} ⊂ G˜n is
canonically isomorphic to I∅,n , we further abuse notation and let ξ be the corresponding character
of I∅ .
Now consider the set V(I∅,n,ξ )π = { f ∈ Vπ | f (gk) = f (g)ξ (k), ∀g ∈ G˜n, ∀k ∈ I∅,n}. Because such
functions transform on the left by a character of P˜∅,n , we see that the values of such functions are
determined on double coset representatives for P˜∅,n \ G˜n/I∅,n . One such set of double coset represen-
tatives is our representative for the Weyl group of Spn(F ). For any Weyl group representative w , let
fw ∈ V(I∅,n,ξ )π be deﬁned by the following two properties:
1. supp( fw) ⊂ P˜∅,nwI∅,n and
2. fw([p, z]Lwk) = z(⊗ni=1 χi)(p)δP∅ (p) 12 ξ (k) for any [p, z]L ∈ P˜∅,n and any k ∈ I∅,n .
A routine computation veriﬁes that V(I∅,n,ξ )π =
⊕
w∈W C · fw .Spn
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two such sections Φ±s ∈ I2n(s,χ0) that are motivated by the theory of local theta lifts and local
theta dichotomy. However, we can describe these sections with almost no reference to the underlying
theory of theta lifts. The true utility of these sections comes from the fact that the intertwining
operator A(wsh,χ0, s, ·) behaves “nicely” on these sections. In fact, we can compute A(wsh,χ0, s,Φ±)
using the method of Gindikin and Karpelevich. As is shown in Section 4 of [10], these sections satisfy
two separate (but closely related) sets of equations having the following two properties. The space
of functions in I2n(s,χ0) satisfying either set of equations is one-dimensional and the image of such
a function under any intertwining operator corresponding to a simple root satisﬁes the same set of
equations. As such, these functions behave like “eigen-functions” for the various standard intertwining
operators (we put “eigen-function” in quotes because the image of the vectors under the standard
intertwining operators is generally in a different representation than the original representation).
For the standard Iwahori subgroup I∅,2n ⊂ H˜n , let χ0 : I∅,2n → C1 be the quadratic character de-
ﬁned in the analogous fashion to ξ : I∅,n → C1. We deﬁne sections Φ±s ∈ I2n(s,χ0)(I∅,n,χ0) by
Φ±s (wτ1w jwτ2) = χ0
(
sgn(τ1τ2)
)(±χ0(u)η
q
1
2
) j
(4.1)
where wτi = mH (tτi ) with τi ∈ S2n and η ∈ μ4 is a fourth root of unity depending on Fq that we
will describe below. These two vectors are special cases of the vectors deﬁned by Eq. (31) of [10]. In
order to see this, we notice that our sections Φ±s are the ones deﬁned in Section 4.3 of [10] for a
quadratic space (V , Q ) with o(V ) = 1, χV = χ0, (V ) = ±χ0(−1)n , [L± : L] = q, and γ˙ (ψ˙) = η for all
the quantities in (31). Such spaces are described in Section 2.3 of [10] as (V±κ , Q ±κ ) with ordF (κ) odd.
Additionally, we should remark that η = γ˙ (ψ˙) is a Weil index (described brieﬂy in Section 4.3 of [10])
that can be explicitly computed in Appendix A.9 of [5]. However, the only important fact about this
quantity that we require is that η2 = χ0(−1). Otherwise, as we shall see, no other properties η will
play a role in our computation.
4.1. Computing A(wsh,χ0, s,Φ±)
Now let
(
Π(s,χ0),VΠ(s,χ0)
)= χ0νs− 2n−12 × χ0νs− 2n−32 × · · · × χ0νs+ 2n−12  σ0,
so that I2n(s,χ0) ⊆ VΠ(s,χ0) . Following Section 7 of [8], we can justify meromorphically continuing
the operator A(wsh,χ0, s, ·) to all s ∈ C and factor the operator as a product of standard intertwining
operators with respect to simple roots. We will denote the meromorphically continued operator as
A0(wsh,χ0, s, ·). In this case, we have
wsh =w(n− 1)w(n− 2) · · ·w(0)
where the w( j) are given by
w( j) =wα2 j+2wα2 j+3 · · ·wα2n−1wβ (4.2)
for 0 j  n − 2 and w(n − 1) =wβ .
Now let A0(w( j),χ0, s, ·) be the (meromorphically continued) standard intertwining operator as-
sociated to Weyl group element w( j). If we set, VΠ0(s,χ0) := A0(w(0),χ0, s, ·)VΠ(s,χ0) , VΠ j(s,χ0) :=
A0(w( j),χ0, s, ·)VΠ j−1(s,χ0) , and VΠ−1(s,χ0) := VΠ(s,χ0) . Propositions 4.8 and 4.9 of [10] show that
Φ±s ∈ V(IA ,χ0)Π(s,χ0) are “eigen-functions” for the various (meromorphically extended) operators corre-
sponding to simple roots. The other principal series representations in the Weyl group orbit of the
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section must be unique, so we will abuse notation and refer to the analogous normalized sections as
Φ±s in every representation in the Weyl group orbit of (Π(s,χ0),VΠ(s,χ0)). The direct computation
that motivated our decomposition of wsh as above is the action of the w( j) on inducing data for
VΠ j−1(s) contained the following lemma.
Lemma 4.1. For Φ±s ∈ VΠ j−1(s) , we have
A
(
w( j),χ0, s,Φ
±
s
)= ±ζ(2s − 1)
χ0(u)ηq
1
2 (1∓ q−(n− j))−1(1± q−(n− j−1))−1
Φ±s .
Proof. The proof of this result is nearly identical to the proof of Lemma 4.11 of [10]. One minor
difference is that Weyl element blocks w( j) are slightly truncated versions of those in Lemma 4.11
of [10]. Lemma 4.11 of [10] also has the quantity Λ(V±κ ,2n − 1 − 2 j : s) in its denominator. In our
case, this quantity is made explicit at the end of Lemma 4.10 of [10] and is precisely the denominator
in the statement of the lemma. 
Now following the argument in Proposition 4.12 of [10] (albeit without the normalizing factor in
Proposition 4.12 of [10]), we get the following proposition.
Proposition 4.1. For Φ±s ∈ VΠ(s) , we have
A0
(
wsh,χ0, s,Φ
±)= (±ζ(2s + 1))n
χ0(u)nηnq
n
2 (1∓ q−s−n)−1(1± q−s)−1∏n−1j=1 ζ(2s + 2n− 2 j)Φ±s (4.3)
as an element of VΠn−1(s) .
4.2. Euler factors associated to (π,Vπ )
We now resolve the integration along the various GL1(F ) in (3.16) for our sections Φ±s deﬁned
in the previous section. These integrals will produce various Euler factors associated to (π,Vπ ). The
calculation is quite elementary and gives the following proposition.
Proposition 4.2. Let w ∈ WSp2n and let Φ±s ∈ VΠn−1(s) be as in Section 4.1, then
∫
GL1(F )n
n∏
i=1
χiχ0(ai)|ai|s+ 12 Φ±s
(
wIIImH
(
t2n
(
n∗(a)))w)d×a
= χ0(−1)n
∏n
i=1 L(s + 12 ,χiχ0)L(s + 12 ,χ−1i χ0)
ζ(2s + 1)n Φ
±
s (w). (4.4)
Proof. As mentioned at the end of Section 3.3, the various ai can be computed independently of each
other. Furthermore, each will be computed in the same way. So let wτα2i−1 be one of the factors of
wIII corresponding to a simple reﬂection. We also let n∗i (x) = I2n + xE2i−1,2i ∈ GL2n(F ) and n∗i (x) =
I2n + xE2i,2i−1 ∈ GL2n(F ) so that tn∗i (x) = n∗i (x). Furthermore, we let t∗i (x) =
∑2n
j=1 x j E j, j ∈ GL2n(F )
where
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⎧⎨⎩−x
−1 if j = 2i − 1,
x if j = 2i,
1 otherwise,
so a routine computation gives us
tτα2i−1n
∗
i (ai) = n∗i
(
a−1i
)
t∗i (ai)n
∗
i
(
a−1i
)
.
We now break up our computation into two separate cases as follows. Let x ∈ O× and consider
w−1mH (n∗i (x))w. If w
−1mH (n∗i (x))w ∈ I∅,2n , then
∫
F×
χiχ0(ai)|ai|s+ 12 Φ±s
(
wτα2i−1mH
(
n∗i (ai)
)
w
)
d×ai
=
∫
ordF (ai)0
χiχ0(ai)|ai |s+ 12 Φ±s (wτα2i−1w)d×ai
+
∫
ordF (ai)<0
χiχ0(ai)|ai|s+ 12 Φs±
(
mH
(
n∗i
(
a−1i
)
t∗i (ai)w
))
d×ai . (4.5)
Notice that we are making use of the right-invariance of Φ±s by the various Weyl conjugates of
mH (n∗i (a
±1
i )) in I∅,2n . The ﬁrst integral on the right-hand side is a simple integral of an unramiﬁed
multiplicative character over a portion of the torus. A routine computation shows that this integral
yields
1
1− χiχ0()q−s− 12
Φ±s (wτα2i−1w).
To evaluate the second integral on the right-hand side, we use the fact that
Φ±s
(
mH
(
n∗i
(
a−1i
)
t∗i (ai)w
))= χ0(−1)|ai |−2s−1Φ±s (w)
and compute another integral of unramiﬁed characters along the complementary portion of the torus.
Thus we get
χ0(−1)χ−1i χ0()q−s−
1
2
1−χ−1i χ0()q−s−
1
2
Φ±s (w).
To combine these two rational functions, we notice that Φ±s (wτα2i−1w) = χ0(−1)Φ±s (w) and so the
combined terms yield the desired result.
If w−1mH (n∗i (x))w ∈ K2n \ I∅,2n , the argument is nearly identical except that the ﬁrst integral on
the right-hand side of (4.5) is taken over the set ordF (ai) > 0 and the second integral is taken over
the set ordF (ai) 0. This slightly changes the numerators of the rational functions that we combine;
otherwise, the identical arguments hold. 
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In this section, we let fw ∈ V(I∅,n,ξ )π and Φ±s ∈ VΠn−1(s) be as in Sections 4 and 4.1 respectively.
Substituting these functions into (3.16) along with the results of Propositions 4.1 and 4.2, we ﬁnd that
Z
(
s,χ0,Φ
±, fw
)(
w′
)= n∏
i=1
χ0χi(−1) (±χ0(−1))
n∏n
i=1 L(s + 12 ,χiχ0)L(s + 12 ,χ−1i χ0)
χ0(u)nηnq
n
2 (1∓ q−s−n)−1(1± q−s)∏n−1j=1 ζ(2s + 2n− 2 j)
× vol(I∅,n)
∑
w ′′∈WSpn
q(w
′′) fw
(
w′′
)
Φ±s
(
wII i
(
w′,w′′
))
.
Using the fact that χiχ0 is unramiﬁed and fw(w′′) vanishes unless w′′ = w (in which case,
fw(w) = 1), we get
Z
(
s,χ0,Φ
±, fw
)(
w′
)= vol(I∅,n) (±χ0(−1))n∏ni=1 L(s + 12 ,χiχ0)L(s + 12 ,χ−1i χ0)
χ0(u)nηnq
n
2 (1∓ q−s−n)−1(1± q−s)−1∏n−1j=1 ζ(2s + 2n− 2 j)
× q(w)Φ±s
(
wII i
(
w′,w
))
. (4.6)
So we now analyze Φ±s (wII i(w′,w)) for the various w,w ′ ∈ WSpn . For any m ∈ Z+ , let Jm ∈ GLm(F )
be the matrix with ones along its anti-diagonal and zeros elsewhere. With this, we let tτ( j,k) ∈ GL2n(F )
be the matrix
tτ( j,k) :=
( In− j
Jn−k+ j
Ik
)
and let wτ( j,k) := mH (tτ( j,k) ) (notice that w−1τ( j,k) = wτ( j,k) ). We can factor w ′ = wτ1w jwτ2 and w =
wτ3wkwτ4 for 0 j,k n and τi ∈ Sn . An elementary computation then shows that
i(wτ1w jwτ2 ,wτ3wkwτ4) = i0
(
wτ1w jwτ2 ,wτ3w
−1
k wτ4
)
= i0(wτ1 ,wτ3)i0(w j,wk)mH
(
In,
(
In−k
−Ik
))
i0(wτ2 ,wτ4)
= i0(wτ1 ,wτ3)wτ( j,k)w j+kwτ( j,k)mH
(
In,
(
In−k
−Ik
))
i0(wτ2 ,wτ4).
Substituting this into the expression Φ±s (wII i(w′,w)) and using the deﬁnition of Φ±s on the various
Weyl group elements yields
Φ±s
(
wII i(wτ1w jwτ2 ,wτ3wkwτ4)
)
= χ0
(
det(tτII )
)
χ0(−1)kχ0
(
det(tτ1tτ2tτ3tτ4)
)(±χ0(u)η
q
1
2
) j+k
. (4.7)
Since Z(s,χ0,Φ±, ·) is an operator on V(I∅,n,ξ )π and the functions { fw}w∈WSpn have disjoint sup-
port, we see that
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(
s,χ0,Φ
±, fw
)= vol(I∅,n) (±χ0(−1))n∏ni=1 L(s + 12 ,χiχ0)L(s + 12 ,χ−1i χ0)
χ0(u)nηnq
n
2 (1∓ q−s−n)−1(1± q−s)−1∏n−1j=1 ζ(2s + 2n − 2 j)
×
∑
w∈WSpn
c±w,w ′ fw′
where c±w,w ′ = q(w)Φ±s (wII i(w′,w)) which can be computed explicitly using (4.7). This equation also
gives us the following lemma.
Lemma 4.2. As an operator on V(I∅,n,ξ )π , Z(s,χ0,Φ±, ·) has rank at most one. When non-zero, the image is
generated by the vectors f ±0 =
∑
w ′∈WSpn c
±
w0,w ′ fw′ where w0 = In is the identity element of WSpn .
Proof. Let w1 and w2 be elements of WSpn . We then decompose w1 and w2 as w1 = wτ1w jwτ2 and
w2 = wτ3wkwτ4 respectively. Then (4.7) shows that
c±w1,w ′ = q(w1)−(w2)χ0(−1) j−kχ0
(
det
(
tτ1tτ2t
−1
τ3
t−1τ4
))(±χ0(u)η
q
1
2
) j−k
c±w2,w ′
for all w ′ ∈ WSpn . Consequently,
Z
(
s,χ0,Φ
±, fw1
)= q(w1)−(w2)χ0(−1) j−kχ0(det(tτ1tτ2t−1τ3 t−1τ4 ))(±χ0(u)η
q
1
2
) j−k
× Z(s,χ0,Φ±, fw2).
As long as the operators Z(s,χ0,Φ±, ·) are analytic and do not identically vanish at a value of s ∈ C,
then they have rank one at those values of s. This set of conditions occurs for the values of s ∈ C
described in Theorem 1.2. For such s ∈ C, the operators Z(s,χ0,Φ±, ·) are rank one with images
generated by
f ±0 := vol(I∅,n)−1
χ0(u)nηnq
n
2 (1∓ q−s−n)−1(1± q−s)−1∏n−1j=1 ζ(2s + 2n − 2 j)
(±χ0(−1))n∏ni=1 L(s + 12 ,χiχ0)L(s + 12 ,χ−1i χ0)
× Z(s,χ0,Φ±, fw0). 
Finally, since f ±0 ∈ V(I∅,n,ξ )π generates the image of Z(s,χ0,Φ±, ·) (when non-vanishing), these
vectors are eigenvectors for their respective operator. We ﬁnally aim to precisely compute these eigen-
values. First, we deﬁne the following notation. For w ∈ WSpn let j(w) = j where w = wτ1w jwτ2 for
some 0 j  n and τ1, τ2 ∈ Sn . Notice that while the τi may not be uniquely determined, the value
j(w) is uniquely deﬁned for each w ∈ WSpn . So we now complete the proof of Theorem 1.2.
Proof of Theorem 1.2. Most of the terms in the expression for Z(s,χ0,Φ±, f ±0 ) are accounted for in
(4.6). The only veriﬁcation one needs to make is that∑
w∈WSpn
c±w0,wc
±
w,w0 =
∑
w∈WSpn
q(w)−j(w).
In fact, c±w0,wc
±
w,w0 = q(w)−j(w) . This follows from the following equations, where we let w =
wτ1w jwτ2 ,
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(
det(tII)
)
χ0(−1) jχ0
(
det(tτ1tτ2)
)(±χ0(u)η
q
1
2
) j
,
c±w,w0 = q(w)χ0
(
det(tII)
)
χ0(−1)0χ0
(
det(tτ1tτ2)
)(±χ0(u)η
q
1
2
) j
along with the facts that χ20 = 1, η2 = χ0(−1), and j = j(w). 
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