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ABSTRACT
Listwise learning-to-rank methods form a powerful class of ranking
algorithms that are widely adopted in applications such as infor-
mation retrieval. These algorithms learn to rank a set of items by
optimizing a loss that is a function of the entire set—as a surrogate
to a typically non-differentiable ranking metric. Despite their em-
pirical success, existing listwise methods are based on heuristics
and remain theoretically ill-understood. In particular, none of the
empirically-successful loss functions are related to ranking metrics.
In this work, we propose a cross entropy-based learning-to-rank
loss function that is theoretically sound, is a convex bound on
NDCG—a popular ranking metric—and is consistent with NDCG
under learning scenarios common in information retrieval. Further-
more, empirical evaluation of an implementation of the proposed
method with gradient boosting machines on benchmark learning-
to-rank datasets demonstrates the superiority of our proposed for-
mulation over existing algorithms in quality and robustness.
KEYWORDS
Learning to Rank; Ranking Metric Optimization; Information Re-
trieval
1 INTRODUCTION
Learning-to-rank is a central problem in a range of applications
including web search, recommendation systems, and question an-
swering. The task is to learn a function that, conditioned on some
context, arranges a set of items into an ordered list so as to max-
imize a given metric. In this work, without loss of generality, we
take search as an example where a set of documents (items) are
ranked by their relevance to a query (context).
Rather than directly working with permutations, learning-to-
rank methods typically approach the ranking problem as one of
“score and sort.” The objective is then to learn a “scoring” function
to measure the relevance of a document with respect to a query.
Subsequently, they sort documents in decreasing relevance to form
a ranked list. Ideally, the resulting ranked list should maximize a
ranking metric.
Popular ranking metrics are instances of the general class of
conditional linear rank statistics [10] that summarize the Receiver
Operator Characteristic (ROC) curve. Of particular interest are the
ranking statistics that care mostly about the leftmost portion of
the ROC curve, corresponding to the top of the ranked list. Mean
Reciprocal Rank and Normalized Discounted Cumulative Gain [14]
are two such metrics that are widely used in information retrieval.
Ranking metrics, as functions of learning-to-rank scores, are flat
almost everywhere; a small perturbation of scores is unlikely to
lead to a change in the metric. This property poses a challenge
for gradient-based optimization algorithms, making a direct op-
timization of ranking metrics over a complex hypothesis space
infeasible. Addressing this challenge has been the focus of a large
body of research [20], with most considering smooth loss functions
as surrogates to metrics.
The majority of the proposed surrogate loss functions [4–
6, 15, 32], however, are only loosely related to ranking metrics such
as NDCG. ListNet [6], as an example, projects labels and scores
onto the probability simplex and minimizes the cross-entropy be-
tween the resulting distributions. LambdaMART [5, 31] (denoted as
λmart), as another example, forgoes the loss function altogether
and heuristically formulates the gradients.
The heuristic nature of learning-to-rank surrogate loss functions
and a lack of theoretical justification for their use have hindered
progress in the field. While λmart remains the state-of-the-art to
date, the fact that its loss function—presumed to be smooth—is
unknown makes a theoretical analysis of the algorithm difficult.
Empirical improvements over existing methods remain marginal
for similar reasons.
In this work, we aremotivated to help close the gap above. To that
end, we present a construction of the cross-entropy loss which we
dub xendcg, that is only slightly different from the ListNet loss, but
that enjoys strong theoretical properties. In particular, we prove that
our construction is a convex bound on negative (translated and log-
transformed) mean NDCG—where NDCG, a utility is turned into a
cost by negation—thereby lending credence to its optimization for
the purpose of learning ranking functions. Furthermore, we show
that the generalization error bound of xendcg compares favorably
with that of λmart’s. Experiments on benchmark learning-to-rank
datasets further reveal the empirical superiority of our proposed
method. We anticipate the theoretical soundness of our method
and its strong connection to ranking metrics enable future research
and progress.
Our contributions can be summarized as follows:
• We present a cross entropy-based loss function, dubbed xendcg,
for learning-to-rank and prove that it is a convex bound on neg-
ative (translated and log-transformed) mean NDCG;
• We compare model complexity between λmart and xendcg;
• We formulate an approximation to the inverse Hessian for xendcg
for optimization with second-order methods; and,
• We optimize xendcg to learn Gradient Boosted Regression Trees
(denoted by xendcgmart) and compare its performance and ro-
bustness with λmart on benchmark learning-to-rank datasets
through extensive randomized experiments.
This document is organized as follows. Section 2 reviews existing
work on learning-to-rank. In Section 3, we introduce the notation
adopted in this work and formulate the problem. Section 4 presents a
detailed description of our proposed learning-to-rank loss function
and examines its theoretical properties, including a comparison of
generalization error bounds. We empirically evaluate our proposed
method and report our findings in Section 5. Finally, we conclude
this work in Section 6.
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2 RELATEDWORK
A large class of learning-to-rank methods attempt to optimize pair-
wise misranking error—a popular ranking statistic in many pri-
oritization problems—by learning to correctly classify pairwise
preferences. Examples include RankSVM [15] and AdaRank [33]
which learn margin classifiers, RankNet [4] which optimizes a prob-
abilistic loss function, and the P-Norm Push method [25] which
extends the problem to settings where we mostly care about the
top of the ranked list. While the so-called “pairwise” methods typi-
cally optimize convex upper-bounds of the misranking error, direct
optimization methods based on mathematical programming have
also been proposed [26] albeit for linear hypothesis spaces.
Pairwise learning-to-rank methods, while generally effective, op-
timize loss functions that are misaligned with more complex rank-
ing statistics such as Expected Reciprocal Rank [8] or NDCG [14].
This discrepancy has given rise to the so-called “listwise” learning-
to-rank methods, where the loss function under optimization is
defined over the entire list of items, not just pairs.
Listwise learning-to-rank methods either derive a smooth ap-
proximation to ranking metrics or use heuristics to construct
smooth surrogate loss functions. Algorithms that represent the
first class are SoftRank [27] which takes every score to be the mean
of a Gaussian distribution, and ApproxNDCG [23] which approx-
imates the indicator function—used in the computation of ranks
given scores—with a generalized sigmoid.
The other class of listwise learning-to-rank methods include
ListMLE [32], ListNet [6], and λmart [5, 31]. ListMLE maximizes
the log-likelihood based on the Plackett-Luce probabilistic model,
a loss function that is disconnected from ranking metrics. List-
Net minimizes the cross-entropy between the ground-truth and
score distributions. Though a recent work [2] establishes a link be-
tween the ListNet loss function and NDCG under strict conditions—
requiring binary relevance labels—in a general setting, its loss is
only loosely related to ranking metrics.
λmart is a gradient boosting machine [13] that forgoes the loss
function altogether and, instead, directly designs the gradients of its
unknown loss function using heuristics. While a recent work [30]
claims to have found λmart’s loss function, it overlooks an impor-
tant detail: The reported loss function is not differentiable.
There is abundant evidence to suggest listwise methods are
empirically superior to pairwise methods where MRR, ERR, or
NDCG is used to determine ranking quality [3, 20, 30]. However,
unlike pairwise methods, listwise algorithms remain theoretically
ill-understood. Past studies have examined the generalization error
bounds for existing surrogate loss functions [9, 18, 28], but little
attention has been paid to the validity of such functions which
could shed light on their empirical success.
3 PRELIMINARIES
In this section, we formalize the problem and introduce our notation.
To simplify exposition, we write vectors in bold and use subscripts
to index their elements (e.g., γi ∈ γ ).
Let (x ,y) ∈ Xm × Ym be a training example comprising ofm
items and relevance labels where X ⊂ Rd is the bounded space of
items or item-context pairs represented by d-dimensional feature
vectors, andY ⊂ R+ is the space of relevance labels. For consistency
with existing work on listwise learning-to-rank, we refer to each
xi ∈ x , 1 ≤ i ≤ m as a “document.” Note, however, that xi could
be the representation of any general item or item-context pair. We
assume the training set Ψ consists of n such examples.
We denote a learning-to-rank scoring function by f : X → R
and assume f ∈ F where F is a compact hypothesis space of
bounded functions endowed with the uniform norm. For brevity,
we denote f (xi ) by fi and, with a slight abuse of notation, define
f (x) = (f1, f2, . . . , fm ), the vector of scores form documents in x .
As noted in earlier sections, the goal is to learn a scoring function
f that minimizes the empirical risk:
L(f ) = 1|Ψ|
∑
(x ,y)∈Ψ
ℓ(y, f (x)), (1)
where ℓ(·) is by assumption a smooth loss function.
ListNet: The loss ℓ in ListNet [6] first projects labelsy and scores
f (x) onto the probability simplex to form distributions ϕListNet and
ρListNet, respectively. Given the two distributions, the loss is their
distance as measured by cross entropy:
ℓ(y, f (x)) ≜ −
m∑
i=1
ϕListNet(yi ) log ρListNet(fi ). (2)
The distributions ϕListNet and ρListNet may be understood as en-
coding the likelihood of document xi appearing at the top of the
ranked list, referred to as “top one” probability, according to the la-
bels and scores respectively. In the original publication [6], ϕListNet
and ρListNet are defined as follows:
ϕListNet(yi ) = e
yi∑m
j=1 e
yj , ρListNet(fi ) =
efi∑m
j=1 e
fj
. (3)
λmart: The loss ℓ in λmart is unknown but its gradients with
respect to the scoring function are designed as follows:
∂ℓ
∂ fi
=
∑
yi>yj
∂ℓi j
∂ fi
+
∑
yk>yi
∂ℓki
∂ fi
, (4)
where
∂ℓmn
∂ fm
=
−σ |∆NDCGmn |
1 + eσ (fm−fn )
= − ∂ℓnm
∂ fm
, (5)
where σ is a hyperparameter and ∆NDCGmn is the change in NDCG
if documents at ranks m and n are swapped. Finally, NDCG is
defined as follows:
NDCG(πf ,y) =
DCG(πf ,y)
DCG(πy ,y) , (6)
where πf is a ranked list induced by f on x , πy is the ideal ranked
list (where x is sorted by y), and DCG is defined as follows:
DCG(π ,y) =
m∑
i=1
2yi − 1
log2(1 + π [i])
, (7)
with π [i] denoting the rank of xi .
4 PROPOSED METHOD
In this section, we show how a slight modification to the ListNet
loss function equips the loss with interesting theoretical properties.
To avoid conflating implementation details with the loss function
itself, we name our proposed loss function xendcg.
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Definition 1. For a training example (x ,y) ∈ Xm × Ym and
scores f (x) ∈ Rm , we define xendcg as the cross entropy between
score distribution ρ and a parameterized class of label distributions ϕ
defined as follows:
ρ(fi ) = e
fi∑m
j=1 e
fj
, ϕ(yi ; γ ) = 2
yi − γi∑m
j=1 2
yj − γj
where γ ∈ [0, 1]m .
In effect, the distribution ϕ allocates a mass in the interval [2yr −
1, 2yr ] for each document. As we will explain later, the vector γ
plays an important role in certain theoretical properties of our
proposed loss function. Note that in general, γ may be unique to
each training example (x , y).
4.1 Relationship to NDCG
The difference between xendcg and ListNet is minor but consequen-
tial: The change to the definition of ϕ leads to our main result.
Theorem 1. xendcg is an upper-bound on negative (translated
and log-transformed) mean Normalized Discounted Cumulative Gain.
Theorem 1 asserts that xendcg is a convex proxy to minimizing
negative NDCG (where we turn NDCGwhich is a utility to a cost by
negation). No such analytical link exists between the λmart, List-
Net, or other listwise learning-to-rank loss functions and ranking
metrics.
In proving Theorem 1 we make use of Jensen’s inequality when
applied to the log function:
logE[X ] ≥ E[logX ], (8)
whereX is a random variable and E[·] denotes expectation. We also
use the following bound on ranks that was originally derived in [2]:
π [r ] = 1 +
∑
i,r
1fi>fr = 1 +
∑
i,r
1fi−fr >0
≤ 1 +
∑
i,r
e(fi−fr ) =
∑
i
e(fi−fr ) =
∑
i e
fi
efr
,
where1p is the indicator function taking value 1when the predicate
p is true and 0 otherwise. The above leads to:
1
π [r ] ≥
efr∑
i e
fi
= ρ(fr ). (9)
Proof. Consider DCG(πy ,y). Using log2(1 + z) ≥ 1, ∀z ≥ 1:
DCG(πy ,y) =
m∑
i=1
2yi − 1
log2(1 + πy [i])
≤
m∑
i=1
2yi − γi , (10)
for 0 ≤ γi ≤ 1.
Turning to DCG(πf ,y) and using 1+z ≤ 2z for a positive integer
z or equivalently log2(1 + z) ≤ z, we have the following:
DCG(πf ,y) =
∑
r
2yr − 1
log2(1 + πf [r ])
≥
∑
r
2yr − 1
πf [r ]
≥
∑
r
(2yr − 1)ρ(fr ) =
[∑
r
2yr ρ(fr )
] − 1
≥ [∑
r
(2yr − γr )ρ(fr )
] − 1, (11)
where the second inequality holds by Equation (9).
Finally, consider a translation (by a constant) and log-
transformation of mean NDCG, NDCG, as follows:
NDCG ≜ log
(
NDCG + 1|Ψ|
∑
(x ,y)
1
DCG(πy ,y)
)
.
Given the monotonicity of log(·), the maximizer of NDCG also
maximizes NDCG. We now proceed as follows:
NDCG = log 1|Ψ|
∑
(x ,y)
1
DCG(πy ,y)
[
DCG(πf ,y) + 1
]
≥ log 1|Ψ|
∑
(x ,y)
1∑
j 2yj − γj
[
DCG(πf ,y) + 1
]
≥ log 1|Ψ|
∑
(x ,y)
∑
r
ϕ(yr )ρ(fr ) (12)
≥ 1|Ψ|
∑
(x ,y)
∑
r
ϕ(yr ) log ρ(fr ), (13)
where the first inequality holds by Equation (10), the second in-
equality by Equation (11), the third inequality by Definition 1, and
the last inequality by repeated applications of Equation (8). Finally,
negating both sides completes the proof. □
While establishing that L bounds the NDCG loss is a necessary
property in a surrogate, it is not sufficient. As an example, the con-
stant function L(f ) = 2 bounds the NDCG loss, but optimizing it
does not lead to an optimal f ∗. This is where the notion of Fisher
consistency becomes critical: In summary, a loss function is consis-
tent with an evaluation measure, if the optimal solution to the loss
function is also an optimal solution of the evaluation measure.
The cross entropy function that is at the heart of ListNet and
our proposed method was shown to be consistent with the 0 − 1
ranking loss in [32]. In general, however, the loss is not consistent
with NDCG [24]. But under special conditions that are common in
information retrieval, cross entropy (and as a result xendcg) become
NDCG-consistent.
Theorem 2. xendcg is NDCG-consistent on datasets with graded
relevance judgments or with single clicks per query.
Proof. We omit a complete proof due to space constraints, but
note that the above is a trivial consequence of the conditions.
Briefly: [24] shows that L is NDCG-consistent so long as its terms,
ℓ(y, f ), are each normalized by the best DCG, DCG(πf ,y). In set-
tings where queries receive a single click, the best DCG is simply 1,
and so a 0−1 loss-consistent surrogate is naturally NDCG-consistent
too. Furthermore, when queries do not repeat as in datasets with
graded relevance labels, every query has a unique relevance vec-
tor. That degenerate relevance probability distribution renders the
expectation and thus normalization terms irrelevant, thereby equip-
ping a 0 − 1 loss-consistent surrogate with NDCG-consistency. □
4.2 Comparison with λmart
In this section, we compare xendcg with λmart in terms of model
complexity and generalization error. In what follows, we proceed
under the strong assumption that the loss optimized by λmart
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in fact exists. That is, we assume that there exists a differentiable
function that satisfies Equation (4).
We begin with an examination of the Lipschitz constant of the
two algorithms—an upper-bound on the variation a function can
exhibit. Intuitively, functions with a smaller Lipscthiz constant are
simpler because they vary at a slower rate, and thus generalize
better.
Proposition 1. The λmart loss is σm2-Lipschitz with respect to
∥ · ∥∞.
Proof. Recall the definition of the Lipschitz constant for a dif-
ferentiable function h(.):
Liph = sup∥f −f ′ ∥
|h(f ) − h(f ′)|
∥ f − f ′∥
= sup
∥f −f ′ ∥
|∇f h(f ′′)(f − f ′)|
∥ f − f ′∥ = ∥∇f h(f )∥∗,
where the second equality holds by the Mean Value Theorem and
the last equality by definition of the dual norm, ∥ · ∥∗. Therefore,
to derive the Lipschitz constant of a function with respect to the
infinity norm, it is sufficient to calculate the L1 norm of its gradient.
Given that λmart’s loss function is unknown, we resort to this
strategy to derive its Lipschitz constant.
Observe that the terms in Equation (5) are bounded by σ and
Equation (4) has at mostm such terms. As such, we have that,
| ∂ℓ
∂ fi
| ≤ σm.
Then,
∥∇f ℓ∥1 =
m∑
i=1
| ∂ℓ
∂ fi
| ≤
m∑
i=1
σm = σm2
which completes the proof. □
Proposition 2. xendcg is 2-Lipschitz with respect to ∥ · ∥∞.
Proof. Recall that the cost function ℓ(·) for xendcg is defined as
follows:
ℓ(y, f (x)) ≜ −
∑
ϕ(yi ) log ρ(fi ),
where ϕ and ρ form probability distributions over labels y and
scores f (x) respectively, and fi = f (xi ).
Observe that the derivative of the cost function ℓ with respect
to a score fr is:
∂ℓ
∂ fr
=
∂
∂ fr
[−
∑
i
ϕ(yi )(fi − log
∑
j
efj )]
=
∂
∂ fr
[(
∑
i
−ϕ(yi )fi ) + log
∑
j
efj ]
= −ϕ(yr ) + e
fr∑
j e
fj
= −ϕ(yr ) + ρ(fr ).
By triangle inequality,
| ∂ℓ
∂ fr
| ≤ ϕ(yr ) + ρ(fr )
Then,
∥∇f ℓ∥1 =
∑
| ∂ℓ
∂ fi
| ≤
∑
(ϕ(yr ) + ρ(fr )) = 2
as required. □
In order to put this difference into perspective, we use the results
above to derive bounds on the generalization error of the two
algorithms. But first we need the following result.
Theorem 3. Let F be a compact space of bounded functions from
X to [0, 1], n = |Ψ| be the number of training examples, Lipℓ the
Lipschitz constant of loss function ℓ, and N( ϵ4Lipℓ ,F , ∥ · ∥∞) the
covering number of F by L∞ balls of radius ϵ4Lipℓ . The following
generalization error bound holds:
P{E(f ) ≤ ϵ} ≥ 1 − 2N( ϵ4Lipℓ
,F , ∥ · ∥∞)exp(−2nϵ
2
Lip2
ℓ
),
where the generalization error E is defined as follows:
E(f ) ≜ E
Xm×Ym
[ℓ(y, f (x))] − 1
n
∑
(x ,y)∈Ψ
ℓ(y, f (x)).
Proof. Based on the proofs in [12, 25]. □
The dependence of the generalization error bound on the Lips-
chitz constant suggests that unlike λmart, xendcg’s generalization
error does not degrade as the number of documents per training
example increases. Furthermore, given its larger Lipschitz constant
and therefore higher complexity, we hypothesize that λmart is less
robust to noise or in settings where the number of documents per
training example is large.
We note that, the independence of the ListNet generalization
error bound from m was also reported in [28] for linear models,
but we present the (structure of the) bounds here to allow a direct
comparison between λmart and xendcg.
Let us conclude this section with the following note: It is true
that the Lipschitz constant is only a loose measure of complexity of
a function. We naturally do not expect the bounds to hold exactly
in practice, but we expect the bounds to hint at an algorithmsâĂŹ
behavior in extremes. As our experiments show later, an empirical
comparison of the two functions is in alignment with the analysis
above: As the experimental setup approaches more extreme levels
of noise, a likely scenario in click data, the algorithms behave very
differently.
4.3 Approximating the Inverse Hessian
In this work, we fix the hypothesis space, F , to Gradient Boosted
Regression Trees. This is, in part, because we are interested in
a fair comparison of ListNet, xendcg, and λmart in isolation of
other factors, as explained in Section 5. As most GBRT learning
algorithms use second-order optimization methods (e.g., Newton’s),
however, we must approximate the inverse Hessian for ListNet and
xendcg.
Unfortunately, xendcg as defined in Definition 1 results in a Hes-
sian that is singular, making the loss incompatible with a straight-
forward implementation of Newton’s second-order method. We
resolve this technical difficulty by making a small adjustment to
the formulation of the loss function.
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Let us re-define the score distribution, ρ, from Definition 1 as
follows for a negligible ϵ > 0:
ρ(fi ) = e
fi∑m
j=1 e
fj + ϵ
. (14)
In effect, we take away a small probability mass, ρ(fm+1) =
ϵ/(∑ efj + ϵ), from the score distribution for a nonexistent,m + 1th
document with label probability ϕ(fm+1) = 0. The gradients of the
loss will take the following form:
∂ℓ
∂ fr
=
∂
∂ fr
[
∑
i
(−ϕ(yi )fi ) + log(
∑
j
efj + ϵ)]
= −ϕr + ρr ,
where ϕr = ϕ(yr ) and ρr = ρ(fr ). The Hessian looks as follows:
Hi j =
{
ρi (1 − ρi ), i = j
−ρiρ j , i , j
Claim 1. The Hessian, as defined above, is positive definite.
Proof. A complete proof may be found in the appendix. Observe
that H is strictly diagonally dominant:
|Hkk | = ρk (1 − ρk ) = ρk (1 −
efk∑
efj + ϵ
)
= ρk
∑
j,k e
fj + ϵ∑
efj + ϵ
> ρk
∑
j,k
ρ j =
∑
j,k
|Hk j |.
By the properties of strictly diagonally dominant matrices and
the fact that the diagonal elements of H are positive, we have that
H ≻ 0 and therefore invertible. □
We now turn to approximating the inverse of H as required.
Write H = D(I − S) where I is the identity matrix, D is a diagonal
matrix where Dii = ρi (1 − ρi ) and S is a square matrix where,
Si j =
{
0, i = j
ρ j/(1 − ρi ), i , j
.
Claim 2. The spectral radius of S is strictly less than 1.
Proof. A complete proof is presented in the appendix. S is a
square matrix with nonnegative entries. By the Perron-Frobenious
theorem, its spectral radius is bounded above by the maximum
row-wise sum of entries, which, in S , is strictly less than 1. □
Claim 2 allows us to apply Neumann’s result to approximate
(I − S)−1 as follows:
(I − S)−1 =
∞∑
k=0
Sk ≈ I + S + S2.
Using this result, we may approximate H−1 as follows:
H−1 = (I − S)−1D−1 ≈ (I + S + S2)D−1
With that, we can finally calculate the update rule in Newton’s
method which requires the quantity H−1∇:
(H−1∇)k =
∑
i
H−1ki ∇i
≈
∑
i
(I + S + S2)ki (D−1∇)i
=
∑
i
(I + S + S2)ki
−ϕi + ρi
ρi (1 − ρi )
=
−ϕk + ρk
ρk (1 − ρk )︸        ︷︷        ︸
(ID−1∇)k
+
1
1 − ρk
∑
i,k
−ϕi + ρi
1 − ρi︸                     ︷︷                     ︸
(SD−1∇)k
+
∑
i,k
ρi (SD−1∇)i
1 − ρk
=
−ϕk + ρk + ρk
∑
i,k
−ϕi+ρi
1−ρi + ρk
∑
i,k ρi (SD−1∇)i
ρk (1 − ρk )
.
5 EXPERIMENTS
We are largely interested in a comparison of (a) the overall perfor-
mance of ListNet, λmart, and xendcg on benchmark learning-to-
rank datasets, and (b) the robustness of these models to various
types and degrees of noise as a proxy to comparing their complexity.
In this section, we describe our experimental setup and report our
empirical findings.
It is important to note that there is an extensive list of published
work [1, 3, 21, 34] that compare learning-to-rank algorithms on
benchmark datasets we use in this work. We rely on prior research
and do not include methods that are proven weaker than λmart, in-
cluding BoltzRank [29], ListMLE [32], Position-Aware ListMLE [19],
or SoftRank [27].
5.1 Datasets
We conduct experiments on two publicly available benchmark
datasets: MSLR Web30K [22] and Yahoo! Learning to Rank Chal-
lenge Set 1 [7]. Web30K contains roughly 30,000 example, with an
average of 120 documents per example. Documents are represented
by 136 numeric features. Yahoo! also has about 30,000 examples
but the average number of documents per example is 24, each rep-
resented by 519 features. Documents in both datasets are labeled
with graded relevance from 0 to 4 with larger labels indicating a
higher relevance.
From each dataset, we sample training (60%), validation (20%),
and test (20%) examples, and train and compare models on the
resulting splits. We repeat this procedure 100 times and obtain
mean NDCG at different rank cutoffs for each trial. We subsequently
compare the ranking quality between pairs of models and determine
statistical significance of differences using a paired t-test.
During evaluation, we discard examples with no relevant docu-
ments. There are 982 and 1,135 such examples in the Web30K and
Yahoo! datasets. The reason for ignoring these examples during
evaluation is that their ranking quality can be arbitrarily 0 or 1,
which only skews the average.
5.2 Models
We train λmartmodels using LightGBM [17]. The hyperparameters
are guided by previous work [2, 17, 30]. For Web30K, max_bin is
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Table 1: NDCG on test sets at rank cutoffs 5 and 10, averaged
over 100 randomized trials. In each trial, training, validation,
and test sets are sampled from the datasets. The differences
at all rank cutoffs between all models are statistically signif-
icant according to a paired t-test (α = .01).
Web30K Yahoo!
Model @5 @10 @5 @10
ListNet 47.68 49.76 71.76 76.52
λmart 48.08 49.94 73.00 77.49
xendcgmart 48.23 50.27 73.37 77.84
255, learning_rate is 0.02, num_leaves is 400, min_data_in_leaf is 50,
min_sum_hessian_in_leaf is set to 0, σ is 1, and lambdamart_norm
is set to false. We do not utilize regularization as we are interested
in a comparison of core algorithms. For Yahoo!, num_leaves is 200
and min_data_in_leaf is 100. We use NDCG@5 to select the best
models on validation sets and fix early stopping round to 50 up to
500 trees.
We also implemented ListNet and xendcgmart in LightGBM,
which we intend to open source. As noted earlier, by fixing the
hypothesis space to gradient boosted trees, we aim to strictly com-
pare the performance of the loss functions and shield our analysis
from any effect the hypothesis space may have on convergence
and generalization. An additional reason for choosing gradient
boosted trees is that, recent evidence [3, 21, 34] confirm their su-
perior performance against other hypothesis spaces such as deep
neural networks, at least on the benchmark datasets we use in this
work. For training purposes, we use the same hyperparameters
above for these algorithms as well.
Finally, we must address the choice for γ in xendcgmart. In
this work, we simplify the choice by sampling γ uniformly from
[0, 1]m for every training example (withm documents) and at every
iteration of boosting. We leave a detailed examination of the effect
of this parameter, both theoretically and empirically, to a future
study.
5.3 Ranking Quality
We compare the ranking quality of the three models under consid-
eration. We report model quality by measuring average NDCG at
rank cutoffs 5 and 10. As noted earlier, we also measure statisti-
cal significance in the difference between model qualities using a
paired t-test with significance level set to α = .01. Our results are
summarized in Table 1.
From Table 1, we observe that ListNet consistently performs
poorly across both datasets. The quality gap between ListNet and
λmart is statistically significant at all rank cutoffs. This observation
is in agreement with past studies [2].
On the other hand, our proposed xendcgmart yields a significant
improvement over ListNet. This observation holds consistently
across both datasets and rank cutoffs and lends support to our
theoretical findings in previous sections.
Not only does xendcgmart outperform ListNet, its performance
surpasses that of λmart’s. While xendcgmart’s gain over λmart
0 200 400
Trees
42.5
45.0
47.5
50.0
N
D
C
G
@
5
(%
)
λmart
xendcg
(a) Web30K
0 200 400
Trees
68
70
72
74
(b) Yahoo!
Figure 1: NDCG@5 on validation sets during training of
λmart and xendcgmart in a representative trial. To reduce
clutter, legends are only displayed in the figure on the left.
is smaller than its gap with ListNet, the differences are statisti-
cally significant. This is an encouraging result: xendcgmart is not
only theoretically sound and is equipped with better properties,
it also performs well empirically compared to the state-of-the-art
algorithm.
A notable difference between λmart and xendcgmart is in their
convergence rate. Figure 1 plots NDCG@5 on validation sets as
more trees are added to the ensemble. To avoid clutter, the figure
illustrates just one trial (out of 100) but we note that we observe a
similar trend across trials. From Figure 1, it is clear that xendcgmart
outperforms λmart by a wider margin when the number of trees
in the ensemble is small. This property is important in latency-
sensitive applications where a smaller ensemble is preferred.
5.4 Robustness to Noise in Graded Labels
We now turn to model robustness where we perform a comparative
analysis of the effect of noise on λmart and xendcgmart. The
robustness of a ranking model to noise is important in practice due
to the uncertainty in relevance labels, whether judged by human
experts or is collected implicitly by user feedback such as clicks.
We expect λmart to overfit to noise and be less robust due to its
higher model complexity—see findings in Section 4.2. As such, we
expect the performance of λmart to degrade at a higher pace than
xendcgmart as we inject more noise into the dataset. We put this
hypothesis to test through two types of experiments.
In the first series of experiments, we focus on the effect of
enlarging the document list per training example by the addi-
tion of noise. In particular, we augment document lists for train-
ing examples with negative documents using the following pro-
cess. For every training example (x ,y), we sample from the col-
lection of all documents in the training set excluding x to form
x ′ = {x | (x , y) ∼ (x , y), (x , y) ∼ Ψ \ (x , y)}). Subsequently, we
augment x by adding x ′ as non-relevant documents: (x ⊕x ′,y ⊕ 0),
where ⊕ denotes concatenation. Finally, we train models on the
resulting training set and evaluate on the (unmodified) test set. As
before, we repeat this experiment 100 times.
We illustrate NDCG@5 on the test sets averaged over 100 trials
and for various degrees of augmentation in Figures 2a and 2b. The
trend confirms our hypothesis: On both datasets, the performance
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Figure 2: Mean NDCG@5 on test sets, averaged over 100 trials. To reduce clutter, legends appear only in the rightmost figure.
In each trial, training, validation, and test sets are sampled from the dataset. In (a) and (b), training examples are augmented
by additional (randomly sampled) negative documents. For example, the data point at “40%” indicates a 40% increase in the
number of documents for every example. In (c) and (d), a percentage of relevance labels are set to a random value. The solid
(green) lines show the difference in NDCG@5 between the two models.
of λmart degradesmore severely asmore noise is added to the train-
ing set, increasing the number of documents per example (m). This
effect is more pronounced on the Yahoo! dataset wherem is on av-
erage small. We note that the increase in NDCG@5 of xendcgmart
from the 40% mark to 60% on Web30K is not statistically significant.
In another series of experiments we perturb relevance labels
in the training set. To that end, for each training example (x ,y),
we randomly choose a subset of its documents and set their labels
(independently) to 0 through 4 with decreasing probabilities: p(0) =
.5, p(1) = .2, p(2) = .15, p(3) = .1, p(4) = .05. We train models on
the perturbed training set and evaluate on the (unmodified) test set.
As before, we repeat this experiment 100 times.
The results are shown in Figures 2c and 2d. As before, λmart’s
performance degrades more rapidly with more noise. This behavior
is more pronounced on Web30K.
5.5 Robustness to Noise in Simulated Clicks
In Section 5.4, we examined the behavior of λmart and xendcgmart
in the presence of noise on datasets with explicit relevance judg-
ments. In this section, we provide an analysis of the robustness of
λmart and xendcgmart on a simulated click dataset where noise
occurs more naturally (e.g., where a user clicks a non-relevant
document by accident).
We follow the procedure proposed in [16] to simulate a user
in the cascade click model [11]. In the cascade click model, when
presented with a ranked list of documents, a user scans the list
sequentially from the top and clicks a document according to a click
probability distribution—the probability that a document is clicked
given its relevance label. We assume the user is persistent in that
they continue to examine the list until either a document is clicked
or they reach the end of the list.
We construct click datasets as follows. We first create training
and validation splits using the procedure of Section 5.1. Given a
training (or validation) example (x ,y) consisting ofm documents
and relevance labels, we shuffle its elements and sequentially scan
the resulting list to produce clicks using the cascade click model.
We stop at the first occurrence of a click and return the list up to the
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Figure 3: Mean NDCG@5 on test sets, averaged over 20 tri-
als. In each trial, training and validation sets are turned
into clicks using the cascade click model and a random base
ranker. The horizontal axis indicates the click probability
of non-relevant documents. The solid (green) lines show the
difference in NDCG@5 between the two models.
first click as an “impression.” We create 10 impressions per training
example to form our click dataset. Finally, we train ranking models
on the click dataset and evaluate on the original (non-click) test set.
We repeat this experiment 20 times and measure mean NDCG.
In our experiments, we adjust the click probability of non-
relevant documents to simulate noise in the training set. We begin
with click probabilities set to (.05, .3, .5, .7, .95) for relevance labels
0 through 4, respectively. That is, in this setting, a non-relevant
document is clicked 5% of the time. In subsequent experiments, we
increase the click probability of non-relevant documents by .05.
The results of our experiments on Web30K and Yahoo! are illus-
trated in Figure 3. Clearly, the performance of xendcgmart on the
test sets is consistently better than λmart for all levels of noise in
the training set. We note that all differences are statistically signif-
icant according to a paired t-test (α = .01). Additionally, as with
previous experiments, the performance of xendcgmart is more
robust to noise: its performance degrades more slowly than λmart.
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6 CONCLUSION
In this work, we presented a novel “listwise” learning-to-rank loss
function, xendcg, that, unlike existing methods bounds NDCG—a
popular ranking metric—in a general setting. We contrasted our
proposed loss function with λmart and showed its superior theo-
retical properties. In particular, we showed that the loss function
optimized by λmart (if it exists), has a higher complexity with a
Lipschitz constant that is a function of the number of documents,
m. In contrast, the complexity of xendcg is invariant tom.
Furthermore, we proposed amodel that optimizes xendcg to learn
an ensemble of gradient-boosted decision trees which we refer to as
xendcgmart. Through extensive experiments on two benchmark
learning-to-rank datasets, we demonstrated the superiority of our
proposed method over ListNet and λmart in terms of quality and
robustness. We showed that, xendcgmart is less sensitive to the
number of documents and is more robust in the presence of noise.
Finally, our experiments suggest that the performance gap between
xendcgmart and λmart widens if we constrain the size of the
learned ensemble. Better performance with fewer trees is important
for latency-sensitive applications.
As a future direction, we are interested in an examination of the
bound and its effect on the convergence and consistency of xendcg.
In particular, in this work, we treatedγ ’s as hyperparameters. How-
ever, more effective strategies for solving γ ’s and obtaining tighter
bounds during boosting remain unexplored. Furthermore, given
its robustness to label noise (implicit and explicit), we are also
interested in studying xendcg in an online learning setting.
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A APPENDIX
A.1 Proof of Claim 1
Using ρr = ρ(fr ) = efr /(∑ efj + ϵ) to denote the score probability
of the r th document, the Hessian can be written as follows:
Hi j =
{
ρi (1 − ρi ), i = j
−ρiρ j , i , j
Claim. The Hessian, as defined above, is positive definite.
Proof. We first prove that H is strictly diagonally dominant. By
definition, a square matrix A is strictly diagonally dominant if the
following holds for all i: |Aii | > ∑j,i |Ai j |. Observe that:
|Hkk | = ρk (1 − ρk ) = ρk (1 −
efk∑
efj + ϵ
)
= ρk
∑
j,k e
fj + ϵ∑
efj + ϵ
> ρk
∑
j,k
ρ j =
∑
j,k
|Hk j |.
Using this property, we now prove nonsingularity ofH by contra-
diction. Assume there exists a vector u , 0 such that Hu = 0. Let i
be the index of the ui with the largest magnitude: i = argmaxi |ui |.
Then:∑
j
Hi juj = 0⇒ Hiiui = −
∑
j,i
Hi juj
ui,0⇒ Hii = −
∑
j,i
uj
ui
Hi j
⇒ |Hii | ≤
∑
j,i
|uj
ui
Hi j | ⇒ |Hii | ≤
∑
j,i
|Hi j |,
which is a contradiction. This concludes the proof for nonsingularity
of the Hessian, which is already sufficient for subsequent results.
However, as a consequence of the Gershgorin circle theorem it
can further be shown that, because the diagonal elements of H are
strictly positive, H is positive definite. □
A.2 Proof of Claim 2
Use ρr = ρ(fr ) = efr /(∑ efj + ϵ) to denote the score probability of
the r th document. The nonnegative, square matrix S in Claim 2 is
defined as follows:
Si j =
{
0, i = j
ρ j/(1 − ρi ), i , j
.
Claim. The spectral radius of S is strictly less than 1.
Proof. Note that, for all eigenvalues λi , 1 ≤ i ≤ n of an n × n
matrix A, their corresponding eigenvectors ui , and for any induced
operator norm ∥ · ∥ we have that:
∥A∥ = sup
x
∥Ax ∥
∥x ∥ ≥
∥Aui ∥
∥ui ∥ =
∥λiui ∥
∥ui ∥ = |λi |, ∀i .
This is, in particular, true for the infinity norm:
∥A∥∞ = max
i
∑
j
|Ai j |.
The inequality above holds for the spectral radius of A which is
defined as the largest absolute value of A’s eigenvalues: maxi |λi |.
Therefore, we have that the spectral radius of S is bounded above
by:
max
i
∑
j
|Si j | = max
i
∑
j
ρ j
1 − ρi = maxi
∑
j,i ρ j
1 − ρi
= max
i
1 − ρi − ϵ ′
1 − ρi = maxi 1 −
ϵ ′
1 − ρi < 1,
where ϵ ′ = ϵ/∑ efk + ϵ . That completes the proof. □
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