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A GENERAL REGULARITY THEORY
FOR WEAK MEAN CURVATURE FLOW
KOTA KASAI AND YOSHIHIRO TONEGAWA
Abstract. We give a new proof of Brakke’s partial regularity theorem up to C1,ς for
weak varifold solutions of mean curvature flow by utilizing parabolic monotonicity formula,
parabolic Lipschitz approximation and blow-up technique. The new proof extends to a
general flow whose velocity is the sum of the mean curvature and any given background
flow field in a dimensionally sharp integrability class. It is a natural parabolic generalization
of Allard’s regularity theorem in the sense that the special time-independent case reduces
to Allard’s theorem.
1. Introduction
A family {Mt}t≥0of k-dimensional surfaces in Rn is called the mean curvature flow (here-
after abbreviated MCF) if the velocity of Mt is equal to its mean curvature at each point
and time. As one of the most fundamental geometric evolution problems, the MCF has been
the subject of intensive research since 1980’s. The earliest study of MCF goes back to the
seminal work of Brakke [6] who used the notion of varifold [1] in geometric measure theory
to show the existence of weak solutions for general initial surfaces. More precisely, given
any k-dimensional integral varifold V0 with some mild finiteness assumptions, he showed
the existence of a family of varifolds {Vt}t≥0 each of which satisfies the MCF equation in
a distributional sense for all t ≥ 0. For a.e. time, Brakke additionally proved that Vt is
integral. Assuming that the density function is equal to 1 almost everywhere, Brakke also
claimed that the weak MCF varifold solutions are supported by smooth k-dimensional sur-
faces almost everywhere. The hypothesis is called the ‘unit density hypothesis’ and it is a
natural assumption since even the time-independent case of Allard’s regularity theory has
essentially the same hypothesis. Brakke’s regularity theory introduced remarkably ingenious
tools such as the ‘clearing-out lemma’ and the ‘popping soap film lemma’, and it has a sig-
nificant influence on the analysis of the related singular perturbation problems such as the
Allen-Cahn equation [14] and the parabolic Ginzburg-Landau equation [4, 5, 15, 16]. How-
ever, the detail of Brakke’s regularity theory is technically involved and a clear accessible
proof is desired due to its importance.
The aim of the present paper is twofold. The first aim is to give a new and self-contained
proof of Brakke’s partial regularity theorem up to C1,ς . Brakke’s proof relies on a long
chain of graphical approximations which is complicated and hard to follow (see [6, 6.9,
‘Flattening out’]). Utilizing the ‘L2-L∞ lemma’ (which we explain below) we replace this
part with Allard-like Lipschitz approximations. The second aim is to generalize the result so
that the velocity of motion may have an additional transport term which belongs to a certain
integrability class. The existence of such flow has been studied by Liu-Sato-Tonegawa [17]
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and it motivated the authors to investigate the generalization of Brakke’s theorem. Also,
such extra term may naturally arise when one considers the MCF in Riemannian manifolds
via Nash’s imbedding theorem. From a view point of regularity theory, the result of the
present paper reduces essentially to Allard’s regularity theorem [1] in the special case of
time-independent case. We note that simple modifications of Brakke’s original proof do
not seem to yield the theorem of the present paper when one puts the general transport
term. Building upon the present work and assuming that the transport term u (see the
assumption) is α-Ho¨lder continuous, the second author established C2,α regularity theorem
in the forthcoming paper [26]. In particular [26] proves that the unit density Brakke’s MCF
without transport term (i.e. u = 0) is for a.e. time and a.e. everywhere C∞, which was
originally claimed in [6] (see Section 10.1 for a further comment).
The major difference of our proof compared to [6] is the use of the ‘L2-L∞ lemma’ of
Section 6.2. It shows that the smallness of measurement of ‘height’ of MCF in the L2 sense
(hereafter called L2-height) guarantees that the whole support of MCF lies in a narrow
region close to a k-dimensional plane. The proof of this fact utilizes an analogy of the
well-known parabolic monotonicity formula due to Huisken [13] (and see [8, 24] for similar
formula in case of harmonic heat flow). Note that Brakke’s work preceded the discovery of
parabolic monotonicity formula and only the ‘elliptic’ monotonicity formula was available
at the time. The L2-L∞ lemma may be considered as a robust version of Brakke’s clearing-
out lemma in the sense that the former may accommodate general transport terms while
the latter apparently has some limitations doing so. With this new input the proof may
be outlined as follows. We make a full use of the so-called popping soap film lemma with
some modifications from [6, 6.6], which gives a control of the space-time L2 norm of the
mean curvature in terms of the smallness of L2-height (corresponding to Section 5). Then
the rest of the proof proceeds more or less like Allard’s regularity proof with parabolic
modifications. Namely we approximate the support of moving varifolds by a Lipschitz
graph (with respect to the parabolic metric) utilizing parabolic monotonicity formula. Then
through a contradiction argument, we employ the blow-up technique. While the blow-up
limit is a harmonic function in Allard’s case, it is a solution of the heat equation in the
present case. This gives a decay estimate of L2-height with respect to a slightly tilted
k-dimensional plane in a smaller scale. Iteration argument gives Ho¨lder estimate of the
spacial gradient of the graph just like Allard’s case. Though the proof of the present paper
is lengthy and technically involved, we expect that the researchers familiar with regularity
theory would find the details more tractable and natural than Brakke’s original one.
There have been a large amount of research on the MCF and we may mention only a small
fraction of them related to Brakke’s varifold solutions. For existence of generalized solutions
we mention [3, 7, 10, 11, 18]. In particular Evans-Spruck [11] proved that the almost every
level set of viscosity solution of MCF in the context of level set method is MCF in Brakke’s
sense. These level sets naturally satisfy the aforementioned unit density hypothesis, hence
Brakke’s theorem applies. White discovered a simple proof of local regularity theorem [27]
up to and including the time at which singularities first occur in any classical MCF. He
showed the local regularity when the Gaussian density is close to 1. This result is sufficient
for many interesting cases (see the introduction of [27]), but nevertheless, does not replace
Brakke’s theorem in full. There have been a significant advance of knowledge in the case
of mean convex hypersurface, where the salient features of singularities of MCF have been
established ([19, 28, 29]). The good reference on the subject is [9], where one can find many
useful estimates for Brakke’s flow written in smooth setting.
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The organization of the paper is as follows. Section 2 lists notations and recalls some well-
known results from geometric measure theory. Section 3 contains the assumptions and main
result. The content of Section 4, the Lipschitz approximation of varifolds for fixed time, is
used in the subsequent Section 5, which deals with the local energy estimate, or tilt-excess
estimate in terms of L2-height if one looks for an analogy with Allard’s regularity theory.
Section 6 is independent of the previous two sections, and establishes monotonicity-type
formulae and L2-L∞ estimates. Section 7 is independent and gives construction of parabolic
Lipschitz graph which approximates moving varifold with good error bounds. Based on
the estimates and constructions obtained through Section 5-7, Section 8 shows the decay
estimates of L2-height via blow-up techniques. Theorem 8.7 is the main local regularity
theorem. Section 9 shows that Theorem 8.7 is applicable for a.e. time and concludes the
proof of main partial regularity theorem. Section 10 lists a few concluding remarks and
Section 11 collects basic results from [1] and [6] for the convenience of the reader.
2. Preliminaries
2.1. Basic notations. Throughout this paper, k and n will be positive integers with 0 <
k < n. By regarding n and k as absolute constants, dependence of constants on k and n may
not be stated explicitly. Let N be the natural number and R+ := {x ≥ 0}. For 0 < r <∞
and a ∈ Rn (or Rk) let
Br(a) := {x ∈ Rn : |x− a| < r}, Bkr (a) := {x ∈ Rk : |x− a| < r}
and when a = 0 let Br := Br(0) and B
k
r := B
k
r (0). We also define τ(r)(x) := rx. For s ∈ R
define a parabolic cylinder
Pr(a, s) := {(x, t) ∈ Rn × R : |x− a| < r, |t− s| < r2}.
Note that it is not an often-used parabolic cylinder with t located at the top end. Let A be
the closure of A ⊂ Rn. For a ∈ A let
Tan (A, a)
be the closed cone whose intersection with {x ∈ Rn : |x| = 1} is given by
(2.1) ∩0<r<∞ {(x− a)/|x− a| : x ∈ A ∩Br(a) \ {a}}.
We denote by Ln the Lebesgue measure on Rn and by Hk the k-dimensional Hausdorff mea-
sure on Rn. The restriction of Hk to a set A is denoted by Hk⌊A. We let ωk := Lk(Bk1 ). For
an open subset U ⊂ Rn let Cc(U) be the set of all compactly supported continuous functions
on U and let Cc(U ;R
n) be the set of all compactly supported, continuous vector fields. The
upper subscript of C lc(U) and C
l
c(U ;R
n) indicates continuous l-th order differentiability. For
g ∈ C1(U ;Rn), we regard ∇g(x) as an element of Hom(Rn,Rn). Similarly for g ∈ C1(U),
we regard the Hessian matrix ∇2g(x) as an element of Hom(Rn,Rn). ∇ always indicates
differentiation with respect to space variables, and not with respect to time variable.
For any Radon measure µ on Rn and φ ∈ Cc(Rn) we often write µ(φ) for
∫
Rn
φ dµ. Let
sptµ be the support of µ, i.e., x ∈ sptµ if ∀r > 0, µ(Br(x)) > 0. Let Θk(µ, x) be the
k-dimensional density of µ at x, i.e., limr→0 µ(Br(x))/(ωkrk), when the limit exists. For µ
a.e. defined function u, and 1 ≤ p ≤ ∞, u ∈ Lp(µ) means (∫ |u|p dµ)1/p <∞.
For −∞ < t < s <∞ and x, y ∈ Rn, define
(2.2) ρ(y,s)(x, t) :=
1
(4π(s− t))k/2 exp
(
−|x− y|
2
4(s− t)
)
.
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ρ(y,s) is the k-dimensional backward heat kernel which is often used throughout this paper.
2.2. The Grassmann manifold and varifolds. LetG(n, k) be the space of k-dimensional
subspaces of Rn and let A(n, k) be the space of k-dimensional affine planes of Rn. For
S ∈ G(n, k), we identify S with the corresponding orthogonal projection of Rn onto S.
Let S⊥ ∈ G(n, n − k) be the orthogonal complement of S. For two elements A and B of
Hom (Rn,Rn), define a scalar product A ·B := trace (A∗ ◦B) where A∗ is the transpose of A
and ◦ indicates the usual composition. The identity of Hom (Rn,Rn) is denoted by I. Let
a⊗ b ∈ Hom (Rn,Rn) be the tensor product of a, b ∈ Rn. For A ∈ Hom (Rn,Rn) define
|A| :=
√
A · A, ‖A‖ := sup{|A(x)| : x ∈ Rn, |x| = 1}.
For T ∈ G(n, k), a ∈ Rn and 0 < r <∞ we define the cylinder
C(T, a, r) := {x ∈ Rn : |T (x− a)| < r}, C(T, r) := C(T, 0, r).
We recall some notions related to varifold and refer to [1, 23] for more details. For any open
set U ⊂ Rn, define Gk(U) := U ×G(n, k). A general k-varifold in U is a Radon measure on
Gk(U). Set of all general k-varifolds in U is denoted by Vk(U). For V ∈ Vk(U), let ‖V ‖ be
the mass measure of V , namely,
‖V ‖(φ) :=
∫
Gk(U)
φ(x) dV (x, S), ∀φ ∈ Cc(U).
For proper map f ∈ C1(Rn;Rn) define f#V as the push-forward of varifold (see [1] for the
definition). Given any Hk measurable countably k-rectifiable set M ⊂ U with locally finite
Hk measure, there is a natural k-varifold |M | ∈ Vk(U) defined by
|M |(φ) :=
∫
M
φ(x,TanxM) dHk(x), ∀φ ∈ Cc(Gk(U)),
where TanxM ∈ G(n, k) is the approximate tangent space which exists Hk a.e. on M . In
this case, ‖|M |‖ = Hk⌊M . We say V ∈ Vk(U) is integral if
V (φ) =
∫
M
φ(x,TanxM)θ(x) dHk(x), ∀φ ∈ Cc(Gk(U)),
with some Hk measurable countably k-rectifiable set M ⊂ U and Hk a.e. integer-valued
integrable function θ defined on M . Note that for such varifold, Θk(‖V ‖, x) = θ(x) ∈ N,
Hk a.e. on M . Set of all integral k-varifolds in U is denoted by IVk(U). We say V is a
unit density k-varifold if V is integral and θ = 1 a.e. on M , that is, V = |M |. When V is
integral, we often write
∫
U
(g(x))⊥ d‖V ‖(x) for ∫
Gk(U)
S⊥(g(x)) dV (x, S), for example, since
there should be no ambiguity.
2.3. First variation and generalized mean curvature. For V ∈ Vk(U) let δV be the
first variation of V , namely,
δV (g) :=
∫
Gk(U)
∇g(x) · S dV (x, S)
for g ∈ C1c (U ;Rn). Let ‖δV ‖ be the total variation when it exists, and if ‖δV ‖ is absolutely
continuous with respect to ‖V ‖, we have for some ‖V ‖ measurable vector field h(V, ·)
(2.3) δV (g) = −
∫
U
g(x) · h(V, x) d‖V ‖(x).
The vector field h(V, ·) is called the generalized mean curvature of V . We say V is stationary
if h(V, ·) = 0, ‖V ‖ a.e. in U , or equivalently, δV (g) = 0 for all g ∈ C1c (U ;Rn). For any
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V ∈ IVk(U) with integrable h(V, ·), Brakke’s perpendicularity theorem of generalized mean
curvature [6, Chapter 5] says that we have
(2.4)
∫
U
(g(x))⊥ · h(V, x) d‖V ‖(x) =
∫
U
g(x) · h(V, x) d‖V ‖(x)
for all g ∈ Cc(U ;Rn).
2.4. The right-hand side of MCF equation. For any V ∈ Vk(U), u ∈ L2(‖V ‖) and
φ ∈ C1c (U ;R+), define
(2.5) B(V, u, φ) :=
∫
U
(−φ(x)h(V, x) +∇φ(x)) · (h(V, x) + (u(x))⊥) d‖V ‖(x)
when V ∈ IVk(U), ‖δV ‖ is locally finite and absolutely continuous with respect to ‖V ‖,
and h(V, ·) ∈ L2(‖V ‖). Otherwise we define B(V, u, φ) = −∞. Formally, if a family of
smooth k-dimensional surfaces {Mt} moves by the velocity equal to the mean curvature
plus smooth u, then, one can check that Vt = |Mt| satisfies
(2.6)
d
dt
‖Vt‖(φ) ≤ B(Vt, u, φ), ∀φ ∈ C1c (U ;R+).
In fact, (2.6) holds with equality. Conversely, if (2.6) is satisfied, then one can prove that
the velocity is equal to the mean curvature plus u. The inequality in (2.6) allows the sudden
loss of surface and it is the source of general non-uniqueness of Brakke’s formulation.
3. Assumptions and main result
3.1. Assumptions. For an open set U ⊂ Rn and 0 < Λ ≤ ∞ suppose that we have a
family of k-varifolds {Vt}0≤t<Λ and a family of n-vector valued functions {u(·, t)}0≤t<Λ both
on U satisfying the followings.
(A1) For a.e. t ∈ [0,Λ), Vt is a unit density k-varifold.
(A2) There exists 1 ≤ E1 <∞ such that
(3.1) ‖Vt‖(Br(x)) ≤ ωkrkE1, ∀Br(x) ⊂ U, ∀t ∈ [0,Λ).
(A3) Suppose 2 ≤ p <∞ and 2 < q <∞ satisfy
(3.2) ς := 1− k
p
− 2
q
> 0
and assume that u satisfies
(3.3) ‖u‖Lp,q(U×(0,Λ)) :=
(∫ Λ
0
(∫
U
|u(x, t)|p d‖Vt‖(x)
) q
p
dt
) 1
q
<∞.
(A4) For all φ ∈ C1(U × [0,Λ);R+) with φ(·, t) ∈ C1c (U) and 0 ≤ t1 < t2 < Λ,
(3.4) ‖Vt2‖(φ(·, t2))− ‖Vt1‖(φ(·, t1)) ≤
∫ t2
t1
B(Vt, u(·, t), φ(·, t)) dt+
∫ t2
t1
∫
U
∂φ
∂t
(·, t) d‖Vt‖dt
holds.
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As an immediate consequence, for φ ∈ C2c (U ;R+), we have from (3.4) and Cauchy-Schwarz
inequality
(3.5)
‖Vt2‖(φ)− ‖Vt1‖(φ) ≤
∫ t2
t1
∫
U
−φ|h|2 + |∇φ||h|+ φ|h||u|+ |∇φ||u| d‖Vt‖dt
≤ ∫ t2
t1
∫
U
− |h|2φ
2
+ |∇φ|
2
φ
+ |u|2φ+ |∇φ||u| d‖Vt‖dt
≤ ∫ t2
t1
∫
U
− |h|2φ
2
d‖Vt‖dt+ c(‖φ‖C2, E1, ‖u‖Lp,q , sptφ).
Thus we have from (3.5) that
(3.6) h(Vt, ·) ∈ L2loc(‖Vt‖)
for a.e. t ∈ (0,Λ).
3.2. Remarks on the assumptions. Before stating our main theorem, we motivate our
assumptions.
The setting that Brakke proved the local regularity theorem corresponds to u = 0 case.
We note that the weak solution he constructed in [6] satisfies (A2)-(A4) locally in space and
time. In this special case, we may relax the assumption (A2) by, for example,
sup
0≤t<Λ
‖Vt‖(U) ≤ C,
or
U = BR, ‖V0‖(U) <∞ and spt ‖V0‖ ⊂⊂ U.
The assumption (A2) (restricted for U ′ × (δ,Λ) with ∀U ′ ⊂⊂ U and ∀δ > 0) follows from
the parabolic monotonicity formula of Section 6.1, and (3.4) is the integral form of Brakke’s
formulation, except that we need time varying test functions. See the discussion in [6, 3.5]
for the derivation. The varifolds are also integral for a.e. time if V0 is assumed to be integral.
With parabolic monotonicity formula it is not difficult to prove that there is an initial short
time interval during which the varifolds remain unit density if the initial varifold V0 has
(A2) with E1 close to 1.
As we noted in Section 1, in [11] Evans-Spruck proved that almost all level set of MCF
viscosity solution is a unit density MCF in the sense of Brakke. Thus almost all level set
satisfies (A1)-(A4) with u = 0.
Ilmanen [14] proved that the singular perturbation limit of the Allen-Cahn equation is
a rectifiable Brakke’s MCF under mild conditions on initial data. In addition the second
author [25] proved that the limit varifolds are integral modulo division by a surface energy
constant for a.e. time. Thus the limit varifolds arising from the Allen-Cahn equation, unless
there are portions where higher (≥ 2) multiplicities occur, satisfy (A1)-(A4). We mention
that a simple proof of [14, 25] was obtained by Sato [22] utilizing the result of Ro¨ger-Scha¨tzle
[20] (see also [21]) for k = n− 1 and n = 2, 3.
As for u 6= 0 case, we note first that (3.2) is dimensionally a sharp condition. A simple
dimension analysis of natural re-scaling x˜ = λ−1x, t˜ = λ−2t and u˜ = λu for λ > 0 shows
‖u˜‖Lp,q = λ1−
k
p
− 2
q ‖u‖Lp,q .
It is a rule of thumb that (3.2) is essential to successfully obtain a local regularity theorem.
We also note that if Vt = V0 for all t > 0, then q may be regarded as +∞ and (3.2)
requires p > k. Time-independence means the velocity is 0. Then we have 0 = h(V, ·) + u⊥
(see Section 10) and (3.3) gives h(V, ·) ∈ Lp(‖V ‖) with p > k. It is the condition for the
application of Allard’s regularity theorem.
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The existence of flow, where the velocity has additional transport term u, has been inves-
tigated in [17] for k = n− 1, n = 2, 3. There, given an arbitrary u in Lploc([0,∞);W 1,p(Tn))
with p > n+2
2
, where Tn is the n-dimensional torus and W 1,p(Tn) = {u ∈ Lp(Tn) : ∇u ∈
Lp(Tn)}, and C1 initial spt ‖V0‖, it was proved that there exists a family {Vt}t≥0 of (n− 1)-
varifolds satisfying (A2)-(A4) and a.e. time integrality. u(·, t) in this case is defined as a
trace on the support of ‖Vt‖. The fulfillment of condition (3.3) is not stated explicitly there,
but can be verified using [17, Theorem 2.1]. The unit density hypothesis (A1) is satisfied for
at least short time [17, Theorem 2.2(c)]. Thus we can apply the present regularity theory
to this initial short time. Unlike u = 0 case, we are not aware of any short time existence
result for classical solutions under low regularity assumptions on u. The extension of [17]
for n > 3 and k = n − 1 which covers the whole range of p and q satisfying (3.2) is cur-
rently under investigation with similar approach. We are unaware of any general method in
case k < n− 1, most relevant being the approximation scheme via the parabolic Ginzburg-
Landau equation [5] where u = 0, k = n − 2 and n ≥ 3. Note that [5] proved that the
limit varifold Vt corresponding to vorticity concentration is rectifiable k-varifold moving by
MCF in Brakke’s formulation. One the other hand, one apparently does not exclude the
possibility of non-integral varifold due to the non-trivial diffuse part of the limit measure.
3.3. Main result.
Definition 3.1. A point x ∈ U ∩ spt ‖Vt‖ is said to be a C1,ς regular point if there exists
some open neighborhood O in Rn+1 containing (x, t) such that O ∩ ∪0<s<Λ(spt ‖Vs‖ × {s})
is an embedded (k + 1)-dimensional manifold represented as the image of f : O′(:= BkR ×
(t− R2, t+R2))→ O ⊂ Rn+1 with
sup
(yj ,sj)∈O′, j=1,2
‖∇f(y1, s1)−∇f(y2, s2)‖
max{|y1 − y2|ς , |s1 − s2|ς/2} <∞, sup(y,sj)∈O′, j=1,2
|f(y, s1)− f(y, s2)|
|s1 − s2|(1+ς)/2 <∞.
Here ∇ is the differentiation with respect to y-variables.
Here is the main partial regularity theorem.
Theorem 3.2. Under the assumptions (A1)-(A4), for a.e. t ∈ (0,Λ), there exists a (possibly
empty) closed set Gt ⊂ spt ‖Vt‖ with Hk(Gt) = 0 such that spt ‖Vt‖ \ Gt is a set of C1,ς
regular points.
Theorem 3.2 is the consequence of Theorem 8.7 and Theorem 9.1 which are the main local
regularity theorems. For more detailed local estimates and assumptions, see the statement
of Theorem 8.7.
4. Lipschitz approximation for fixed time
In this section, the main result is Proposition 4.6 which gives a graphical Lipschitz ap-
proximation of varifold, and which is one of the essential ingredients for Theorem 5.7 of the
next section. The results of this section do not involve time variable. The content of this
section corresponds to [6, 5.3, 5.4]. To avoid unnecessary technical complications, we avoid
general multiple-sheet situations discussed in [6] which are not needed for the purpose of
this paper.
Lemma 4.1. Corresponding to each 0 < λ < 1 there exists γ > 0 with the following
property. For V ∈ IVk(BR) assume
(4.1) Θk(‖V ‖, 0) = 1,
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(4.2) r‖δV ‖(Br) ≤ γ‖V ‖(Br), 0 < ∀r ≤ R.
Then we have
(4.3) ‖V ‖(Br) ≥ λωkrk, 0 < ∀r ≤ R.
Remark 4.2. If the condition (4.2) is replaced by ‖δV ‖(Br) ≤ γ‖V ‖(Br), then the well-
known monotonicity formula [1, 5.1] says r−k‖V ‖(Br) exp(γr) is monotone increasing. The
reason for using the weaker condition (4.2) is to obtain a better error estimate for Lipschitz
approximation in Proposition 4.6. See Remark 4.9 for further comment.
Proof. Without loss of generality we may assume R = 1. Assume that the conclusion
were false. Then for each m ∈ N there exist Vm ∈ IVk(B1) such that (4.1) and (4.2) hold
for V = Vm and γ = 1/m, but (4.3) does not hold. Let Rm be the supremum of r > 0
such that ‖Vm‖(Bs) ≥ λωksk holds for all 0 < s ≤ r. By (4.1), we have Rm > 0. Since
we are assuming the negation of (4.3), we have Rm < 1 and ‖Vm‖(BRm) = λωkRkm. Let
V˜m = (τ(R
−1
m ))#Vm. Then we have by (4.2) and by the definition of Rm
(4.4) ‖δV˜m‖(B1) = 1
Rk−1m
‖δVm‖(BRm) ≤
1
mRkm
‖Vm‖(BRm) =
ωkλ
m
,
(4.5) ‖V˜m‖(B1) = 1
Rkm
‖Vm‖(BRm) = ωkλ,
(4.6) ‖V˜m‖(Bs) = 1
Rkm
‖Vm‖(BsRm) ≥ λωksk, 0 < ∀s ≤ 1.
By (4.4) and (4.5) and the compactness theorem of integral varifolds ([1, 6.4]), there exists
a subsequence {V˜mj} and V ∈ IVk(B1) such that V˜mj → V in the sense of varifolds. By
(4.4), V is stationary, and by (4.6), 0 ∈ spt ‖V ‖. From (4.5) and (4.6), we also have
(4.7) ‖V ‖(B1) = λωk.
By the upper-semicontinuity of density function and the integrality of V , we have Θk(‖V ‖, 0) ≥
1. By the monotonicity formula of stationary varifold, we have ‖V ‖(B1) ≥ ωk, which con-
tradicts with (4.7) since λ < 1. This proves (4.3). ✷
Lemma 4.3. Corresponding to each 0 < λ < 1 and 1 ≤ E1 < ∞, there exists γ > 0 with
the following property. For V ∈ IVk(BR) assume (4.1), (4.2),
(4.8) ‖V ‖(BR) ≤ ωkRkE1,
(4.9)
∫
Gk(BR)
‖S − T‖ dV (x, S) ≤ γ‖V ‖(BR).
Then for any b ∈ T with |b| ≤ R/2,
(4.10) ‖V ‖(Br(b)) ≥ λωkrk, R/10 ≤ ∀r ≤ R/2.
Proof. Assume R = 1 without loss of generality. Assume that the conclusion were false.
Then for each m ∈ N we have a sequence Vm ∈ IVk(B1), bm ∈ T with |bm| ≤ 1/2 and Rm
with 1/10 ≤ Rm ≤ 1/2 such that (4.1), (4.2), (4.8) and (4.9) hold for γ = 1/m and V = Vm
but (4.10) fails, that is,
(4.11) ‖Vm‖(BRm(bm)) < λωkRkm.
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Due to (4.8) and (4.2) we have a subsequencial limit V ∈ IVk(B1) which is stationary, and
we may assume that bm → b∗ ∈ T with |b∗| ≤ 1/2 and Rm → R∗ with 1/10 ≤ R∗ ≤ 1/2.
By (4.11) we also have
(4.12) ‖V ‖(BR∗(b∗)) ≤ λωkRk∗ .
By (4.9), we also have
(4.13)
∫
Gk(B1)
‖S − T‖ dV (x, S) = 0.
Since V is stationary and integral, one can show with (4.13) that V is invariant in T -
direction in B1. Lemma 4.1 shows that 0 ∈ spt ‖V ‖, thus b∗ ∈ spt ‖V ‖. In particular we
have Θk(‖V ‖, b∗) ≥ 1. By the monotonicity formula we have ‖V ‖(BR∗(b∗)) ≥ ωkRk∗ . This
contradicts with (4.12) and we may conclude the proof. ✷
Lemma 4.4. Corresponding to 1/2 < λ < 1, 1 ≤ l < ∞ and 1 ≤ E1 < ∞, there
exists γ > 0 with the following property. For V ∈ IVk(C(T, 3R)), and two distinct points
y1, y2 ∈ C(T,R), assume
(4.14) |y1 − y2| ≤ l|T⊥(y1 − y2)|,
(4.15) Θk(‖V ‖, yi) = 1 for i = 1, 2,
(4.16)
∫
Gk(Br(yi))
‖S − T‖ dV (x, S) ≤ γ‖V ‖(Br(yi)), 0 < ∀r ≤ 2R, i = 1, 2,
(4.17) r‖δV ‖(Br(yi)) ≤ γ‖V ‖(Br(yi)), 0 < ∀r ≤ 2R, i = 1, 2,
(4.18) ‖V ‖(Br(yi)) ≤ ωkrkE1, 0 < ∀r ≤ 2R, i = 1, 2.
For i = 1, 2 set y˜i := T
⊥(yi) ∈ Rn. Then we have
(4.19) ‖V ‖(BR(y˜1) ∪ BR(y˜2)) ≥ 2λωkRk.
Remark 4.5. The above Lemma resembles [1, 6.2] which is one of the essential ingredients
for graphical Lipschitz approximation needed for Allard’s regularity theory. Note that the
difference of above claim is that y˜1 and y˜2 are projected points to T
⊥ and the two balls
centered at these points are inside of the cylinder C(T,R). Roughly speaking, the Lemma
claims that if there are two good points placed in vertical positions, there must be almost two
parallel sheets inside of C(T,R).
Proof. Without loss of generality, we may assume R = 1. Suppose that the claim were
false. Then we would have a sequence of Vm ∈ IVk(C(T, 3)) and y1,m 6= y2,m in C(T, 1) such
that (4.14)-(4.18) are satisfied with V = Vm, y1 = y1,m, y2 = y2,m and γ = 1/m while (4.19)
does not hold, i.e.,
(4.20) ‖Vm‖(B1(y˜1,m) ∪ B1(y˜2,m)) < 2λωk,
where y˜i,m := T
⊥(yi,m) for i = 1, 2. For m ∈ N, 0 < s ≤ 1 and i = 1, 2 set
(4.21) Asi,m := {x : dist (yi,m − sT (yi,m), x) < s}, Asm := As1,m ∪As2,m.
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Using yi,m ∈ C(T, 1), one can check that Asm ⊂ C(T, 1). One can also see that A1m =
B1(y˜1,m) ∪ B1(y˜2,m). We note that
(4.22) lim inf
s→0
1
ωksk
‖Vm‖(Asi,m) ≥
λ+ 1
2
(> λ)
for all sufficiently large m and i = 1, 2. To see this, for small s > 0 we consider Vm,s =
(τ(s−1))#Vm and parallel translate s−1yi,m to the origin. Such change of coordinates trans-
forms Asi,m to B1(−T (yi,m)). Then by Lemma 4.3 with b = −T (yi,m), R = 2, λ there
replaced by (λ + 1)/2 and (4.15)-(4.18), we obtain that ‖Vm,s‖(B1(−T (yi,m))) ≥ λ+12 ωk for
all large m. This shows (4.22) after changing back to the original coordinates. Next, let Rm
be the supremum of r such that
(4.23) ‖Vm‖(Asm) ≥ 2λωksk
holds for all 0 < s ≤ r. By (4.22), for all sufficiently large m, we have
(4.24) lim inf
s→0
1
ωksk
‖Vm‖(Asm) ≥
∑
i=1, 2
lim inf
s→0
1
ωksk
‖Vm‖(Asi,m) ≥ (λ+ 1) > 2λ.
Thus (4.24) shows that Rm > 0. On the other hand, since A
1
m = B1(y˜1,m)∪B1(y˜2,m), (4.20)
shows Rm < 1. In particular, by the definition of Rm, we have
(4.25) ‖Vm‖(ARmm ) = 2λωkRkm
for all large m. Set Vˆm := (τ(R
−1
m ))#Vm and yˆi,m := R
−1
m yi,m. The change of variables
τ(R−1m ) transforms A
Rm
i,m to B1(yˆi,m − T (yi,m)), which we denote by Bˆi,m. Suppose that
Bˆ1,mj ∩ Bˆ2,mj = ∅ for some subsequence {mj}∞j=1 (subsequently omitting the sub-index). By
Lemma 4.3 with the origin replaced by yˆi,m, b replaced by yˆi,m − T (yi,m) and R = 2, for
all sufficiently large m, we may conclude that ‖Vˆm‖(Bˆi,m) ≥ (λ + 1)ωk/2. Here we have
used (4.15)-(4.18) with γ = 1/m. After changing back to the original coordinates, we have
‖Vm‖(ARmi,m) ≥ (λ+1)ωkRkm/2. Since we are now assuming ARm1,m ∩ARm2,m = ∅, this contradicts
with (4.25). Suppose that Bˆ1,m ∩ Bˆ2,m 6= ∅ for all large m. By shifting x → x − yˆ1,m
and re-defining Bˆi,m as Bˆi,m − yˆ1,m for i = 1, 2, we may assume that Bˆ1,m ∪ Bˆ2,m ⊂ B4.
We have Bˆ1,m = B1(−T (y1,m)) and Bˆ2,m = B1(yˆ2,m − yˆ1,m − T (y2,m)). We also shift Vˆm
by x → x − yˆ1,m. Since yˆ2,m − yˆ1,m ∈ B4 and |T (yi,m)| ≤ 1 for i = 1, 2, there exists a
subsequence (denoted by the same index) such that yˆ2,m − yˆ1,m → yˆ∗, T (yi,m)→ bi ∈ T for
i = 1, 2, and Vˆm → V . We also have Bˆ1,m ∪ Bˆ2,m → B1(−b1) ∪ B1(yˆ∗ − b2) in Hausdorff
distance.
Suppose T⊥(yˆ∗) = 0. Then limm→∞ |T⊥(yˆ2,m − yˆ1,m)| = 0, and we would have by (4.14)
limm→∞ |yˆ1,m − yˆ2,m| = 0. This implies limm→∞ |T (y1,m − y2,m)| = 0, thus we conclude that
b1 = b2, yˆ∗ = 0 and B1(−b1) ∪ B1(yˆ∗ − b2) = B1(−b1). By (4.15)-(4.18), Lemma 4.1 shows
0 ∈ spt ‖V ‖. Also V is stationary integral varifold with the same condition as (4.13), thus
V is invariant in T -direction on B1(−b1) as in the proof of Lemma 4.3. By the definition of
Rm as in (4.23), we have
(4.26) ‖V ‖({x : dist (−sb1, x) < s}) ≥ 2λωksk
for all 0 < s ≤ 1 and equality holds for s = 1. Letting s→ 0, due to the invariance of ‖V ‖ in
T -direction and b1 ∈ T , this implies that Θk(‖V ‖, 0) ≥ 2λ. Also note that Θk(‖V ‖, x) ∈ N
is constant in T . Since it is an integer and λ > 1/2, we have Θk(‖V ‖, 0) ≥ 2. Then this
implies that Θk(‖V ‖,−b1) ≥ 2 because of −b1 ∈ T . By the monotonicity formula, then, we
have ‖V ‖(B1(−b1)) ≥ 2ωk, which contradicts with the equality of (4.26) when s = 1.
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Next suppose T⊥(yˆ∗) 6= 0. By the same line of proof using Lemma 4.1, we have Θk(‖V ‖, 0) ≥
1 and Θk(‖V ‖, yˆ∗) ≥ 1. Thus, the distinct affine planes containing −b1 and yˆ∗ − b2 respec-
tively have positive integer multiplicities for V . This shows ‖V ‖(B1(−b1) ∪ B1(yˆ∗ − b2)) ≥
2ωk. By the definition of Rm, we on the other hand have the same quantity = 2λωk, a
contradiction. This concludes the proof. ✷
Proposition 4.6. Corresponding to 1 ≤ E1 < ∞ and 0 < ν < 1, there exist 0 < α1 < 1,
0 < β1 < 1 and 1 < P1 < ∞ with the following property. For V ∈ IVk(C(T, 6R)) which is
finite and which is of unit density, suppose V = |M | and identify T with Rk × {0}. Define
(4.27) α2 :=
1
Rk−2
∫
C(T,6R)
|h(V, x)|2 d‖V ‖(x),
(4.28) β2 :=
1
Rk
∫
Gk(C(T,6R))
‖S − T‖2 dV (x, S).
Suppose that
(4.29) ‖V ‖(Br(x)) ≤ ωkrkE1, 0 < ∀r ≤ 4R, ∀x ∈M ∩ C(T, 2R),
(4.30)
1
ωk(2R)k
‖V ‖(C(T, 2R)) ≤ 2− ν
and
(4.31)
1
ωkRk
‖V ‖(C(T,R)) ≥ ν.
Then either of the following (1) or (2) holds.
(1) We have α ≥ α1 or β ≥ β1.
(2) There exist Lipschitz maps f : T → Rn−k and F : T → Rn such that
(4.32) F (x) = (x, f(x)), ∀x ∈ T,
(4.33) |f(x1)− f(x2)| ≤ |x1 − x2|, ∀x1, ∀x2,∈ T.
Set X := M ∩ imageF ∩ C(T,R) and Y := T (X). Then
(4.34)
1
Rk
(‖V ‖(C(T,R) \X) + Lk(BkR \ Y )) ≤
{
P1(α
2k
k−2 + β2) if k > 2,
P1β
2 if k ≤ 2.
Remark 4.7. If h(V, ·) does not exist or h(V, ·) /∈ L2(‖V ‖), then we define α =∞ and we
have trivially (1). Later we apply the result to Vt for a.e. time, where h(Vt, ·) ∈ L2(‖Vt‖).
Remark 4.8. For k > 2, if (1) holds, we may re-define P1 sufficiently large depending on
α1 and β1 so that (4.34) holds trivially. Thus, for k > 2, we may consider that the case (1)
is a subset of (2), with F (x) = (x, 0), for example. For k ≤ 2, if β ≥ β1, then we may also
choose P1 sufficiently large similarly. Thus we may drop ‘or β ≥ β1’ from (1). We still find
it more convenient to write out (1) and (2) as above.
Remark 4.9. The fact that the power 2k/(k−2) of α is strictly larger than 2 is of essential
importance in proving Theorem 5.7, and this is the reason that we work with r‖δV ‖(Br) ≤
γ‖V ‖(Br) instead of ‖δV ‖(Br) ≤ γ‖V ‖(Br), which is done in Allard’s theory.
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Proof. We may assume R = 1 without loss of generality, and we may assume that α <∞
by Remark 4.7. Let γ > 0 be the smallest constant obtained in Lemma 4.1-4.4 corresponding
to
(4.35) λ = 1− ν
23k
,
l =
√
2, and E1 as in the assumption. Let Mg ⊂ M ∩ C(T, 2) be the set of points y such
that the following (4.36)-(4.38) all hold,
(4.36) Θk(‖V ‖, y) = 1, (or equivalently, Θk(Hk⌊M , y) = 1)
(4.37) r‖δV ‖(Br(y)) ≤ γ‖V ‖(Br(y)), 0 < ∀r ≤ 4,
(4.38)
∫
Gk(Br(y))
‖S − T‖2 dV (y, S) ≤ γ2‖V ‖(Br(y)), 0 < ∀r ≤ 4.
By Schwarz’ inequality, (4.38) implies
(4.39)
∫
Gk(Br(y))
‖S − T‖ dV (y, S) ≤ γ‖V ‖(Br(y)), 0 < ∀r ≤ 4.
Take any x ∈ T (Mg) ⊂ Bk2 . By definition there exists at least one y ∈ Mg such that
T (y) = x. Suppose that there are two such y, i.e., there are two distinct y1, y2 ∈ Mg such
that T (y1) = T (y2) = x. Then y1, y2 satisfy all the assumptions of Lemma 4.4, namely, we
have |y1 − y2| = |T⊥(y1 − y2)|, thus (4.14) is satisfied with l =
√
2, and (4.15)-(4.18) are
satisfied with R = 2 due to (4.29), (4.36), (4.37) and (4.39). Since B2(y˜1)∪B2(y˜2) ⊂ C(T, 2),
(4.19) and (4.35) shows
(4.40) ‖V ‖(C(T, 2)) ≥ 2k+1λωk = 2k+1{1− (ν/23k)}ωk.
This contradicts with (4.30). Since there is only one such y ∈ Mg with T (y) = x, we may
define a map f : T (Mg) → Rn−k so that f(x) = T⊥(y). Next, for any y1 6= y2 in Mg, if
|y1 − y2| ≤
√
2|T⊥(y1 − y2)|, similar reasoning using Lemma 4.4 leads to a contradiction
with (4.30). Thus we have |y1 − y2| >
√
2|T⊥(y1 − y2)|. This shows that |f(x1)− f(x2)| <
|x1−x2| for all x1, x2 ∈ T (Mg). By Kirszbraun’s theorem [12, 2.10.43], we have an extension
f˜ : T → Rn−k of f with the equal Lipschitz constant. Rewrite this f˜ as f . We then define
F : T → Rn by F (x) := (x, f(x)).
For any y ∈ (M ∩ C(T, 2)) \Mg, at least one of (4.36)-(4.38) fails. The set of points for
which (4.36) fails is zero set with respect to Hk, thus it is zero set with respect to ‖V ‖. Let
X ′1 be the set of points for which (4.37) fails, and let X
′
2 be the set of points for which (4.38)
fails. We first estimate ‖V ‖(X ′1). For y ∈ X ′1, either (A) there exists a sequence Rm → 0,
0 < Rm ≤ 4, such that (4.37) fails for r = Rm, or (B) there exists some 0 < R < 4 such
that (4.37) holds for all 0 < r ≤ R and R is the infimum of r such that (4.37) fails. Either
(A) or (B), there exists some 0 < R(y) < 4 such that both
(4.41) ωkR(y)
k/2 ≤ ‖V ‖(BR(y)(y)),
(4.42) γ‖V ‖(BR(y)(y)) < R(y)‖δV ‖(BR(y)(y))
hold. The reason is that, if (A) holds, we use (4.36) to have (4.41) and choose small enough
Rm to have (4.42). If (B) holds, by Lemma 4.1 we have ‖V ‖(BR(y)) ≥ {1− (ν/23k)}ωkRk.
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Thus choosing R(y) to be slightly larger than R if necessary, we have both (4.41) and (4.42)
satisfied. By Ho¨lder’s inequality applied to (4.42), we have
(4.43) γ2‖V ‖(BR(y)(y)) < R(y)2
∫
BR(y)(y)
|h(V, ·)|2 d‖V ‖.
Using (4.41) and (4.43), we obtain
(4.44) (γ2/2)ωkR(y)
k−2 <
∫
BR(y)(y)
|h(V, ·)|2 d‖V ‖.
Consider the case k ≤ 2. Since y ∈ C(T, 2) and R(y) < 4, we have BR(y)(y) ⊂ C(T, 6) and
we have from (4.27) and (4.44)
(4.45) α2 > (γ2/2)ωkR(y)
k−2 > (γ2/25−2k)ωk.
If α2 < (γ2/25−2k)ωk and X ′1 6= ∅, we would obtain a contradiction. We set α1 so that
α21 < (γ
2/25−2k)ωk. Then, either we have α ≥ α1, or else α < α1 and X ′1 = ∅. Thus for
k ≤ 2 and for the former case, we may end the proof, with case (1). For the rest of the
proof, for k ≤ 2, assume that α < α1. Next consider k > 2. From (4.45), we have
(4.46) R(y)2 < (2α2γ−2ω−1k )
2
k−2 .
Substituting (4.46) into (4.43) gives
(4.47) ‖V ‖(BR(y)(y)) < γ−2(2α2γ−2ω−1k )
2
k−2
∫
BR(y)(y)
|h(V, ·)|2 d‖V ‖.
From (4.47), we may choose R′(y) < R(y) such that
(4.48) ‖V ‖(BR′(y)(y)) < γ−2(2α2γ−2ω−1k )
2
k−2
∫
BR′(y)(y)
|h(V, ·)|2 d‖V ‖.
Thus the Besicovitch covering theorem with (4.48) implies that
(4.49) ‖V ‖(X ′1) ≤ B(n)γ−2(2α2γ−2ω−1k )
2
k−2
∫
C(T,6)
|h(V, ·)|2 d‖V ‖ = B(n)γ −2kk−2ω
−2
k−2
k α
2k
k−2 .
HereB(n) is the Besicovitch constant which depends only on n. For the estimate of ‖V ‖(X ′2)
(both k ≤ 2 and k > 2), the Besicovitch covering theorem and (4.28) imply that
(4.50) ‖V ‖(X ′2) ≤ B(n)γ−2β2.
Combining (4.49) and (4.50), we obtain
(4.51) ‖V ‖(C(T, 2) \Mg) ≤
{
B(n)(γ
−2k
k−2ω
−2
k−2
k α
2k
k−2 + γ−2β2), k > 2,
B(n)γ−2β2, k ≤ 2.
Next we estimate Hk(Bk1 \T (Mg)). The set Bk1 \T (Mg) may be regarded as a ‘hole of ‖V ‖’
and we need to estimate the size in terms of α and β. First we claim that T (Mg)∩Bk1 6= ∅.
Otherwise, C(T, 1) ∩Mg = ∅. From (4.31), we have
(4.52) νωk ≤ ‖V ‖(C(T, 1)) ≤ ‖V ‖(C(T, 2) \Mg).
By (4.51), if we restrict α and β small depending only on n, k, E1 and ν, we would have
a contradiction to (4.52). Thus we either have α ≥ α1 or β ≥ β1, where α1 and β1 depend
only on n, k, E1 and ν, or we have T (Mg) ∩ Bk1 6= ∅. The former case corresponds to the
case (1) of the conclusion. We assume for the rest of the proof that α < α1 and β < β1.
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Thus we have some x ∈ Mg ∩ C(T, 1). By Lemma 4.3 with the origin there replaced by x,
b there replaced by T⊥(x) and R = 4, we conclude that(
1− ν
23k
)
2kωk ≤ ‖V ‖(B2(T⊥(x))) ≤ ‖V ‖(C(T, 2))
= ‖V ‖(C(T, 2) ∩Mg) + ‖V ‖(C(T, 2) \Mg).
(4.53)
On the other hand, since Mg is a Lipschitz graph,
‖V ‖(C(T, 2) ∩Mg) =
∫
T (Mg)
|Λk∇F | dHk
≤
∫
T (Mg)
(1 + c(n, k)‖image∇F − T‖2) dHk
≤ Hk(T (Mg)) + c(n, k)
∫
Gk(C(T,2))
‖S − T‖2 dV (x, S)
= 2kωk −Hk(Bk2 \ T (Mg)) + c(n, k)β2.
(4.54)
Combining (4.53) and (4.54), we obtain
(4.55) Hk(Bk2 \ T (Mg)) ≤
ν
22k
ωk + c(n, k)β
2 + ‖V ‖(C(T, 2) \Mg).
The estimates (4.51) and (4.55) show that
(4.56) Hk(Bk2 \ T (Mg)) <
1
4k
ωk
holds by further restricting α1 and β1 if necessary depending on 1 − ν and k. We set
Q1 = B
k
1 \ T (Mg) and Q2 = Bk2 \ T (Mg). For any Lebesgue point x ∈ Q1 of Q2, due to
(4.56), there exists 0 < r(x) < 1 such that
(4.57) Hk(Q2 ∩Bkr(x)(x)) =
1
4k
ωkr(x)
k.
By the Besicovitch covering theorem, there exists a set of mutually disjoint balls {Br(xi)(xi)}i∈I
(I : a finite set or N) such that xi ∈ Q1 and, denoting U = ∪i∈IBr(xi)(xi),
(4.58) Hk(Q1) ≤ B(k)Hk(U).
We also estimate just like (4.54) that
‖V ‖(T−1(U)) ≤ Lk(T (Mg) ∩ U) + c(n, k)β2 + ‖V ‖(C(T, 2) \Mg)
= Hk(U)−Hk(Q2 ∩ U) + c(n, k)β2 + ‖V ‖(C(T, 2) \Mg).
(4.59)
To obtain a lower bound for (4.59), note that (4.57) guarantees that there exists yi ∈
Mg ∩C(T, 2) for each i ∈ I such that T (yi) ∈ Bkr(xi)/2(xi). Then Lemma 4.3 with the origin
there replaced by yi, b there replaced by xi + T
⊥(yi) (so that yi − xi − T⊥(yi) ∈ T ) and
R = 2r(xi), we conclude that
(4.60)
(
1− ν
23k
)
ωkr(xi)
k ≤ ‖V ‖(Br(xi)(xi + T⊥(yi))) ≤ ‖V ‖(T−1(Bkr(xi)(xi))).
Then summing over i ∈ I, and (4.59) and (4.60) show that
(4.61) Hk(Q2 ∩ U) ≤ ν
23k
Hk(U) + c(n, k)β2 + ‖V ‖(C(T, 2) \Mg).
By (4.57), we have
(4.62)
1
4k
Hk(U) = Hk(Q2 ∩ U),
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and combining (4.61) and (4.62), we obtain
(4.63)
( 1
4k
− ν
23k
)Hk(U) ≤ c(n, k)β2 + ‖V ‖(C(T, 2) \Mg).
Thus (4.58) and (4.63) give
(4.64) Hk(Q1) ≤ B(k)
( 1
4k
− ν
23k
)−1
(c(n, k)β2 + ‖V ‖(C(T, 2) \Mg)).
Finally, setting X = M ∩ imageF ∩C(T, 1) and Y = T (X), we note that C(T, 1)∩Mg ⊂ X ,
‖V ‖(C(T, 1) \X) ≤ ‖V ‖(C(T, 2) \Mg), Bk1 \Y ⊂ Bk1 \T (Mg) = Q1. Thus (4.51) and (4.64)
give the desired estimate (4.34) for a suitable choice of P1. ✷
5. Energy estimates
The aim of this section is to prove Theorem 5.7, which claims that the deviation of k-
dimensional area of moving varifold from that of flat k-dimensional plane can be estimated
in terms of L2-height. In Allard’s regularity theory, the analogy of this part may be the
estimate of tilt-excess in terms of L2-height. However, compared to Allard’s theory, the
proof is more involved. All we have control is the rate of change of mass in time. The idea is
that when the deviation is large, the mean curvature is relatively large. This helps pushing
down the mass more quickly, and the mass becomes very close to that of flat plane in finite
time. The set of estimates in this section is a crucial foundation for parabolic Lipschitz
approximation and blow-up technique. The content corresponds to [6, 6.6 ‘Popping soap
films’] even though the details have been largely changed and various alterations are made.
Some of the results used are relegated to Appendix for convenience of the readers.
Definition 5.1. Fix φ ∈ C∞([0,∞)) such that 0 ≤ φ ≤ 1,
(5.1) φ(x)


= 1 for 0 ≤ x ≤ (2/3)1/k,
> 0 for 0 ≤ x < (5/6)1/k,
= 0 for x ≥ (5/6)1/k.
For 0 < R <∞, x ∈ Rn and T ∈ G(n, k) define
(5.2) φT,R(x) := φ
(
R−1|T (x)|) , φT (x) := φT,1(x) = φ(|T (x)|).
Set
(5.3) c :=
∫
T
φ2T (x) dHk(x).
In the next Proposition, we use
(5.4)
2
3
ωk < c <
5
6
ωk
which follows easily from (5.1).
Proposition 5.2. Corresponding to 1 ≤ E1 < ∞ and 0 < ν < 1 there exist 0 < α2 < 1,
0 < µ1 < 1 and 1 < P2 < ∞ with the following property. For V ∈ IVk(C(T, 1)) which is
finite and which is of unit density with V = |M | and for T ∈ G(n, k), define
(5.5) α2 :=
∫
C(T,1)
|h(V, x)|2φ2T (x) d‖V ‖(x),
(5.6) µ2 :=
∫
C(T,1)
|T⊥(x)|2 d‖V ‖(x).
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Suppose
(5.7) ‖V ‖(Br(x)) ≤ ωkrkE1, ∀Br(x) ⊂ C(T, 1).
(A) Suppose
(5.8)
∣∣‖V ‖(φ2T )− c∣∣ ≤ c8 , α ≤ α2 and µ ≤ µ1.
Then we have
(5.9)
∣∣‖V ‖(φ2T )− c∣∣ ≤
{
P2(α
2k
k−2 + α
3
2µ
1
2 + µ2) if k > 2,
P2(α
3
2µ
1
2 + µ2) if k ≤ 2.
(B) Suppose
(5.10)
c
8
<
∣∣‖V ‖(φ2T )− c∣∣ ≤ (1− ν)c and µ ≤ µ1.
Then we have α ≥ α2.
Proof. First consider case (A). Define
(5.11) β2 :=
∫
Gk(C(T,1))
‖S − T‖2φ2T dV (·, S).
By Proposition 11.3 with R1 = 1/12 and R2 = 1, we have
(5.12) 12k‖V ‖(φ2T,1/12)− ‖V ‖(φ2T ) ≥ −12k(kβ2 log 12 + αβ + β2).
Since φT,1/12 ≤ 1 and by (5.8), (5.12) and (5.4), we have
(5.13) 12k‖V ‖(C(T, 1/12)) ≥ 7
8
c− c(k)(αβ + β2) > 7
12
ωk − c(k)(αβ + β2).
By restricting α and β depending only on k, (5.13) guarantees that
(5.14) ‖V ‖(C(T, 1/12)) ≥ 1
2
ωk
1
12k
.
Similarly for R1 = (3/2)
1/k/6 and R2 = 1, Proposition 11.3 gives
(5.15) R−k1 ‖V ‖(φ2T,R1)− ‖V ‖(φ2T ) ≤ R−k1 (kβ2 logR−11 + αβ + β2).
By (5.1), we have {φT,R1 = 1} ⊃ C(T, 1/6). Thus (5.15), (5.8) and (5.4) give
(5.16) R−k1 ‖V ‖(C(T, 1/6)) ≤ c(k)(β2 + αβ) +
9
8
c ≤ c(k)(β2 + αβ) + 15
16
ωk.
With the definition of R1 and (5.16), we have
(5.17) ‖V ‖(C(T, 1/6)) ≤ c(k)(β2 + αβ) + 45
32
1
6k
ωk.
Since 45/32 < 3/2, by restricting α and β depending only on k, we have from (5.17)
(5.18) ‖V ‖(C(T, 1/6)) ≤ 3
2
ωk
1
6k
.
We now use Proposition 4.6 with R = 1/12 and ν = 1/2. Due to (5.7), (5.14) and (5.18) ,
the assumptions (4.29), (4.30) and (4.31) are satisfied. The smallness of α and β in (4.27)
and (4.28) can be guaranteed by assuming α and β in (5.5) and (5.11) are small due to
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C(T, 1/2) ⊂ {φT = 1}. Thus there exists a Lipschitz function F : T → Rn and P˜1 (which is
a suitable multiple of P1 by a constant depending only on k) such that
(5.19) ‖V ‖(C(T, 1/12) \X) +Hk(Bk1/12 \ Y ) ≤
{
P˜1(α
2k
k−2 + β2) if k > 2,
P˜1β
2 if k ≤ 2.
Here X = C(T, 1/12) ∩M ∩ imageF and Y = T (X). By using this approximation, we
estimate as
(5.20)
∫
C(T,1/12)
φ2T,1/12 d‖V ‖ =
∫
C(T,1/12)\X
φ2T,1/12 d‖V ‖+
∫
Y
φ2T,1/12|Λk∇F | dHk.
The first term on the right-hand side of (5.20) is bounded by (5.19). The error of replacing
Y by Bk1/12 for the second term is also bounded similarly. Just like estimating (4.54), we
may obtain
(5.21)
∣∣∣∣
∫
C(T,1/12)
φ2T,1/12 d‖V ‖ −
∫
T
φ2T,1/12 dHk
∣∣∣∣ ≤
{
P˜1(α
2k
k−2 + β2) if k > 2,
P˜1β
2 if k ≤ 2.
where P˜1 may differ from before only by a multiple of constant depending only on n and k.
We now apply Proposition 11.3 again. Observing that 12k
∫
T
φ2T,1/12 dHk = c and by (5.21),
yet with another P˜1, we obtain
(5.22)
∣∣‖V ‖(φ2T (x))− c∣∣ ≤
{
P˜1(α
2k
k−2 + β2 + αβ) if k > 2,
P˜1(β
2 + αβ) if k ≤ 2.
Finally, with Proposition 11.2, we have
(5.23) β2 ≤ 4αµ+ c(φ)µ2 and β ≤ 2α 12µ 12 + c(φ)µ
where c(φ) ≥ 1 depends only on sup |φ′| which we may consider to be constant. Thus with
suitable restrictions on α and µ, β is considered small. By Young’s inequality, we also have
αµ ≤ c(α3/2µ1/2 + µ2) and this combined with (5.22) and (5.23) proves (5.9) with suitable
choices of P2, α2 and µ1.
For case (B), assume the claim were false. Then for each m ∈ N there exists Vm = |Mm|
satisfying (5.10) with V there replaced by Vm, while
(5.24) µ2m :=
∫
C(T,1)
|T⊥(x)|2 d‖Vm‖ < 1
m
, and α2m :=
∫
C(T,1)
|h(Vm, ·)|2φ2T d‖Vm‖ <
1
m
.
By Proposition 11.2, we also have the corresponding βm → 0. By (5.7), there exists a
convergent subsequence (denoted by the same index) {Vm} and its limit V on C(T, 1). By
(5.24), on {φT > 0}, V is stationary and integral. Since the corresponding β and µ for
V vanishes, V ⌊{φT>0}= i|T ∩ C(T, 1)| for some integer i. On the other hand, V satisfies
(5.10) (with possible ≤ sign on the left-hand side). But there is no such integer satisfying
c/8 ≤ |ic− c| ≤ (1− ν)c. Hence we obtain a contradiction and we may conclude the proof
by choosing smaller µ1 and α2 from (A) and (B). ✷
Corollary 5.3. Let α2, µ1 and P2 be the same constants as in Proposition 5.2. Set µ2 =
min{µ1, (c/32P2)1/2}. For V and T as in Proposition 5.2 define α and µ as in (5.5) and
(5.6). Define
(5.25) Eˆ := ‖V ‖(φ2T )− c.
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Assume (5.7),
(5.26) µ ≤ µ2
and
(5.27) 2P2µ
2 ≤ |Eˆ| ≤ (1− ν)c.
Then we have
(5.28) α2 ≥


min
{
α22, (4P2)
− k−2
k |Eˆ| k−2k , (4P2)− 43µ− 23 |Eˆ| 43
}
if k > 2,
min
{
α22, (2P2)
− 4
3µ−
2
3 |Eˆ| 43
}
if k ≤ 2.
Remark 5.4. Note that the mean curvature square term α2 gives a lower bound for the
rate of mass decrease, and Corollary 5.3 relates that to the mass itself. This allows one to
introduce a differential inequality for the mass, see Lemma 5.5.
Proof. We only prove the case k > 2 since k ≤ 2 can be handled similarly. If α ≥ α2,
then we obtain (5.28) trivially. Thus assume α < α2. The case (B) of Proposition 5.2 do
not occur under this assumption. The assumptions for Proposition 5.2, (5.7) and (5.8), are
all satisfied due to (5.25), (5.26) and (5.27). Then we have
(5.29) |Eˆ| ≤ P2(α 2kk−2 + α 32µ 12 + µ2).
By (5.27) and (5.29) we conclude that
(5.30) |Eˆ| ≤ 2P2(α 2kk−2 + α 32µ 12 ).
The inequality (5.30) implies that we have either |Eˆ| ≤ 4P2α2k/(k−2) or |Eˆ| ≤ 4P2α3/2µ1/2.
Thus we have
(5.31) (4P2)
− k−2
k |Eˆ| k−2k ≤ α2 or (4P2)− 43µ− 23 |Eˆ| 43 ≤ α2.
Thus either α2 ≥ α22 or (5.31) holds. This shows (5.28). ✷
Lemma 5.5. Corresponding to 0 < P <∞, 0 < K1 <∞ there exists 0 < Λ <∞ with the
following property. Given µ∗ with 0 < µ∗ < 1, define fµ∗ : R→ R+ by
(5.32) fµ∗(t) =
{
P min{1, |t| k−2k , µ−
2
3∗ |t| 43} for k > 2,
P min{1, µ−
2
3∗ |t| 43} for k ≤ 2.
Suppose Φ : [0,Λ]→ R satisfies
(5.33) Φ(t2)− Φ(t1) ≤ −
∫ t2
t1
fµ∗(Φ(s)) ds, 0 ≤ ∀t1 < ∀t2 ≤ Λ.
(1) Suppose Φ(0) ≤ ωk. Then we have
(5.34) Φ(Λ) ≤ K1µ2∗.
(2) Suppose Φ(0) < −K1µ2∗. Then we have
(5.35) Φ(Λ) < −ωk.
Remark 5.6. The point of Lemma 5.5 is that Λ does not depend on µ∗.
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Proof. Consider the case k > 2 and (1). We set
(5.36) Λ =
ωk − 1
P
+
k
2P
+
3
PK
1
3
1
.
Since Φ is monotone decreasing, we may assume Φ > 0 on [0,Λ] for the conclusion. We
have from (5.32)
(5.37) fµ∗(Φ(s)) =


P for 1 ≤ Φ(s),
PΦ(s)
k−2
k for µ
2k
k+6∗ ≤ Φ(s) ≤ 1,
Pµ
− 2
3∗ Φ(s)
4
3 for 0 < Φ(s) ≤ µ
2k
k+6∗ .
Suppose that 1 ≤ Φ ≤ ωk on [0, t˜]. Then (5.33) and (5.37) show that t˜ ≤ (ωk − 1)/P .
Suppose that 1 ≥ Φ ≥ µ2k/(k+6)∗ on [t˜, t∗]. From (5.33) and (5.37), we have Φ′ ≤ −PΦ(k−2)/k
a.e. on [t˜, t∗]. Integrating over the interval gives
(5.38) Φ(t∗)
2
k ≤ Φ(t˜) 2k − 2P
k
(t∗ − t˜).
Since Φ(t˜) ≤ 1 and Φ > 0, (5.38) shows that t∗ − t˜ < k/(2P ). Thus there exists tˆ ∈
[0, k/(2P ) + (ωk − 1)/P ) such that Φ(tˆ) < µ2k/(k+6)∗ . From (5.33) and (5.37), we have
Φ′ ≤ −Pµ−2/3∗ Φ4/3 a.e. on [tˆ,Λ]. Integrating over the interval gives
(5.39) Φ(Λ)−
1
3 ≥ Φ(tˆ)− 13 + 1
3
Pµ
− 2
3∗ (Λ− tˆ).
Thus we obtain from (5.39) that Φ(Λ) ≤ 27µ2∗P−3(Λ− tˆ)−3. By (5.36), this shows (5.34) for
k > 2. For (2), define Φ˜(t) = −Φ(Λ − t) for t ∈ [0,Λ]. Then one can check that Φ˜ satisfies
(5.33). By the first part of the proof, if Φ˜(0) ≤ ωk, then Φ˜(Λ) ≤ K1µ2∗. This shows (5.35).
The proof for k ≤ 2 is similar and is omitted. ✷
Theorem 5.7. Corresponding to 1 ≤ E1 < ∞ and 0 < ν < 1 there exist 0 < ε1 < 1,
0 < Λ < ∞ and 0 < K < ∞ with the following property. For U = C(T, 1) suppose
{Vt}0≤t≤2Λ+3 and {u(·, t)}0≤t≤2Λ+3 satisfy (A1)-(A4). Assume
(5.40) 0 < ∃C <∞ : spt ‖Vt‖ ⊂ C(T, 1) ∩ {x : |T⊥(x)| < C}, 0 ≤ ∀t ≤ 2Λ + 3,
(5.41) µ2∗ := sup
0≤t≤2Λ+3
∫
C(T,1)
|T⊥(x)|2 d‖Vt‖(x) ≤ ε21,
(5.42) 0 ≤ ∃tˆ1 ≤ 1 : ‖Vtˆ1‖(φ2T ) ≤ c(2− ν),
(5.43) 2Λ + 2 ≤ ∃tˆ2 ≤ 2Λ + 3 : ‖Vtˆ2‖(φ2T ) ≥ cν,
(5.44) C(u) :=
∫ 2Λ+3
0
∫
C(T,1)
2|u|2φ2T d‖Vt‖dt ≤ ε21.
Then, we have
(5.45) sup
1+Λ≤t≤2+Λ
∣∣‖Vt‖(φ2T )− c∣∣ ≤ K(µ2∗ + C(u))
and
(5.46)
∫ 2+Λ
1+Λ
∫
C(T,1)
|h(Vt, ·)|2φ2T d‖Vt‖dt ≤ 12K(µ2∗ + C(u)).
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Remark 5.8. Imprecise but helpful picture to keep in mind is to regard the moving varifold
‖Vt‖ as a hypersurface graph (restricting to n = k+1 case) y = f(x, t) with moving domain
B(t) ⊂ Bk1 , with some extra pieces around. Assume C(u) = 0, since it is a perturbative
term, and think φT as a characteristic function of C(T, 1). Assumption (5.41) says that
spatial L2-norm
∫
B(t)
|f(·, t)|2 dx is kept small uniformly for the whole time interval. (5.42)
says that near the initial time,
∫
B(t)
√
1 + |∇f |2 dx − ωk plus area of some other pieces is
strictly less than ωk, preventing the situation where two flat sheets remaining still. (5.43)
says that near the final time, there is some fixed amount of mass inside the cylinder. This
prevents the complete loss of varifold in the intermediate time. The conclusion (5.45) gives
the energy bound in the following sense. By Taylor expansion, we may postulate that∫
B(t)
√
1 + |∇f |2 dx− ωk ≈
∫
B(t)
|∇f |2
2
dx+ (Lk(B(t))− ωk).
Thus, roughly speaking, (5.45) gives a uniform in time Dirichlet energy bound of the graph
in terms of L2-norm of f . Since the mean curvature is analogous to the Laplacian of f ,
(5.46) gives a second derivative L2-norm (space-time) bound in terms of the L2-norm of f .
In the next section we prove that µ2∗ can be estimated in terms of the space-time L
2-norm of
f ,
∫
dt
∫
B(t)
|f |2 dx.
Proof. We prove the case k > 2. The proof for k ≤ 2 is similar. We set
(5.47) K2 := 80 sup(5|∇φT |4φ−2T + |∇|∇φT ||2),
which is a constant depending only on k. By Proposition 5.2 and Corollary 5.3, correspond-
ing to E1 of assumption (A2) and ν there replaced by ν/2, we choose and fix α2, µ2 and P2.
We then set
(5.48) P :=
1
4 · 24/3 min{α
2
2, (4P2)
− k−2
k , (4P2)
− 4
3}.
With this P and
(5.49) K1 := 2P2,
we use Lemma 5.5 to fix Λ. We then choose
(5.50) ε21 := min
{
K−12 (3 + 2Λ)
−1νc
4
,
νc
4
, µ22
}
and
(5.51) K := max{2, 4P2, 2K2(2Λ + 3)}.
Overall, note that all those constants are fixed depending only on n, k, E1 and ν. We prove
the claim with the constants defined above.
Define
(5.52) E(t) := ‖Vt‖(φ2T )− c−
∫ t
0
∫
C(T,1)
2|u|2φ2T d‖Vs‖ds−K2µ2∗t.
We first prove that
(5.53) E(t2)−E(t1) ≤ −1
4
∫ t2
t1
∫
C(T,1)
|h(Vt, ·)|2φ2T d‖Vt‖dt, 0 ≤ ∀t1 < ∀t2 ≤ 2Λ + 3.
The assumption (5.40) and (A2) show that ‖Vt‖(sptφT ) is uniformly bounded in t. By (A1),
(A3) and (3.6), for a.e. t, we have Vt ∈ IVk(U), h(Vt, ·) ∈ L2(‖Vt‖) and u(·, t) ∈ L2(‖Vt‖).
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At such time t, by (2.5) and the perpendicularity of mean curvature (2.4), we have (omitting
t dependence for simplicity)
(5.54) B(V, u, φ2T ) ≤
∫
U
−|h|2φ2T + φ2T |h||u|+ |u⊥ · ∇φ2T |+ (∇φ2T )⊥ · h d‖V ‖.
Since φT depends only on |T (x)|, ∇φT ∈ T . Thus the last term of (5.54) is∫
Gk(U)
2φTS
⊥(∇φT ) · h dV =
∫
Gk(U)
2φT (T − S)(∇φT ) · h dV
≤ 1
4
∫
U
|h|2φ2T d‖V ‖+ 4
∫
Gk(U)
|∇φT |2‖S − T‖2 dV.
(5.55)
Similarly, ∫
U
|u⊥ · ∇φ2T | d‖V ‖ =
∫
Gk(U)
2φT |(T − S)(u) · ∇φT | dV
≤
∫
U
φ2T |u|2 d‖V ‖+
∫
Gk(U)
|∇φT |2‖S − T‖2 dV.
(5.56)
To estimate the last term of (5.55) and (5.56) we slightly modify the proof of Lemma 11.2
and obtain∫
Gk(U)
|∇φT |2‖S − T‖2 dV ≤ 4
(∫
U
φ2T |h|2 d‖V ‖
∫
U
|T⊥(x)|2|∇φT |4φ−2T d‖V ‖
) 1
2
+ 16
∫
U
|T⊥(x)|2|∇|∇φT ||2 d‖V ‖.
(5.57)
Combining (5.54)-(5.57), we obtain
(5.58) B(V, u, φ2T ) ≤
∫
U
−|h|
2φ2T
4
+ 2|u|2φ2T + 80|T⊥(x)|2(5|∇φT |4φ−2T + |∇|∇φT ||2) d‖V ‖.
Since Vt satisfies (A4), integrating (5.58) over [t1, t2] and using (5.41) and (5.47), we obtain
(5.53). Next, by (5.42) and (5.53), we have for any t ∈ [tˆ1, 2Λ + 3]
(5.59) E(t) ≤ E(tˆ1) ≤ c(1− ν).
Due to (5.41), (5.44) and (5.50), (5.59) shows
(5.60) ‖Vt‖(φ2T )− c ≤ c(1− ν) + 2×
νc
4
= c(1− ν/2), tˆ1 ≤ ∀t ≤ 2Λ + 3.
Similarly, due to (5.43) and (5.53), we have
(5.61) E(t) ≥ E(tˆ2) ≥ c(ν − 1)− 2× νc
4
= c(−1 + ν/2)
and
(5.62) ‖Vt‖(φ2T )− c ≥ c(−1 + ν/2)
for all t ∈ [0, tˆ2]. To obtain a contradiction assume that there exists t∗ ∈ [Λ+ 1,Λ+ 2] with
(5.63) ‖Vt∗‖(φ2T )− c > K(µ2∗ + C(u)).
By (5.52), (5.51) and (5.53), (5.63) implies that for all t ∈ [0, t∗],
‖Vt‖(φ2T )− c ≥ E(t) ≥ E(t∗) > K(µ2∗ + C(u))− C(u)−K2µ2∗(Λ + 3)
≥ K
2
µ2∗ ≥ 2P2µ2∗.
(5.64)
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By (5.60) and (5.64), we may apply Corollary 5.3 for a.e. t ∈ [tˆ1, t∗] to obtain
(5.65)
∫
C(T,1)
|h(Vt, ·)|2φ2T d‖Vt‖ ≥ 4P min{1, E(t)
k−2
k , µ
− 2
3∗ E(t)
4
3},
where we also used (5.48), (5.41) and ‖Vt‖(φ2T )− c ≥ E(t). We then use Lemma 5.5. With
Φ(t) = E(t+ tˆ1), we have Φ(0) ≤ c(1−ν) < ωk and (5.33) is satisfied on [0,Λ] due to (5.53)
and (5.65). We thus conclude that E(Λ + tˆ1) ≤ 2P2µ2∗. On the other hand, from (5.64)
and Λ + tˆ1 ∈ [0, t∗], we have E(Λ + tˆ1) > 2P2µ2∗, which is a contradiction. Similarly, for a
contradiction, assume that there exists t∗ ∈ [Λ + 1,Λ+ 2] with
(5.66) ‖Vt∗‖(φ2T )− c ≤ −K(µ2∗ + C(u)).
Similar computations to (5.64) using (5.52), (5.53), (5.51) and (5.66) show
‖Vt‖(φ2T )− c ≤ E(t) + C(u) +K2µ2∗(2Λ + 3) ≤ E(t∗) + C(u) +K2µ2∗(2Λ + 3)
≤ ‖Vt∗‖(φ2T )− c+ C(u) +K2µ2∗(2Λ + 3) ≤ −
K
2
(µ2∗ + C(u)) ≤ −2P2µ2∗
(5.67)
for t ∈ [t∗, 2Λ + 3]. Thus, by (5.62), (5.67) and (5.48), Corollary 5.3 shows
(5.68)
∫
C(T,1)
|h(Vt, ·)|2φ2T d‖Vt‖ ≥ 4 · 24/3P min{1, |‖Vt‖(φ2T )− c|
k−2
k , µ
− 2
3∗ |‖Vt‖(φ2T )− c|
4
3}
for a.e. t ∈ [t∗, tˆ2]. Since |‖Vt‖(φ2T )− c| ≥ K(µ2∗ + C(u))/2 as in (5.67), we have by (5.51)
(5.69) |E(t)| ≤ |‖Vt‖(φ2T )− c|+ C(u) +K2µ2∗(2Λ + 3) ≤ 2|‖Vt‖(φ2T )− c|.
Combining (5.68) and (5.69), we obtain
(5.70)
∫
C(T,1)
|h(Vt, ·)|2φ2T d‖Vt‖ ≥ 4P min{1, |E(t)|
k−2
k , µ
− 2
3∗ |E(t)| 43}.
Then applying Lemma 5.5, we obtain E(t∗ +Λ) < −ωk. Since t∗ +Λ ∈ [0, 2 + 2Λ], this is a
contradiction to (5.61). Lastly one observes that (5.53), (5.52) and (5.45) show (5.46). ✷
For parabolic Lipschitz approximation, we also need the following estimate.
Corollary 5.9. Under the same assumptions of Theorem 5.7, there exists a constant K˜
depending only on E1 and ν such that
(5.71)
∫ 2+Λ
1+Λ
∣∣2k‖Vt‖(φ2T,1/2)− c∣∣ dt ≤ K˜(µ2∗ + C(u)).
Proof. By Lemma 11.2, (5.41) and (5.46), we have
(5.72)
∫ 2+Λ
1+Λ
∫
Gk(C(T,1))
‖S − T‖2φ2T dVt(·, S)dt ≤ 4(12K(µ2∗ + C(u)))1/2µ∗ + c(k)µ2∗.
Then the difference of ‖V ‖(φ2T ) and 2k‖V ‖(φ2T,1/2) can be estimated using Theorem 11.3,
(5.72) and (5.46). This gives (5.71). ✷
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6. Parabolic monotonicity formula and L2-L∞ estimate
In this section we prove two important tools which are used in the subsequent sections.
They are both derived by modifying the monotonicity formula due to Huisken [13]. Note
that Brakke did not utilize these powerful tools since it was not known at the time. He
instead used a certain vanishing theorem [6, 6.3. ‘Clearing out’] to obtain a uniform L∞
estimate of the height of varifold.
6.1. Local monotonicity formula. In this subsection, let η ∈ C∞c (B14/15) be a non-
negative radially symmetric function such that η ≡ 1 on B13/15, |∇η| ≤ 15 and ‖∇2η‖ ≤
c(n). Then define ρˆ(y,s)(x, t) = η(x)ρ(y,s)(x, t), where ρ(y,s)(x, t) is defined as in (2.2).
Lemma 6.1. There exists c1 = c1(n, k) with the following property. For 0 < s < t < ∞,
x ∈ B1, y ∈ B4/5 and S ∈ G(n, k), we have
(6.1)
∣∣∣∣∂ρˆ(y,s)(x, t)∂t + S · ∇2ρˆ(y,s)(x, t) + |S
⊥(∇ρˆ(y,s)(x, t))|2
ρˆ(y,s)(x, t)
∣∣∣∣ ≤ c1.
Proof. Here we write ρ for ρ(y,s)(x, t) and ρˆ for ρˆ(y,s)(x, t). First assume that x ∈ B13/15
so that the derivatives of η are 0 and ρˆ = ρ in the neighborhood. We have
∂ρˆ
∂t
=
(
k
2(s− t) −
|x− y|2
4(s− t)2
)
ρˆ, ∇ρˆ = − x− y
2(s− t) ρˆ,
∇2ρˆ = − ρˆ
2(s− t)I +
ρˆ
4(s− t)2 (x− y)⊗ (x− y).
Since S · I = k, S · (x− y)⊗ (x− y) = |S(x− y)|2 and |S⊥(x− y)|2+ |S(x− y)|2 = |x− y|2,
∂ρˆ
∂t
+ S · ∇2ρˆ+ |S
⊥(∇ρˆ)|2
ρˆ
= 0.
When x ∈ B1\B13/15, |x−y| > 115 . The similar computation in this case produces extra terms
which involves ∇η and ∇2η. Since they are multiplied by exp
(
− |x−y|2
4(s−t)
)
< exp
(
− 1
900(s−t)
)
,
there exists some constant c1 = c1(n, k) satisfying the desired estimate. ✷
Proposition 6.2. For U = BR, 0 < Λ ≤ ∞ and 1 ≤ E1 < ∞ suppose that {Vt}0≤t<Λ and
{u(·, t)}0≤t<Λ satisfy (A1)-(A4). Define ρˆ(y,s)(x, t) = η(x/R)ρ(y,s)(x, t). For 0 < t1 < t2 <
Λ, t2 < s and y ∈ B4R/5, we have∫
BR
ρˆ(y,s)(·, t2) d‖Vt2‖ −
∫
BR
ρˆ(y,s)(·, t1) d‖Vt1‖
≤ c2‖u‖2Lp,q(BR×(t1,t2))E
1− 2
p
1 (t2 − t1)ς + c1ωkE1R−2(t2 − t1).
(6.2)
Here c2 = c2(k, p, q) and ς = 1− k/p− 2/q.
Proof. After a change of coordinates we may assume R = 1 without loss of generality. We
compute for a.e. t ∈ (t1, t2) (when Vt is integral and h(Vt, ·) ∈ L2(‖Vt‖) by (A1) and (3.6))
and t < s using the definition (2.5) as
B(Vt, u(·, t), ρˆ(·, t)) =
∫
B1
(−hρˆ+∇ρˆ) · (h+ u⊥) d‖Vt‖
=
∫
B1
−|h|2ρˆ+ 2∇ρˆ · h+ u⊥ · (−hρˆ+∇ρˆ)−∇ρˆ · h d‖Vt‖.
(6.3)
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We then complete the square by adding and subtracting |(∇ρˆ)⊥|2/ρˆ. Due to the perpendic-
ularity of mean curvature (2.4), we have for ‖Vt‖ a.e. h · ∇ρˆ = h · (∇ρˆ)⊥. We then continue
the computation of (6.3) as
(6.4) =
∫
B1
−ρˆ
∣∣∣∣h− (∇ρˆ)⊥ρˆ
∣∣∣∣
2
+
|(∇ρˆ)⊥|2
ρˆ
+ u · (−hρˆ+ (∇ρˆ)⊥) + S · ∇2ρˆ d‖Vt‖.
By the Cauchy-Schwarz inequality applied to the third term of (6.4), we obtain
(6.5) ≤
∫
B1
|(∇ρˆ)⊥|2
ρˆ
+ |u|2ρˆ+ S · ∇2ρˆ d‖Vt‖.
Substituting (6.5) into (3.4) and using (3.1) and (6.1), we obtain
(6.6)
∫
B1
ρˆ(·, t) d‖Vt‖
∣∣∣∣
t2
t=t1
≤
∫ t2
t1
(∫
B1
|u|2ρˆ d‖Vt‖+ c1ωkE1
)
dt.
For the first term of (6.6), by the Ho¨lder inequality, we have∫ t2
t1
∫
B1
|u|2ρˆ d‖Vt‖dt ≤
∫ t2
t1
(∫
B1
|u|pρˆ d‖Vt‖
) 2
p
(∫
B1
ρˆ d‖Vt‖
)1− 2
p
dt
≤ E1−
2
p
1
∫ t2
t1
1
(4π(s− t)) kp
(∫
B1
|u|p d‖Vt‖
) 2
p
dt.
(6.7)
We used (3.1) in the last line of (6.7). Again using the Ho¨lder inequality, (6.7) may be
estimated as
≤
(∫ t2
t1
(∫
B1
|u|p d‖Vt‖
) q
p
dt
) 2
q (∫ t2
t1
(4π(s− t))− kqp(q−2) dt
) q−2
q
E
1− 2
p
1
≤ ‖u‖2Lp,q(B1×(t1,t2))(4π)−
k
pE
1− 2
p
1
(
−
(
1− kq
p(q − 2)
)−1
(s− t)1− kqp(q−2)
∣∣∣∣∣
t2
t=t1
) q−2
q
.
(6.8)
Here we used (3.2) for the integrability with respect to t. Since (s − t1)1−
kq
p(q−2) − (s −
t2)
1− kq
p(q−2) ≤ (t2 − t1)1−
kq
p(q−2) , by setting c2 = c2(k, p, q), we obtain (6.2). ✷
Corollary 6.3. Corresponding to 1 ≤ E1 < ∞, p and q, there exist 0 < c18 < 1 and
0 < c19 < 1 with the following property. Suppose {Vt}0≤t≤Λ and {u(·, t)}0≤t≤Λ satisfy (A1)-
(A4) and assume BR(a)× (t, t+ c18R2) ⊂⊂ U × (0,Λ). In addition assume
(6.9) Rς‖u‖Lp,q(BR(a)×(t,t+c18R2)) ≤ 1, ‖Vt‖(B14R/15(a)) ≤ c19Rk.
Then we have ‖Vt+c18R2‖(B4R/5(a)) = 0.
Proof. After a change of variables, we may assume R = 1, t = 0 and a = 0. First By
Proposition 6.2 with t2 = c18 to be chosen, s = t2 + ǫ and t1 = 0, we have for any y ∈ B4/5
(6.10)
∫
B1
ρˆ(y,t2+ǫ)(·, t) d‖Vt‖
∣∣∣∣
t2
t=0
≤ c2‖u‖2Lp,q(B1×(0,t2))E
1− 2
p
1 t
ς
2 + c1ωkE1t2.
Here ǫ > 0 is arbitrary. Since ρˆ has support in B14/15 and η ≤ 1, and by (6.9) and (6.10),
we have
(6.11)
∫
B1
ρˆ(y,t2+ǫ)(·, t2) d‖Vt2‖ ≤ (4πt2)−k/2c19 + c2E
1− 2
p
1 t
ς
2 + c1ωkE1t2.
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Suppose that Vt2 is unit density, and assume for a contradiction that ‖Vt2‖(B4/5) > 0. Then
there exists some y ∈ B4/5 such that Θk(‖Vt2‖, y) = 1 and one can show that
(6.12) lim
ǫ→0
∫
B1
ρˆ(y,t2+ǫ)(·, t2) d‖Vt2‖ = 1.
Combining (6.11) and (6.12), if we choose t2 = c18 appropriately small and then choose c19
small depending only on E1, p, q, we obtain a contradiction. If Vt2 is not unit density, we
may find a sequence limm→∞ tm = t2 with tm < t2 such that Vtm is unit density by (A1).
Then the previous argument shows that ‖Vtm‖(B4/5) = 0 for all large m. By (3.4), we may
conclude that ‖Vt2‖(B4/5) = 0. ✷
6.2. L2-L∞ estimate. Proposition 6.4 gives L∞ bound of the height of varifold away from
T in terms of space-time L2-height plus some perturbative term. This has been already
observed by Ecker [9] in a smooth setting for mean curvature flow while we are unaware
of other applications in the setting of geometric measure theory. The result bridges space-
time L2-height smallness and time-uniform L2-height smallness, the latter being a necessary
condition for Theorem 5.7. Also L∞ estimate makes a good use in the blow-up analysis of
Section 8.
Proposition 6.4. For U = BR, R
2 ≤ Λ < ∞ and 1 ≤ E1 < ∞ suppose that {Vt}0≤t<Λ
and {u(·, t)}0≤t<Λ satisfy (A1)-(A4). Then there exists a constant c3 = c3(n, k) with the
following property. For T ∈ G(n, k) set
(6.13) µ2 :=
c3
Rk+4
∫ Λ
0
∫
BR
|T⊥(x)|2 d‖Vt‖dt+ c2‖u‖2Lp,q(BR×(0,Λ))E
1− 2
p
1 Λ
ς(2 + Λ/R2).
Then for all t ∈ (R2/5,Λ) we have
(6.14) spt ‖Vt‖ ∩ B4R/5 ⊂ {|T⊥(x)| ≤ µR}.
Proof. Without loss of generality we may assume R = 1 and redefine Λ as Λ/R2. In the
proof let η ∈ C∞(B1 × (0,Λ)) be a non-negative function with η ≡ 1 on B13/15 × [2/15,Λ),
η ≡ 0 on (B1 × (0,Λ)) \ (B14/15 × [1/15,Λ)), 0 ≤ η ≤ 1 and |∇η|, ‖∇2η‖, |∂η∂t | ≤ c(n). For
(y, s) ∈ B4/5 × (1/5,∞), we use φ(x, t) = |T⊥(x)|2ρ(y,s)(x, t)η(x, t) in (3.4), over the time
interval t1 = 0 and 0 < t2 < Λ with t2 < s. We then obtain (writing ρ(y,s)(x, t) as ρ)
∫
B1
|T⊥(x)|2ρη d‖Vt‖
∣∣∣∣
t=t2
≤
∫ t2
0
∫
B1
{−hρη|T⊥(x)|2 +∇(ρη|T⊥(x)|2)} · (h+ u⊥) + |T⊥(x)|2 ∂
∂t
(ρη) d‖Vt‖dt
(6.15)
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since η = 0 for t = 0. The integrand of the right-hand side of (6.15) can be computed as
follows for a.e. t. We use the perpendicularity of the mean curvature vector (2.4).
− |h|2ρη|T⊥(x)|2 + (∇ρ · h)η|T⊥(x)|2 + ρ∇(η|T⊥(x)|2) · h+ (−hρη|T⊥(x)|2
+ η|T⊥(x)|2∇ρ) · u⊥ + ρ∇(η|T⊥(x)|2) · u⊥ + |T⊥(x)|2 ∂
∂t
(ρη)
≤ −ρ
∣∣∣∣h− (∇ρ)⊥ρ
∣∣∣∣
2
η|T⊥(x)|2 − (∇ρ · h)η|T⊥(x)|2 + |(∇ρ)
⊥|2
ρ
η|T⊥(x)|2
+ ρ∇(η|T⊥(x)|2) · h+ ρ
∣∣∣∣h− (∇ρ)⊥ρ
∣∣∣∣
2
η|T⊥(x)|2 + ρη|T⊥(x)|2|u|2
+ ρ∇(η|T⊥(x)|2) · u⊥ + |T⊥(x)|2 ∂
∂t
(ρη).
(6.16)
Thus we obtain from (6.15) and (6.16) that
∫
B1
|T⊥(x)|2ρη d‖Vt‖
∣∣∣∣
t=t2
≤
∫ t2
0
∫
B1
−(∇ρ · h)η|T⊥(x)|2 + ρ∇(η|T⊥(x)|2) · h
+
|(∇ρ)⊥|2
ρ
η|T⊥(x)|2 + ρη|T⊥(x)|2|u|2 + ρ∇(η|T⊥(x)|2) · u⊥ + |T⊥(x)|2 ∂
∂t
(ρη) d‖Vt‖dt.
(6.17)
The first two terms on the right-hand side of (6.17) are∫ t2
0
∫
Gk(B1)
∇(η|T⊥(x)|2∇ρ) · S −∇{ρ∇(η|T⊥(x)|2)} · S dVt(x, S)dt
=
∫ t2
0
∫
Gk(B1)
(∇2ρ · S)η|T⊥(x)|2 − ρ∇2(η|T⊥(x)|2) · S dVt(x, S)dt.
(6.18)
Now we use the identity ∂ρ
∂t
+ |(∇ρ)
⊥|2
ρ
+ S · ∇2ρ ≡ 0 to obtain from (6.17) and (6.18) that∫
B1
|T⊥(x)|2ρη d‖Vt‖
∣∣∣∣
t=t2
≤
∫ t2
0
∫
Gk(B1)
{
−∇2(η|T⊥(x)|2) · S + η|T⊥(x)|2|u|2
+ |T⊥(x)|2∇η · u⊥ + η∇|T⊥(x)|2 · u⊥ + |T⊥(x)|2∂η
∂t
}
ρ dVt(x, S)dt.
(6.19)
For the first term involving u in (6.19), we use |T⊥(x)| ≤ 1 and the similar computation as
in the previous subsection then gives
(6.20)
∫ t2
0
∫
B1
η|T⊥(x)|2|u|2ρ d‖Vt‖dt ≤ c2(k, p, q)‖u‖2Lp,q(B1×(0,Λ))E
1− 2
p
1 Λ
ς .
For the second term involving u in (6.19), we have (again using |T⊥(x)| ≤ 1)
(6.21)
∫ t2
0
∫
B1
|T⊥(x)|2∇η · u⊥ρ d‖Vt‖dt ≤
∫ t2
0
∫
B1
|T⊥(x)|2 |∇η|
2
η
ρ+ η|u|2ρ d‖Vt‖dt.
We note that η−1|∇η|2 ≤ c(n)max ‖∇2η‖ and η−1(x, t)|∇η(x, t)|2ρ(y,s)(x, t) is uniformly
bounded for (y, s) ∈ B4/5×(1/5,∞) and (x, t) ∈ A := (B14/15×[1/15,Λ))\(B13/15×[2/15,Λ))
since |x − y| ≥ 1/15. Outside of A, it vanishes. Thus we have some c(n, k) such that
A GENERAL REGULARITY THEORY FOR WEAK MCF 27
η−1|∇η|2ρ ≤ c(n, k). The second term in the integral of (6.21) can be estimated as in
(6.20). For the third term involving u in (6.19),∫ t2
0
∫
B1
η(∇|T⊥(x)|2 · u⊥)ρ d‖Vt‖dt ≤ 1
Λ
∫ t2
0
∫
B1
|T⊥(x)|2ηρ d‖Vt‖dt
+ Λ
∫ t2
0
∫
B1
η|u|2ρ d‖Vt‖dt.
(6.22)
The last term of (6.22) can be estimated as in (6.20). For the remaining two terms of (6.19),
we have
−∇2(η|T⊥(x)|2) · S + |T⊥(x)|2∂η
∂t
= −(∇2η · S)|T⊥(x)|2 − 4(∇η ⊗ T⊥(x)) · S − 2ηT⊥ · S + |T⊥(x)|2∂η
∂t
.
(6.23)
Note that T⊥ · S ≥ 0 in general (see (11.3)), and
(6.24) 4|(∇η ⊗ T⊥(x)) · S| ≤ 4|T⊥(x)||∇η|
√
T⊥ · S ≤ 2ηT⊥ · S + 2 |∇η|
2
η
|T⊥(x)|2.
Since |∇η|
2
η
≤ c(n)‖∇2η‖, (6.24) shows that the right-hand side of (6.23) can be bounded
from above by c(n)|T⊥(x)|2 on A and otherwise (6.23) ≤ 0. Since ρ ≤ c(k) on A, we have∫ t2
0
∫
Gk(B1)
{
−∇2(η|T⊥(x)|2) · S + |T⊥(x)|2∂η
∂t
}
ρ dVt(x, S)dt
≤ c(n, k)
∫ Λ
0
∫
B1
|T⊥(x)|2 d‖Vt‖dt.
(6.25)
We obtain from (6.19), (6.20), (6.21), (6.22) and (6.25)∫
B1
|T⊥(x)|2ηρ d‖Vt‖
∣∣∣∣
t=t2
≤ c2‖u‖2Lp,qE
1− 2
p
1 Λ
ς(2 + Λ)
+
1
Λ
∫ t2
0
∫
B1
|T⊥(x)|2ηρ d‖Vt‖dt+ c(n, k)
∫ Λ
0
∫
B1
|T⊥(x)|2 d‖Vt‖dt.
(6.26)
holds for all t2 ∈ (0,Λ). It is easy to check that the differential inequality F ′(t) ≤ C+F (t)/Λ
for t ∈ (0,Λ) with F (0) = 0 means F ′(t) ≤ Ce for all t ∈ (0,Λ). Hence from (6.26) we
obtain ∫
B1
|T⊥(x)|2ηρ d‖Vt‖
∣∣∣∣
t=t2
≤ e
(
c2‖u‖2Lp,qE
1− 2
p
1 Λ
ς(2 + Λ) + c(n, k)
∫ Λ
0
∫
B1
|T⊥(x)|2 d‖Vt‖dt
)
.
(6.27)
We now set the right-hand side of (6.27) as µ2 in the statement of the present proposition
with an appropriate choice of c3 = c3(n, k) and replacing c2 by ec2. Finally assume that we
have ‖Vt0‖(B4/5 ∩ {|T⊥(x)| > µ}) > 0 for some t0 ∈ (1/5,Λ) when Vt0 is unit density. Then
there exists some x0 ∈ B4/5 with |T⊥(x0)| > µ such that Θk(‖Vt0‖, x0) = 1 and the approxi-
mate tangent space exists. One can then show that limε→0+
∫
B1
|T⊥(x)|2ηρ(x0,t0+ε) d‖Vt0‖ =
|T⊥(x0)|2. From (6.27), we should have |T⊥(x0)| ≤ µ, which is a contradiction. We may
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easily extend the same conclusion for all t ∈ (1/5,Λ) instead of a.e. t by (3.4). Thus we
conclude the proof. ✷
6.3. Time uniform L2 estimate. The following estimate is used in Section 9. The proof
is similar to Proposition 6.4.
Proposition 6.5. Corresponding to 1 ≤ E1 < ∞, p and 1 ≤ Λ < ∞ there exists c17
with the following property. For U = BLR, 2 ≤ L < ∞, suppose that {Vt}0≤t≤ΛR2 and
{u(·, t)}0≤t≤ΛR2 satisfy (A1)-(A4). Then for T ∈ G(n, k) and for all t ∈ [0,ΛR2],
R−(k+2)
∫
BR
|T⊥(x)|2 d‖Vt‖ ≤ exp(1/(4Λ))R−(k+2)
∫
BLR
|T⊥(x)|2 d‖V0‖
+ c17{(R2ς‖u‖2 +Rς‖u‖)L2 + Lk+2 exp(−(L− 1)2/(8Λ))}.
(6.28)
Here ‖u‖ = ‖u‖Lp,q(BLR×[0,ΛR2]).
Proof. Without loss of generality, we set R = 1 after a change of variables. Let η ∈
C∞c (BL) be a radially symmetric non-negative function with η ≡ 1 on BL−1, 0 ≤ η ≤ 1, and
|∇η|, ‖∇2η‖ ≤ c(n). In (3.4), we use φ(x, t) = |T⊥(x)|2ρ(0,2Λ)(x, t)η(x) over the time interval
[0, t1], t1 ≤ Λ. The computations are analogous to Proposition 6.4, the only difference this
time is that η does not depend on time. Writing ρ = ρ(0,2Λ)(x, t), we have (see (6.19))∫
|T⊥(x)|2ρη d‖Vt‖
∣∣∣∣
t1
t=0
≤
∫ t1
0
∫
{−∇2(η|T⊥(x)|2) · S + η|T⊥(x)|2|u|2
+ |T⊥(x)|2∇η · u⊥ + η∇|T⊥(x)|2 · u⊥}ρ dVt(x, S)dt.
(6.29)
The last three terms involving u can be estimated as in (6.7) and (6.8), using also |T⊥(x)| ≤
L. We also use (6.23) and (6.24) (without ∂η/∂t term) and dropping negative term to obtain
from (6.29) ∫
|T⊥(x)|2ρη d‖Vt‖
∣∣∣∣
t1
t=0
≤ c(n, k)
∫ t1
0
∫
(‖∇2η‖L2 + L|∇η|)ρ d‖Vt‖dt
+ c(p, k, E1,Λ)(‖u‖+ ‖u‖2)L2.
(6.30)
Since |∇η| and ‖∇2η‖ are zero on BL−1, and since 2Λ ≥ 2Λ− t1 > Λ, we have ρ(0,2Λ)(x, t) ≤
(4πΛ)−k/2 exp(−(L− 1)2/8Λ) there. From (6.30), one obtains
(6.31)∫
|T⊥(x)|2ρη d‖Vt‖
∣∣∣∣
t1
t=0
≤ c(p, n, k, E1,Λ){(‖u‖+ ‖u‖2)L2 + Lk+2 exp(−(L− 1)2/8Λ)}
Since ρ(0,2Λ)(x, 0) ≤ (8πΛ)−k/2 for all x ∈ BL, and ρ(0,2Λ)(x, t) ≥ (8πΛ)−k/2 exp(−1/(4Λ))
for |x| ≤ 1 and t ∈ [0,Λ], we obtain (6.28) from (6.31) with a suitable choice of constant. ✷
7. Parabolic Lipschitz approximation
The main result of this section is Theorem 7.5 which gives a good Lipschitz graph ap-
proximation of moving varifold in space-time. The similar Lipschitz approximation has to
be constructed in Allard’s regularity theory and one can see a clear parallel in that sense.
We note that along with the monotonicity type estimates in the previous section, Lipschitz
approximation is completely absent in Brakke’s original proof. Instead Brakke constructed
approximate graphs by substituting test functions weighted by heat kernel in the flow in-
equality (see [6, 6.8, 6.9]).
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Proposition 7.1. Given 0 < l < ∞, there exist constants c4 = c4(l), c5 = c5(n, k) and
c6 = c6(k, p, q) with the following property. For T ∈ G(n, k), U = C(T, 1), Λ = 1 and
1 ≤ E1 < ∞ suppose that {Vt}0≤t≤1 and {u(·, t)}0≤t≤1 satisfy (A1)-(A4). For max{2, l} <
R <∞, 0 < γ < 1 and (y1, s1), (y2, s2) ∈ C(T, 1)× (0, 1), we assume the following.
(7.1) Θk(‖Vsi‖, yi) = 1 for i = 1, 2.
(7.2) σ := |T⊥(y1 − y2)| ≥ l−1max{|T (y1 − y2)|, |s1 − s2| 12}.
Set y¯ := y1+y2
2
, s¯ := s1+s2
2
and R(l, σ) := (R3/2 +
√
l2+1
2
)σ. Then assume further that
(7.3) PR(l,σ)(y¯, s¯) ⊂ C(T, 1)× (0, 1),
and for each i = 1, 2 we have
(7.4)
∫
P
R3/2σ
(yi,si)
‖S − T‖2 dVt(·, S)dt ≤ γ(R3/2σ)k+2,
and R and l satisfy
(7.5) R2 +
l2
2
<
(R3/2 − 1)2
2k
.
Under the above assumptions, we have
2 ≤ exp(c4/
√
R)(
1− l2
2R2
)k/2
∫
BR(l,σ)(y¯)
ρ(y¯,s¯)(·, t) d‖Vt‖
∣∣∣∣∣
t=s¯−R2σ2
+ c5E1(exp(−
√
R) + σςR2)
+ c5γR
3(k+2)/2 + c6‖u‖2Lp,q(C(T,1)×(0,1))E
1− 2
p
1 R
2ς(σ2ς + σς).
(7.6)
Remark 7.2. Proposition 7.1 is analogous to [1, 6.1]. To describe the idea, assume n = k+1
case. Consider T as a horizontal plane. Then σ is the vertical distance of two points, which
is typically very small. Later R will be chosen very large so that the coefficient of the first
term of the right-hand side of (7.6) is very close to 1. In Lemma 7.3 we prove that there can
be only one horizontal sheet in terms of density ratio via monotonicity formula if the first
variation is small. Thus we conclude that there cannot be two very close points of density
one positioned in a vertical manner. Rough idea of the proof is that we ‘cut’ moving varifold
by a horizontal plane to separate these two points, and derive a monotonicity type formula
for each piece. The cutting naturally produces extra error terms which are assumed to be
small (see (7.4)). It is worth pointing out that the error bound assumption is only made for
the tilt-excess and not for the first variation. In Allard’s analogous Lipschitz approximation,
one makes assumptions on both.
Proof. Let ξ1, ξ2 ∈ C∞(R) be non-negative functions such that
ξ1(s) =
{
1 for s ≤ σ/4,
0 for s ≥ σ/2, ξ2(s) =
{
0 for s ≤ σ/2,
1 for s ≥ 3σ/4,
0 ≤ ξi ≤ 1, |ξ′i| ≤ 8/σ and |ξ′′i | ≤ 128/σ2 for i = 1, 2.
(7.7)
Let η1, η2 ∈ C∞c (Rn) be non-negative functions such that for each i = 1, 2,
ηi(x) =
{
1 on B(R3/2−1)σ(yi),
0 on Rn \BR3/2σ(yi),
0 ≤ ηi ≤ 1, |∇ηi| ≤ 2/σ and ‖∇2ηi‖ ≤ c(n)/σ2.
(7.8)
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Due to (7.2), for each i = 1, 2, |y¯ − yi| = |y1 − y2|/2 ≤ σ
√
l2 + 1/2, and (7.3) shows
(7.9) {x ∈ Rn : ηi(x) 6= 0} ⊂ BR3/2σ(yi) ⊂ BR3/2σ+|y¯−yi|(y¯) ⊂ BR(l,σ)(y¯) ⊂ C(T, 1).
For each i = 1, 2 and arbitrarily small ε > 0 we compute (3.4) with
φ(x, t) = ρ(yi,si+ε)(x, t)ηi(x)ξi(|T⊥(x− y1)|)
for the time interval t1 = s¯ − R2σ2 and t2 = si. By (7.2) and l < R, we have t2 − t1 ≥
R2σ2−|s1−s2|/2 ≥ R2σ2− l2σ2/2 > 0. In the following, we denote ρ(yi,si+ε)(x, t) (and even
after setting ε = 0) by ρi. The same computations leading towards (6.19) give (we omit
writing variables with no fear of confusions)
(7.10)∫
ρiηiξi d‖Vt‖
∣∣∣∣
si
t=s¯−R2σ2
≤
∫ si
s¯−R2σ2
dt
∫
{−∇2(ηiξi) · S + ηiξi|u|2 +∇(ηiξi) · u⊥}ρi dVt(·, S).
Due to (7.7) and (7.8), ηi(x)ξi(|T⊥(x−y1)|) is identically 1 in a small neighborhood of x = yi
for each i = 1, 2. Hence using (7.1) we have
lim
ε→0+
∫
ρ(yi,si+ε)ηiξi d‖Vsi‖ = Θk(‖Vsi‖, yi) = 1.
Thus by letting ε→ 0, (7.10) is
1 ≤
∫
ρiηiξi d‖Vt‖
∣∣∣∣
t=s¯−R2σ2
+
∫ si
s¯−R2σ2
dt
∫
{−∇2(ηiξi) · S
+ ηiξi|u|2 +∇(ηiξi) · u⊥}ρi dVt(·, S) =: I1 + I2 + I3 + I4
(7.11)
where ρi = ρ(yi,si)(x, t). We next estimate the right-hand side of (7.11). We start with I2.
Estimate for I2.
For the integrand of I2 we have (writing v = T
⊥(x− y1)/|T⊥(x− y1)|)
| − ∇2(ηiξi) · S| ≤ ξi|∇2ηi · S|+ 2|(∇ηi ⊗∇ξi) · S|+ ηi|∇2ξi · S|
≤ ξik‖∇2ηi‖+ 2|ξ′i∇ηi · S(v)|+ ηi
∣∣∣∣S ·
{(
ξ′′i −
ξ′i
|T⊥(x− y1)|
)
v ⊗ v + ξ
′
i
|T⊥(x− y1)|T
⊥
}∣∣∣∣ .
(7.12)
Note that (see Lemma 11.1) we have
|S(T⊥(v))| ≤ ‖S − T‖|v|,
S · (T⊥(v)⊗ T⊥(v)) = S(T⊥(v)) · S(T⊥(v)) ≤ ‖S − T‖2|v|2,
S · T⊥ ≤ k‖S − T‖2.
(7.13)
Thus with (7.7), (7.8), (7.13), and the fact that |T⊥(x− y1)| ≥ σ/4 on {∇ξi 6= 0}, (7.12) is
estimated as
(7.14) | − ∇2(ηiξi) · S| ≤ c(n, k)σ−2χspt |∇ηi|∩ spt ξi + c(k)σ−2‖S − T‖2χspt ηi∩ spt |∇ξi|
with a suitable choice of constants c(n, k) and c(k). We next estimate ρi on spt|∇ηi|∩ spt ξi
and spt ηi ∩ spt|∇ξi| respectively.
On spt|∇ηi| ∩ spt ξi, since spt|∇ηi| ∩B(R3/2−1)σ(yi) = ∅ by (7.8),
(7.15) ρi ≤
exp
(
− (R3/2−1)2σ2
4(si−t)
)
(4π(si − t))k/2
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which takes the maximum value at si − t = (R3/2 − 1)2σ2/(2k) and monotone increasing
until that point. Note that si− t varies over the interval (0, si− s¯+R2σ2) ⊂ (0, (R2+ l22 )σ2).
Thus as long as (7.5) is satisfied, the maximum value of (7.15) is estimated as
(7.16) ρi ≤
exp
(
− (R3/2−1)2
4(R2+l2/2)
)
(4π)k/2(R2 + l2/2)k/2σk
≤
exp
(
− (R3/2−1)2
6R2
)
(4π)k/2Rkσk
≤ c(k) exp(−R
3/4)
σk
on {spt|∇ηi| ∩ spt ξi}. The last two inequalities follow from R > max{2, l} and due to the
exponential decay for large R.
For x ∈ {spt ηi ∩ spt|∇ξi|}, we have |x− yi| ≥ σ/4, and one can check that the maximum
value can be estimated as
(7.17) ρi ≤
exp
(
− σ2
64(si−t)
)
(4π(si − t))k/2 ≤
(32k)k/2 exp(−k/2)
(4π)k/2σk
.
Hence we may estimate I2 by combining (7.14), (7.16) and (7.17) as (with yet another
suitable choice of constants)
I2 ≤ c(n, k) exp(−R
3/4)
σk+2
∫ si
s¯−R2σ2
‖Vt‖(BR3/2σ(yi))dt
+
c(k)
σk+2
∫ si
s¯−R2σ2
∫
B
R3/2σ
(yi)
‖S − T‖2 dV (·, S)dt.
(7.18)
By (3.1), |si − s¯ + R2σ2| ≤ (R2 + l2/2)σ2, BR3/2σ(yi) × (si, s¯ − R2σ2) ⊂ PR3/2σ(yi, si) and
(7.4), with a suitable choice of constants we have from (7.18)
(7.19) I2 ≤ c(n, k)E1 exp(−
√
R) + c(k)γR3(k+2)/2.
Estimate for I3.
I3 can be estimated as in (6.7) and (6.8), so we have
(7.20) I3 ≤ c2(k, p, q)‖u‖2Lp,q(C(T,1)×(0,1))E
1− 2
p
1 (3R
2σ2/2)ς .
Estimate for I4.
We have
(7.21) |ρi∇(ηiξi) · u⊥| = |ρiS⊥(∇(ηiξi)) · u| ≤ σ
−ς
2
|u|2ρiχspt ηi +
σς
2
|∇(ηiξi)|2ρi.
The first term of the right-hand side of (7.21) can be handled just like I3 (with multiplication
of σ−ς). The second term is
(7.22)
σς
2
|∇(ηiξi)|2ρi ≤ σ
ς
2
(|∇ηi|+ |∇ξi|)2ρiχspt ηi ≤
σς
2
(
10
σ
)2
ρiχspt ηi
by (7.8) and (7.7). Thus (7.21) and (7.22) combined with (3.1) and |si − s¯ + R2σ2| ≤
(R2 + l2/2)σ2 show
(7.23) I4 ≤ c2‖u‖2Lp,q(C(T,1)×(0,1))E
1− 2
p
1 (3R
2/2)ςσς + 75σςR2E1.
Estimate for I1.
It is important to note that
(7.24)
2∑
i=1
∫
ρiηiξi d‖Vt‖
∣∣∣∣
t=s¯−R2σ2
≤
∫
BR(l,σ)(y¯)
ξ1ρ1 + ξ2ρ2 d‖Vt‖
∣∣∣∣∣
t=s¯−R2σ2
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by (7.9) and that the supports of ξ1 and ξ2 are disjoint. We next compute the ratio of ρi
and ρ(y¯,s¯). With |si − s¯| ≤ l2σ2/2
(7.25)
ρ(yi,si)(x, s¯− R2σ2)
ρ(y¯,s¯)(x, s¯−R2σ2) =
Rkσk exp
(
|y¯−x|2
4R2σ2
− |yi−x|2
4(si−s¯+R2σ2)
)
(si − s¯+R2σ2)k/2 ≤
exp
(
|y¯−x|2
4R2σ2
− |yi−x|2
4(R2+l2/2)σ2
)
(
1− l2
2R2
)k/2 .
One checks that when |y¯−x| ≤ |y¯−yi|(≤ σ
√
l2 + 1/2), the argument of exponential function
in (7.25) is
(7.26)
(
R2 + l
2
2
)
|y¯ − x|2 − R2|yi − x|2
4R2
(
R2 + l
2
2
)
σ2
≤ |y¯ − x|
2
4R2σ2
≤ l
2 + 1
16R2
.
When |y¯ − x| > |y¯ − yi|, we have |yi − x| ≥ |y¯ − x| − |y¯ − yi| > 0 and −|yi − x|2 ≤
−|y¯ − x|2 + 2|y¯ − x||y¯ − yi|. Thus(
R2 + l
2
2
)
|y¯ − x|2 −R2|yi − x|2
4R2
(
R2 + l
2
2
)
σ2
≤
l2
2
|y¯ − x|2 + 2R2|y¯ − x||y¯ − yi|
4R4σ2
≤
l2
2
(R3/2 +
√
l2 + 1/2)2 + 2R2(R3/2 +
√
l2 + 1/2)(
√
l2 + 1/2)
4R4
≤ c(l)/
√
R
(7.27)
since |y¯−x| ≤ (R3/2+√l2 + 1/2)σ and by comparing the exponents of R. Thus, combining
(7.25), (7.26) and (7.27), we obtain
(7.28) ρ(yi,si)(x, s¯− R2σ2) ≤
exp(c(l)/
√
R)(
1− l2
2R2
)k/2 ρ(y¯,s¯)(x, s¯− R2σ2).
Combining (7.24) and (7.28), and the fact that ξ1 and ξ2 have disjoint supports, we obtain
(7.29)
2∑
i=1
∫
ρiηiξi d‖Vt‖
∣∣∣∣
t=s¯−R2σ2
≤ exp(c(l)/
√
R)(
1− l2
2R2
)k/2
∫
BR(l,σ)(y¯)
ρ(y¯,s¯)(·, t) d‖Vt‖
∣∣∣∣∣
t=s¯−R2σ2
.
Final step.
Finally summing (7.11) for i = 1, 2, and by the estimates (7.19), (7.20), (7.23) and (7.29),
we obtain (7.6) with a suitable choice of constants. ✷
In the next Lemma 7.3 and Theorem 7.5 we use
ρˆ(y,s)(x, t) = η(7x/5)ρ(y,x)(x, t),
where η is defined in Section 6.1. In the statement of Proposition 6.2, this corresponds to
choosing R = 5/7. For φT as in (5.2), we have
(7.30) spt ρˆ(y,s)(·, t) ⊂ B2/3 ⊂ {φT = 1}, ρˆ(y,s)(·, t) = ρ(y,s)(·, t) on B13/21.
Lemma 7.3. Corresponding to 1 ≤ E1 <∞, p and q with (3.2) there exist 0 < r1 < 1 and
0 < ε2 < 1 with the following property. For U = C(T, 1), Λ = 1 and E1, suppose {Vt}0≤t≤1
and {u(·, t)}0≤t≤1 satisfy (A1)-(A4). Let φT and c be as in (5.2).
Assume
(7.31)
∫
C(T,1)×(0,1)
|h(Vt, ·)|2φ2T d‖Vt‖dt ≤ ε2r21/4,
(7.32)
∣∣‖Vt‖(φ2T )− c∣∣ ≤ ε2, 0 < ∀t < 1,
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(7.33) spt ‖Vt‖ ∩ C(T, 1) ⊂ {|T⊥(x)| ≤ ε2}, 0 < ∀t < 1,
(7.34) ‖u‖Lp,q(C(T,1)×(0,1)) ≤ 1.
Then for any y ∈ C(T, 1/2) ∩ {|T⊥(x)| ≤ ε2}, t ∈ (r21, 1) and 0 < r < r1/
√
2, we have
(7.35)
∫
C(T,1)
ρˆ(y,t+r2)(·, t) d‖Vt‖ ≤ 26
25
.
Remark 7.4. In this Lemma we take advantage that quantities (7.31)-(7.34) can be made
small when the L2-height is small due to L2-L∞ estimate and energy estimate. We then
conclude that the weighted density ratio can be estimated from above by a number close to 1
(7.35) for all small radii.
Proof. We fix 0 < r1 < 1 so that
(7.36) c2E
1− 2
p
1 (r
2
1)
ς + c1E1ωkr
2
1(7/5)
2 <
1
100
,
(7.37) sup
0<r≤r1
sup
y∈B1/2∩T
∣∣∣∣
∫
T
ρˆ(y,r2)(x, 0) dHk(x)− 1
∣∣∣∣ < 1100 .
In regard to (7.37), we may choose such r1 since ρˆ(y,r2)(·, 0) = ρ(y,r2)(·, 0) on B13/21 due to
(7.30) and ρˆ(y,r2)(·, 0) approaches to the delta mass on T at y as r → 0. The choice of r1
depends on E1, p and q. By (6.2), for all y ∈ B4/7, 0 < t1 < t < 1 and t− t1 < r21 we have
with (7.34) and (7.36)
(7.38)
∫
B1
ρˆ(y,t+r2)(·, t) d‖Vt‖ −
∫
B1
ρˆ(y,t+r2)(·, t1) d‖Vt1‖ <
1
100
.
We next claim that there exists a positive constant 0 < ε2 < 1 depending on r1 and E1 with
the following properties. Assume that V is an integral varifold with
(7.39) ‖V ‖(B1) ≤ E1,
(7.40)
∫
C(T,1)
|h(V, ·)|2φ2T d‖V ‖ ≤ ε2,
(7.41) spt ‖Vt‖ ∩ C(T, 1) ⊂ {|T⊥(x)| ≤ ε2},
(7.42)
∣∣‖V ‖(φ2T )− c∣∣ ≤ ε2.
Then for all y ∈ C(T, 1/2) ∩ {|T⊥(x)| ≤ ε2} and r1/
√
2 ≤ r ≤ r1, we have
(7.43)
∣∣∣∣
∫
B1
ρˆ(y,r2)(·, 0) d‖V ‖ − 1
∣∣∣∣ < 150 .
If false, then for each m ∈ N there should exist an integral varifold Vm, ym ∈ C(T, 1/2) ∩
{|T⊥(x)| ≤ 1/m} and r1/
√
2 ≤ rm ≤ r1 satisfying (7.39)-(7.42) for ε2 = 1/m but not
satisfying (7.43). Then by (7.39) we would have a converging subsequence with limit V .
Due to (7.40) and the compactness theorem of integral varifold, V is a stationary integral
varifold on {φT > 0}. Due to (7.41), spt ‖V ‖ ⊂ T . By the constancy theorem of integral
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varifold and due to (7.42), we may conclude that ‖V ‖ = Hk⌊T on {φT > 0}. We may also
assume that ym → y ∈ C(T, 1/2) ∩ T and rm → r ∈ [r1/
√
2, r1] and we have∣∣∣∣
∫
B1
ρˆ(y,r2)(x, 0) d‖V ‖(x)− 1
∣∣∣∣ ≥ 150 .
This contradicts with (7.37) since spt ρˆ(y,r2)(·, 0) ⊂ {φT > 0} by (7.30) and ‖V ‖ = Hk⌊T .
Now given y ∈ C(T, 1/2) ∩ {|T⊥(x)| ≤ ε2}, t ∈ (r21, 1) and 0 < r < r1/
√
2, consider the
interval [t+r2−r21, t+r2−r21/2] which has the length r21/2. Then by (7.31), there exists some
t1 in this interval such that (7.40) holds for Vt1 . The conditions (7.39), (7.41) and (7.42) are
satisfied for Vt1 by the assumptions of the present lemma. Since r
2
1/2 ≤ t+ r2− t1 ≤ r21, we
have from (7.43)
(7.44)
∣∣∣∣
∫
B1
ρˆ(y,t+r2)(·, t1) d‖Vt1‖ − 1
∣∣∣∣ < 150 .
Since 0 ≤ t− t1 ≤ r21, combining (7.44) and (7.38), we obtain the desired result. ✷
Theorem 7.5. Corresponding to 1 ≤ E1 < ∞, p and q with (3.2) there exists 0 < ε3 < 1
and c7 with the following property. For U = C(T, 1), Λ = 1 and 1 ≤ E1 < ∞, suppose
{Vt}0≤t≤1 and {u(·, t)}0≤t≤1 satisfy (A1)-(A4). Let φT , φT,1/2 and c be as in (5.2) and let
r1 be as in Lemma 7.3. Write |Mt| := Vt for a.e. t and identify T with Rk × {0}. Suppose
that we have
(7.45)
∫
C(T,1)×(0,1)
|h(Vt, ·)|2φ2T d‖Vt‖dt ≤ ε3r21/4,
(7.46)
∣∣‖Vt||(φ2T )− c∣∣ ≤ ε3, 0 < ∀t < 1,
(7.47) spt ‖Vt‖ ∩ C(T, 1) ⊂ {|T⊥(x)| ≤ ε3}, 0 < ∀t < 1,
(7.48) ‖u‖Lp,q(C(T,1)×(0,1)) ≤ 1.
Set
(7.49) β2 :=
∫
Gk(C(T,1))×(0,1)
‖S − T‖2φ2T dVt(·, S)dt
and
(7.50) κ2 :=
∣∣∣∣
∫ 1
0
‖Vt‖(φ2T,1/2) dt−
c
2k
∣∣∣∣ .
Then there exist maps f : Bk1/3× (1/4, 3/4)→ Rn−k and F : Bk1/3× (1/4, 3/4)→ Rn× (0, 1)
such that for all (x, s), (y, t) ∈ Bk1/3 × (1/4, 3/4),
F (x, s) = (x, f(x, s), s),
|f(x, s)− f(y, t)| ≤ c(n, k)max{|x− y|, |s− t|1/2}, |f(x, s)| ≤ ε3.
(7.51)
Define X = {∪t∈(1/4,3/4)(Mt ∩ C(T, 1/3))× {t}} ∩ imageF and Y = (T × IdR)(X). Then
(‖Vt‖ × dt)({C(T, 1/3)× (1/4, 3/4)} \X)
+ Lk+1({Bk1/3 × (1/4, 3/4)} \ Y ) ≤ κ2 + c7β2.
(7.52)
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Proof. We use Lemma 7.1 with l = 1 and R, γ, σ chosen as follows. We choose and fix R
sufficiently large depending only on n, k, E1 so that (7.5) is satisfied and
(7.53) 1 <
exp(c4/
√
R)(
1− 1
2R2
)k/2 < 1 + 1100 , c5E1 exp(−
√
R) <
1
100
.
After fixing such R, we choose and fix γ > 0 sufficiently small depending only on n, k, E1
so that
(7.54) c5γR
3(k+2)/2 <
1
100
.
We choose and fix σ sufficiently small depending only on n, k, E1, p, q so that
(7.55) c6E
1− 2
p
1 R
2ς(σ2ς + σς) <
1
100
, c5E1R
2σς <
1
100
,
(7.56) (R3/2 +
√
2/2)σ ≤ r1, R2σ2 ≤ r21/2.
We set
(7.57) ε3 = min{ε2, σ/2}.
We then define
A = {(x, t) : x ∈ C(T, 1/2) ∩Mt, |T⊥(x)| ≤ ε3, t ∈ (1/4, 3/4),
sup
0<r<r1
1
rk+2
∫
Pr(x,t)
‖S − T‖2 dVs(·, S)ds ≤ γ}.
(7.58)
We apply Lemma 7.1 and show that A can be contained in a Lipschitz graph. To do so,
assume that we have distinct (y1, s1) and (y2, s2) in A with |T⊥(y1 − y2)| ≥ max{|T (y1 −
y2)|, |s1− s2|1/2}. Set σ¯ = |T⊥(y1− y2)|. By (7.57) and (7.58), σ¯ ≤ |T⊥(y1)|+ |T⊥(y2)| ≤ σ.
Since R3/2σ¯ ≤ R3/2σ < r1 by (7.56), we have (7.4) satisfied by (7.58) for i = 1, 2. We also
have
(7.59) P
(R3/2+
√
2
2
)σ¯
(y¯, s¯) ⊂ C(T, 13/21)× (0, 1)
due to (7.56) and restricting r1 if necessary (depending on absolute constant). Thus we have
(7.1)-(7.5) satisfied for (y1, s1) and (y2, s2). Then we should have (7.6). By (7.53)-(7.55)
and (7.48) we have
(7.60) 2 ≤ (1 + 1
100
)
∫
B
(R3/2+
√
2/2)σ¯
(y¯)
ρ(y¯,s¯)(·, t) d‖Vt‖
∣∣∣∣∣
t=s¯−R2σ¯2
+
4
100
.
The inclusion (7.59) implies that we may replace ρ in (7.60) by ρˆ since η = 1 on B13/21. Note
that we have R2σ¯2 ≤ R2σ2 ≤ r21/2 by (7.56). Due to (7.45)-(7.48) and (7.57), conditions
(7.31)-(7.34) are satisfied. Thus Lemma 7.3 gives
2 ≤ (1 + 1
100
)
26
25
+
4
100
which is a contradiction. Thus for any two distinct points (y1, s1) and (y2, s2) in A, we have
(7.61) |T⊥(y1 − y2)| ≤ max{|T (y1 − y2)|, |s1 − s2|1/2}.
We next consider the projection of A on T . Define
(7.62) A′ = {(x, s) ∈ Bk1/3 × (1/4, 3/4) : x = T (y) for some (y, s) ∈ A}.
36 K. KASAI AND Y. TONEGAWA
The inequality (7.61) shows that (T−1(x), s) ∩ A consists of a single element {y} for each
(x, s) ∈ A′, thus we may define the maps f˜(x, s) = T⊥(y) and F˜ (x, s) = (x, f˜(x, s), s). We
also have from (7.61) and (7.58) that
|f˜(x, s)− f˜(y, t)| ≤ max{|x− y|, |s− t|1/2} for (x, s), (y, t) ∈ A′,
sup
(x,s)∈A′
|f˜(x, s)| ≤ ε3.
By the standard Lipschitz extension lemma applied with the natural parabolic metric, we
may extend f˜ and F˜ to be defined on T × R. We denote them by f and F , respectively,
and they satisfy
(7.63) |f(x, s)− f(y, t)| ≤ c(n, k)max{|x− y|, |s− t|1/2} for (x, s), (y, t) ∈ T × R,
(7.64) sup
(x,s)∈T×R
|f(x, s)| ≤ ε3.
This proves the claim of (7.51) by restricting to C(T, 1/3) from C(T, 1/2). We next estimate
the measures of
B := ∪t∈(1/4,3/4){(Mt ∩ C(T, 1/2))× {t}} \ A,
B′ := (T × IdR)(B) ⊂ T × R,
B′′ := Bk1/3 × (1/4, 3/4) \ A′.
(7.65)
B is the subset of {Mt}0≤t≤1 which may not be covered by the image of F , B′ is the
projection to T ×R, and B′′ is the subset of T ×R such that T−1(x) may not intersect with
the image of F .
For each (x, s) ∈ B, there exists some 0 < r(x, s) < r1 such that
(7.66)
∫
Pr(x,s)(x,s)
‖S − T‖2 dVt(·, S)dt ≥ γ(r(x, s))k+2
by the definition of A, (7.58). Thus {Pr(x,s)(x, s)}(x,s)∈B is a covering of B. By [12, 2.8.14],
which is a generalized version of Besicovitch covering theorem, there exists a finite number
of subfamilies B1, · · · ,BB(n) each of which consists of mutually disjoint parabolic cylinders
and B ⊂ ∪B(n)i=1 ∪Bi Pr(x,s)(x, s). Then using (3.1), (7.66) and the disjointness of Bi we have
(‖Vt‖ × dt)(B) ≤
B(n)∑
i=1
∑
Bi
(‖Vt‖ × dt)(Pr(x,s)(x, s))
≤
B(n)∑
i=1
∑
Bi
2E1ωk(r(x, s))
k+2 ≤
B(n)∑
i=1
∑
Bi
2E1ωkγ
−1
∫
Pr(x,s)(x,s)
‖S − T‖2 dVt(·, S)dt
≤ 2B(n)E1ωkγ−1
∫
C(T,13/24)×(0,1)
‖S − T‖2 dVt(·, S)dt.
(7.67)
Note that C(T, 13/24) ⊂ {φT = 1} due to (5.1) and (5.2) .
For B′, note that T (Pr(x, s)) ⊂ T × R is a (k + 1)-dimensional parabolic cylinder with
Lk+1(T (Pr(x, s))) = 2ωkrk+2. Since ∪B(n)i=1 ∪Bi T (Pr(x,s)(x.s)) covers B′, we have
(7.68) Lk+1(B′) ≤
B(n)∑
i=1
∑
Bi
Lk+1(T (Pr(x,s)(x, s))) ≤
B(n)∑
i=1
∑
Bi
2ωk(r(x, s))
k+2
and the rest is estimated as in (7.67), the result being without E1 of (7.67).
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We next estimate B′′. Since f is Lipschitz in the space variables, it is differentiable a.e.
and the area formula shows (write C∗ := C(T, 1/2)× (1/4, 3/4) here for simplicity)∫
C∗
φ2T,1/2 d‖Vt‖dt =
∫
A
φ2T,1/2 d‖Vt‖dt+
∫
B
φ2T,1/2 d‖Vt‖dt
=
∫
A′
φ2T,1/2(x)|Λk∇(x, f(x, t))| dHk(x)dt+
∫
B
φ2T,1/2 d‖Vt‖dt
=
∫
A′
φ2T,1/2(|Λk∇(x, f(x, t))| − 1) dHkdt+
∫
C∗∩T
φ2T,1/2 dHkdt
−
∫
(C∗∩T )\A′
φ2T,1/2 dHkdt+
∫
B
φ2T,1/2 d‖Vt‖dt.
(7.69)
Since φT,1/2 = 1 on C(T, 1/3)× (1/4, 3/4) and B′′ ⊂ (C∗ ∩ T ) \ A′, (7.69) shows
Lk+1(B′′) ≤
∫
(C∗∩T )\A′
φ2T,1/2 dHkdt ≤
∣∣∣∣
∫
C∗
φ2T,1/2 d‖Vt‖dt−
∫
C∗∩T
φ2T,1/2 dHkdt
∣∣∣∣
+
∫
A′
φ2T,1/2(|Λk∇(x, f(x, s))| − 1) dHkdt+
∫
B
φ2T,1/2 d‖Vt‖dt.
(7.70)
Note that for f with its Lipschitz constant bounded by c(n, k), we have |Λk∇(x, f(x, s))| −
1 ≤ c(n, k)‖(image∇(x, f(x, s))−T‖2, where image∇(x, f(x, s)) coincides with the approx-
imate tangent space of Mt a.e. on A
′. By (7.50), (7.67) and (7.70), we have
(7.71) Lk+1(B′′) ≤ 2B(n)ωkE1γ−1β2 + c(n, k)β2 + κ2.
Since ∪t∈(1/4,3/4)(Mt×{t})∩{(C(T, 1/3)×(1/4, 3/4)}\X ⊂ B and {Bk1/3×(1/4, 3/4)}\Y ⊂
(B′ ∪ B′′), we proved (7.52) by (7.67), (7.68) and (7.71). ✷
8. Ho¨lder estimate for gradient
In this section we prove that if the L2-height of varifolds is small, then near the center of
the domain, the properly scaled L2-height with respect to a slightly tilted plane shows at
least a fixed amount of decay. By iteration, this proves that the spacial gradient is Ho¨lder
continuous. The method of proof, the blow-up technique, goes back to Almgren [2] and the
proof is analogous to that of Allard’s regularity theory [1]. On the other hand, there are a
few subtle and interesting differences from elliptic case. The first point is that L∞ estimate
is rather essential to show that the blow-up limit satisfies the heat equation. Note that the
test function that we can use in the weak inequality (3.4) has to be non-negative. Thus,
we need to know the height of varifolds in L∞ norm, instead of, say, L2 norm. The second
point is that we need to capitalize on the monotone decreasing property (with respect to
time variable) of L2 norm of blow-up sequence to show the strong convergence of space-time
L2 norm. Recall that in elliptic case, Rellich’s compactness theorem shows the strong L2
convergence immediately. Here, since we do not have any control of time-derivatives of
blow-up sequence, we need to use some special feature of parabolic problem.
Proposition 8.1. Corresponding to 1 ≤ E1 < ∞, 0 < ν < 1, p, q with (3.2) there exist
0 < ε4 < 1, 2 < Λ∗ < ∞, 0 < θ∗ < 1/4, 1 < c14 < ∞ with the following property. For
W ∈ G(n, k), 0 < R < ∞, U = C(W, 2R) and (0,Λ) replaced by (−Λ∗R2,Λ∗R2), suppose
{Vt}−Λ∗R2≤t≤Λ∗R2 and {u(·, t)}−Λ∗R2≤t≤Λ∗R2 satisfy (A1)-(A4). For W ∈ G(n, k) let φW,R be
as in (5.2). Suppose
(8.1) T ∈ G(n, k) satisfies ‖T −W‖ < ε4,
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(8.2) A ∈ A(n, k) is parallel to T ,
(8.3) µ :=
(
R−(k+4)
∫ Λ∗R2
−Λ∗R2
∫
C(W,2R)
dist (x,A)2 d‖Vt‖dt
) 1
2
< ε4,
(8.4) ‖u‖ := ‖u‖Lp,q(C(W,2R)×(−Λ∗R2,Λ∗R2)),
(8.5) (−Λ∗ + 1)R2 ≤ ∃t1 ≤ (−Λ∗ + 2)R2 : R−k‖Vt1‖(φ2W,R) < (2− ν)c,
(8.6) (Λ∗ − 2)R2 ≤ ∃t2 ≤ (Λ∗ − 1)R2 : R−k‖Vt2‖(φ2W,R) > νc.
Then there are T˜ ∈ G(n, k) and A˜ ∈ A(n, k) such that
(8.7) A˜ is parallel to T˜ ,
(8.8) ‖T − T˜‖ ≤ c14µ,
(8.9)
(
(θ∗R)−(k+4)
∫ θ2∗Λ∗R2
−θ2∗Λ∗R2
∫
C(W,2θ∗R)
dist (x, A˜)2 d‖Vt‖dt
) 1
2
≤ θς∗max{µ,Rςc14‖u‖}.
Moreover, if Rς‖u‖ < ε4, we have
(8.10) (−Λ∗ + 1)(θ∗R)2 ≤ ∃t˜1 ≤ (−Λ∗ + 2)(θ∗R)2 : (θ∗R)−k‖Vt˜1‖(φ2W,θ∗R) < (2− ν)c,
(8.11) (Λ∗ − 2)(θ∗R)2 ≤ ∃t˜2 ≤ (Λ∗ − 1)(θ∗R)2 : (θ∗R)−k‖Vt˜2‖(φ2W,θ∗R) > νc.
Proof. We may assume that R = 1 after a suitable change of variables. We prove (8.7)-
(8.9) by contradiction. We will show that (8.10) and (8.11) follow from these at the end.
By Theorem 5.7, corresponding to E1 and ν there replaced by ν/2, we fix Λ, K, ε1 first.
We set Λ∗ := Λ + 5/2. We will fix 0 < θ∗ < 1/4 later depending only on E1, ν, p and q. If
the claim were false, then for each m ∈ N there exist {V (m)t }−Λ∗≤t≤Λ∗ , {u(m)(·, t)}−Λ∗≤t≤Λ∗
satisfying (A1)-(A4) on C(W (m), 2)× [−Λ∗,Λ∗] for W (m) ∈ G(n, k) such that, after suitable
translations and rotations, we have T = Rk × {0} and
(8.12) ‖T −W (m)‖ ≤ 1
m
,
(8.13) µ(m) :=
(∫ Λ∗
−Λ∗
∫
C(W (m),2)
|T⊥(x)|2 d‖V (m)t ‖dt
) 1
2
≤ 1
m
,
and (8.5) and (8.6) satisfied for W = W (m), t1 = t
(m)
1 and t2 = t
(m)
2 , respectively, but for
any T˜ ∈ G(n, k) with ‖T − T˜‖ ≤ mµ(m) and A˜ ∈ A(n, k) which is parallel to T˜ ,
(8.14)
(
θ−(k+4)∗
∫ θ2∗Λ∗
−θ2∗Λ∗
∫
C(W (m),2θ∗)
dist (x, A˜)2 d‖V (m)t ‖dt
) 1
2
> θς∗max{µ(m), m‖u(m)‖}.
By taking A˜ = T˜ = T in (8.14), we obtain
(8.15) θς∗m‖u(m)‖ < θ−(k+4)/2∗ µ(m).
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Thus (8.15) shows that
(8.16) lim
m→∞
(µ(m))−1‖u(m)‖ = 0.
Lemma 8.2. For any given 0 < γ < 1, there exists some m0 such that
(8.17) spt ‖V (m)t ‖ ∩ {|T⊥(x)| > γ} ∩ C(W (m), 3/2) = ∅, −Λ∗ + 1 ≤ ∀t ≤ Λ∗
for all m ≥ m0.
Proof of Lemma 8.2. Suppose that (8.17) did not hold for some t˜ such that V
(m)
t˜
is of unit
density. Then there exists some x˜ ∈ {|T⊥(x)| > γ}∩C(W (m), 3/2) with Θk(‖V (m)
t˜
‖, x˜) = 1.
Then by Proposition 6.2 with U = Bγ/2(x˜), R = γ/2, t2 = t˜, t1 = t˜ − t with 0 < t < 1,
y = x˜ and s = t˜+ ǫ, we have∫
Bγ/2(x˜)
ρˆ(x˜,t˜+ǫ)(·, t˜) d‖V (m)t˜ ‖ ≤
∫
Bγ/2(x˜)
ρˆ(x˜,t˜+ǫ)(·, t˜− t) d‖V (m)t˜−t ‖
+ c2‖u(m)‖2E1−
2
p
1 t
ς + 4γ−2c1ωkE1t.
(8.18)
Set ǫ → 0+ and fix 0 < t′ < 1 such that the sum of the second and third term of the
right-hand side of (8.18) is less than 1/2 when t ≤ t′. We then obtain
(8.19)
1
2
≤
∫
Bγ/2(x˜)
ρˆ(x˜,t˜)(·, t˜− t) d‖V (m)t˜−t ‖
for all t ∈ [t′/2, t′]. Since ρˆ(x˜,t˜)(y, t˜ − t) takes maximum value (4πt′)−k/2 when y = x˜ and
t = t′/2 in this interval, from (8.19) we obtain
(8.20)
1
2
≤ (4πt′)−k/2‖V (m)
t˜−t ‖(Bγ/2(x˜))
for all t ∈ [t′/2, t′]. Since Bγ/2(x˜) ⊂ {|T⊥(x)| > γ/2} ∩ C(W (m), 2), by (8.20), we have
(8.21) (µ(m))2 ≥
∫ t˜−t′/2
t˜−t′
∫
Bγ/2(x˜)
|T⊥(x)|2 d‖V (m)t ‖dt ≥
t′
2
(γ
2
)2 (4πt′)k/2
2
.
Since µ(m) ≤ 1/m, (8.21) cannot be true for sufficiently large m. This shows (8.17) holds
true for a.e. t ∈ [−Λ∗ + 1,Λ∗]. By using (3.4), we conclude that (8.17) is satisfied for all t.
This ends the proof of Lemma 8.2. ✷
Next we use Proposition 6.4 for U = B2 (or R = 2 there) and (0,Λ) there replaced by
(−Λ∗,Λ∗), to obtain
(8.22) spt ‖V (m)t ‖ ∩ B8/5 ⊂ {|T⊥(x)| ≤ 2µ˜(m)}, ∀t ∈ (−Λ∗ + 1,Λ∗)
for
µ˜(m) : =
(
c3
2k+4
∫ Λ∗
−Λ∗
∫
B2
|T⊥(x)|2 d‖V (m)t ‖dt+ c2‖u(m)‖2E
1− 2
p
1 (2Λ∗)
ς(2 + Λ∗/2)
) 1
2
≤ c8(n, k)µ(m)
(8.23)
for all sufficiently large m by (8.16) for a suitable c8. In the following, for t ∈ (−Λ∗+1,Λ∗),
we set ‖V (m)t ‖ = 0 on C(T, 1)∩{|T⊥(x)| ≥ 1} for all sufficiently large m. Due to Lemma 8.2
and (8.22), this modified V
(m)
t on C(T, 1) still satisfies (A1)-(A4). We do this modification
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for notational simplicity. Otherwise, one can restrict the domain of integration from C(T, 1)
to C(T, 1) ∩ {|T⊥(x)| < 1} in the following computations. With this convention, we have
µ(m)∗ : = sup
−Λ∗+1≤t≤Λ∗−1
(∫
C(T,1)
|T⊥(x)|2 d‖V (m)t ‖
) 1
2
≤ (E1ωk(8/5)k)1/22µ˜(m)
≤ c9(E1, n, k)µ(m)
(8.24)
for a suitable c9 by (8.22) and (8.23). We next check that the assumptions for Theorem 5.7
are all satisfied on (−Λ∗+1,Λ∗−1). By the definition of Λ∗, we have (Λ∗−1)−(−Λ∗+1) =
2Λ∗−2 = 2Λ+3. (5.42) and (5.43) are satisfied for all sufficiently large m due to (8.5), (8.6)
and (8.12). (5.40) follows from (8.22). Thus for all sufficiently large m depending on ε1 so
that (5.41) and (5.44) are satisfied, we conclude from (5.45) and (5.46) as well as Corollary
5.9 that
(8.25) sup
−1/2≤t≤1/2
|‖V (m)t ‖(φ2T )− c| ≤ K((µ(m)∗ )2 + C(u(m))),
(8.26)
∫ 1/2
−1/2
∫
C(T,1)
|h(V (m)t , ·)|2φ2T d‖V (m)t ‖dt ≤ 12K((µ(m)∗ )2 + C(u(m))),
(8.27)
∫ 1/2
−1/2
|2k‖V (m)t ‖(φ2T,1/2)− c| dt ≤ K˜((µ(m)∗ )2 + C(u(m))).
The right-hand sides of (8.25)-(8.27) are all bounded by c10(E1, ν, n, k)(µ
(m))2 due to (8.24),
the definition of C(u(m)) and (8.16) for all sufficiently larege m. By Proposition 11.2, (8.24)
and (8.26), we also have
(8.28)
∫ 1/2
−1/2
∫
Gk(C(T,1))
‖S − T‖2φ2T dV (m)t (·, S)dt ≤ c10(µ(m))2.
We next use Theorem 7.5. For all sufficiently largem depending on r1 and ε3, we may satisfy
the assumptions (7.45)-(7.48). Since β2 and κ2 in Theorem 7.5 are bounded by c10(µ
(m))2,
we have a corresponding Lipschitz functions f (m) and F (m) defined on Bk1/3 × (−1/4, 1/4)
with the corresponding estimates (7.51) and (7.52). We also define X(m) and Y (m) to be the
sets X and Y respectively corresponding to V
(m)
t . We now set
(8.29) f˜ (m) := f (m)/µ(m).
In the following we write Ω := C(T, 1/3)× (−1/4, 1/4) and Ω′ := Bk1/3 × (−1/4, 1/4).
Lemma 8.3. There exists constant c11 which depends only on E1, ν, p, q such that for all
sufficiently large m,
(8.30) sup
Ω′
|f˜ (m)|+
∫
Ω′
|∇f˜ (m)|2 dHk+1 ≤ c11.
Proof of Lemma 8.3. The supremum estimate follows immediately from (8.22), (8.24),
(7.51) and (8.29). We may proceed just like [1, p.483] for the second term. We split the
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domain of integration into Y (m) and the complement, and using that the spacial Lipschitz
constants of F (m) are ≤ c(n, k),
∫
Y (m)
|∇f (m)|2 dHk+1 +
∫
Ω′\Y (m)
|∇f (m)|2 dHk+1
≤ c(n, k)
∫
Y (m)
|∇F (m)|2‖image∇F (m) − T‖2|Λk∇F (m)| dHk+1 + c(n, k)Lk+1(Ω′ \ Y (m))
≤ c(n, k)
∫
Gk(C(T,1/3))×(−1/4,1/4)
‖S − T‖2 dV (m)t (·, S)dt+ c(n, k)Lk+1(Ω′ \ Y (m))
≤ c(n, k)c10(µ(m))2
(8.31)
where we used (8.28) and (7.52) at the end of (8.31). This shows (8.30). ✷
Lemma 8.4. There exist a subsequence {f˜ (mj)}∞j=1 and f˜ ∈ C∞(Ω′) such that
limj→∞ ‖f˜ (mj) − f˜‖L2(Ω′) = 0 and f˜ satisfies ∂f˜∂t −∆f˜ = 0 on Ω′.
Proof of Lemma 8.4. Let l ∈ {1, · · · , n − k} be fixed. We show that l-th components
f˜
(m)
l , f˜l of f˜
(m), f˜ ∈ Rn−k respectively satisfy the desired properties. Due to (8.30) we can
extract a subsequence (denoted by the same index) so that
(8.32) f˜
(m)
l ⇀ f˜l weakly in L
2(Ω′), ∇f˜ (m)l ⇀ ∇f˜l weakly in L2(Ω′).
Due to (8.28) and (7.52), we may further assume that for a.e. s ∈ (−1/4, 1/4)
(8.33) lim
m→∞
∫
C(T,1/3)
‖S − T‖2 dV (m)s (·, S) = 0,
(8.34) lim
m→∞
‖V (m)s ‖(C(T, 1/3) \X(m)⌊t=s) = 0, lim
m→∞
Lk(Bk1/3 \ Y (m)⌊t=s) = 0.
Again by (8.30), the Rellich compactness theorem and diagonal argument, we may assume
that
(8.35) {f˜ (m)l (·, sj)}m∈N is a Cauchy sequence in L2(Bk1/3)
for a countable dense set {si}∞i=1 in (−1/4, 1/4). We may choose these si satisfying (8.33)
and (8.34) as well. We fix such a subsequence in the following. For arbitrary non-negative
φ˜ ∈ C∞c (Ω′) we set φ(m)(x) := (xl + c11µ(m))φ˜(T (x)) for x ∈ Rn. By definition φ(m) is
non-negative on {x : |xl| ≤ c11µ(m)}. We may use φ(m) as a test function in (3.4) by
a slight modification away from T . In the following similar computations using (3.4) we
implicitly assume that we do this modification of test functions which does not affect the
computations. Now we have
(8.36) 0 ≤
∫
Ω
(−h(V (m)t , ·)φ(m) +∇φ(m)) · (h(V (m)t , ·) + (u(m))⊥) +
∂φ(m)
∂t
d‖V (m)t ‖dt.
By the Cauchy-Schwarz inequality and by dropping a negative term, we obtain from (8.36)
0 ≤
∫
Ω
|u(m)|2φ(m) + |u(m)||∇φ(m)|+ ∂φ
(m)
∂t
+ (xl + c11µ
(m))∇φ˜ · h(V (m)t , ·)
+ φ˜h(V
(m)
t , ·)l d‖V (m)t ‖dt =: I(m)1 + I(m)2 + I(m)3 + I(m)4 + I(m)5
(8.37)
where h(V
(m)
t , x)l is the (k + l)-th component of h(V
(m)
t , x) ∈ Rn. In the following we
estimate limm→∞(µ(m))−1I
(m)
j for each j = 1, · · · , 5.
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Estimate of I
(m)
1 .
Since |φ(m)| ≤ 2c11µ(m) sup |φ˜|, by the Ho¨lder inequality and (8.16),
(8.38) lim
m→∞
|(µ(m))−1I(m)1 | ≤ c11c(φ˜, p, q) lim
m→∞
‖u(m)‖2 = 0.
Estimate of I
(m)
2 .
By the Ho¨lder inequality and (8.16),
lim
m→∞
|(µ(m))−1I(m)2 | ≤ lim
m→∞
c(p, q)‖u(m)‖(sup |φ˜|(µ(m))−1 + c11 sup |∇φ˜|)
≤ lim
m→∞
o(1)c(φ˜, p, q)(1 + c11µ
(m)) = 0.
(8.39)
Estimate of I
(m)
3 .
We estimate as∫
Ω
∂φ(m)
∂t
d‖V (m)t ‖dt
=
∫
Ω\X(m)
∂φ(m)
∂t
d‖V (m)t ‖dt+
∫
Y (m)
(f
(m)
l + c11µ
(m))
∂φ˜
∂t
(|Λk∇F (m)| − 1) dHk+1
−
∫
Ω′\Y (m)
(f
(m)
l + c11µ
(m))
∂φ˜
∂t
dHk+1 +
∫
Ω′
(f
(m)
l + c11µ
(m))
∂φ˜
∂t
dHk+1.
(8.40)
Using (8.30), (7.52) and (8.28), we can show that the first three terms of (8.40) are of order
(µ(m))3. Thus, using the weak convergence (8.32), we obtain
(8.41) lim
m→∞
(µ(m))−1I(m)3 =
∫
Ω′
(f˜l + c11)
∂φ˜
∂t
dHk+1.
Estimate of I
(m)
4 .
By (8.30) and (8.26), we have
|I(m)4 | ≤ 2c11µ(m)
(∫
Ω
|∇φ˜|2 d‖V (m)t ‖dt
)1/2(∫
Ω
|h(V (m)t , ·)|2 d‖V (m)t ‖dt
)1/2
≤ 2c11c(E1, φ˜)c1/210 (µ(m))2
so that
(8.42) lim
m→∞
|(µ(m))−1I(m)4 | = 0.
Estimate of I
(m)
5 .
Let el be the unit vector with 1 in the l-th component. We may write∫
Ω
φ˜h(V
(m)
t , ·)l d‖V (m)t ‖dt = −
∫
Ω
(∇φ˜⊗ el) · S dV (m)t dt
= −
∫
Ω\X(m)
(∇φ˜⊗ el) · S dV (m)t dt
−
∫
Y (m)
image∇F (m) · (∇φ˜⊗ el)|Λk∇F (m)| − ∇f (m)l · ∇φ˜ dLk+1
+
∫
Ω′\Y (m)
∇f (m)l · ∇φ˜ dLk+1 −
∫
Ω′
∇f (m)l · ∇φ˜ dLk+1 := J (m)1 + J (m)2 + J (m)3 + J (m)4 .
(8.43)
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By (7.52) |J (m)1 | is O((µ(m))2) and by (8.30) and (7.52), the same for |J (m)3 |. By [1, 8.14],
(7.51) and (8.30),
(8.44) |J (m)2 | ≤ c(n, k, |∇φ˜|)
∫
Y (m)
|∇f (m)l |2 dLk+1 ≤ O((µ(m))2).
By (8.32), it follows from above estimates that we have
(8.45) lim
m→∞
(µ(m))−1I(m)5 = lim
m→∞
(µ(m))−1J (m)4 = −
∫
Ω′
∇f˜l · ∇φ˜ dHk+1.
Summary.
Due to (8.37)-(8.45), we obtain
(8.46) 0 ≤
∫
Ω′
(f˜l + c11)
∂φ˜
∂t
−∇f˜l · ∇φ˜ dHk+1.
We may carry out the similar argument with φ = (c11µ
(m) − xl)φ˜, and obtain
(8.47) 0 ≤
∫
Ω′
(c11 − f˜l)∂φ˜
∂t
+∇f˜l · ∇φ˜ dHk+1.
Combining (8.46) and (8.47) and since
∫
Ω′
∂φ˜
∂t
dHk+1 = 0 , we conclude that
(8.48) 0 =
∫
Ω′
f˜l
∂φ˜
∂t
−∇f˜l · ∇φ˜ dHk+1
for all non-negative φ˜ ∈ C∞c (Ω′). This also shows that (8.48) is satisfied for all (not neces-
sarily non-negative) φ˜ ∈ C∞c (Ω′), and f˜l satisfies the heat equation in a weak sense. The
standard regularity theory shows that f˜l is C
∞(Ω′) satisfying the heat equation in the clas-
sical sense.
Next we show that for a.e. s ∈ (−1/4, 1/4), the weak convergent limit is unique and
(8.49) f˜
(m)
l (·, s)⇀ f˜l(·, s) weakly in L2(Bk1/3).
Take any s with the properties (8.33) and (8.34). Since |f˜ (m)l (·, s)| ≤ c11, it is bounded in
particular in L2(Bk1/3). Let g ∈ L2(Bk1/3) be any weak limit of a subsequence {f˜ (mj)l (·, s)}∞j=1.
The similar estimate as in (8.40) using (8.33) and (8.34) shows that for any φ˜ ∈ C∞(Bk1/3)
(8.50) lim
j→∞
∫
C(T,1/3)
(µ(mj))−1(xl + c11µ(mj))φ˜ d‖V mjs ‖ =
∫
Bk
1/3
(g + c11)φ˜ dHk.
We now proceed just as the first part of the proof. The differences this time are that the
domain of integration is changed to C(T, 1/3)× (−1/4, s) and that we take the subsequence
{f˜ (mj)l }∞j=1. Then using (8.50), we obtain for any non-negative φ˜ ∈ C∞c (Ω′)
(8.51)∫
Bk
1/3
(g + c11)φ˜(·, s) dHk ≤
∫
Ω′∩{t≤s}
(f˜l + c11)
∂φ˜
∂t
−∇f˜l · ∇φ˜ dHk =
∫
Ω′∩{t=s}
(f˜l + c11)φ˜ dHk,
the last equality follows from f˜l being the classical solution for the heat equation. Similarly,
we have
(8.52)∫
Bk
1/3
(c11 − g)φ˜(·, s) dHk ≤
∫
Ω′∩{t≤s}
(c11 − f˜l)∂φ˜
∂t
+∇f˜l · ∇φ˜ dHk =
∫
Ω′∩{t=s}
(c11 − f˜l)φ˜ dHk
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Thus (8.51) and (8.52) show
∫
Bk
1/3
(g − f˜l(·, s))φ˜(·, s) dHk = 0 for all non-negative function
φ˜ ∈ C∞c (Ω′), which shows that g(·) = f˜l(·, s) a.e. on Bk1/3. Since the limit is determined
independent of the choice of subsequence, the whole sequence {f˜ (m)l (·, s)}∞m=1 must con-
verge to f˜l(·, s) weakly in L2(Bk1/3), proving (8.49). The same argument shows that the L2
Cauchy sequence in (8.35) also converges to f˜l(·, sj). The lower semicontinuity under weak
convergence shows that
(8.53) ‖f˜l(·, s)‖L2(Bk
1/3
) ≤ lim inf
m→∞
‖f˜ (m)l (·, s)‖L2(Bk1/3)
for a.e. s ∈ (−1/4, 1/4). We next show that for any −1/4 < sj < s < 1/4 with sj satisfying
(8.35), s satisfying (8.33) and (8.34), and for any non-negative φ˜ ∈ C∞c (Bk1/3),
(8.54) lim sup
m→∞
‖φ˜f˜ (m)l (·, s)‖2L2(Bk
1/3
) ≤ ‖φ˜f˜l(·, sj)‖2L2(Bk
1/3
) + c(φ˜)(s− sj)1/2.
We use (xl)
2φ˜ as a test function in (3.4) with time interval [sj, s] and divide both sides by
(µ(m))2. By the Cauchy-Schwarz inequality and abbreviating the notations, substitution of
(xl)
2φ˜ into (3.4) gives
∫
C(T,1/3)
(xl)
2φ˜ d‖V (m)s ‖ −
∫
C(T,1/3)
(xl)
2φ˜ d‖V (m)sj ‖
≤
∫
C(T,1/3)×(sj ,s)
(−h(V (m)t , ·)(xl)2φ˜+∇((xl)2φ˜)) · (h(V (m)t , ·) + (u(m))⊥) d‖V (m)t ‖dt
≤
∫
C(T,1/3)×(sj ,s)
∇((xl)2φ˜) · (h(V (m)t , ·) + (u(m))⊥) + |u(m)|2(xl)2φ˜ d‖V (m)t ‖dt
≤ c(φ˜)
{(∫
(xl)
2
)1/2
+
(∫
(xl)
4
)1/2}{(∫
|h|2
)1/2
+
(∫
|u(m)|2
)1/2}
+
∫
(xl)
2|u(m)|2.
(8.55)
Due to (8.22) and (8.26), we can estimate the right-hand side of (8.55) by c(µ(m))2((sj −
s)1/2 + µ(m)). On the other hand one can estimate the left-hand side of (8.55) (devided by
(µ(m))2) just like (8.40) using (8.32)-(8.35). It is important to note that we have the strong
convergence in L2(Bk1/3) at t = sj . This shows (8.54). Since f˜l is smooth and {sj}∞j=1 is
dense, (8.53) and (8.54) show that for a.e. s ∈ (−1/4, 1/4), f˜ (m)l (·, s) converges strongly in
L2(Bk1/3) to f˜l(·, s) as m → ∞. Since ‖f˜ (m)l (·, s) − f˜l(·, s)‖L2(Bk1/3) is bounded uniformly in
s ∈ (−1/4, 1/4), the dominated convergence theorem shows that ‖f˜ (m)l − f˜l‖L2(Ω′) converges
to 0. This ends the proof of Lemma 8.4. ✷
Next we define T (m) ∈ G(n, k) as the image of the map x 7−→ µ(m)x · ∇f˜(0, 0), which
is the tangent space of the graph (x, µ(m)f˜(x, 0)) at x = 0. Also define A(m) ∈ A(n, k) by
A(m) = T (m) + (0, µ(m)f˜(0, 0)).
Lemma 8.5. There exists a constant c12 which depends only on c11 and Λ∗ with the following
property. For 0 < θ ≤ (16Λ∗)−1/2 we have ‖T − T (m)‖ ≤ c12µ(m) and
(8.56) lim sup
m→∞
(µ(m))−2
∫
C(T,2θ)×(−θ2Λ∗,θ2Λ∗)
dist (A(m), x)2 d‖V (m)t ‖dt ≤ c12θk+6.
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Proof of Lemma 8.5. We first note that any interior partial derivatives of f˜ may be
estimated depending only on the order of differentiations and c11 due to the fact that f˜ is a
solution of the heat equation and by the standard linear regularity theory. In particular, by
the second order Taylor expansion at the origin, we have (with |f(x, t)−f(x, 0)| ≤ c|t| ≤ cθ2)
(8.57)
∫
Bk2θ×(−θ2Λ∗,θ2Λ∗)
|f˜(x, t)− f˜(0, 0)− x · ∇f˜(0, 0)|2 dHk+1 ≤ c13θk+6
for any 0 < θ ≤ (16Λ∗)−1/2 and for some c13 depending only on c11 and Λ∗. Next, by the
Lipschitz approximation of V
(m)
t and dist (A
(m), x) ≤ c(c11)µ(m) on the support of ‖V (m)t ‖,
we may prove (just like (8.40)) that
(µ(m))−2
∫
C(T,2θ)×(−θ2Λ∗,θ2Λ∗)
dist (A(m), x)2 d‖V (m)t ‖dt
= o(1) + (µ(m))−2
∫
Bk2θ×(−θ2Λ∗,θ2Λ∗)
|(T (m))⊥((x, f (m)(x, t))− (0, f˜(0, 0)µ(m)))|2 dHk+1.
(8.58)
Since (x, x · ∇f˜(0, 0)µ(m)) ∈ T (m),
|(T (m))⊥((x, f (m)(x, t))− (0, f˜(0, 0)µ(m)))|
= |(T (m))⊥((x, f (m)(x, t))− (0, f˜(0, 0)µ(m))− (x, x · ∇f˜(0, 0)µ(m)))|
≤ |f (m)(x, t)− f˜(x, t)µ(m)|+ |f˜(x, t)− f˜(0, 0)− x · ∇f˜(0, 0)|µ(m)
(8.59)
where we added and subtracted (x, f˜(x, t)µ(m)) and used the triangle inequality in the second
line. Now we substitute (8.59) into (8.58) and use (8.57). Since we have the strong L2(Ω′)
convergence (Proposition 8.4) we obtain (8.56) for a suitable c12. ✷
Fix θ∗ so that
(8.60) 0 < θ∗ ≤ (16Λ∗)−1/2, 3c12θ2∗ ≤ θ2ς∗ .
For 1 < γ < 2 we have (8.56) for θ = γθ∗ and hence for all large m,∫
C(T,2γθ∗)×(−θ2∗Λ∗,θ2∗Λ∗)
dist (A(m), x)2 d‖V (m)t ‖dt ≤ (c12(γθ∗)k+6 + o(1))(µ(m))2
<
1
2
γk+6θ2ς+k+4∗ (µ
(m))2
(8.61)
by (8.60), with ‖T (m) − T‖ ≤ c12µ(m) and A(m) is parallel to T (m). For all sufficiently large
m, due to Lemma 8.2, C(W (m), 2θ∗) ∩ spt‖V (m)t ‖ ⊂ C(T, 2γθ∗). Thus we have from (8.61)
lim sup
m→∞
θ−(k+4)∗ (µ
(m))−2
∫
C(W (m),2θ∗)×(−θ2∗Λ∗,θ2∗Λ∗)
dist (A(m), x)2 d‖V (m)t ‖dt
≤ 1
2
γk+6θ2ς∗ .
(8.62)
By letting γ → 1, (8.62) contradicts with (8.14), and the first part of the Proposition 8.1 is
proved.
For (8.10) and (8.11), just as we obtained (8.27) by Corollary 5.9, we may obtain
(8.63)
∫ 1/2
−1/2
|θ−k∗ ‖Vt‖(φ2T,θ∗)− c| dt ≤ K˜(µ2 + C(u)).
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Since ‖W − T‖ ≤ ε4, ‖u‖ < ε4 and µ < ε4, by further restricting ε4 so that the right-
hand side of (8.63) is sufficiently small, and choosing generic t˜1 and t˜2 satisfying the same
inequality as (8.63) (with W and a different constant), we may conclude that such t can be
chosen. This concludes the proof of Proposition 8.1 ✷
Corollary 8.6. (cf. [1, 8.17]) Corresponding to E1, ν, p, q there exist 0 < ε5 < 1 and
1 < c15 < ∞ with the following property. Under the assumptions of Proposition 8.1 where
ε4 is replaced by ε5, and with R
ς‖u‖ < ε5,
(1) there exists a unique element a ∈ spt ‖V0‖ ∩ {x : W (x) = 0},
(2) there exists T∞ ∈ G(n, k) such that
(8.64) Tan (spt ‖V0‖, a) ⊂ T∞
and
(8.65) ‖T∞ − T‖ ≤ c15max{µ, c14Rς‖u‖},
(3) whenever 0 < s < R, there are Ts ∈ G(n, k) and As ∈ A(n, k) such that As is
parallel to Ts and
‖Ts − T∞‖+
(
s−k−4
∫ s2Λ∗
−s2Λ∗
∫
C(W,2s)
dist (x,As)
2 d‖Vt‖dt
) 1
2
≤ c15(s/R)ς max{µ, c14Rς‖u‖}.
(8.66)
Proof. We may assume R = 1 after a change of variables. We choose 0 < ε5 < 1 and
1 < c15 <∞ so that
(8.67) c14ε5 < ε4,
(8.68) ε5 +
∞∑
j=1
(c14)
2θ(j−1)ς∗ ε5 < ε4,
(8.69) 2c14
∞∑
j=0
θ(j−1)ς∗ ≤ c15,
(8.70) 2θ−(k+4)/2−ς∗ ≤ c15.
We inductively prove the following. Set T0 = T and A0 = A. Suppose for j = 1, · · · , l that
there are Tj ∈ G(n, k) and Aj ∈ A(n, k) such that Aj is parallel to Tj and
(8.71) ‖Tj − Tj−1‖ ≤ c14θ(j−1)ς∗ max{µ, c14‖u‖},
(8.72) µj :=
(
θ−j(k+4)∗
∫ θ2j∗ Λ∗
−θ2j∗ Λ∗
∫
C(W,2θj∗)
dist (x,Aj)
2 d‖Vt‖dt
) 1
2
≤ θjς∗ max{µ, c14‖u‖},
(8.73) (−Λ∗ + 1)θ2j∗ ≤ ∃t1,j ≤ (−Λ∗ + 2)θ2j∗ : θ−kj∗ ‖Vt1,j‖(φ2W,θj∗) < (2− ν)c,
(8.74) (Λ∗ − 2)θ2j∗ ≤ ∃t2,j ≤ (Λ∗ − 1)θ2j∗ : θ−kj∗ ‖Vt2,j‖(φ2W,θj∗) > νc.
Since ε5 < ε4, Proposition 8.1 provides the proof for the validity of j = 1 case. Under the
inductive assumption up to j = l, we have
(8.75) µl ≤ θlς∗ max{µ, c14‖u‖} < ε4
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by (8.3), ‖u‖ < ε5 and (8.67),
‖Tl −W‖ ≤ ‖T0 −W‖+
l∑
j=1
‖Tj − Tj−1‖ ≤ ‖T −W‖
+
l∑
j=1
c14θ
(j−1)ς
∗ max{µ, c14‖u‖} ≤ ε5 +
l∑
j=1
(c14)
2ε5θ
(j−1)ς
∗ < ε4
(8.76)
by (8.1), (8.3), ‖u‖ < ε5, (8.71) and (8.68). For R = θl∗, the assumptions (8.1)-(8.6) are
now satisfied due to (8.75), (8.76), (8.73), (8.74) as well as θlς∗ ‖u‖ < ε4. Thus we have
Tl+1 ∈ G(n, k) and Al+1 ∈ A(n, k) such that Al+1 is parallel to Tl+1,
(8.77) ‖Tl+1 − Tl‖ ≤ c14µl ≤ c14θlς∗ max{µ, c14‖u‖}
by (8.8) and (8.72),
µl+1 : =
(
θ−(l+1)(k+4)∗
∫ θ2(l+1)∗ Λ∗
−θ2(l+1)∗ Λ∗
∫
C(W,2θl+1∗ )
dist (x,Al+1)
2 d‖Vt‖dt
) 1
2
≤ θς∗max{µl, c14θlς∗ ‖u‖} ≤ θ(l+1)ς∗ max{µ, c14‖u‖}
(8.78)
by (8.9) and (8.72). (8.73) and (8.74) for j = l+1 are also satisfied due to (8.10) and (8.11).
Hence the next inductive assumptions (8.71)-(8.74) are satisfied. It is now clear from (8.71)
that there exists T∞ = limj→∞ Tj ∈ G(n, k) satisfying (8.65) due to (8.71) and (8.69). To
prove (1), first assume that spt ‖V0‖∩{x : W (x) = 0} = ∅. By definition, there exists some
γ > 0 such that ‖V0‖C(W, γ) = 0. By the unit density assumption (A1) and Proposition
6.2, we may then prove that there exists 0 < γ′ < γ such that ‖Vt‖(C(W, γ′)) = 0 for
0 ≤ t ≤ γ′. But this contradicts with (8.74) for all sufficiently large j. Thus we prove
spt ‖V0‖ ∩ {x : W (x) = 0} 6= ∅. To prove the uniqueness, we observe that
(8.79) spt ‖Vt‖∩{x : dist (x,Aj) > o(1)θj∗}∩C(W, 3θj∗/2) = ∅, (−Λ∗+1)θ2j∗ ≤ ∀t ≤ Λ∗θ2j∗
where o(1) here means 0 < o(1) → 0 as j → ∞. The proof is almost identical to that
of Lemma 8.2 after a change of variables and with some notational modifications. Let
aj := Aj ∩ {x : W (x) = 0}. One can prove limj→∞ aj = a := spt ‖V0‖ ∩ {x : W (x) = 0},
by means of (8.79), which proves (1). Also (8.79) shows that Tan (spt ‖V0‖, a) ⊂ T∞ (recall
(2.1)), proving (2). Finally for 0 < s < 1, choose j such that θj+1∗ ≤ s < θj∗, and let Ts = Tj ,
As = Aj . Then we have
‖Ts − T∞‖ ≤ c14max{µ, c14‖u‖}
∞∑
l=0
θ(j+l)ς∗
= c14
∞∑
l=0
θ(l−1)ς∗ max{µ, c14‖u‖}θ(j+1)ς∗ ≤ c15max{µ, c14‖u‖}sς/2
(8.80)
by (8.69) and (
s−(k+4)
∫ s2Λ∗
−s2Λ∗
∫
C(W,2s)
dist (x,As)
2 d‖Vt‖dt
) 1
2
≤ θ−(k+4)/2∗ µj
≤ θ−(k+4)/2∗ max{µ, c14‖u‖}θjς∗ ≤ θ−(k+4)/2−ς∗ max{µ, c14‖u‖}sς
≤ c15max{µ, c14‖u‖}sς/2
(8.81)
by (8.70). Combining (8.80) and (8.81), we obtain (8.66). ✷
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Theorem 8.7. Corresponding to 1 ≤ E1 < ∞, 0 < ν < 1, p and q with (3.2), there exist
0 < ε6 < 1, 0 < σ ≤ 1/2, 2 < Λ3 < ∞ and 1 < c16 < ∞ with the following property. For
T ∈ G(n, k), 0 < R < ∞, U = C(T, 3R) and (0,Λ) replaced by (−Λ3R2,Λ3R2), suppose
{Vt}−Λ3R2≤t≤Λ3R2 and {u(·, t)}−Λ3R2≤t≤Λ3R2 satisfy (A1)-(A4). Suppose
(8.82) µ :=
(
R−(k+4)
∫ Λ3R2
−Λ3R2
∫
C(T,3R)
|T⊥(x)|2 d‖Vt‖dt
) 1
2
< ε6,
(8.83) Rς‖u‖ := Rς‖u‖Lp,q(C(T,3R)×(−Λ3R2,Λ3R2)) < ε6,
(8.84) (−Λ3 + 3/2)R2 ≤ ∃t1 ≤ (−Λ3 + 2)R2 : R−k‖Vt1‖(φ2T,R) < (2− ν)c,
(8.85) (Λ3 − 2)R2 ≤ ∃t2 ≤ (Λ3 − 3/2)R2 : R−k‖Vt2‖(φ2T,R) > νc.
Denote D˜ := (T ∩ BσR)× (−R2/4, R2/4). Then there are f : D˜ → T⊥ and F : D˜ → Rn
such that T (F (y, t)) = y and T⊥(F (y, t)) = f(y, t) for all (y, t) ∈ D˜,
(8.86) spt ‖Vt‖ ∩ C(T, σR) = imageF (·, t) ∀t ∈ (−R2/4, R2/4),
(8.87) f(x, t) is differentiable with respect to x at every point of D˜,
(8.88) R−1|f(y, s)|+ ‖∇f(y, s)‖ ≤ c16max{µ,Rς‖u‖}, ∀(y, s) ∈ D˜,
‖∇f(y1, s1)−∇f(y2, s2)‖ ≤ c16max{µ,Rς‖u‖}
(
R−1max{|y1 − y2|, |s1 − s2|1/2}
)ς
,
∀(y1, s1), ∀(y2, s2) ∈ D˜,
(8.89)
|f(y, s1)− f(y, s2)| ≤ c16max{µ,Rς‖u‖}(R−1|s1 − s2|1/2)1+ς ,
∀(y, s1), ∀(y, s2) ∈ D˜.
(8.90)
Proof. Let Λ∗, θ∗, c15, ε5 be fixed by Proposition 8.1 and Corollary 8.6 corresponding to
E1 and ν there replaced by ν/2. We set Λ3 = Λ∗ + 1/4. Without loss of generality we may
assume R = 1. Set σ := min{1/2, cν(2k+1E1 sup |∇(φ2T )|)−1}. Then σ ≤ 1/2 and we have
for any y ∈ Bkσ∫
C(T,2)
φ2T (· − y) d‖Vt1‖ ≤
∫
C(T,2)
φ2T d‖Vt1‖+ |y|‖Vt1‖(C(T, 3/2)) sup |∇(φ2T )|
≤ (2− ν)c+ |y|‖Vt1‖(B2) sup |∇(φ2T )| ≤ (2− ν/2)c
(8.91)
where we used (8.84), C(T, 3/2)∩ spt ‖Vt1‖ ⊂ B2 for sufficiently small ε6 which follows from
Proposition 6.4, (A2) and the definition of σ. The similar bound for t2 may be obtained.
Note that for any s ∈ (−1/4, 1/4), t1 ∈ (−Λ∗+s+1,−Λ∗+s+2) and t2 ∈ (Λ∗+s−2,Λ∗+s−1)
due to the intervals in (8.84) and (8.85). Thus all the assumptions for Corollary 8.6 are
satisfied for domain centered at (y, s), i.e., for C(T, y, 2)×(−Λ∗+s,Λ∗+s). We may conclude
that there exists a unique element which we define to be F (y, s) ∈ spt ‖Vs‖∩{x : T (x) = y}
for each (y, s) ∈ D˜. Define f(y, s) := T⊥(F (y, s)). It is also clear that F (y, s) is differentiable
with respect to space variables and that image∇F (y, s) = T∞(y, s), the latter being T∞ for
(y, s) in Corollary 8.6. Then (8.88) follows from (8.65) and Proposition 6.4 for a suitable
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c16. For (y1, s1), (y2, s2) ∈ D˜, set d := max{|y1 − y2|, |s1 − s2|1/2} and w := 2d. We have
Tw(y1, s1) ∈ G(n, k) and Aw(y1, s1) ∈ A(n, k) which is parallel to Tw(y1, s1) satisfying
‖Tw(y1, s1)− T∞(y1, s1)‖+
(
w−(k+4)
∫ s1+w2Λ∗
s1−w2Λ∗
∫
C(T,y1,2w)
dist (x,Aw(y1, s1))
2 d‖Vt‖dt
) 1
2
≤ c15wς max{µ, c14‖u‖}.
(8.92)
By the definition of w and d, one can check that
(8.93) C(T, y2, 2d)× (s2 − d2Λ∗, s2 + d2Λ∗) ⊂ C(T, y1, 2w)× (s1 − w2Λ∗, s1 + w2Λ∗).
By (8.93), (
d−(k+4)
∫ s2+d2Λ∗
s2−d2Λ∗
∫
C(T,y2,2d)
dist (x,Aw(y1, s1))
2 d‖Vt‖dt
) 1
2
≤ 2(k+4)/2
(
w−(k+4)
∫ s1+w2Λ∗
s1−w2Λ∗
∫
C(T,y1,2w)
dist (x,Aw(y1, s1))
2 d‖Vt‖dt
) 1
2
.
(8.94)
Since we may choose ε6 small so that ‖Tw(y1, s1)− T‖ ≤ ε5, and conditions (8.5) and (8.6)
corresponding to the domain C(T, y2, 2d)×(s2−d2Λ∗, s2+d2Λ∗) are satisfied, we may apply
Corollary 8.6 to this domain by restricting ε6 small. Thus we obtain with (8.92) and (8.93)
that
(8.95) ‖Tw(y1, s1)− T∞(y2, s2)‖ ≤ c15max{2(k+4)/2c15wς max{µ, c14‖u‖}, c14dς‖u‖}.
(8.92) and (8.95) shows with an appropriate c16 that
(8.96) ‖T∞(y1, s1)− T∞(y2, s2)‖ ≤ c16dς max{µ, ‖u‖}.
Since image∇F (y, s) = T∞(y, s), (8.96) shows (8.89) via [1, 8.9(5)] with a new suitable c16.
For (8.90), we observe that (8.92) combined with Proposition 6.4 gives the estimate with a
suitable c16. ✷
Remark 8.8. Note that Theorem 8.7 shows that spt ‖Vt‖∩C(T, σR) for t ∈ (−R2/4, R2/4)
is a set of C1,ς regular points.
9. Partial regularity
In this section, we prove the main partial regularity result. The main idea of proof comes
from [6, 6.12], though we greatly simplify the overall computations. First we give a more
convenient form of regularity criterion which is suitable for establishing partial regularity.
Proposition 9.1. Corresponding to 1 ≤ E1 < ∞, 0 < ν < 1, p, q with (3.2) there exists
2 < L < ∞, 3 < Λ4 < ∞, 0 < ε7 < 1 with the following property. Assume {Vt}0<t<Λ
and {u(·, t)}0<t<Λ satisfy (A1)-(A4). For (a, s) ∈ U × (0,Λ), assume that for some R > 0,
BRL(a)× (s− R2Λ4, s+R2Λ4) ⊂ U × (0,Λ) and for some T ∈ G(n, k),
(9.1)
(
R−(k+2)
∫
BRL(a)
|T⊥(x− a)|2 d‖Vs−R2Λ4‖
) 1
2
< ε7,
(9.2) Rς‖u‖Lp,q(BRL(a)×(s−R2Λ4,s+R2Λ4)) < ε7,
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(9.3) s− R2(Λ4 − 5/2) ≤ ∃t1 ≤ s− R2(Λ4 − 3) : R−k‖Vt1‖(φ2R(· − a)) < (2− ν)c,
(9.4) s+R2(Λ4 − 3) ≤ ∃t2 ≤ s+R2(Λ4 − 5/2) : R−k‖Vt2‖(φ2R(· − a)) > νc.
Here, φR(x) := φ(|x|/R) with φ defined in (5.1) and c defined in (5.3). Then (a, s) is a C1,ς
regular point.
Proof. We check that Theorem 8.7 is applicable for the conclusion. We may set R = 1,
a = 0 and s = 0 after a change of variables. Let Λ3 and ε6 be constants corresponding to
E1 and ν there replaced by ν/2. Set Λ4 = Λ3 + 1. We use Proposition 6.5 with Λ = 2Λ4
and obtain c17. Fix a large L > 2 so that we have
(9.5) c17L
k+2 exp(−(L/4− 1)2/(8Λ4)) < ε26/(8Λ4).
Then restrict ε7 ≤ ε6 so that
(9.6) 4k+2c17(4
2ςε27 + 4
ςε7)(L/4)
2 < ε26/(8Λ4).
By (6.28) with R = 4 and L there replaced by L/4 with L given in the assumption, and
(9.5), (9.6), (9.2), we obtain
(9.7)
∫
B4
|T⊥(x)|2 d‖Vt‖ ≤ exp(1/(8Λ4))
∫
BL
|T⊥(x)|2 d‖V−Λ4‖+ ε26/(4Λ4)
for all t ∈ [−Λ4,Λ4]. By integraring (9.7) and by (9.1), we have
(9.8)
∫ Λ4
−Λ4
∫
B4
|T⊥(x)|2 d‖Vt‖dt ≤ 2Λ4 exp(1/(8Λ4))ε27 + ε26/2.
By (9.8) and Proposition 6.4, by further restricting ε7 if necessary, we have
(9.9) spt ‖Vt‖ ∩B16/5 ⊂ {|T⊥(x)| ≤ 1/5}
for t ∈ [−Λ4+1,Λ4−1] = [−Λ3,Λ3]. By re-defining Vt = 0 on C(T, 3)\B16/5 for t ∈ [−Λ3,Λ3],
one can check that the newly defined {Vt} satisfies (3.4) on C(T, 3)×[−Λ3,Λ3]. By restricting
ε7 further, we may guarantee that (8.82) is satisfied by (9.8). For conditions (8.84) and
(8.85), note that
∫ |φ2T − φ21| d‖Vt‖ can be made arbitrarily small by Proposition 6.4 and
choosing small ε7, i.e., by making dist (T, spt ‖Vt‖) sufficiently small. Thus, having assumed
(9.3) and (9.4), we can guarantee that (8.84) and (8.85) hold for ν/2 instead of ν. We now
have all the assumptions for Theorem 8.7, and hence (a, s) is a C1,ς regular point. ✷
Lemma 9.2. Under the assmuptions (A1)-(A4), there exists a co-countable set G ⊂ (0,Λ)
such that ‖Vt‖(φ) is continuous at t ∈ G for any φ ∈ C2c (U ;R+).
Proof. Fix φ ∈ C2c (U ;R+). Computing as in (3.5), we have for any 0 < t2 < t2 < Λ
‖Vt2‖(φ)− ‖Vt1‖(φ) ≤
∫ t2
t1
(∫
U
|∇φ|2
φ
+ |u|2φ+ |∇φ||u| d‖Vt‖
)
dt
=:
∫ t2
t1
Φ(t)dt,
(9.10)
where Φ is integrable due to (A2) and (A4). (9.10) shows ‖Vt‖(φ)−
∫ t
0
Φ(s) ds is monotone
decreasing, and there are at most countably many discontinuities for such function. Since∫ t
0
Φ(s) ds is continuous, such discontinuities are caused only by ‖Vt‖(φ). By choosing a
dense and countable set of functions in C2c (U ;R
+), we may conclude the proof. ✷
We focus our attention at time t ∈ (0,Λ) when Vt is unit density and t ∈ G. By
(A1) and Lemma 9.2, such time is a.e. on (0,Λ). Without loss of generality we assume
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t = 0 ∈ (−t,Λ − t) in the following, and assume V0 = |M |. Without loss of generality, we
may assume M ⊂ spt ‖V0‖. By the standard measure-theoretic argument ([12, 2.10.19]), for
Hk a.e. x ∈ spt ‖V0‖ \M , we have Θk(‖V0‖, x) = 0. For Hk a.e. x ∈ M , Θk(‖V0‖, x) = 1
and a unique approximate tangent space TanxM exists.
Definition 9.3. Set
(9.11) A1 := spt ‖V0‖ \M, A2 := M \ {C1,ς regular points}
We aim to prove that Hk(A1) = Hk(A2) = 0. By definition, A1 ∪ A2 is closed.
Lemma 9.4. We have Hk(A1) = 0.
Proof. It suffices to prove Hk(A1 ∩Br(a)) = 0 for arbitrary B3r(a) ⊂⊂ U . After a change
of variables, let a = 0. Assume for a contradiction that Hk(A1 ∩ Br) > 0. Let c18 and c19
be constants given in Corollary 6.3. Fix a sufficiently small 0 < R0 < r/2 so that
(9.12) Rς0‖u‖Lp,q(U×(−t,Λ−t)) ≤ 1 and BR0(x)× (−c18R20, 0) ⊂⊂ U × (−t,Λ − t)
for all x ∈ Br. Then by Corollary 6.3 with (9.12), for any x ∈ A1 ∩Br and 0 < R ≤ R0, we
have
(9.13) ‖V−c18R2‖(B14R/15(x)) > c19Rk,
since we would have ‖V0‖(B4R/5(x)) = 0 otherwise, contradicting x ∈ spt ‖V0‖. Next let
(9.14) A1,m := {x ∈ A1 ∩Br : ‖V0‖(BR(x)) ≤ c19Rk/2, 0 < ∀R ≤ r/m}.
Since Θk(‖V0‖, x) = 0 for Hk a.e. x ∈ A1 ∩ Br, we have Hk(A1 ∩ Br) = Hk(∪∞m=1A1,m).
Since A1,m is an increasing sequence and since Hk(A1 ∩Br) > 0, there exists some m0 such
that Hk(A1,m0) > 0. By the definition of the Hausdorff measure, there exists some δ0 > 0
such that
(9.15)
b := Hkδ0(A1,m0) := inf
{ ∞∑
j=1
ωk
(
diamGj
2
)k
: A1,m0 ⊂ ∪∞j=1Gj, diamGj < 2δ0
}
> 0,
where inf is taken over all such covering of A1,m0 . Note that b <∞ even if Hk(A1,m0) =∞.
In the following we fix such R0, m0, δ0, A1,m0 and b.
For any R with 0 < R < min{R0, r/m0, δ0}, consider the covering {BR(b)}b∈A1,m0 of A1,m0 .
By the Besicovitch covering theorem, there exists a family of collections B1, · · · ,BB(n) each
of which consists of mutually disjoint balls and which satisfies A1,m0 ⊂ ∪B(n)j=1 ∪BR(b)∈BjBR(b).
Due to (9.15) and R < δ0, we have for this covering
(9.16) b ≤ ωk
B(n)∑
j=1
(# of elements of Bj)Rk
By (9.16), there exists at least one of the collections, say, Bj0, consisting of closures of
mutually disjoint BR(b1), · · · , BR(bN ), where N is the number of elements of Bj0 , and such
that
(9.17) b ≤ ωkB(n)NRk
holds. Since R < r/m0 and bj ∈ A1,m0 , (9.14) shows
(9.18)
N∑
j=1
‖V0‖(BR(bj)) = ‖V0‖(∪Nj=1BR(bj)) ≤ Nc19Rk/2.
52 K. KASAI AND Y. TONEGAWA
On the other hand, by (9.13) and R < R0, we have
(9.19)
N∑
j=1
‖V−c18R2‖(B14R/15(bj)) = ‖V−c18R2‖(∪Nj=1B14R/15(bj)) > Nc19Rk.
Hence (9.17)-(9.19) show
(9.20) ‖V0‖(∪Nj=1BR(bj))− ‖V−c18R2‖(∪Nj=1B14R/15(bj)) < −
c19b
2ωkB(n)
,
where we note that the right-hand side is a negative constant independent of R. Let φ ∈
C∞c (B1) be a radially symmetric function such that 0 ≤ φ ≤ 1, φ = 1 on B14/15 and
|∇φ| ≤ 30. Then define φ0(x) := φ(x/(2r)) and for j = 1, · · · , N , φj(x) := φ((x − bj)/R).
Since ∪Nj=1BR(bj) ⊂ B3r/2 and {BR(bj)}Nj=1 are mutually disjoint, we have
(9.21) 1 ≥ φ˜ := φ0 −
N∑
j=1
φj ≥ 0.
Due to the definition of φj and by (9.20), we also have
(9.22) ‖V0‖
( N∑
j=1
φj
)− ‖V−c18R2‖(
N∑
j=1
φj
)
< − c19b
2ωkB(n)
.
We have by (9.21) and (9.22)
(9.23) ‖V0‖(φ0)− ‖V−c18R2‖(φ0) < ‖V0‖(φ˜)− ‖V−c18R2‖(φ˜)−
c19b
2ωkB(n)
.
Since φ˜ ∈ C∞c (U ;R+), by (3.4) and writing −c18R2 =: s (and omitting d‖Vt‖dt),
‖V0‖(φ˜)− ‖Vs‖(φ˜) ≤
∫ 0
s
∫
(−φ˜|h|2 + |∇φ˜||h|+ φ˜|h||u|+ |∇φ˜||u|)
≤
{(∫ 0
s
∫
|∇φ˜|2
)1/2
+
(∫ 0
s
∫
B2r
|u|2
)1/2}(∫ 0
s
∫
B2r
|h|2
)1/2
+
(∫ 0
s
∫
|∇φ˜|2
)1/2(∫ 0
s
∫
B2r
|u|2
)1/2
.
(9.24)
Since |∇φ˜| ≤ 30/R and by (A3), we have
(9.25)
∫ 0
−c18R2
∫
|∇φ˜|2 ≤ 900ωkc18(2r)kE1, lim
R→0
∫ 0
−c18R2
∫
B2r
|u|2 = 0.
Combining (9.23)-(9.25), for all small R > 0, we obtain
(9.26)
‖V0‖(φ0)− ‖V−c18R2‖(φ0) ≤ (900ωkc18(2r)kE1 + 1)1/2
(∫ 0
−c18R2
∫
B2r
|h|2
)1/2
− c19b
4ωkB(n)
.
Since ‖Vt‖(φ0) is continuous at t = 0, for all small R > 0, we finally obtain
(9.27) c20 :=
(
c19b
8ωkB(n)
)2
(900ωkc18(2r)
kE1 + 1)
−1 ≤
∫ 0
−c18R2
∫
B2r
|h|2.
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Note that c20 is independent of R. Now consider φˆ(x) = φ(x/3r) so that φˆ ∈ C∞c (B3r) and
φˆ = 1 on B2r. We have by (3.4), (3.5) and (9.27)
(9.28) ‖V0‖(φˆ)− ‖V−R2‖(φˆ) ≤ −
∫ 0
−R2
∫
φˆ|h|2
2
+ o(1) ≤ −c20
2
+ o(1)
for all sufficiently small R > 0. But this contradicts the continuity of ‖Vt‖(φˆ) as t ր 0.
Hence we complete the proof. ✷
Lemma 9.5. We have Hk(A2) = 0.
Proof. Just as in the beginning of proof for Lemma 9.4, for a contradiction, assume
B3r ⊂⊂ U and Hk(A2 ∩ Br) > 0. Since A2 ⊂ M , it is a finite value. Corresponding to
ν = 1/2, we fix L, Λ4 and ε7 by Proposition 9.1. For each m ∈ N with (L+ 1) ≤ m, define
A2,m :=
{
x ∈ A2 ∩Br : |R−k‖V0‖(φ2R(· − x))− c| ≤ c/4, 0 < ∀R ≤ r/m and
R−k−2
∫
B(L+1)R(x)
|(TanxM)⊥(y − x)|2 d‖V0‖(y) ≤ ε27/2, 0 < ∀R ≤ r/m
}
,
(9.29)
where φR(x) and c are as in Proposition 9.1. Since there exists an approximate tangent
space TanxM for Hk a.e. x ∈ A2 ∩ Br, we have Hk(A2 ∩Br) = Hk(∪(L+1)≤m∈NA2,m). Since
Hk(A2 ∩ Br) > 0, for some (L + 1) ≤ m0 ∈ N, we have Hk(A2,m0) > 0. Similar to (9.15),
we may choose δ0 > 0 such that Hkδ0(A2,m0) > 0. Choose small R0 > 0 so that
(9.30) Rς0‖u‖Lp,q(U×(−t,Λ−t)) ≤ ε7, and B(L+1)R0(x)× (−Λ4R20,Λ4R20) ⊂⊂ U × (−t,Λ− t)
for all x ∈ Br. For each 0 < R ≤ R0, we define
A12,m0(R) := {x ∈ A2,m0 : (9.1) fails for any T ∈ G(n, k) },
A22,m0(R) := {x ∈ A2,m0 : (9.3) fails}, A32,m0(R) := {x ∈ A2,m0 : (9.4) fails}
(9.31)
with ν = 1/2 in (9.3) and (9.4). Since any point of A2,m0 is not C
1,ς regular, and by
(9.30), Proposition 9.1 shows A2,m0 ⊂ ∪3l=1Al2,m0(R) for all 0 < R ≤ R0 (if not, then
x ∈ A2,m0 \ ∪3l=1Al2,m0(R) satisfies (9.1)-(9.4) and Proposition 9.1 applies to (x, 0)). Since
Hkδ0 is sub-additive, we have Hkδ0(A2,m0) ≤
∑3
l=1Hkδ0(Al2,m0(R)) and we have for 0 < R ≤ R0
(9.32) 0 < b := Hkδ0(A2,m0)/3 ≤ maxl=1,2,3{H
k
δ0(A
l
2,m0(R))}.
We prove that we will have a contradiction whichever of three quantities takes the maximum
value. We proceed with the assumption that 0 < R ≤ min{R0, r/(L+ 1)m0, δ0/(L+ 1)}.
Case 1. When b ≤ Hkδ0(A12,m0(R)).
Consider the covering {B(L+1)R(x)}x∈A12,m0 (R) of A
1
2,m0
(R). Just as in Lemma 9.4, there exist
mutually disjoint B(L+1)R(b1), · · · , B(L+1)R(bN ) with b1, · · · , bN ∈ A12,m0(R) and with
(9.33) b ≤ ωkB(n)(L+ 1)kNRk.
Since bj ∈ A2,m0 , (9.29) shows
(9.34)
N∑
j=1
∫
B(L+1)R(bj)
|T⊥j (x− bj)|2 d‖V0‖ ≤ ε27NRk+2/2,
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where we denote Tj := TanbjM . On the other hand, since bj ∈ A12,m0 , by (9.31), we have
(9.35)
N∑
j=1
∫
BLR(bj)
|T⊥j (x− bj)|2 d‖V−Λ4R2‖ ≥ ε27NRk+2.
Let φ ∈ C∞c (BL+1) be a radially symmetric function such that 0 ≤ φ ≤ 1, φ = 1 on BL and
|∇φ| ≤ 2. For j = 1, · · · , N , define
(9.36) φj(x) = φ((x− bj)/R) and ξj(x) = {(L+ 1)R}−2φj(x)|T⊥j (x− bj)|2.
Note that {ξj}Nj=1 have mutually disjoint supports and that 0 ≤ ξj ≤ 1. Now combining
(9.33)-(9.36), we then obtain
(9.37) ‖V0‖
( N∑
j=1
ξj
)− ‖V−Λ4R2‖(
N∑
j=1
ξj
) ≤ − ε27b
2ωkB(n)(L+ 1)k+2
.
Let φ0 ∈ C∞c (B2r) be a radially symmetric function with 0 ≤ φ0 ≤ 1, φ0 = 1 on B3r/2 and
|∇φ0| ≤ 3/r. Since spt ξj ⊂ B3r/2, we have
(9.38) 1 ≥ φ˜ := φ0 −
N∑
j=1
ξj ≥ 0,
and by (9.37),
(9.39) ‖V0‖(φ0)− ‖V−Λ4R2‖(φ0) ≤ ‖V0‖(φ˜)− ‖V−Λ4R2‖(φ˜)−
ε27b
2ωkB(n)(L+ 1)k+2
.
Now the rest of the argument proceeds just like (9.24)-(9.28) since newly defined φ˜ also
satisfies |∇φ˜| ≤ 3/R, and we similarly obtain a contradiction to the continuity at t = 0.
Thus Case 1 cannot occur for sufficiently small R > 0.
Case 2. When b ≤ Hkδ0(A22,m0(R)).
Consider the covering {BR(x)}x∈A22,m0 (R) of A
2
2,m0
(R). Just as in Lemma 9.4, there exist
mutually disjoint BR(b1), · · · , BR(bN ) with b1, · · · , bN ∈ A22,m0(R) with
(9.40) b ≤ ωkB(n)NRk.
Since bj ∈ A2,m0 , (9.29) shows
(9.41) R−k‖V0‖(φ2R(· − bj)) ≤ 5c/4,
while bj ∈ A22,m0(R) implies
(9.42) R−k‖V−(Λ4−3)R2‖(φ2R(· − bj)) ≥ 3c/2.
Hence (9.40)-(9.42) show
(9.43) ‖V0‖
( N∑
j=1
φ2R(· − bj)
)− ‖V−(Λ4−3)R2‖(
N∑
j=1
φ2R(· − bj)
) ≤ − cb
4ωkB(n)
.
Define φ0 ∈ C∞c (B2r) as in Case 1 and
(9.44) 1 ≥ φ˜ := φ0 −
N∑
j=1
φ2R(· − bj) ≥ 0.
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Then by (9.43) and (9.44), we have
(9.45) ‖V0‖(φ0)− ‖V−(Λ4−3)R2‖(φ0) ≤ ‖V0‖(φ˜)− ‖V−(Λ4−3)R2‖(φ˜)−
cb
4ωkB(n)
.
Note that |∇φ˜| ≤ c/R, and the rest of the argument proceeds just like (9.24)-(9.28), leading
to a contradiction for all sufficiently small R > 0.
Case 3. When b ≤ Hkδ0(A32,m0(R)).
The argument is similar to Case 2. With the same kind of covering balls, we have
(9.46) R−k‖V0‖(φ2R(· − bj)) ≥ 3c/4
in place of (9.41) and
(9.47) R−k‖V(Λ4−3)R2‖(φ2R(· − bj) ≤ c/2
in place of (9.42), leading to
(9.48) ‖V(Λ4−3)R2‖
( N∑
j=1
φ2R(· − bj)
)− ‖V0‖( N∑
j=1
φ2R(· − bj)
) ≤ − cb
4ωkB(n)
.
Similar argument leads to a contradiction to the continuity of ‖Vt‖(φ˜) as tց 0.
Thus all three alternatives lead to a contradiction and this shows the claim of Lemma
9.5. ✷
By Lemma 9.4 and Lemma 9.5, now we conclude the proof of Theorem 3.2.
10. Concluding remarks
10.1. C∞ regularity. In case u = 0, Brakke claimed that the support of moving varifold
is a.e. time and a.e. everywhere C∞. Unfortunately, in examining his proof, there is an
essential gap in the argument for going from C1,ς to C2 estimates. After showing that the
spacial gradient is Ho¨lder continuous in the middle of page 202 of [6], Brakke proceeds to
prove that the graph can be approximated by some quadratic function, claiming that the
graph is C2,1/8 in the space variables. For the proof, from (21) of page 203 to (22) of the
next page, he substitutes p+q = Rε with ε = 1/100, which one can easily see from (22) that
it should be p + q = R3/2 instead. In the 4th line of (25), Brakke substitutes p + q = Rε,
which instead can only be R3/2 from the previous computations. This is a crucial step to
show the decay rate is good enough. If p + q = R3/2, no improvement is achieved, and
his argument has an essential gap in this regard. To remedy the situation, the forthcoming
paper [26] gives a proof that, assuming that u is α-Ho¨lder continuous, the support of moving
varifold is a.e. C2,α (in parabolic sense) and it satisfies the motion law classically. Thus by
the standard parabolic regularity theory, if u is C∞, and in particular u = 0, the support
is a.e. C∞, which is Brakke’s original claim. The idea of proof is to carry out another blow
up argument with second order approximation and is similar to the proof in Section 8 in
spirit.
10.2. Time independent case. Suppose that Vt and u do not depend on t while (A1)-(A4)
are satisfied. Then (3.4) reduces simply to
(10.1) 0 ≤ B(V, u, φ), ∀φ ∈ C1c (U ;R+).
We have V = |M | for some countably k-rectifiable set M ⊂ U by (A1), h(V ) ∈ L2(‖V ‖) by
(3.6) and u ∈ Lp(‖V ‖) with p > k by (3.2). We claim that
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Lemma 10.1. h(V ) + u⊥ = 0, ‖V ‖ a.e. on U .
Proof. Let xˆ ∈M be any Lebesgue point of h(V ) and u⊥ with respect to Hk measure. We
may also assume that the approximate tangent space for M exists at xˆ and h(V ) = h(V )⊥.
Set of such points is a full measure set onM . For any φ ∈ C1c (Rn;R+) and 0 < r < 1, define
φr(y) := φ((y − xˆ)/r). For all sufficiently small r > 0, φr ∈ C1c (U ;R+). By (10.1) with this
φr, we have
(10.2) 0 ≤
∫
{−hφr + r−1∇φ((· − xˆ)/r)} · (h+ u⊥) d‖V ‖.
By change of variables y˜ = (y − xˆ)/r, dividing (10.2) by rk−1, and letting r → 0, we obtain
(10.3) 0 ≤
∫
TanxˆM
∇φ(y˜) dHk(y˜) · (h(V, xˆ) + u⊥(xˆ)).
Note that the vector
∫
TanxˆM
∇φ(y˜) dHk(y˜) is perpendicular to TanxˆM , but otherwise it may
be arbitrarily chosen depending on φ. Thus for (10.3) to be true, h(V, xˆ)+u⊥(xˆ) = 0. Thus
this holds for ‖V ‖ a.e. xˆ on U. ✷
Thus, in this case, we have h(V, ·) ∈ Lp(‖V ‖) with p > k. Since V has density equal to 1
a.e., Allard’s regularity theorem applies. In this sense, the partial regularity theorem of the
present paper is a natural generalization of Allard’s regularity theorem.
11. Appendix
11.1. Inequalities for G(n, k). In this subsection we collect some well-known facts which
are used in this paper. For completeness we include their proofs.
Lemma 11.1. For S, T ∈ G(n, k) and v ∈ Rn, we have the following.
(11.1) I · T = k, T t = T, T ◦ T = T, T ◦ T⊥ = 0.
(11.2) 0 ≤ k − S · T = S⊥ · T ≤ k‖S − T‖2.
(11.3) 0 ≤ ‖S − T‖2 ≤ (S − T ) · (S − T ) = 2T⊥ · S.
(11.4) |T (S⊥(v))| ≤ ‖T − S‖|v|.
(11.5) |T (S⊥(T (v)))| ≤ ‖T − S‖2|v|.
Proof. By taking a set of orthonormal vectors {v1, · · · , vn} such that v1, · · · , vk ∈ T ,
I ·T = tr (T ) =∑ki=1 vi ·T (vi) = k. It is clear that T t = T if represented for such basis, and
thus it is symmetric matrix. T ◦ T = T and T ◦ T⊥ = 0 are clear and this ends the proof of
(11.1)
By (11.1), and for the orthonormal vectors {v1, · · · , vn} as above,
k − S · T = I · T − S · T = S⊥ · T = tr (S⊥ ◦ S⊥ ◦ T ◦ T ) = tr (S⊥ ◦ T ◦ T ◦ S⊥)
= tr ((T − S) ◦ T ◦ T ◦ (T − S)) =
n∑
i=1
vti · (T ◦ (T − S) ◦ (T − S) ◦ T )(vi)
=
k∑
i=1
vti · ((T − S) ◦ (T − S))(vi) ≤ k‖S − T‖2.
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It is also clear from the intermediate expression that the above is nonnegative. Thus this
proves (11.2).
By choosing a unit vector v such that ‖S − T‖ = |(S − T )(v)|, and noticing
|(S − T )(v)|2 = vt · ((S − T ) ◦ (S − T ))(v) ≤ (S − T ) · (S − T ),
we have ‖S − T‖2 ≤ (S − T ) · (S − T ). Also
(S − T ) · (S − T ) = 2k − 2T · S = 2(I · S − T · S) = 2T⊥ · S
proves (11.3).
For (11.4) and (11.5), we have
|T (S⊥(v))| = |T ((I − S)(v))| = |T ((T − S)(v))| ≤ ‖T − S‖|v|,
|T (S⊥(T (v)))| = |T ((I − S)(T − S)(v))| = |T ((T − S)2(v))| ≤ ‖T − S‖2|v|.
✷
11.2. Additional results. In this subsection we include some results from [6] along with
their proofs for the convenience of readers.
Lemma 11.2. (Tilt of tangent planes [6, 5.5],[1, 8.13]) If U ⊂ Rn is open, V ∈ IVk(U),
T ∈ G(n, k), φ ∈ C1c (U ;R+),
α =
(∫
U
|h(V, x)|2φ2(x) d‖V ‖(x)
) 1
2
, µ =
(∫
U
|T⊥(x)|2φ2(x) d‖V ‖(x)
) 1
2
,
µ˜ =
(∫
U
|T⊥(x)|2|∇φ(x)|2 d‖V ‖(x)
) 1
2
, β =
(∫
Gk(U)
‖S − T‖2φ2(x) dV (x, S)
) 1
2
,
then we have
(11.6) β2 ≤ 4αµ+ 16µ˜2.
Proof. Let g(x) = φ2(x)T⊥(x) for x ∈ U . Then for S ∈ G(n, k) we have
(11.7) ∇g(x) · S = 2φ(x)S(T⊥(x)) · ∇φ(x) + φ2(x)T⊥ · S.
By (11.3) and (11.1), (11.7) implies
1
2
φ2(x)‖S − T‖2 ≤ ∇g(x) · S + 2φ(x)|S(T⊥(x)) · ∇φ(x)|
≤ ∇g(x) · S + 2φ(x)‖S − T‖|T⊥(x)||∇φ(x)|
≤ ∇g(x) · S + 1
4
φ2(x)‖S − T‖2 + 4|T⊥(x)|2|∇φ(x)|2.
(11.8)
Since
(11.9)
∫
Gk(U)
∇g(x) · S dV (x, S) = −
∫
U
φ2(x)h(V, x) · T⊥(x) d‖V ‖(x) ≤ αµ
by Schwarz’ inequality, (11.8) and (11.9) give (11.6). ✷
Theorem 11.3. (Cylindrical growth rates [6, 6.4]) Suppose T ∈ G(n, k), 0 < R1 < R2 <∞,
0 ≤ α < ∞, 0 ≤ β < ∞, V ∈ IVk(C(T,R2)) is finite and spt ‖V ‖ is bounded. Suppose
φ ∈ C3(C(T, 1);R+) depends only on |T (x)| and sptφ ⊂ C(T, 1). Moreover suppose
(11.10)
∫
C(T,R2)
|h(V, x)|2φ(x/r) d‖V ‖(x) ≤ α2rk, R1 ≤ ∀r ≤ R2,
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(11.11)
∫
Gk(C(T,R2))
‖S − T‖2φ(x/r) dV (x, S) ≤ β2rk, R1 ≤ ∀r ≤ R2.
Then we have
(11.12)
∣∣R−k2 ‖V ‖(φ(x/R2))−R−k1 ‖V ‖(φ(x/R1))∣∣ ≤ kβ2 log(R2/R1) + αβ(R2 − R1) + β2.
Proof. For each fixed r ∈ [R1, R2] we use the vector field g(x) = r−1φ(x/r)T (x) in the
first variation. Since spt ‖V ‖ is bounded in C(T,R2), g can be modified suitably so that
it has a compact support in C(T,R2) and so that it does not affect the computations. We
have
(11.13) δV (g) = r−1
∫
Gk(C(T,R2))
φ(x/r)T · S + T (x)⊗∇φ(x/r) · S dV (x, S).
Since φ depends only on |T (x)|, we can derive that
(11.14) ∇φ(x/r) = −r∂φ(x/r)
∂r
T (x)
|T (x)|2 .
Using the perpendicularity of mean curvature (2.4), Schwarz’ inequality, (11.4), (11.10) and
(11.11), we have
(11.15) |δV (g)| =
∣∣∣∣
∫
Gk(C(T,R2))
h(V, x) · S⊥(T (x)/r)φ(x/r) dV (x.S)
∣∣∣∣ ≤ αβrk.
We use (11.13)-(11.15) and (11.18) of Lemma 11.4 to derive∣∣∣ d
dr
∫
Gk(C(T,R2))
|S(T (x))|2|T (x)|−2φ(x/r) dV (x, S)
− k
r
∫
Gk(C(T,R2))
|S(T (x))|2|T (x)|−2φ(x/r) dV (x, S)
∣∣∣ ≤ r−1kβ2rk + αβrk.(11.16)
Dividing both sides of (11.16) by rk and integrating this from R1 to R2, we obtain∣∣∣r−k ∫
Gk(C(T,R2))
|S(T (x))|2|T (x)|−2φ(x/r) dV (x, S)∣∣R2
r=R1
∣∣∣
≤ kβ2 log(R2/R1) + αβ(R2 − R1).
(11.17)
By (11.19) of Lemma 11.4, (11.11) and (11.17), we obtain (11.12). ✷
Lemma 11.4. For x ∈ Rn, S, T ∈ G(n, k), we have
(11.18) |T · S − k|S(T (x))|2|T (x)|−2| ≤ k‖S − T‖2,
(11.19) 0 ≤ 1− |S(T (x))|2|T (x)|−2 ≤ ‖S − T‖2.
Proof. We verify (11.18) first. We have
|S(T (x))|2 = T (x) · T (S(T (x))) = T (x) · T ((S − I)(T (x))) + |T (x)|2
= −T (x) · T (S⊥(T (x))) + |T (x)|2.(11.20)
Thus we obtain from (11.20)
(11.21) k|S(T (x))|2|T (x)|−2 − T · S = k − T · S − kT (x) · T (S
⊥(T (x)))
|T (x)|2 .
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Writing v = T (x), we have
(11.22) T (x) · T (S⊥(T (x))) = v · S⊥(v) = |S⊥(v)|2 ≥ 0.
Combining (11.2), (11.5), (11.21), and (11.22), we prove (11.18). Observing (11.20) and
(11.5), we see that (11.19) holds. ✷
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