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1. Introduction 
On s'intéresse ici à l'association entre la maladie représentée par Y et une variable quantitative X. Le 
problème est plus compliqué, et même de nature différente, que celui où X est une variable qualitative, 
qu'elle soit ordinale ou nominale. La relation entre X et Y ne peut pas être caractérisée par une série 
finie de valeurs (moyennes ou pourcentages de Y par classe de X). Il faut représenter l'ensemble de la 
variation de Y en fonction de X, ce qui nécessite une forme de modélisation de la relation entre X et Y. 
Ce polycopié est consacré aux méthodes qui permettent de le faire et de tester globalement l'existence 
d'une association entre X et Y. 
Les méthodes sont les mêmes que Y soit une variable quantitative ou dichotomique. Cela s'explique 
notamment par le fait que la modélisation d'une variable dichotomique passe par celle de Logit P et se 
ramène donc à la modélisation d'une variable quantitative. A quelques exceptions près, l'ensemble de ce 
polycopié est consacré aux variables Y dichotomiques analysées par régression logistique. 
1.1. Représentation graphique de la relation entre X et Y 
Avant de se lancer dans des analyses statistiques plus ou moins sophistiquées, il est toujours utile de se 
faire une idée de la forme de l'association par une représentation graphique des données brutes.  
Prenons l'exemple de la relation entre le terme de naissance X et le poids de naissance Y. Les 
observations (il s'agit des naissances de l'année 1985 à la maternité de Haguenau en Alsace) sont 
représentées par le nuage de points de la figure 1a. Ce nuage de points indique une grande tendance 
générale (le poids de naissance augmente avec le terme), mais ne permet pas d'en dire beaucoup plus, 
ce qui peut se comprendre car l'objectif de la régression de Y en fonction de X n'est pas de représenter 
l'ensemble des données individuelles, mais de modéliser la moyenne de Y à X fixé (E(Y|x)). Il est donc 
utile d'ajouter au nuage de points les points représentant la moyenne de Y à X fixé. C'est ce qui est fait 
sur la figure 1b des regroupements des valeurs de X par semaine de terme. La régression "observée" 
entre X et Y est la courbe qui relie ces points moyens, et c'est elle qu'on cherche à modéliser. 
 
Figure 1 : Terme et poids de naissance des nouveau-nés de la maternité de Haguenau (Alsace) de 
l'année 1985 
 
 
1a : Nuage de points (1 point = 1 nouveau-né) 
 
 
1b : Nuage de points et points (en rouge) 
représentant les poids moyens de naissance par 
semaine de terme 
 
 
L'ajout des points moyens permet de mieux visualiser la forme de la relation entre X et Y, et, par 
exemple, de choisir une représentation non linéaire, plus conforme à la variation des points moyens, 
alors que le seul nuage de points ne le permettrait pas (voir figure 1c). 
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Figure 1c : Représentation du poids de naissance en fonction du terme par une droite (en noir) ou une 
relation non linéaire (en vert) qui est en fait ici un polynôme fractionnaire 
 
 
 
 
Quand Y est 0/1, comme c'est souvent le cas en épidémiologie où Y est la variable malade oui/non (ou 
succès/échec), le nuage de points est non informatif. On obtient en effet deux séries de points alignés, 
l'un à l'ordonnée 0 et l'autre à l'ordonnée 1 (Figure 2a).  
On peut envisager de se ramener à la situation précédente en transformant Y en Logit P où P est la 
probabilité de Y à X fixé, c'est-à-dire une variable quantitative comprise entre 0 et 1. Cependant, en 
pratique, Logit P est une quantité non observable car lorsque X est fixé il n'y a qu'une observation (ou un 
tout petit nombre) ce qui empêche d'estimer P de façon valide. On peut alors procéder comme 
précédemment, en regroupant les valeurs de X (ici par semaine de terme) et en représentant les valeurs 
moyennes de Logit P (Figure 2b). Cette représentation ne résout cependant pas tous les problèmes car 
Logit P n'est pas calculable quand P=0 ou P=1. On verra plus loin (dans le paragraphe "Exemple 
illustratif" et dans l'annexe A) quelles solutions peuvent être envisageables. 
 
Figure 2 : Terme de naissance et césarienne des nouveau-nés de la maternité de Haguenau (Alsace) de 
l'année 1985 
 
2a : Nuage de points (1 point = 1 nouveau-né) 
 
 
2b : Points moyens (1 point = Logit P où P est le 
pourcentage de césariennes par semaine de terme 
de naissance 
 
 
 
L'examen du nuage de points, pour informative qu'elle soit, ne peut pas suffire pour conduire l'analyse 
statistique. Il faut représenter l'association entre X et Y de façon plus synthétique, c'est-à-dire la 
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modéliser. La modélisation doit chercher le meilleur compromis entre la perte d'information qu'elle induit, 
et la facilité d'utilisation et d'interprétation. Plusieurs méthodes existent pour cela, et c'est l'objet de ce 
polycopié de les présenter. 
Nous commencerons par discuter l'intérêt de la méthode qui consiste à transformer X en classes (et 
donc à perdre sa nature quantitative) et qui est probablement la plus utilisée en pratique. Nous 
envisagerons ensuite d'autres méthodes, notamment les fonctions splines et les polynômes 
fractionnaires, en commençant par les aspects "techniques" de leur mise en œuvre, avant d'aborder la 
façon de communiquer les résultats pour qu'ils restent facilement compréhensibles par le lecteur. 
1.2. Transformer (ou pas) une variable quantitative en classes 
La pratique qui reste la plus courante en épidémiologie pour inclure une variable quantitative X dans un 
modèle de régression est de la transformer en variable qualitative en faisant des classes. Cette nouvelle 
variable qualitative est de plus souvent analysée comme une variable nominale en la remplaçant par des 
variables indicatrices des classes construites, sans tenir compte de leur ordre, de sorte que la notion 
même de variable quantitative est quasiment perdue1.  
Même si une évolution de cette pratique dans le temps a pu être notée (avec une légère décroissance) 
(Del Priore G et al., 1997), l'impression générale que c'est la méthode de référence ressort de la lecture 
des articles publiés, mais aussi des mémoires d'étudiants ou des thèses (c'est donc ce que retiennent 
de leur formation les plus jeunes épidémiologistes ...). La fréquence de la catégorisation dans les 
publications scientifiques en épidémiologie a été quantifiée par Turner et al (Turner E et al., 2010) qui 
ont revu les articles d'épidémiologie observationnelle de 5 grands journaux d'épidémiologie et de 5 
grands journaux généralistes de médecine en décembre 2007 et janvier 2008. Sur les 58 articles 
pertinents, 86% transformaient la variable quantitative en classes, dont moins de la moitié l'étudiaient 
aussi quantitativement. On peut noter que 6% seulement se limitaient à 2 classes (dichotomisation 
exposé / non exposé), la majorité (60%) constituaient 4 ou 5 classes. A la fin de leur article, les auteurs 
proposent des recommandations en 13 points pour guider le choix de la catégorisation, le dernier point 
étant d'ailleurs de considérer la possibilité de ne pas catégoriser. 
 
Pour tenir compte de sa fréquence d'utilisation, nous reviendrons plus en détail sur les aspects 
techniques de la catégorisation d'une variable quantitative dans le paragraphe 6. Mais faisons tout 
d'abord ici le point sur ses avantages et inconvénients pour l'analyse de la relation entre X et Y. 
 
Les avantages les plus souvent mis en avant en faveur de la catégorisation d'une variable quantitative 
relèvent de deux grands types d'arguments : 
• La présentation et l'interprétation des résultats sont plus simples et/ou plus adaptées aux 
besoins. 
Il est en effet exact que la présentation des résultats en donnant des odds ratios par catégorie est plus 
facilement compréhensible, notamment (mais pas seulement) pour des non statisticiens ou non 
épidémiologistes. Cela permet de plus d'avoir une vision assez claire de la progression du risque avec 
les valeurs de X, même si la relation dose-effet n'est pas toujours testée. En outre, les classes 
constituées sont souvent les catégories utilisées de façon habituelle dans les autres publications (par 
exemple, l'âge en classes de 5 ans) et facilitent donc les comparaisons et la discussion des résultats. 
Enfin, il existe souvent une catégorie "non exposée" qui sert naturellement de référence. 
• C'est une méthode non paramétrique, en ce sens qu'elle ne nécessite pas d'hypothèses sur la forme 
de la relation entre les variables X et Y. En particulier, aucune hypothèse de linéarité n'est requise. 
En fait, ces deux types d'arguments sont assez "datés", et nous verrons plus loin que les méthodes 
actuelles de modélisation des variables quantitatives sont suffisamment souples pour ne pas être 
handicapées par des hypothèses paramétriques et sont en mesure de concilier la qualité de la 
modélisation et la simplicité de l'interprétation. 
 
La tendance actuelle est nettement de souligner les inconvénients de la transformation d'une variable 
continue en catégories (Altman DG et al., 2006; American College of Obstetricians and Gynecologists, 
1997; Bennette C et al., 2012; Dinero TE, 1996; Froslie K et al., 2010; Greenland S, 1995b; Greenland 
                                                
1 On parlera dans la suite, de façon équivalente, de catégorisation ou de transformation en variables indicatrices 
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S, 1995c; Royston P et al., 2006; Weinberg CR, 1995). Les arguments sont multiples et, lorsque c'est 
pertinent, ont été validés sur le plan statistique par des simulations. 
Lorsque la variable transformée en catégories est l'exposition d'intérêt principal, les deux grands types 
d'arguments contre sa catégorisation sont la mauvaise modélisation de la relation avec Y et le mauvais 
contrôle des risques d'erreur statistiques (en particulier une perte de puissance). Lorsqu'il s'agit d'une 
variable d'ajustement, la prise en compte du biais de confusion n'est que partielle après catégorisation. 
 
Mauvaise modélisation de la relation entre X et Y 
La catégorisation de X et l'utilisation de variables indicatrices revient à représenter l'association entre X 
et Y par un escalier, ce qui a peu de chance de correspondre à la réalité. Si on reprend l'exemple donné 
plus haut du terme de naissance (X) et du poids de naissance (Y), la constitution de classes de X (ici 
≤35; [36-37] ; [38-40] ; [41-43] ; ≥44) donne la figure 3. Même si on peut penser qu'elle résume d'une 
certaine façon la situation, on ne peut pas non plus admettre que le poids moyen de naissance fait de 
brusques sauts aux bornes des classes.  
 
Figure 3 : Relation entre terme et poids de naissance après catégorisation du terme en 5 classes 
 
 
 
L'argument selon lequel, dans le cas d'une exposition X mesurée avec erreur, on peut réduire les effets 
de ces erreurs de mesure en faisant des classes est intuitivement séduisant, mais n'a pas fait la preuve 
de sa réalité (Weinberg CR, 1995). On peut par exemple se dire qu'une consommation de tabac 
rapportée en nombre de cigarettes par jour est sujette à des erreurs d'arrondi et qu'il est préférable de 
faire des classes de consommation. En fait, en faisant des classes, on rajoute encore de l'erreur de 
mesure et cela n'arrange rien.  
 
Une des formes "extrême", mais courante en épidémiologie, de la catégorisation est la dichotomisation : 
X est transformée en une variable à deux classes de type exposé / non exposé (obèse, hypertendu, 
fumeur). Le choix de la valeur seuil déterminant ces 
classes est bien sûr crucial et on a montré que les 
méthodes de choix "optimal" de ce seuil peut 
conduire à des biais (MacCallum RC et al., 2002; 
Royston P et al., 2006). 
 
Le choix des bornes des classes est en fait souvent 
arbitraire et les résultats peuvent en dépendre. Non 
seulement la forme de la courbe en escalier, mais 
aussi l'interprétation qu'on en fait. 
Si, par exemple, on fait 2 classes de terme, on 
obtient des résultats différents selon que la limite 
entre les classes est 36 ou 37 semaines. C'est ce 
que l'on voit sur la figure 4 ci-contre. Il est clair que 
les courbes sont différentes, ce qui n'est peut-être 
Figure 4 : Rôle du choix du seuil lorsque le 
terme de naissance est catégorisé en 2 classes 
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pas trop grave car elles indiquent toutes les deux que le poids de naissances moyen est plus petit chez 
les nouveau-nés de petit terme. En revanche, l'écart de poids entre les petits termes et les autres n'est 
pas le même : 941 g pour une limite à 36 semaines et 739 g pour une limite à 37 semaines. On en 
comprend bien la raison, mais cela ne donne pas du tout le même résultat sur le plan quantitatif. 
 
De façon plus générale, il n'y a pas de consensus sur le choix du nombre des catégories ni sur leurs 
bornes, bien qu'on utilise souvent des percentiles (tertiles, quartiles, quintiles) (Altman DG, 1998). 
L'utilisation de percentiles n'est d'ailleurs pas toujours le "meilleur" choix possible (Connor RJ, 1972). 
Des considérations cliniques peuvent bien sûr intervenir, mais elles résultent souvent d'habitudes plus 
ou moins anciennes qui n'ont éventuellement pas été reconsidérées et/ou de ce que l'on sait du lien 
entre la variable X et la maladie Y. Par exemple, la définition habituelle de la prématurité (<37 semaines 
de gestation) repose sur l'observation, maintenant en partie dépassée, de l'augmentation des problèmes 
pédiatrique chez les nouveau-nés de moins de 37 semaines. On voit bien qu'on inclut dans le choix du 
seuil une partie de l'association entre X et Y, ce qui est bien sûr discutable. Le choix de seuils 
"optimaux", au sens où ils rendent l'adéquation du modèle ou sa capacité de prédiction les meilleurs 
n'est pas recommandé car ils peuvent varier considérablement d'une étude à l'autre (Buettner P et al., 
1997) et rendre difficile toute comparaison ou combinaison entre leurs résultats. Ce type de choix accroit 
aussi de façon importante le risque d'erreur de première espèce (Altman DG et al., 1994; Harrell FE, 
2001; Royston P et al., 2006). 
Notons enfin sur ce sujet qu'on considère que la perte d'information liée à la catégorisation devient peu 
importante au-delà de 5 classes (Connor RJ, 1972). 
Au-delà du nombre de catégories, le choix de la catégorie de référence ne fait pas l'unanimité. Dans un 
certain nombre de cas, elle parait s'imposer lorsqu'il y a une catégorie "non exposés", par exemple les 
non fumeurs ou les non exposés à une pollution environnementale. Mais pour des variables comme 
l'âge, le poids ou le BMI, il n'y a pas de telles évidences. En principe, cela ne devrait rien changer aux 
tests d'association entre X et Y qui doivent être des tests globaux, mais cela peut modifier la façon dont 
les résultats sont exposés et donc la façon dont ils sont compris par le lecteur, voire interprétés par leurs 
auteurs. Froslie et al (Froslie K et al., 2010) en donnent un exemple à propos de la relation entre 
l'hyperglycémie du nouveau et le BMI de la mère. 
 
Perte de puissance 
La catégorisation d'une variable continue peut être assimilée à une erreur de mesure puisqu'on attribue 
la même valeur (erronée donc pour la plupart) à toutes les observations d'une même catégorie (Altman 
DG, 1998).  Comme pour toutes les erreurs de mesure, cela induit une perte de puissance pour le test 
de l'existence d'une association entre X et Y (Greenland S, 1995a; Moser BK et al., 2004). Elle a été 
évaluée équivalente à la perte d'environ 1/3 des sujets, ce qui est considérable (Lagakos SW, 1988; 
Zhao LP et al., 1992). Comme précédemment, la perte de puissance semble limitée avec 5 catégories 
ou plus (Brenner H et al., 1997). 
 
Mauvais ajustement 
La catégorisation d'une variable continue a aussi des conséquences lorsque cette variable intervient 
comme variable d'ajustement dans l'analyse. Le résultat général est que la qualité de l'ajustement est 
dégradée, c'est-à-dire que les coefficients des autres variables restent biaisés après ajustement sur une 
variable catégorisée. Il y a donc une mauvaise prise en compte des phénomènes de confusion (Taylor 
JMG et al., 2002), et il reste de la confusion résiduelle (Becher H, 1992; Brenner H et al., 1997; Royston 
P et al., 2006). 
De façon plus précise, on montre (Cochran WG, 1968) que dans la comparaison de deux moyennes 
ajustée sur une variable continue Z, le biais de confusion est réduit de 64%, 79%, 86%, 90% et 92% 
lorsque que Z est catégorisée respectivement en 2, 3, 4, 5 et 6 classes.  
De même Austin et al (Austin PC et al., 2004) ont montré qu'il y a une importante augmentation du 
risque d'erreur de première espèce lorsqu'on teste, avec une régression logistique, l'association entre Y 
et une variable continue X après ajustement sur une variable continue Z qui a été catégorisée. Dans le 
cas où la corrélation entre X et Z est forte, le risque d'erreur peut valoir jusqu'à 40% (au lieu des 5% 
attendus), même avec 5 catégories de Z. On a donc un risque très élevé de conclure à tort à l'existence 
d'une association entre X et Y. 
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En conclusion, malgré des habitudes, parfois solidement ancrées, et malgré la plus grande facilité 
d'utilisation, il paraît clair que les inconvénients de la catégorisation des variables quantitatives 
l'emportent et qu'il faut chercher des méthodes permettant de mieux modéliser la relation entre X et Y. 
L'objectif ne peut cependant pas être de chercher à "coller" aux observations avec une modélisation de 
la relation qui passe par tous les points moyens comme sur la Figure 5. Cela reviendrait à "coller" aux 
hasards des fluctuations d'échantillonnage des données observées, et donc, d'une certaine manière à 
chercher à modéliser le hasard. 
 
Figure 5 : Représentation de la relation entre terme et poids de naissance par une courbe passant par 
toutes les valeurs moyennes de poids à terme fixé 
 
 
 
L'objectif de ce chapitre est de proposer d'autres solutions qui font un meilleur compromis entre 
avantages et inconvénients (Greenland S, 1995a; Greenland S, 1995b). Le principe général est 
d'accorder une place à part (privilégiée ...) au modèle linéaire en raison de sa simplicité et du fait qu'il 
peut être tout à fait satisfaisant, même si la linéarité n'est pas strictement respectée (Brenner H et al., 
1997; Royston P et al., 2008). On sera donc, comme sur la Figure 6 par exemple, amener à trancher 
entre diférentes modélisations qu'on confrontera à la modélisation linéaire pour déterminer si elles lui 
sont préférables. 
 
Figure 6 : Trois modélisations de la relation entre terme et poids de naissance 
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2. Les différentes méthodes de modélisation d'une variable quantitative 
Après un rapide panorama des différentes méthodes disponibles, et une présentation de l'exemple qui 
servira d'illustration dans ce chapitre, les méthodes de modélisation d'une variable quantitative seront 
présentées en détail en développant particulièrement la méthode des polynômes fractionnaires dont les 
développements sont particulièrement intéressants et les fonctions splines qui sont beaucoup utilisées. 
Nous nous plaçons dans la suite dans le cas où la variable à expliquer Y est dichotomique. Le modèle 
de régression classiquement utilisé est alors le modèle logistique.  
Le principe général est de chercher à représenter au mieux la relation 
entre une variable quantitative X et P (ou Logit P). Sur le graphique 
ci-contre la "vraie" relation est représentée en rouge. Les valeurs 
observées sur un échantillon (sujettes donc à des fluctuations 
aléatoires) sont les points verts à partir desquels la relation 
modélisée est calculée (représentée ici en noir). 
Il n'y a pas une façon unique de définir ce qu'est une "bonne" 
modélisation. Il faut tenir compte de l'objectif que l'on poursuit ; on 
peut en distinguer deux principaux.  
Le premier est la prédiction de Y lorsqu'on connaît X. On cherche alors à ce que la courbe noire soit 
globalement la plus proche de la vraie courbe (rouge) sans se préoccuper particulièrement de sa forme 
exacte. On utilise alors des critères tels que les moindres carrés pour trouver la courbe la plus adéquate 
aux données observées. 
Le second est une compréhension des mécanismes liant X et Y : existence d'un lien significatif, 
identification des variables "influentes", ajustement sur des facteurs de confusion. Le résultat obtenu 
peut être différent du précédent. La connaissance du problème étudié peut (et doit) intervenir dans le 
choix des variables et de leur modélisation (Slama R et al., 2005). On aura en général tendance à retenir 
un modèle plus simple et plus interprétable, même si son adéquation statistique n'est pas la meilleure. 
En épidémiologie analytique ou clinique, c'est généralement le second objectif qui est privilégié, et il sera 
le fil conducteur de ce chapitre. 
Au-delà de ces considérations générales, il n'y a pas de méthode universelle pour choisir le meilleur 
modèle, quel que soit l'objectif (Royston P et al., 2008). Il est cependant utile de connaitre les outils de 
modélisation d'une variable qui sont l'objet de ce polycopié. Il reste ensuite à les utiliser de façon 
pertinente ... 
2.1. Modèle linéaire 
Le modèle linéaire garde une place à part (privilégiée ...) en raison de sa simplicité et de sa facilité 
d'interprétation et de présentation. Le modèle linéaire : Logit P = α + β X reste ainsi le modèle de 
"référence", à retenir, même si la linéarité n'est pas strictement respectée, sauf bien sûr s'il y a des 
évidences qu'il n'est pas adéquat et qu'un autre modèle est meilleur ... 
 
En dehors du modèle linéaire, il y a deux grandes catégories de méthodes de modélisation de la relation 
entre X et Y selon que l'ajustement est local (par morceaux) ou global. 
2.2. Ajustement local (ou "non paramétrique") 
Il s'agit de "découper" la courbe en intervalles et de modéliser la relation entre X et Y séparément dans 
chaque intervalle. On parle d'ajustement local en raison de la définition elle-même, mais aussi parce 
qu'une perturbation de la réponse (c'est-à-dire de la valeur de Y) en x0 a des répercussions importantes 
sur la valeur prédite en x0, mais peu de répercussions sur les prédictions pour d'autres valeurs de X. Il 
s'agit de méthodes non paramétriques (ou quasi non paramétriques) au sens où l'objectif n'est pas de 
donner une représentation globale de l'ensemble de la courbe par une fonction. 
Les méthodes correspondantes sont : 
- régressions locales pondérées (lowess) 
- modélisation par fonction en escalier. C'est une autre dénomination pour la catégorisation et l'utilisation 
de variables indicatrices 
- fonctions splines. On peut discuter de leur classement dans les ajustements locaux dans la mesure où 
les modélisations de chaque morceau de la courbe obéissent à des contraintes globales. Les fonctions 
P 
ou
Logit P
X
“vraie” relation entre 
X et P (ou Logit P)
.
.
.
.
..
.
.
.. .
.
.. ... . .
. .
.
..
.
.
.
.
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splines sont à ce titre parfois qualifiées de méthode semi-parmétrique. 
Les avantages des méthodes d'ajustement local sont la flexibilité (capacité à représenter de façon 
satisfaisante toutes les sortes de courbes) et une bonne adaptation aux données observées. 
Les inconvénients sont liés au fait qu'il n'y a pas d'approche reconnue pour sélectionner le meilleur le 
modèle, notamment dans le cas des fonctions splines pour le choix du nombre et de la limite des 
intervalles et pour la forme de la modélisation au sein de chaque intervalle. Il est par ailleurs difficile (en 
particulier pour les méthodes lowess) d'appliquer la modélisation obtenue à d'autres données en raison 
de l'absence de forme fonctionnelle globale. Enfin, il y a des risques de sur-ajustement, c'est le pendant 
de la flexibilité. 
2.3. Ajustement global 
Il s'agit de représenter globalement la courbe par une seule fonction de X. Dans ce cas, une perturbation 
de la réponse Y en x0 se répercute (éventuellement modérément) sur l'ensemble de la courbe, mais a 
peu de répercussion sur la valeur prédite en x0 lui-même. 
Les méthodes correspondantes sont : 
- l'utilisation de polynômes de degré supérieur à 1 
- les polynômes fractionnaires. On verra que c'est une extension de la méthode précédente qui 
l'assouplit en autorisant que les degrés du polynôme ne soient pas des nombres entiers positifs. 
Les avantages des méthodes d'ajustement global sont leur simplicité, et leur capacité à être exportées 
à d'autres données. 
Les inconvénients sont leur manque de flexibilité (surtout vrai pour l'utilisation de polynômes, nettement 
moins pour les polynômes fractionnaires) et la possibilité d'artefacts, c'est-à-dire de formes de courbes 
s'écartant de la "vraie" courbe pour s'adapter de façon "abusive" aux données observées (c'est 
particulièrement vrai lorsqu'on utilise des polynômes de degré élevé) ou à celles correspondant aux 
valeurs extrêmes de X. 
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3. Exemple illustratif 
Pour présenter les méthodes décrites dans le paragraphe précédent, nous nous appuierons sur un 
exemple tiré de données sur la fécondation in vitro (FIV) issues des tentatives réalisées entre 1998 et 
2002 dans deux centres français d'assistance médicale à la procréation. 
L'analyse, ainsi que les résultats et graphiques donnés dans les exemples, ont été faits avec le logiciel 
Stata (version 15) (StataCorp, 2017). La plupart des graphiques, notamment lorsque les valeurs 
observées sont représentées, ne sont pas les graphiques par défaut des commandes de Stata et ont été 
adaptés par programme. 
Les données portent sur 6400 tentatives et les variables considérées sont les suivantes : 
Y : résultat d'une tentative de fécondation in vitro (FIV) : accouchement oui/non (variable dichotomique) 
3 variables quantitatives 
X1 : âge de la femme (en année) 
X2 : nombre d'ovocytes prélevés 
X3 : nombre d'embryons de bonne qualité obtenus (c'est-à-dire des embryons dont les cliniciens 
considèrent qu'ils peuvent être réimplantés ou congelés) 
 
Parmi les 6400 tentatives, il y a eu 1070 succès (accouchements), soit 16,7%. La description des 
variables quantitatives est donnée dans le tableau 1. 
 
Tableau 1 : Description des 3 variables quantitatives de l'exemple illustratif 
Caractéristiques des variables Histogramme 
Age (en année) 
 
moyenne = 32,2 
écart-type = 4,36 
minimum = 16,4 
maximum = 46,4 
 
Nombre d'ovocytes prélevés 
  
moyenne = 9,33 
écart-type = 6,17 
minimum = 0 
maximum = 60 
 
Nombre d'embryons de bonne qualité obtenus  
 
moyenne = 3,27 
écart-type = 2,54 
minimum = 0 
maximum = 23 
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Nous allons tout d'abord nous intéresser à la modélisation du taux de succès Y en fonction de l'âge X, 
avant de prendre en considération les autres variables, comme facteurs de risque concomitants ou 
comme facteurs de confusion dans le paragraphe 12 consacré à la stratégie de choix du modèle. 
 
Il est toujours utile de représenter graphiquement les 
données observées dans le but de les confronter 
visuellement aux différentes modélisations de la 
relation entre X et Y.  
Comme cela a déjà été indiqué plus haut, il n'y a pas 
de graphique direct possible de Y en fonction de X 
puisque Y ne prend que les valeurs 0 ou 1. En 
groupant l'âge en classes d'un an, on peut faire une 
représentation de Logit P en fonction de X comme 
sur la figure 7 ci-contre.  
On se heurte alors à un problème pour les classes 
de X pour lesquelles P=0 ou P=1 (uniquement des 
échecs ou uniquement des succès). En effet, Logit P 
n'est pas calculable (il serait égal à −∞  ou +∞ ). On 
pourrait donc être tenté d'exclure ces classes du 
graphique. Le choix qui a été fait ici (et sera poursuivi 
dans la suite) est de représenter quand même ces cas en faisant figurer des losanges placés 
arbitrairement en bas (si P=0) ou en haut (si P = 1) du graphique et accompagnés du nombre de sujets 
correspondant.  
Notons cependant que ce n'est qu'un problème de représentation graphique. Dans les analyses où X est 
prise comme une variable quantitative, l'ensemble des données sont prises en compte (celles 
représentées par des losanges ne sont pas exclues). 
Ce choix pour représenter les données observées a le mérite de la simplicité et d'une représentation 
facilement interprétable des données. Il a cependant l'inconvénient de ne pas complètement conserver 
la nature quantitative de X. Le logiciel Stata utilise une autre méthode (qui a ses propres avantages et 
inconvénients) pour les représentations graphiques des courbes obtenues par modélisation avec des 
polynômes fractionnaires. Elle est expliquée en annexe A. 
  
Figure 7 : Représentation des Logits observés 
par classe d'âge de 1 an 
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4. Modèle linéaire 
Comme on l'a dit plus haut, le modèle linéaire reste le modèle de référence. On l'appellera dans la suite 
le Modèle 1.  
Il s'écrit :  Logit P = α + β X Modèle 1 
 
Les paramètres α et β sont estimés par la méthode du maximum de vraisemblance. Sur les données de 
FIV, on obtient : 
Logit P = α + β X  
 = 0,485 -0,0637 X  avec Ln V = -2855,03 
On peut représenter les résultats graphiquement (voir Figure 8) où la zone grisée représente l'intervalle 
de confiance à 95% de la droite. 
Une des questions qui se pose est de savoir si on représente bien les observations avec une droite. 
C'est-à-dire un test de linéarité. On verra plus loin plusieurs méthodes pour réaliser un tel test. 
 
 
Figure 8 : Représentation de la relation entre l'âge et le pourcentage P de succès en FIV par un modèle 
linéaire 
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5. Régressions locales pondérées 
Il s'agit d'une méthode d'ajustement local des valeurs observées proposée initialement par Cleveland 
(Cleveland W, 1979; Cleveland W et al., 1988) et appelée lowess (locally weighted scatterplot 
smoothing). 
Le principe général est le suivant. Pour représenter la relation entre deux variables quantitatives X et Y à 
partir d'observation (xi, yi) i=1,N, chaque valeur yi est remplacée par une valeur "lissée"  yi
s  calculée de la 
façon suivante : 
- on retient les observations (xk, yk) pour lesquelles xk est "proche" de xi 
- on calcule la régression linéaire de Y en X pour ces observations en pondérant les observations selon 
la distance entre xk et xi (les plus éloignées ayant une pondération plus petite) 
-  yi
s  est la valeur prédite par cette régression en xi 
Lorsque Y est une variable dichotomique (0/1), le principe est le même de sorte qu'on obtient une valeur 
 yi
s  comprise en 0 et 1 qui est une estimation du pourcentage de succès à X fixé et qu'on peut donc 
transformer en Logit si besoin. 
La commande Stata correspondante est lowess. Elle comprend une option bandwith qui permet de 
déterminer ce qu'on considère comme les observations proches de xi (celles qui doivent être retenues 
pour estimer  yi
s ). La valeur de bandwith doit être comprise entre 0 et 1 et représente le pourcentage de 
l'ensemble des observations qui sont retenues. Par exemple, bandwith=.8 veut dire qu'on prend les xk 
les plus proches de xi jusqu'à ce que cela représente 80% de l'ensemble de l'échantillon. 
Plus la valeur de bandwith est petite, plus la courbe obtenue est proche des observations (moins le 
lissage est "efficace"). La figure 9 montre par exemple le résultat obtenu avec les valeurs 0,8 et 0,1. 
Même si le 2ème cas est clairement plus proche des données observées, on comprend bien qu'il 
modélise à la fois la relation entre X et Y et les fluctuations d'échantillonnage. Le 1er cas semble donc 
préférable. 
Figure 9 : Représentation de la relation entre l'âge et le succès en FIV par lowess avec deux choix de la 
valeur de bandwith  
  
On peut sophistiquer la méthode en remplaçant la régression linéaire par une régression avec un 
polynôme de degré p (Gutierrez R et al., 2003). La commande correspondante dans Stata est locpoly. 
L'avantage majeur de la méthode par régressions locales pondérées est d'être une méthode non 
paramétrique. Il n'y a besoin de spécifier aucune formule ni forme de fonction pour représenter la 
relation entre X et Y.  
L'inconvénient principal de lowess est de ne pas être réellement une modélisation et de ne pas fournir 
une fonction de régression de Y en fonction de X qui puisse être utilisée sur d'autres données ou même 
de tenir compte de covariables sur les données d'origine. Lowess demande par ailleurs des échantillons 
de taille suffisamment grande (ce qui est le cas de notre exemple). 
Au total, du fait notamment de sa simplicité, cela fait de cette méthode un outil surtout utile d'un point de 
vue descriptif.  
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6. Transformation en fonction en escalier (variables indicatrices) 
Le principe général est de représenter la relation entre P (ou 
logit P) et X par une courbe en escalier (en noir sur la figure 
10 ci-contre) qui suit au mieux la courbe "vraie".  
C'est un procédé courant et très général, qui revient à 
découper X en classes au sein desquelles on considère que 
Logit P est constant. C'est donc la même chose que la 
catégorisation de X.  
En pratique, c'est une étape quasi obligatoire du début de 
l'analyse des relations entre X et Y. Elle permet une 
première description quantitative de l'association entre X et 
Y qui va guider les étapes suivantes. 
Plus les classes sont étroites, plus l'escalier reste proche de la courbe initiale. La méthode est alors 
quasiment non paramétrique au sens où aucune hypothèse a priori n'est faite sur la forme de la relation 
entre X et Y, l'escalier se contentant de suivre l'évolution des observations faites sur l'échantillon. Le prix 
à payer est une moins bonne précision sur l'estimation de la hauteur de chaque marche de l'escalier (et 
des odds ratios correspondants) liée au petit nombre de sujets dans chaque classe. De plus, une trop 
grande adaptation aux données observées revient à "modéliser" les fluctuations d'échantillonnage. 
 
Reprenons l'exemple de l'âge X, variable continue. Remplaçons X par une variable X' en classes, l'âge 
en années révolues (c'est-à-dire arrondie à l'année comme on le fait dans la vie courante). Les effectifs 
par classe sont indiqués dans le Tableau 1, colonne de gauche. 
 
Tableau 1 : Histogramme de la variable âge en classes de 1 an 
a. Histogramme original (X') b. Histogramme après regroupement de classes (X") 
Classe d'âge échec     accouchement   Classe d'âge échec   accouchement 
17 1 0   18 3 1 
18 1 0   20 2 1 
19 1 1   21 7 4 
20 2 1   22 11 1 
21 7 4   23 27 5 
22 11 1   24 47 10 
23 27 5   25 74 20 
24 47 10   26 118 30 
25 74 20   27 177 49 
26 118 30   28 265 70 
27 177 49   29 325 73 
28 265 70   30 405 94 
29 325 73   31 404 103 
30 405 94   32 448 97 
31 404 103   33 446 122 
32 448 97   34 408 97 
33 446 122   35 400 83 
34 408 97   36 354 63 
35 400 83   37 323 39 
36 354 63   38 324 46 
37 323 39   39 254 26 
38 324 46   40 225 19 
39 254 26   41 151 11 
40 225 19   44 132 6 
41 151 11   Total 5330 1070 
42 98 6   
43 22 0   
44 9 0   
46 3 0   
Total 5330 1070   
Figure 10 : Représentation de la relation 
entre X et Y par une fonction en escalier 
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On note que pour les deux plus petites catégories d'âge et les trois plus grandes, il n'y a pas de succès. 
On a P=0, de sorte que Logit P ne peut pas être calculé. Si on garde les classes sous cette forme, les 
classes en question (et les sujets qui les composent) seront exclus des calculs qui seront donc faits sur 
un plus petit nombre total de sujets (6364 au lieu de 6400).  
 
Remarque : Stata signale ce fait par un message d'une clarté moyenne, mais somme toute 
compréhensible 
. logit acc i.agea 
 
note: 17.agea != 0 predicts failure perfectly 
      17.agea dropped and 1 obs not used 
........ 
note: 46.agea != 0 predicts failure perfectly 
      46.agea dropped and 3 obs not used 
"predicts failure perfectly" se comprend en effet puisque tous les sujets de ces classes ont un échec. 
Savoir qu'un sujet est dans une de ces classes permet donc de prédire "parfaitement" qu'il a un échec ... 
 
 
Si on veut garder tous les sujets, on peut effectuer des regroupements qui donnent la variable X" dont la 
distribution est indiquée dans le Tableau 1b. C'est ce choix qui est fait dans la suite de façon à pouvoir 
comparer les différents modèles entre eux sur le même échantillon. 
 
On peut envisager deux modèles pour la relation entre âge et accouchement avec la variable X' : 
- un modèle A, linéaire, semblable au modèle 1 vu précédemment, mais cette fois avec une variable âge 
arrondie à l'année entière (c'est-à-dire en fait en classes) au lieu d'une variable continue où l'âge n'est 
pas un entier. Ce modèle s'écrit de façon semblable au modèle 1, mais avec X' à la place de X : 
 Logit P = αA +βAX
'  
- un modèle B où l'âge en années après regroupement (X") est décomposé en variables indicatrices : X"i   
avec i = 1 , 23. Ce modèle s'écrit :  Logit P = α
" + βiXi
"
i=1
23∑  
 
 
Les paramètres des différents modèles sont estimés par la méthode du maximum de vraisemblance. Sur 
les données de FIV, on obtient : 
 
Modèle 1 : Logit P = α + β X  
  = 0,485 -0,0637 X  Ln V = -2855,03 
 
Modèle A :  Logit P = αA +βAX
'  
  = 0,502 + 0,0642 X  Ln V = -2854,72 
 
Modèle B :  Logit P = α
" + βiXi
"
i=1
23∑   Ln V = -2832,54 
En prenant la classe 30 comme référence, les coefficients estimés sont les suivants : 
α'A = -1.461 ; β1 = 0.362 ; β2 = 0.767 ; β3 = 0.901 ; β4 = -0.937 ; β5 = -0.226 ; β6 = -0.087 ; β7 = 0.152 ; β8 = 
0.091 ; β9 = 0.176 ; β10 = 0.129 ; β11 = -0.033 ; β12 = 0.094 ; β13 = -0.069 ; β14 = 0.164 ; β15 = 0.024 ; β16 = -
0.112 ; β17 = -0.266 ; β18 = -0.653 ; β19 = -0.492 ; β20 = -0.819 ; β21 = -1.011 ; β22 = -1.159 ; β23 = -1.630 ;  
 
 
Ces trois modèles sont représentés sur la Figure 11. 
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Figure 11 : Représentation graphique des modèles 1, A et B. L'âge est la variable X pour le modèle 1 et 
la variable X' pour les modèles A et B. 
 
 
Notons que les modèles A et 1 ne sont pas emboîtés et donc pas non comparables par rapport des 
vraisemblances. 
 
On peut en revanche comparer les modèles A et B (du moins parce qu'on a fait les regroupements 
conduisant à la variable X" et qu'ils portent donc sur le même nombre de sujets). Cela revient en fait à 
un test de linéarité puisque le modèle A correspond à une relation linéaire entre X et Logit P, le modèle 
B étant le modèle alternatif en cas d'écart à la linéarité. On obtient : 
 
χ0
2 = 2 ln
VB
VA
= 2 ln(VB)− 2 ln(VA)
= 2 −2832,54 − (−2854,72)( ) = 44,36 à 22 ddl p<0,01
 
 
Les modèles A et B sont significativement différents, et par conséquent, le modèle B est meilleur sur le 
plan statistique que le modèle A. En conclusion, on rejette la linéarité et on retient le modèle B. 
 
En pratique, le nombre de coefficients du modèle B rend cependant les résultats difficiles à interpréter et 
à "communiquer". Il faudrait en effet donner un tableau de résultats avec les 23 coefficients ou les 23 
odds-ratios et leur intervalle de confiance comme indiqué dans le tableau 2, ce qui est très peu 
synthétique. 
On préfère donc souvent considérer des classes plus larges, ce qui en diminue le nombre et permet de 
limiter les "à-coups" (fluctuations d'échantillonnage) dus aux petits effectifs dans chaque classe. Le 
modèle B n'aura alors servi qu'à tester la linéarité. 
 
Par exemple, avec des classes de 5 ans (modèle C), on obtient les odds ratios et le graphique du 
tableau 3. 
 
NB : le modèle C est emboîté dans le modèle B, mais les modèles A et C ne sont pas emboîtés. On ne 
peut donc pas tester la linéarité en comparant les modèles A et C. 
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Tableau 2 : Odds ratios (et intervalle de confiance) de succès associé aux classes d'âge de 1 an 
 
Age (X") OR 
18 1.436 [0.148 ;13.961] 
20 2.154 [0.193 ;24.007] 
21 2.462 [0.706 ; 8.583] 
22 0.392 [0.050 ; 3.071] 
23 0.798 [0.299 ; 2.126] 
24 0.917 [0.447 ; 1.880] 
25 1.164 [0.677 ; 2.003] 
26 1.095 [0.692 ; 1.734] 
27 1.193 [0.809 ; 1.758] 
28 1.138 [0.805 ; 1.609] 
29 0.968 [0.690 ; 1.358] 
30 1 
31 1.098 [0.804 ; 1.500] 
32 0.933 [0.682 ; 1.277] 
33 1.179 [0.872 ; 1.592] 
34 1.024 [0.747 ; 1.404] 
35 0.894 [0.645 ; 1.239] 
36 0.767 [0.541 ; 1.088] 
37 0.520 [0.348 ; 0.777] 
38 0.612 [0.418 ; 0.896] 
39 0.441 [0.278 ; 0.700] 
40 0.364 [0.216 ; 0.612] 
41 0.314 [0.164 ; 0.602] 
44 0.196 [0.084 ; 0.457] 
 
 
Tableau 3 : Odds ratios (et intervalle de confiance) 
de succès associé à l'âge en classes de 5 ans 
 
Graphique permettant de comparer les 
modélisations avec l'âge en classes de 1 et 5 ans 
 
Age OR 
≤ 19 1,49 [0,15 - 15] 
20-24 1 
25-29 1,13 [0,69 - 1,9] 
30-34 1,09 [0,67 - 1,8] 
35-39 0,70 [0,43 - 1,1] 
≥ 40 0,32 [0,18 - 0,57] 
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7. Polynômes de degré supérieur à 1 
L'idée "naturelle" pour une modélisation s'écartant de la linéarité est d'étendre la fonction linéaire en 
ajoutant des puissances successives de X. On obtient ainsi une modélisation avec un polynôme de 
degré m qui s'écrit :  Logit P = α +β1X +β2X
2 +β3X
3 +…+βmX
m . 
Cette modélisation a l'avantage de la simplicité et de permettre un test simple d'écart à la linéarité en 
testant l'hypothèse  H0 :β2 =…= βm = 0  par la méthode du rapport de vraisemblances ou par un test 
global de l'ensemble de ces coefficients. C'est par ailleurs une modélisation fréquemment rencontrée en 
pratique. 
En modélisant l'âge avec un polynôme de degré 3, on obtient ainsi la courbe représentée sur la 
Figure 12, plus satisfaisante qu'une droite ou qu'une fonction en escalier. Sur cette figure, le modèle 
linéaire est représenté en tant que modèle "de référence" comme cela a été indiqué plus haut; cela 
permet de visualiser l'écart entre le modèle retenu et une droite. 
L'équation de cette courbe donnée par Stata est Logit P = 8,978 + -1,177 x + 0,044 x2 -0,0005 x3. Le test 
global des deux derniers coefficients est significatif, ce qui montre que la relation entre X et Logit P 
s'écarte significativement de la linéarité. 
 
Figure 12 : Modélisation de la relation entre l'âge et le succès avec un polynôme de degré 3 
 
 
Test de comparaison 
au modèle linéaire 
 
p < 0,001 
 
 
L'inconvénient principal de la modélisation polynômiale est son manque de souplesse. D'une part, les 
polynômes ne peuvent pas prétendre représenter certaines formes de relation entre Y et X car ils n'ont 
pas d'asymptote 2. Ils ne peuvent donc pas s'adapter à une forme de la courbe réelle qu serait linéaire 
ou en plateau lorsque x tend vers ±∞ . D'autre part, l'augmentation du nombre de degrés du polynôme 
pour une meilleure adéquation avec les points observés peut conduire à des artefacts, c'est-à-dire à des 
formes de relation entre X et Y qui s'éloignent de la réalité pour s'adapter aux fluctuations aléatoires des 
observations. On constate ce phénomène avec un polynôme de degré 5 (et encore plus de degré 7), 
voir Figure 13. Les "ondulations" dans la partie centrale de la courbe ont peu de chance de correspondre 
à la réalité, de même que l'inversion de la tendance pour les âges les plus petits.  
Cette opposition entre meilleure adéquation et artefacts n'est pas propre à cette méthode. On l'a déjà 
rencontrée avec les fonctions en escalier et elle sera de nouveau présente avec les méthodes suivantes 
                                                
2 En langage non mathématique, cela veut dire que leur courbe se rapproche de plus en plus de la verticale lorsque x tend vers 
+∞ ou vers −∞ . 
25 septembre 2019 Régression logistique — Modélisation des variables quantitatives 
 
 20 
(splines et polynômes fractionnaires). Elle se traduit généralement par une dégradation de la précision 
de la courbe (augmentation de la largeur de l'intervalle de confiance) pour les valeurs extrêmes de X 
lorsque le degré du polynômes augmente qui incite à la prudence pour interpréter les résultats, bien sûr 
pour ces valeurs de X, mais aussi plus globalement puisque cela peut aller jusqu'à une incapacité à 
reconnaître l'écart à la linéarité (test non significatif comme avec un polynôme de degré 7). 
 
 
Figure 13 : Modélisation de la relation entre l'âge et le succès avec un polynôme 
 
a. de degré 5 
 
Test de comparaison 
au modèle linéaire 
 
p < 0,001 
 
b. de degré 7 
 
Test de comparaison 
au modèle linéaire 
 
p =0,79 
(ce qui s'explique par la 
grande imprécision des 
coefficients du 
polynôme) 
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8. Fonctions splines 
Le mot anglais "spline" désigne une latte flexible utilisée par les dessinateurs pour matérialiser des 
lignes à courbure variable et passant par des points fixés a priori ou à "proximité" de ceux-ci. Le tracé 
ainsi réalisé minimise l'énergie de déformation de la latte. Par analogie, ce mot désigne également des 
familles de fonctions permettant de représenter des courbes observées avec des propriétés "optimales" 
de régularité. L'idée originale date du début du 20ème siècle (Whittaker 1923) et elle connait ses 
premières applications en statistique dans les années 1970. (Tiré et adapté de (Besse P et al., 1989)) 
 
Le principe général des fonctions splines en analyse statistique des données est résumé par les étapes 
suivantes : 
• L'ensemble des valeurs de la variable X est découpé en (k+1) intervalles. On choisit pour cela k 
valeurs numériques (appelées "nœuds") qui définissent les bornes des intervalles. 
• Au sein de chaque intervalle, la fonction spline est un polynôme de degré d (le plus souvent d=3, mais 
on verra aussi d=1). 
• Les coefficients des polynômes sont choisis de sorte que la courbe totale soit la plus régulière possible 
(c'est-à-dire sans rupture et "lisse", ou encore "sans angle"), ce qui se traduit sur le plan mathématique 
par le fait qu'elle doit être continue, et dérivable (d-1) fois. 
• Les valeurs numériques des coefficients sont estimées pour que la courbe représente au mieux la 
relation entre X et Y. 
 
En pratique, on commence par construire des fonctions splines qui sont des polynômes de degré d par 
morceaux avec la condition de régularité globale indiquée ci-dessus. Cette construction est faite 
indépendamment de la variable Y. Elle donne des variables qui sont ajoutées dans le fichier de données 
qui ne dépendent que des intervalles choisis et de leurs bornes. Ces variables sont ensuite incluses 
dans un modèle de régression (linéaire, logistique ou Cox selon la nature de la variable Y) de façon à 
estimer les coefficients qui ajustent le mieux la relation entre X et Y. 
 
Cette méthode est donc de nature locale et non paramétrique, puisqu'on ne cherche pas a priori une 
équation globale de la courbe, mais une succession d'ajustements locaux. Elle est souvent qualifiée de 
semi-paramétrique car les morceaux de courbe sont des polynômes et à cause des contraintes globales 
de régularité qui rendent la courbe finale plus vraisemblable qu'une fonction avec des ruptures ou des 
angles.  
Remarque : On peut aussi noter qu'il est quand même possible de donner une écriture mathématique 
globale de la fonction spline (voir plus bas). Pour cette raison, même si cette écriture reste complexe et 
peu interprétable en pratique, les fonctions splines peuvent aussi être classées dans les méthodes 
d'ajustement global. 
 
 
 
On peut constater empiriquement que les 
fonctions splines permettent de représenter 
à peu près toutes les formes de courbes. La 
figure 14 ci-contre montre une dizaine de 
fonctions splines cubiques (degré d=3) 
obtenues à partir d'une variable X dont les 
valeurs vont de 16 à 46 (qui peut être l'âge 
par exemple) et différents coefficients pour 
les fonctions cubiques au sein de chaque 
intervalle. On a ici choisi de prendre 
5 nœuds placés aux percentiles suivants de 
X : 5 ; 27,5 ; 50 ; 72,5 et 95 (Harrell FE, 
2001). 
 
Figure 14 : Différentes formes de courbes obtenues 
avec des fonctions splines cubiques et 5 nœuds 
 
 
25 septembre 2019 Régression logistique — Modélisation des variables quantitatives 
 
 22 
0
8.1. Ecriture d'une fonction spline 
Il y a plusieurs façons d'écrire une fonction spline qui satisfasse aux propriétés énoncées ci-dessus. 
Nous en verrons des exemples plus loin, et il n'est pas toujours facile de s'y retrouver dans les différents 
articles, ni dans les différentes commandes des logiciels qui construisent ces fonctions (Smith PL, 1979; 
Wegman EJ et al., 1983). Nous allons présenter une des écritures des fonctions splines qui est assez 
simple, même si ce n'est pas celle qui est le plus largement utilisée aujourd'hui comme on le verra, 
notamment, avec les splines linéaires (voir § 8.4) ou les splines cubiques restreints (voir § 8.6). 
Pour écrire de façon générale une fonction spline, on a besoin des notations suivantes : 
- les k nœuds sont notés s1, ..., sk  
- on définit la fonction "plus" par : 
 
(u)+ =
u si u ≥ 0
0 si u < 0
⎧
⎨
⎪
⎩⎪
  
- pour une valeur fixée s, on définit :  Pd(x;s) = (x − s)+
d  
 
Une fonction spline S(x) de degré d avec les nœuds s1, ..., sk est alors définie par :  
 
S(x) = α0 + β jPd(x;sj)
j=1
k
∑
      
 
Ce choix de la forme des fonctions  Pd(x;s)  permet que soient satisfaites les contraintes de régularités de 
S(x). Les (k+1) coefficients  α0  et  β j  sont estimés à partir des observations pour que l'adéquation avec la 
relation entre X et Y soit la meilleure (vraisemblance maximum). S(x0) est alors la valeur "prédite" de Y 
pour X=x0 par la fonction spline. 
On montre que cette forme "simple" a des inconvénients de stabilité des estimations des coefficients car
 Pd(x;sj)  peut prendre des valeurs numériques très grandes lorsque d et/ou x sont grands. On préfère 
alors remplacer les Pd par d'autres fonctions appelées B-Splines 
 
S(x) = α0 + β jBd(x;sj)
j=1
k
∑⎛
⎝⎜
⎞
⎠⎟
 dont 
l'écriture est plus compliquée (Newson R, 2012).  
8.2. Utilisation pratique avec des logiciels 
En pratique, il n'est pas nécessaire de programmer soi-même l'écriture des fonctions splines et la 
construction des nouvelles variables. Les logiciels d'analyse statistique ont une ou plusieurs commandes 
qui les créent. Selon la commande, ce sont les Pd qui sont créées ou des B-Splines, ou encore d'autres 
fonction comme pour les "restricted cubic splines" dont on parlera plus loin (voir en annexe les 
commandes pour le logiciel Stata). Ces variables sont ensuite incluses dans une régression logistique 
pour estimer les coefficients  α j  et  β j . 
Il n'est donc pas nécessaire de savoir dans le détail comment les variables qui constituent la fonction 
spline sont construites (la machine s'en charge ...). Ce qui compte en pratique, c'est le résultat final, 
c'est-à-dire la liste des variables créées qu'il faudra inclure dans le modèle logistique et les valeurs 
prédites obtenues qui permettent de tracer la courbe. 
Il est cependant utile de comprendre quel principe général a été suivi (il y des options des commandes 
pour cela et des choix par défaut programmés dans les logiciels) : par exemple splines linéaires ou 
splines cubiques restreints, nombre de nœuds, et de savoir comment tester l'écart à la linéarité. Cela 
nécessite parfois une lecture attentive et parfois pénible des modes d'emploi. 
8.3. Choix des nœuds et du degré des polynômes 
Une fonction spline S est donc définie par deux paramètres : k, le nombre de nœuds définissent les 
(k+1) intervalles de X (il faut aussi fixer leur position), et d le degré des polynômes au sein de chaque 
intervalle.  
En dehors des splines linéaires (voir § 8.4) qui représentent la relation entre X et Y par des segments de 
droite jointifs, la valeur de d est le plus souvent fixée à 3 qui parait le meilleur compromis entre la 
flexibilité de la courbe pour représenter la relation entre X et Y et sa complexité (on parle alors de 
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splines cubiques). En pratique, les logiciels ne proposent que ces deux types de splines (linéaires et 
cubiques). 
En ce qui concerne les nœuds, leur position importe moins que leur nombre (Stone C, 1986), 
notamment dans le cas de splines cubiques restreints (voir la définition plus bas, § 8.6). On considère 
généralement qu'il n'est pas utile qu'il y en ait plus de 10 et que le bon compromis se trouve entre 3 et 5, 
le choix dépendant en partie de la taille de l'échantillon pour que les intervalles contiennent 
suffisamment d'observations.  
Les nœuds sont souvent placés aux percentiles de X, ce qui permet d'équilibrer les effectifs dans les 
intervalles. Ainsi, k nœuds sont placés aux percentiles 100/k+1, 2*100/k+1, …, k*100/k+1. Pour k=3, 
cela donne les percentiles 25, 50 et 75. 
Dans le cas de splines cubiques restreints, F.E. Harrel (Harrell FE, 2001) recommande d'écarter de 
façon plus importante des nœuds extrêmes de façon à mieux modéliser la courbe pour les petites et 
grandes valeurs de X. Les positions recommandées par F.E. Harrell sont indiqués dans le tableau ci-
dessous. 
 
Nombre 
de nœuds Percentiles où les nœuds sont placés 
3   10 50 90   
4   5 35 65 95  
5  5 27,5 50 72,5 95  
6 5 23 41 59 77 95  
7 2,5 18,33 34,17 50 65,83 81,67 97,5 
 
8.4. Splines linéaires 
Lorsque le degré des polynômes est 1 (d = 1), leur représentation est une droite. La relation entre Y 
(Logit P) et X est donc modélisée par une fonction linéaire par morceaux. Cela a l'avantage de la 
simplicité (toujours la primauté donnée à la droite par rapport aux autres formes de courbes) et peut 
permettre de repérer des ruptures de pentes. La courbe reste continue, mais n'est plus "lisse", elle a des 
angles à chaque nœud.  
 
Si on prend l'exemple de 3 nœuds a, b et c, la fonction spline s'écrit : 
 S(X) = β0 +β1X +β2(X − a)+ +β3(X −b)+ +β4(X − c)+  
Avec cette écriture, les coefficients  β j  sont égaux aux changements de pente à chaque nœud : β1 est la 
pente initiale et βj+1 est l'augmentation de pente après le nœud j. En effet, on peut écrire : 
 
S(X)
= β0 +β1X si X < a
= (β0 − aβ2)+ (β1 +β2)X si a ≤ X < b
= (β0 − aβ2 −bβ3)+ (β1 +β2 +β3)X si b ≤ X < c
= (β0 − aβ2 −bβ3 − cβ4)+ (β1 +β2 +β3 +β4)X si c ≤ X
⎧
⎨
⎪
⎪⎪
⎩
⎪
⎪
⎪
 
 
D'autres écritures sont possibles, notamment celle où les coefficients des fonctions spline sont égaux 
aux pentes des droites au sein de chaque intervalle. 
Avec le logiciel Stata, cette dernière possibilité correspond à l'option par défaut de la commande 
mkspline, le choix précédent (changements de pente) correspond à l'option "marginal". 
 
Les exemples qui suivent ont été faits sur les données de FIV, en choisissant la règle des percentiles 
pour l'emplacement des nœuds. 
1 nœud (k=1; donc 2 droites) 
Le nœud est placé au 50ème percentile, c'est-à-dire la médiane de l'âge qui est égale à 33,1. Deux 
fonctions spline sont donc construites : X et (X - 33,1)+, représentées sur la figure 15a. 
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Figure 15a : Fonctions splines linéaires créées avec 1 nœud (situé à 33,1) 
 
 
La relation entre X (âge) et le succès en FIV est représentée par deux droites (voir figure 15b).  
 
Attention : l'angle correspond à l'emplacement choisi du nœud qui est la médiane de l'âge et qui est 
indépendante de la relation entre X et Y. On observe donc, par construction une rupture de pente à cet 
endroit, mais elle ne correspond pas nécessairement à une "vraie" rupture de pente. 
 
Figure 15b : Relation entre l'âge et le succès en FIV modélisée par des splines linéaires avec 1 nœuds 
 
4 nœuds (k=4; donc 5 droites) 
On peut essayer de mieux représenter les données en prenant plus d'intervalles. Avec 4 nœuds, 
toujours situés aux percentiles de l'âge de façon à répartir l'échantillon en 5 groupes de même effectif, 5 
fonctions splines sont créées représentées sur la figure 16a où l'emplacement des nœuds est indiqué 
dans la légende. 
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Figure 16a : Fonctions splines linéaires créées avec 4 nœuds 
 
La modélisation de la relation entre l'âge et le succès en FIV est représentée sur la figure 16b. On 
constate que la courbe passe effectivement plus près des points observés, mais c'est au prix de 
changements de pente qui forment des "zigzags" peu crédibles. On constate par ailleurs une 
augmentation de la largeur de l'intervalle de confiance aux extrémités de la courbe. De nouveau, et c'est 
une règle générale, on peut penser qu'en augmentant le nombre de nœuds, on modélise à la fois la 
"vraie" relation et le "bruit" des fluctuations d'échantillonnage. Dans le cas présent, on peut 
raisonnablement conclure qu'on va trop loin en prenant 6 nœuds. 
 
Figure 16b: Relation entre l'âge et le succès en FIV modélisée par des splines linéaires avec 4 nœuds 
 
Réduction du nombre de nœuds avec une procédure pas à pas 
L'augmentation du nombre de nœuds, si elle n'est pas utile à la modélisation de la relation entre X et Y, 
peut permettre de préciser l'emplacement de la (ou des) ruptures de pente en évitant l'arbitraire qui a été 
souligné dans le cas d'un seul nœud choisi a priori. 
Une méthode possible est de commencer avec un grand nombre k de nœuds.  La fonction spline avec k 
nœuds s1 ... sk s'écrit : 
 
S(X) = β0 +β1X + β j(X − sj−1)+
j=2
k+1
∑ . (k+1) variables sont créées : X et les (X-sj)+ 
dont les coefficients dans une régression logistique avec Logit P sont les modifications de la pente à 
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chaque nœud. Si un coefficient d'une variable  (X − sj)+  
est non significatif, cela signifie donc que le 
changement de pente après le nœud sj est non significativement différent de 0. On peut alors considérer 
qu'il n'est pas nécessaire de la prendre en compte et qu'on peut réunir les deux intervalles de part et 
d'autre de sj de façon à avoir un seul intervalle et une seule pente de droite. On peut y parvenir avec une 
procédure pas à pas (stepwise) qui conduira à retirer la variable  (X − sj)+  dont le coefficient est non 
significatif, ce qui revient à supprimer le nœud sj et donc à réduire le nombre total de nœuds et 
d'intervalles.  
Remarque 
Il est préférable que la 1ère variable (X) reste dans le modèle final de façon à ce qu'il soit toujours une 
fonction spline. Cela évite aussi que la fonction retenue finalement commence par une droite horizontale 
jusqu'au premier nœud, ce qui est une hypothèse forte et non souhaitable. 
La procédure stepwise doit donc être écrite de sorte que la variable X ne puisse pas sortir. Avec Stata, un 
option "lockterm1" le permet. 
 
 
Prenons l'exemple de 11 nœuds. 
La courbe initiale est représentée sur la figure 17. Cette modélisation n'a pas d'intérêt en elle-même, elle 
permet juste de choisir un ensemble initial de nœuds suffisamment varié pour limiter l'arbitraire de celui 
(ou ceux) qui sera finalement retenu.  
 
Figure 17 : Relation entre l'âge et le succès en FIV modélisée par des splines linéaires avec 11 nœuds 
 
 
La procédure stepwise avec seuil d'élimination des variables à 10% conduit à ne retenir que 3 nœuds 
(figure 18a) avec un zigzag peu interprétable entre les nœuds 34,1 et 36,4. 
Si on baisse le seuil d'élimination à 5%, un seul nœud est retenu (figure 18b) à la valeur 36,4. C'est ce 
dernier résultat qu'on retiendra. 
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Figure 18 : Réduction du nombre de nœuds en partant de 11 nœuds (cf figure 17) 
 
a. Seuil d'élimination des nœuds : 0,10 b. Seuil d'élimination des nœuds : 0,05 
  
 
8.5. Splines cubiques 
Les splines cubiques correspondent à d = 3. Ils modélisent la relation entre X et Y au sein de chaque 
intervalle par des polynômes de degré 3, qu'on appelle des cubiques et qui permettent de mieux "coller" 
aux observations qu'une droite, tout en limitant le nombre de coefficients nécessaires par rapport à des 
polynômes de degré supérieur. 
 
L'écriture d'une fonction spline cubique avec k nœuds est la suivante  : 
 
S(x) = α0 + β j(x − sj)+
3
j=1
k
∑ ; (k+1) 
coefficients sont nécessaires pour modéliser la relation entre X et Y et k variables  (x − sj)+
3  sont créées. 
 
Sur l'exemple du succès en FIV, avec la commande spbase de Stata, on obtient le résultat de la figure  
19 avec 3 nœuds. 
 
Figure 19 : Relation entre l'âge et le succès en FIV par des splines cubiques et 3 nœuds 
 
 
On constate habituellement que les fonctions splines cubiques ont tendance à être sensibles aux valeurs 
observées excentriques dans le premier et le dernier intervalle. "Sensibles" voulant dire à la fois que 
leurs valeurs estimées aux extrémités de la zone de variation de X sont très (et peut-être trop) 
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influencées par des valeurs de Y qui peuvent correspondre à un petit nombre d'observations, et que leur 
intervalle de confiance s'élargit dans ces intervalles. C'est ce qu'on voit sur la figure 19. 
8.6. Spline cubiques restreints 
Pour tenir de la sensibilité des fonctions splines cubiques aux valeurs extrêmes de X, on utilise plutôt, 
les splines cubiques restreints ("rectricted cubic splines" en anglais). On dit aussi "natural splines". Ce 
sont les mêmes fonctions que précédemment (d=3), mais auxquelles on ajoute la contrainte d'être 
linéaires pour les deux intervalles extrêmes. 
 
Pour obtenir les fonctions splines cubiques restreints avec k nœuds, on part d'une forme des fonctions 
splines cubiques un peu différente de la précédente (Durrleman S et al., 1989) :  
 
S(x) = β00 +β01x +β02x
2 +β03x
3 + β1j(x − sj)+
3
j=1
k
∑  
En ajoutant les contraintes de linéarité pour les deux intervalles extrêmes, on montre que cela introduit 
des contraintes sur les coefficients (Royston P et al., 2002; Royston P et al., 2007). Il n'y a plus alors 
besoin que de (k) coefficients (4 de moins) et la fonction s'écrit : 
 
S(x) = β00 +β01x + β1jυ j(x)
j=2
k−1
∑  
avec :  
 
υ j(x) =
1
sk − s1( )2
x − sj−1( )+
3
− x − sk−1( )+
3 sk − sj−1( )
sk − sk−1( )
+ x − sk( )+
3 sk−1 − sj−1( )
sk − sk−1( )
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
 pour j=2, ..., k-1 
D'autres paramétrisations sont possibles. Celle-ci a été retenue ici car les variables  υ j  sont celles qui 
sont créées par Stata avec la commande mkspline. Elle donne aussi un test simple de linéarité (en 
testant que les coefficients  β1j = 0  pour j=2, ..., k-1). 
 
Exemple avec 3 nœuds 
Prenons l'exemple de 3 nœuds, toujours avec les données de FIV. 
Deux fonctions sont créées : X et  υ2  (figure 20a) 
 
Figure 20a : Fonctions splines cubiques restreints créées avec 2 nœuds 
 
La relation entre l'âge et le succès en FIV est représentée sur la figure 20b. On voit que le gain est 
surtout dans la forme de la courbe et l'intervalle de confiance au deux extrémités. 
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Figure 20b : Relation entre l'âge et le succès en FIV par des splines cubiques restreints et 3 nœuds 
 
 
Exemple avec 7 nœuds 
 
Si on prend 7 nœuds (figure 21), 6 variables sont créées. On constate qu'on gagne peu pour la forme de 
la courbe elle-même, et qu'on a même tendance à y "perdre", d'une part sur la régularité de la courbe, 
d'autre part sur sa précision (largeur de l'intervalle de confiance). 
 
Figure 21 : Modélisation de la relation entre âge et succès en FIV avec des splines cubiques restreints et 
7 nœuds 
a. Fonctions splines cubiques restreints créées 
 
b. Représentation graphique de la relation 
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9. Polynômes fractionnaires 
9.1. Définition 
Les polynômes fractionnaires ont été introduits dans les années 1990 et largement développés et 
popularisés par P. Royston, W. Sauerbrei et G. Altman. On en trouve une présentation synthétique et 
pédagogique dans l'article de Royston et al de 1999 (Royston P et al., 1999), plus théorique dans 
Royston et al 1994 (Royston P et al., 1994) ou dans Sauerbrei et al 1999 (Sauerbrei W et al., 1999). 
Pour un développement plus complet, voir l'excellent livre de Royston et Sauerbrei (Ambler G et al., 
2001; Royston P et al., 2008). 
Les polynômes fractionnaires sont une extension des polynômes ordinaires où les exposants peuvent 
être négatifs et/ou non entiers et sont pris dans l'ensemble prédéfini de valeurs S = [ -2; -1; -0,5; 0; 0,5; 
1; 2; 3 ] avec, par convention, la valeur 0 correspondant à lnx. L'ensemble S peut paraître restreint, mais 
l'expérience montre qu'il est suffisant pour la quasi totalité des situations rencontrées en pratique 
(Royston P et al., 2008). 
Un polynôme fractionnaire de degré (ou ordre) m, noté PFm (ou FPm en anglais), comprend m termes, 
sachant qu'une puissance peut être répétée m fois (en ajoutant des logarithmes). Par exemple, si la 
puissance p est répétée 3 fois, les trois termes correspondant du polynôme fractionnaire sont 
 x
p  , xp ln(x) et xp ln(x)( )2 . 
Un polynôme fractionnaire de degré m s'écrit donc 
 
PFm = β0 + β jx
(pj )  où pj ∈S
j=1
m
∑ , avec les conventions 
suivantes : 
-  x(p) = xp  si p≠0 
-  x
(0) = ln(x)  
- si (p) est répété k fois, le 1er terme est xp et les suivants sont  x
p ln(x)( ) j−1  pour j=2 à k. 
Avec ces conventions, il y a donc 8 PF1 et 36 PF2. 
De façon conventionnelle, un polynôme fractionnaire est noté (en particulier par Stata) avec la suite des 
puissances pj : fracploy p1 p2 ... pm. 
En pratique, on constate qu'il n'est pas nécessaire de considérer des degrés supérieurs à 2 pour 
représenter de façon satisfaisante la relation entre Y et une variable continue X. On peut en effet obtenir 
la plupart des formes de fonctions avec des polynômes PF2 comme le montre la figure 22 ci-dessous. 
 
Figure 22 : Différentes formes de courbes obtenues avec des polynômes fractionnaires de degré 2 
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Les exemples du tableau 10 montrent aussi comment des changements de coefficients avec des 
puissances identiques peuvent conduire à des courbes différentes. 
 
Tableau 10 : Différentes formes de courbes obtenues avec un polynôme fractionnaire de degré 2 selon 
les puissances utilisées. 
 
Polynôme fractionnaire Forme des courbes 
Puissances : -2 ; -2 
Coefficients : -0,8 ; -2 
 
Equation : 
 
−0,8 1
x2
− 2 1
x2
ln(x)  
 
Puissances : -2 ; -2 
Coefficients : 1 ; 1 
 
Equation : 
 
1
x2
+ 1
x2
ln(x)  
 
Puissances : -0,5 ; 0 
Coefficients : 1 ; 1 
 
Equation : 
 
1
x
+ ln(x)  
 
Puissances : 3 ; 3 
Coefficients : 0,2 ; -0,6 
 
Equation :  0,2 x
3 − 0,6 x3 ln(x)  
 
 
Sur le plan logiciel, les polynômes fractionnaires ont surtout été développés dans Stata, mais il existe 
une macro SAS et un package R (voir en annexe). Le processus d'estimation intègre la création des 
variables correspond aux puissances retenues et l'estimation de leur coefficients. En effet, les deux sont 
choisis en même temps pour obtenir la vraisemblance maximum (contrairement aux splines où les 
fonctions splines sont construites indépendamment de la relation entre X et Y). 
Pour des raisons numériques, les options par défaut sont de : 
- "redimensionner" la variable X (souvent en la divisant par 10) pour éviter de dépasser les capacités de 
la machine ou qu'il y ait trop d'erreurs d'approximation numérique  
- centrer les variables créées avec les puissances de X 
- changer l'origine de X si X peut prendre des valeurs négatives ou nulles de façon à ce que la nouvelle 
variable soit toujours positive et à pouvoir utiliser lnX. 
Ces options sont rappelées dans les sorties du logiciel, encore faut-il penser à les regarder ... 
9.2. Exemples 
En poursuivant l'exemple des données de FIV, on peut modéliser la relation entre l'âge et le succès par 
des polynômes fractionnaires de degré de plus en plus en plus élevés. J'ai retenu ici les degrés 1, 2 et 4. 
La commande de Stata est fracoply (on verra aussi mfp plus bas). Elle peut être suivie de la commande 
fracplot qui permet de visualiser la courbe modélisant la relation entre X et Y. Comme pour les splines, 
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cette courbe est très utile car il est quasi impossible de se rendre compte de l'allure de la courbe à partir 
de son équation.  
Attention 
Les figures données dans ce polycopié ne sont pas celles données par fracpoly. La courbe et l'intervalle 
de confiance sont les mêmes, mais l'intitulé de l'axe Y est changé et les points observés ne sont pas 
représentés de la même façon (voir explication en annexe A). De plus les courbes du polycopié, comme 
c'était le cas dans les paragraphes précédents, incluent le modèle linéaire en tant que modèle de 
"référence".  
Polynôme fractionnaire de degré 1 
La puissance retenue est 3 (c'est celle pour laquelle la vraisemblance est maximum). Le modèle est 
donc le suivant : Logit P = -0,81 - 0,021 x3   (où x=âge/10). L'option a été prise ici de ne pas centrer les 
variables. Le graphique correspondant est donné sur la figure 23. 
 
Figure 23 : Relation entre l'âge et le succès en FIV modélisée par un polynôme fractionnaire de degré 1 
 
Polynôme fractionnaire de degré 2 
Les puissances retenues sont 3 et 3. Cela signifie par convention que le modèle est le suivant : 
Logit P = -2,56 + 0,21 x3 - 0,15 x3 ln(x) (avec toujours x=age/10). La figure correspondante est la figure 
24. 
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Figure 24 : Relation entre l'âge et le succès en FIV modélisée par un polynôme fractionnaire de degré 2 
 
Le polynôme fractionnaire retenu, avec les puissances (3 3) est le meilleur au sens où il a la plus grande 
vraisemblance. Mais, il n'y a pas de test statistique formel pour la comparaison aux autres FP2, et il se 
peut que d'autres puissances donnent des vraisemblances très proches, et donc des modélisations 
quasiment identiques en pratique.  
L'option log de la commande fracpoly permet de visualiser les déviances (la déviance est égale à -2 fois 
la vraisemblance) de tous les modèles possibles pour éventuellement en retenir un autre que celui qui a 
la vraisemblance la plus élevée. 
 
. fracpoly logit acc agea, adjust(no) log 
 
Model #      Deviance  Power 1 Power 2 
 
    1        5732.988    -2.0      .  
    2        5724.741    -1.0      .  
    3        5720.735    -0.5      .  
    4        5716.837     0.0      .  
    5        5713.068     0.5      .  
    6        5709.445     1.0      .  
    7        5702.703     2.0      .  
    8        5696.717     3.0      .  
    9        5699.433    -2.0    -2.0 
   10        5695.801    -1.0    -2.0 
   11        5694.056    -0.5    -2.0 
   12        5692.373     0.0    -2.0 
   13        5690.760     0.5    -2.0 
   14        5689.226     1.0    -2.0 
   15        5686.416     2.0    -2.0 
   16        5683.983     3.0    -2.0 
   17        5692.616    -1.0    -1.0 
   18        5691.098    -0.5    -1.0 
   19        5689.641     0.0    -1.0 
   20        5688.252     0.5    -1.0 
   21        5686.938     1.0    -1.0 
   22        5684.555     2.0    -1.0 
 
 
 
 
 
   23        5682.517     3.0    -1.0 
   24        5689.693    -0.5    -0.5 
   25        5688.348     0.0    -0.5 
   26        5687.071     0.5    -0.5 
   27        5685.866     1.0    -0.5 
   28        5683.689     2.0    -0.5       
   29        5681.842     3.0    -0.5 
   30        5687.115     0.0     0.0 
   31        5685.946     0.5     0.0 
   32        5684.848     1.0     0.0 
   33        5682.874     2.0     0.0 
   34        5681.210     3.0     0.0 
   35        5684.885     0.5     0.5 
   36        5683.890     1.0     0.5 
   37        5682.111     2.0     0.5 
   38        5680.623     3.0     0.5 
   39        5682.995     1.0     1.0 
   40        5681.404     2.0     1.0 
   41        5680.084     3.0     1.0 
   42        5680.161     2.0     2.0 
   43        5679.150     3.0     2.0 
   44        5678.408     3.0     3.0 
 
 
Le modèle retenu est le modèle 44 (attention les modèles ne sont pas classés dans l'ordre des 
déviances décroissantes). On voit que les modèles 41 et 43 sont pratiquement aussi bons que le modèle 
44 et ont des puissances plus simples (notamment, pas de log dans l'écriture du modèle). On peut donc 
choisir de les prendre à la place du modèle retenu. On constate d'ailleurs sur la figure 25 qu'ils donnent 
quasiment la même modélisation. 
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Figure 25 : Relation entre l'âge et le succès en FIV modélisée par des polynômes fractionnaires de 
degré 2 avec des puissances différentes 
 
Modèle 44 :  
Logit P = -2,56 + 0,21 x3 - 0,15 x3 ln(x) 
 
Modèle 41 :  
Logit P = -5,56 + 2,20 x – 0,088 x3  
 
Modèle 43 : 
Logit P = -3,32 + 0,71 x2 – 0,16 x3 
 
 
Polynôme fractionnaire de degré 4 
Les puissances retenues sont (-2 -2 -2 -2). Le modèle est donc le suivant : 
Logit P = -122,7 -105,6 x-2 + 1162,6 x-2 ln(x) - 1188,9 x-2 ln(x)2 + 954,5 x-2 ln(x)3   (avec x=âge/10) 
 
Il est représenté sur la figure 26. On peut noter que ce modèle colle effectivement mieux aux 
observations. Mais, comme on a déjà eu l'occasion de le remarquer, c'est au prix de variations difficiles 
à interpréter. On constate d'une part, une légère diminution de la probabilité de succès entre 20 et 25 
ans qui est peu explicable et qui reflète le faible taux de succès observé chez les femmes de 22 ans 
(voir tableau 1) qui peut n'être qu'une fluctuation d'échantillonnage. D'autre part, la forte diminution du 
taux de succès chez les plus jeunes s'explique principalement par la présence de 2 femmes de 17 et 18 
ans ayant toutes connu un échec, là aussi proche d'un phénomène aléatoire. Il y a d'ailleurs une forte 
imprécision de la courbe pour ces catégories les plus jeunes. 
 
Figure 26 : Relation entre l'âge et le succès en FIV modélisée par un polynôme fractionnaire de degré 4 
 
 
Lorsqu'on confronte les courbes (figure 27), on voit que le gain en passant de FP2 à FP4 est modeste sur 
la majeure partie de la courbe. Il consiste essentiellement à mieux représenter les observations pour les 
âges les plus petits, où les effectifs sont faibles. On peut en fait se demander si ça ne revient pas à 
mieux représenter les fluctuations d'échantillonnage ... 
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Figure 27 : Comparaison graphique des modélisations par des polynômes fractionnaires de degré 2 et 4 
 
 
 
Remarquons pour finir que, cette fois-ci, avec des polynômes fractionnaires de degré supérieur à 2, la 
possibilité d'examiner les vraisemblances de tous les modèles qui a été évoquée avec FP2 pour 
éventuellement en choisir un avec des puissances plus faciles à manipuler devient peu praticable en 
raison du nombre de modèles possibles (494 pour des PF4 comme le montre le résultat ci-dessous). 
 
. fracpoly logit acc agea, adjust(no) degre(4) 
-> gen double Iage__1 = X^-2 if e(sample) 
-> gen double Iage__2 = X^-2*ln(X) if e(sample) 
-> gen double Iage__3 = X^-2*ln(X)^2 if e(sample) 
-> gen double Iage__4 = X^-2*ln(X)^3 if e(sample) 
   (where: X = age/10) 
 
Iteration 0:   log likelihood = -2888.9503   
Iteration 1:   log likelihood = -2839.7685   
Iteration 2:   log likelihood =  -2837.686   
Iteration 3:   log likelihood = -2837.6761   
Iteration 4:   log likelihood =  -2837.676   
 
Logistic regression                             Number of obs     =      6,400 
                                                LR chi2(4)        =     102.55 
                                                Prob > chi2       =     0.0000 
Log likelihood =  -2837.676                     Pseudo R2         =     0.0177 
 
------------------------------------------------------------------------------ 
         acc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     Iage__1 |  -105.6356   103.0605    -1.02   0.305    -307.6304    96.35933 
     Iage__2 |   1162.508   584.0006     1.99   0.047     17.88746    2307.128 
     Iage__3 |  -1188.917   606.8443    -1.96   0.050     -2378.31    .4754061 
     Iage__4 |   954.4871   385.3909     2.48   0.013     199.1348     1709.84 
       _cons |  -112.7295   36.26258    -3.11   0.002    -183.8028   -41.65614 
------------------------------------------------------------------------------ 
Deviance:  5675.35. Best powers of age among 494 models fit: -2 -2 -2 -2. 
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Il y a 3 nœuds. Le logiciel fabrique 
donc 2 variables Spage1 et 
Spage2 qui sont ensuite incluses 
dans un modèle logistique 
Il y a un lien significatif entre X (âge) et Y 
(succès en FIV) puisque le test global des 
coefficients des 2 variables Spage1 et 
Spage2 est significatif avec p < 10-4 
2 variables Iage__1 et Iage__2 sont 
construites, égales à age3 et 
age3*ln(age) et sont ensuite incluses 
dans un modèle logistique 
10. Présentation des résultats 
Comme on a pu s'en rendre compte dans les présentations des fonctions splines et des polynômes 
fractionnaires, les variables créées ne sont pratiquement pas interprétables. Dans le cas des fonctions 
splines, il est même souvent impossible d'écrire leur équation car les logiciels fonctionnent un peu 
comme des "boîtes noires". Les coefficients associées aux variables créées apparaissent dans les 
sorties des logiciels sont eux aussi ininterprétables ainsi que les tests qui les accompagnent. Il est 
même difficile de se rendre compte de l'allure de la courbe au seul vu des variables et des coefficients 
(ne serait-ce que de savoir si elle croissante ou pas). 
Il n'y a guère que pour les splines linéaires, où ils sont égaux aux variations de pente d'un intervalle à 
l'autre, que les coefficients et leur test peuvent avoir un sens. 
On ne peut donc pas se contenter de donner les sorties des logiciels en guise de résultats. C'est en fait 
une règle générale, mais encore plus vraie ici si on peut dire ! 
Nous allons voir ci-dessous comment répondre à la question de l'existence d'une association entre X et 
Y, comment donner la forme de cette association et enfin comment donner des résultats quantitatifs 
(pour mettre dans un tableau d'un article par exemple). 
10.1. Test de l'association entre X et Y 
Pour tester l'existence d'une association entre X et Y, l'hypothèse nulle est que tous les coefficients des 
variables créées pour les fonctions splines ou pour les polynômes fractionnaires sont nuls. Il s'agit donc 
d'un test global, les tests séparés des coefficients ne servent à rien (voire sont trompeurs). 
Prenons l'exemple de l'association entre l'âge de la femme et le succès en FIV modélisée d'une part par 
une fonction spline cubique restreint et d'autre part par un polynôme fractionnaire de degré 2.  
Les résultats (commentés) sont les suivants : 
 
Fonction spline cubique restreint 
 
 
. mkspline Spage = age, cubic nknots(3) 
 
. logit acc Spage* 
 
Logistic regression                             Number of obs     =      6,400 
                                                LR chi2(2)        =     100.40 
                                                Prob > chi2       =     0.0000 
Log likelihood = -2838.7478                     Pseudo R2         =     0.0174 
 
------------------------------------------------------------------------------ 
         acc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
      Spage1 |   .0219815   .0175041     1.26   0.209    -.0123259    .0562889 
      Spage2 |  -.1397477   .0253126    -5.52   0.000    -.1893594    -.090136 
       _cons |  -1.995347   .5236547    -3.81   0.000    -3.021691   -.9690028 
------------------------------------------------------------------------------ 
 
. testparm Spage* 
 
 ( 1)  [acc]Spage1 = 0 
 ( 2)  [acc]Spage2 = 0 
 
           chi2(  2) =   84.43 
         Prob > chi2 =    0.0000 
 
 
 
Polynôme fractionnaire de degré 2 
 
. fracpoly logit acc age, adjust(no) degre(2) 
........ 
-> gen double Iage__1 = X^3 if e(sample) 
-> gen double Iage__2 = X^3*ln(X) if e(sample) 
   (where: X = age/10) 
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Il y a un lien significatif entre X (âge) et Y 
(succès en FIV) puisque le test global des 
coefficients des 2 variables Iage__1 et 
Iage__2 est significatif avec p < 10-4 
 
 
Logistic regression                             Number of obs     =      6,400 
                                                LR chi2(2)        =      99.92 
                                                Prob > chi2       =     0.0000 
Log likelihood = -2838.9885                     Pseudo R2         =     0.0173 
 
------------------------------------------------------------------------------ 
         acc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
     Iage__1 |   .2085767   .0546516     3.82   0.000     .1014616    .3156918 
     Iage__2 |  -.1489945   .0354207    -4.21   0.000    -.2184178   -.0795712 
       _cons |  -2.563884   .4265015    -6.01   0.000    -3.399811   -1.727956 
------------------------------------------------------------------------------ 
Deviance:  5677.98. Best powers of age among 44 models fit: 3 3. 
 
. testparm Iage* 
 
 ( 1)  [acc]Iage__1 = 0 
 ( 2)  [acc]Iage__2 = 0 
 
           chi2(  2) =   81.46 
         Prob > chi2 =    0.0000 
 
 
10.2. Représentation graphique de la relation entre X et Y 
Une représentation graphique est essentielle pour connaitre la forme de la relation entre X et Y que les 
équations des variables créées (quand on peut les avoir) ou leur coefficients ne permettent pas de 
deviner.  
Dans le cas des polynômes fractionnaires, la commande "fracplot" permet d'obtenir directement le 
graphe de la courbe. Sinon, il faut utiliser la commande "predict" qui donne la valeur de Logit P prédite et 
son intervalle de confiance. Les commandes de graphiques des logiciels permettent ensuite de tracer la 
courbe elle-même. C'est cette 2ème possibilité qui a été utilisée dans ce chapitre de façon à fournir des 
graphes plus complets que fracplot (ajout de la modélisation linéaire et d'une légende, modification de 
l'intitulé de l'axe des Y et de la représentation des observations, voir annexe A). 
Dans la production des courbes, on peut se poser deux questions : 
- Faut-il faire le graphe pour Logit P ou pour P ? 
A priori, on retient Logit P (comme cela a été fait pour toutes les courbes de ce chapitre) car c'est cette 
variable qui est modélisée. C'est la seule solution lorsque les données viennent d'une enquête cas-
témoin où la probabilité P ne peut pas être estimée. 
Lorsque les données viennent d'un échantillon représentatif, P peut être estimé et il peut être plus 
pertinent et plus "parlant" pour le lecteur de donner la relation entre X et P comme dans la figure ci-
dessous. 
 
 
 
- Faut-il faire figurer les points observés ? 
On a dit dans le paragraphe d'introduction qu'il était souvent utile de voir le nuage de points qui peut 
constituer un garde-fou pour le choix de la modélisation. Dans le cas où Y est une variable dichotomique 
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et que la modélisation porte sur Logit P, c'est plus discutable comme cela est détaillé dans l'annexe A. 
Le choix qui a été fait dans ce chapitre pour représenter les observations est particulier, il n'est pas 
présent dans les logiciels et doit donc être programmé, ce qui est un réel obstacle. Il est donc tout à fait 
légitime de représenter la courbe sans les points observés comme c'est fait ci-dessous. 
  
 
 
10.3. Présentation des résultats dans un tableau 
Les représentations graphiques ne résolvent cependant pas la question de la publication des résultats 
dans des tableaux avec un contenu quantitatif comme on le fait habituellement avec un odds ratio 
lorsque X est dichotomique.  
La communication des coefficients des variables est peu parlante pour le lecteur, qu'il soit 
épidémiologiste ou non, alors que les valeurs des odds ratios par catégorie de la variable X sont, eux 
faciles à interpréter. C'est la raison principale pour laquelle une variable quantitative est souvent 
transformée en variables indicatrices après avoir été découpée en classes (voir § 6), malgré les 
inconvénients que cela représente. 
Pour trouver un compromis entre la modélisation de X obtenue avec des splines ou des polynômes 
fractionnaires et une présentation “lisible” des résultats, une bonne solution est de faire des classes de 
la variable X, d'en choisir une comme référence, et de calculer les OR des autres classes par rapport à 
cette référence en se servant de la modélisation par splines ou polynômes fractionnaires (Royston P et 
al., 1999). 
Exemple 
Pour illustrer ce propos, prenons l'exemple de la relation entre l'âge et le succès en FIV modélisée par 
un polynôme fractionnaire de degré 2. 
Considérons des classes d'âge de 5 ans : 15-19 ; 20-24 ; ... ; 40-46 et prenons la classe 20-24 comme 
référence. L'odds ratio entre la classe 15-19 et cette classe de référence est obtenu en calculant les 
probabilités de succès P1 et P0 prédite par la modélisation aux centres des classes puis en calculant 
 
OR =
P1 / 1−P1
P0 / 1−P0
. 
Les centres des classes sont 17 ; 22 ; ... ; 42 (on peut discuter de prendre 17,5 ; 22,5 ... mais ce n'est 
pas la difficulté principale). 
Le modèle retenu (voir § 9.2) a les puissances (3 3) et s'écrit donc : Logit P = α + β1 x3 + β2 x3 ln(x)   
(avec x=âge/10). Les centres des classes de X sont donc 1,7 ; 2,2 ; ... ; 4,2. 
On a donc : 
Logit P1 =  α + β1 (1,7)3 + β2 (1,7)3 ln(1,7) 
Logit P0 =  α + β1 (2,2)3 + β2 (2,4)3 ln(2,2) 
 
D'où lnOR = Logit P1 – Logit P0 = β1 (1,73-2,23) + β2 (1,73 ln(1,7) - 2,23 ln(2,2)) = -5,735 β1 - 5,789 β2. 
Puis OR après avoir remplacé β1 et β2 par leur estimation (β1 = 0,21 ; β2 = -0,15).  
Pour avoir l'intervalle de confiance de OR, il faut utiliser les variances et covariance de β1 et β2 ou, ce qui 
est préférable, recourir à la commande lincom de Stata (voir annexe 6.2). 
-6
-4
-2
0
2
15 25 35 45
âge (années)
modèle linéaire fracpoly  3 3
Intervalle de confiance  
Lo
git
 P
25 septembre 2019 Régression logistique — Modélisation des variables quantitatives 
 
 39 
En faisant la même chose pour les autres classes d'âge, on obtient les résultats de la dernière colonne 
du tableau 11. 
 
 
Tableau 11 : Odds ratios par classes selon la modélisation de X (variables indicatrices ou polynômes 
fractionnaires) 
 
Age OR "observés" * PF2** 
15-19 1,49 [0,15 - 15] 0,72 [0,58 – 0,90] 
20-24 1 1 
25-29 1,13 [0,69 - 1,85] 1,24 [1,02 - 1,51] 
30-34 1,09 [0,67 - 1,76] 1,19 [0,86 – 1,64] 
35-39 0,70 [0,43 - 1,14] 0,75 [0,53 – 1,04] 
40-44 0,32 [0,18 - 0,57] 0,25 [0,18 – 0,35] 
** c'est-à-dire obtenus par transformation de X en classes et des variables indicatrices (sans modélisation donc) 
** Polynômes fractionnaires de degré 2 (voir aussi sa représentation graphique sur la figure 24). 
 
Le tableau 11 permet de comparer les résultats selon qu'on se contente de faire des classes de X et des 
variables indicatrices (1ère colonne) comme on le fait très souvent ou qu'on modélise la relation entre X 
et Y par un polynôme fractionnaire (2ème colonne). 
On constate que les résultats sont différents avec des variables indicatrices et avec la modélisation par 
un polynôme fractionnaire. Ils ne sont cependant pas très éloignés, ce qui, d'une certaine manière, est 
rassurant. Sauf pour la 1ère classe où l'odds ratio donné par la fonction indicatrice est si imprécis qu'il est 
en fait non informatif. 
On constate surtout que les intervalles de confiance sont plus petits avec la modélisation par polynômes 
fractionnaires, ce qui correspond au résultat général que la puissance est meilleure avec une 
modélisation. 
Il est donc tout à fait préférable de garder les OR obtenus par modélisation et de les faire figurer dans un 
tableau de résultats (même si cela demande un peu de calculs) plutôt que ceux obtenus après avoir fait 
des classes d'âge. 
 
 
On peut bien sûr faire la même chose avec une modélisation par des fonctions splines, mais avec une 
méthode un peu différente parce qu'on ne connait pas l'équation de la fonction. 
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11. Stratégie de choix du modèle avec les polynômes fractionnaires 
Un des problèmes importants qui se pose en utilisant les polynômes fractionnaires pour modéliser la 
relation d'une variable quantitative X avec Y est le choix du meilleur polynôme fractionnaire. Il faut en 
effet déterminer le degré du polynôme, puis les puissances qu'on va retenir. Il faut pour cela recourir à 
une stratégie qui soit le plus "objective" possible et qui permette de contrôler le risque d'erreur de 1ère 
espèce. C'est ce qu'ont proposé Royston et ses collègues, d'abord pour la modélisation d'une seule 
variable quantitative X, puis dans le cas de plusieurs variables X1, X2, ..., Xp à modéliser simultanément 
(Ambler G et al., 2001; Royston P et al., 2005). 
Le problème se pose bien sûr aussi pour la modélisation avec des fonctions splines (voir § 12).  
11.1. Choix du meilleur polynôme fractionnaire pour une variable 
La stratégie de choix du polynôme fractionnaire pour modéliser une seule variable quantitative X se 
déroule en 4 étapes décrites ci-dessous. Les principes généraux sont d'une part de privilégier le modèle 
linéaire s'il n'est pas significativement moins bon qu'un autre modèle, d'autre part de considérer qu'il est 
inutile de prendre des polynômes fractionnaires de degré supérieur à 2. Ce 2ème point, dont nous avons 
vu un exemple plus haut, a été conforté par l'expérience (Royston P et al., 2008).  
 
Les 4 étapes sont les suivantes : 
Etape 1. Choisir le meilleur modèle FP2 
Selon le principe indiqué plus haut, c'est le modèle qui est le meilleur pour représenter les 
données observées (mais peut-être pas significativement meilleur que des modèles plus 
simples de même degré). 
Le choix se fait en comparant entre eux les 36 modèles FP2 obtenus en faisant varier les 
valeurs des puissances. 
Etape 2. Comparer le modèle obtenu avec celui n'incluant pas la variable X.  
Si la différence est non significative, X n'est pas significativement lié à Y. Le processus de 
sélection s'arrête là et X n'est pas inclus dans l'analyse. 
Etape 3. Sinon, comparer le meilleur FP2 avec le modèle linéaire. Si la différence est non significative, 
la linéarité est acceptée et le modèle linéaire retenu. 
Etape 4. Sinon : comparer le meilleur FP2 et le meilleur FP1. Si la différence est non significative, on 
retient le modèle FP1. Sinon le modèle FP2. 
 
 
Pour les étapes ci-dessus : 
- le meilleur polynôme fractionnaire FPm est celui des FPm qui a la plus grande vraisemblance. 
- pour comparer deux polynômes fractionnaires de degrés différents, on utilise le test de χ2 du rapport 
des vraisemblance en considérant (cela a été vérifié par simulations) qu'un modèle FPm a 2m ddl (1 pour 
chaque coefficient, et 1 pour le choix de chaque puissance) et que le modèle linéaire a 1 ddl. 
 
Il a été vérifié par simulation que cette stratégie permet de contrôler le risque d'erreur α dans le choix du 
modèle (Ambler G et al., 2001). 
Exemple 
La commande Stata qui correspond à cette stratégie est mfp. Elle est exécutée ci-dessous sur l'exemple 
de la relation entre l'âge et le succès (accouchement) en FIV avec les données décrites précédemment. 
 
 
. mfp logit acc agea, adjust(no) select(.05) 
 
Deviance for model with all terms untransformed =  5709.445, 6400 observations 
 
Variable     Model (vs.)   Deviance  Dev diff.   P      Powers   (vs.) 
---------------------------------------------------------------------- 
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agea         null   FP2    5777.901    99.493  0.000*   .         3 3 
             lin.          5709.445    31.037  0.000+   1          
             FP1           5696.717    18.310  0.000+   3          
             Final         5678.408                     3 3 
 
 
Transformations of covariates: 
 
-> gen double Iagea__1 = X^3 if e(sample)  
-> gen double Iagea__2 = X^3*ln(X) if e(sample)  
   (where: X = agea/10) 
 
Final multivariable fractional polynomial model for acc 
-------------------------------------------------------------------- 
    Variable |    -----Initial-----          -----Final----- 
             |   df     Select   Alpha    Status    df    Powers 
-------------+------------------------------------------------------ 
        agea |    4     0.0500   0.0500     in      4     3 3 
-------------------------------------------------------------------- 
 
Logistic regression                               Number of obs   =       6400 
                                                  LR chi2(2)      =      99.49 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -2839.2039                       Pseudo R2       =     0.0172 
 
------------------------------------------------------------------------------ 
         acc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
    Iagea__1 |   .2044637   .0548088     3.73   0.000     .0970403     .311887 
    Iagea__2 |  -.1463993   .0355189    -4.12   0.000     -.216015   -.0767836 
       _cons |  -2.530316   .4279683    -5.91   0.000    -3.369119   -1.691514 
------------------------------------------------------------------------------ 
Deviance: 5678.408. 
 
 
L'option select(.05) est nécessaire pour que l'étape 1 soit réalisée, c'est-à-dire que soit testé (au risque 
indiqué entre parenthèses) s'il y a un lien entre X et Y. Si on 
souhaite de toutes façons garder X dans l'analyse et 
modéliser au mieux cette variable, il faut enlever cette option, 
l'étape 1 est alors sautée. 
 
Ici on retient le modèle FP2, avec la puissance 3 répétée deux 
fois. Le modèle final est donc : 
Logit P = -2,53 + 0,204 x3 - 0,146 x3 ln(x) (x=age/10). 
 
Si on exécute ensuite la commande fracplot, on obtient le 
graphique suivant qui est l'analogue3 de ce qui a été montré 
plus haut.  
11.2. Modélisation simultanée de plusieurs variables quantitatives  
La stratégie de choix du meilleur modèle lorsqu'on veut utiliser plusieurs variables quantitatives 
simultanément s'appuie sur le même principe que le précédent. 
 
Il faut commencer par le choix de l'ordre dans lequel les variables sont considérées. Pour cela, on les 
ordonne selon la valeur croissante du degré de signification p de la pente de leur relation avec Logit P 
dans des modèles linéaires successifs où les variables sont considérées une par une.  
On choisit alors le meilleur modèle pour la première variable (les autres étant incluses dans le modèle 
sous forme linéaire) de la façon suivante : 
Ø si X est qualitative : X est transformé en variables indicatrices et on utilise un test global de 
l'ensemble des coefficients pour déterminer si la variable X doit être gardée. 
Ø si X est quantitative : on utilise le même processus qu'avec une seule variable pour choisir le meilleur 
                                                
3 Voir annexe A 
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FP ou éliminer la variable 
 
On recommence pour les variables suivantes en ajustant sur celles qui ont déjà été traitées avec la 
modélisation qui leur a été attribuée, et en continuant à inclure celles qui n'ont pas été traitées sous 
forme linéaire. 
Lorsque toutes les variables ont été traitées, on recommence en prenant les variables dans le même 
ordre, mais cette fois les variables sont incluses dans le modèle avec la modélisation obtenue dans le 
cycle précédent (et non sous forme linéaire). 
Le processus s'arrête lorsque la modélisation des variables ne change plus entre deux cycles successifs 
(très souvent un petit nombre de cycles suffit, parfois 2). 
 
Comme dans le cas d'une seule variable quantitative, pour les étapes ci-dessus : 
- le meilleur FPm est celui des FPm qui a la plus grande vraisemblance 
- on considère (vérifié par simulations) qu'un modèle FPm a 2m ddl (1 pour chaque coefficient, et 1 pour 
le choix de chaque puissance) 
Exemple 
Nous poursuivons l'exemple du succès en FIV avec, cette fois-ci, les variables suivantes : 
 
Y : résultat d'une tentative de FIV (accouchement) 
 
X1 : âge 
X2 : nombre d'ovocytes prélevés 
X3 : nombre d'embryons de bonne qualité obtenus 
 
La modélisation de la relation entre Y et chacun des Xi pris séparément est indiquée sur la figure 28. Elle 
a été obtenue avec la commande mfp, c'est-à-dire que, contrairement à la commande fracpoly, elle n'est 
pas limitée à des polynômes fractionnaires de degré 2, mais peut aussi être un polynômes fractionnaires 
de degré 1, ou même une droite. 
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Figure 28 
 
Variable et modélisation Graphique 
Age 
Logit P = -2,56 + 0,21 x13 - 0,15 x13 ln(x1) 
 
 
Nombre d'ovocytes 
Logit P = -1,06 – 0,42 x2-1 
 
 
Nombre d'embryons de bonne qualité :  
Logit P = -1,05 – 0,056 x3-2 
 
 
 
 
 
La commande pour sélectionner le meilleur modèle est, comme dans le cas d'une variable, mfp dont les 
résultats sont les suivants. 
 
 
 
. mfp logit acc agea ovo emb, adjust(no) select(.05) 
 
Deviance for model with all terms untransformed =  5576.424, 6366 observations 
 
Variable     Model (vs.)   Deviance  Dev diff.   P      Powers   (vs.) 
---------------------------------------------------------------------- 
emb          null   FP2    5665.052   278.870  0.000*   .         -2 3 
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             lin.          5576.424   190.242  0.000+   1          
             FP1           5386.574     0.392  0.822    -2         
             Final         5386.574                     -2 
 
agea         null   FP2    5432.668    73.865  0.000*   .         3 3 
             lin.          5386.574    27.771  0.000+   1          
             FP1           5376.162    17.359  0.000+   3          
             Final         5358.803                     3 3 
 
ovo          null   FP2    5360.290     3.847  0.427    .         -.5 0 
             Final         5360.290                     . 
 
---------------------------------------------------------------------- 
End of Cycle 1: deviance =    5360.290 
---------------------------------------------------------------------- 
 
emb          null   FP2    5660.015   299.874  0.000*   .         -2 -.5 
             lin.          5548.133   187.993  0.000+   1          
             FP1           5360.290     0.150  0.928    -2         
             Final         5360.290                     -2 
 
agea         null   FP2    5432.741    72.450  0.000*   .         3 3 
             lin.          5388.179    27.889  0.000+   1          
             FP1           5378.125    17.835  0.000+   3          
             Final         5360.290                     3 3 
 
ovo          null   FP2    5360.290     3.847  0.427    .         -.5 0 
             Final         5360.290                     . 
 
 
Fractional polynomial fitting algorithm converged after 2 cycles. 
 
 
 
Transformations of covariates: 
 
-> gen double Iagea__1 = X^3 if e(sample)  
-> gen double Iagea__2 = X^3*ln(X) if e(sample)  
   (where: X = agea/10) 
-> gen double Iemb__1 = X^-2 if e(sample)  
   (where: X = (emb+1)/10) 
 
Final multivariable fractional polynomial model for acc 
-------------------------------------------------------------------- 
    Variable |    -----Initial-----          -----Final----- 
             |   df     Select   Alpha    Status    df    Powers 
-------------+------------------------------------------------------ 
        agea |    4     0.0500   0.0500     in      4     3 3 
         ovo |    4     0.0500   0.0500     out     0      
         emb |    4     0.0500   0.0500     in      2     -2 
-------------------------------------------------------------------- 
 
Logistic regression                               Number of obs   =       6366 
                                                  LR chi2(3)      =     398.73 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -2680.1452                       Pseudo R2       =     0.0692 
 
------------------------------------------------------------------------------ 
         acc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
    Iagea__1 |   .2085374   .0556424     3.75   0.000     .0994802    .3175945 
    Iagea__2 |  -.1467792   .0360407    -4.07   0.000    -.2174176   -.0761407 
     Iemb__1 |   -.053945   .0053169   -10.15   0.000    -.0643659   -.0435241 
       _cons |  -2.133261   .4364767    -4.89   0.000     -2.98874   -1.277783 
------------------------------------------------------------------------------ 
Deviance: 5360.290. 
 
La convergence est obtenue au bout de 2 cycles (en fait le résultat est acquis dès le 1er cycle, mais on 
ne s'en rend compte qu'à la fin du 2ème). 
La modélisation finale est la suivante : 
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- âge : polynôme fractionnaire avec les puissances (3 3) 
- nombre d'ovocytes : non inclus dans le modèle 
- nombre d'embryons de bonne qualité : polynôme fractionnaire avec la puissance (-2) 
12. Stratégie de choix du modèle avec des fonctions splines 
Lorsque la modélisation est faite avec des fonctions splines, le choix du modèle est celui du nombre et 
de la position des nœuds et du degré des polynômes dans chaque intervalle.  
Pour le degré des polynômes, le choix se limite en pratique à degré 1 (qui correspond au choix de 
privilégier une droite) ou degré 3 (dont on a constaté qu'il permettait de représenter correctement 
pratiquement toutes les formes de courbes).  
Pour les nœuds, la situation est plus compliquée car, contrairement aux polynômes fractionnaires où le 
nombre de puissances possibles est limité à 8, il n'y a pas de limite au nombre de nœuds, même si on 
admet qu'il est rarement utile qu'il dépasse 5, ni à leur emplacement. 
Royston et al (Royston P et al., 2007) ont proposé une stratégie de choix inspirée de celle que nous 
avons décrite pour les polynômes fractionnaires dans le paragraphe précédent, mais qui, en pratique, 
est limitée au choix des nœuds. Nous allons la décrire en commençant par le cas d'une seule variable, 
puis la modélisation simultanée de plusieurs variables. 
12.1. Choix d'une fonction spline pour modéliser une variable 
Le processus proposé par Royston et al consiste à commencer par fixer le degré des polynômes. Le 
plus fréquent est de prendre 3 et de considérer les splines cubiques restreints (voir § 8.6). Mais on peut 
aussi prendre 1 pour que la modélisation soit une fonction linéaire par morceaux ou même 0 qui 
correspond au fait que la fonction spline est constante au sein d'un intervalle, c'est-à-dire une 
modélisation par des variables indicatrices.  
La méthode n'inclut pas de comparaison (et donc pas de choix) entre ces différentes puissances. 
On fixe ensuite le nombre maximum de nœuds, m, et leur emplacement. Ils peuvent être placés tous les 
100/(m+1)ème percentiles ou à des emplacements choisis, par exemple, en suivant la règle Harrel  
(Harrell FE, 2001). 
La suite du processus consiste à réduire le nombre de nœuds en ayant pour référence la modélisation 
linéaire, comme pour les polynômes fractionnaires. 
En désignant par Mm le modèle le plus complet (avec l'ensemble de m nœuds) et M0 le modèle linéaire, 
les étapes sont les suivantes. 
Etape 1. Comparer Mm au modèle ne contenant pas la variable X. 
Si la différence est non significative, X n'est pas significativement lié à Y. Le processus de 
sélection s'arrête là et X n'est pas inclus dans l'analyse. 
Etape 2. Sinon, comparer Mm à M0. Si la différence est non significative, la linéarité est acceptée et le 
modèle linéaire M0 retenu. 
Etape 3. Sinon, on considère les m fonctions splines possibles en utilisant un seul des m nœuds et on 
retient celui qui est le plus adéquat (c'est-à-dire qui a la plus grande vraisemblance) noté :  M
!
1 . 
Si  M
!
1  n'est pas significativement différent de Mm, il n'y a pas d'évidence que le modèle le plus 
complexe soit meilleur et on conserve  M
!
1 . 
Etape 4. Sinon, on augmente  M
!
1  successivement avec chacun des m-1 nœuds restant et on retient le 
modèle  M
!
2  qui est le plus adéquat que l'on comparer à Mm.  
La procédure se poursuit et s'arrête lorsqu'un test non significatif survient ou, si tous les tests 
sont significatifs, conduit à choisir finalement Mm. 
 
Tous les tests précédents sont des  χ
2  du rapport de vraisemblances. 
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Si X doit être "forcée" dans le modèle, l'étape 1 doit être sautée. 
 
Cette méthode est programmée dans Stata avec la commande uvrs. 
Exemple 
. uvrs logit acc age, alpha(0.05) degree(3) df(4) trace 
  Knot    Deviance   Loss   P 
  All     5674.755   0.000   . 
Linear    5710.067  35.313  0.000 
- 
3 candidate knots considered 
  30.08   5681.932   7.178  0.028 
  33.06   5679.962   5.208  0.074 
  36.40   5678.833   4.078  0.130 
- 
Adding knot at 36.4 and stopping search. 
 
Iteration 0:   log likelihood = -2888.9503 
Iteration 1:   log likelihood = -2841.6906 
Iteration 2:   log likelihood = -2839.4302 
Iteration 3:   log likelihood = -2839.4164 
Iteration 4:   log likelihood = -2839.4164 
 
Logistic regression                               Number of obs   =       6400 
                                                  LR chi2(2)      =      99.07 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -2839.4164                       Pseudo R2       =     0.0171 
 
------------------------------------------------------------------------------ 
         acc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
       age_0 |  -.3304828   .0386539    -8.55   0.000    -.4062431   -.2547224 
       age_1 |    .207445   .0389672     5.32   0.000     .1310708    .2838193 
       _cons |  -1.652334   .0351207   -47.05   0.000    -1.721169   -1.583499 
------------------------------------------------------------------------------ 
Deviance:  5678.833. Best knots:  36.4 
 
12.1. Modélisation simultanée de plusieurs variables avec des fonctions splines  
Lorsqu'on veut modéliser plusieurs variables simultanément, la processus est similaire à celui présenté 
pour les polynômes fractionnaires. 
 
On choisit pour chaque variable le nombre maximum de nœuds et leurs emplacements. Ce choix peut 
être différent d'une variable à l'autre. Cela permet en particulier de choisir des fonctions indicatrices avec 
des nœuds aux limites de classes pour les variables non quantitatives. 
On ordonne les variables selon la valeur croissante du degré de signification p de la pente de leur 
relation avec Logit P dans des modèles linéaires successifs où les variables sont considérées une par 
une.  
On choisit alors la meilleure modélisation par fonction spline pour la première variable (les autres étant 
incluses dans le modèle sous forme linéaire) en utilisant la méthode indiquée pour une seule variable. 
 
On recommence pour les variables suivantes en ajustant sur celles qui ont déjà été traitées avec la 
modélisation qui leur a été attribuée, et en continuant à inclure celles qui n'ont pas été traitées sous 
forme linéaire. 
Lorsque toutes les variables ont été traitées, on recommence en prenant les variables dans le même 
ordre, mais cette fois les variables sont incluses dans le modèle avec la modélisation obtenue dans le 
cycle précédent (et non sous forme linéaire). 
Le processus s'arrête lorsque la modélisation des variables ne change plus entre deux cycles 
successifs. 
 
Cette méthode est programmée dans Stata avec la commande mvrs. 
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Exemple 
. mvrs logit acc age ovo emb,alpha(0.05) degree(3) select(0.05) 
 
Deviance for model with all terms untransformed =  5576.866, 6366 observations 
 
------------------------------------------------------------ 
Variable  Final  Deviance   Dev.diff    P     Final knot 
             df             cf. null          positions 
------------------------------------------------------------ 
emb           3  5394.698   270.731   0.000   2 3 
age           2  5367.248    72.767   0.000   36.4 
ovo           0  5369.204     1.957   0.372    
------------------------------------------------------------ 
End of Cycle 1: deviance =    5369.204 
------------------------------------------------------------ 
 
emb           3  5369.204   291.343   0.000   2 3 
age           2  5369.204    70.811   0.000   36.4 
ovo           0  5369.204     1.957   0.372    
 
Regression spline fitting algorithm converged after 2 cycles. 
 
Transformations of covariates: 
 
 
Final multivariable spline model for acc 
---------------------------------------------------------------------------- 
    Variable |    -----Initial-----          -----Final----- 
             |   df     Select   Alpha    Status    df    Knot positions 
-------------+-------------------------------------------------------------- 
         age |    4     0.0500   0.0500     in      2     [lin] 36.4 
         ovo |    4     0.0500   0.0500     out     0      
         emb |    4     0.0500   0.0500     in      3     [lin] 2 3 
---------------------------------------------------------------------------- 
 
Logistic regression                               Number of obs   =       6366 
                                                  LR chi2(5)      =     389.82 
                                                  Prob > chi2     =     0.0000 
Log likelihood = -2684.6022                       Pseudo R2       =     0.0677 
 
------------------------------------------------------------------------------ 
         acc |      Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval] 
-------------+---------------------------------------------------------------- 
       age_0 |  -.2786657   .0394025    -7.07   0.000    -.3558932   -.2014382 
       age_1 |   .1984333   .0394864     5.03   0.000     .1210415    .2758252 
       emb_0 |   .6243414   .0524218    11.91   0.000     .5215965    .7270863 
       emb_1 |   .5552767   .0560337     9.91   0.000     .4454526    .6651007 
       emb_2 |  -.5310683   .0635433    -8.36   0.000    -.6556109   -.4065257 
       _cons |  -1.883959   .0490448   -38.41   0.000    -1.980085   -1.787833 
------------------------------------------------------------------------------ 
Deviance: 5369.204. 
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13. Fonctions splines ou polynômes fractionnaires ? 
nb : la rédaction de ce paragraphe n'est pas finie 
Une comparaison par simulation assez exhaustive des modélisations par polynômes fractionnaires (PF) 
et par fonctions splines (Sp) a été faite par Binder et al (Binder H et al., 2013). Elle concerne une 
variable Y quantitative, mais les auteurs soulignent que ses résultats s'appliquent aussi à des modèles 
logistiques, de Poisson ou aux modèle de Cox. Plusieurs variables X, quantitatives ou qualitatives, ont 
été incluses dans les simulations. 
Les résultats montrent que les deux méthodes ont des performances très proches pour la prédiction de 
Y : 
• Lorsque l'information apportée par les variables X pour expliquer Y (mesurée par le coefficient R2) est 
faible (R2 de l'ordre de 20%), aucun modèle ne peut espérer prédire Y correctement, mais les PF et les 
Sp donnent des résultats similaires (assez mauvais donc ...). 
• Lorsque l'information est modérée (R2 de l'ordre de 50%), la sélection des variables et la prédiction de 
Y est meilleure avec des PF et la procédure mfp qu'avec les fonctions splines. Il faut cependant noter 
que les fonctions splines peuvent modéliser certaines fonctions qui ne peuvent pas l'être 
raisonnablement par les PF 
• Lorsque l'information apportée par les variables X est bonne (R2 de l'ordre de 80%), FP et Sp donnent 
en général des modélisations semblables. 
 
Les auteurs ajoutent que pour la sélection des variables à inclure dans un modèle, les deux méthodes 
sont aussi assez proches. La comparaison doit cependant être nuancée par le fait que la procédure mfp 
pour les PF comme les procédures utilisables pour les Sp peuvent être "réglées" pour fixer l'équilibre 
entre l'adéquation du modèle et le nombre de variables incluses. Mais les deux méthodes de sélection 
classent les variables à inclure dans des ordres semblables. 
  
Au delà de ces considérations statistiques, on peut ajouter quelques autres considérations plus 
"pratiques" qui différentient les polynômes fractionnaires des fonctions splines. 
 
1. PF imposent que X ait des valeurs > 0 
C'est très souvent le cas en sciences de la vie. Si ce n'est pas le cas, Royston et Altman (Royston P et 
al., 1994) ont proposé de décaler l'origine de X de façon à ce que la nouvelle variable soit positive. En 
pratique, X est remplacé par  X ' = X − x(1) + δ  où  
δ = min x(i) − x(i−1){ }  et  x(i) est la ième valeur de X ordonné. 
Et ce choix parait bien fonctionner, mais d'autres valeurs de δ pourraient poser des problèes (Ambler G 
et al., 2001).  
 
2. Plus de flexibilité avec splines 
Mais, a priori pas très important pour les situations rencontrées en épidémio 
 
Polynômes fractionnaires Splines 
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3. Ecriture des fonctions facile avec PF, quasi impossible avec splines. 
pas faciles de calculer des OR et pas de transport sur d'autres données avec splines 
 
 
4. Stratégie de sélection plus convaincante avec PF 
 
- est "constitutive" des polynômes fractionnaires 
 
- n'existe pas (ou mal) avec splines 
 
L'idée générale de ce paragraphe peut être résumée en disant qu'on obtient (en général) des résultats 
similaires avec les deux types de modélisation, mais que les polynômes fractionnaires sont plus faciles à 
utiliser et que leurs résultats peuvent s'exporter sur d'autres jeux de données. 
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14.  Annexes                  
 
 
14.1. A. Représentation graphique des données observées avec le modèle 
logistique 
Comme on l'a déjà souligné, il n'y a pas de solution qui s'impose pour représenter la relation entre X, 
variable quantitative, et Y, variable dichotomique. Nous avons choisi dans ce polycopié de grouper X en 
catégories de petite amplitude (1 année lorsque X est l'âge ou 1 semaine lorsque X est la durée de la 
grossesse) de façon à avoir un nombre assez grand de catégories pour une représentation 
suffisamment précise. On peut alors calculer la valeur de Logit P pour chaque, sauf celles pour 
lesquelles P=0 ou P=1. Pour ces classes, par convention les points sont représentés par des losanges 
en bas ou en haut du graphique accompagnés de la valeur du nombre de sujets correspondants (Figure 
A.1). 
Avec cette méthode, on ne peut pas éviter la perte de la nature quantitative de X. Si on voulait la 
conserver en ne faisant pas de classes (et donc en gardant l'âge en jours), il n'y aurait quasiment que 
des observations avec P=0 ou P=1 car presque tous les sujets ont des âges différents au jour près. 
 
Figure A.1 
 
 
Stata procède autrement. Le principe est que le point qui figure sur le graphique pour la valeur x de X a 
pour ordonnée  η(x)+ d(x)  où  η(x)  est la valeur prédite de Y par le polynôme fractionnaire et d(x) est le 
résidu de la déviance. D'où le titre de l'axe des ordonnées dans les figure A.2. 
Dans le cas de la régression linéaire (Y quantitative), le résidu de la déviance est égal à  y − η(x) , de 
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sorte que  η(x)+ d(x) = y  et qu'on retrouve ainsi exactement le nuage de points des (xi,yi). 
Dans le cas de la régression logistique, les choses sont plus compliquées en raison de l'expression du 
résidu de la déviance. Pour le définir, on groupe ensemble par "profils" les sujets qui ont la même valeur 
de X. Le résidu de la déviance pour le profil j est alors égal à : 
!
dj = ± 2 n1jLn
n1j
mjPj
⎛
⎝
⎜
⎞
⎠
⎟ +n0jLn
n0j
mj 1−Pj( )
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⎤
⎦
⎥
⎥
⎧
⎨
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⎬
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⎭⎪
1/2
où Pj est le pourcentage prédit de succès pour le profil j avec le 
polynôme fractionnaire et où ± est le même signe que celui de 
!
n1j −mjPj( ) , avec mj = nombre de sujets 
dans le profil j et n1j = nombre de succès. 
Pour les profils tels que n1j = 0 (uniquement des succès), on prend 
!
dj = − 2mj Ln 1−Pj( )  
Pour les profils tels que n0j = 0 (uniquement des échecs), on prend 
!
dj = 2mj Ln Pj( )  
 
Ce procédé a l'avantage de donner un nuage de points, même en gardant X sous forme quantitative. 
Cependant, dans ce cas, la plupart des profils ont un seul sujet et on a donc n1j = 0 ou n0j = 0 de sorte 
que le nuage de points ressemble à deux lignes parallèles au polynôme fractionnaire qui ne donne pas 
d'indication visuelle sur l'adéquation de la courbe aux données. C'est ce qu'on voit sur la figure A.2 en 
prenant successivement un modélisation par FP2 et FP4. 
 
  
 
Si on prend l'âge arrondi en années, c'est-à-dire qu'on fait des classes comme précédemment, on 
retrouve un nuage de points analogue à celui de la figure A.1. On note que les catégories pour 
lesquelles P=0 ou P=1 sont représentées, mais on note aussi que les nuages de points sont (un peu) 
différents pour les modélisations avec FP2 et FP4. La représentation graphique des valeurs "observées" 
proposée par Stata avec la commande fracpoly dépend donc de la modélisation retenue.  
 
Figure A.3 
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14.2. C. Commandes Stata 
Splines (à compléter) 
- la commande "officielle" de Stata 15 qui donne des splines linéaires et cubiques restreints est mkspline 
- pour les splines cubiques, il y a d'autres commandes d'utilisateurs à télécharger : bspline, spline, 
rc_spline, rcspline, spbase (voir aussi postrcspline, xbrcspline) 
bspline : génére des B-Splines (voir le pdf) 
spbase semble créer les fonctions  Pd(x;s) = (x − s)+
d  avec d=3 et "truncated power" 
spline crée des "natural cubic splines" en fait des restricted cubic splines 
rc_spline : similaire à spline sauf pour choix des noeuds et ne nécessite pas de spécifier y. A permis 
d'écrire la partie cubic de mkspline (doit donc faire la même chose ?) 
rcspline : se sert de mkspline, cubic et modifie les sorties, en particulier donne une courbe (donc 
nécessite de spécifier y) 
 
Polynômes fractionnaires (à compléter pour Stata 15) 
il y a 2 commandes : mfp et fracpoly (elles peuvent être suivies de fracplot pour avoir un graphe) 
 
 
14.3. D. Code SAS et R pour polynômes fractionnaires 
à télécharger sur  
http://www.imbi.uni-freiburg.de/biom/mfp/ 
(Sauerbrei W et al., 2006) 
 
le package R s'appelle mfp 
14.4. E. Programme Stata pour obtenir les courbes du poly 
à mettre à jour 
 
*** Modèle linéaire 
 
qui logit acc agea 
predict linear,xb 
label var linear "modèle linéaire" 
 
*** Polynômes fractionnaires 
fracpoly logit acc agea, adjust(no) degre(2) 
predict prob_fp2,xb 
label var prob_fp2 "fracpoly  `e(fp_pwrs)'" 
 
* calcul des proba observées d'accouchement pour chaque "pattern", ie chaque âge 
predict pat,number 
egen p4=mean(acc), by(pat) 
replace p4=ln(p4/(1-p4)) 
label var p4 "probabilités observées" 
 
* Calculs des bornes de l'intervalle de confiance de fracplot 
tempvar etahat 
fracpred `etahat', for(`e(fp_x1)') 
lab var `etahat' "Fitted component" 
 tempvar se low high 
 fracpred `se', for(`e(fp_x1)') stdp 
 tempname z 
 gen `low'=`etahat'-1.96*`se' 
 gen `high'=`etahat'+1.96*`se' 
 
 label var `low' "Borne inférieure" 
 label var `high' "Borne supériere" 
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* graphe des fracpoly et des proba observées 
 
twoway  (rarea `low' `high' agea, sort bcolor(gs10) blcolor(gs12)) (scatter p4 agea) 
(line prob_fp2 linear agea, sort lpattern(solid dash) lwidth(*2 *1)), xlab(15 25 to 
45) l1title("Logit P")  xtitle("âge (annnée)") legend (order(2 4 3 1) label(1 
"Intervalle de confiance") pos(7) ring(0) size(small) symxsize(*.5) symysize(*.5))  
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modelling, and have suggested model selection procedures for choosing appropriate fractional 
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Résumé 
This paper demonstrates an inflation of the type I error rate that occurs when testing the statistical 
significance of a continuous risk factor after adjusting for a correlated continuous confounding variable 
that has been divided into a categorical variable. We used Monte Carlo simulation methods to assess 
the inflation of the type I error rate when testing the statistical significance of a risk factor after adjusting 
for a continuous confounding variable that has been divided into categories. We found that the inflation 
of the type I error rate increases with increasing sample size, as the correlation between the risk factor 
and the confounding variable increases, and with a decrease in the number of categories into which the 
confounder is divided. Even when the confounder is divided in a five-level categorical variable, the 
inflation of the type I error rate remained high when both the sample size and the correlation between the 
risk factor and the confounder were high. 
 
7 Becher H. The concept of residual confounding in regression models and some applications. Statistics 
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Résumé 
In this paper the concept of residual confounding is generalized to various types of regression models 
such as logistic regression or Cox regression. Residual confounding and a newly suggested parameter, 
the relative residual confounding, are defined on the regression parameters of the models. The estimator 
gives the proportion of confounding which has been removed by incomplete adjustment. The concept 
quantifies the effects of categorizing continuous covariables and of model misspecification. These are 
investigated by a simulation study and with data from an epidemiological investigation. A case-control 
study of laryngeal cancer is used to illustrate the residual confounding effect of arbitrary transformation 
of a continuous confounder, smoking, on the effect of alcohol consumption on laryngeal cancer risk. The 
data also showed that categorization into two levels can yield high residual confounding. The parameters 
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described in this paper are of some use in quantifying the effect of inadequate adjustment for 
confounding variables. 
 
8 Bennette C, Vickers A. Against Quantiles: categorization of continuous variables in epidemiologic 
research, and its discontents. BMC Medical Research Methodology. 2012;12(1):21. 
Résumé 
BACKGROUND:Quantiles are a staple of epidemiologic research: in contemporary epidemiologic 
practice, continuous variables are typically categorized into tertiles, quartiles and quintiles as a means to 
illustrate the relationship between a continuous exposure and a binary outcome.DISCUSSION:In this 
paper we argue that this approach is highly problematic and present several potential alternatives. We 
also discuss the perceived drawbacks of these newer statistical methods and the possible reasons for 
their slow adoption by epidemiologists.SUMMARY:The use of quantiles is often inadequate for 
epidemiologic research with continuous variables. 
 
9 Besse P, Thomas-Agnan C. Le lissage par fonctions splines en statistiques, revue bibliographique. 
Statistique et analyse des données. 1989;14(1):55-84. 
Résumé 
Cet article bibliographique a pour objet de présenter l'utilisation des fonctions splines dans différents 
domaines de la Statistique, plus particulièrement la régression non-paramétrique et la prédiction de 
processus. Il aborde le problème du choix de la valeur du paramètre de lissage. pour permettre au 
lecteur de manipuler cet outil, cette présentation est précédée d'une introduction de la théorie des 
fonctions splines avec des références à la littérature d'Analyse Numérique dans le cadre de laquelle 
cette théorie s'est d'abord développée. 
 
10 Binder H, Sauerbrei W, Royston P. Comparison between splines and fractional polynomials for 
multivariable model building with continuous covariates: a simulation study with continuous response. 
Stat Med. 2013;32(13):2262-77. 
Résumé 
In observational studies, many continuous or categorical covariates may be related to an outcome. 
Various spline-based procedures or the multivariable fractional polynomial (MFP) procedure can be used 
to identify important variables and functional forms for continuous covariates. This is the main aim of an 
explanatory model, as opposed to a model only for prediction. The type of analysis often guides the 
complexity of the final model. Spline-based procedures and MFP have tuning parameters for choosing 
the required complexity. To compare model selection approaches, we perform a simulation study in the 
linear regression context based on a data structure intended to reflect realistic biomedical data. We vary 
the sample size, variance explained and complexity parameters for model selection. We consider 15 
variables. A sample size of 200 (1000) and R(2) = 0.2 (0.8) is the scenario with the smallest (largest) 
amount of information. For assessing performance, we consider prediction error, correct and incorrect 
inclusion of covariates, qualitative measures for judging selected functional forms and further novel 
criteria. From limited information, a suitable explanatory model cannot be obtained. Prediction 
performance from all types of models is similar. With a medium amount of information, MFP performs 
better than splines on several criteria. MFP better recovers simpler functions, whereas splines better 
recover more complex functions. For a large amount of information and no local structure, MFP and the 
spline procedures often select similar explanatory models. 
 
11 Brenner H, Blettner M. Controlling for continuous confounders in epidemiologic research. 
Epidemiology. 1997;8:429-34. 
Résumé 
Multiple regression models are commonly used to control for confounding in epidemiologic research. 
Parametric regression models, such as multiple logistic regression, are powerful tools to control for 
multiple covariates provided that the covariate-risk associations are correctly specified. Residual 
confounding may result, however, from inappropriate specification of the confounder-risk association. In 
this paper, we illustrate the order of magnitude of residual confounding that may occur with traditional 
approaches to control for continuous confounders in multiple logistic regression, such as inclusion of a 
single linear term or categorization of the confounder, under a variety of assumptions on the confounder-
risk association. We show that inclusion of the confounder as a single linear term often provides 
satisfactory control for confounding even in situations in which the model assumptions are clearly 
25 septembre 2019 Régression logistique — Modélisation des variables quantitatives 
 
 56 
violated. In contrast, categorization of the confounder may often lead to serious residual confounding if 
the number of categories is small. Alternative strategies to control for confounding, such as polynomial 
regression or linear spline regression, are a useful supplement to the more traditional approaches. 
 
12 Buettner P, Garbe C, Guggenmoos-Holzmann I. Problems in defining cutoff points of continuous 
prognostic factors: Example of tumor thickness in primary cutaneous melanoma. Journal of Clinical 
Epidemiology. 1997;50(11):1201-10. 
Résumé 
Continuous prognostic factors are often categorized by defining optimized cutoff points. One component 
of criticism of this approach is the problem of multiple testing that leads to an overestimation of the true 
prognostic impact of the variable. The present study focuses on another crucial point by investigating the 
dependence of optimized cutoff points on the observed distribution of the continuous variable. The 
continuous variable investigated was the vertical tumor thickness according to Breslow, which is known 
to be the most important prognostic factor in primary melanoma. Based on the data of 5093 patients, 
stratified random samples were drawn out of six artificially created distributions of tumor thickness. For 
each of these samples, Cox models were calculated to explore optimized cutoff points for tumor 
thickness together with other prognostic variables. The optimized cutoff points for tumour thickness 
varied considerably with the underlying distribution. Even in samples from the same distribution, the 
range of cutoff points was amazingly broad and, for some of the distributions, covered the whole region 
of possible values. The results of the present study demonstrate that optimized cutoff points are 
extremely data dependent and vary notably even if prerequisites are constant. Therefore, if the 
classification of a continuous prognostic factor is necessary, it should not be based on the results of one 
single study, but on consensus discussions including the findings of several investigations. 
 
13 Cleveland W. Robust locally weighted regression and smoothing scatterplots. J Am Stat  Assoc. 
1979;74(368):829-36. 
Résumé 
The visual information on a scatterplot can be greatly enhanced, with little additional cost, by computing 
and plotting smoothed points. Robust locally weighted regression is a method for smoothing a 
scatterplot, (x i , y i ), i = 1, …, n, in which the fitted value at z k is the value of a polynomial fit to the data 
using weighted least squares, where the weight for (x i , y i ) is large if x i is close to x k and small if it is 
not. A robust fitting procedure is used that guards against deviant points distorting the smoothed points. 
Visual, computational, and statistical issues of robust locally weighted regression are discussed. Several 
examples, including data on lead intoxication, are used to illustrate the methodology. 
 
14 Cleveland W, Devlin S. Locally-Weighted Regression: An Approach to Regression Analysis by Local 
Fitting. J Am Stat  Assoc. 1988;83(403):596-610. 
Résumé 
pas de résumé 
 
15 Cochran WG. The effectiveness of adjustment by subclassification in removing bias in observational 
studies. Biometrics. 1968;24(2):295-313. 
Résumé 
 
 
16 Connor RJ. Grouping for Testing Trends in Categorical Data. J Am Stat  Assoc. 1972;67(339):601-4. 
Résumé 
In many studies there is believed to be a trend in a categorical variate with a continuous variate. Often in 
these cases it is desired to test for the trend using k groups formed from the continuous variable. This 
article is concerned with the grouping problem where the goal is essentially to maximize the asymptotic 
efficiency of the test. Optimal classes are given for k = 2, 3, 4, 5 and 6 for the uniform, normal and 
exponential distributions. Also, the number of groups to use and the "robustness" of the optimal grouping 
are investigated. It is noted that the "mathematical problem" in determining the optimal classes appears 
in other studies; a rationale for this is presented. 
 
17 Del Priore G, Zandieh P, Lee MJ. Treatment of continuous data as categoric variables in Obstetrics 
and Gynecology. Obstetrics & Gynecology. 1997;89(3):351-4. 
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Résumé 
OBJECTIVE: To assess the treatment of continuous data in a sample of obstetric and gynecologic 
literature. METHODS: We reviewed articles in Obstetrics and Gynecology published in the first 4 months 
of 1985 and 1995. Data were tabulated on a data form created specifically for this purpose and reviewed 
for accuracy. RESULTS: The sample set included 170 variables in 102 original articles from Obstetrics 
and Gynecology published from January to April 1995, inclusive (group A, contemporary articles), and 
117 variables in 89 articles published between January and April 1985, inclusive (group B, historic 
articles). Fifty-three variables (31% of total variables) in group A and 27 variables (23% of total variables) 
in group B (chi 2, P = .05) were continuous predictor variables. The historic-period articles (63%) were 
significantly more likely to represent continuous data only as categoric variables than were articles in the 
contemporary period (38%) (Fisher exact test, P = .037). Correlation coefficients, r values, were provided 
where possible in ten articles in the contemporary period (83%) and four articles in the historic period 
(31%) (Fisher exact test, P = .008). In articles in which continuous predictors were treated only as 
categoric variables, an emphasis was placed on the findings based only on categories in four of 12 
(33%) of these articles in 1995 and nine of 13 (69%) in 1985 (Fisher exact test, P = .05). 
CONCLUSIONS: The treatment of continuous data has improved over the time period reviewed. 
However, clinicians should be aware that continuous data may be mischaracterized as categoric 
variables in some journal articles. We hope that in the future, editors will consider requesting r values for 
all continuous data relations. The quality-of-care implications of using discrete cutoffs of continuous data 
for patient care should be investigated. 
 
18 Dinero TE. Seven Reasons Why You Should NOT Categorize Continuous Data. J Health Soc Policy. 
1996;8(1):63 - 72. 
Résumé 
No abstract available for this article. 
 
19 Durrleman S, Simon R. Flexible regression models with cubic splines. Statistics in Medicine. 
1989;8(5):551-61. 
Résumé 
We describe the use of cubic splines in regression models to represent the relationship between the 
response variable and a vector of covariates. This simple method can help prevent the problems that 
result from inappropriate linearity assumptions. We compare restricted cubic spline regression to non-
parametric procedures for characterizing the relationship between age and survival in the Stanford Heart 
Transplant data. We also provide an illustrative example in cancer therapeutics. 
 
20 Froslie K, Roislien J, Laake P, Henriksen T, Qvigstad E, Veierod M. Categorisation of continuous 
exposure variables revisited. A response to the Hyperglycaemia and Adverse Pregnancy Outcome 
(HAPO) Study. BMC Medical Research Methodology. 2010;10(1):103. 
Résumé 
BACKGROUND:Although the general statistical advice is to keep continuous exposure variables as 
continuous in statistical analyses, categorisation is still a common approach in medical research. In a 
recent paper from the Hyperglycaemia and Adverse Pregnancy Outcome (HAPO) Study, categorisation 
of body mass index (BMI) was used when analysing the effect of BMI on adverse pregnancy outcomes. 
The lowest category, labelled "underweight", was used as the reference category. METHODS:The 
present paper gives a summary of reasons for categorisation and methodological drawbacks of this 
approach. We also discuss the choice of reference category and alternative analyses. We exemplify our 
arguments by a reanalysis of results from the HAPO paper.RESULTS:Categorisation of continuous 
exposure data results in loss of power and other methodological challenges. An unfortunate choice of 
reference category can give additional lack of precision and obscure the interpretation of risk estimates. 
A highlighted odds ratio (OR) in the HAPO study is the OR for birth weight >90th percentile for women in 
the highest compared to the lowest BMI category ("obese class III" versus "underweight"). This estimate 
was OR=4.55 and OR=3.52, with two different multiple logistic regression models. When using the 
"normal weight" category as the reference, our corresponding estimates were OR=2.03 and OR=1.62, 
respectively. Moreover, our choice of reference category also gave narrower confidence intervals. 
SUMMARY:Due to several methodological drawbacks, categorisation should be avoided. Modern 
statistical analyses should be used to analyse continuous exposure data, and to explore non-linear 
relations. If continuous data are categorised, special attention must be given to the choice of reference 
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category. 
 
21 Greenland S. Avoiding power loss associated with categorization and ordinal scores in dose-
response and trend analysis. Epidemiology. 1995a;6(4):450-4. 
Résumé 
pas de résumé 
 
22 Greenland S. Dose-response and trend analysis in epidemiology: alternatives to categorical 
analysis. Epidemiology. 1995b;6(4):356-65. 
Résumé 
Standard categorical analysis is based on an unrealistic model for dose-response and trends and does 
not make efficient use of within-category information. This paper describes two classes of simple 
alternatives that can be implemented with any regression software: fractional polynomial regression and 
spline regression. These methods are illustrated in a problem of estimating historical trends in human 
immunodeficiency virus incidence. Fractional polynomial and spline regression are especially valuable 
when important nonlinearities are anticipated and software for more general nonparametric regression 
approaches is not available. 
 
23 Greenland S. Problems in the average-risk interpretation of categorical dose-response analyses. 
Epidemiology. 1995c;6(5):563-5. 
Résumé 
pas de résumé 
 
24 Greenland S, Finkle WD. A critical look at methods for handling missing covariates in epidemiologic 
regression analyses. Am J Epidemiol. 1995;142(12):1255-64. 
Résumé 
Epidemiologic studies often encounter missing covariate values. While simple methods such as 
stratification on missing-data status, conditional-mean imputation, and complete-subject analysis are 
commonly employed for handling this problem, several studies have shown that these methods can be 
biased under reasonable circumstances. The authors review these results in the context of logistic 
regression and present simulation experiments showing the limitations of the methods. The method 
based on missing-data indicators can exhibit severe bias even when the data are missing completely at 
random, and regression (conditional-mean) imputation can be inordinately sensitive to model 
misspecification. Even complete-subject analysis can outperform these methods. More sophisticated 
methods, such as maximum likelihood, multiple imputation, and weighted estimating equations, have 
been given extensive attention in the statistics literature. While these methods are superior to simple 
methods, they are not commonly used in epidemiology, no doubt due to their complexity and the lack of 
packaged software to apply these methods. The authors contrast the results of multiple imputation to 
simple methods in the analysis of a case-control study of endometrial cancer, and they find a meaningful 
difference in results for age at menarche. In general, the authors recommend that epidemiologists avoid 
using the missing-indicator method and use more sophisticated methods whenever a large proportion of 
data are missing. 
 
25 Gutierrez R, Linhart J, Pitblado JS. From the help desk: Local polynomial regression and Stata 
plugins. The Stata Journal. 2003;3(4):412-9. 
Résumé 
Local polynomial regression is a generalization of local mean smooth- ing as described by Nadaraya 
(1964) and Watson (1964). Instead of fitting a local mean, one instead fits a local pth-order polynomial. 
Calculations for local polyno- mial regression are naturally more complex than those for local means, but 
local polynomial smooths have better statistical properties. The computational com- plexity may, 
however, be alleviated by using a Stata plugin. In this article, we describe the locpoly command for 
performing local polynomial regression. The calculations involved are implemented in both ado-code and 
with a plugin, allowing the user to assess the speed improvement obtained from using the plugin. Source 
code for the plugin is also provided as part of the package for this program. 
 
26 Harrell FE. Regression modeling strategies: with applications to linear models, logistic regression, 
and survival analysis. New York: Spinger; 2001. 
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27 Lagakos SW. Effects of mismodelling and mismeasuring explanatory variables on tests of their 
association with a response variable. Statistics in Medicine. 1988;7(1-2):257-74. 
Résumé 
We consider three commonly-used statistical tests for assessing the association between an explanatory 
variable and a measured, binary, or survival-time, response variable, and investigate the loss in 
efficiency from mismodelling or mismeasuring the explanatory variable. With respect to mismodelling, we 
examine the consequences of using an incorrect dose metameter in a test for trend, of mismodelling a 
continuous explanatory variable, and of discretizing a continuous explanatory variable. We also examine 
the consequences of classification errors for a discrete explanatory variable and of measurement errors 
for a continuous explanatory variable. For all three statistical tests, the asymptotic relative efficiency 
(ARE) corresponding to each type of mis-specification equals the square of the correlation between the 
correct and fitted form of the explanatory variable. This result is evaluated numerically for the different 
types of mis-specification to provide insight into the selection of tests, the interpretation of results, and 
the design of studies where the 'correct' explanatory variable cannot be measured exactly. 
 
28 MacCallum RC, Zhang S, Preacher KJ, Rucker DD. On the practice of dichotomization of 
quantitative variables. Psychological Methods. 2002;7(1):19-40. 
Résumé 
The authors examine the practice of dichotomization of quantitative measures, wherein relationships 
among variables are examined after 1 or more variables have been converted to dichotomous variables 
by splitting the sample at some point on the scale(s) of measurement. A common form of 
dichotomization is the median split, where the independent variable is split at the median to form high 
and low groups, which are then compared with respect to their means on the dependent variable. The 
consequences of dichotomization for measurement and statistical analyses are illustrated and 
discussed. The use of dichotomization in practice is described, and justifications that are offered for such 
usage are examined. The authors present the case that dichotomization is rarely defensible and often 
will yield misleading results 
 
29 Moser BK, Coombs LP. Odds ratios for continuous outcome variables without dichotomizing. 
Statistics in Medicine. 2004;23(12):1843-60. 
Résumé 
The loss of information from dichotomizing a continuous outcome is well documented in the literature. 
One advantage of dichotomizing is that it allows estimation of odds ratio parameters through a logistic 
regression analysis. The objective of this paper is to develop a new estimator of the same odds ratio 
parameters through regression analysis on the original continuous outcome without the inherent loss of 
information caused by dichotomizing. Through a mathematical, asymptotic development the relative 
sample sizes required to attain a specified power when testing the odds ratio parameter are compared 
for the dichotomizing procedure and the proposed approach. The comparison highlights the substantial 
sample size savings attained by the proposed approach, particularly for large values of the odds ratio 
parameter and for small proportions of dichotomized successes or failures. In a Monte Carlo simulation 
the variances and absolute biases of the two odds ratio estimators and the length of their respective 
confidence intervals again demonstrate the improvement attained by the proposed approach. In addition, 
coverage probabilities of the confidence intervals of the proposed approach converge quickly to the 
nominal levels. The cost savings due to the reduction in required sample size when using this method 
make it a very attractive study design and analysis tool for medical researchers. 
 
30 Newson R. Sensible parameters for univariate and multivariate splines. Stata Journal. 
2012;12(3):479-504. 
Résumé 
The package bspline, downloadable from Statistical Software Compo- nents, now has three commands. 
The first, bspline, generates a basis of Schoen- berg B-splines. The second, frencurv, generates a basis 
of reference splines whose parameters in the regression model are simply values of the spline at 
reference points on the X axis. The recent addition, flexcurv, is an easy-to-use version of frencurv that 
generates reference splines with automatically generated, sensibly spaced knots. frencurv and flexcurv 
now have the additional option of generat- ing an incomplete basis of reference splines, with the 
reference spline for a baseline reference point omitted or set to 0. This incomplete basis can be 
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completed by adding the standard unit vector to the design matrix and can then be used to esti- mate 
differences between values of the spline at the remaining reference points and the value of the spline at 
the baseline reference point. Reference splines therefore model continuous factor variables as indicator 
variables (or “dummies”) model discrete factor variables. The method can be extended in a similar way 
to de- fine factor-product bases, allowing the user to estimate factor-combination means, subset-specific 
effects, or even factor interactions involving multiple continuous or discrete factors. 
 
31 Royston P, Altman DG. Regression using fractional polynomials of continuous covariates: 
parsimonious parametric modelling. Applied Statistics. 1994;43(3):429-67. 
Résumé 
The relationship between a response variable and one or more continuous covariates is often curved. 
Attempts to represent curvature in a single- or multiple- regression models are usually made by means 
of polynomials of the covariates, typically quadratics. However, lo order polynomials offer a limited family 
of shapes, and high order polynomials may fit poorly at the extreme values of the covariates. We 
propose an extended family of curves, which we call fractional polynomials, whose power terms are 
restricted to a small predefined set of integer and non-integer values. The powers are selected so that 
conventional polynomials are a subset of the family. Regression models using fractional polynomials of 
the covariates have appeared in the literature in an ad hoc fashion over a long period; we provide a 
unified description and a degree of formalization for them. They are shown to have a considerable 
flexibility and are straightforward to fit using standard methods. We suggest an iterative algorithm for 
covariate selection and model fitting when several covariate are available. We give six examples of the 
use of fractional polynomial models in three types of regression analysis: normal errors, logistic and Cox 
regression. The examples all relate to medical data: fetal measurements, immunoglobulin concentrations 
in children, diabetes in children, infertility in women, myelomatosis (a type of leukemia) and leg ulcers. 
 
32 Royston P, Ambler G, Sauerbrei W. The use of fractional polynomials to model continuous risk 
variables in epidemiology. International Journal of Epidemiology. 1999;28:964-74. 
Résumé 
BACKGROUND: The traditional method of analysing continuous or ordinal risk factors by categorization 
or linear models may be improved. METHODS: We propose an approach based on transformation and 
fractional polynomials which yields simple regression models with interpretable curves. We suggest a 
way of presenting the results from such models which involves tabulating the risks estimated from the 
model at convenient values of the risk factor. We discuss how to incorporate several continuous risk and 
confounding variables within a single model. The approach is exemplified with data from the Whitehall I 
study of British Civil Servants. We discuss the approach in relation to categorization and non-parametric 
regression models. RESULTS: We show that non-linear risk models fit the data better than linear 
models. We discuss the difficulties introduced by categorization and the advantages of the new 
approach. CONCLUSIONS: Our approach based on fractional polynomials should be considered as an 
important alternative to the traditional approaches for the analysis of continuous variables in 
epidemiological studies. 
 
33 Royston P, Parmar MKB. Flexible parametric proportional-hazards and proportional-odds models 
for censored survival data, with application to prognostic modelling and estimation of treatment effects. 
Statistics in Medicine. 2002;21(15):2175-97. 
Résumé 
Modelling of censored survival data is almost always done by Cox proportional-hazards regression. 
However, use of parametric models for such data may have some advantages. For example, non-
proportional hazards, a potential difficulty with Cox models, may sometimes be handled in a simple way, 
and visualization of the hazard function is much easier. Extensions of the Weibull and log-logistic models 
are proposed in which natural cubic splines are used to smooth the baseline log cumulative hazard and 
log cumulative odds of failure functions. Further extensions to allow non-proportional effects of some or 
all of the covariates are introduced. A hypothesis test of the appropriateness of the scale chosen for 
covariate effects (such as of treatment) is proposed. The new models are applied to two data sets in 
cancer. The results throw interesting light on the behaviour of both the hazard function and the hazard 
ratio over time. The tools described here may be a step towards providing greater insight into the natural 
history of the disease and into possible underlying causes of clinical events. We illustrate these aspects 
by using the two examples in cancer. Copyright © 2002 John Wiley & Sons, Ltd. 
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34 Royston P, Sauerbrei W. Building multivariable regression models with continuous covariates in 
clinical epidemiology--with an emphasis on fractional polynomials. Methods Inf Med. 2005;44(4):561-71. 
Résumé 
OBJECTIVES: In fitting regression models, data analysts must often choose a model based on several 
candidate predictor variables which may influence the outcome. Most analysts either assume a linear 
relationship for continuous predictors, or categorize them and postulate step functions. By contrast, we 
propose to model possible non-linearity in the relationship between the outcome and several continuous 
predictors by estimating smooth functions of the predictors. We aim to demonstrate that a structured 
approach based on fractional polynomials can give a broadly satisfactory practical solution to the 
problem of simultaneously identifying a subset of 'important' predictors and determining the functional 
relationship for continuous predictors. METHODS: We discuss the background, and motivate and 
describe the multivariable fractional polynomial (MFP) approach to model selection from data which 
include continuous and categorical predictors. We compare our results with those from other approaches 
in examples. We present a small simulation study to compare the functional form of the relationship 
obtained by fitting fractional polynomials and splines to a single predictor variable. RESULTS: We 
illustrate the advantages of the MFP approach over standard techniques of model construction in two 
real example datasets analyzed with logistic and Cox regression models, respectively. In the simulation 
study, fractional polynomial models had lower mean square error and more realistic behaviour than 
comparable spline models. CONCLUSIONS: In many practical situations, the MFP approach can satisfy 
the aim of finding models that fit the data well and also are simple, interpretable and potentially 
transportable to other settings. 
 
35 Royston P, Altman DG, Sauerbrei W. Dichotomizing continuous predictors in multiple regression: a 
bad idea. Statistics in Medicine. 2006;25(1):127-41. 
Résumé 
In medical research, continuous variables are often converted into categorical variables by grouping 
values into two or more categories. We consider in detail issues pertaining to creating just two groups, a 
common approach in clinical research. We argue that the simplicity achieved is gained at a cost; 
dichotomization may create rather than avoid problems, notably a considerable loss of power and 
residual confounding. In addition, the use of a data-derived 'optimal' cutpoint leads to serious bias. We 
illustrate the impact of dichotomization of continuous predictor variables using as a detailed case study a 
randomized trial in primary biliary cirrhosis. Dichotomization of continuous data is unnecessary for 
statistical analysis and in particular should not be applied to explanatory variables in regression models. 
 
36 Royston P, Sauerbrei W. Multivariable modeling with cubic regression splines: A principled 
approach. The Stata Journal. 2007;7(1):45-70. 
Résumé 
Spline functions provide a useful and flexible basis for modeling relationships with continuous predictors. 
However, to limit instability and provide sensible regression models in the multivariable setting, a 
principled approach to model selection and function estimation is important. Here the multivariable 
fractional polynomials approach to model building is transferred to regression splines. The essential 
features are specifying a maximum acceptable complexity for each continuous function and applying a 
closed-test approach to each continuous predictor to simplify the model where possible. Important 
adjuncts are an initial choice of scale for continuous predictors (linear or logarithmic), which often helps 
one to generate realistic, parsimonious final models; a goodness-of-fit test for a parametric function of a 
predictor; and a preliminary predictor transformation to improve robustness. 
 
37 Royston P, Sauerbrei W. Multivariable model-building. A pragmatic approach to regression analysis 
based on fractional polynomials for modelling continuous variables. Chichester: John Wiley & Sons; 
2008. 
 
38 Sauerbrei W, Royston P. Building multivariable prognostic and diagnostic models: transformation of 
the predictors by using fractional polynomials. Journal of the Royal Statistical Society (series A). 
1999;162(1):71-94. 
Résumé 
To be useful to clinicians, prognostic and diagnostic indices must be derived from accurate models 
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developed by using appropriate data sets. We show that fractional polynomials, which extend ordinary 
polynomials by including non-positive and fractional powers, may be used as the basis of such models. 
We describe how to fit fractional polynomials in several continuous covariates simultaneously, and we 
propose ways of ensuring that the resulting models are parsimonious and consistent with basic medical 
knowledge. The methods are applied to two breast cancer data sets, one from a prognostic factors study 
in patients with positive lymph nodes and the other from a study to diagnose malignant or benign 
tumours by using colour Doppler blood flow mapping. We investigate the problems of biased parameter 
estimates in the final model and overfitting using cross-validation calibration to estimate shrinkage 
factors. We adopt bootstrap resampling to assess model stability. We compare our new approach with 
conventional modelling methods which apply stepwise variables selection to categorized covariates. We 
conclude that fractional polynomial methodology can be very successful in generating simple and 
appropriate models. 
 
39 Sauerbrei W, Meier-Hirmer C, Benner A, Royston P. Multivariable regression model building by 
using fractional polynomials: Description of SAS, STATA and R programs. Comput Stat Data Anal. 
2006;50(12):3464-85. 
Résumé 
In fitting regression models data analysts are often faced with many predictor variables which may 
influence the outcome. Several strategies for selection of variables to identify a subset of `important' 
predictors are available for many years. A further issue to model building is how to deal with non-linearity 
in the relationship between outcome and a continuous predictor. Traditionally, for such predictors either 
a linear functional relationship or a step function after grouping is assumed. However, the assumption of 
linearity may be incorrect, leading to a misspecified final model. For multivariable model building a 
systematic approach to investigate possible non-linear functional relationships based on fractional 
polynomials and the combination with backward elimination was proposed recently. So far a program 
was only available in Stata, certainly preventing a more general application of this useful procedure. The 
approach will be introduced, advantages will be shown in two examples, a new approach to present FP 
functions will be illustrated and a macro in SAS will be shortly introduced. Differences to Stata and R 
programs are noted. 
 
40 Slama R, Werwatz A. Controlling for continuous confounding factors: non- and semiparametric 
approaches. Revue d'Epidémiologie et de Santé Publique. 2005;53(2S):2S65-2S80. 
Résumé 
Confounding is one of the major types of bias encountered in observational epidemiologic surveys 
designed to study the relation between an exposure factor and a health event. A common way to remove 
confounding bias during the statistical analysis phase is to adjust for the confounders in a regression 
model. If a confounding factor is assessed as a continuous variable, it is necessary to define how the 
variable is entered into the regression model. In the case of logistic regression, we illustrate through 
simulation that coding by a binary variable or a categorical variable with broad categories may lead to 
substantial residual confounding. Specific approaches can be used to define a coding method that limits 
residual confounding. Among these, we briefly present nonparametric approaches and describe in detail 
several semiparametric approaches (generalised partial linear models, spline regression and fractional 
polynomials). These can be used to estimate the relation between a continuous factor and the health 
event of interest by a smooth non pre-specified function. In semiparametric models, the effect of certain 
covariates is coded by a parametric function, whereas the coding of one or two continuous variables is 
represented by a nonparametric function. These models can be used in exploratory analyses to describe 
dose-effect relations between the confounder and the health event, and thus help to define a relevant 
coding for the confounder. 
 
41 Smith PL. Splines as a Useful and Convenient Statistical Tool. The American Statistician. 
1979;33(2):57-62. 
Résumé 
The framework for a unified statistical theory of spline regression assuming fixed knots using the 
truncated polynomial or ?+? function representation is presented. In particular, a partial ordering of some 
spline models is introduced to clarify their relationship and to indicate the hypotheses that can be tested 
by using either standard multiple regression procedures or a little-used conditional test developed by 
Hotelling (1940). The construction of spline models with polynomial pieces of different degrees is 
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illustrated. A numerical example from a chemical experiment is given by using the GLM procedure of the 
statistical software package SAS (Barr et al. 1976). 
 
42 StataCorp. Stata Statistical Software: Release 15. College Station (TX): StataCorp LLC; 2017. 
 
43 Stone C. Comment : Generalized additive models. Statistical Science. 1986;1(3):312-4. 
Résumé 
pas de résumé 
 
44 Taylor JMG, Yu M. Bias and Efficiency Loss Due to Categorizing an Explanatory Variable. J Multiv 
Anal. 2002;83(1):248-63. 
Résumé 
It is a common situation in biomedical research that one or more variables are known to be associated 
with the outcome of interest. Researchers often discretize some variables and fit a regression model 
using these discretized variables. Although convenient for illustration purposes, such an approach can 
be biased and lead to loss of efficiency. In this article, we consider the situation of a regression model 
with two explanatory variables under an assumption of multivariate normality. We investigate the effect 
of dichotomizing or categorizing one variable on the estimate of the coefficient of the other continuous 
variable and on prediction from the models. Algebraic expressions are presented for the asymptotic bias 
and variance of the coefficient of the continuous explanatory variable and for the residual sum of squares 
for prediction. Some numerical examples are presented in which we find that the bias of the coefficient of 
the continuous explanatory variable is always smaller for the categorized model than that for the 
dichotomized model. The size of the test of a zero coefficient for the continuous variable only depends 
on the correlations between the response variable, the discretized variable, and the continuous variable. 
The size of the test for the categorized model is always smaller than for the dichotomized model, 
however, both can differ substantially from the nominal level if the correlation between the response and 
the categorical variable or between the two explanatory variables is high. The (predictive) relative 
efficiency of models also only depends on correlations amongst the three variables. There is a 
substantial loss of efficiency due to categorization if the correlation between the categorized and 
response variable is high. The predictive relative efficiency is always higher for the categorized model. 
The relative predictive efficiency due to dichotomization depends on the choice of cut points, with the 
least loss of efficency being achieved at the median. 
 
45 Turner E, Dobson J, Pocock S. Categorisation of continuous risk factors in epidemiological 
publications: a survey of current practice. Epidemiol Perspect Innov. 2010;7(1):9. 
Résumé 
BACKGROUND 
Reports of observational epidemiological studies often categorise (group) continuous risk factor 
(exposure) variables. However, there has been little systematic assessment of how categorisation is 
practiced or reported in the literature and no extended guidelines for the practice have been identified. 
Thus, we assessed the nature of such practice in the epidemiological literature. Two months (December 
2007 and January 2008) of five epidemiological and five general medical journals were reviewed. All 
articles that examined the relationship between continuous risk factors and health outcomes were 
surveyed using a standard proforma, with the focus on the primary risk factor. Using the survey results 
we provide illustrative examples and, combined with ideas from the broader literature and from 
experience, we offer guidelines for good practice. 
RESULTS 
Of the 254 articles reviewed, 58 were included in our survey. Categorisation occurred in 50 (86%) of 
them. Of those, 42% also analysed the variable continuously and 24% considered alternative groupings. 
Most (78%) used 3 to 5 groups. No articles relied solely on dichotomisation, although it did feature 
prominently in 3 articles. The choice of group boundaries varied: 34% used quantiles, 18% equally 
spaced categories, 12% external criteria, 34% other approaches and 2% did not describe the approach 
used. Categorical risk estimates were most commonly (66%) presented as pairwise comparisons to a 
reference group, usually the highest or lowest (79%). Reporting of categorical analysis was mostly in 
tables; only 20% in figures. 
CONCLUSIONS 
Categorical analyses of continuous risk factors are common. Accordingly, we provide recommendations 
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for good practice. Key issues include pre-defining appropriate choice of groupings and analysis 
strategies, clear presentation of grouped findings in tables and figures, and drawing valid conclusions 
from categorical analyses, avoiding injudicious use of multiple alternative analyses. 
 
46 Wegman EJ, Wright IW. Splines in Statistics. J Am Stat  Assoc. 1983;78(382):351-65. 
Résumé 
 
 
47 Weinberg CR. How bad is categorization? Epidemiology. 1995;6(4):345-7. 
Résumé 
Pas de résumé 
 
48 Zhao LP, Kolonel LN. Efficiency loss from categorizing quantitative exposures into qualitative 
exposures in case-control studies. Am J Epidemiol. 1992;136(4):464-74. 
Résumé 
In the analysis of data from case-control studies, quantitative exposure variables are frequently 
categorized into qualitative exposure variables, such as quarters. The qualitative exposure variables may 
be scalar variables that take the median values of each quantile interval, or they may be vectors of 
indicator variables that represent each quantile interval. In a qualitative analysis, the scalar variables 
may be used to test the dose-response relation, while the indicator variables may be used to estimate 
odds ratios for each higher quantile interval versus the lowest. Qualitative analysis, implicitly and 
explicitly documented by many epidemiologists and biostatisticians, has several desirable advantages 
(including simple interpretation and robustness in the presence of a misspecified model or outlier 
values). In a quantitative analysis, the quantitative exposure variables may be directly regressed to test 
the dose-response relation, as well as to estimate odds ratios of interest. As this paper demonstrates, 
quantitative analysis is generally more efficient than qualitative analysis. Through a Monte Carlo 
simulation study, the authors estimated the loss of efficiency that results from categorizing a quantitative 
exposure variable by quartiles in case-control studies with a total of 200 cases and 200 controls. In the 
analysis of the dose-response relation, this loss is about 30% or more; the percentage may reach about 
50% when the odds ratio for the fourth quartile interval versus the lowest is around 4. In estimating odds 
ratios, the loss of efficiency for the second, third, and fourth quartile intervals versus the lowest is around 
90%, 75%, and 40%, respectively. The authors consider the pros and cons of each analytic approach, 
and they recommend that 1) qualitative analysis be used initially to estimate the odds ratios for each 
higher quantile interval versus the lowest to examine the dose-response relation and determine the 
appropriateness of the assumed underlying model; and 2) quantitative analysis be used to test the dose-
response relation under a plausible log odds ratio model. 
 
 
