ABSTRACT
the application simultaneously requires a decentralized structure and high rates of data transfer, distributed multicomputer configurations may not be efficient enough, and it is then necessary to use tightly coupled multiprocessor structures.
As long as the requirements are not extraordinary, it is simple to design multiprocessor structures based on standard components which are capable of achieving the required performance. However, the design and development of software for these systems is very complex and often constitutes the critical phase of the development [5] , [10] , [8] . This is a consequence of the lack of standard methods and tools for software development in these systems. The usual approach, in which specific solutions are used for each application, results in poorly specified software with an unclear structure which is very difficult and expensive to maintain.
The most commonly used strategy for the development of this type of software is based on the use of independent supervisors in each processor, and the implementation of remote inter-task communication through high-level monitors managing the shared resources. Although this solution has the great advantage of being based on a software technology which is familiar to the programmers, it results in software that is not very efficient because the independent programming of each processor does not provide the programs with an authentically parallel structure.
On the other hand, it is very difficult to find specific programming environments for this kind of systems available as low-cost commercial products. It is also difficult to find compilers for standard languages, such as Ada, with multiprocessor capabilities. The use of Ada in multiprocessor environments presents many difficulties [4] and will continue to do so until the new Ada 9X standard is developed.
2.-OBJECTIVES OF THE WORK.
In this work the main goal has been the development of a strategy and a set of tools for programming shared memory multiprocessor systems. In particular, the implementation developed was targeted to the programming of VME bus structures built upon several standard single board computers with 680X0 processors. The objective pursued in developing this system was to obtain a method for developing concurrent software for these systems which is conceptually simple, secure, efficient, and very easy to maintain.
The proposed solution is based on a strategy for programming the multiprocessor system as a number of jobs consisting of a set of tasks, which are executed concurrently and exchange control events and information messages among themselves.
Tasks are the basic software elements; they are sequential programs with a single control thread and are entirely executed in a single processor. They are developed using a conventional high-level standard language and compiler, together with a framework of task programming guidelines.
A job is a parallel program executed by the multiprocessor system and consists of a set of interacting tasks that are executed concurrently in the multiprocessor system. This program is described by means of a model based on an extended Petri net (EPN). The EPNs are Petri nets in which the rules that define the behavior have been modified in order to better represent the concurrent programs that are executed in the multiprocessor system. In the extended Petri net, the basic aspects of the conventional definition, in particular those regarding the ability to represent control, concurrence, and synchronization phenomena, are kept without modification. However, the definition is extended to make it possible to represent the non-null execution time of the different tasks as well as the control, synchronization, and data exchange operations originated during the time intervals when the tasks are active.
Two objectives have been pursued in the development of this strategy for describing the software of the multiprocessor system. From the programmer's point of view, a natural, simple, and flexible procedure has been sought, to describe the concurrence, synchronization, and communication phenomena inherent to this kind of software, in a way which is very close to how the human programmer conceives of them. From the system point of view, the method must be compatible with a simple and efficient general purpose run-time executive, which can be implemented on multiprocessor systems based on 16/32 bit processors with shared memory.
The execution of jobs in the multiprocessor system is under the control of an executive program which is symmetrically distributed among all the processors in the system. The different sections of the executive are local to each processor and asynchronously access a common data structure allocated in shared memory, which describes the job and its state.
The executive program, along with the data structures and the utilities used for the development of the tasks, constitute the multiprocessor operating system, called SOM. The basic functions performed by this operating system are: -Management of task activation and suspension, in accordance with the abstract control model established by the EPN.
Scheduling and management of the concurrent execution of active tasks, according to a priority mechanism.
Management of data communications and exchange of synchronization events among the tasks and with the outer environment.
Management of the system resources, both memory and peripheral devices.
Important characteristics which result from the chosen strategy are: -Complete modularity with respect to hardware. A new microcomputer board can easily be incorporated into the system simply by adding a ROM memory with the executive program and connecting it to the system bus.
Ability to support real-time operation. This characteristic is a consequence of the definition of absolute priority that may be assigned to the tasks, and also of the bounded nature of the operating system services.
The system is especially suitable to be programmed in accordance with the 'rapid prototyping' methodology [1] . Software description through the EPN is a highly formalized procedure from a mathematical point of view, and allows the system to be modeled easily by means of probabilistic timed Petri nets. In this way, it is possible to determine if deadlocks [12] or control problems may arise, and it is also possible to evaluate the executive's efficiency, the timing performance [11] , and resource requirements of the application under design.
In this work the SOM environment is proposed as a programming methodology for single bus multiprocessor systems, and its most significant aspects are shown. First, the extended Petri net is defined, in its double aspect of a formal description method for software representation at the system level, and its correspondence with the processes and programs executed by the multiprocessor system. In Section 4 we describe the environment and the set of utilities provided as the abstract high-level interface of the SOM executive. Section 5 gives a functional description of the executive which controls the execution of SOM jobs. Section 6 presents some aspects of the implementation of the SOM system and describes the structure and representation of the EPN. Finally, Section 7 sets forth an example of an application developed by our group using this technology, which shows the versatility of this two-level programming methodology.
3.-EXTENDED PETRI NET.
In the programming methodology that we are proposing, the software of the multiprocessor system is developed on two levels.
The lower level involves the definition and development of tasks. Tasks are program units with a single control thread which may be executed completely in a single processor. Each task may be instantiated into one or more processes, each of which is assigned to one of the processors in the multiprocessor system, and executed according to the scheduling rules. Tasks may be coded using a conventional high-level language, with a standard single-processor compiler.
On the upper level, jobs are defined and developed. Jobs are concurrent programs executed by the complete multiprocessor system. They consist of a number of processes (instantiations of lower-level tasks), which are allocated to the different processors in the system and executed concurrently. The different processes that constitute a job interact by sharing resources and exchanging synchronization events and messages. In order to describe the program at this level, it is necessary to make use of a methodology which provides, on the one hand, the ability to describe a concurrent program with its multiple control threads, and on the other hand, a conceptual model by which the synchronization and information exchange mechanisms can be described independently of the particular function of each task.
In order to define a systematic procedure for the conception, design, and development of software for multiprocessor systems at the job-level, we propose a software representation method based on the use of Petri nets [18] [21] . With this method the following two objectives are achieved: a) A formalized high-level method is established for describing the software at the job-level. Using the EPN on this level shows two advantages: first, the software representation is very close to the way in which the programmer thinks about concurrent event-driven systems; second, an operating system has been developed that is capable of efficiently executing programs described by these nets.
b)
A formalized and uniform framework is established, within which each of the lower level tasks may be developed independently.
Using Petri nets to represent software for multiprocessor systems requires two issues to be defined. First, the criteria for the correspondence between each software component and each component of the Petri net are proposed. Secondly, a set of extensions to the definition of the Petri net is proposed, in order to better match the software representation to the requirements of concurrent programs.
Correspondence between the Petri Net and the concurrent program.
The representation of the program at the job level is achieved on the basis of a direct correspondence between the elements that constitute the Petri net (PN) and each of the elements that constitute the software of the multiprocessor system. This correspondence can be established by the following association of concepts:
Transition -Process. Each of the processes that constitute a job is represented by a transition in the PN that describes the job.
Enabled Transition -Active Process. The state of a process is switched to active when the PN that represents the job reaches a state in which the transition associated to the process is enabled. For example, the activation of processes as a consequence of the termination of another one is represented in the PN by the tokens generated after the firing of the associated transition, which enable the other transitions.
Place -Event Buffer. An asynchronous mechanism based on an event buffer with FIFO queue structure is used for the exchange of control events and messages among the different processes in a job. In the PN that describes the job the places represent these event buffers, in which multiple tokens may be stored, each representing a single event or message.
Token -Event with Data. The basic synchronization mechanism in the system is the exchange of events among the concurrent processes that constitute a job. In the PN that represents the job these events are represented by the tokens generated and consumed by the corresponding transitions. The control actions of each of these events are dictated by the rules that define the behavior of the PN. In addition, each event or token may carry an associated piece of information of a determined type, which can be used to exchange messages among the processes. This feature provides an adequate representation of the frequent relationship between data exchange and its associated control effects, and allows both data and control events to be exchanged among processes.
Arcs -Channels. Each process has a set of input and output channels through which it receives or sends the events used to interact with other processes. In the Petri net that represents the job these input and output channels are represented for each process by the input and output arcs of the associated transition. The correspondence between transition-process and arc-channel supports the abstract structure of each task as a class of processes with a particular number and type of input and output arcs that represent the input and output channels; this allows a modular independent design of each task, whose interface is determined by these channels.
Petri net -Job. A job is basically a program composed of a set of concurrent proces/ses representing multiple control threads which are coordinated by the exchange of events. The Petri net that represents the job formally defines the set of processes in the job, each of which is represented through an associated transition; it also defines the control structure of the job, through the places and the topology of the interconnecting arcs (Fig. 1) . The events that allow processes to interact during their execution are represented through tokens moving in the net, while the activation of processes is represented by the enabling of the associated transitions. By making use of the previous net components it is possible to represent the control and interprocess communication plan, in a way that is completely independent of the implementation characteristics of each particular task and that is only dependent on its abstract PN representation.
Extensions to the Petri Net
Standard Petri nets [18] [13] may be used as a software representation for multiprocessor systems in the way proposed in the previous section, allowing the description of the basic aspects that arise in concurrent eventdriven software. However, standard Petri nets do not have enough power to accurately describe important issues involved in this kind of software, such as the time it takes for each process to be executed; also, the Petri net that represents even a relatively simple program may be too complex, cumbersome, and inefficient.
Consequently, many extensions to the definition of the Petri net have been described. These extensions increase the description and modelling power of the net and make it possible to represent in a simpler way situations that appear frequently in concurrent software. As a result, the efficiency of software designed through the use of these representations is enhanced. In this work we have made three extensions to the Petri net which provide a better representation of concurrent event-driven software. The first two of these extensions have already been proposed by other authors; therefore, we will only mention the reasons that led
Fig. 1.-Representation of a job through a Petri net
us to adopt them, and the additional capacity that is achieved through their use. The third extension is a contribution of our work.
1) Inhibitor arcs. Transitions may have special input arcs called inhibitor arcs which are characterized by the following two properties. On the one hand, a transition with an inhibitor arc can only be enabled if the place where this arc originates has no tokens. On the other hand, firing the transition implies no consumption of tokens through inhibitor arcs. This extension has been proposed by different authors [18] . Its adoption was considered necessary in order to increase the description capacity of the Petri net by allowing control structures to be modeled in which the activation of a process is a consequence of the presence of no events (i.e. ability to test for zero). It has been proved [19] [15] that a Petri net with zero testing capability produces a representation which can model any system with the computational capacity of the Turing machine.
The extension resulting from the introduction of inhibitor arcs makes it possible to represent situations which could not be modeled through standard Petri nets. For example, Figure 2 shows the use of an inhibitor arc in a system with two processes using a resource in a mutually exclusive way. This resource is represented by the token stored in the central place, while the two upper places receive tokens which represent requests to execute the associated process or transition. There is a requirement that if both processes are ready to execute at the same time, one of them has preference over the other. The inhibitor arc in this example causes transition T2 to be enabled only if there are no requests to execute transition T1 (no tokens in its input place) and, at the same time, the shared resource is available and there is a request to execute T2.
Fig. 2.-Use of an inhibitor arc to prioritize access to a shared resource.
2) Timed Transitions. This extension introduces a new state associated to each transition, which can be active or inactive [11] [13] . When a transition is enabled it is fired immediately: one token is removed from each (non-inhibitor) input place, and the transition is set to the active state. The transition remains in the active state for some time determined as a function of a parameter associated to the transition. After this time the tokens corresponding to the output arcs are generated. As a consequence of this extension, the state of the Petri net is defined by the combination of the net's marking and the activity state of each transition. The timed transition extension is an immediate consequence of using transitions to represent the processes of multiprocessor software, which are characterized by a non-null execution time.
3) Intermediate arcs. In the timed Petri net that we are considering, a transition can only take tokens through its input arcs at the initial instant at which it is fired and it can only generate tokens through its output arcs at the instant of its termination. This operating mode is very restrictive when the correspondence between the net and job elements is established so as to represent the multiprocessor software as a Petri net. Imposing the condition that a process can only receive events upon its initial activation and that it can only generate events at its termination gives rise to a rather inefficient structure. This is not in good accordance with the idea of a task, in which it is usual to exchange control events during the execution of the task, not just at the beginning or at the end. Partitioning a task into two fragments in order to perform an intermediate event exchange is not feasible since it would be necessary to transmit the entire context (including the values of all variables) from the first fragment to the second one. We would also have to pay an additional overhead associated with the termination and activation of each fragment. This would obviously be extremely inefficient.
Consequently, the definition of the Petri net has been extended to allow representation of the mechanisms used to generate and exchange events among processes during the time interval in which they are active. This extension incorporates a new kind of arc, which we will call an intermediate arc.
These arcs may be input or output arcs and are characterized by the capability of the transitions to take or generate tokens through them while they are active. Intermediate input arcs have no influence on the enabling of the transition; similarly, no tokens are generated on intermediate output arcs when the transition terminates. Graphically, we will represent transitions as boxes, and intermediate arcs will be drawn as arcs going into or coming out of the sides of these boxes. The net represents a producerconsumer structure. A token put into the place named BEGIN activates the producer process, which will iteratively generate events and deposit them into the place named BUFFER for the consumer to process them. The consumer process is also processing all the events that appear through its intermediate arc iteratively. The place named END provides a way for an external process to terminate the producer. In each iteration, the producer checks to determine if a token has arrived at this place, connected to its intermediate input arc. If the token has arrived, the producer loop is exited and the process terminated. If intermediate arcs were not available, the Petri net representation of the same software would require the producer process to be unnaturally broken into several transitions.
The rules governing the behavior of extended Petri nets do not determine the way tokens are generated or consumed through intermediate arcs. These rules only provide the ability to move tokens through these arcs and, therefore, it is necessary to examine the software structure of the process represented by the transition to establish when, or under what circumstances, tokens are exchanged. As a result of this indefiniteness, Petri nets extended with intermediate arcs cannot be directly utilized as an abstract model to analyze control problems (such as deadlocks, unreachable states, etc.), or to evaluate performance, response times, or resource requirements. However, if the structure of the processes is known, it is possible to obtain ordinary Petri net models of the transitions with intermediate arcs. By substituting these models for their associated extended transitions the net can be turned into a Petri net without intermediate arcs, which can then be used to analyze the system or evaluate its performance. Figure 3 .b shows the model associated to the producer transition that appears in Fig. 3 .a. This model has no intermediate arcs and shows the behavior of the extended producer transition according to the Petri net rules. It can be noticed that a token introduced into place END causes the new producer transition to be disabled (until a new token appears in place BEGIN), and a final token to be generated into the lower place 1 .
A Petri net with the three extensions mentioned above will be called an Extended Petri Net (EPN). The EPN defined in this way is a very powerful tool for representing the execution of a job composed of multiple concurrent processes, which exchange information associated to control events. These control events allow the activation of processes to take place, and never require active wait operations to be carried out. The set of active processes can be executed concurrently, and in parallel by all the available processors.
4.-SOM PROGRAMMING ENVIRONMENT FOR TASK DEVELOPMENT
In the SOM environment, tasks are sequential programs that are entirely executed by a single processor; consequently, their specification, design, coding and testing may be performed using a classical methodology.
The SOM environment provides the formalized framework that corresponds to an extended transition, in order to establish the functional specification of each task. This framework defines the functional structure of the tasks, and is based on a set of utilities, which constitute the interface to the operating system. Using this scheme, the development of a task is performed as an independent operation, which is not determined by the development of the rest of the tasks.
In the SOM environment, slightly different concepts are denoted by the terms "task" and "process". A task is an abstract sequential program corresponding to some determined piece of code. A process is each of the instantiations of a task. A single task may be simultaneously executed as different processes within a job, either concurrently, by the same processor (on a time-sharing basis), or in parallel, by different processors.
Utilities for development of the tasks.
The SOM environment provides a set of high-level utilities for the development of the tasks. These utilities allow the programmer to implement both the control operations that determine the behavior of the task, and the task's interface to the outer environment or set of processes that constitute the job. The SOM utilities are grouped into communication and synchronization, resource management, process control, and interrupt management utilities.
1) Communication and synchronization utilities.
These utilities are used by the task programmer to transmit and receive information and synchronization events to and from other processes that constitute the job. Calls to these utilities involve token transference operations within the EPN. There are different utilities for managing the tokens, depending on whether they are transferred through the initial or final arcs, or through the intermediate arcs.
For the initial or final arcs, the firing of an EPN transition determines the starting point of the execution of the process associated with it. This process is to be executed in one of the processors included in the domain of processors to which it may be allocated. The firing of a transition is a consequence of an enabling situation, produced by the presence or the absence of tokens at the appropriate input places. When a transition is started, it must indivisibly receive all the tokens involved in its enabling process. Likewise, at the termination of the activity of a transition, the corresponding process must indivisibly send all its output tokens. In order to carry out these two basic operations, there are two utilities implemented in the system, through which the process may perform this event or information transference (Table I ).
For those information or event transference operations performed during the execution of a process, which are modeled as token transferences through the intermediate arcs, three utilities are provided: one for sending and two for receiving tokens (Table I) . One of the receiving utilities is non-blocking, and returns control to the calling task immediately, indicating the presence or absence of an input token; the second utility suspends the task until a token has been received. Initial and final transferences.
-INITIAL_MESSAGE: Obtains the data associated to the initial tokens transferred during the firing of the transition.
-FINAL_MESSAGE: Associates data to the final tokens that will be generated at the task termination.
Transferences during the process execution 
2) Resource management utilities.
Each of the processes corresponding to a task and represented in the extended Petri net as a transition, needs a set of resources for its execution, such as memory and input/output devices. These resources are organized as indivisible units called segments, which are identified by names. A segment may be private, if it is only used by the process which creates it, or shared with other processes. Also the addresses of segments may be absolute, as is the case for physical devices, or relative, when they refer to normal memory. Furthermore, relative resources may be global, shareable by several processors, or local to a particular processor.
Every one of these segments must be dynamically allocated and deallocated according to the process state; their usage is managed by the operating system. SOM provides a number of utilities for the management of the different resources used by a process. These utilities are described in Table II and include allocation and sharing of segments as well as semaphore management primitives to guarantee coherence when using shared resources. Although the Petri net could be used to explicitly represent synchronization for all shared resources, efficiency issues determine the need for the semaphore mechanism, especially for very short synchronization operations (critical sections) with high performance requirements.
This set of SOM utilities allows the dynamic management of all the resources, so that each task may ask for the memory and peripheral resources that are needed at each instant of its execution. On the other hand, these utilities establish a mechanism for sharing memory or other resources. If the synchronization involved in the use of shared resources has important control effects that should be modeled, it is possible to include these 
3) Process control utilities.
The task programmer is able to establish certain actions destined to modify the status of a process within the job. Therefore, there is a set of utilities which makes it possible to terminate a process, suspend it temporarily for a determined period of time, modify its assigned priority, ask for its identification within the system. The identification of the transition that generated the process is sometimes necessary, as it is possible that several instances of the same task may be active at the same time as different processes or EPN transitions. In Table  III the main process control utilities are shown. 
PRIORITY:
Dynamically modifies the assigned priority.
ASK_PID:
Returns the identification number of the calling process.
4) Interrupt management utilities.
In a concurrent system with multiple processes and with dynamic resource allocation, an interrupt service routine (ISR) is generally linked to a concrete process. However, when an interrupt is generated, it is likely that the interrupted process is not the owner of the ISR. In order to guarantee a correct operation of the interrupt, the operating system must be able to make a context switch during the interrupt process, so that the task which owns the ISR is addressed, thus giving access to the corresponding local variables and stack areas. To achieve this, it is necessary to explicitly declare the ISR, through the interrupt management utilities that appear in Table IV .
Table IV. Interrupt management utilities

NEW_ISR:
Assigns a routine as an interrupt server.
REL_ISR:
Releases an interrupt from being serviced by its current ISR.
Task structure from the functional point of view.
Tasks are programmed using classical methodologies, provided that the general guidelines for the abstract description of an EPN transition are followed, using the system utilities. The task programmer will write the code as if it was for a single-processor environment, adding, at the beginning of the code, calls to the utilities for allocating memory for its variables and stack area, and a call to the INITIAL_MESSAGE utility, in order to obtain the data associated to the initial tokens. The task will end with a call to FINAL_MESSAGE, to supply the data to be distributed through the final arcs, followed by a call to the TERMINATE utility. In Figure 4 the functional relation between the utility calls and the EPN elements has been represented for a generic transition.
Fig. 4.-Structure of a task
The specification of the task, which is the only visible part from the upper programming level, is done through the description of the EPN transition that represents the task, which includes its initial, intermediate and final arcs, together with the data types associated with each one. It must be pointed out that this specification does not include those initial or final arcs used for the transference of tokens that do not have associated data (control tokens), as the system allows a variable number of these arcs to be created during the generation of the EPN, at the upper programming level.
In order to be able to describe the program through its EPN representation in a suitable form, automatic tools for the generation of the net are available, as well as a compiler that provides the translation of instructions written in a special purpose parallel language into their EPN representation [2] .
5.-FUNCTIONAL DESCRIPTION OF THE EXECUTIVE
Once the control and intercommunication plan for the different processes is represented in global memory as an EPN, it must be executed according to the rules that dictate the behavior of the net. For this purpose there is an executive program in each of the processors, which takes care of interrupting the running process at limited intervals of time T i , and interpreting the changes that have taken place in the EPN during the previous interval as a consequence of the actions of that process.
The basic actions of the executive in each of the processors are represented in Figure 5 , and are the following:
1) Save the context. When an interval of time T i has elapsed, the process currently running in that processor is interrupted and its context is saved (unless the process has finished).
2) Transference of tokens. The tokens that have been generated during the execution of the previous time interval are incorporated into the data structure of the Petri net, storing them in the appropriate places of the net. In this phase, the system generates a list of the places which have had an active change, that is, which have switched from being empty to containing tokens, or viceversa.
3) Activation of transitions. The list of active changes is revised, checking if any of the transitions associated to them has been enabled. If so, the enabled transition is incorporated into the list of ready transitions of one of the processors. If the transition that has been activated is of the kind named control transition, which only implies a transference of control tokens and does not have any code associated, its effects are solved immediately at executive time.
4) Select the next process. The processor's list of active and ready processes is inspected to select the one with the highest priority. The context of this process is retrieved (or created) and control is transferred to it for the duration of the next interval T i+1 . After this period the executive starts again at step 1.
The priority mechanism used for task scheduling presents two kinds of priority: an absolute priority, which provides the separation of tasks into priority groups, and a dynamic priority, which controls the scheduling of tasks in the same absolute priority group. These priorities are assigned according to the relative importance and the timing requirements of the process. The priority mechanism is easily replaceable, to accommodate any particular scheduling mechanism.
The assignment of processes to processors may be static or dynamic, depending on the set of compatible processors assigned to each task. If several processors are eligible, the assignment is carried out by a simple algorithm that performs an estimation of the workload of each processor and assigns the process to the least busy processor. Once a process has been assigned to a processor, it remains on it until its finalization.
As a consequence of the representation of the job by an EPN, the algorithm of the Executive, whose formulation in pseudolanguage is shown in Table V , is conceptually very simple. Each token transferred or task activated induces a specific action, so that there is no need to perform any search through the whole data structure. Figure 6 shows an example of the actions of the executives of a two-processor system.
Because the executive makes a large number of mutually exclusive accesses to global memory, to analyze or modify the EPN, it is desirable that the time intervals in which these critical sections are executed in each processor do not overlap, in order to avoid blocking time. This is achieved through a mechanism by which SOM operates at intervals which are aperiodic to some extent, so that each executive is dynamically synchronized to begin its critical section when the critical section of the previous executive has finished.
The hardware tick interrupt operates with a fixed time interval which starts when the executive finishes its execution. The total time of each tick is thus composed of two components: T = T p + T g ( n tev , n tc , n pa )
T p being a fixed time dedicated to each process, and T g being the execution time of the executive, which is variable to some extent, and depends on the number of tokens to be sent (n tev ), the number of control transitions that are executed at executive time (n tc ), and on the number of active processes in that processor at that instant (n pa ). The time T g is limited in each processor by a max{T g } on the basis of the limitation of the parameters on which it depends.
Once the operation of the executives has been synchronized, their execution can be carried out practically without any blocking time in their critical sections, if it can be ensured that n p max{T s } < T p where n p is the number of processors in the system and T s is the execution time of the critical section. Generally, the left part of this equation will be quite small, compared to T p .
6.-SOME ASPECTS OF THE IMPLEMENTATION OF THE SOM SYSTEM.
Software Structure
In the implementation of the operating system the same EPN has been used as an internal representation model of the job to be executed. The executive's data structures are a computational representation of the net, with its three most important aspects: -Representation of the job as an EPN.
Tables with information about the processes, their state and the resources assigned to them.
Tables for the management of the global and local resources of the multiprocessor system.
In the implementation it is essential to take into account architecture-related issues, in order to achieve the most efficient operation. In the current SOM implementation, on a multiprocessor system based on the VME bus with a global memory accessible to all processors and a local memory in each one of them, it is necessary to determine the kind of memory assigned to each SOM object, in order to decrease contention in the access to global resources as much as possible.
Fig. 7.-The system software structure
The general structure of the system has been implemented with several software layers, as it is shown in Figure 7 . The lower layer contains the data structures storing the topology of the EPN, its state, information about the active processes, and the resources and interrupt service routines associated to them.
These structures have been implemented using fixed length arrays, and pointers to directly access most of their elements. This implementation minimizes both the amount of time spent during the generation of the data structures and the time spent in accessing the information. The data structures have been designed with a large number of links between the different components, so that very little time is consumed searching through the different lists.
The elements implemented at this layer are those necessary to describe the net topology (transitions, places, etc.), a number of lists regarding the management of the different processes on each processor, such as the list of active processes (one per processor), the process control blocks (one per process), data related to the segments or resources, and data related to the interrupt service routines.
Access to these data structures must be done through the next software layer, which consists of a set of interface routines which provide access to the information stored in the data structures independent of their current implementation. In this way the use of stored data is more secure and maintenance is simplified because of the independence between the different layers.
The utilities layer is built on top of the data structure interface and is used by the task programmer to implement EPN transitions under the SOM operating system. The main features of these utilities have already been mentioned.
On the upper layer, the different processes that constitute the system job are found. The user tasks always interface the operating system through the utilities layer, but there are some special system tasks included in the operating system which are able to make direct calls to the software interface. Examples of these system tasks are the initialization process, which must generate the initial EPN structure on global memory, or the compilation task, which allows a user to generate new EPN's, thus modifying the system jobs on-line.
The executive controls the entire structure, executing the control plan stored as an EPN in the data structures of the lower layer. The executive uses the software interface to access this layer and activates the different processes according to the control plan.
In the implementation developed, the codification has been carried out mostly in high-level language (PASCAL), especially many of the utilities. Also some assembly language has been used, especially for those routines in which the execution time is critical. The resulting code is approximately 35 Kbytes long.
Configuration of SOM.
In view of the diverse characteristics that the multiprocessor system may have, depending on the application for which it is designed, the SOM codification has been designed in such a way that it allows a simple configuration of each one of the processor boards built into the system. To achieve this simple configurability, the SOM code has been divided into four clearly differentiated sections:
The first section contains most of the code and is highly independent from the current system structure and from the characteristics of each processor board. Consequently, this section appears in each processor without modifications.
Section 2.
The second section contains the set of tables and routines that depend on the hardware on which SOM executes. Among these we want to emphasize: -The initial and final addresses of RAM and ROM memory, both for local and global memory. The timer manager routine for the generation of the executive hardware tick.
The process time for each tick, appropriate to the system requirements for that application.
Section 3.
The third section includes the set of tables created during the system's generation process that are accessible to SOM in order to determine the tasks that are initially present in the processor and their starting addresses. Also, in this section, there is a table created by SOM, which provides information for the use of the different utilities. The task programmer may use a group of routines to access this table in order to make calls to the utilities.
Section 4.
Finally, there is a section dedicated to the software personalization of the processor board. It contains the set of initialization routines, both local and global, which must be executed by the processor after a system reset.
Evaluation of SOM
The SOM operating system has been evaluated using three different methods. First, an analytical evaluation was made [7] using a Petri net model. For the second method a load generator was built to introduce arbitrary jobs in the system and experimental measurements were done to evaluate the performance [20] . Finally, SOM has also been tested and evaluated under real applications, such as the one presented in the next section. Although a complete description of these methods and the results of evaluation are beyond the scope of this paper, we will briefly mention some of the results obtained.
In a system with four 68010 processors operating at 10 MHz with SOM configured for a mean tick time of 5 ms, the average amount of time spent on SOM management for jobs with a mean number of 8 active processes per processor is on the order of 300 µs per tick interval. This includes context switching, intertask communications and scheduling times.
The SOM system that has been presented is suitable for low to medium cost multiprocessor systems, in which the program assigned to the system is composed of processes that do not require high rates of information exchange. SOM presents acceptable performance for a number of processors between 1 and 15. Beyond this number, the efficiency of the system diminishes rapidly, as a consequence of the blocking originated by mutually exclusive accesses to the data structures representing the EPN in global memory.
7.-EXAMPLE OF AN APPLICATION OF SOM.
The two-level programming strategy that has been proposed in this paper, for programming multiprocessor systems under the SOM operating system presents great advantages for embedded systems with control applications, industrial automation applications, etc. To illustrate the advantages of this strategy, we will show in this section the main characteristics of a project in which our group has been involved and to which the described SOM structure has been successfully applied.
Project Objectives
The objective to be achieved was the development of a control system for an advanced teleoperated robot, which had to perform inspection and maintenance functions inside the channel head of a steam generator in a nuclear plant. The system, named SIROIN, has a robot whose main function is to position tools for inspection and maintenance inside the steam generator. Both the robot and the different tools are controlled by an embedded multiprocessor system; all the equipment is managed from a remote station outside the radioactive area. Some important characteristics of this system are: -The system performs real-time control of the articulated arm with six degrees of freedom.
Simultaneously, the system controls a set of specialized inspection or maintenance tools.
The system has to integrate, in real time, the signals obtained from the sensors installed in the arm and in the tools, in order to carry out coordinated operations.
Both the acquired information and the system's state are transmitted to the remote teleoperation station (ERT) with a reliability and communication rate sufficient for the system to be handled by the operator from there.
The operation plan to be carried-out by the SIROIN system must be established on-line from the ERT.
The system structure, both hardware and software, must be open, with the purpose of allowing the incorporation of new tasks and features not previously specified.
Hardware structure
In order to meet the required computing power and flexibility for incorporating future functionality, a multiprocessor hardware structure was chosen for implementing the system. The initial implementation, which at present operates controlling the robot, is composed of four processor boards based on the 68010 microprocessor and using an architecture based on the standard VME bus (Fig. 8 ).
Software structure
The software developed for the control system of this robot is based on the two-level programming strategy, using SOM. At the first level, the set of primitive tasks is defined and developed, which is later used for the construction of the operation plan or job required at the second level. Examples of these primitive tasks are robot arm movements in the different control modes, data acquisition from the sensors, information preprocessing primitives, tool management primitives, etc.
On the second level, the complete job to be performed by the multiprocessor system is programmed, linking primitive tasks to build an EPN net. These jobs may be as simple as interface routines between the ERT and some element of the system, or as complex as complete inspection plans to be carried out by the robot during several hours of operation without active intervention by the operator.
In order to provide flexibility to the job programming, a compiler has been developed for translating jobs written in a special purpose programming language based on Concurrent Pascal, into EPN's. This tool allows the development of jobs written in a procedural way. Also, tools have been developed to allow data or control tokens to be sent or received between the processes of the job and the ERT.
With these tools, the second programming level is carried out at the ERT, which is able to transmit dynamic modifications to the EPN being executed in the multiprocessor system, allowing the execution of the parallel program to be controlled. The first programming level is carried out off-line, and the set of primitive tasks is coded in ROM in the multiprocessor control system. Some examples of programs for this application were presented in [2] and [6] .
This application has shown that the use of this two-level programming strategy provides the system with The primitive tasks from the first level represent processes involved in control or complex information-processing; they are programmed by specialists, using standard techniques and compilers for single-processor systems.
The second programming level, which allows the description of parallel programs built up from the primitive tasks, is extremely appropriate for expressing the complete job to be executed by the control system. Furthermore, its description level makes it very suitable for achieving a simple interface to task descriptions made with some robot programming languages.
8.-CONCLUSIONS AND FUTURE TRENDS
In this paper a standardized strategy for programming multiprocessor systems has been proposed, in which the processors communicate through an area of shared global memory. The global parallel program is described as an Extended Petri Net, in which each of its components (transitions, places, tokens, etc.) conceptually corresponds to some object of the software structure (processes, event buffers, events with information, etc). This approach to the conception and representation of multiprocessor software has two advantages. On the one hand, it is very close to how the programmer thinks about the program and, on the other hand, it constitutes the internal representation of the structure of the job, which can be efficiently executed by the executive program developed.
The SOM operating system provides an environment for programming multiprocessor architectures based on a single standard bus; it also controls the execution of parallel programs composed of multiple concurrent processes, and dynamically manages the system resources.
One of the main factors limiting the performance of the SOM executive is the contention caused by mutually exclusive access to the EPN, which is shared by all the processors. Therefore, our future efforts will be aimed at developing parallel algorithms which allow multiple asynchronous accessing to the EPN, or at least to some parts of it. Fragmenting the EPN and controlling each fragment by means of a specific semaphore could be the solution for those parts of the net which cannot be accessed through asynchronous parallel algorithms.
Another important objective of future work will be developing a way of programming the system using the Ada language. This language would allow us to use more software engineering features than does PASCAL and could make the system more portable. 
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