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Abstract
We introduce a new construction of spaces from groups using homomorphic images of the
fundamental group of the Hawaiian earring H. According to this construction the Menger sponge,
Sierpinski gasket, Sierpinski carpet and the direct product of their countable many copies are
recovered from their fundamental groups.
 2004 Published by Elsevier B.V.
MSC: 55Q20; 55Q70; 57M05; 57M07; 20F34
Keywords: Fundamental group; Hawaiian earring
1. Introduction and definitions
Fundamental groups are defined for arbitrary spaces and are isomorphic among spaces
of the same homotopy type. Therefore we usually think the fundamental group of a space
has less information than that of the space itself. Is there a space whose fundamental group
has the same information as that of the space itself? In the present paper we propose
a new construction of a space from a group and show that this construction from the
fundamental groups of certain spaces produces the original spaces, which implies that the
fundamental groups of such spaces have the same information as that of the topological
spaces themselves. The roots of this investigation are in the following [2, Theorem 1.3]:
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Let X and Y be one-dimensional, locally path-connected, path-connected, metric spaces
which are not semi-locally simply connected at any point. If the fundamental groups of
X and Y are isomorphic, then X and Y are homeomorphic.
As our construction of spaces is based on this fact, the topologies of one dimensional
fractals which are Peano continua and have non-trivial fundamental groups, e.g., the
Sierpinski gasket, the Sierpinski carpet and the Menger sponge, are recovered from their
fundamental groups according to this construction. We shall see that finite or countable
products of such spaces are also recovered from their fundamental groups.
In the remaining part of this section we state basic definitions. The Hawaiian earring
is the plane continuum H = ⋃∞n=1{(x, y): (x + 1/n)2 + y2 = 1/n2} and o denotes the
origin (0,0). Each simple closed curve of the Hawaiian earring is parametrized as follows:
en(t) = ((cos(2πt) − 1)/n, sin(2πt)/n) for 1  n < ω,0  t  1. (Here, en refers to
the nth earring, that is the nth simple closed curve.) The fundamental group π1(H) is
isomorphic to the free σ -product×n<ωZn, where each Zn is a copy of the integer group Z.
We refer the reader to [3] for the notion of infinitary words and a free σ -product ×σi∈IGi .
A locally path-connected, connected, compact metric space is called as a Peano continuum.
2. Construction of spaces and n-slender groups
The fundamental group of the Hawaiian earring π1(H) plays a principal role in this
construction. The group π1(H) is presented algebraically as ×n<ωZn (abbreviated by
×ωZ) [6,9,3,1]. Let δn denote a generator of Zn which corresponds to a winding en to
the nth circle of the Hawaiian earring.
Let HG be the set of all subgroups of a group G which are homomorphic images of
×ωZ. We remark that finitely generated subgroups are homomorphic images of ×ωZ, but
infinitely generated free groups are not homomorphic images of ×ωZ. Moreover, any free
product ∗i∈IGi with infinitely many non-trivial factors is not a homomorphic image of
×ωZ by [3, Corollary 2.2]. (See Theorem 4.1 for a related result.)
The notation “F X” means “F is a finite subset of X”. A finite subset F ofHG said to
be compatible, if there exists H ∈HG such that⋃F ⊆ H . For H ∈HG and F HG H is
compatible with F , if {H } ∪F is compatible. We say a subfamily C of HG is compatible,
if any finite subset of C is compatible. Let XG be the set of all maximal compatible non-
empty subfamilies of HG which contain an uncountable subgroup.
Since ×ωZ  F ∗×ωZ for a finitely generated free groups F , x ∈ XG is closed under
conjugacy, that is, u−1Hu ∈ x for H ∈ x and u ∈ G. In addition, x ∈ XG is downward-
closed, that is, H ∈ x and H ′ H imply H ′ ∈ x for H ′ ∈HG.
Since every compatible family extends to a maximal compatible family, XG is non-
empty if and only ifHG contains an uncountable subgroup. XG is a one-point set or empty,
if G is a homomorphic image of ×ωZ.
For subgroups H,H ′ of G, H  H ′ if there exists F  G such that H  〈H ′ ∪ F 〉
holds. If H is finitely generated, then H  {e} holds.
The first proposition shows the root of the above definition.
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Proposition 2.1. Let X be a path-connected, one-dimensional metric space and G be
the fundamental group π1(X,x0). Then each uncountable H ∈ HG belongs to a unique
x ∈ XG.
Proof. Let h :×ωZ → H be a surjective homomorphism. By [2, Theorem 1.1] we have a
unique point x∗ ∈ X, a path p from x∗ to x0 and a continuous map f : (H, o) → (X,x∗)
such that h = ϕp · f∗ where ϕp is a base-point-change isomorphism from π(X,x∗) to
π(X,x0) according to p.
First we show that for uncountable H,K ∈HG, {H,K} is compatible if and only if the
point x∗ determined by H and y∗ determined by K are the same. To see this, suppose that
x∗ = y∗. Then we have continuous maps f : (H, o) → (X,x∗) and g : (H, o) → (X,x∗)
and paths p and q from x∗ to x0 so that H = Im(ϕp · f∗) and K = Im(ϕq · g∗).
Define f ′ : (H, o) → (X,x∗) so that f ′ · e2n = f · en and f ′ · e2n+1 = g · en. Then
〈[p−q]〉 ∗ Im(ϕp · f ′∗) ∈ HG contains both H and K , which shows that H and K are
compatible. Conversely suppose that H and K are compatible. Then we have H ′ ∈ HG
such that H,K  H ′. Let g′ : (H, o) → (X, z∗) be a continuous map and p′ be a path
from z∗ to x0 such that Im(ϕp′ ·g′∗) = H ′. Suppose that x∗ is not equal to z∗. Then g′ maps
almost all the circles of H in a neighborhood of z∗. On the other hand there are uncountably
many essential loops in a neighborhood of x∗, which is a contradiction. We refer the reader
to the proof of [2, Lemma 4.2] for a precise proof to deduce the contradiction. This fact
implies that an uncountable H ∈HG belongs to a unique x ∈ XG. 
We introduce a topology on the set XG as follows.
For Y ⊆ XG, Y is closed if each point x with the following property belongs to Y ; there
exists a sequence (xn: n < ω) of elements of Y satisfying the following condition (∗).
(∗) For given uncountable Hn ∈ xn (n < ω) there exist H ′n ∈ xn satisfying the following:
• Hn  H ′n;
• for arbitrary an ∈ H ′n (n < ω) there exists h :×n<ωZn → G such that h(δn) = an for
every n < ω and Im(h) ∈ x .
In general XG may not satisfy any separation axiom, but we write limn→∞ xn = x when
(∗) holds. If G is the fundamental group π1(X,x0) for a one-dimensional Peano continuum
X, then (∗) is equivalent to each of the following simpler statements, i.e.,
(T1) for given uncountable Hn ∈ xn (n < ω), there exist e = an ∈ Hn and gn ∈ G such
{g−1n angn: n < ω} ⊆ H for some H ∈ x;
(T2) there exist uncountable Hn ∈ xn (n < ω) such that for arbitrary an ∈ Hn (n < ω)
there exists H ∈ x such that {an: n < ω} ⊆ H .
Each of these is equivalent to the condition (∗), because an uncountable H ∈ HG
determines a point of X for a one-dimensional, locally path-connected, path-connected,
metric space. Therefore we need not use the notion of maximal compatible families as
well. However, it seems to be necessary to use maximal compatible families and (∗) to
introduce a reasonable topology.
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Theorem 2.2. Let A be an Abelian group. Then XA is an empty or one-point space.Proof. Let B  A be a homomorphic image of ×ωZ. Then B is a homomorphic image
of the abelianization of ×ωZ, where the abelianization of ×ωZ is isomorphic to Zω ⊕ C
for some algebraically compact group C [5]. Here, Zω  Zω ⊕ Zω and C  C ⊕ C for
this C. ThereforeHA itself is a compatible family and hence XA is an empty or one-point
space. 
As our construction of spaces XG shows, our concern is concentrated to uncountable
subgroups of a given group G. For our purpose we are interested in a certain class of
groups. We recall n-slender groups from [3, Section 3] together with [3, Proposition 3.2].
Definition 2.3. A group S is n-slender if, for each homomorphism h :×n<ωZn → S, the
set {n < ω: h(δn) = e} is finite.
The class S consists of all the groups G such that, for any non-trivial element g ∈ G,
there exist an n-slender group S and a homomorphism h :G → S with h(g) = e.
Since a finite direct product of n-slender groups is again n-slender [3, Theorem 3.6], we
have,
Proposition 2.4. The following conditions are equivalent for a group G:
(1) G belongs to S;
(2) G is a subgroup of a direct product of n-slender groups;
(3) G is a subgroup of an inverse limit of n-slender groups.
Lemma 2.5. Let G ∈ S and h and h′ be homomorphisms from ×n<ωZn to G. If h(δn) =
h′(δn) for every n < ω, then h = h′.
Proof. Let S be an n-slender group and g :G → S a homomorphism. There exists
m < ω such that g · h(×nmZn) = g · h′(×nmZn) = {e}. Hence g · h = g · h′ by the
assumption. 
Lemma 2.6. Let G ∈ S be a homomorphic image of ×n<ωZn. Then G is finitely generated
or uncountable.
Proof. Let h :×n<ωZn → G be a surjective homomorphism. Suppose that h(δn) = e for
n > m. Since there exists h0 :×n<ωZn → G such that h0(δn) = h(δn) for every n < ω
and Im(h0) = 〈h0(δ0), . . . , h0(δm)〉, G is finitely generated by Lemma 2.5. Otherwise,
we choose a strictly increasing sequence in (n < ω) and homomorphisms gn from G to
n-slender groups Sn by induction so that gnh(δin ) = e and gkh(δin ) = e for k < n. For
f :ω → {0,1}, define Wf = δf (0)i0 δ
f (1)
i1
· · · δf (n)in · · · , where δ0ik is an empty word. Then
h(Wf ) and h(Wf ′) are distinct for f = f ′, which implies that G has the continuum
cardinality. 
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Proposition 2.7. Let Si (i ∈ I) be n-slender groups. Then XG is an empty or one point
space in the following cases:
(1) G is the inverse limit of n-slender groups. In particular, G = lim←−(∗i∈F Si : F  I);
(2) G =×σi∈I Si .
Proof. We first prove the conclusion for the case (1). Let G = lim←−(Tj ,pij : i, j ∈ J ) and
pj : G → Tj be the projection. Let h0, h1 :×n<ωZn → G be homomorphisms. Define
h :∗n<ωZn → G by h(δ2n) = h0(δn) and h(δ2n+1) = h1(δn). Since Tj is n-slender, pj · h
extends on ×n<ωZn uniquely and consequently h extends on ×n<ωZn uniquely by the
universal property of the inverse limit. Now we have Im(h0) ∪ Im(h1) ⊆ Im(h), which
implies that each two elements of HG are compatible and hence XG is an empty or one-
point space. Since the class of n-slender groups is closed under taking free products [3,
Theorem 3.6], the second statement of (1) is a special case of the first one.
To show the conclusion for the second case, we recall standard homomorphisms from
[4]. For G =×σi∈I Si , let h0, h1 :×n<ωZn → G be homomorphisms. By [4, Theorem 2.3],
there exist u0, u1 ∈ G and standard homomorphisms h0, h1 :×n<ωZn → G such that
h0 = u−10 h0u0 and h1 = u−11 h1u1 hold.
Then, according to [3, Proposition 1.9] and [4, Lemma 2.4], h :×n<ωZn → G is
uniquely determined by the equations h(δ2n) = h0(δn) and h(δ2n+1) = h1(δn). Now we
have u0 Im(h0)u−10 ∪ u1 Im(h1)u−11 ⊆ Im(h), which implies that XG is an empty or one-
point space. 
Remark 2.8.
(1) In the definition of XG we use maximal compatible families and do not use directed
families. For H,H ′ ∈ x ∈ XG there may not exist K ∈ x such that H ∪ H ′ ⊆ K ,
there exists K ′ ∈ HG such that H ∪ H ′ ⊆ K ′. If we restrict x ∈ XG to be directed,
it is unclear whether a directed family extends a maximal one. Therefore we adopt
maximal compatible families.
(2) Our construction of topological spaces from groups is not categorical. Homomor-
phisms may not induce continuous maps. Moreover, even when a continuous map is
induced, the injectivity of a homomorphism does not imply that of the induced contin-
uous map [2, Remark 6.9 (2)].
3. Direct products
In this section we are concerned with direct products of groups. Since the fundamental
group of a direct product of path-connected spaces is the direct product of those of
components, one may expect that our construction may commute with direct products.
We show this is indeed the case under certain conditions.
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Lemma 3.1. Let H =∏m<ω Hm where each Hm is a homomorphic image of ×n<ωZn.
Then H is also a homomorphic image of ×n<ωZn.
Proof. It suffices to show that
∏
m<ω×n<ωZ(m,n) is an homomorphic image of× (m,n)∈ω×ωZ(m,n), where Z(m,n)’s are copies of Z. To define a homomorphism we need
a notion of infinitary words and other ones from [3, p. 244]. W(Z(m,n): m,n < ω) is the
set of words, that is, infinitary words, whose letters are in Z(m,n)’s. For a word W and a
subset I of ω × ω, WI is a word obtained from W by deleting letters not belonging to⋃
(m,n)∈I Zm,n. Define h :× (m,n)∈ω×ωZ(m,n) →
∏
m<ω×n<ωZ(m,n) by: h(W)(m) = WIm ,
where Im = {(m,n): n < ω}. Then h is a surjective homomorphism. 
In the sequel of this section, when G =∏m<ω Gm, let pm denote the projection from
G to Gm for each m.
Lemma 3.2. Let G =∏m<ω Gm and x ∈ XG. Then
∏
m<ω pm(H
′) ∈ x for H ′ ∈ x and
consequently x = {H ∈HG: H ∏m<ω pm(H ′) for H ′ ∈ x} holds.
Proof. Since pm(H) ∈HGm for H ∈ x and each {pm(H): H ∈ x} is compatible, {H ∈
HG: H 
∏
m<ω pm(H
′) for H ′ ∈ x} is compatible and contains x by Lemma 3.1. We
have the conclusion by the maximality. 
Lemma 3.3. Let H0  K0 and H1  K1. Then H0 × H1  K0 ×K1 holds.
Proof. There exist F0 G0 and F1 G1 such that H0  〈K0 ∪F0〉 and H1  〈K1 ∪F1〉.
Now H0 ×H1  〈K0 ×K1 ∪F0 × {e} ∪ {e} × F1〉 and we have the conclusion. 
Lemma 3.4. Let G = G0 × G1 and x ∈ XG. If H × {e} ∈ x and {e} × K ∈ x , then
H × K ∈ x .
Proof. Let F  x . Since the family {X0 × X1: X0 ∈HG0, X1 ∈HG1} is cofinal in HG,
we can find H0 ×H1 and K0 ×K1 with Hi,Ki ∈HGi so that H × {e} ∪
⋃
F ⊆ H0 × H1
and {e}×K ∪⋃F ⊆ K0 ×K1. Since ⋃F ⊆ (H0 ∩K0)× (H1 ∩K1), (H ×K)∪⋃F ⊆
H0 × K1 ∈HG. We have H ×K ∈ x by the maximality of x . 
Lemma 3.5. Let Gm (m < ω) be groups in S and define p∗m(x) = {pm(H): H ∈ x}. If
XGm is non-empty, then p∗m(x) belongs to XGm .
Proof. Let im :Gm → G be the canonical embedding, that is, im is the homomorphism
satisfying pmim(g) = g and pkim(g) = e for k = m and g ∈ G. To show that p∗m(x)
contains an uncountable group by contradiction, we suppose the negation. Then pm(H)
is finitely generated by Lemma 2.6. Since XGm is non-empty, we have an uncountable
K ∈HGm . Since any finitely generated subgroups of Gm are compatible with K , im(K)
is compatible with any F  x , which implies im(K) ∈ x by the maximality of x . Hence
K = pmim(K) belongs to p∗m(x), which is a contradiction.
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Since p∗m(x) is compatible, now it suffices to show that p∗m(x) is maximal. Let H ′ ∈
HGm be compatible with any F  p∗m(x). Since im(H ′) is compatible with any F  x by
Lemma 3.2, im(H ′) belongs to x and consequently H ′ belongs to p∗m(x). 
Theorem 3.6. Let Gm (m< ω) be groups in S , G =∏m<ω Gm and I = {m <ω: XGm =∅}. Then the one of the following holds:
(1) XG ∏m∈I XGm , if I is non-empty;
(2) XG is a one-point space, if I is empty and the set {m<ω: Gm = {e}} is infinite;
(3) XG is empty, otherwise.
Proof. We only prove the first case. We use the notion im in the proof of Lemma 3.5.
Define ϕ :XG → ∏m∈I XGm by: ϕ(x)(m) = p∗m(x). Then ϕ is surjective and injective
by Lemmas 3.2, 3.4 and 3.5. It now suffices to show that ϕ is continuous and inversely
continuous. To see that each p∗m is continuous, let limn→∞ xn = x in XG and choose an
uncountable Kn ∈ p∗m(xn). Then im(Kn) ∈ xn by Lemma 3.2. There exists a sequence
(Hn: n < ω) with im(Kn)  Hn ∈ xn which witnesses limn→∞ xn = x and so we have
Kn  pm(Hn). Hence pm(Hn) is uncountable and belongs to p∗m(xn). For bn ∈ pm(Hn),
choose an ∈ Hn so that pm(an) = bn. Then there exists h :×n<ωZn → G such that
h(δn) = an (n < ω). Now pmh(δn) = bn (n < ω) and Im(pmh) ∈ p∗m(x), which implies the
continuity of p∗m. Hence, ϕ is continuous. To see that ϕ is inversely continuous, suppose
that limn→∞ p∗m(xn) = p∗m(x) for every m ∈ I . Let Hn ∈ xn be uncountable for each n < ω.
Since pm(Hn) ∈ p∗m(xn) we have a sequence (Kmn: n < ω) with Kmn ∈ p∗m(xn) which
witnesses limn→∞ p∗m(xn) = p∗m(x) for each m ∈ I . Then
∏
kn,k∈I
Knk ×
∏
kn,k /∈I
{e} ×
∏
k>n
pk(Hn) ∈ xn and
Hn 
∏
k<ω
pk(Hk) 
∏
kn,k∈I
Knk ×
∏
kn,k /∈I
{e} ×
∏
k>n
pk(Hn)
hold by Lemmas 3.2 and 3.3. Let an ∈∏kn,k∈I Knk ×
∏
kn,k /∈I {e} ×
∏
k>n pk(Hn) for
n < ω. Fix m. Since pm(an) ∈ Kmn or pm(an) = e for nm, there exists hm :×n<ωZn →
Gm such that hm(δn) = pm(an) (n < ω) and Im(hm) ∈ p∗m(x). Define h :×n<ωZn → G by:
pmh = hm (m < ω). Hence, we have h(δn) = an (n < ω) and Im(h) =∏m<ω Im(hm) ∈ x
by Lemma 3.2. 
4. Free products
We call a group G quasi-atomic, if for each homomorphism h :G → A ∗B there exists
a finitely generated subgroup A′ of A or B ′ of B such that Im(h) is contained in A′ ∗B or
A ∗B ′.
By definition, finitely generated groups and Abelian groups are quasi-atomic, but free
products of infinitely generated groups are not quasi-atomic. Every homomorphic image
of a quasi-atomic group is also quasi-atomic. This section is devoted to prove the next
theorem.
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Theorem 4.1. Let Gi be a finitely generated groups for each i ∈ I . Then ×σ Gi is quasi-i∈I
atomic.
For a word W ∈W(Gn: n ∈ ω) and n ∈ ω, ln(W) is the number of appearances of
elements of Gn in W . For x ∈ ∗j∈JHj , l(x) denotes the length of the reduced word for x .
Theorem 4.1 strengthens [3, Corollary 2.5] and the proof uses the content of [3, Section 2].
First we recall [3, Lemma 2.3]. We state it in a more precise form which follows from its
proof.
Lemma 4.2 [3, Lemma 2.3]. Let Hj (j ∈ J ) be groups. Let m+ n+ 2 k for m,n, k ∈ N
and u,xi, z ∈ ∗j∈JHj (1  i M). If l(u) m,u = x1zk · · · xMzk and l(xi)  n for all
1 i M, then one of the following holds:
(1) z is a conjugate to an element of some Hj ;
(2) z = x−1f xy−1gy for some f ∈ Hj and g ∈ Hj ′ with f 2 = g2 = e, and some
x, y ∈ ∗j∈JHj such that xi = zpx−1f x or xi = y−1gyzp for some i and p.
Lemma 4.3 [3, Corollary 2.5]. Let h :×n∈ωGn → ∗j∈JHj be a homomorphism for groups
Gn(n ∈ ω) and Hj(j ∈ J ). If every Gi is finitely generated, then there exists F  J such
that h(×n∈ωGn) ∗j∈FHj .
Definition 4.4. A subset C1 of A ∗B is the set of all conjugates to elements of A∪B , i.e.,
C1 = {x−1ux: u ∈ A∪B, x ∈ A ∗ B}. Also let C2 = {xy: x, y ∈ C1}.
The proof of the next lemma is straightforward and is omitted.
Lemma 4.5. The reduced word W for an element of C2(⊆ A ∗ B) is one of the following
forms:
(1) empty;
(2) V −1uV where u ∈ A ∪ B and V is a reduced word, that is, W ∈ C1 as an element
of A ∗B;
(3) V −12 V −10 u0V0V −11 u1V1V2 where u0, u1 ∈ A∪B and V0,V1,V2 are reduced words;
(4) V −12 v0V−10 u0V0v1V −11 u1V1v2V2 where u0, u1, v0, v1, v2 ∈ A ∪ B and V0,V1,V2 are
reduced words and v0v1v2 = e.
Lemma 4.6. Let A′ and B ′ be subgroups of A and B , respectively. If a0 ∈ A \ A′,
b0 ∈ B \ B ′ and a1 ∈ A \ 〈A′ ∪ {a0}〉, then
(1) u−1a0uv−1b0vu−1a1u /∈ C2 for u,v ∈ A′ ∗B ′;
(2) wu−1a0uv−1b0vu−1a1u does not belong to
{(
x−1f xy−1gy
)p
x−1f x, y−1gy
(
x−1f xy−1gy
)p
:
f,g ∈ A∪B, x, y ∈ A ∗B, p  0}
for u,v,w ∈ A′ ∗ B ′.
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Proof. Let U and V be reduced words for u and v, respectively. If the left most letter
a′ of U belongs to A′, then a′−1a0a′ ∈ A \ A′ and a′−1a1a′ belongs to A \ 〈A′ ∪ {a0}〉.
Hence, we may assume that U−1a0U,V −1b0V and U−1a1U are reduced. Let W be the
reduced word of VU−1. When W is empty or the left most letter of W−1 does not be-
long to A′, the reduced word of U−1a0W−1b0Wa1U is of the form U−1a0X−1b1Xa1U
for some b1 ∈ B \ B ′ and some word X. When the left most letter of W−1 belongs to
A′, the reduced word of U−1a0W−1b0Wa1U is of the form U−1a2X−1b1Xa3U for some
a2 ∈ A \ A′, b1 ∈ B \ B ′, a3 ∈ A \ 〈A′ ∪ {a2}〉 and some word X. In the both cases, they
are not of the form indicated in Lemma 4.5 and the conclusion (1) holds by that lemma.
To show (2) by contradiction, suppose there exist f,g ∈ A∪B,x, y ∈ A ∗B and p  0
such that wu−1a0uv−1b0vu−1a1u = (x−1f xy−1gy)px−1f x or y−1gy(x−1f xy−1gy)p.
Consider the reduced form of u−1a0uv−1b0vu−1a1u shown in the proof of (1). The
arrangement of a0, b0, a1 implies that p  1. Since a1 or its conjugate in A appears just
one time in the reduced word for wu−1a0uv−1b0vu−1a1u, we get a contradiction. 
Proof of Theorem 4.1. First we prove the conclusion for a homomorphism h :×n<ωZn →
A ∗ B . By Kurosh’s Theorem [8, Section 34] or [7, Chapter 17], the image of h is a free
product of copies of Z and conjugate groups of subgroups of A or B . By Lemma 4.3
the number of components of this free product is finite. To prove the conclusion by
contradiction, suppose that there exists no A′ nor B ′ required in the conclusion. Since
the component isomorphic to a free group is finitely generated, there exist u,v ∈ A∗B and
infinitely generated subgroups A∗ and B∗ such that u−1A∗u and v−1B∗v are free factors
of Im(h). By our assumption neither A∗ nor B∗ is contained in any finitely generated
subgroup A′ of A nor B ′ of B . Note that one can find u,v,A∗ and B∗ with the above
property for h(×nmZn) as well. We choose km < km+1 and xm ∈×nmZn by induction
as follows:
We choose x1 so that h(x1) = e and k1 = 2. In the m-step, let km = m +
max{l(h(xi · · ·xm−1)): 0  i  m − 1} + km−1. Applying the above argument to
h(×nmZn), we obtain u−1A∗u and v−1B∗v. Take finitely generated subgroups A′ of
A and B ′ of B such that u ∈ A′, v ∈ B ′ and h(xi) ∈ A′ ∗ B ′ for every 0  i m − 1. By
applying Lemma 4.6 to A∗ \ A′ and B∗ \B ′, we obtain xm ∈×nmZn such that
(1) h(xm) /∈ C2;
(2) h(xi) · · ·h(xm) does not belong to
{(
x−1f xy−1gy
)p
x−1f x, y−1gy
(
x−1f xy−1gy
)p
:
f,g ∈ A∪B, x, y ∈ A ∗B, p  0}
for any 1 i m− 1.
Let Wm be the reduced word for xm for each 1m<ω. We use the following notion in the
proof of [3, Lemma 2.4]. Let Seq be the set of all finite sequences of natural numbers and
denote the length of s ∈ Seq by lh(s). An element s ∈ Seq is denoted by 〈s1, . . . , sn〉 where
sk ∈ N (1  k  n). For s, t ∈ Seq, s ≺ t if s(i) < t(i) for the minimal i with s(i) = t (i)
or t extends s.
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Let V = {(s,p): s ∈ Seq, 1  s(i)  ki for 1  i < ω, p ∈ Wi} with the lexico-
graphical ordering and V (s) = Wlh(s)(p). Then V is a word in W(Zn: n < ω). Let
Vm = V ∩ {(s,p): lh(s)  m, si = 1 for 1  i  m} and Vm = V  Vm. Finally, choose
N so that N  l(h(V )). Then h(V ) is equal to the element expressed in the following
figure:
h(x1) h(x2) · · · h(xN−1)h(VN)kN
. . .
h(xN−1)h(VN)kN
h(x2) · · · h(xN−1)h(VN)kN
. . .
h(xN−1)h(VN)kN
...
. . .
h(xN−1)h(VN)kN
h(x1) h(x2) · · · h(xN−1)h(VN)kN
. . .
h(xN−1)h(VN)kN
h(x2) · · · h(xN−1)h(VN)kN
. . .
h(xN−1)h(VN)kN
...
. . .
h(xN−1)h(VN)kN .
Applying Lemmas 4.2 and 4.6 we conclude h(VN) ∈ C1 and by the same argument
h(VN+1) ∈ C1, which implies h(VN+1)−kN+1 ∈ C1. Since xN = VNV −kN+1N+1 , we have
h(xN) ∈ C2, which contradicts the construction.
Next we treat with the case h :×σi∈IZi → A ∗ B . We modify the above construction as
follows: We choose countable Jm ⊆ I and finite Sm ⊆ I in addition to xm and km < km+1
by induction so that Jm ∩ Sm−1 = ∅ and xm ∈ × i∈JmZi and
⋃
m<ω Jm =
⋃
m<ω Sm.
Then we apply the above procedure taking infinitely generated subgroups A∗ and B∗ for
× i∈I\Sm−1Zi and we can define V as before and get a contradiction.
Since ×σi∈IFi is isomorphic to ×σj∈JZj for finitely generated free groups Fi , ×σi∈IGi is
a homomorphic image of ×σj∈JZj and the conclusion holds. 
Corollary 4.7. Let A and B are groups in S . Then XA∗B is the topological sum of XA and
XB .
Proof. Let G be the free product A ∗ B and H ∈ HG be an uncountable subgroup. By
Theorem 4.1 we first assume that there exists F0  A such that H  〈F0〉 ∗ B . As in the
proof of Theorem 4.1, H is isomorphic to a finite free product of copies of Z and conjugate
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groups of subgroups of A or B . Every letters in A and subgroups of A which appears in
this presentation is in 〈F0〉 and there exists an uncountable subgroup H0 of B such that
H is a free product of a conjugate subgroup of H0 and a finitely generated group. Here
H0 ∈HB . We have F1  B such that H  〈H0 ∪ F0 ∪ F1〉. We have a similar conclusion
when A is replaced by B .
By the preceding fact we easily see that the only one of {H ∈ x: H ∈HA} ∈ XA and
{H ∈ x: H ∈ HB} ∈ XB holds for x ∈ XG. On the other hand we also easily see that
{〈H ∪ F 〉: F  A ∪ B, H ∈ x} ∈ XG for each x ∈ XA ∪ XB . Let YA = {x ∈ XG: {H ∈
x: H ∈HA} ∈ XA} and YB = {x ∈ XG: {H ∈ x: H ∈HB} ∈ XB}. Then XG is the disjoint
union of YA and YB and YA and YB are homeomorphic to XA and XB , respectively.
To show that YA is closed in XG, suppose that limn→∞ xn = x for xn’s in YA. Take
uncountable Hn ∈ xn. We have a sequence (Kn: n < ω) with Hn  Kn ∈ xn which
witnesses limn→∞ xn = x . Since Kn is uncountable, Kn contains a conjugate subgroup
to an uncountable subgroup of A. We choose an ∈ Kn so that an = e and a conjugate to
an element of A. We remark pA(an) = e and pB(an) = e. Then we have h :×n<ωZn → G
such that h(δn) = an (n < ω). Since pB(an) = e for every n < ω, we have pBh(x) = e
for every x ∈×n<ωZn by Lemma 2.5. By the proof of Lemma 2.6 Im(h) is uncountable,
which implies Im(h) contains an subgroup conjugate to an uncountable subgroup of A.
Therefore x belongs to YA. We obtain the corresponding statements also for YB . 
5. Recovering a space
A point x ∈ X is called a wild point, if X is not locally semi-simply connected at x .
Xw denotes the subspace consisting of all wild points of X. A space X is called wild, if
X = Xw holds.
Theorem 5.1. Let X be a locally path-connected, path-connected, one-dimensional metric
space and G be the fundamental group π1(X). Then XG is homeomorphic to Xw .
Consequently, in addition if X is wild, XG is homeomorphic to X itself.
Proof. As we stated in the proof of Proposition 2.1, each uncountable H ∈HG determines
a unique point x∗ ∈ X and also determines a unique point x ∈ XG. Moreover H is
conjugate to the image of a homomorphism induced by a continuous map f : (H, o) →
(X,x∗), where o is the unique wild point of H. Hence x∗ is a wild point. This
correspondence x → x∗ is a bijection, since H and H ′ are compatible only if the points
of X uniquely determined by H and H ′ are the same for uncountable H,H ′ ∈HG. To see
the continuity, let Y ∗ = {y∗: y ∈ Y } for Y ⊆ XG. It suffices to show that Y ∗ is closed if
and only if Y is closed. This easily follows from the fact that for xn ∈ XG (∗) holds if and
only if limn→∞ x∗n = x∗ by [2, Theorem 1.1]. 
Together with Theorem 3.6 we have,
Corollary 5.2. Let Xn be locally path-connected, path-connected, one-dimensional metric
spaces such that Xwn = ∅ and G be the fundamental group π1(
∏
n<ω Xn) 
∏
n<ω π1(Xn).
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Then XG is homeomorphic to
∏
n<ω X
w
n . Consequently, in addition if Xn = Xwn forevery n < ω, XG is homeomorphic to
∏
n<ω Xn.
Remark 5.3. Let each Xn be a copy of one-dimensional wild Peano continuum and
Y =∏n<ν Xn, where ν  ω. Then Xπ1(Y )  Y by Corollary 5.2, but the topology of Xπ1(Y )
does not coincide with the one defined by the condition (T2). This can be seen as follows.
Take Hn ∈ yn to be subgroups of π1(X0)×{e}, where e is the identity of π1(∏1n<ν Xn).
Then the satisfaction of (T2) is the information only on the first co-ordinate and so (T2)
does not give the topology of Y .
Concerning (T1) we have no examples which show the difference between the
topologies (∗) and (T1). Since we feel some difficulty to get Theorem 3.6 and Corollary 4.7
based on the definition (T1), we adopt (∗).
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