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Abstract. Reproducing kernel (RK) approximations are meshfree methods that construct shape
functions from sets of scattered data. We present an asymptotically compatible (AC) RK colloca-
tion method for nonlocal diffusion models with Dirichlet boundary condition. The numerical scheme
is shown to be convergent to both nonlocal diffusion and its corresponding local limit as nonlocal
interaction vanishes. The analysis is carried out on a special family of rectilinear Cartesian grids for
linear RK method with designed kernel support. The key idea for the stability of the RK collocation
scheme is to compare the collocation scheme with the standard Galerkin scheme which is stable.
In addition, assembling the stiffness matrix of the nonlocal problem requires costly computational
resources because high order Gaussian quadrature is necessary to evaluate the integral. We thus pro-
vide a remedy to the problem by introducing a quasi-discrete nonlocal diffusion operator for which no
numerical quadrature is further needed after applying the RK collocation scheme. The quasi-discrete
nonlocal diffusion operator combined with RK collocation is shown to be convergent to the correct
local diffusion problem by taking the limits of nonlocal interaction and spatial resolution simulta-
neously. The theoretical results are then validated with numerical experiments. We additionally
illustrate a connection between the proposed technique and an existing optimization based approach
based on generalized moving least squares (GMLS).
Key words. nonlocal diffusion, RK collocation, convergence analysis, stability, quasi-discrete
nonlocal operator, meshfree integration, asymptotically compatible schemes
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1. Introduction. This work is motivated by the study of numerical solutions
to linear nonlocal models and their local limits. Peridynamics (PD) is a nonlocal
theory of continuum mechanics [37]. Unlike the classical theory, PD models are for-
mulated using spatial integration instead of differentiation, making them well-suited
for describing discontinuities such as fracture, material separation and failure. PD
has been applied to hydraulic-fracture propagation problems [32], crack branching
[4], damage progression in multi-layered glass [18] and others. Linear PD models also
share similarities with nonlocal diffusion model [11]. Rigorous mathematical analysis
and a variety of numerical methods have been developed for PD and nonlocal dif-
fusion models [3, 7, 10, 11, 12, 13, 30, 36, 38, 42, 43]. Nonlocal models introduce a
length scale δ, called the horizon, which takes into account nonlocal interactions. As
δ goes to zero nonlocal interactions vanish and nonlocal models recover their local
equivalents, provided that the limit is well-defined. It is a common practice to cou-
ple δ with the mesh size h in engineering applications, but some standard numerical
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methods may converge to wrong local limits [41]. The investigation of local limits of
numerical schemes is of fundamental importance, because it encodes the robustness
of the numerical methods for nonlocal models with a changing parameter δ.
A mathematical framework of convergence is established for PD and nonlocal
diffusion models in [11, 29, 30] and asymptotically compatible (AC) discretization
is introduced in [41, 42]. The AC scheme allows the numerical solution of nonlocal
equations to converge to both the nonlocal solutions for a fixed δ and also their local
limits as δ goes to zero, independent of the mesh size h. The study of AC schemes
has since then been developed for various numerical methods and model problems
[5, 8, 15, 14, 23, 40, 43, 45]. Finite element methods (FEM) for nonlocal equations
are studied in [41, 42] and FEM with subspaces containing piecewise linear functions
are shown to be AC. However, applying FEM to nonlocal problems is computationally
prohibitive because the variational formulation of nonlocal equations involves a double
integral and costly geometrically mesh intersection calculation [7, 17]. Further, the
nonlocal kernels in PD models are often singular, which adds more complexity to the
computation. Finite difference methods (FDM) do not need the evaluation of a double
integral but require uniform grids to obtain both AC and discrete maximum principle
at the same time [14]. A meshfree discretization [38] of PD equations is widely used
in engineering applications due to its simplicity. This meshfree method uses a set of
particles in the domain, each with a known volume, and it assumes constant fields
in each nodal element. This method, however, suffers from large integration error
leading to low order of convergence and it is not robust under the change of the
horizon parameter. Later, more works [35, 44, 43] have been devoted to improve the
integration error, but rigorous numerical analysis falls behind. A reproducing kernel
(RK) collocation approach is proposed and numerically studied in [34]. However, the
convergence and robustness of the method needs further investigation.
The first motivation of this work is to provide a convergence analysis of RK
collocation method for nonlocal diffusion models. Stability of collocation methods
on integral equations is not a trivial task, due to the lack of a discrete maximum
principle. A helpful view is to compare collocation schemes with Galerkin schemes
[1, 2, 9, 21, 22], for which stability comes naturally. In this work, we use the Fourier
approach [9] and demonstrate that the Fourier symbol of the RK collocation scheme
with linear interpolation order and suitable choice of δ for nonlocal diffusion can be
bounded below by that of the standard Galerkin scheme on Cartesian grids. Conse-
quently, we show that the collocation scheme is stable because the standard Galerkin
approximation is uniformly stable (i.e. the stability constant does not depends on δ).
The consistency of the scheme is established using the approximation properties of
the RK approximation, and it is shown that the truncation error is independent of
the model parameter δ. Therefore the proposed RK collocation method on nonlocal
diffusion is AC.
Although the collocation scheme requires only a single integration to be per-
formed for the evaluation of each nonzero entry in the stiffness matrix, it is still quite
expensive, particularly for models with singular kernels. In practice, high-order Gauss
quadrature rules are used to evaluate the integral [7, 34]. Therefore, the second goal
of this work is to develop a practical numerical method for nonlocal models. To this
end, we introduce a quasi-discrete nonlocal diffusion operator which replaces the in-
tegral with a finite summation of quadrature points inside the horizon. We utilize
the RK technique to calculate the quadrature weights. The quasi-discrete nonlocal
diffusion operator discretized with the collocation scheme saves computational cost
and it could potentially be useful for fracture problems involving bond breaking [18].
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A similar technique has been proposed in [43] utilizing an optimization construction
which admits interpretation as a generalized moving least squares (MLS) process. It
is well known that RK and MLS shape functions are equivalent, up to a rescaling of
the weighting function and for particular reproducing spaces [6]. We will show that
the construction of quadrature weights using the RK technique is similarly equivalent
under certain conditions to this generalized MLS approach [43], and therefore the
stability proof provided here applies equally to this second class of schemes which
currently lack a proof of stability. This unifies existing work in the literature using
both RK [34] and MLS [43] as a framework to develop AC particle-based schemes.
This paper is organized as follows. In section 2, we introduce the nonlocal diffusion
model equations with Dirichlet boundary conditions. In section 3, we present the RK
collocation method and work on linear interpolation order with special choices of RK
support sizes. Section 4 discusses the convergence of the RK collocation method to
both the nonlocal diffusion equation for a fixed δ and the local diffusion equation as
δ goes to zero. As a result, the RK collocation scheme is AC. Then, a quasi-discrete
nonlocal diffusion operator is developed in section 5 and its convergence analysis
is presented in section 6. Section 7 gives numerical examples to complement our
theoretical analysis. Finally, conclusions are made in section 8.
2. Nonlocal diffusion operator and model equation. We use the following
notation throughout the paper. The spatial dimension is denoted as d, which is a
positive integer. A generic point x ∈ Rd is expressed as x = (x1, . . . , xd). A multi-
index is a collection of d nonnegative integers, α = (α1, . . . , αd) and its length is
|α| = ∑di=1 αi. For a given α, we write xα = xα11 . . . xαdd . Let Ω ⊂ Rd be a bounded,
open domain. The corresponding interaction domain is then defined as
ΩI = {x ∈ Rd\Ω : dist(x,Ω) ≤ δ} ,
and let Ωδ = Ω ∪ΩI . Following the same notations as in [11], we define the nonlocal
diffusion operator Lδ, for a given u(x) : Ωδ → R, as
(2.1) Lδu(x) =
∫
Ωδ
ρδ(x,y)(u(y)− u(x))dy, ∀x ∈ Ω,
where δ is the nonlocal length and ρδ(x,y) is the nonlocal diffusion kernel which
is nonnegative and symmetric, i.e., ρδ(x,y) = ρδ(y,x). Let us consider a nonlocal
diffusion problem with homogeneous Dirichlet volumetric constraint,
(2.2)
{
−Lδu = fδ, in Ω,
u = 0, on ΩI .
Notice that we allow the source data to be dependent on δ.
In this work, we study the kernels of radial type, i.e., ρδ(x,y) = ρδ(|x − y|). In
addition, we assume
(2.3) ρδ(|s|) = 1
δd+2
ρ
( |s|
δ
)
,
where ρ(|s|) is compactly supported in B1(0) (the unit ball about 0). We further
assume ρ(|s|) is a non-increasing function and has a bounded second-order moment,
i.e.
(2.4)
∫
Bδ(0)
ρδ(|s|)|s|2ds =
∫
B1(0)
ρ(|s|)|s|2ds = 2d.
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The local limit of Lδ is denoted as L0 when δ → 0. We are interested in particular
cases where L0 = ∆, such that (2.2) goes to
(2.5)
{
−L0u = f0, in Ω,
u = 0, on ∂Ω.
In order for (2.2) to be convergent to (2.5) as δ → 0, we need the consistency of the
source data. Here and in the rest of the paper, we assume that fδ converges to f0
uniformly in second order, i.e.,
(2.6) max
x∈Ω
|fδ(x)− f0(x)| = O(δ2) .
We proceed to define some functional spaces. The natural energy space and the
constrained energy space are defined as
Sδ :=
{
u ∈ L2(Rd) :
∫
Rd
∫
Rd
ρδ(|y − x|)|u(y)− u(x)|2dydx <∞
}
and
Sc,δ := {u ∈ Sδ : u(x) = 0, ∀x ∈ Rd\Ω}
respectively. The nonlocal diffusion problem (2.2) is well-posed with weak solutions
in the constrained energy space Sc,δ. The well-posedness of the problem is a result
of Lax-Milgram theorem and the nonlocal Poincare´ inequality established in [12, 29].
The following uniform stability is a result of the uniform nonlocal Poincare´ inequality
shown in [29].
Lemma 2.1. (Uniform stability) Assume that Ω˜ ⊂ Rd is an open bounded and
connected domain and δ ∈ (0, δ0] for some δ0 > 0. The bilinear form (−Lδu, u) is an
inner product and for any u ∈ Sδ with u|Rd\Ω˜ = 0, we have
|(−Lδu, u)| ≥ C‖u‖2L2(Rd) ,
where C is a constant that only depends on Ω˜ and δ0.
At last, we remark that we write (2.2) and (2.5) as homogeneous Dirichlet bound-
ary problems for the convenience of exposition. In fact, non-homogeneous Dirichlet
problems can be easily cast into homogeneous ones given by (2.2) and (2.5). Indeed,
assume that we have the following non-homogeneous Dirichlet problems
(2.7)
{
−Lδu = fδ in Ω
u = g on ΩI
and
{
−L0u = f0 in Ω
u = g on ∂Ω.
Assume that the boundary data g can be smoothly extended to the domain Ω ∪ ΩI ,
i.e., there exists w ∈ C4(Ω ∪ ΩI) such that w|ΩI = g. By letting v = u − w, we can
rewrite (2.7) into homogeneous Dirichlet problems
(2.8)
{
−Lδv = fδ + Lδw in Ω
v = 0 on ΩI
and
{
−L0v = f0 + L0w in Ω
v = 0 on ∂Ω.
Notice that the source data in (2.8) still satisfies the uniform second order conver-
gence assumption, since for w ∈ C4(Ω ∪ ΩI), we have |Lδw(x) − L0w(x)| = O(δ2).
Therefore in the rest of the paper, we assume the homogeneous boundary conditions
in (2.2) and (2.5) together with the consistency assumption (2.6) of the source data.
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3. RK collocation method. We first introduce some notations. Define  to
be a rectilinear Cartesian grid on Rd, namely
 := {xk := k  h | k ∈ Zd},
where k = (k1, k2, . . . , kd) and h = (h1, h2, . . . , hd) consists of discretization parame-
ters in each dimension and  denotes component-wise multiplication, i.e.,
k  h = (k1h1, k2h2, . . . , kdhd).
Sometime we also write the j-th component of xk by xkj , which is equal to kjhj by
definition. We introduce a component-wise division symbol :
k  h =
(
k1
h1
,
k2
h2
, . . . ,
kd
hd
)
.
Note that the grid size hj can be different for different j. For instance, in two di-
mension, rectangular grids are allowed. Nonetheless, we assume the grid  is quasi-
uniform such that h can also be written as
(3.1) h = hmaxhˆ ,
with hˆ being a fixed vector with the maximum component to be 1. For any continuous
function u(x), define the restriction to  by
(3.2) rhu := (u(xk))k∈Zd ,
and the restriction to ( ∩ Ω) as
(3.3) rhΩu := (u(xk)), xk ∈ ( ∩ Ω),
where  ∩ Ω is the collection of grid points that only reside in Ω. For any sequence
(uk)k∈Zd on R, the RK interpolant operator is given as
ih(uk) :=
∑
k∈Zd
Ψk(x)uk,
where Ψk(x) is the RK basis function to be introduced shortly. Denote by S() the
trial space equipped with the RK basis Ψk(x) on , i.e., S() = span{Ψk(x) | k ∈
Zd}. Let
Πh := ihrh
be the interpolation projector from the space of continuous functions on Rd to the
trial space S().
We proceed to recall the construction of the RK basis function. The RK approx-
imation [28] of u(x) : Rd → R on  is formulated as:
(3.4) Πhu(x) =
∑
k∈Zd
C(x,x− xk)φa(x− xk)u(xk),
where C(x;x − y) is the correction function, u(xk) is the nodal coefficient, and
φa(x− y) is the kernel function defined as the tensor product of kernel functions in
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each dimension with support a, i.e.
(3.5) φa(x− y) ≡
d∏
j=1
φaj (xj − yj) =
d∏
j=1
φ
( |xj − yj |
aj
)
,
where φaj (xj) is the kernel function in the j-th dimension, aj is the support size
for φaj (xj) and φ(x) is called the window function. In this work, we use the cubic
B-spline function as the window function, i.e.,
(3.6) φ(x) =

2
3 − 4x2 + 4x3, 0 ≤ x ≤ 12 ,
4
3 (1− x)3, 12 ≤ x ≤ 1,
0, otherwise.
The correction function C(x;x− y) in (3.4) is defined as
(3.7) C(x;x− y) = HT (x− y)b(x),
where the vector HT (x− y) consists of the set of monomial basis functions of order
p,
(3.8) HT (x− y) = [{(x− y)α}|α|≤p],
b(x) is a vector containing correction function coefficients and can be obtained by
satisfying the p-th order polynomial reproduction condition,
(3.9)
∑
k∈Zd
C(x;x− xk)φa(x− xk)xαk = xα, |α| ≤ p.
Substitute (3.7) into (3.9) and obtain∑
k∈Zd
C(x;x− xk)φa(x− xk)H(x− xk) = H(0).
Equivalently,
(3.10) M(x)b(x) = H(0),
where M(x) is the moment matrix and is formulated as
(3.11) M(x) =
∑
k∈Zd
H(x− xk)φa(x− xk)HT (x− xk).
Each entry of the matrix is a moment given by
(3.12) mα(x) =
∑
k∈Zd
φa(x− xk)(x− xk)α =
d∏
j=1
mαj (xj).
where x = (x1, x2, . . . , xd), xk = (xk1 , xk2 , . . . , xkd), and mαj (xj) is the αj-th discrete
moment in the j-th dimension given as
(3.13) mαj (xj) =
∑
kj∈Z
φaj (xj − xkj )(xj − xkj )αj .
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Solve the system of equations as in (3.10) and obtain the correction function coeffi-
cients as
(3.14) b(x) = (M(x))−1H(0).
Please refer to [19] for the necessary conditions of the solvability of the system (3.10).
Finally, by substituting (3.14) and (3.7) into (3.4), the RK approximation of u(x) is
obtained as
Πhu(x) =
∑
k∈Zd
Ψk(x)u(xk),
where Ψk(x) is the RK basis function,
(3.15) Ψk(x) = C(x;x−xk)φa(x−xk) = HT (x−xk)(M(x))−1H(0)φa(x−xk).
In the rest of the work, we assume the reproducing condition (3.9) is satisfied
with p = 1, with which we call our method the linear RK approximation and the RK
basis function is referred to as the linear RK basis. Let a = 2h, then it can be shown
(see e.g.,[24]) that the correction function C(x;x− xk) ≡ 1 and the linear RK basis
function is reduced to
(3.16) Ψk(x) = φa(x− xk) =
d∏
j=1
φaj (xj − xkj ) .
Another consequence of this choice of support size is that the one-dimensional mo-
ments up to the third order are independent of xj , and more precisely
(3.17) m0(xj) = 1, m1(xj) = 0, m2(xj) =
h2j
3
, m3(xj) = 0 ,
for j = 1, . . . ,d. From the one-dimensional moment, we can derive useful properties
of the multi-dimensional moment which are summarized in the following lemma.
Lemma 3.1. Let a = 2h, then the multi-dimensional moments satisfy the follow-
ing properties,
(i) m0 = 1 and mα = 0 for |α| = 1 or 3,
(ii) mα = 0 or m2(xj) for |α| = 2 and j = 1, . . . ,d,
Proof. By writing out the multi-index α and from (3.12) and (3.17), the desired
properties follow.
Remark 3.2. In general, we can choose the RK support as a = 2r0h for r0 ∈ N.
In this case it is shown in [24, Lemma 4.4] that φa satisfies the Strang-Fix condition
([39]), and therefore it can be shown that the moments are constants and they satisfy
the same properties in Lemma 3.1 ([24]). In the case p = 1, it also implies that
the correction function C(x;x − xk) ≡ C for some constant C. These properties
are sufficient to guarantee a special synchronized convergence property ([26]) of RK
approximation that is crucial for the consistency analysis in subsection 4.2. For the
simplicity of presentation, we assume r0 = 1 in this paper but the analysis also works
for any r0 ∈ N.
Now we use the above discussed RK approximation and collocate the nonlocal
diffusion equation on the grid . The RK collocation scheme is formulated as follows.
Find a function u ∈ S ( ∩ Ω) such that
(3.18) − Lδu(xk) = fδ(xk), xk ∈ ( ∩ Ω),
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where S ( ∩ Ω) is defined as
S ( ∩ Ω) :=
u = ∑
k∈Zd
Ψkuk
∣∣uk = 0 for such k that xk /∈ ( ∩ Ω)
 .
Alternatively, (3.18) can also be written as
(3.19) − rhΩLδu = rhΩfδ ,
where rhΩ is the restriction operator given in (3.3).
It is worth nothing that with the assumption a = 2h, the RK basis has support
size of 2hj in the j-th dimension. So the support of u ∈ S ( ∩ Ω) is not fully contained
in Ω but in a larger domain given as
Ω̂ = (−2h1, 1 + 2h1)× (−2h2, 1 + 2h2)× · · · × (−2hd, 1 + 2hd).
4. Convergence analysis of the RK collocation method. In this section,
we will show the convergence of the RK collocation scheme (3.18), which is also the
method used in [34] without a convergence proof. The concern for convergence is that
the numerical scheme should converge to the nonlocal problem for a fixed δ, and to
the correct local problem as δ and grid size both go to zero. So the proposed RK
collocation scheme is an AC scheme ([42]).
4.1. Stability of the RK collocation method. In this subsection, we provide
the stability proof of our method. The key idea is to compare the RK collocation
scheme with the Galerkin scheme using Fourier analysis. Similar strategies have been
developed in [9].
First, define a norm in the space of sequences by
(4.1) |(uk)k∈Zd |h := ‖ih(uk)‖L2(Rd) .
If a sequence (uk) is only defined for k in a subset of Zd, then one can always use
zero extension for (uk) so that it is defined for all k ∈ Zd. Then without further
explanation, |(uk)|h is always understood as (4.1) with the zero extension being used.
The main theorem in this subsection is now given as follows.
Theorem 4.1. (Stability I) For any δ ∈ (0, δ0] and u ∈ S( ∩ Ω), we have∣∣rhΩ(−Lδu)∣∣h ≥ C‖u‖L2(Rd) ,
where C is a constant that only depends on Ω and δ0.
The proof Theorem 4.1 is shown at the end of this subsection before two more
lemmas are introduced. Let (· , ·)l2 be the l2 norm associated inner product, namely
((uk), (vk))l2 :=
d∏
j=1
hj
∑
k∈Zd
ukvk.
For any sequence (uk) ∈ l2(Zd), we define the Fourier series on Q = (−pi, pi)d,
(4.2) u˜(ξ) :=
∑
k∈Zd
e−ik·ξuk,
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where
uk = (2pi)
−d
∫
Q
eik·ξu˜(ξ)dξ.
In general u˜(ξ) is a complex-valued function and we use u˜(ξ) to denote the complex
conjugate of u˜(ξ). The nonlocal operator Lδ defines two discrete bilinear forms:
(4.3) (ih(uk),−Lδih(vk)) =
∑
k,k′∈Zd
uk(Ψk,−LδΨk′)vk′ ,
and
(4.4) ((uk),−rhLδih(vk))l2 =
d∏
j=1
hj
∑
k,k′∈Zd
uk(−LδΨk′)(xk)vk′ .
The inner product (· , ·) in (4.3) is the standard L2 inner product. Equation (4.3)
defines a quadratic form corresponding to the Galerkin method, meanwhile, the qua-
dratic form (4.4) corresponds to the collocation method. Moreover, the stiffness ma-
trix for the collocation scheme (3.18) can be considered as a finite section of the infinite
Toeplitz matrix induced by (4.4). Before applying the Fourier analysis to (4.3) and
(4.4), we study the Fourier symbol of the nonlocal diffusion operator Lδ first. Take
u ∈ Sδ, û(ξ) is the Fourier transform of u(x) defined by
û(ξ) :=
∫
Rd
e−ix·ξu(x)dx.
The Fourier transform of the nonlocal diffusion operator Lδ is given as
(4.5)
−L̂δu(ξ) = −
∫
Rd
e−ix·ξ
∫
Bδ(0)
ρδ(|s|)(u(x+ s)− u(x))dsdx,
= −
∫
Bδ(0)
∫
Rd
ρδ(|s|)(u(x+ s)− u(x))e−ix·ξdxds,
=
∫
Bδ(0)
ρδ(|s|)(1− eis·ξ)û(ξ)ds,
= λδ(ξ)û(ξ),
where λδ(ξ) is the Fourier symbol of Lδ,
(4.6) λδ(ξ) =
∫
Bδ(0)
ρδ(|s|)(1− eis·ξ)ds =
∫
Bδ(0)
ρδ(|s|)(1− cos(s · ξ))ds.
More discussions on the spectral analysis of the nonlocal diffusion operator can be
found in [15]. From (4.6), it is obvious that λδ(ξ) is real and non-negative. Now, we
give a comparison of the two quadratic forms (4.3) and (4.4) using Fourier analysis.
Lemma 4.2. Let u˜(ξ) and v˜(ξ) be the Fourier series of the sequences (uk), (vk) ∈
l2(Zd) respectively. Then
(i) (ih(uk),−Lδih(vk)) = (2pi)−d
∫
Q
u˜(ξ)v˜(ξ)λG(δ,h, ξ)dξ,
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(ii) ((uk),−rhLδih(vk))l2 = (2pi)−d
∫
Q
u˜(ξ)v˜(ξ)λC(δ,h, ξ)dξ,
(iii) λC(δ,h, ξ) ≥ CλG(δ,h, ξ), for C independent of δ,h and ξ,
and λG and λC are given by
(4.7) λG(δ,h, ξ) = 2
8d
∑
r∈Zd
λδ ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)8
,
(4.8) λC(δ,h, ξ) = 2
4d
∑
r∈Zd
λδ ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
.
Proof. Using (4.5) and Parseval’s identity, we arrive at
(Ψk,−LδΨk′) = (2pi)−d
∫
Rd
Ψ̂k(ξ)λδ(ξ)Ψ̂k′(ξ)dξ,
= (2pi)−d
∫
Rd
ei(xk′−xk)·ξλδ(ξ)|Ψ̂0|2(ξ)dξ,
= (2pi)−d
∑
r∈Zd
∫
Q
(
ei(k
′−k)·ξλδ((ξ + 2pir) h)|Ψ̂0|2((ξ + 2pir) h)dξ
)
/
d∏
j=1
hj .
Using (3.16) and the Fourier transform of the cubic B-spline function (3.6) given by
φ̂(ξ) =
1
2
(
sin(ξ/4)
ξ/4
)4
,
we have the Fourier transform of the RK basis function
Ψ̂0(ξ) =
d∏
j=1
̂
φ
(
xj
2hj
)
(ξj) =
d∏
j=1
hj
(
sin(hjξj/2)
(hjξj/2)
)4
.
Therefore,
(Ψk,−LδΨk′) = (2pi)−d
∫
Q
ei(k
′−k)·ξλG(δ,h, ξ)dξ ,
where λG is given by (4.7). Combing the above equation with (4.2) and (4.3), we
obtain (i),
(ih(uk),−Lδih(vk)) = (2pi)−d
∑
k,k′∈Zd
ukvk′
∫
Q
ei(k
′−k)·ξλG(δ,h, ξ)dξ,
= (2pi)−d
∫
Q
u˜(ξ)v˜(ξ)λG(δ,h, ξ)dξ .
Next, following the same procedure, we arrive at the collocation matrix expressed
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as
−LδΨk′(xk) = (2pi)−d
∫
Rd
eixk·ξλδ(ξ)Ψ̂k′(ξ)dξ,
= (2pi)−d
∫
Rd
ei(xk−xk′ )·ξλδ(ξ)Ψ̂0(ξ)dξ,
= (2pi)−d
∫
Q
ei(k−k
′)·ξλC(δ,h, ξ)dξ .
Therefore, the collocation form (4.4) is written as
((uk),−rhLδih(vk))l2 = (2pi)−d
∑
k,k′∈Zd
ukvk′
∫
Q
ei(k
′−k)·ξλC(δ,h, ξ)dξ,
= (2pi)−d
∫
Q
u˜(ξ)v˜(ξ)λC(δ,h, ξ)dξ.
This finishes the proof of (ii).
With (i) and (ii) being established, it is easy to see (iii) by the fact that λδ(ξ) is
non-negative and 0 ≤ | sin(x)/x| ≤ 1.
Before showing the proof of Theorem 4.1, we need the following lemma that says
the | · |h norm defined through the RK basis and discrete l2 norm are equivalent.
Lemma 4.3. The following two norms are equivalent, i.e., there exist two con-
stants C1, C2 > 0 independent of h, such that
C1‖u‖l2(Rd) ≤ |(uk)k∈Zd |h ≤ C2‖u‖l2(Rd).
Proof. First, from Parsevel’s identity, we can write the l2 norm as
‖u‖2l2(Rd) =
d∏
j=1
hj
∑
k∈Zd
|uk|2,
= (2pi)−d
d∏
j=1
hj
∫
Q
u˜2(ξ)dξ.
Then, similar to the proof of Lemma 4.2 (i), by replacing the nonlocal diffusion
operator with the identity operator, we obtain
|(uk)k∈Zd |2h = (ih(uk), ih(uk)) = (2pi)−d
d∏
j=1
hj
∫
Q
β(ξ)u˜2(ξ)dξ,
where β(ξ) is continuous and strictly positive,
β(ξ) = 28d
∑
r∈Zd
d∏
j=1
(
sin(ξj/2)
ξj + 2pirj
)8
.
Thus, β(ξ) is bounded above and below on Q. Therefore, we complete the proof.
12 YU LENG, XIAOCHUAN TIAN, NATHANIEL TRASK, AND JOHN.T. FOSTER
Proof of of Theorem 4.1. For all sequences (uk), (vk), we derive via the Cauchy-
Schwartz inequality and Lemma 4.3
(4.9)
|((uk), (vk))l2 | =
d∏
j=1
hj
∣∣∣∣∣∣
∑
k∈Zd
ukvk
∣∣∣∣∣∣ ,
≤
 d∏
j=1
hj
∑
k∈Zd
|uk|2
1/2 d∏
j=1
hj
∑
k∈Zd
|vk|2
1/2 ,
≤ C|(uk)|h · |(vk)|h.
Finally, for u ∈ S ( ∩ Ω) we may by definition write u = ih(uk), and thus we have
|(uk)|h ·
∣∣rhΩ(−Lδu)∣∣h ≥ C ∣∣((uk), rhΩ(−Lδu))l2∣∣ ,
= C
∣∣((uk), rh(−Lδih(uk)))l2∣∣ ,
≥ C ∣∣(ih(uk), (−Lδih(uk)))∣∣ ,
≥ C‖u‖2L2(Rd) .
The first line is a result of (4.9) and the second line is by definition of S( ∩ Ω).
Lemma 4.2 (iii) shows the third line and the fourth line is from the stability given
by Lemma 2.1 since u ∈ S ( ∩ Ω) ⊂ Sδ and for a sufficiently large and fixed domain
Ω˜ ⊃ Ω we have u|Rd\Ω˜ = 0.
4.2. Consistency of the RK collocation method. In this section, we discuss
uniform consistency of the RK collocation method on the nonlocal diffusion models,
namely that truncation error is independent of the nonlocal scaling parameter δ.
The uniform consistency result is crucial to show the asymptotic compatibility of
the scheme. Combining the stability result in subsection 4.1 and the truncation
error analysis to be presented shortly, we show that the RK collocation method is
convergent. The numerical solution is convergent to the nonlocal solution with a
fixed nonlocal parameter δ (Theorem 4.7) and to the corresponding local limit as
δ and the mesh spacing both go to zero (Theorem 4.9). If the RK support size is
carefully chosen, RK approximation has the synchronized convergence property [26],
which is the key ingredient to show the uniform consistency of the collocation scheme
(3.18).
[26, Theorem 5.2] shows that the synchronized convergence property holds if
the kernel function φa defined in (3.5) satisfies the Strang-Fix condition and the
correction function C(x;x − xk) defined in (3.7) is a constant (the original work
assumes the constant is 1 but it is easy to see the result also holds with any constant
because the set of functions satisfying the Strang-Fix condition is invariant under a
constant multiplication). Since we see in Remark 3.2 that the special choice of the
support a = 2r0h (r0 ∈ N) implies that φa satisfies the Strang-Fix condition and
C(x;x− xk) ≡ C, the synchronized convergence property is guaranteed. In [26], the
RK approximation errors are measured in Sobolev norms, but its proof also shows
that point-wise errors are controlled under stronger regularity assumptions of the
approximated functions. Here we present the result without proof and the readers
are referred to [26, 27] for more details.
Lemma 4.4. (Synchronized Convergence) Assume u(x) ∈ C4(Rd) and Πhu
is the RK interpolation with the shape function given by (3.16). Πhu has synchronized
RK COLLOCATION FOR NONLOCAL DIFFUSION 13
convergence, namely∣∣Dα(Πhu− u)∣∣∞ ≤ C|u(|α|+2)|∞h2max, for |α| = 0, 1, 2,
where C is a generic constant independent of hmax .
Here and in the rest of the paper, we adopt the following notations for a function
u ∈ Cn(Rd),
|u|∞ = sup
x∈Rd
|u(x)|, and |u(l)|∞ = sup
|β|=l
sup
y∈Rd
|Dβu(y)| (1 ≤ l ≤ n).
Now we are ready to present the truncation error analysis of the RK collocation
method for the nonlocal diffusion models.
Lemma 4.5. (Uniform consistency) Assume u(x) ∈ C4(Rd), then∣∣rhLδΠhu− rhLδu∣∣h ≤ Ch2max|u(4)|∞,
where C is independent of hmax and δ.
Proof. Define the interpolation error of u(x) as
E(x) = Πhu(x)− u(x).
Restricting to the grid , the truncation error is given by
(4.10)
∣∣Lδ (Πhu− u) (xk)∣∣ =
∣∣∣∣∣
∫
Bδ(0)
ρδ(|s|) (E(xk + s)− E(xk)) ds
∣∣∣∣∣ .
Now using Lemma 4.4 on E = Πhu− u, we have
(4.11)
|E(xk + s) + E(xk − s)− 2E(x)| ≤ C|s|2 max|α|=2
∣∣DαE∣∣∞
≤ C|s|2|u(4)|∞h2max .
Now combing (4.10),(4.11), and (2.4), we arrive at∣∣Lδ (Πhu− u) (xk)∣∣ ≤ Ch2max|u(4)|∞ .
where C is a generic constant, independent of hmax and δ. Finally, the proof is finished
by interpolating the truncation error.
Remark 4.6. In [14], the authors consider finite difference schemes for nonlocal
diffusion models and it is shown that the key to obtain uniform truncation error
independent of the nonlocal parameter δ is the quadratic exactness of the scheme.
That is, the numerical approximation to the nonlocal diffusion operator is exact for
quadratic polynomials. We remark that although linear RK approximation using
shape function (3.16) can only reproduce multilinear polynomials, it shifts quadratic
polynomials by a constant, i.e.,
(4.12)
∑
|α|=2
Πhxα =
∑
|α|=2
[mα(x) + x
α] ,
where mα(x) ≡ C as a result of Lemma 3.1 and (3.17). Therefore the quadratic
exactness is satisfied, namely for u(x) = xα, |α| = 2, we have∑
|α|=2
LδΠhu(x) =
∑
|α|=2
Lδu(x).
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The convergence theorem is now presented as a result of the stability (Theo-
rem 4.1) and consistency (Lemma 4.5). We will show first that the numerical solution
converges to the nonlocal solution for fixed δ as mesh size decreases, and then the
convergence to the local solution as δ and mesh size both decrease to zero.
Theorem 4.7. (Uniform Convergence to nonlocal solution) For a fixed
δ ∈ (0, δ0], assume the nonlocal exact solution uδ is sufficiently smooth, i.e., uδ ∈
C4(Ωδ). Moreover, assume |uδ(4)|∞ is uniformly bounded for every δ. Let uδ,h be the
numerical solution of the collocation scheme (3.18). Then,
‖uδ − uδ,h‖L2(Ω) ≤ Ch2max,
where C is independent of hmax and δ.
Proof. Notice that since uδ = 0 on ΩI and uδ ∈ C4(Ω ∪ ΩI), we can extend uδ
to Rd by zero such that uδ ∈ C4(Rd). From the RK collocation scheme (3.18) and
the nonlocal equation (2.2), we have
−rhΩLδuδ,h = rhΩfδ = −rhΩLδuδ .
Combining Theorem 4.1, Lemma 4.5 and the above equation, we obtain
‖Πhuδ − uδ,h‖L2(Rd) ≤ C
∣∣rhΩLδ (Πhuδ − uδ,h)∣∣h ,
≤ C ∣∣rhΩLδΠhuδ − rhΩLδuδ,h∣∣h ,
≤ C ∣∣rhΩLδΠhuδ − rhΩLδuδ∣∣h ,
≤ Ch2max .
Finally, from the triangle inequality, we arrive at
‖uδ − uδ,h‖L2(Rd) ≤ ‖uδ −Πhuδ‖L2(Rd) + ‖Πhuδ − uδ,h‖L2(Rd) ≤ Ch2max.
where we have used the approximation property of the RK approximation.
Next, we show that the RK collocation scheme converges to the correct local limit
model. We start by bounding the truncation error between the collocation scheme
and local limit of the nonlocal model.
Lemma 4.8. (Discrete model error I) Assume u(x) ∈ C4(Rd), then∣∣rhLδΠhu− rhL0u∣∣h ≤ C|u(4)|∞(h2max + δ2),
where C is independent of hmax and δ.
Proof. From Lemma 4.5 and the continuum property of the nonlocal operators,
we have ∣∣rhLδΠhu− rhL0u∣∣h ≤ ∣∣rhLδΠhu− rhLδu∣∣h + ∣∣rhLδu− rhL0u∣∣h ,
≤ C|u(4)|∞(h2max + δ2), ,
Combining Theorem 4.1 and Lemma 4.8, we have uniform convergence (asymp-
totic compatibility) to the local limit.
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Theorem 4.9. (Asymptotic compatibility) Assume the local exact solution u0
is sufficiently smooth, i.e., u0 ∈ C4(Ωδ0). For any δ ∈ (0, δ0], uδ,h is the numerical
solution of the collocation scheme (3.18), then,
‖u0 − uδ,h‖L2(Ω) ≤ C(h2max + δ2).
Proof. First, recall that
−rhΩLδuδ,h = rhΩfδ and − rhΩL0u0 = rhΩf0 ,
where maxx |fδ(x)−f0(x)| = O(δ2). Then, from Theorem 4.1, Lemma 4.8, we obtain
‖Πhu0 − uδ,h‖L2(Rd) ≤ C
∣∣rhΩLδ (Πhu0 − uδ,h)∣∣h ,
≤ C ∣∣rhΩLδΠhu0 − rhΩLδuδ,h∣∣h ,
≤ C ∣∣rhΩLδΠhu0 − rhΩL0u0 + rhΩfδ − rhΩf0∣∣h ,
≤ C(h2max + δ2) .
Finally, we finish the proof by applying the triangle inequality
‖u0 − uδ,h‖L2(Rd) ≤ ‖u0 −Πhu0‖L2(Rd) + ‖Πhu0 − uδ,h‖L2(Rd) ≤ C(h2max + δ2).
5. Quasi-discrete nonlocal diffusion operator. The RK collocation scheme
introduced in the previous sections is asymptotically compatible, but it is not practical
in the sense that it is rather difficult to evaluate the integral in the nonlocal diffusion
operator, especially if the nonlocal kernel is singular. In [34], two Gauss quadrature
schemes are investigated and high-order Gauss quadrature rules are necessary for
both schemes to obtain algebraic convergence. See also section 7 for more details on
the Gauss quadrature schemes. To mitigate this computational complexity, in this
section we introduce a new nonlocal diffusion operator acting on continuous function
where the integral is replaced by finite summation of point evaluations in the horizon.
We call it the quasi-discrete nonlocal diffusion operator. Whenever the local limit
is concerned, it is much easier to use the quasi-discrete operator than to use Gauss
quadrature for the integral. We will show that the numerical solution for the quasi-
discrete nonlocal diffusion converges to the solution of local equation as δ and mesh
size both approach zero.
5.1. Quasi-discrete nonlocal diffusion operator. For each x, we use a finite
number of quadrature points in the δ-neighborhood of x to approximation the integral
in (2.1). Assume u(x) ∈ C0(Ωδ), we define the quasi-discrete nonlocal diffusion
operator Lδ as
(5.1) Lδu(x) = 2
∑
s∈Bδ(0)
ωδ(s)ρδ(|s|)(u(x+ s)− u(x)), ∀x ∈ Ω
where ωδ(s) is the quadrature weight at the quadrature point s and B

δ(0) is a finite
collection of symmetric quadrature points s in the ball of radius δ about 0. The
superscript  indicates the spacing of the quadrature points (see Figure 1 as an ex-
ample).  is independent of the spatial discretization applied to u later in section 6.
In this work, we assume that the number of quadrature points, Nd, in B

δ(0) is fixed
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and only depends on the dimension, d. There are some restrictions on the quadrature
points. First we require that quadrature points being symmetrically distributed so
that if x = (x1, . . . , xd) ∈ Bδ(0), then −ej  x ∈ Bδ(0) (ej is the unit vector with
j-th component to be 1) for any j ∈ {1, . . . ,d}, and any reordering of (x1, . . . , xd) also
belongs to Bδ(0). This assumption leads to Nd ≥ 2d and it guarantees positiveness
of the weights which will be explained in subsection 5.2. Secondly, we require that
Nd ≥ 4d with the reasons to be explained in the proof of Theorem 6.1. If we use a set
of uniform distributed quadrature points as shown in Figure 1, then a fixed number
Nd implies that the ratio δ/ is a fixed number.
x1
x2
δ

h1
h2
x
s
Ω
Fig. 1: An example of quadrature points (blue dots) distributed in the δ-neighborhood
of a given point x ∈ Ω (red dot).  is the spacing of the quadrature points. The dashed
lines form the grid for the RK collocation scheme that will be introduced in section 6.
Notice that the quadrature points are independent of the grid points. In this example,
δ = 3.
Note that although the evaluation of Lδ(x) only needs a finite summation, it is
actually a continuous function in x, and thus it is called the quasi-discrete operator.
Next we impose the conditions on Lδ so that the numerical solution converges to the
correct local limit. Recall the nonlocal kernel ρδ(|s|) introduced in section 2 has a
bounded second-order moment as in (2.4). Therefore, the nonlocal diffusion operator
Lδ acting on constant, linear and quadratic polynomials has the following results
(5.2) Lδx0 = 0; Lδxα = 0, for |α| = 1;
∑
|α|=2
Lδxα = 2d.
We proceed to design quadrature weights ωδ(s) such that Lδ satisfies the same con-
ditions as (5.2),
(5.3) Lδx0 = 0; Lδxα = 0, for |α| = 1;
∑
|α|=2
Lδxα = 2d.
There are many ways to design the quadrature weights ωδ(s). We present two ap-
proaches, one is using the RK approximation [33] and the other is in the framework
of GMLS as in [43]. We modify the RK approach and emphasize the positivity of
the weights in the following subsection such that the convergence analysis shown in
section 6 works for both RK approach and GMLS framework.
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5.2. Quadrature weights using the RK approximation. Note that (5.3)
can be seen as a reproducing condition for polynomials up to second order. We can
thus solve for the quadrature weights ωδ under the same framework presented in
section 3. Due to the scaling of the nonlocal kernel ρδ(|s|) as shown in (2.3), ωδ(s)
has the following scaling
ωδ(s) = δ
dω
(s
δ
)
,
where ω(s) is the quadrature weight at s ∈ B11 (0) and 1 = /δ by scaling. B11 (0)
is a finite collection of quadrature points in the unit ball. Since we assume that the
number of points in the set Bδ(0) is fixed, this implies 1 is a fixed number. We next
present the construction of ω(s) in B11 (0) so that for a general horizon δ, ωδ(s) can
be obtained by rescaling. Without loss of generality, we assume x = 0 in (5.1). If we
define
(5.4) f(s) = ρ(s)(u(δs)− u(0))
the problem is then equivalent to finding out the weights ω(s) such that
(5.5)
∑
s∈B11 (0)
ω(s)f(s)ds =
∫
B1(0)
f(s)ds ,
where f is taken from a certain finite dimensional space. Condition (5.3) is now
interpreted as (5.5) for f in the form of (5.4) where u is taken from the space of
polynomials up to second order. Notice that for u being a constant function, f is
identically zero and (5.5) is satisfied trivially. Therefore we only need to consider
(5.5) for
(5.6) f(s) = ρ(s)V (s), where V (s) = sα, 1 ≤ |α| ≤ 2.
Now we use a similar approach as the RK approximation presented in section 3
to find the weights. Define
(5.7) ω(s) = C(s)φ(|s|),
where φ is taken to be the cubic B-spline function (3.6) and C(s) is the correction
function that takes the form
(5.8) C(s) = HˆT (s)b,
where Hˆ(s) = [{sα}1≤|α|≤2]T and b is a constant vector to be determined. For
example, in two dimensions we have
Hˆ(s) = [s1, s2, s
2
1, s1s2, s
2
2]
T .
Substituting (5.6)–(5.8) into (5.5), we obtain the following system for b:
(5.9) M˜b = H˜d,
where M˜ is the moment matrix given by
(5.10) M˜ =
∑
s∈B11 (0)
Hˆ(s)ρ(|s|)φ(|s|)HˆT (s).
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and H˜d is the constant vector consisting the right hand side of (5.3) when taking
f(s) = ρ(s)Hˆ(s). For example, for d = 2
H˜2 = [0, 0, 1, 0, 1]
T .
We note that each entry of the moment matrix is given by
(5.11) m˜α1...αd =
∑
s∈B11 (0)
sαρ(|s|)φ(|s|) for α = (α1, . . . , αd) and 2 ≤ |α| ≤ 4 .
For example, in two dimensions, (5.9) has the explicit form
(5.12)

m˜20 m˜11 m˜30 m˜21 m˜12
m˜11 m˜02 m˜21 m˜12 m˜03
m˜30 m˜21 m˜40 m˜31 m˜22
m˜21 m˜12 m˜31 m˜22 m˜13
m˜12 m˜03 m˜22 m˜13 m˜04


b10
b01
b20
b11
b02
 =

0
0
1
0
1
 ,
where b = [b10, b01, b20, b11, b02]
T . If M˜ is invertible, then we have
(5.13) ω(s) = φ(|s|)HˆT (s)M˜−1H˜d.
Otherwise, the inversion must be interpreted in a reasonable way. From (5.13), it is
unknown if the weights are strictly non-negative. Then, under symmetry assumptions
of quadrature points, we have a simple procedure to find a set of positive weights
without the inversion of the moment matrix. It turns out the positivity of weights
ω(s) is critical for the stability of the numerical method.
By the symmetry assumption of the quadratic points presented in subsection 5.1,
we can show that the moment m˜α1...αd = 0 if αj (j ∈ {1, . . . ,d}) is an odd number,
and m˜α1...αd equals m˜β1...βd if (β1, . . . , βd) is a reordering of (α1, . . . , αd). Therefore,
we see immediately from (5.12) that
b10 = b01 = b11 = 0,
and the system (5.12) is reduced to
(5.14)
m˜40b20 + m˜22b02 = 1,
m˜22b20 + m˜04b02 = 1.
Notice that m˜40 = m˜04 by the symmetry assumption and (5.14) may have multiple
solutions if m˜40 = m˜22. We can at least find one solution by adding another constraint
b20 = b02. Then we obtain
(5.15) b20 = b02 =
1
m˜22 + m˜40
.
Substituting (3.7) and (5.15) into (5.7), we arrive at an explicit expression of the
quadrature weights
(5.16) ω(s) =
φ(|s|)
m˜22 + m˜40
|s|2.
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In general, the weights are written as
ω(s) =

φ(|s|)
m˜4
|s|2, d = 1,
φ(|s|)
(d− 1)m˜220...0 + m˜40...0 |s|
2, d ≥ 2.
By inspection of (5.16), it is also easy to see that ω(s) only depends on |s|. Therefore
we have
ω(s) = ω(|s|).
5.3. Quadrature weights using GMLS. The way to construct weights using
RK approximation as shown in subsection 5.2 can be seen as a special case of a
GMLS quadrature discussed in [43]. This type of RKPM/MLS duality exists in the
literature in many forms; while the classical RKPM and MLS shape functions are
well-known to be equivalent under certain conditions [6], more recent techniques such
as the implicit gradient RKPM and GMLS approximation of derivatives are similarly
identical [20, 31]. As discussed in [33], we show that a similar parallel holds for RKPM
and GMLS nonlocal quadrature rules for completeness.
We state the GMLS problem as follows. Given a collection of points B11 (0),
we define the collection of quadrature weights ωT = {ω(s)}s∈B11 (0) via the equality
constrained optimization problem:
(5.17)
1
2
argmin
ω∈RNd
∑
s∈B11 (0)
ω2(s)
1
W (|s|)
s.t.
∑
s∈B11 (0)
f(s)ω(s) =
∫
B1(0)
f(s)ds, ∀f ∈ V,
where V denotes a Banach space of integrands to be integrated exactly, and W (r) is
a radially symmetric positive weight function supported on B1(0). Here we select V
as the space of functions in the form of (5.6). The solution to (5.17) is then given
explicitly by the saddle point problem
(5.18)
[
W−1 (Hˆρ)T
Hˆρ 0
] [
ω
λ
]
=
[
0
H˜d
]
,
where λ ∈ Rdim(V) denotes a vector of Lagrange multipliers used to enforce the con-
straint, W denotes a Nd×Nd diagonal matrix with diagonal entries {W (|s|)}s∈B11 (0),
Hˆ denotes a dim(V )×Nd rectangular matrix with column vectors
{
Hˆ(s)
}
s∈B11 (0)
,
and ρ denotes a Nd × Nd diagonal matrix with diagonal entries {ρ(|s|)}s∈B11 (0).
Solution of this system yields the following expression for the quadrature weights
(5.19)
ω = W (Hˆρ)T
(
(Hˆρ)W (Hˆρ)T
)−1
H˜d,
= WρHˆT
(
HˆρWρHˆT
)−1
H˜d.
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If we let W (|s|)ρ(|s|) = φ(|s|), a direct comparison to (5.13) reveal that the two are
algebraically equivalent, depending upon how the matrix inverse is handled. In [43],
the authors used a pseudoinverse to handle the lack of uniqueness in the resulting
solution.
There are several consequences for this equivalence. First, it reveals that the lack
of invertibility of the moment matrix M˜ in (5.10) may be interpreted as a nonunique
solution to (5.17), meaning that there are multiple choices of quadrature weights
providing the desired reproduction properties. From the construction in the previous
section, we know that at least one of those solutions corresponds to positive quadrature
weights. We may thus add an inequality constraint to (5.17) to enforce positivity, due
to the existence of a non-empty feasible set. This is in contrast to existing literature
[43], whereby no guarantees were made regarding positivity of quadrature weights.
Of course, this result holds only for uniform grids, and future work may focus on
whether such results hold for general quasi-uniform particle distributions in which
[43] is applied.
In light of this GMLS/RK equivalence, the stability analysis in subsequent sec-
tions will apply equally to these previous works, and existing error analysis in the
literature related to GMLS approaches likewise may be applied to the current scheme,
under appropriate assumptions. Thus, the substantial literature pursuing both RK
and MLS as platforms for establishing asymptotic compatibility are effectively equiv-
alent.
5.4. Truncation error of the quasi-discrete nonlocal operator. We have
constructed a quasi-discrete nonlocal diffusion operator using meshfree integration
and we next study the associated truncation error.
Lemma 5.1. Assume u ∈ C4(Rd), then for any x ∈ Rd
(5.20) |Lδu(x)− Lδu(x)| ≤ Cδ2|u(4)|∞.
Proof. Using Taylor’s theorem, we have
(5.21) u(x+ s) + u(x− s)− 2u(x) = 2
∑
|α|=2
sα
Dαu(x)
α!
+
∑
|β|=4
sβ
Rβ(y)
β!
,
where |Rβ(y)| ≤ C|u(4)|∞ and y = y(x, s) that depends on both x and s. Therefore,
for any point x ∈ Rd,
(5.22)
|Lδu(x)− Lδu(x)| =
∣∣∣∣∣ ∑|α|=2
Dαu(x)
α!
 ∑
s∈Bδ(0)
ωδ(s)ρδ(|s|)sα −
∫
Bδ(0)
ρδ(|s|)sαds

+
∑
|β|=4
1
2β!
 ∑
s∈Bδ(0)
ωδ(s)ρδ(|s|)sβRβ(y)−
∫
Bδ(0)
ρδ(|s|)sβRβ(y)ds
∣∣∣∣∣
≤ 0 + C|u(4)|∞
∑
|β|=4
1
2β!
 ∑
s∈Bδ(0)
ωδ(s)ρδ(|s|)|s|4 +
∫
Bδ(0)
ρδ(|s|)|s|4ds

≤ Cδ2|u(4)|∞.
where we have used (5.3).
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Lemma 5.1 suggested that the upper bound of the truncation error between Lδu
and Lδu is fixed if the number of quadrature points inside the δ-neighborhood of each
nodal point does not change, and that the truncation error goes to zero in second
order as δ goes to zero. In the following remark, we also provide, formally, another
observation of the truncation error corresponds to .
Remark 5.2. With additional regularity assumptions on u and ρδ, it is possible
to show that
(5.23) |Lδu(x)− Lδu(x)| ≤ C2 ,
where  is viewed as the spacing the qudrature points as depicted in Figure 1. In-
deed, if we assume Fδ(s) := ρδ(|s|)sβRβ(y(x, s)) ∈ C2(Bδ(0)) for |β| = 4 (this
can be achieved by assuming e.g., u ∈ C6(Rd) and ρδ(|s|)sβ ∈ C2(Bδ(0))), then∑
s∈Bδ(0) ωδ(s)Fδ(s) is an O(
2) approximation to
∫
Bδ(0)
Fδ(s)ds, which can be used
to estimate the second line in (5.22). This is to say that for a fixed horizon δ, the
quasi-discrete operator Lδ converges to the nonlocal diffusion operator Lδ only if
→ 0, where the number of quadrature points used inside the δ-neighborhood of each
nodal point should approach infinity for it to happen.
Lemma 5.1 shows that if the quasi-discrete operator Lδ satisfy the polynomial
reproducing conditions (5.3) up to second order, then Lδ is a second-order approxi-
mation of Lδ in δ. For high order approximations, one could follow the same procedure
to design weights such that the quasi-discrete operator satisfy high order polynomial
reproducing conditions. However, the positivity of weights for high order approxima-
tions needs further investigation which is beyond the scope of this paper. We will see
in the next section that the positivity of weights is crucial to guarantee the stability
of numerical schemes applied to the quasi-discrete operator.
6. Convergence analysis of the RK collocation on the quasi-discrete
nonlocal diffusion. In this section, we apply the RK collocation method introduced
in section 3 to the quasi-discrete nonlocal diffusion operator defined in section 5. The
RK collocation scheme for the quasi-discrete operator is formulated as follows. Find
a function u ∈ S ( ∩ Ω) such that
(6.1) − Lδu(xk) = fδ(xk), xk ∈ ( ∩ Ω) .
Equivalently, (6.1) is also written as
(6.2) − rhΩLδu = rhΩfδ, u ∈ S( ∩ Ω).
For practical reasons, in this section we assume δ = M0hmax, where M0 > 0 is fixed
and investigate the convergence behaviour of the numerical solution of the collocation
scheme, obtaining results similar to section 4.
6.1. Stability of RK collocation on the quasi-discrete nonlocal diffusion.
In this subsection, we aim to show the the stability of the RK collocation scheme (6.2)
given as follows.
Theorem 6.1. (Stability II) For any δ ∈ (0, δ0] and u ∈ S( ∩ Ω), we have∣∣rhΩ(−Lδu)∣∣h ≥ C‖u‖L2(Rd) ,
where C is a constant that only depends on Ω, δ0, and M0.
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The key for showing the theorem is to establish an analogue of Lemma 4.2. Sim-
ilarly as (4.5), we can find Fourier symbol of the operator Lδ,
−L̂δu(ξ) = λδ(ξ)û(ξ),
where λδ(ξ) is given by
(6.3) λδ(ξ) =
∑
s∈Bδ(0)
ωδ(s)ρδ(s)(1− cos(s · ξ)).
Since ωδ(s) is symmetric and non-negative, λ

δ(ξ) is real and non-negative. We then
obtain the Fourier representation of the collocation scheme as follows.
Lemma 6.2. Let u˜(ξ) and v˜(ξ) be the Fourier series of the sequences (uk), (vk) ∈
l2(Zd) respectively. Then
((uk),−rhLδih(vk))l2 = (2pi)−d
∫
Q
u˜(ξ)v˜(ξ)λC(δ,h, ξ)dξ,
where λC is defined as
(6.4) λC(δ,h, ξ) = 2
4d
∑
r∈Zd
λδ ((ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
.
Moreover,
(6.5) λC(δ,h, ξ) ≤ CλC(δ,h, ξ),
for some generic constant C > 0.
Proof. The derivation of (6.4) is similar to (4.8), following the replacement of
λδ(ξ + 2pir) by λ

δ(ξ + 2pir). We proceed to show (6.5). By change of variables, we
obtain
λδ ((ξ + 2pir) h) = 1
δ2
λ1 (δ(ξ + 2pir) h)
and
λδ ((ξ + 2pir) h) =
1
δ2
λ11 (δ(ξ + 2pir) h) ,
where
λ1 (δ(ξ + 2pir) h) =
∫
B1(0)
ρ(|s|) (1− cos (δs · ((ξ + 2pir) h))) ds
and
λ11 (δ(ξ + 2pir) h) =
∑
s∈B11 (0)
ω(|s|)ρ(|s|) (1− cos (δs · ((ξ + 2pir) h))) .
Let us decompose the set Q = (−pi, pi)d into Q1 and Q2,
Q1 := {ξ ∈ Q : δ|ξ|
hmin
≤ pi}, and Q2 = Q\Q1.
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Notice that for ξ ∈ Q1 and s ∈ B1(0),∣∣δs · (ξ  h) ∣∣ ≤ δ|ξ|
hmin
≤ pi .
First, by (6.4), we observe that
λC(δ,h, ξ) ≥ C
1
δ2
λ11 (δξ  h)
d∏
j=1
hj
(
sin(ξj/2)
ξj
)4
.
Notice that there exists C > 0 such that for x ∈ (−pi, pi)
1− cos(x) ≥ Cx2 .
Then, we have for ξ ∈ Q1,
(6.6)
λ11 (δξ  h) =
∑
s∈B11 (0)
ω(|s|)ρ(|s|) (1− cos (δs · (ξ  h))) ,
≥ Cδ2
∑
s∈B11 (0)
ω(|s|)ρ(|s|)|s · ξ  h|2
≥ C
(
δ|ξ|
hmax
)2 ∑
s∈B11 (0)
ω(|s|)ρ(|s|)|s|2cos2(θ(s, ξ  hˆ)),
≥ C|ξ|2,
where C depends only on M0 = δ/hmax and the set B
1
1 (0) and θ = θ(s, ξ  hˆ) is
the angle between s and ξ  hˆ. The last line of of (6.6) comes from the following
observation. For a fixed vector ξ  hˆ, cos(θ(s, ξ  hˆ)) = 0 only for the points s that
lies in directions orthogonal to ξ  hˆ. But from the symmetry assumption of the
discrete set B11 (0) in subsection 5.2, there are always s ∈ B11 (0) such that s is not
orthogonal to ξ hˆ. Therefore, for any nonzero ξ ∈ Q1, the summation in the second
line of (6.6) is always a positive number. Then it has a positive lower bound since Q1
is a compact set. Now for ξ ∈ Q2, we have |ξ  hˆ| ≥ |ξ| ≥ pihmin/(hmaxM0), then
(6.7)
λ11 (δξ  h) =
∑
s∈B11 (0)
ω(|s|)ρ(|s|)
(
1− cos
(
δ
hmax
s ·
(
ξ  hˆ
)))
,
=
∑
s∈B11 (0)
ω(|s|)ρ(|s|)
(
1− cos
(
M0|s||ξ  hˆ| cos(θ(s, ξ  hˆ))
))
.
As we have seen, for any fixed ξ  hˆ, there always exists s ∈ B11 (0) such that
cos(θ(s, ξ  hˆ)) 6= 0. However, λ11 (δξ  h) may still be zero if s ∈ B11 (0) and
M0|s||ξ  hˆ| cos(θ(s, ξ  hˆ)) = 2kpi for k ∈ Z. If this happens, one can add another
point s˜ ∈ B11 (0) in the same direction of s such that |s|/|s˜| is an irrational number
and thus M0|s˜||ξ  hˆ| cos(θ(s˜, ξ  hˆ)) 6= 2kpi for any k ∈ Z. Therefore, for a proper
choice of B11 (0) with Nd ≥ 4d, we can always have λ11 (δξ  h) > 0 for ξ ∈ Q2.
Then since Q2 is a compact set, we have λ
1
1 (δξ  h) ≥ C ≥ |ξ|2 for ξ ∈ Q2. Now
observe that for any nonzero ξ = (ξ1, . . . , ξd) ∈ Q, we have
C1 <
(
sin(ξj/2)
ξj
)4
< C2, j ∈ {1, . . . ,d} ,
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where C1, C2 > 0 are generic constants. Then we arrive at
(6.8) λC(δ,h, ξ) ≥ C
( |ξ|
δ
)2 d∏
j=1
hj ,
for ξ ∈ Q.
Next, use the fact that
1− cos(x) ≤ x2, for x ≥ 0,
to obtain, for any r ∈ Zd,
λ1 (δ(ξ + 2pir) h) ≤
∫
B1(0)
ρ(|s|)δ2|s|2|(ξ + 2pir) h|2ds,
≤ C
(
δ|(ξ + 2pir)|
hmin
)2 ∫
B1(0)
ω(|s|)ρ(|s|)|s|2ds,
≤ C|(ξ + 2pir)|2 ,
where we have used M0 = δ/hmax is fixed and that h is quasi-uniform (hmax/hmin is
bounded above and below). Hence we have
∑
r∈Zd
λ1 (δ(ξ + 2pir) h)
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
≤ C
∑
r∈Zd
|ξ + 2pir|2
d∏
j=1
hj
(
sin(ξj/2)
ξj + 2pirj
)4
,
≤ C|ξ|4
∑
r∈Zd
|ξ + 2pir|2
d∏
j=1
hj
(
1
ξj + 2pirj
)4
≤ C|ξ|4
d∏
j=1
hj
∑
r∈Zd
d∏
j=1
1
|ξj + 2pirj |2 ,
≤ C|ξ|2
d∏
j=1
hj .
Immediately, we have the following bound for λC(δ,h, ξ)
(6.9) λC(δ,h, ξ) ≤ C
( |ξ|
δ
)2 d∏
j=1
hj .
Finally, (6.5) is shown by combining (6.8) and (6.9).
Proof of Theorem 6.1. By applying Lemma 6.2, the proof follows similarly to the
proof of Theorem 4.1.
6.2. Convergence of the RK collocation for quasi-discrete nonlocal dif-
fusion. In this subsection, we establish the convergence of the RK scheme (6.2) to
the corresponding local problem as hmax → 0 with a fixed ratio M0 = δ/hmax. We
show first the discrete model error between the quasi-discrete nonlocal diffusion model
and its local limit.
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Lemma 6.3. (Discrete model error II) Assume u(x) ∈ C4(Rd), then∣∣rhLδΠhu− rhL0u∣∣h ≤ C|u(4)|∞(h2max + δ2).
Proof. In order to prove this Lemma, we need an intermediate result. Similar to
the proof of Lemma 4.5, for xk ∈ ,
(6.10)
∣∣LδΠhu(xk)− Lδu(xk)∣∣ =
∣∣∣∣∣∣
∑
s∈Bδ(0)
ωδ(s)ρδ(s) (E(xk + s)− E(xk))
∣∣∣∣∣∣ ,
≤ Ch2max|u(4)|∞
∑
s∈Bδ(0)
ωδ(s)ρδ(s)|s|2,
≤ Ch2max|u(4)|∞,
Then, by combining (6.10) and Lemma 5.1 and using the RK interpolation, the
discrete model error of collocation scheme is given as∣∣rhLδΠhu− rhL0u∣∣h ≤ ∣∣rhLδΠhu− rhLδu∣∣h + ∣∣rhLδu− rhLδu∣∣h
+
∣∣rhLδu− rhL0u∣∣h ,
≤ C(h2max + δ2 + δ2)|u(4)|∞.
Combining Theorem 6.1 and Lemma 6.3, the numerical solution of (6.2) converges
to its local limit. We present the theorem without proof since it is similar to the proof
of Theorem 4.9.
Theorem 6.4. Assume the local exact solution u0 is sufficiently smooth, i.e.,
u0 ∈ C4(Ωδ0). For any δ ∈ (0, δ0], let uδ,,h be the numerical solution of the collocation
scheme with meshfree integration (6.2) and fix the ratio between δ and hmax. Then,
‖u0 − uδ,,h‖L2(Ω) ≤ C(h2max + δ2).
7. Numerical Example. In this section, numerical examples in two dimensions
are conducted to validate the convergence analysis in the previous sections. We let
Ω = (0, 1)2, and use the manufactured solution u(x1, x2) = x
2
1(1−x21) +x22(1−x22) to
calculate f0 = −L0u and fδ = −Lδu, such that,
f0(x) = 12(x
2
1 + x
2
2)− 4 and fδ(x) = f0(x) + 2δ2.
We investigate the convergence rate of the RK collocation scheme in section 3 for the
following nonlocal equation
(7.1)
{
−Lδu(x) = fδ(x), x ∈ Ω,
u(x) = x21(1− x21) + x22(1− x22), x ∈ ΩI .
The exact solution of (7.1) is given by the manufactured solution u. The nonlocal
kernel is chosen as ρδ(|s|) = 4piδ4χ(|s ≤ 1|). To verify the asymptotic compatibility
of our scheme where δ also goes to zero, we replace the right hand side fδ of (7.1)
with f0, and test the convergence of the numerical solution of the following nonlocal
diffusion problem
(7.2)
{
−Lδu(x) = f0(x), x ∈ Ω,
u(x) = x21(1− x21) + x22(1− x22), x ∈ ΩI ,
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to the solution of the local problem given by
(7.3)
{
−∆u(x) = f0(x), x ∈ Ω,
u(x) = x21(1− x21) + x22(1− x22), x ∈ ∂Ω.
We apply the two collocation schemes in sections 3 and 5 and investigate their con-
vergence properties in subsections 7.1 and 7.2 respectively. To implement the non-
homogeneous boundary condition for the nonlocal problem, we use the RK interpo-
lation of exact boundary values on ΩI . Notice that the boundary conditions in (7.1)
and (7.2) are imposed such that the regularity assumptions of exact solutions across
the extended domain Ω ∪ ΩI are satisfied, as stated in the convergence theorems in
sections 4 and 6,. In subsection 7.3, we use numerical examples to demonstrate that
convergence rates may be compromised if the boundary conditions are not imposed
appropriately to meet the regularity assumptions.
7.1. RK collocation. We first use the RK collocation method as described in
section 3 and choose the discretization parameter as h1 = 2h2 (so hmax = h1), and
then study the convergence of the numerical the collocation scheme (3.18). Numerical
integration needs to be performed in order to obtain the stiffness matrix of the scheme
(3.18). We use Gauss quadrature points proposed in [34] for the numerical integration
on circular regions in the neighborhood of radius δ of each nodal point xk ∈ (∩Ω). To
avoid integration error, we use ≈ 103 Gauss quadrature points in the δ-neighborhood
of each nodal point. More details on the discussion of Gauss quadrature points can
be found in [34].
Convergence profiles are shown in Figure 2a. We investigate the convergence
behaviour when the nonlocal length scale δ is coupled with discretization parameter
hmax in various ways. When δ is fixed, we solve the nonlocal equation (7.1) and the
numerical solution converges to the nonlocal solution at a second-order convergence
rate. When both δ and hmax are changing, we solve the nonlocal equation (7.2) the
numerical solution converges to the local limit (7.3). When δ goes to zero faster
(δ = h2max) and at the same rate as hmax, (δ = hmax), second-order convergence rates
are observed. When δ approaches zero slower than hmax, (δ =
√
hmax), we observe
first-order convergence rate. The numerical examples agree with Theorem 4.9 and
this verifies that the RK collocation method is asymptotically compatible.
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(b) Meshfree integration
Fig. 2: Convergence profiles using the RK collocation method.
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7.2. RK collocation with meshfree integration. As discussed in the previ-
ous section, high-order Gauss quadrature points are necessary to evaluate the integral
for the RK collocation method, making the method computationally expensive. In
practice, we sometimes couple grid size with horizon as δ = M0hmax so that δ goes to
0 at the same rate as h approaches 0. Now, we use the RK collocation method with
meshfree integration as discussed in section 5 to solve (7.2) and only study the conver-
gence to the local limit. We use δ = 3 in this experiment where the δ-neighborhood
of each nodal point contains 29 quadratic points (as depicted in Figure 1). Conver-
gence profiles are presented in Figure 2b. We observe a second-order convergence rate
in agreement with Theorem 6.4. Therefore the RK collocation method with meshfree
integration converges to the correct local limit. This numerical experiment shows that
the number of quadratic points can be significantly reduced for the case of small δ by
using the meshfree integration techique.
7.3. The test on the effect of boundary conditions. The numerical exper-
iments in subsections 7.1 and 7.2 are constructed with proper boundary conditions
to ensure that exact solutions are sufficiently smooth across the boundary set as
needed in the convergence theorems given in sections 4 and 6. In this subsection,
we use numerical experiments to show that improperly imposed boundary condi-
tions might lead to reduced convergence rates. We take Ω = (0, 1)2 and choose
u(x1, x2) = x
2
1x
2
2(1 − x21)(1 − x22) as the manufactured solution. The corresponding
f0 = −∆u is given by
f0 = (12x
2
1 − 2)x22(1− x22) + (12x22 − 2)x21(1− x21),
and u(x) = 0,∀x ∈ ∂Ω. We study the convergence of the numerical solution of the
nonlocal problem −Lδu = f0 to the local problem
(7.4)
{
−∆u(x) = f0(x), x ∈ Ω,
u(x) = 0, x ∈ ∂Ω,
as δ → 0. Nonlocal boundary conditions are imposed as follows.
Remark 7.1. There are two ways to impose the nonlocal boundary condition on
ΩI :
(i) u(x) = x21x
2
2(1− x21)(1− x22), x ∈ ΩI ;
(ii) u(x) = 0, x ∈ ΩI .
By imposing boundary condition as Remark 7.1(i) which is also conducted in
subsections 7.1 and 7.2, we effectively assume the exact solution of (7.4) is extended
smoothly outside the domain Ω so that the regularity assumptions in Theorems 4.9
and 6.4 are satisfied. In contrast, using Remark 7.1(ii) as the boundary condition we
violate the regularity assumptions even though the manufactured solution vanish on
∂Ω. Convergence profiles are presented in Figures 3 and 4. The results for the two
collocation methods presented in sections 3 and 5 and are consistent. If the boundary
values are imposed exactly as the manufactured solution, i.e., Remark 7.1(i), the
convergence rates agree with our analysis, see Figures 3a and 4a. On the other hand,
the boundary condition given by Remark 7.1(ii) results in lower convergence rates
as shown in Figures 3b and 4b. Related studies on appropriate nonlocal boundary
conditions in one dimension can be found in [16].
8. Conclusion. In the first part of this work, we have presented an asymptot-
ically compatible linear RK collocation method with special choices of RK support
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Fig. 3: Convergence profiles using the RK collocation method with Gauss integration
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Fig. 4: Convergence profiles using the RK collocation method with meshfree integra-
tion
sizes for nonlocal diffusion models with Dirichlet boundary condition. Numerical solu-
tion of the method converges to both the nonlocal solution (δ fixed) and its local limit
(δ → 0). We have provided stability analysis of this scheme in the case of Cartesian
grids with varying resolution in each dimension. Since the standard Galerkin scheme
has been proved to be stable, the key idea to show the stability of the collocation
scheme was to establish a relationship between the two schemes. Consistency of the
collocation scheme is obtained by applying the properties of RK approximation. In
the second part of this work, we have developed a quasi-discrete nonlocal diffusion op-
erator using a meshfree integration technique, where the main motivation is to reduce
the computational cost by replacing the integral operator with a summation opera-
tor with only a few quadrature points inside the δ-neighborhood of each point. The
quadrature weights corresponding to the quadrature points are solved under polyno-
mial reproducing conditions. We unified two approaches, the RKPM and the GMLS
approach, to calculate the quadrature weights. Under the assumption that the quad-
rature points to be symmetrically distributed inside the horizon, we can show that
the quadrature weights are positive, which is crucial for the stability of the method.
RK COLLOCATION FOR NONLOCAL DIFFUSION 29
The numerical solution of the RK collocation method applied to the quasi-discrete
nonlocal diffusion operator was shown to converge to the correct local limit. Mean-
while, we validated our mathematical analysis by carrying out numerical examples in
two dimensions. The order of convergence observed in the numerical examples match
our theoretical results. That is, for the RK collocation method, the numerical solu-
tion converges to the nonlocal solution for a fixed δ and its local limit independent of
the coupling of δ and discretization parameter hmax; for the RK collocation method
with meshfree integration and when the ratiao δ/hmax is fixed, the numerical solution
converges to the correct local limit.
This work provides a rigorous analysis of collocation methods for nonlocal dif-
fusion models, and there are several future directions needs to be mentioned. First,
it is natural to extend the framework to the study of more general nonlocal models
such as the peridynamics model of continuum mechanics and it is carried out in a
separate work [25]. In terms of analysis, the present work is restricted to the linear
RK collocation method on the special grids, and we expect to study RK collocation
methods more generally including high order methods with general meshes. More-
over, we remark that the error estimate is carried out with a strong assumption on
the regularity of exact solutions. It is of great interest to improve the error estimate
by a reduced regularity assumption on the exact solutions. There are also interesting
computational work. For example, the mesh free integration technique, designed to
reduce the computational cost, is only tested with shrinking horizon when the number
of quadrature points in the δ-neighborhood of each nodal point can be chosen as a
small fixed number. It is also worthwhile to do a quantitative comparison in the fu-
ture of the number of quadrature points needed in the case of a fixed nonlocal length
δ using the Guass quadrature and meshfree integration technique.
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