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ABSTRACT
In order to have effective human-AI collaboration, it is necessary
to address how the AI agent’s behavior is being perceived by the
humans-in-the-loop. When the agent’s task plans are generated
without such considerations, they may often demonstrate inex-
plicable behavior from the human observer’s point of view. This
problem may arise due to the observer’s partial or inaccurate un-
derstanding of the agent’s planning model. This may have serious
implications, from increased cognitive load to more serious con-
cerns of safety around the physical agent. In this paper, we address
this issue by modeling the notion of plan explicability as a function
of the distance between a plan that the agent makes and the plan
that the observer expects it to make. We achieve this, by learning
a regression model over the plan distances and map them to the
labeling scheme used by the human observers. We develop an any-
time search algorithm that is guided by a heuristic derived from
the learned model to come up with progressively explicable plans.
We evaluate the effectiveness of our approach in a simulated au-
tonomous car domain and a physical robot domain and also report
results of the user studies performed in both the domains.
CCS CONCEPTS
•Computingmethodologies→Planning and scheduling;Plan-
ning for deterministic actions; • Human-centered comput-
ing; • Computer systems organization→ Robotics;
KEYWORDS
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1 INTRODUCTION
There is a growing interest in the applications that involve human-
robot collaboration. An important challenge in such human-in-the-
loop scenarios is to ensure that the robot’s behavior is not just
optimal with respect to its own model, but is also explicable and
comprehensible to the humans in the loop. Without it, the robot
runs the risk of increasing the cognitive load of humans which can
result in reduced productivity, safety, and trust [9]. This mismatch
between the robot’s plans and the human’s expectations of the
robot’s plans may arise because of the difference in the actual
robot modelMR , and the human’s expectation of the robot model
MRH . For example, consider a scenario with an autonomous car
switching lanes on a highway. The autonomous car, in order to
Figure 1: Schematic diagram of the setting: Here a regres-
sionmodel called explicability distance is learned to fit plan
scores assigned by humans to plan distances between the ro-
bot’s and the human’s expected plans. This gives a heuristic
for computing explicable plans, which is used by the process
of reconciliation search introduced in the paper.
switch the lane, may make sharp and calculated moves, as opposed
to gradually moving towards the other lane. These moves may
well be optimal for the car due to its superior sensing and steering
capabilities. Nevertheless, a passenger sitting inside may perceive
this as dangerous and reckless behavior, in as much as they might
be ascribing to the car driving abilities that they themselves have.
In order to avoid inexplicable behavior, the robot has to take
the human mental model into account and compute the plans that
align with this model. As long as the robot’s behavior is aligned
with the human mental model, the human can make sense of it.
Therefore, the objective of explicable planning is to generate robot
plans that not only minimize the cost of the plan, but also the
distance between the plans produced byMR andMRH . Of course, an
immediate question is, ifMRH is available to the robot, why isMR
required in the plan generation process at all? We note that this is a
necessary component since the human mental model might entail
plans that are not even feasible for the robot or are prohibitively
expensive, and can thus at best serve as a guide, and not an oracle, to
the explicable plan generation process. Therefore, instead of using
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MRH directly, the robot can useMRH as a guide to compute plans
that reduce the distance with human’s expected plans. In settings
where the objective is to minimize the cognitive load on the human
or minimize the cost of explicit communication of explanations
[5, 14], the computation of explicable plans can be crucial. Also,
settings where the observers are not necessarily experts in the
domain and tend to have noisy or incomplete understanding of
robot behavior, explicable plans can be useful for engendering trust.
Some example application domains for this setting could be mission
planning, urban search and rescue, and household domains.
An important consideration in the computation of explicable
behavior is access to the human mental model,MRH . In many do-
mains, such as in factory scenarios, mission planning or household),
there is generally a clear expectation of how a task should be per-
formed. In such cases,MRH can be constructed following the norms
or protocols that are relevant to that domain. Most deployed prod-
ucts make use of inbuilt models of user expectations in some form
or the other. In this setting, we hypothesize that the plan distances
[17, 21] can quantify the distance between the robot plan πMR
and the expected plans πMRH fromM
R
H . The domain modeler con-
structsMRH , which is then used to generate expected plans. Then
we compute the distance between plans fromMR andMRH . The
test subjects provide explicability assessments (scores reflecting
explicability) for robot plans. Then the scores are mapped to the
precomputed distances and a regression model of the explicability
distance is learned. The plan generation process uses this learned
explicability distance as a heuristic to guide the search. This process
is illustrated in Figure 1.
In the following section, we will formally define the plan ex-
plicability problem as introduced above, and propose an anytime
search approach – reconciliation search – that can generate solution
with varying levels of explicability given the human mental model.
We also establish of the effectiveness of our approach by empirical
evaluations and user studies for two domains: a simulated robot
car domain and a physical robot delivery domain.
2 EXPLICABLE PLANNING PROBLEM
2.1 Classical Planning
A classical planning problem can be defined as a tupleP = ⟨M,I,G⟩,
whereM = ⟨F ,A⟩ is the domain model (that consists of a finite
set F of fluents that define the state of the world and a set of oper-
ators or actions A), and I ⊆ F and G ⊆ F are the initial and goal
states of the problem respectively. Each action a ∈ A is a tuple of
the form ⟨pre(a), e f f (a), c(a)⟩ where c(a) denotes the cost of an
action, pre(a) ⊆ F is the set of preconditions for the action a and
e f f (a) ⊆ F is the set of the effects. The solution to the planning
problem is a plan or a sequence of actions π = ⟨a1,a2, . . . ,an⟩
such that starting from the initial state, sequentially executing the
actions lands the agent in the goal state, i.e. ΓM (I,π ) |= G where
ΓM (·) is the transition function defined for the domain. The cost of
the plan, denoted as c(π ), is given by the summation of the cost of
all the actions in the plan π , c(π ) = ∑ai ∈π c(ai ).
2.2 Problem Definition
The problem of explicable planning arises when the robot plan,
πMR , deviates from the human’s expectation of that plan, πMRH .
Here πMR is the robot’s plan solution to the planning problem,
PR = ⟨MR ,IR ,GR⟩, whereMR = ⟨F R ,AR⟩; whereas, πMRH
is the plan solution considering the human mental model, such that,
PRH = ⟨MRH ,IR ,GR⟩, whereMRH = ⟨F R ,ARH⟩. The differences
in the human mental model can lead to different plan solutions.
Definition 1. The explicable planning problem is defined as
a tuple PEPP = ⟨MR ,MRH ,IR ,GR⟩, where,
• MR = ⟨F R ,AR⟩ is the robot’s domain model where F R
and AR represent the actual set of fluents and robot actions
• MRH = ⟨F R ,ARH⟩ is the human’s mental model of the robot
model where F R and ARH represent the set of fluents and
actions that the human thinks are available to the robot
• IR is the initial state of the robot
• GR is the goal state of the robot
Here AR and ARH represent that the action names, precondi-
tions, effects and costs of the actions can be different. The initial
state and the goal state are known to the human-in-the-loop. In
order to compute the difference between the robot plan and the plan
expected by a human, we need an evaluation function that com-
putes the distance in terms of various aspects of the plan, like the
action sequence, state sequence, etc. Let’s denote such an evaluation
function as δ∗. The solution to an explicable planning problem is
an explicable plan that achieves the goal and minimizes the model
differences while also minimizing the cost of the plan. We now
formally define it as follows:
Definition 2. [22] A plan is an explicable plan, π∗MR , start-
ing at IR that achieves the goal GR , such that, argmin
πMR
c(πMR ) +
δ∗(πMR ,πMRH ), where δ
∗ is an evaluation function.
Since the evaluation function is not directly available to us, we
learn an approximation of it using a combination of three plan dis-
tances measures. In the following section, we discuss our approach
for learning the evaluation function and computing explicable plans.
3 PROPOSED METHODOLOGY
In this section, we quantify the explicability of the robot plans in
terms of the plan distance between the robot plan πMR and candi-
date expected plans πMRH fromM
R
H . The outline of our approach
is illustrated in Figure 1. Given both the modelsMR andMRH are
obtained, our approach takes the following steps:
(1) Firstly, the plan distances between the robot plans and the
expected plans are computed using plan the three aforemen-
tioned plan distance measures.
(2) The human subjects are asked to provide scores for each of
the candidate robot plans by labeling each action in the plan
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with an explicable or inexplicable label.
(3) Then the human explicability assessments (scores reflecting
explicability) of candidate robot plans are mapped to the
plan distance measures in form of regression model called
explicability distance.
(4) The synthesis of explicable plans is achieved by modifying
the Fast-Downward [11] planner to incorporate an anytime
search with explicability distance as the heuristic. This pro-
cess results in incrementally more explicable plans.
3.1 Background on Plan Distance Measures
We now introduce three plan distances – action, causal link and
state sequence distances – proposed in [17, 21], that we will reuse
in this work to capture the explicability distance between plans.
Action distance. We denote the set of unique actions in a plan π
as A(π ) = {a | a ∈ π }. Given the action sets A(πMR ) and A(π∗MRH
)
of two plans πMR and π∗MRH
respectively, the action distance is,
δA(πMR ,π∗MRH ) = 1 −
|A(πMR ) ∩A(π∗MRH
)|
|A(πMR ) ∪A(π∗MRH
)| (1)
Here, two plans are similar (and hence their distance measure is
smaller) if they contain same actions. Note that it does not consider
the ordering of actions.
Causal link distance. A causal link represents a tuple of the form
⟨ai ,pi ,ai+1⟩, where pi is a predicate variable that is produced as
an effect of action ai and used as a precondition for the next action
ai+1. The causal link distance measure is represented using the
causal link sets Cl(πMR ) and Cl(π∗MRH
),
δC (πMR ,π∗MRH ) = 1 −
|Cl(πMR ) ∩Cl(π∗MRH
)|
|Cl(πMR ) ∪Cl(π∗MRH
)| (2)
State sequence distance. This distance measure finds the differ-
ence between sequences of the states. Given two state sequences
(sR0 , . . . , sRn ) and (sH0 , . . . , sHn′) forπMR andπ∗MRH
respectively, where
n ≥ n′ are the lengths of the plans, the state sequence distance is,
δS (πMR ,π∗MRH ) =
1
n
[ n′∑
k=1
d(sRk , sHk ) + n − n′
]
(3)
where,
d(sRk , sHk ) = 1 −
|sRk ∩ sHk |
|sRk ∪ sHk |
(4)
represents the distance between two states (where sRk is overloaded
to denote the set of predicate variables in state sRk ). The first term
measures the normalized difference between states up to the end of
the shortest plan, while the second term, in the absence of a state
to compare to, assigns maximum difference possible.
3.2 Explicability Distance
We start with a general formulation for capturing a measure of
explicability of the robot’s plans using plan distances. A set of robot
plans are scored by humans such that each action that follows
the human’s expectation in the context of the plan is scored 1 if
explicable (0 otherwise). The plan score is then computed as the
ratio of the number of explicable actions to the total plan length.
Definition 3. A set of plans is a set of expected plans, E(PRH),
for the planning problem PRH = ⟨MRH ,IR ,GR⟩, is a set of optimal
cost plans that solve PRH , E(PRH) = {π
(i)
MRH
|i = 1, . . . ,n}.
This set of expected plans consists of the plan solutions that
the human expects the robot to compute. But these plans are not
necessarily feasible in the robot model,MR .
Definition 4. A composite distance, δexp is a distance be-
tween pair of two plans ⟨πMR ,πMRH ⟩, such that,δexp (πMR ,πMRH ) =| |δA(πMR ,πMRH ) + δC (πMR ,πMRH ) + δS (πMR ,πMRH )| |2.
Among the set of expected plans, we compute a distance mini-
mizing plan as follows:
Definition 5. A distance minimizing plan, π∗MRH
, is a plan
in E(PRH), such that for a robot plan, πMR , the composite distance is
minimized, i.e –
π∗MRH
= {πMRH | argminπMRH
δexp (πMR ,πMRH )} (5)
Definition 6. An explicability feature vector, ∆, is a three-
dimensional vector, which is given with respect to a distance mini-
mizing plan pair, ⟨πMR ,π∗MRH
⟩, such that,
∆ = ⟨δA(πMR ,π∗MRH ),δC (πMR ,π
∗
MRH
),δS (πMR ,π∗MRH )⟩
T (6)
We approximate the evaluation function, δ∗, using a combination
of the three plan distance measures as follows:
Definition 7. The explicability distance function,
Exp(πMR / π∗MRH
), is a regression function, f, that fits the three plan
distances to the total plan scores, with b as the parameter vector, and
∆ as the explicability feature vector, such that,
Exp(πMR / π∗MRH ) ≈ f(∆,b) (7)
A regression model is trained to learn the explicability assess-
ment (total plan scores) of the users by mapping this assessment to
the explicability feature vector which consists of plan distances for
corresponding plans.
3.3 Plan Generation
In this section, we present the details of our plan generation phase.
We use the learned explicability distance function as a heuristic to
guide our search towards explicable plans.
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Algorithm 1 Reconciliation Search
Input: PEPP = ⟨MR ,MRH ,IR ,GR⟩,max_cost , and
explicability distance function Exp(. , .)
Output: EEPP
1: EEPP ← ∅ ▷ Explicable plan set
2: open ← ∅ ▷ Open list
3: closed ← ∅ ▷ Closed list
4: open.insert(I, 0, inf)
5: while open , ∅ do
6: n ← open.remove() ▷ Node with highest h(·)
7: if n |= G then
8: EEPP .insert(π s.t. ΓMR (I,π ) |= n)
9: end if
10: closed.insert(n)
11: for each v ∈ successors(n) do
12: if v < closed then
13: if g(n) + cost(n, v) ≤ max_cost then
14: open.insert(v, g(n) + cost(n, v), h(v))
15: end if
16: else
17: if h(n) < h(v) then
18: closed.remove(v)
19: open.insert(v, g(n) + cost(n, v), h(v))
20: end if
21: end if
22: end for
23: end while
24: return EEPP
Reconciliation Search
The solution to an explicable planning problem PEPP = ⟨MR ,
MRH ,IR ,GR⟩ is the set EEPP of explicable plans (with varying
degrees of explicability) inMR . This is found by performing “rec-
onciliation search” (as detailed in Algorithm 1).
Non-Monotonicity
Since plan score is the fraction of explicable actions in a plan, it
exhibits non-monotonicity. As a partial plan grows, a new action
may contribute either positively or negatively to the plan score,
thus making the explicability distance function non-monotonic.
Consider that the goal of an autonomous car is to park itself in a
parking spot on its left side. The car takes the left turn, parks and
turns on its left indicator. Here the turning on of the left tail light
after having parked is an inexplicable action. The first two actions
are explicable to the human drivers and contribute positively to
the explicability score of the plan but the last action has a negative
impact and decreases the score.
Due to non-monotonic nature of explicability distance, we cannot
stop the search process after finding the first solution. Consider the
following: if e1 is explicability distance of the first plan, then a node
may exist in open list (set of unexpanded nodes) whose explicability
distance is less than e1, which when expanded may result in a
solution plan with explicability distance higher than e1. A greedy
method that expands a node with the highest explicability score
of the corresponding partial plan at each step is not guaranteed to
find an optimal explicable plan (one of the plans with the highest
explicability score) as its first solution. Therefore, to handle the
non-monotonic nature, we present a cost-bounded anytime greedy
search algorithm called reconciliation search that generates all the
valid loopless candidate plans up to a given cost bound, and then
progressively searches for plans with better explicability scores.
The value of the heuristic h(v) in a particular state v encountered
during search is based entirely on the explicability distance of the
agent plan prefix πMR up to that state,
h(v) = Exp(πMR /π ′MRH
)
s.t. ΓMR (I,πMR ) |= v and
ΓMRH (I,π
′
MRH
) |= v (8)
Note that, we assume that the same state space is reachable
for computation of the plan prefix π ′ from I to v inMRH (as per
Equation 8).
We implement this search in the Fast-Downward planner. The
approach is described in detail in Algorithm 1. At each iteration
of the algorithm, the plan prefix of the agent model is compared
with the explicable trace π ′MRH
(these are the plans generated using
MRH up to the current state in the search process) for the given
problem. Using the computed distances, the explicability score for
the candidate agent plans is predicted. The search algorithm then
makes a locally optimal choice of states. We will make this clearer in
the revised manuscript. We do not stop the search after generating
the first solution, but instead, continue to find all the valid loopless
candidate solutions within the given cost bound or until the state
space is completely explored.
4 EXPERIMENTAL ANALYSIS
Here we present the evaluation of our system in simulated au-
tonomous car domain and physical robot delivery domain.
4.1 Autonomous Car Domain
Domain model. There are a lot of social norms followed by hu-
man drivers which are usually above explicit laws. This can include
normative behavior while changing lanes or during turn-taking at
intersections. As such this car domain has emerged as a vibrant
testbed for research [13, 18] in the HRI/AI community in recent
times. In this work, we explore the topic of explicable behavior of
an autonomous car in this domain, especially as it related to mental
modeling of the humans in the loop. In our autonomous car domain
(modeled in PDDL), the autonomous car model MR consists of
lane and car objects as shown in Figure 2. The red car is the au-
tonomous car in the experiments and all other cars are assumed to
have human drivers. The car objects are associated with predicates
defining the location of the car on a lane segment, status of left and
right turn lights, whether the car is within the speed limit, the pres-
ence of a parked police car, and so on. The actions possible in the
domain are with respect to the autonomous car. These actions are
Accelerate, Decelerate, LeftSqueeze, RightSqueeze, LeftLight {On, Off},
RightLight {On, Off}, SlowDown and WaitAtStopSign. To change a
lane, three consecutive actions of {Left, Right} Squeeze are required.
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FromMR we generated a total of 40 plans (consisting of both
explicable and inexplicable behaviors) for 16 different planning
problems. These plans were assessed by 20 human subjects, with
each subject evaluating 8 plans (apart from 1 subject who evaluated
7 plans). Also, each plan was evaluated by 4 different subjects. The
overall number of training samples was 159. The test subjects were
required to have a state driving license. The subjects were provided
with the initial state and goal of the car. After seeing the simulation
the plan, they had to record whether they found each action explica-
ble or not. The assessment had two parts: one part involved scoring
each autonomous car action with 1, if explicable, and 0 otherwise
(plan score was calculated as the fraction of actions in the plan that
were labeled as explicable); the other part involved answering a
questionnaire on the preconditions, effects of the agent actions. It
consisted of 8 questions with yes/no answers. The questions used
for constructing the domain and the corresponding answers are
provided in Table 1. For each question, the answers with major-
ity of votes were used by the domain modeler to constructMRH .
The questions with divided opinions (3 and 7) were not included
in the models as some found that behavior explicable while some
others did not. TheMRH domain consists of the same state predi-
cates but ended up with different action definitions with respect to
preconditions, effects, and action-costs.
Following are two examples of how the feedback was inter-
preted by the domain modeler. For question 1, the majority of
answers agreed with the statement. Therefore for actions Accel-
erate and SlowDown, additional preconditions like (not (squeezin-
gLeft ?x)), (not (squeezingLeft2 ?x)), (not (squeezingRight ?x)), (not
(squeezingRight2 ?x)) were added, where x stands for car. For ques-
tion 8, since the answers agreed with choice 2, actions waitAt-
StopSign1, waitAtStopSign2, waitAtStopSign3 were replaced by a
new general action waitAtStopSign. This action removed predicates
waiting1, waiting2, waiting3 from the action definition. Also, ac-
tions atStopSignAccelerate, atStopSignLeft, atStopSignRight were
changed to remove the precondition waiting3 (these actions thus
had two definitions inMR to allow for explicable behavior, one
with higher cost).
Defining the explicability distance. For the training problems,
explicable plans were generated using the modelMRH . Since some
actions names were not common to both the domains, an explicit
mapping was defined between the actions over the two domains.
This mapping was done in order to support plan distance operations
performed between plans in the two domains (for the plan distances
to be used effectively common action names are required).
As noted in Definition 6, features of the regression model are the
three plan distances and the target is the score associated with the
plans. We tune the hyperparameters by performing grid search over
parameters like the number of trees, depth of tree and the minimum
number of nodes to perform sample split. The results for different
learning models are as shown in Table 2. We tried several ensemble
learning algorithms to improve the accuracy of our model, out of
which random forest regression gave the best performance. Random
forests allow selection of a random subset of features while splitting
the decision node. We evaluate the goodness of fit of the model,
using the coefficient of determination or R2. After training process,
the new regressionmodel was found to have 0.9045 R2 value. That is
No. Questions Yes No
1
Autonomous car should always maintain
itself in the center of the lane unless it is
changing lanes
16 4
2 The car should automatically turn signal
lights on before lane change.
20 0
3
The car should automatically turn signal
lights on when the car starts swerving away
from the center of the lane.
9 11
4
At a four-way stop, it should automatically
provide turn signal lights when it is taking
left or right turns.
18 2
5 It should slow down automatically when it
is swerving off the center of the lane.
15 5
6
It should slow down automatically when
there is an obstacle (pedestrian or parked
vehicle) ahead in the lane.
17 3
7
Check one: When an emergency vehicle is
parked on the rightmost lane, it should (1)
automatically follow the move over maneu-
ver, (2) whenever possible follow the move
over maneuver.
9 11
8
Check one: At a four-way stop, it should
(1) wait for the intersection to be clear and
to be extra safe. (2) wait for the other cars
unless it is its turn to cross over.
15 5
Table 1: The questionnaire used in the human study for Car
Domain, and the tally of answers given by participants. For
the last two questions, the participants were asked to choose
one of the two options, and the “yes" tally corresponds to the
first answer, “no" to the second.
Algorithm Car R2 % Delivery R2 %
Ridge Regression 53.66 31.42
AdaBoost Regression 61.31 66.99
Decision Tree Regression 74.79 39.61
Random Forest Regression 90.45 75.29
Table 2: Accuracy for car and delivery domain.
to say, 90% of the variations in the features can be explained by our
5
(a) (b) (c) (d)
Figure 2: Simulated Autonomous Car Domain. Here only the red car is autonomous. (a) The autonomous car is performing
lane change task (b) The autonomous car is performing a move-over maneuver (c) The autonomous car is trying to merge to
the middle lane and is confusing the human driver with its signals. (d) The autonomous car is waiting at a 4-way stop even
though it is its turn to cross.
Figure 3: For the car domain test problems, the graph shows
how the search process finds plans with incrementally bet-
ter explicable scores. Each color line represents one of the 13
different test problems. The markers on the lines represent
a plan solution for that problem. The y-axis and the x-axis
represents the explicability scores of the plans and the solu-
tion number respectively.
model. Our model predicts the explicability distance between the
agent plans and human mental model plans, with a high accuracy.
Evaluation. We evaluated our approach on 13 different planning
problems. We ran the algorithm with a high cost bound, in order
to cover the most explicable candidate plans for all the problems.
The Figure 3 reports the explicability scores of the first 8 solutions
generated by our algorithm for 13 test problems. From this graph,
we note that the reconciliation search is able to develop plans with
incrementally better explicability scores. These are the internal
explicability scores (produced by the explicability distance function).
From Figure 4, we see for the last 7 problems, our planner generated
explicable plans with a cost higher than that of optimal plans; a
planner insensitive to explicability would not have been able to
find these expensive but explicable plans. This additional cost can
be seen as the price the agent pays to make its behavior explicable
to the human. For the first 6 problems, even though the cost is same
Figure 4: For the car domain, the optimal and explicable
plans were compared for their explicability scores.
Figure 5: For the car domain, the optimal and explicable
plans were compared for their explicability scores.
as that of the optimal plans, a planner insensitive to explicability
cannot guarantee the generation of explicable plans. From Figure
6
Figure 6: Comparison of plans costs for the optimal and ex-
plicable plans in the delivery domain.
5, the test subjects provided higher explicability scores for the
explicable plans than the optimal plans for all 13 problems. The
plan scores given by 10 test subjects were computed as the ratio
of explicable actions in the plans to the total plan length. Testing
phase protocol was same as that of the training phase, except for the
questionnaire. The plan scores were averaged over the number of
test subjects. In this domain, an inexplicable plan for changing lanes
from l2 to l1 can be LeftSqueeze-l2-l1, LeftSqueeze-l2-l1, LeftSqueeze-
l2-l1, LeftLightOn whereas an explicable plan would be LeftLightOn,
LeftSqueeze-l2-l1, LeftSqueeze-l2-l1, LeftSqueeze-l2-l1. The ordering
of LeftLightOn action decides whether the plan is explicable.
4.2 Robot based Delivery Domain
This domain is designed to demonstrate inexplicable behaviors of
a delivery robot. The robot can deliver parcels/electronic devices
and serve beverages to the humans. It has access to three regions
namely kitchen, reception and employee desk. For the evaluation,
we used a Fetch robot, which has a single arm with parallel grippers
for grasping objects. It delivers beverages, parcels, and devices
using a tray. Whenever the robot carries the beverage cup there
is some risk that the cup may tip over and spill the contents all
over the electronic items on the tray. Here the robot has to learn
the context of carrying devices and beverages separately even if
it results in an expensive plan (in terms of cost or time) for it. A
sample plan in this domain with explicable and inexplicable plans
is illustrated in Figure 8. Here, in the inexplicable version, the robot
delivers device and beverage together. Although it optimizes the
plan cost, the robot may tip the beverage over the device. Whereas,
in the explicable version robot delivers the device and beverage
cup separately, resulting in an expensive plan due to multiple trips
back and forth. An anonymous video demonstration can be viewed
at https://bit.ly/2JweeYk.
Domain and explicability distance. This domain is also repre-
sented in PDDL. Here both the models were provided by the do-
main expert. The robot model has the following actions available:
pickup, putdown, stack, unstack and move. The domain modeler
providedMRH based on usual expectations of robots with a similar
Figure 7: Comparison of the explicability scores provided by
the test subjects for the optimal and explicable plans in the
delivery domain.
form factor. For example, inMRH , certain actions which could be
perceived riskier (like, carrying the device and cup in the same tray)
had a higher cost due to the possibility of damaging the items. Thus
MRH incentivizes the planner to choose safer actions. Both models
have same state space and action representation. The model dif-
ferences lie in the action-costs as well as preconditions and effects
of actions. There were 20 plan instances created for each of the
13 planning problems. Each of the plans was labeled by 2 human
subjects, which resulted in 40 different training samples (some prob-
lems have multiple solution plans). The performance of different
ensemble learning techniques is as shown in Table 2. We again use
the random forest regression model with an accuracy of 75%.
Evaluation. For evaluation of this domain, 8 new planning prob-
lems (similar to the one shown in Figure 8) were used. These plan
instances with a pictorial representation of intermediate behavioral
states were labeled by 9 test subjects. For testing phase, the same
protocol was followed as that in training phase. Figure 6 shows the
comparison between the plan costs. Whenever the items consist
of beverage cups, the robot has to do multiple trips, therefore all
the explicable plans are more expensive than the optimal plans. For
such scenarios, if a robot uses a cost-optimal planner, the plans
chosen will always be inexplicable with respect to the plan con-
text. In Figure 7, we compare the explicability scores provided by
test subjects. The explicability scores provided by the subjects are
higher for explicable plans. Some plans involved the robot stacking
cups over devices to generate cost-optimal plans. These plans ended
up receiving least scores.
5 RELATEDWORK
An important requirement for an AI agent collaborating with a
human is the ability to infer human’s goals and intents and use
this information to inform its planning process. There have been
various efforts in the direction of human aware planning to ac-
count for human’s beliefs and goals [4, 6, 7, 15, 20] to encourage
human agent interactions. Human-AI collaboration can involve
both purely virtual tasks [1, 3, 19], purely physical tasks [2, 16] or
their combination.
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Figure 8: The goal of the agent is to deliver the device and beverage cup to the destination. In the cost-optimal plan, agent
delivers both the items together, whereas in the explicable plan the agent delivers the items separately. A video demonstration
can be viewed at https://bit.ly/2JweeYk
HRI community has focused on some related issues in the con-
text of the human-AI collaboration, but they have mainly consid-
ered purely physical tasks involving manipulation and motion. Our
multi-model explicability framework can be adapted to the HRI
scenarios too. Indeed, there has been some work on explicabil-
ity of motion planning that goes under the name of predictability
[8, 10, 12]. Predictability assumes the goal is known and deals with
generating likely (straightforward) motion towards it (when the
goal is unknown, legibility is defined in this context, which con-
veys with a motion which goal the robot is reaching for). These
can be understood in terms ofMR -MRH models. The difference
is that for motion tasks, the advantage is that humans have well
understood intuitive/common-sense models (e.g. move in straight
lines as much as possible). This reduces the difficulty of generating
explicable plans considerably, as the human model is fixed, and
the distance between the expected and observed trajectories can
be easily measured. However, in many general domains that may
involve both physical and virtual tasks (or purely virtual tasks),
there are no such widely accepted intuitive human models. In such
cases, the full generality of our approach will be necessary.
Previously, [22] showed the generation of explicable plans by ap-
proximatingMRH to a labeling scheme given that was learned using
conditional random fields. In this work, we study how the problem
changes when the human model is known and is represented in
terms of an action model similar in representation to the agent’s
model. In many domains (household/factory scenarios), there is
a clear expectation of how a task should be performed and MRH
can be constructed using relevant norms. Most deployed products
make use of inbuilt models of user expectations. This allows for
a more informed plan generation process, which we refer to as
reconciliation search. This assumption on model representation also
allows us to investigate the relationship between the traditional
measures of plan distances studied in the planning community and
explicability measure implicitly used by the humans to compare the
agent plans with the expected plans from their model.
This work also has connections with the work on generating
explanations through “model reconciliation” [5] (not to be con-
fused with “reconciliation search” introduced in this paper). The
generation of explicable plans and explanations can be seen as com-
plementary strategies to deal withmodel differences. In Chakraborti
et al. [5], the authors make a similar assumption of having access to
the human mental model. The major difference is that in the work
on explanations, in order to explain an inexplicable plan the model
differences are communicated to the human in order to update
their incomplete or noisy model. However, in our work, we do not
communicate the model differences, instead generate plans that are
closer to the human’s expected plan thereby making the plan more
explicable than it was before. The act of providing explanations can
increase the human’s cognitive load especially when the human
is operating in a mission critical scenario or the communicated
explanation involves multiple updates. In such situations, the com-
putation of explicable plans would be more suitable and would not
lead to increase in the cognitive load as long the explicable plan
is closer to the expected plan. In certain domains, communication
constraints can prevent communication of explanations altogether.
In such situations, generating explicable behavior can be the only
alternative available to the robot.
6 CONCLUSION
In conclusion, we showed how the problem of explicable plan gen-
eration can be modeled in terms of plan distance measures studied
in existing literature. We also demonstrated how a regression model
on these distance measures can be learned from human feedback
and used to guide an agent’s plan generation process to produce
increasingly explicable plans in the course of an anytime search
process. We demonstrated the effectiveness of this approach in a
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simulated car domain and a physical robot delivery domain. We
reported the results of user studies for both the domains which
show that the algorithmically computed explicable plans have a
higher explicability score than the optimal plans.
Going forward, two interesting avenues of future work include
(1) learning to model plan similarities when domains are repre-
sented at different levels of abstraction (e.g. with experts versus
non-experts in the loop); and (2) exploring interesting modes of
behavior that can build upon the developed understanding of hu-
man expectations (e.g. by being inexplicable to draw attention to an
event or, in the extreme case, being deceptive by conforming to or
reinforcing wrong human expectations). The former may require a
rethink of existing plan distance metrics to account for the effects
of model difference in the presence of lossy abstractions.
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