The compositional method, introduced by Feferman and Vaught in 1959, allows to reduce the model-checking problem for a product structure to the model-checking problem for its factors. It applies to first-order logic, and limitations for its use have recently been revealed by Rabinovich (2007) . We sharpen the results of Rabinovich by showing that the composition method is applicable to the asynchronous product (and the finitely synchronized product) for an extended modal logic in which the reachability modality is enhanced by a (semi-linear) condition on path lengths. We show that a slight extension leads to the failure of the composition theorem. We add comments on extensions of the result and open questions.
Introduction
In verification a central question is how to decide properties of products of systems using knowledge about the components (factors).
In the area of model theory Feferman and Vaught developed in [4] a compositional method which allows to do this. They proved that the first-order (FO) theory of a generalized product of structures is reducible to the first-order theory of the component structures and the monadic theory of the index structure (over which the product is formed). Many variants have been regarded since the original result of Feferman and Vaught; a good overview can be found in [10] . Further references are [6, 9, 13, 15] .
In computer science, one can use the method in infinite-state model-checking: When the composition method works, e. g. for a finite product of structures (so that the monadic theory of the index set is decidable), then one can transfer decidability of the model-checking problem from the factor structures to the product structure. In this context, three aspects are characteristic. First, the focus is on special kinds of relational structures, in particular labeled transition systems (i. e. directed graphs with labels on the edges and the vertices). Second, the product constructions are different from the classical work where direct, reduced, and ultraproducts [1] were the focus -in verification various versions of synchronized products are of interest. Third, first-order logic is replaced by logical systems in which (at least certain) reachability properties are definable.
In this framework a few composition results have been obtained, but also quite severe limitations of the compositional method have been shown. An obvious example is the MSO-theory [3, 16] of the successor structure S = (N, Succ) of the natural numbers (proved decidable by Büchi); the asynchronous product of two copies of S with itself is the infinite grid which has an undecidable MSO-theory [14] . So the composition method fails (at least in an effective way). It is also known that the method fails for computation tree logic (CTL).
In the present paper we start from the fact that for modal logic (ML) over transition systems, a Feferman-Vaught theorem holds (Rabinovich [11, 12] ), even for certain "generalized products". This result also holds for asynchronous products when modal logic is extended by the reachability quantifier "EF" of CTL (which gives us ML(R)-logic, "R" for "reachability"). As also shown in [11] , the compositional method already fails for direct products and the logic ML(R). It also fails for asynchronous products and the extension of ML by one of the CTL quantifiers "EU" or "EG".
In this paper we study another borderline of the compositional method, which also illustrates the step from "EF" and "EG". We consider (first) asynchronous products and the extension of modal logic by a reachability operator that involves regular expressions for describing path properties (through the labels of edges). For instance, the operator 3 (ab) * expresses the existence of a path whose sequence of edge labels is in the language (ab) * . We call this the extension of ML by regular reachability and denote it by ML(RegR). (The logic ML(RegR) is expressively equivalent to propositional dynamic logic (PDL) without tests [7] .) Our main result states that a composition theorem holds for the logic ML(Reg1R), i.e. for the case of one-letter alphabets in the regular reachability operators. This amounts to the presence of counting for lengths of paths by means of semi-linear sets of natural numbers. We then show (following a construction of [11] ) that already for a two letter alphabet the composition theorem fails.
We also consider several variants of the main result. First, instead of asynchronous products we consider finitely synchronized products (in which synchronization can only happen via finitely many transitions): Extending a result of Wöhrle and Thomas [17] on the logic ML(R) over finitely synchronized products, we show that compositionality also holds for ML(Reg1R). It is known that for direct (i. e. fully synchronized) products the composition theorem fails. We also give brief comments on cases that work similarly but are quite technical and will not be developed in detail here, in particular on the case of infinite products.
The paper is structured as follows: In the subsequent section, we introduce the structures, logics, and product constructions considered in this paper. Section 3 gives an outline of the composition technique in the form needed here. In Section 4 we show the main result. Section 5 addresses related results which are not given in detail in this paper and also open questions.
Technical Preliminaries
The structures in this paper are labeled graphs; we speak of "transition systems".
where S is a set of states, R a is the transition relation for the letter a ∈ Σ and P v is a unary predicate for every symbol v ∈ V .
In the subsequent sections we will first define the logics we use and afterwards present the product structures, namely the asynchronous product and the (finitely) synchronized product.
Logics
The logic ML(RegR) is defined as an extension to modal logic with reachability via a path that is labeled according to a regular expression. Definition 2.2 Let K be a transition system. For every predicate P v , p v is a ML formula. Let ϕ, ψ be ML formulas, then ¬ϕ, ϕ ∨ ψ, ϕ ∧ ψ, 3 a ϕ and 2 a ϕ are ML formulas. 3 a ϕ (a ∈ Σ) means there exists an a-labeled transition to a state, where ϕ holds and 2 a ϕ means the same for all a-labeled transitions.
The logic ML(RegR) additionally contains the formulas 3 α ϕ and 2 α ϕ with α ∈ Reg(Σ) expressing the property "there exists a path π to a state where ϕ holds, such that the label lab(π) of the path is a word in the language of the regular expression α", respectively the same statement for all paths. Formally we write for
) ϕ where l is the length of the path. The logic ML(Reg1R) is defined analogously with the exception that the regular expression is built only over an one-element alphabet.
We now define the same extension to first-order (FO) logic. Definition 2.3 Let x, y be variables. For every predicate P v (v ∈ V ) and every transition relation R a (a ∈ Σ), P v (x) and R a (x, y) are FO formulas. Let ϕ, ψ be FO formulas, then ¬ϕ, ϕ ∨ ψ, ϕ ∧ ψ, ∃x ϕ and ∀x ϕ are FO formulas.
For a regular expression α ∈ Reg(Σ) the logic FO(RegR) contains the additional atomic formula Reach α (x, y) with the meaning "from x the state y is reachable via a path that is labeled by a word in the language of the regular expression α". As above, for the logic FO(Reg1R) we consider only regular expressions over an one-element alphabet.
Product structures
We look at different products of transition systems, namely the asynchronous and the synchronized product. The synchronized product is defined mainly according to [17] , except the fact that we use the same labels for the local transitions in all components. The abbreviation [n] is used for the set {1, . . . , n}.
, where Σ l is an alphabet for local transitions with asynchronous behavior in the product and Σ i s are alphabets which are used to define synchronized transitions in the product. Let Σ s be the set i∈[n] Σ i s , and let all Σ i s and Σ l be pairwise disjoint. A set C ⊆ 
A synchronized product is called finitely synchronized if the set of transitions R c is finite for every symbol c ∈ C. An asynchronous product is a synchronized product with Σ i s = ∅ and C = ∅. Remark 2.5 We will refer to a variant of the asynchronous product which is discussed in [11] : the n-ary asynchronous product, in which one distinguishes between the a-transitions of the different components: instead of R a , the n-ary asynchronous product contains the relations
Composition Method
In the proof of the composition theorem (Theorem 3.3) we will -for any sentence ϕ to be interpreted in a product of transition systems -inductively compute a set of formulas
for j ∈ N which are interpreted in the components. The composition theorem holds for ϕ and these ϕ i k if the following equivalence is true: The sentence ϕ holds in the product iff for some k ∈ [j] in every component K i the formula ϕ i k is satisfied. Let us make this precise: Definition 3.1 Given a product K of components K 1 , . . . , K n with K i = (S i , . . . ), a formula ϕ which is interpreted in the product, and formulas
We say that satisfaction of ϕ in (K, s) is reducible to the factor structures, if a set D exists, such that D is satisfied iff (K, s) ϕ, and write D ϕ to indicate this.
Notice that D ϕ can be seen as a set representation of a "disjunctive normal form of formulas, interpreted in the components K 1 , . . . , K n ". We will call D ϕ the component DNF for the formula ϕ. Analogously, we will use the term K ϕ with
A conversion between component KNF and component DNF is necessary for handling negation. It works like the normal conversion between KNF and DNF. However afterwards, one has to separate the formulas in the different components and potentially add formulas with the logical value "true" or "false" for some components, such that the format of a component DNF/KNF can be obtained. This is done as follows: Theorem 3.2 For every formula ϕ the component DNF D ϕ can be converted into an equivalent component KNF K ϕ and vice versa.
Proof. Given the component DNF
Let h : {1, . . . , n j } → N j be a bijective mapping that assigns to every index k exactly one tuple (k 1 , . . . , k j ) and let
k is defined by:
The formula ψ i k combines all formulas that are interpreted in the i-th component.
These preliminaries are used in the proof of the (known) composition theorem for modal logic and synchronized products. 
For each sentence ϕ of ML which is interpreted in the product, there exists an (effectively computable) set of auxiliary formulas
for a j ∈ N) which are interpreted in the components, such that
Proof. The proof of this theorem is an extended version of the proof in [11] for n-ary asynchronous products; it is done by structural induction. For any atomic formula p i v one uses the formulas ϕ l (l ∈ [n]) with ϕ i = p i v and ϕ j = tt j for j = i.
2 if we see the ϕ i m as predicates 3 The formulas tt i and f f i stand for statements that are interpreted in the component K i and are always evaluated to true respectively to false.
For the induction step, we assume that component DNFs for the subformulas ψ and θ are given and we construct the component DNF for ϕ for the cases 4 ¬ψ, ψ ∨ θ and 3 a ψ (a ∈ Σ l ∪ C):
. . , ψ n k } be the given component DNF for ψ. We immediately get the component KNF K ϕ = {ϕ 1 , . . . , ϕ j } with ϕ k = {¬ψ 1 k , . . . , ¬ψ n k } which can be converted 5 into a component DNF as mentioned above.
• ϕ = ψ ∨ θ: Let D ψ and D θ be the component DNFs for ψ and θ. We get D ψ ∪ D θ for D ϕ .
•
. . , ψ n k } we will compute the component DNF for ϕ using the auxiliary sets
. D i ϕ expresses that in the i-th component of the product there exists an a-labeled transition to a state where ψ holds. D ϕ is the disjunction over all these possibilities, so it can be defined as
Main Result
In this section we study the composition theorem for the extension of modal logic by regular reachability. We treat the cases of asynchronous products, respectively finitely synchronized products in subsections 4.1 and 4.2. Finally, we conclude with a generalization to FO-logic with regular reachability.
Asynchronous product
We prove that the composition theorem can be used for asynchronous products and the logic ML(Reg1R). Moreover, we show that it fails if the extension of modal logic is considered, where we allow reachability via a regular path property (according to a regular expression over an alphabet with two symbols).
Theorem 4.1 (Composition theorem for asynchronous products and the logic ML(Reg1R)) Given the asynchronous product
For each sentence ϕ of ML(Reg1R) which is interpreted in the product, there exists an (effectively computable) set of auxiliary formulas ϕ i k (k ∈ [j], i ∈ [n] for a j ∈ N) of ML(Reg1R) which are interpreted in the components, such that
For the proof of Theorem 4.1 we need a possibility to reduce a formula 3 α ϕ with α ∈ Reg({a}) to formulas in the components. Therefore, we will first show that it is sufficient to handle only the case of regular expressions α = β * for β = a k with k ∈ N by using semi-linear sets. In the second step we will reduce a formula 3 (a k ) * ϕ -which means that the length of the path is divisible by k -to formulas in the components. 
Thus α is equivalent to the regular expressionᾱ = α 1 + · · · + α m where
Remark 4.3 We can use the following algorithm to translate α to t(α) with the requirements ofᾱ from lemma 4.2.
It remains to check formulas of the type 3 (a k ) * ϕ, meaning that the path length is divisible by k. Intuitively, if we have e. g. two components K 1 , K 2 , the reason why the path length in the product is divisible by 3 can be that in both components the parts of the path are divisible by 3 without remainders or that the parts are divisible by 3 with remainders (1, 2) or (2, 1) in the components (K 1 , K 2 ).
With these preparations we can now prove Theorem 4.1.
Proof. The atomic cases and the cases ¬ψ, ψ ∨ θ and 3 a ψ are treated like in the proof of Theorem 3.3; for the case ϕ = 3 (a k ) * ψ note that ϕ expresses that there exists a path π to a state s ′ where ψ holds, such that the length of π is l with l = 0 (mod k) and l ≥ 0. The label of this path is a l . For these l alabeled transitions exist different distributions over the components; let l i denote the number of a-transitions chosen in the component K i . For the existence of this path n i=1 l i = 0 (mod k) must hold for any distribution (l 1 , . . . , l n ) of a-transitions over the components K 1 , . . . , K n . l i is representable as l i = l i + t i * k with l i ∈ {0, . . . , k − 1} and t i ∈ N. With this we also get n i=1 l i = 0 (mod k). We can now express for fixed values of the l i the distribution (l 1 + t 1 * k, . . . , l n + t n * k) by the tuple of regular expressions (a l 1 (a k ) * , . . . , a ln (a k ) * ). Because of l i ∈ {0, . . . , k − 1}, there exist k n of such tuples. Let D ψ = {ψ 1 , . . . , ψ j } with ψ k = {ψ 1 k , . . . , ψ n k }. With the observation above we get
The same proof covers the case that the reachability modality is used with a semi-linear constraint on the length of paths. Formally, this case is captured in the following way: For Σ ′ ⊆ Σ we introduce a new label b such that s
From Theorem 4.1 we immediately obtain the following corollary on the decidability of the model checking problem in the product.
Corollary 4.4 If the ML(Reg1R) model checking problem is decidable for each of the transition graphs
For each of the composition theorems shown below, a corresponding corollary on decidability of model-checking over products can be inferred. We do not state these counterparts to Corollary 4.4 explicitly.
Let us now verify that the result cannot be strengthened to cover 2-letter alphabets. Therefore we first present a schema -developed in [11] -that can be used to prove that the composition theorem fails for a logic which can express a specific formula. It will be used afterwards to show that the composition theorem fails for the logic ML(RegR) and asynchronous products. Lemma 4.5 Given a formula ψ and two infinite sets of transition systems {C k | k ∈ N} and {D l | l ∈ N} with state sets S C k and S D l , a common state s ∈ S C k ∩S D l and a product specification for C k × D l for all k, l ∈ N. The composition theorem fails if the following properties hold:
Proof. (essentially [11] ) The proof is done by contradiction. Let k, l ∈ N. We assume that the composition theorem holds for a logic which can express ψ. According to the composition theorem, for every sentence ϕ which is interpreted in the product C k × D l there exists a j ∈ N and formulas ϕ 1 1 , ϕ 2 1 , . . . , ϕ 1 j , ϕ 2 j , interpreted in the components, such that
We define an equivalence relation ∼ on {C k | k ∈ N} which expresses that two transition systems are equivalent, if they satisfy the same formulas of {ϕ 1 m | m ∈ [j]}.
The set {ϕ 1 m | m ∈ [j]} is finite, so we get a partition of {C k | k ∈ N} into finitely many equivalence classes. There must be at least one equivalence class which contains at least two (in fact infinitely many) transition systems, because {C k | k ∈ N} is infinite. We now call these two classes C k and C l . By the precondition (C l × D l , (s, s) ) ψ holds and by the definition of the equivalence relation (C k , s) ϕ 1 m ⇔ (C l , s) ϕ 1 m holds, from which we get (C k × D l , (s, s)) ψ which is a contradiction to the assumption.
2
Theorem 4.6
The composition theorem (Theorem 4.1) fails for the logic ML(RegR).
We will prove that the composition theorem already fails for a formula which expresses that there exists a path which is labeled alternatively with a and b: we use the formula 3 (ab) * ϕ.
Proof. Given two sets of transition systems {C k | k ≥ 2} and {D l | l ≥ 2} where C k is defined as (S k , R a , R b , Q) with S k := [k], R a = ∅, R b the successor relation, and Q = {k}. The transition system D l has the same format with R a and R b switched. Let ϕ be the formula q 1 ∧ q 2 which holds only at the "last" state (k, l) of the asynchronous product C k × D l which is indicated by the filled states in figure 1. For k = l the path (1, 1)
For k = 4 this situation is shown on the left side of the figure 1. For the case k < l the only path starting at (1, 1) which is labeled alternating with a and b can only be extended by a's from the state (k, k) onwards, so (C k × D l , (1, 1)) 3 (ab) * ϕ. This is shown in the figure 1 for k = 4 and l = 6. The case k > l is analogous. So we meet the requirements for the lemma 4.5. As consequence the composition theorem fails for asynchronous products and the logic ML(RegR). 
Finitely synchronized product
We now show that Theorem 4.1 extends from asynchronous to finitely synchronized products (in the sense of [17] ). Afterwards, we prove that the composition theorem also works for the logic FO(Reg1R), again for finitely synchronized products.
Theorem 4.7 (Composition theorem for finitely synchronized products and the logic ML(Reg1R)) Given the finitely synchronized product K of transition systems K 1 , . . . , K n from the definition 2.4 and the initial state s = (s 1 , . . . , s n ).
Proof. As the local and synchronized transitions are disjoint we only have the two cases α ∈ Reg({a}) for a ∈ Σ l respectively a ∈ C.
• For a ∈ Σ l we can restrict the transition structure of the product to the asynchronous transitions and treat the formula 3 α ψ like above.
• For a ∈ C we restrict the transition structure to the synchronized transitions.
Since there are only finitely many transitions there are only finitely many reachable states. For every regular expression β i , let S(β i , s) be the set of reachable states from the state s. For every β there exists a k ∈ N, such that
We can strengthen Theorem 4.7 to the more interesting case that the counting extends over a full path, including the local and the synchronized transitions.
Theorem 4.8 The composition theorem (Theorem 4.7) holds for finitely synchronized products and modal logic which is extended by reachability via paths where the length of the path is required to be a semi-linear set L.
Proof. First we treat the typical case where the path length is required to be divisible by k with remainder r. Let c∈C R c = {r 1 , . . . , r p } be the set of synchronized edges. The theorem will be proven in three steps: (i) We will inductively construct semi-linear sets which describe all paths using the synchronized edges r 1 , . . . , r m (m ≤ p). This decomposition follows the pattern of Kleene's Theorem.
(ii) We show that for the calculation of the path lengths modulo a number k it is sufficient to use every synchronized edge only at most k times.
(iii) We use the idea of (i) together with the limitation (ii) to construct sets for each component and describe the distribution of the asynchronous and synchronized transitions over the components such that the length of the path in the product is divisible by k with a remainder r.
(i) Let s m and t m be the states of the edge s m rm − − → t m for m ∈ [p], let z 0 be the initial state and z f be a dummy state, which will only be used for notational ease. We inductively construct sets L m i,j for i, j ∈ {s 1 , t 1 , . . . , s p , t p , z 0 , z f } which express "from i there exists a path to the state j using at most the synchronized transitions r 1 , . . . , r m such that the path is in the semi-linear set L m i,j ". Finally we get L p z 0 ,z f which uses at most all synchronized transitions.
Let a be a new symbol such that s a − → s ′ , if s a ′ − → s ′ for an a ′ ∈ Σ l and let α i,j be a regular expression over the alphabet {a}. Induction start (m = 0):
For m = 1 the second part of the semi-linear set L m i,j describes the path
(ii) Note that it is sufficient to pass through each synchronized transition a finite number of times: For each synchronized transition we get all possible path lengths modulo k after passing through the transition at most k times. The worst case occurs if k is a prime number, we want to get a path length divisible by k with remainder 0 and for the synchronized transition s c − → t there exists only one path from t back to s, which has the length k. Then we will have to use this path including the transition s c − → t k-times to get a path length divisible by k. So we can replace the star in L m i,j by a disjunction of the repetitions up to k-times. (iii) To build statements in the components, we use the following ideas:
• We guarantee that the corresponding parts (c 1 , . . . , c n ) of the synchronized transition c are used in the same sequence in all components.
• We allow everywhere in between asynchronous transitions.
• We check that the number of the asynchronous transitions used in all components together with the number of synchronized transitions is divisible by k with remainder r. 
Therefore we inductively define for each component
• Let J = (j 1 , . . . , j m ) and J ′ = (j 1 , . . . , j m−1 )
where |M | denotes the length modulo k of the paths described by M . Note that for a fixed J there are only finitely many of such solutions and there are only finitely many J. The general case where the length of the path shall be in a semi-linear set can be treated in the following way: Let L be a semi-linear set over an one-element alphabet. Then the semi-linear image ψ(L) has the form i∈ [u] 
For each of these sets M i we define "modmin {k i1 , . . . , k it i }" by:
Note that modmin {k i1 , . . . , k it i } calculates the value of k i0 . The general case can now be solved for one M i if we replace everywhere in the proof above "mod k" by "modmin {k 1 , . . . , k t i }".
Before we generalize the result to FO-logic with regular reachability over an one-element alphabet, let us mention that Wöhrle and Thomas already treated in [17] the cases of asynchronous and finitely synchronized products for the logics FO(R) and FO(RegR) -in the first case, compositionality holds, in the second it fails. For reachability they used an extension of FO-logic by new atomic formulas Reach Σ ′ (x, y) meaning that there is a path from x to y, carrying any letters of the alphabet Σ ′ ⊆ Σ.
We now adapt the proof of Theorem 4.8 to the logic FO(Reg1R), respectively FO-logic extended by reachability via paths where the length of the path is required to be a semi-linear set L. Here we admit atomic formulas of the form Reach α (x, y) where α is a regular expression over {b} and b is a new edge label such that s b − → t if there exists an a ∈ Σ ′ ⊆ Σ l ∪ C with s a − → t. We obtain: Theorem 4.9 (Composition theorem for finitely synchronized products and the logic FO(Reg1R)) Given the finitely synchronized product K of transition systems K 1 , . . . , K n from the definition 2.4. For each sentence ϕ of FO(Reg1R) which is interpreted in the product, there exists an (effectively computable) set of auxiliary formulas
for a j ∈ N) of FO(Reg1R) which are interpreted in the components, such that
The analogous statement holds for finitely synchronized products and FO-logic which is extended by reachability via paths where the length of the path is required to be a semi-linear set L.
Proof. The (inductive) proof is analogous to the corresponding proofs for finitely synchronized products. The atomic cases of predicates and transition relations and the cases of the induction step (the existential quantifier, the negation, and the disjunction) are treated in the standard way. Letx = (x 1 , . . . , x n ),ȳ = (y 1 , . . . , y n ) be variables which are interpreted in the product, let a ∈ Σ l and c = (c 1 , . . . , c n ) ∈ C be transition labels of an asynchronous respectively a synchronized transition of the product, then the corresponding sets D ϕ for the formulas ϕ are built as follows:
• ϕ = (x =ȳ): The set D ϕ is constructed as {{ϕ 1 , . . . , ϕ n }} with ϕ i = (x i = y i ) for i ∈ [n].
• ϕ = P k v (x): The set D ϕ is constructed as {{ϕ 1 , . . . , ϕ n }} with ϕ k = P k v (x k ) and
if c i = ǫ and ϕ i = (x i = y i ) otherwise.
• ϕ = ¬ψ, ϕ = ψ ∨ θ: These cases are the same as in the composition theorem (Theorem 3.3).
• ϕ = ∃x ψ(x 1 , . . . ,x l ,x): Given D ψ = {ψ 1 , . . . , ψ m } with ψ j = {ψ 1 j , . . . , ψ n j } for j ∈ [m], the set D ϕ is constructed as {ϕ 1 , . . . , ϕ m } with ϕ j = {∃x 1 ψ 1 j , . . . , ∃x n ψ n j } for j ∈ [m].
Apart from that we have the additional atomic case that one state is reachable by another via a path that is labeled with a word of a regular expression α over the one-element alphabet {b}. By lemma 4.2 we can assume α = (b k ) * .
• ϕ = Reach α (x,ȳ): For the asynchronous product the set D ϕ is constructed as 
Further Results and Conclusion
We have shown results that exhibit new cases where the composition technique (or Feferman-Vaught technique) can be applied in infinite-state model-checking. We showed that the composition theorem holds for an extension of modal logic by reachability together with regular constraints on path lengths -i. e., semi-linear properties of path lengths can be built into the reachability operator as an addendum to modal logic. Already the step to two-letter alphabets leads to a failure of the composition theorem. We generalized the results to FO-logic with regular reachability. We add some remarks on further results and state some open questions. First, the complexity of the model-checking problem for a product structure is quite pro-hibitive. In [2] for FO a non-elementary lower bound was proven for the number of the auxiliary formulas. An open question is, if this also holds for the case of ML. In [5] we showed for which operators of the formulas the number of auxiliary formulas increases exponentially and that it depends not only on the alternation depth of 3-and 2-quantifiers, but also partly on the ∧-/∨-operators, depending on which is the next outer 3-and 2-quantifier.
Second, we mention that a more ambitious generalization of the present results which deals with the case of infinite products (with index set N) is possible. Here the analogous statements to Theorems 4.1 on ML(Reg1R) and 4.6 on ML(RegR) hold, but for ML(Reg1R) involve quite more technical work. First, the "decomposition" of formulas can no more be done on the propositional level (as in our sets D ϕ in Section 3) but on the level of MSO-logic over N. The essential fact we use is the expressibility of semi-linear properties of natural numbers in the MSO-theory of (N, Succ), and that this theory is decidable.
An open question is whether other interesting fragments of the regular languages (beyond the case of one-letter alphabets) exist where a compositional approach to model checking is possible.
As another open problem we mention whether for ML the rather disappointing upper complexity bounds can be improved by more refined algorithms.
