Abstract: Individual tree heights are needed in many situations, including estimation of tree volume, dominant height, and simulation of tree growth. However, height measurements are tedious compared to tree diameter measurements, and therefore height-diameter (H-D) models are commonly used for prediction of tree height. Previous studies have fitted H-D models using approaches that include plot-specific predictors in the models and those that do not include them. In both these approaches, aggregation of the observations to sample plots has usually been taken into account through random effects, but this has not always been done. In this paper, we discuss four alternative model formulations and report an extensive comparison of 16 nonlinear functions in this context using a total of 28 datasets. The datasets represent a wide range of tree species, regions, and ecological zones, consisting of about 126 000 measured trees from 3717 sample plots. Specific R-functions for model fitting and prediction were developed to enable such an extensive model fitting and comparison. Suggestions on model selection, model fitting procedures, and prediction are given and interpretation of the predictions from different models are discussed. No uniformly best function, model formulation, or model fitting procedure was found. However, a 2-parameter Näslund and Curtis function provided satisfactory fit in most datasets for the plot-specific H-D relationship. Model fitting and height imputation procedures developed for this study are provided in an R-package for later use.
Introduction
Information on tree heights is essential in forest inventories for computing tree volumes. Also, growth and yield simulators usually need information on tree height, either at the individual tree, plot, or stand level, to predict forest dynamics, dominant height, and site index (e.g., Huang et al. 2000) . However, field measurement of tree height is rather tedious compared to measuring tree diameter. That is why many forest inventories save time and effort by predicting tree heights using heightdiameter (H-D) models instead of direct measurements. Height measurements from a subsample of trees on each sample plot or sample plot cluster may be utilized for improved prediction of the local H-D curve.
Two kinds of H-D models have been reported in the literature: models that express the height as a function of tree diameter only and models that include additional stand-level predictors in the model. Soares and Tomé (2002) call these two model types local and regional H-D models, respectively, whereas others use the term "generalized" for the latter model type (Temesgen and von Gadow 2004; Paulo et al. 2011) . However, both these models can be fitted at the plot-level and regionally, as we will discuss later on. We therefore use the term simple for the model without stand-level predictors in contrast to the generalized model that also includes stand-level predictors. An important special case of the latter model type is a model with any plot-specific aggregate of tally trees as an additional predictor (e.g., quadratic mean, arithmetic mean, or the basal-area median diameter, stand density (trees per ha) or basal area) (e.g., Siipilehto 1999) . Indeed, such a model does not need additional measurements other than tree diameters of the plot and is therefore as widely applicable for prediction as the simple model.
H-D models often aim at predictions at the plot level. Therefore, the models should express the plot-specific H-D relationship. The generalized models take a step towards this direction by including plot-specific predictors. However, they still assume that plots with similar values of stand-level predictors also have similar H-D curves. Therefore, the solution is not fully satisfactory. An approach relying purely on plot-specific relationships is provided by allowing plot-specific parameters in the models. A possible way to do that is to fit separate models by plot. However, this approach is usually inappropriate in practice, since it requires a large number of trees per plot and does not allow prediction for plots outside the modeling data. The data needs can be reduced by using plot index as a categorical predictor in the model, but the problem of prediction for new plots still remains. In addition, such a model does not allow any other plot-specific characteristics (e.g., mean diameter) as predictors, because it leads to over-parameterization. An approach that also enables prediction for new plots is provided by the mixed-effects models, where a fixed part provides the predicted H-D curve for a typical sample plot of the modelling data (fixed-effect prediction). A prediction augmented with predicted values of the random effects (random-effect prediction) provides a calibrated prediction, which realistically describes the plotspecific H-D relationship. Especially in situations where sample trees are available from the plot in question, the mixed-effects models have proven highly useful, since they allow for developing plot-specific H-D curves with minimal sample size per plot (e.g., Lappi 1991 Lappi , 1997 Mehtätalo 2004 Mehtätalo , 2005 Calama and Montero 2004; Paulo et al. 2011; Sirkiä et al. 2014) .
Some authors have criticized the fixed-effect prediction of a mixed-effects model for poor predictive performance when compared to a prediction from fixed-effect models using RMSE and empirical bias as the criteria (e.g., Temesgen et al. 2008 ). Therefore, they have fitted H-D models as fixed-effects models, ignoring the grouping of the observations into sample plots. Most of these articles have used a generalized model (e.g., Arabazis and Burkhart 1992; Houghton and Gregoire 1993; Lynch et al. 2005) , but there are also published simple regional models (e.g., Moore et al. 1996; Huang et al. 2000) . These models are justified if the aim is marginal prediction, i.e., prediction of the mean height of trees with a given diameter (and given plot-specific predictors in the case of generalized model) in the region of interest. However, they do not provide a plot-specific prediction for a plot of interest or for a typical plot of given characteristics. In addition, the fixed-effects models are not satisfactory from the viewpoint of statistical inference, since they do not yield reliable estimates of parameter uncertainty.
One could also classify the H-D models as nonlinear and linear. The linear models are traditionally preferred because of the wellestablished theory of estimation and inference. However, fitting nonlinear mixed-effects model is nowadays seldom problematic, nor is inference a major issue in most forest inventory applications. In addition, articles comparing different functions for the H-D relationship (e.g., Huang et al. 1992; Arabazis and Burkhart 1992) have found nonlinear models better than the linear models. Even though some nonlinear models could be easily linearized, we focus on such nonlinear models that have fitted well in literature and where the response is untransformed tree height. Our main reason for using nonlinear models is to avoid the need for back-transformation bias correction. However, one should remember that there may still be some bias problem, because parameter estimates of nonlinear models, and therefore also the predictions, are only asymptotically unbiased (Box 1971) .
In this study, we explored the fit of different nonlinear functions for the H-D relationship in 28 different datasets, representing a wide range of regions, ecological zones, and tree species. To demonstrate the differences between the marginal and plotspecific H-D relationships, the fitting was done both using the fixed-effects and mixed-effects modeling approaches. In addition, we developed generalized mixed-effects models for four example datasets to demonstrate that the best-fitting models can differ largely in different datasets and to demonstrate the predictive properties of generalized and simple mixed-and fixed-effects models.
Material
The empirical data of this study includes 19 different growth and yield experiments and inventory datasets from Europe, Asia, North America and South America, representing ecological zones from tropical to boreal conditions. Five of the datasets included several measurement occasions, which were treated as a separate datasets. The maximum number of measurement occasions per experiment was, however, restricted to three. This yielded a total of 28 datasets, with a total of 126 019 trees from 3717 sample plots. More details are given in Table 1 .
Methods

The simple mixed-effects model
Denote the height of tree j on plot i by h ij and the corresponding tree diameter at breast height by d ij . Depending on the applications, i could be the index of a forest stand or region as well, but in this paper we will call it the plot index for clarity of presentation. The mixed-effects model for plot i is defined as,
where f(d ij ; ␤ i ) is the systematic part of the model, and e ij is the unexplained residual error. If the model form is correct and parameters are known, f(d ij ; ␤ i ) provides a conditional mean E(h ij |d ij ) on the plot. The systematic part can be either linear or nonlinear with respect to ␤ i ; our notation covers both options. However, the most widely used functions are nonlinear unless some transformation is made to h ij . The p-element vector ␤ i includes parameters of the mean function for plot i, with p = 2 or p = 3 parameters. The systematic part is allowed to vary between sample plots through inclusion of random effects. For the simple mixed-effects model, we define,
where B represents the parameters for a typical plot in the whole population of plots, and plot effects b i express the difference in the parameters of plot i from the typical plot. The plot effects are assumed to have a common multivariate normal distribution with mean 0 and variance-covariance matrix var(b i ) = D for all values of i. The residual errors are assumed to be independent, with zero mean and common constant variance var(e ij ) = 2 . For heteroscedastic data, one can also model the variance parametrically. For example, one can assume the power-type variance function, (3) var(e ij ) ϭ 2 w ij
2␦
which allows both increasing (␦ > 0) or decreasing (␦ < 0) variance with respect to the predictor w ij . The value ␦ = 0.5 implies a linear relationship between the variance and tree diameter, and ␦ = 1 implies a linear relationship between standard deviation and the predictor. A commonly used formulation of the variance function is the "power-of-the-mean" type formulation w ij ϭ ŷ ij , which requires an iterative estimation procedure. In this paper, we consider two alternative predictors in the variance function: tree diameter w ij = d ij and truncated relative tree diameter w ij = max(1, z ij + 3), where
and m i and s i are the mean and standard deviation of tree diameter on plot i. Adding the constant 3 to the standardized diameter and thereafter truncating at the value 1 make the predictor always positive. Furthermore, because most trees (approximately 97.5% of them) should have relative diameter above -2, this parameterization provides a nice interpretation of 2 as the (constant) error variance for the smallest trees of the plot; for the rest of the trees, the variance may either increase or decrease, depending on the value of parameter ␦.
The fitting of a mixed-effects model involves estimation of model parameters B, D, , and possibly ␦. In addition, the ploteffects b i are obtained as a by-product from the estimation of a nonlinear model. The standard method of estimation is based on restricted maximum likelihood, and tests on nested models are based on the likelihood ratio (random part) and conditional F tests (fixed part). Non-nested models can be compared using Akaike and Bayesian information criteria (AIC, BIC) (Pinheiro and Bates 2000) .
The generalized mixed-effects model
In the generalized mixed-effects model, parameter vector ␤ i of model (1) is written as a function of plot-specific predictors x i and random effects b i as follows,
The vector ␥ is a vector of parameters that are estimated in model fitting. The function B(x i ; ␥) is assumed to be of the linear form x i =␥. The assumptions on the residual errors and random effects are the same as earlier for the simple models.
Some stand-level predictors x i can be computed directly using the sample tree diameters. Such predictors are, for example, the means and variances of the diameters or basal area or stand density per area unit, if the sampling design allows such computation using the available diameter sample. A model including these predictors does not require additional information compared to the simple mixed-effects model. In observational H-D datasets, these stand-level aggregates may be correlated with the random effects of the simple mixed-effects model, meaning that the random effects do not have a common distribution if these aggregates are not included as fixed predictors in the model. Such a model may be inappropriate both for inference and for prediction. However, reformulating the fixed part by including the correlated aggregates (with appropriate transformations) solves the problem.
Plot-specific prediction using mixed-effects models
In the mixed-effects model (eqs. (1) and (2) or (5)), prediction is possible at two levels of grouping. A prediction called fixed-effect prediction is obtained by evaluating the random effects at their expected value, i.e., when b i = 0. The resulting function provides the plot-specific H-D curve for a typical plot of the modeling dataset. Such predictions may be useful for a sample plot that does not have any height sample trees available for prediction of the plot effects, but one wants to produce a realistic plot-specific H-D curve. The fixed-effect prediction can also be interpreted as a marginal (population-averaged) prediction in some special situations.
Improved plot-specific prediction is provided by the randomeffect prediction, where the predictions of random effects for the plot in question are utilized. Details on the procedures of randomeffect prediction are not provided here, but readers are referred to Pinheiro and Bates (2000) for the case where prediction is done during the model fitting stage; please refer to Meng and Huang (2009); Calama and Montero (2004) and Sirkiä et al. (2014) for the case where prediction is done afterwards (mixed model calibration). These resulting curves are very similar to the curves that would result from separately fitting each plot, especially if the number of trees per plot is high. Nevertheless, by pooling observations from all plots together and stipulating random plot effects, far fewer observations per plot are needed to enable prediction. Even one measured sample tree per plot is enough for prediction of b i , although increasing the number of sample trees improves the accuracy of the resulting prediction. For mixed model calibration of linear models, see Lappi (1986) ; Lappi and Bailey (1988) ; Lappi (1997) and Mehtätalo (2004) .
Simple and generalized fixed-effects models for marginal prediction
Instead of the H-D relationship at the plot level, one might be interested in the mean height of trees with given diameter and plot-specific predictors in the population of trees, the marginal H-D relationship. This relationship is also commonly called the populationaveraged prediction. We consider two kinds of marginal prediction: (i) the mean height for a given diameter over whole population of trees (simple marginal prediction) and (ii) the mean height for a given diameter in the subpopulation of trees that originates from sample plots with similar plot-specific characteristics (generalized marginal prediction).
A practical and straightforward method to estimate the marginal relationship is to fit an ordinary or weighted least-squares regression by ignoring the hierarchy of the data in model fitting. For simple marginal prediction, this means fitting the simple fixedeffects model,
where the parameter ␤ is common for all plots. The generalized marginal predictions are provided by the generalized fixed-effects model, where ␤ is replaced by a (usually linear) function of plotspecific predictors, x i =␥, the parameters ␥ of which are common to all plots.
The fixed-effects model assumes all observations to be independent realizations from a common population model. This does not hold because of grouping of trees into sample plots, which results in dependence among observations, which might be caused, inter alia, from stand or microsite conditions that affect growth. From this point of view, the fixed-effects model is inaptly formulated, and the related tests and confidence intervals cannot be trusted. In addition, the estimators of the parameters are not fully efficient. Fitting of marginal models is commonly justified from the predictive point of view (Temesgen et al. 2008; Garber et al. 2009 ), where the fixed-effect prediction of a mixed-effects model may have clearly higher RMSE than a prediction of a fixedeffects model. However, straightforward use of the RMSE as the evaluation criteria leads to favoring fixed-effects models estimated using OLS, because OLS estimation uses MSE as the model fitting criteria.
A better approach for marginal prediction would be to use the mixed-effects model. For generalized marginal prediction, this means averaging the prediction from a generalized mixed-effects models over the distribution of random effects (de-Miguel et al. 2012) . For the simple marginal prediction, one might be tempted to use a similar approach with simple mixed-effects model. However, this does not provide a satisfactory solution in the common situation where the simple mixed-effects model is improperly formulated because random effects correlate with plot-specific aggregates of diameter (e.g., mean diameter and stand density). A properly formulated generalized mixed-effects model should be used for simple marginal prediction in this case, by averaging the generalized marginal prediction over the distribution of the plotspecific predictors for the given tree diameter. For this average, a joint distribution of the model predictors in the tree population of interest is needed.
Modeling the H-D relationship in different datasets
The applied nonlinear functions A set of 16 functions was selected from previously published studies on H-D modeling (Table 2) . To avoid problems with back transformation bias, we used only functions that expressed tree height without transformations. All functions were nonlinear, with either 2 (7 functions) or 3 parameters (9 functions). All functions were parameterized so that parameter a defines the scale of the H-D model, which is the major dimension of variability among sample plots.
Simple models for all datasets
We fitted each function to each dataset as a simple mixedeffects model (eq. (1)) using package nlme of R-environment (R Development Core Team 2010; Pinheiro and Bates 2000). All parameters were initially assumed random, with a general positive definite variance-covariance structure for the random effects. If this model did not converge, then the number of random parameters was reduced (by dropping random effects associated with parameter c, b in this order) until the model did converge. However, if model fitting with even one random parameter (scale parameter a) was not successful, the modeling effort was abandoned for the data in question, and the model was classified as non-converging.
To illustrate the differences between the marginal and plotspecific H-D relationship, we fitted also simple fixed-effects models (eq. (6)) to each dataset, regardless of the problems related to efficiency and inference on the models. These models were fitted to the datasets by using function gnls of the nlme package.
The simple models (both fixed-effects and mixed-effects models) were fitted by assuming constant error variance, which leads to a minimum RMSE when the number of trees per plot is large. Therefore, the use of RMSE is justified at this stage in comparing the fit of functions with a similar number of parameters in the same dataset. For each dataset and model, the models were ranked according to the RMSE of height prediction in the model fitting dataset; the evaluated plot-specific prediction included the predicted random effects. The ranking was done separately for 2-and 3-parameter models and for mixed-effects and fixed-effects models. For each of these classes, the number of first ranks, ranking among the best three models, mean rank, and number of datasets with non-convergence were computed for each model.
The best-fitting functions were re-estimated by using the powertype variance function, using tree diameter as the predictor in the function. Models with and without variance functions were compared using the LR test of REML fits, as implemented in the nlme package. In addition, the best-fitting 2-and 3-parameter mixedeffects models were compared to each other by using the Akaike and Bayesian information criteria (AIC and BIC) using ML fits, which are the only possible criteria to compare fits of non-nested models.
Because of a large number of datasets and models, functions for model fitting, evaluation, and tree height prediction were implemented in the R-package lmfor (Mehtätalo 2015) . These functions use the fitting routines of the nlme package inside the implemented functions but use reasonable default arguments and starting values for the parameters, thus being easy and fast to use in the context of height modeling and imputation. The initial values of the parameters were based on an OLS fit of the linearized forms of the models.
Generalized models for selected datasets
Detailed modeling of the H-D relationship was conducted for four different datasets. The datasets were selected so that they all had a different model selected as the best one in the simple model fitting stage. The generalized mixed-effects model fitting included a more detailed assessment of fit using plots of residuals and random effects, information criteria, conditional F-tests of fixed effects, and likelihood ratio tests on random effects and error variance. We assumed that no information other than the measured tree diameters and heights were available on the sample plots, therefore only the mean diameter and number of trees per hectare were evaluated as predictors in the models.
A generalized fixed-effects model was estimated for each dataset by fitting the final generalized mixed-effects model without random effects.
Results
Evaluation of simple models
In the mixed-effects model fitting, the best 2-parameter models were the functions called Näslund and Curtis (Table 3 ). Näslund's function was the best when ranked according to number of first ranks, whereas the Curtis model was the best when ranked according to number of ranks 1-3 or mean rank. Schumacher's function was the third best among the 2-parameter models. In the simple fixed-effects model, Näslund's model fitted the best according to all these criteria, followed by the models of Curtis and Meyer. Only one fit did not converge, and all estimated variancecovaraince matrices were positive definite. On the other hand, none of the fixed-effects model fits converged to all datasets.
From among the 3-parameter models, the best simple mixedeffects models were the models named Prodan, Gomperz, and Ratkowsky (Table 4) . For the simple fixed-effects model, the best functions were the Chapman-Richards and Hossfeld IV functions. Convergence was a problem when fitting simple fixed-effects models. In fact, none of the models would converge to a solution when fitting the Aleppo pine data. Also, simple mixed-effects models had convergence problems with some datasets. A nonpositive definite estimated variance-covariance matrix of random effects was obtained in 5-8 datasets for all models.
The variance function improved the fit in all but one dataset. However, the additional parameter introduced by the variance function increased the number of convergence problems compared to the fits without variance function. Table 5 shows the best-fitting model for each dataset. Prodan's function provides Näslund's function as a special case, when b = 2ac, and Prodan's function was the best-fitting 3-parameter model for four datasets where Näslund's function was the best 2-parameter function. Otherwise, we did not notice any logical pattern in the fit of different models. For example, our datasets represented several different pine tree species, but the best fitting model was different for different pine species. The best-fitting models for the same dataset at different measurement occasions also varied without an obvious pattern.
The BIC suggested the more parsimonious 2-parameter model for 15 datasets, and the less conservative AIC suggested it for 9 datasets out of the 28. Three-parameter models were generally suggested for datasets with the largest number of observations, whereas 2-parameter models were sufficient for most smallest datasets. When considering the RMSE of height prediction, the 3-parameter model usually provided a very small reduction compared to the 2-parameter models. Huang et al. (1992) 16
Hossfeld IV H(D) ϭ BH ϩ a
Logistic model for Scots pine data
The previous comparisons of simple mixed-effects model for the pure Scots pine dataset (Scots pine A) suggested the logistic function for the plot-specific H-D relationship. The evaluation was made by having a random effect associated with each of the 3 parameters.
We first evaluated whether a model allowing heteroscedastic error variance improved the model fit. The class-specific standard deviations (Fig. 1, top) show some decrease in error variance as a function of relative tree diameter (see eq. (4)), but this trend was satisfactorily modeled by the power-type variance function where the predictor was the truncated relative diameter (Fig. 1, bottom) .
Next, we explored whether the fit would get significantly worse if the number of random effects were reduced to two (for parameters a and b) or one (for a only). These restrictions increased the RMSE of predicted height appreciably, from 1.365 to 1.394 and 1.569 meters, respectively. Furthermore, the confidence intervals of class means in the middle and especially in the top graph of Fig. 2 showed a nonlinear trend, thus indicating lack of fit for the restricted model. For these reasons, all three random effects were retained in the model. These choices on variance function and random effects were supported also by an approximate LR test on the REML fits.
Next, we explored the correlation of the random effects with the plot-specific mean diameter and stand density. All three random effects had showed linear correlation with the untransformed mean diameter of the plot (Fig. 3) , and including them significantly improved the model fit when evaluated using the conditional F-test. Therefore, the generalized mixed-effects model for the Scots pine A dataset was,
where Greek letters are used for fixed coefficients, d i is the mean diameter of plot i, and b i = (a i , b i , c i )= are the random effects, with trivariate normal distribution. The errors e ij are independent, with mean of 0 and power-type variance function specified by eqs. (3) and (4). The parameter estimates of the model are shown in Table 6 Note: The criteria are: 1st ranks is the number of first ranks among the datasets; ranks 1-3 gives the number of rankings among three best models; mean rank gives the mean rank of the model (the number in parentheses is the standard deviation of the ranks; Conv. Prob's gives the number of unsuccessful fits. The three best models according to each criteria are highlighted. 
Näslund's model for young Loblolly pine data
The other datasets had similar steps for the evaluation of the variance function, need for random effects, and correlation of random effects with plot-specific predictors. To avoid unnecessary repetition, the model building procedure is not presented in detail, with a focus on the parts that show difference to the previously presented models.
For the first measurement occasion of the Loblolly pine dataset (dataset Loblolly pine 1), the best-fitting simple mixed-effects model was based on Näslund's function, which formed the basis for the generalized mixed-effects model. Random effects were needed for both parameters, and they showed linear dependence on logarithmic mean diameter. The final model was,
where the decreasing error variance was modeled by the power function (3) by using the truncated relative diameter (eq. (4)) as the predictor. Table 7 shows the final parameter estimates of the model.
Curtis's model for Teak data
For the dataset Teak 1, the best-fitting simple mixed-effects model was Curtis's model. Similar to the previous study cases, we found linear relationship between the plot-specific mean diameter and all random effects, which led to the following final model,
In contrast to previous models, the error variance increased as a function of tree diameter, but this trend was properly modeled by the power-type variance function as a function of tree diameter. Table 8 shows the final parameter estimates of the model.
Schumacher's model for Centrolobium data
The best-fitting model for the dataset Centrolobium 3 was Schumacher's function. The plot-specific mean diameter was corre- lated with the random effect related to parameter a in the simple model, whereas the random effect associated with parameter b did not have significant correlation with mean diameter. This conclusion was based on Fig. 4 and was also further supported by an approximate conditional F-test (Pinheiro and Bates 2000) . The decreasing error variance was modeled by using the power function with truncated relative diameter as the predictor. Therefore, the final model was,
The parameter estimates of the model are shown in Table 9 .
Model prediction in selected datasets
The four different models (simple and generalized mixedeffects and fixed-effects model) were used to compute six different predictions for the four datasets. The plot-specific predictions considered were (i) fixed-effect prediction from the simple mixedeffects model, (ii) fixed-effect prediction from the generalized mixed-effects model, (iii) random-effect prediction from the simple mixed-effects model, and (iv) random-effect prediction from the generalized mixed-effects model. The marginal predictions considered were the (v) prediction from the simple fixed-effects model and (vi) the prediction from the generalized fixed-effects model. The models used in these predictions were based on the best-fitting plot-specific function of each dataset, i.e., the same functions that were used earlier as the starting point in the generalized models. However, because the marginal H-D relationship in the data can be of different mathematical form than the plotspecific relationship, the simple fixed effects models was based on Table 10 shows the bias and RMSE of these predictions in the four datasets, and Figs. 5 and 6 illustrate the predictions in Scots pine A and Loblolly pine 1 datasets. When one considers the four fixed-effect predictions, the generalized models perform better than the corresponding simple model, because part of the between-plot variability is now explained by the plot-specific mean diameters. In addition, the marginal predictions from the fixed-effects models are better than the fixed-effect predictions from the mixed-effects models, when evaluated using RMSE and bias. This difference is sometimes used to support the use of fixedeffects model for prediction in hierarchical datasets. However, it is an expected result: the OLS fitting criteria in fixed-effects models is itself the mean-squared error. Therefore, it is not possible to find a model that would provide better fit than the fixed-effect model in the model fitting dataset, if OLS is used in model fitting and RMSE as the evaluation criterion. If a variance function is used, then the criterion is just a weighted sum of squares, and if random effects are included, then the criterion is a generalized least-squares criterion. In both cases, the predictions have necessarily higher RMSE than in the case of OLS fit for a linear model. For a nonlinear model, the RMSE of a mixed-effects model may be slightly lower than for a fixed-effects model.
The thick and moderately thick lines in Figs. 5 and 6 illustrate the four different fixed-effect predictions. In the case of simple fixed-effect predictions (the thickest lines), the fixed-effects models provide very different curves than the mixed-effects model. Also for generalized models, the fixed-effects model predictions are of different shape than the plot-specific relationship, even though these differences are not so striking as in the case of the simple models. Therefore, the fixed-effect models provide an H-D relationship that may be unrealistic when used as a plot-specific relationship, e.g., in a growth and yield simulator or tree height prediction in a forest inventory. Correspondingly, the fixedeffects prediction from the improperly formulated mixed-effects model cannot be interpreted as a marginal prediction. To conclude, one should not look only at the RMSE of the different predictions but rather recognize the interpretations of different predictions and use the one that serves best the purpose of model use.
The random-effect predictions are generally the best among the six predictions using the RMSE and bias criteria. The high accuracy is because all measured tree heights of the plot are directly utilized in the prediction of random plot effects. Therefore, the predictions take into account also that part of the between-plot variation that is not explained by the plot-specific mean diameters. In addition, the two mixed-effect predictions are equally accurate. This is also logical, because major proportion of the used information comes from the measured tree heights. However, if the number of trees per plot were low, then the fixed part would contribute more to the prediction, and the generalized mixed-effects model would give more accurate random-effect predictions than the simple mixed-effects model. Furthermore, decreasing the number of trees per plot would increase the RMSE towards the RMSE of the fixed-effect prediction of the mixedeffects model.
Discussion
This article has performed an extensive comparison of 16 nonlinear H-D models in 28 data sets from various geographical regions, ecological zones, and tree species. Because the aim was to compare the fit of different functions for plot-specific relationships, simple mixed-effects model without plot-specific predictors was sufficient at this stage; this also allowed automatic model selection, which was necessary due to the large number of datasets and models. About half of the BIC comparisons and one third of the AIC comparisons suggested a 2-parameter model, but the difference in accuracy of prediction was only slight in most cases. A 3-parameter model was suggested more often in the largest datasets of our study. However, the 3-parameter models sometimes suffered from problems in model convergence and nonpositive definite random-effect variance-covariance matrix. Similar problems of lack of convergence with increasing complexity of nonlinear H-D models have been also reported in previous research (e.g., Feldpausch et al. 2011) . Therefore, we conclude that a 2-parameter model might be sufficient for most situations.
The Curtis, Näslund, and Schumacher functions were the best 2-parameter models for plot-specific relationship, and the models of Prodan and Gomperz were the best 3-parameter models. However, the selection of the function for a dataset should always be supported by graphical evaluation of model fit, e.g., by using similar graphs to those used in the detailed modeling part of this study. The simple models were further explored for the correlation of plot-specific mean diameter with the random effects of the model in four example datasets. In all these datasets, significant correlation was detected between at least one of the random effects and the mean diameter. Therefore, the assumption of independent random effects was not met in the simple mixed-effects models, and a generalized model was used to satisfactorily meet the assumption of independent and identically distributed random effects. Moreover, a generalized model is needed whenever the model is used for inference, for prediction on plots with no calibration measurements, or for simulation of tree heights. However, the difference between the generalized and simple mixed-effects model is unimportant if moderately large number of observed H-D pairs from the Table 10 . Empirical prediction bias and RMSE in selected modeling datasets using both simple and generalized fixed-effects and mixed-effects models and both fixed-effect and random-effect predictions.
Prediction
Plot-specific/Fixed-effect Plot-specific/Random-effect Marginal/Fixed-effect
Model
Simple ME Generalized ME Simple ME Generalized ME Simple FE Generalized FE The gray dots show the original data and the dark dots show the observed heights for 3 sample plots using plot-specific symbols. The figures show (a) the fixed-effect predictions (fep) using simple mixedeffects models (sme) and generalized mixed-effects models (gme) for the 3 sample plots (the predictions can be matched with the observations by the common range of diameters); (b) the marginal predictions (smp and gmp) using the simple and generalized fixed-effects models (sfe and gfe); and (c) the random-effect predictions (rep) from simple and generalized mixed-effects models.
Bias (m)
sample plots of interest are used for plot-specific prediction using random effects. No further suggestions on the model building can be given, based on our analysis. For example, some datasets were better modeled with the mean diameter as a predictor in both parameters of the generalized model, whereas others fitted well with mean diameter only in one parameter. Similar results have been reported also in previous papers: for example Feldpausch et al. (2011) used basal area as the predictor only in the intercept term of the model, whereas others have used plot-specific characteristics in several parameters (e.g., Soares and Tomé 2002; Lappi 1997) . Furthermore, some datasets provided better fit by using logarithmic mean diameter, whereas others provided better fit with raw mean diameter. Finally, all but one dataset showed significantly inconstant variance, which was satisfactorily modelled using the power-type variance function. For some datasets, the tree diameter was a good predictor for the variance function, whereas in other datasets the relative tree diameter served the purpose better.
The parametric variance function improved the model fit in most datasets. It is quite common to model the error variance as a function of tree diameter or predicted height. Using this approach, the variance is usually found to increase as a function of diameter or predicted height. However in our detailed analyses, the truncated relative diameter (see eq. (4)) was a better predictor of the variance function than the raw diameter in three datasets out of four. The truncated relative diameter as a predictor in the power function assumes either increasing or decreasing variance for most trees of the plot and a constant variance for the very smallest trees. In those three datasets where this function was the best, the power parameter of the function was negative, implying decreasing variance as a function of tree diameter within the plot. This phenomenon can be explained by the biological growth rhythm of (especially shade-intolerant) trees in dense forests: they first concentrate on height growth to compete on light and grow in diameter only after surviving this competition. This results in higher height variation for small-diameter trees than for largediameter trees. This phenomenon is clearly visible when residuals are plotted on relative tree diameter. If the residual plots were constructed based on raw diameter, then different sample plots would at least partially cancel the effects of each other, because trees of a certain diameter would be the smallest trees in one stand and thickest in another. Furthermore, stands with higher mean diameter tended to result in more slender trees (i.e., taller trees at any given tree diameter), which may be also explained in terms of greater symmetric competition for light in stands with high mean diameter (correlated with high stand basal area). Such competition would drive the allocation of more resources to height growth versus diameter increment (Feldpausch et al. 2011) .
If the fitted H-D models are used in stochastic simulations, one might additionally wish to add a random residual to the randomeffect prediction to make the properties of the imputed tree data as similar to the measured data as possible. Such a simulation was also implemented in the functions of package lmfor.
Figures 5 and 6 illustrate that the marginal and plot-specific H-D curves for a given data may be very different in shape and are usually best described with different mathematical functions. From the modeler's point of view, this implies that a good marginal fit of a certain function should not be taken as a support for the same function at plot level. For example, Meyer's function was one of the best functions for simple marginal H-D relatonship in our evaluation of simple 2-parameter models (Table 3 ), but one of the worst functions for plot-specific relationship. Therefore, it is important to make the distinction between plot-specific and different marginal predictions. Otherwise, straightforward comparison of the model using widely used RMSE and bias as criteria would lead to favouring fixed-effects models and OLS fitting criteria in all cases. Notably, conditional on the assumed model shape, the least-squares estimates will always provide the lowest meansquared error in the modeling dataset; in separate evaluation datasets the situation may not be as straightforward (e.g., de-Miguel et al. 2012 de-Miguel et al. , 2013 . However, the RMSE criterion itself may not be enough and can be even misleading. It may provide a shape for the predicted H-D relationship that is very unlikely on a single plot, in addition to the problems of inference caused by ignoring the dependence of observations from the same plot.
