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ON A CLASS OF KA¨HLER MANIFOLDS
WHOSE GEODESIC FLOWS ARE INTEGRABLE
Kazuyoshi Kiyohara
Abstract. We study n-dimensional Ka¨hler manifolds whose geodesic flows possess
n first integrals in involution that are fibrewise hermitian forms and simultaneously
normalizable. Under some mild assumption, one can associate with such a manifold
an n-dimensional commutative Lie algebra of infinitesimal automorphisms. This,
combined with the given n first integrals, makes the geodesic flow integrable. If the
manifold is compact, then it becomes a toric variety.
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Introduction
It is known that the geodesic flow of the complex projective space CPn equipped
with the standard Ka¨hler metric is (completely) integrable in the sense of symplectic
geometry (or in Liouville’s sense) (cf. Thimm [13], see also [9], [10], [5]). The first
integrals are given as follows: Let c0, . . . , cn be constants such that 1 = c0 > c1 >
· · · > cn = 0, and let (z0, . . . , zn) be the homogeneous coordinate system. Then, by
putting ∂i = ∂/∂zi,
∑
0≤j≤n
j 6=i
(zi∂¯j − zj ∂¯i)(z¯i∂j − z¯j∂i)
cj − ci (1 ≤ i ≤ n− 1),∑
i,j
(zi∂¯j − zj ∂¯i)(z¯i∂j − z¯j∂i),
√−1(zi∂i − z¯i∂¯i) (1 ≤ i ≤ n)
are well-defined symmetric tensor fields and vector fields on CPn. Regarded as
functions on the cotangent bundle T ∗CPn, they become a system of first integrals
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2in involution of the geodesic flow (note that the first integrals given here are slightly
different from those in [13]).
In this paper, we shall define a class of Ka¨hler manifolds whose geodesic flows
are integrable by a set of first integrals possessing similar properties to those for
CPn, and study the properties of such manifolds. We shall call them Ka¨hler-
Liouville manifolds (of type (A)). The precise definition is as follows. Let M be an
n-dimensional complete Ka¨hler manifold, I its complex structure, and E its energy
function (the hamiltonian of the geodesic flow). Let F be an n-dimensional vector
space of sections of S2TM (the symmetric tensor product over R of two copies of
the tangent bundle TM). Then we say that (M,F) is Ka¨hler-Liouville manifold if
it satisfies the following conditions:
(1) E ∈ F ;
(2) {F,H} = 0 for any F,H ∈ F ;
(3) every F ∈ F is “hermitian”;
(4) Fp = {Fp | F ∈ F} is simultaneously normalizable for every p ∈M ;
(5) Fp is n-dimensional at some p ∈M .
Here, Fp ∈ S2TpM is the value of F at p ∈ M . Since sections of S2TM are
naturally regarded as functions on the cotangent bundle T ∗M , the Poisson bracket
in (2) makes sense. Also, (3) means that the function F , restricted to each fibre
T ∗pM , is a hermitian form. We say that two Ka¨hler-Liouville manifolds (M,F) and
(M ′,F ′) are mutually isomorphic if there is an isomorphism φ :M →M ′ of Ka¨hler
manifolds that maps F to F ′.
As is immediately seen, only n first integrals are given in the definition. Nev-
ertheless, it will turn out that other n first integrals appear automatically if some
non-degeneracy condition is assumed. A Ka¨hler-Liouville manifold satisfying this
assumption is called of type (A) (for the precise definition, see Section 1). The
main purpose of this paper is to investigate local and global properties of Ka¨hler-
Liouville manifolds of type (A). Compact, 2-dimensional Ka¨hler-Liouville manifolds
were studied by Igarashi [4], in which he adopted another type of non-degeneracy
condition and obtained similar results to ours in this case. The results indicate that
the condition adopted in [4] is equivalent to our condition of type (A).
We now explain the various results in this paper. In the following, Ka¨hler-
Liouville manifolds are assumed to be of type (A), unless otherwise stated.
1 (cf. Proposition 1.9). A finite, partially ordered set A is naturally associ-
ated with (M,F). Also, a positive integer |α| is assigned to each α ∈ A so that∑
α∈A |α| = n. For any α ∈ A, the subset {β ∈ A | β ≺ α} is totally ordered.
2 (cf. Proposition 1.16, Theorems 3.1, 3.2). An n-dimensional commutative
Lie algebra k of infinitesimal automorphisms of (M,F) is naturally defined, pos-
sessing the property that k and F are elementwise commutative with respect to the
Poisson bracket. With k and F the geodesic flow of M becomes integrable.
Up to now, further results are obtained only for compact Ka¨hler-Liouville man-
ifolds. In this case, we obtain the results below. Put g = k + Ik, and let K and G
be the transformation group of M generated by k and g respectively.
3 (Theorems 4.2, 4.18). K and G are isomorphic to U(1)n and (C×)n respec-
tively. With the action of G, M becomes a toric variety.
The structure of M as toric variety is completely investigated in Section 4, and
as a consequence we obtain the notion of “toric variety of KL-A type” (cf. Section
35). The toric variety associated with a Ka¨hler-Liouville manifold of type (A) is
necessarily of KL-A type. Conversely, we have the following result.
4 (cf. Theorem 8.3). Suppose that a toric variety of KL-A type is given. Then
there exists a Ka¨hler-Liouville manifold of type (A) such that the associated toric
variety is isomorphic to the given one.
Thanks to the general theory for toric varieties (cf. [1], [2], [3], [11]), we can know
what kind of complex manifold M is. For the detail, see Section 5. In particular,
we have the following bundle structures.
5 (Proposition 5.4). There is a holomorphic principal fibre bundle∏
α∈A
(C|α|+1 − {0})→M
whose structure group is isomorphic to (C×)#A.
6 (Proposition 5.5, Theorems 6.3, 6.4, 6.5). Let A′ be a subset of A pos-
sessing the property that if α ∈ A′ and β ≺ α, then β ∈ A′. Put A′′ = A − A′.
Then, associated with A′, there naturally exist Ka¨hler-Liouville manifolds (M ′,F ′),
(M ′′,F ′′), and a holomorphic fibre bundle π : M → M ′′ whose typical fibre is M ′.
They possess the following properties: (1) (M ′′,F ′′) is of type (A) and the associated
partially ordered set is A′′; (2) if (M ′,F ′) is of type (A), then the associated par-
tially ordered set is A′; (3) there is a homomorphism G→ G′′ so that π : M →M ′′
is equivariant, where G and G′′ denote the algebraic tori acting on M and M ′′ re-
spectively; (4) even if (M ′,F ′) is not of type (A), M ′ possess the structure of toric
variety inherited from M so that the maximal compact subgroup of the algebraic
torus acting on M ′ preserves the metric and each element of F ′.
The property (4) stated above indicates that the geodesic flow of (M ′,F ′) is
integrable even if it is not of type (A). In this case we shall say that the Ka¨hler-
Liouville manifold (M ′,F ′) is of type (B) (cf. Section 6). Such a manifold will
be necessary for the study of Ka¨hler-Liouville manifold of type (A) only when
dimM ′ = 1. Using the result above successively, we consequently obtain a family
of Ka¨hler-Liouville manifolds (Mα,Fα) (α ∈ A) such that the partially ordered set
associated with (Mα,Fα) consists of one element {α}. In this case, it turns out
that Mα is isomorphic to CP
|α| as toric variety. It also turns out that it is of type
(A) if and only if |α| ≥ 2.
The result 4 mentioned above is actually given in much finer form in Theorem
8.3. There, besides the toric varietyM , we prescribe the Ka¨hler-Liouville manifolds
(Mα,Fα) (α ∈ A) and some constants, and prove the uniqueness of (M,F) as well
as the existence. The reason for formulating the “existence theorem” in this form
is that Ka¨hler-Liouville manifolds such that the associated partially ordered sets
consist of one element are easily understandable by using our work [6] on (real)
Liouville manifolds. The result is roughly stated as follows.
7 (cf. Theorem 7.2). The isomorphism classes of Ka¨hler-Liouville manifolds
such that #A = 1 are completely classified by means of several constants and a
function on a circle.
We now briefly explain the organization of the paper. In Section 1 we first for-
mulate some non-degeneracy condition (depending on points) on a Ka¨hler-Liouville
4manifold (M,F). Denoting by M1 the set of points where the condition is satisfied,
we say that (M,F) is of type (A) if M1 6= ∅. We perform local calculus on M1,
and introduce almost all basic quantities related to (M,F). In Sections 2 and 3
we sum up the local data given in Section 1, and describe properties of the basic
quantities and the Lie algebra k in global form. The result 2 stated above is proved
in Section 3.
Through Sections 4–8 we assume that M is compact. In Section 4 we prove the
result 3 stated above and the results that determine the structure of M as toric
variety. In particular, we show that M1 is the unique open G-orbit, and M −M1 is
the union of n+#A closed hypersurfaces that are G-invariant and totally geodesic.
In Section 5 we describe the various properties of the toric variety M . There we
specify the fan of M , and give the definition of toric variety of KL-A type. This
section contains 3 subsections; “The fan of M”, “Fibre bundles associated with
M”, and “Line bundles”. In Section 6 we prove the result 5 stated above. There
we also prove its converse (Theorem 6.11), which plays a crucial role in the proof
of Theorem 8.3.
Section 7 is devoted to the proof of Theorem 7.2 (see the result 7 above). We
establish the one-to-one correspondence between the isomorphism classes of Ka¨hler-
Liouville manifolds of type (A) such that #A = 1 and the isomorphism classes of
Liouville manifolds of rank one and type (B) that satisfy a certain condition. The
definition and the classification of Liouville manifolds of rank one are given in
[6]. By using them, the theorem is proved. In Section 8 we prove Theorem 8.3
mentioned above. It is no longer hard by virtue of Theorems 6.11 and 7.2.
Notations and preliminary remarks
Let M be an n-dimensional Ka¨hler manifold, and let g and I be its Ka¨hler
metric and complex structure respectively. Then the Ka¨hler form ω and the energy
function E are given as follows:
ω(X, Y ) = g(IX, Y ) (X, Y ∈ TpM, p ∈M) E(λ) = 1
2
|λ|2 (λ ∈ T ∗M),
where | · | denotes the norm function on T ∗M associated with the metric g. The
energy function E is the hamiltonian of the geodesic flow of M . For a function h
on M we define vector fields gradh and sgradh by the following formulae:
igradhg = dh, isgradhω = −dh,
where i denotes the inner derivation. We have sgradh = Igradh.
Let p ∈M , and let S2TpM be the symmetric tensor product of two copies of the
tangent space TpM . Let F be an element of S
2TpM , and suppose that, regarded
as a quadratic form on T ∗pM , F is a hermitian form. Then there is an orthonormal
basis Vj , IVj (1 ≤ j ≤ n) of TpM and constants a1, . . . , an such that
F =
∑
j
aj(V
2
j + (IVj)
2).
We define the endomorphism F e of TpM by
F e(Vi) = aiVi, F
e(IVi) = aiIVi.
5Clearly it is independent of the choice of {Vi}. Regarding TpM as a complex vector
space (by identifying I with
√−1), F e becomes C-linear. We define trF and
detF by the trace and the determinant of F e over C respectively (trF =
∑
j aj ,
detF =
∏
j aj).
Let (M,F) be a Ka¨hler-Liouville manifold. Then the condition (4) in the def-
inition is equivalent to that {F ep | F ∈ F} is commutative with respect to the
composition of endomorphisms for every p ∈M .
We shall use the term “smooth” in the same meaning as “of class C∞”.
1. Local calculus on M1
Let (M,F) be a Ka¨hler-Liouville manifold of dimension n. Put
M0 = {p ∈M | dimFp = n} M s = M −M0.
Then M0 is an open subset of M , which is not empty because of the condition (5)
in the definition of Ka¨hler-Liouville manifold. Let F1, . . . , Fn be a basis of F , and
let p be a point of M0. Then there are an orthonormal frame Vi, IVi (i = 1, . . . , n)
and n2 functions fij around p such that
Fi =
n∑
j=1
fij (V
2
j + (IVj)
2).
Putting (aij) = (fij)
−1, we have
n∑
j=1
aijFj = V
2
i + (IVi)
2.
Let Di be the subbundle of TM defined around p spanned by Vi and IVi.
Proposition 1.1. There are positive functions a1, . . . , an around the point p such
that, putting
bij =
aij
ai
, Wi =
Vi√
ai
,
(1.1) Wjbik = (IWj)bik = 0 (j 6= i, any k),
(1.2) {W 2i + (IWi)2,W 2j + (IWj)2} = 0 (any i, j).
The function ai can be chosen to be one of |ai1|, . . . , |ain| that is non-zero around
p. Moreover, if {a′i} possess the same properties as above, then
Vj
a′i
ai
= (IVj)
a′i
ai
= 0 (j 6= i).
Proof. We have
{V 2i + (IVi)2, V 2j + (IVj)2} =
n∑
k,l=1
({aik, Fl}ajlFk + {Fk, ajl}aikFl)
=
∑
k
{aik, V 2j + (IVj)2}Fk +
∑
l
{V 2i + (IVi)2, ajl}Fl
(1.3)
6Note that each term in the formula above is a homogeneous polynomial of degree
3 in the variables Vk, IVk (1 ≤ k ≤ n). Since the left-hand side belongs to the
ideal (ViVj , ViIVj , VjIVi, IViIVj) of the polynomial algebra, and since Fk are linear
combinations of V 2l + (IVl)
2 (1 ≤ l ≤ n), it follows that
(1.4)
∑
k
{aik, Vj}Fk = cij(V 2i + (IVi)2),
∑
k
{aik, IVj}Fk = dij(V 2i + (IVi)2)
for some functions cij and dij , provided i 6= j. Hence we have
(1.5) {aik, Vj} = cijaik, {aik, IVj} = dijaik.
Let ai be one of the functions |ai1|, . . . , |ain| that does not vanish around the
point p. Then by (1.5) we have{
aik
ai
, Vj
}
=
{
aik
ai
, IVj
}
= 0 (i 6= j).
This implies that∑
k
{aik, V 2j + (IVj)2}Fk =
1
ai
{ai, V 2j + (IVj)2}(V 2i + (IVi)2).
Hence, by (1.3) we obtain
{ 1
ai
(V 2i + (IVi)
2),
1
aj
(V 2j + (IVj)
2)} = 0.
The remaining part is clear. 
Proposition 1.2. [Vi, IVi] ≡ sgrad (log ai) mod Di.
Proof. We use the Ka¨hler form ω. We have
0 = dω(Vi, IVi, Vj) = −ω([Vi, IVi], Vj) + ω([Vi, Vj ], IVi)− ω([IVi, Vj], Vi).
Since (1.2) implies
(1.6)
[Wi,Wj ] = αijIWi − αjiIWj, [IWi, IWj] = βijWi − βjiWj ,
[Wi, IWj] = −βijIWi + αjiWj , [IWi,Wj ] = −αijWi + βjiIWj
for some functions αij and βij (i 6= j), it follows that
ω([Vi, Vj], IVi) = −ω([IVi, Vj], Vi) = −Vj log√ai.
Hence we have
(1.7) ω([Vi, IVi], Vj) = −Vj log ai,
provided j 6= i. Replacing Vj with IVj, we also have
(1.8) ω([Vi, IVi], IVj) = −IVj log ai.
7From (1.7) and (1.8) it thus follows that
[Vi, IVi] ≡
∑
j 6=i
(−(IVj log ai)Vj + (Vj log ai)IVj) mod Di.

We now consider the following condition for points on M0:
(1.9) For any i there is some j such that daj |Di 6= 0 at p.
Note that this condition is independent of the choice of {ai}. Put
M1 = {p ∈M0 | (1.9) holds at p}.
We shall say that a Ka¨hler-Liouville manifold (M,F) is of type (A) if
M1 6= ∅.
From now on (until the end of Section 4) Ka¨hler-Liouville manifolds are assumed
to be of type (A), unless otherwise stated.
Let p ∈M1.
Proposition 1.3. Let j, k 6= i. If d log aj|Di 6= 0 and d log ak|Di 6= 0 at q ∈ M1
near p, then they are linearly dependent at q.
Proof. Note first that
∑
j ajk is constant for every k, because E ∈ F . Since ajk =
ajbjk, this implies that {ai} and {aij} are written as rational functions of {bij}.
Hence for each i there is some l such that dbil 6= 0 around p. On the other hand,
the kernel of d log aj on Di is spanned by
−(IVi log aj)Vi + (Vi log aj)IVi = [Vj , IVj]Di ,
where the right-hand side denotes the Di-component of [Vj , IVj]. Since Vjbil =
IVjbil = 0, we also have
0 = [Vj, IVj]bil = [Vj , IVj]Dibil.
Hence the kernel of d log aj on Di coincides with that of dbil on Di. Since the latter
does not depend on j, the proposition follows. 
By virtue of the proposition above we can take the orthonormal frame Vi, IVi
(i = 1, . . . , n) around p ∈M1 so that
d log aj(IVi) = 0 for any j 6= i.
Note that Vi are uniquely determined up to sign (and the numbering). We shall
assume that Vi are taken in this way. Let D
+ (resp. D−) be the subbundle of TM
spanned by V1, . . . , Vn (resp. IV1, . . . , IVn). D
+ and D− are well-defined over M1;
TM1 = D+ ⊕D−.
8Proposition 1.4. (1) dai, daij, dbij are zero on D
−.
(2) For any i there is some j such that Wibij 6= 0.
(3) [Wi,Wj] = [IWi, IWj] = [Wi, IWj] = 0 (i 6= j). In particular, D+ and D−
are integrable.
Proof. (1) and (2) are clear from the proof of Proposition 1.3. Suppose thatWibik 6=
0. Then by (1.6),
0 = [IWi, IWj]bik = βijWibik, 0 = [IWi,Wj]bik = −αijWibik.
Hence αij = βij = 0, and (3) follows. 
Proposition 1.5. [Wi, IWi] ∈ D−.
Proof. By virtue of Propositions 1.2 and 1.4, it suffices to prove that the Di-
component of [Wi, IWi] belongs to D
−. Choose j( 6= i) such that d log aj|Di 6= 0.
Then the Di-component of [Wj , IWj] is not zero. Describing
[Wj , IWj] = αWj + βIWj +
∑
k 6=j
γkIWk,
we have
0 = [Wi, [Wj, IWj]]Di = (Wiγi)IWi + γi[Wi, IWi]Di .
Since γi 6= 0, the proposition follows. 
Proposition 1.6. Maximal integral manifolds of D+ are (locally) totally geodesic.
Proof. Since IWk < Wi,Wj >= 0 and [Wi, IWk] ∈ D−, it follows that
< ∇WiWj , IWk >= 0
for any i, j, k, where ∇ denotes the Levi-Civita covariant derivative. Hence the
proposition follows. 
By virtue of Proposition 1.5 the Di-component of [Wi, IWi] is of the form ciIWi,
ci being the function around p.
Proposition 1.7. (1) For i, j such that i 6= j and Wiaj 6= 0,
ci = −Wi log ai +Wi log aj − W
2
i log aj
Wi log aj
.
(2) (IWk)ci = 0 (any k).
(3) Wkci = −(Wk log ai)(Wi log ak) (k 6= i).
(4) WjWi log ai = (Wi log aj)(Wj log ai) (i 6= j).
(5) WiWj log ak = 0 (i 6= j 6= k 6= i).
(6) (Wi log ak)(Wj log ak) = (Wi log aj)(Wj log ak)+(Wj log ai)(Wi log ak) (i 6=
j 6= k 6= i).
Proof. By Propositions 1.2 and 1.4 we have
[Wi, IWi] = ciIWi +
∑
j 6=i
aj
ai
(Wj log ai)IWj.
9Then, computing [Wk, [Wi, IWi]] for k 6= i, we obtain
0 = (Wkci + (Wk log ai)(Wi log ak))IWi
+ (ck
ak
ai
Wk log ai +Wk(
ak
ai
Wk log ai))IWk
+
∑
j 6=i,k
(
Wk(
aj
ai
Wj log ai) +
aj
ai
(Wk log ai)(Wj log ak)
)
IWj.
This formula implies (1), (3), and
WkWj log ai = (Wk log ai)(Wj log ai)(1.10)
− (Wk log aj)(Wj log ai)− (Wj log ak)(Wk log ai)
for mutually distinct i, j, k. Also, (2) follows from (1) and Proposition 1.4. To prove
(4), (5), and (6), we recall that
∑
i aibil are constants. Differentiating these by Wj
and Wk successively (j 6= k) we have∑
i
(Wj log ai)aibil + ajWjbjl = 0,∑
i
(WkWj log ai)aibil + (Wj log ak)akWkbkl
+
∑
i
(Wj log ai)(Wk log ai)aibil + (Wk log aj)ajWjbjl = 0.
Thus,
WkWj log ai = (Wj log ak)(Wk log ai)(1.11)
+ (Wk log aj)(Wj log ak)− (Wk log ai)(Wj log ai).
From (1.10) and (1.11) the formulae (5) and (6) follows. Also, since i is arbitrary
in the formula (1.11), (4) follows by putting i = k in (1.11). 
We now define the binary relation  on the set of indices {1, . . . , n}:
i  j ⇐⇒ i 6= j and Wi log aj 6= 0 at p ∈M1, or i = j.
When it is necessary to clarify the point-dependence, we shall say that i  j at p.
Also, we write i ∼ j if i  j and j  i.
Lemma 1.8. (1) If i  j and j  k, then i  k.
(2) The relation ∼ is an equivalence relation.
Proof. Assume that i 6 k and j 6= i, k. Then, by Proposition 1.7 (6) we have
(Wi log aj)(Wj log ak) = 0.
Hence i 6 j or j 6 k, and (1) follows. (2) is an immediate consequence of (1). 
Let A be the set of the equivalence classes. It is clear from Lemma 1.8 (1) that
the relation  induces a binary relation (denoted by the same symbol) on the set
A. For α ∈ A, let |α| denote the number of indices contained in the equivalence
class α.
10
Proposition 1.9. Let α, β, γ ∈ A.
(1) If α  β and β  γ, then α  γ. Namely, the relation  is a partial order
on A.
(2) If α  γ and β  γ, then α  β or β  α. Namely, for any fixed γ, the set
of δ ∈ A such that δ  γ is a totally ordered subset of A.
(3) If α is a maximal element, then |α| ≥ 2.
Proof. (1) is clear from Lemma 1.8 (1).
(2) Let i ∈ α, j ∈ β, and k ∈ γ, and assume that α 6 β and β 6 α. Then
Wi log aj = Wj log ai = 0. Hence by Proposition 1.7 (6), we have either Wi log ak =
0 or Wj log ai = 0.
(3) Suppose α is maximal and i ∈ α. Then by the condition (1.9) we see that
there is some j( 6= i) such that Wi log aj 6= 0. Since α is maximal, it follows that
j ∈ α. 
Let W ∗i (1 ≤ i ≤ n) be 1-forms such that W ∗i (IWj) = 0 and W ∗i (Wj) = δij .
Then Propositions 1.4 and 1.5 imply that dW ∗i = 0. Hence there is a system of
functions (x1, . . . , xn) such that dxi = W
∗
i . Clearly, ai are functions of (x1, . . . , xn),
and Wj log ai is nothing but the derivative of log ai with respect to the variable xj .
For simplicity, we shall write ∂j instead of ∂/∂xj.
Lemma 1.10. For any i, j (i 6= j), there are functions hij(xi) such that hij−hji 6=
0 at p, and
∂i log aj = −∂i log |hij − hji|.
Moreover, if ∂i log aj 6= 0 and ∂i log ak 6= 0 at p (j, k 6= i), then there are constants
c( 6= 0) and d such that
hik = chij + d.
Proof. By Proposition 1.7 (5) the function ∂i log aj depends only on the variables
xi and xj . Since
∂j∂i log aj = ∂i∂j log ai = (∂i log aj)(∂j log ai),
it follows that there is a positive function H = H(xi, xj) such that
∂i log aj = ∂i logH, ∂j log ai = ∂j logH, ∂i∂j logH = (∂i logH)(∂j logH).
The last formula implies that
∂i∂j
(
1
H
)
= 0.
Hence there are functions hij(xi) and hji(xj) such that H
−1 = |hij − hji|.
Now, let us assume that ∂i log aj 6= 0 and ∂i log ak 6= 0 at p. Then the derivatives
h′ij and h
′
ik do not vanish at p. By virtue of Proposition 1.7 (1), the function
∂i log aj − ∂
2
i log aj
∂i log aj
= −h
′′
ij
h′ij
does not depend on j. Hence it follows that
h′′ij
h′ij
=
h′′ik
h′ik
,
which proves the latter half of the lemma. 
11
Proposition 1.11. For any p ∈ M1 there is a neighborhood U of p such that the
relation  is stable on U . Namely,
i  j at p⇐⇒ i  j at q
for any q ∈ U .
Proof. Let U(⊂ M1) be a connected neighborhood of p such that every ∂i log aj
(i 6= j) that does not vanish at p also does not vanish everywhere on U , and that
all the functions hij are defined there.
Now, let us assume that i 6 j at p and i  j at some q ∈ U . Let k( 6= i) be a
number such that i  k at p. Then i  k at q, and by Lemma 1.10,
(1.12) h′ij = ch
′
ik
on a neighborhood of q for some constant c 6= 0. Let U ′ be the set of all q′ ∈ U
such that the formula (1.12) is valid at q′. Clearly, U ′ is closed in U . Moreover, if
q′ ∈ U ′, then h′ij 6= 0 at q′. This implies i  j at q′ by Lemma 1.10, and thus (1.12)
holds on a neighborhood of q′. Hence U ′ is open. Since q ∈ U ′ and U is connected,
it follows that U ′ = U . But since p 6∈ U ′, it is a contradiction. 
We shall write α ≺ β (α, β ∈ A) if α  β and α 6= β.
Proposition 1.12. Let p ∈ M1, and let U be a small neighborhood of p. Then
there are functions hi (1 ≤ i ≤ n) on U and constants eαβ (α, β ∈ A, α ≺ β)
satisfying the following four conditions:
(1) dhi|D− = dhi|Dj = 0 (i 6= j), Wihi 6= 0 everywhere on U ;
(2) eαβ = eαγ (α ≺ β  γ);
(3) hi 6= hj (i ∼ j, i 6= j), hi + eαβ 6= 0 (i ∈ α, α ≺ β) everywhere on U ;
(4) the functions ai can be taken in the form
ai =
∣∣∣∣∣∣∣
∏
j∈α
j 6=i
(hj − hi)
∣∣∣∣∣∣∣
−1 ∣∣∣∣∣∣
∏
γ≺α
∏
k∈γ
(hk + eγα)
∣∣∣∣∣∣
−1
(i ∈ α).
If {h˜i} and {e˜αβ} also satisfy the conditions above, then there are constants cα 6= 0
and dα such that
h˜i = cαhi − dα, e˜αβ = cαeαβ + dα (i ∈ α).
Proof. We determine the functions hi and the constants eαβ inductively with re-
spect to the partial order ≺. Let hij(xi) (i 6= j) and U be as in Lemma 1.10 and
Proposition 1.11 respectively.
Let α ∈ A be a minimal element. Then the functions ai (i ∈ α) depend only on
the variables xj (j ∈ α). Hence, if |α| = 1, then we can put ai = 1 (cf. Proposition
1.1). In this case the function hi does not appear yet. Also, if |α| = 2, then putting
hi = hij and hj = hji (i, j ∈ α), we can define ai and aj as
ai = aj =
1
|hi − hj | .
12
Now, suppose that |α| ≥ 3. By Lemma 1.10 we know that the ratios h′ij/h′ik are
non-zero constants for any mutually distinct i, j, k ∈ α. Hence there is a function
hi(xi) and non-zero constants cij such that
h′ij = cijh
′
i
for any i, j ∈ α (i 6= j). Then by Proposition 1.7 (6) we have
cijcjkcki = cjickjcik (i, j, k ∈ α)
Namely, {cij/cji} satisfies the cocycle condition. An easy calculation shows that
it is actually a coboundary, i.e., there are non-zero constants ci (i ∈ α) such that
cij/cji = ci/cj . Then, putting
h˜ij =
ci
cij
hij , h˜i = cihi,
we obtain
∂ih˜ij = ∂ih˜i, h˜ij − h˜ji = ci
cij
(hij − hji).
Putting h˜ij− h˜i = dij (a constant), and using Proposition 1.7 (6) again, we have
dij + djk + dki = dji + dkj + dik.
Put
di = |α|−1
∑
j∈α
j 6=i
(dij − dji) (i ∈ α).
Then we have
dij − dji = di − dj , h˜ij − h˜ji = (h˜i + di)− (h˜j + dj)
for any i, j ∈ α (i 6= j). Hence, by redefining hi as
hi = h˜i + di (i ∈ α),
the difference
log ai −
∑
j∈α
j 6=i
log |hj − hi| (i ∈ α)
becomes a function of the single variable xi. Thus we can take ai (i ∈ α) as
ai =
∏
j∈α
j 6=i
|hj − hi|.
Now, let α be a non-minimal element of A, and let β ∈ A (β ≺ α) be a unique
element such that there is no γ ∈ A satisfying β ≺ γ ≺ α. We assume that the
functions hi are defined for all i ∈ γ and γ ≺ α (γ ≺ β if |β| = 1) and the constants
eγδ are defined for all γ and δ (γ ≺ δ ≺ α) so that the conditions (1), (2), (3), and
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(4) in the proposition are satisfied. Under this assumption we shall define suitable
functions hi (i ∈ α) when |α| ≥ 2, hj (j ∈ β) when |β| = 1, and a constant eβα.
Let i ∈ α, j ∈ β, and k ∈ γ( β). Then the assumption implies that
∂k log aj =
{ −∂k log |hk − hj | (γ = β, k 6= j)
−∂k log |hk + eγβ | (γ ≺ β).
Since
(∂j log ai)(∂k log ai) = (∂j log ak)(∂k log ai) + (∂k log aj)(∂j log ai),
we have ∂k log ai = ∂k log aj in case γ ≺ β. Hence in this case, putting eγα = eγβ ,
we have
(1.13) ∂k log |ai(hk + eγα)| = 0.
Also, in case γ = β and j 6= k (hence |β| ≥ 2), we have
−hk + h
′
k
h′ki
(hki − hik) = −hj + h
′j
h′ji
(hji − hij).
Since the left- and the right-hand side of the formula above are functions of xk
and xj respectively, it follows that they are constants. Let eβα be this common
constant. Then, in case |β| ≥ 2, we have
(1.14) hj + eβα = cji(hji − hij)
for any j ∈ β, where cji are non-zero constants. Moreover, we put
(1.15) hj = |hji − hij |, eβα = 0
in case |β| = 1. Then, by (1.13), (1.14), and (1.15), we see that
∂k log
ai ∏
γ≺α
∏
l∈γ
|hl + eγα|
 = 0
for every k ∈ γ and γ ≺ α.
Now, applying the same argument as for minimal element, we obtain functions
hl (l ∈ α) so that the function
log
ai ∏
γ≺α
∏
l∈γ
|hl + eγα|
+ log∏
l∈α
l 6=i
|hl − hi|
depends only on xi for every i ∈ α (if |α| = 1, the second term does not appear,
and hi (i ∈ α) remains undetermined). Hence ai (i ∈ α) can be taken so that this
function is equal to zero. This completes the induction. The remaining part of the
proposition is easy. 
We now assume that each equivalence class α ∈ A consists of successive numbers:
α = {s(α), s(α) + 1, . . . , t(α)}.
Let m(i) (i ∈ α) be the number of functions hj (j ∈ α) such that hi > hj at p.
Also, let m(α, β) be the number of negative functions in
{hi + eαβ | i ∈ α}.
Let n(α) be the set of β ∈ A such that α ≺ β and there is no γ between α and β.
Also, put
uα =
∏
γ≺α
∏
l∈γ
(hl + eγα).
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Proposition 1.13. For a suitably chosen basis F1, . . . , Fn of F , the functions bij =
aij/ai (i ∈ α) are given by:
bij =

(−1)m(i)(−hi)j−s(α) (j ∈ α)
(−1)m(i)−1+m(α,β)(hi + eαβ)−1 (j = t(β), β ∈ n(α))
0 (otherwise).
Moreover, ∑
βα
∑
j∈β
ajbjk =
{ |uα|−1 (k = t(α))
0 (k 6= t(α)).
Proof. Put
b˜ij =

(−1)m(i)(−hi)j−s(α) (j ∈ α)
(−1)m(i)−1+m(α,β)(hi + eαβ)−1 (j = t(β), β ∈ n(α))
0 (otherwise).
Then a direct computation shows that∑
βα
∑
j∈β
aj b˜jk =
{ |uα|−1 (k = t(α))
0 (k 6= t(α)).
Let B be the n×n matrix (b˜ij), and let Bi be the (n−1)× (n−1) matrix obtained
by deleting i-th row and t(α)-th column from B, where i ∈ α.
Lemma 1.14. (1) detB 6= 0.
(2) detBi 6= 0.
Proof. It is easily seen that detB is equal to
∏
α∈A detB
α, where Bα = (b˜ij)i,j∈α.
Since detBα 6= 0 by Vandermonde’s formula, (1) follows. (2) is similar. 
Define functions ckj (1 ≤ k, j ≤ n) by the formula
(1.16) bij =
∑
k
b˜ikckj .
To prove Proposition 1.13 it suffices to show that ckj are constants. Let α ∈ A and
l ∈ α. We claim that ∂lct(α),j = 0 for any j. In fact, since
∑
i aibij are constants,
we obtain
0 = ∂l
∑
i
aibij = ∂l
∑
βα
∑
i∈β
aibij .
By (1.16) we also have ∑
βα
∑
i∈β
aibij = |uα|−1ct(α),j .
Thus, it follows that ∂lct(α),j = 0.
Moreover, the formula (1.16) implies that
0 =
∑
k 6=t(α)
b˜ik∂lckj = 0,
provided i 6= l and l ∈ α. It then follows from Lemma 1.14 that
∂lckj = 0 (l ∈ α, k 6= t(α)).
This completes the proof. 
Correspondingly, (fij) = (aij)
−1 is given as follows.
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Proposition 1.15. Suppose i ∈ α. Then:
fij =

|uα|St(α)−i(hl ; l ∈ α− {j}) (j ∈ α)
|uα|
∑t(α)−i
m=0 e
m
αβSt(α)−i−m(hl ; l ∈ α) (j ∈ γ  β, β ∈ n(α))
0 (otherwise),
where Sm(hl ; l ∈ α) stands for the elementary symmetric function of degree m
(0 ≤ m ≤ |α|) with respect to |α| functions {hl | l ∈ α}.
The proof is straightforward. Put
vi = uαSt(α)−i+1(hl ; l ∈ α) (i ∈ α, α ∈ A),
and let V be the vector space of functions on U spanned by constant functions and
vi (1 ≤ i ≤ n). Put
k = {sgrad (v) | v ∈ V}.
Proposition 1.16.
(1) [Y, Wj ] = [Y, IWj ] = 0 (Y ∈ k, any j).
(2) {Y, F} = 0 (Y ∈ k, F ∈ F).
(3) k is the commutative Lie algebra of infinitesimal automorphisms of the
Ka¨hler manifold M on U .
Proof. Put Y = sgrad vm. Then
Y =
∑
j
aj(Wjvm)IWj.
Hence, by Propositions 1.4 and 1.5 we have [Y, IWj] = 0 for any j. Since
[Wi, IWi] =
(
−∂i log ai − h
′′
i
h′i
)
IWi +
∑
j 6=i
aj
ai
(∂j log ai)IWj ,
it follows that
[Wi, Y ] = ai
(
∂2i vm − (∂ivm)
h′′i
h′i
)
IWi
+
∑
j 6=i
aj(∂i∂jvm + (∂i log aj)(∂jvm) + (∂j log ai)(∂ivm))IWj.
Then, it is easily seen that each term in the right-hand side of the formula above
vanishes. Thus (1) follows.
From (1) it follows that
0 = {Y,W 2i + (IWi)2} =
∑
j
bij{Y, Fj}.
This indicates (2). In particular, we have {Y,E} = 0, which implies that Y is an
infinitesimal isometry. The property (1) also implies that (LY I)Wi = (LY I)IWi =
0 for any i, where LY denotes the Lie derivative with respect to Y . Hence it follows
that LY I = 0. Moreover, putting Y ′ = sgrad vl (l 6= m), we have
i[Y,Y ′]ω = −LY (dvl) = −d(Y vl) = 0.
Hence [Y, Y ′] = 0, and (3) follows. 
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2. Summing up the local data
In the previous section we have given, for each p ∈M1, the neighborhood U , the
constants eαβ , the functions hi, ai, bij , vi, and the basis F1, . . . , Fn of F , as well
as their numbering. From now on, to clarify the point-dependence, we shall write
U (p), h
(p)
i , F
(p)
i , etc. instead. We assume that each neighborhood U
(p) is taken to
be a small distance ball centered at p so that it is convex.
Take a point p0 ∈ M1 and fix it. Let M1,0 be the connected component of M1
containing p0. Let p ∈M1,0, and let γ(t) (0 ≤ t ≤ 1) be a curve in M1,0 such that
γ(0) = p0, γ(1) = p. Along the curve γ there is a unique numbering of {Di} so
that t 7→ (Di)γ(t) is continuous.
Since the relations i  j are locally stable, we have the following
Lemma 2.1. The relation  on {1, . . . , n} is constant along the curve γ. In par-
ticular, the partially ordered set A is constantly defined along γ.
We put
F (q)α (λ) =
∑
i∈α
(−λ)i−s(α)F (q)i .
As is easily seen,
F (q)α (λ) = |u(q)α |
∑
j∈α
∏
k∈α
k 6=j
(h
(q)
k − λ) · (V 2j + (IVj)2)
+ |u(q)α |
∑
β∈n(α)
∏
l∈α(h
(q)
l + e
(q)
αβ)−
∏
l∈α(h
(q)
l − λ)
e
(q)
αβ + λ
∑
γβ
∑
j∈γ
(V 2j + (IVj)
2).
Proposition 2.2. There are constants cα 6= 0 and dα such that
F (p)α (cαλ− dα) =
c|α|−1α ∏
βα
c
|β|
β
F (p0)α (λ).
If {h(p)i } and e(p)αβ are suitably chosen, then those constants become
cα = 1, dα = 0 (any α).
Proof. Let Iγ(t) be the connected component of the intersection of U
(γ(t)) and the
image of γ containing the point γ(t). Suppose that Iγ(t1) ∩ Iγ(t2) 6= ∅. Then, by
Proposition 1.11 there are constants c˜α( 6= 0) and d˜α such that
h
(γ(t1))
i = c˜αh
(γ(t2))
i − d˜α, e(γ(t1))αβ = c˜αe(γ(t2))αβ + d˜α
on U (γ(t1)) ∩ U (γ(t2)). This implies that
F (γ(t1))α (c˜αλ− d˜α) =
c˜|α|−1α ∏
βα
c˜
|β|
β
F (γ(t2))α (λ).
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Taking a finite number of points on γ and iterating this argument successively, we
obtain the former half of the proposition.
Now, putting
h˜
(p)
i = c
−1
α (h
(p)
i + dα), e˜
(p)
αβ = c
−1
α (e
(p)
αβ − dα),
and denoting by F˜
(p)
α (λ) the corresponding polynomial, we have
F˜ (p)α (λ) =
c|α|−1α ∏
βα
c
|β|
β
−1 F (p)α (cαλ− dα) = F (p0)α (λ).

Now, let us suppose that p = p0, i.e., γ is a loop. Let ν be the permutation of
the indices 1, . . . , n defined by
(Di)γ(1) = (Dν(i))γ(0).
Proposition 2.3. ν is the identity.
Proof. Since ν preserves the relation , it induces an automorphism of the partially
ordered set. We also denote it by ν. Then, by Proposition 2.2 there are constants
cα 6= 0 and dα such that
F
(p0)
ν(α)(cαλ− dα) =
c|α|−1α ∏
βα
c
|β|
β
F (p0)α (λ).
This formula clearly indicates that ν(α) = α and F
(p)
i (i ∈ α) is written as a linear
combination of F
(p)
ν(j) (i ≤ j ≤ t(α)). Thus ν(i) = i for every i ∈ α. 
This proposition implies that the subbundles Di are globally defined on M
1,0.
Proposition 2.4. Suppose that {h(q)i } and e(q)αβ (q ∈ M1,0) are taken so that
F
(q)
α (λ) = F
(p0)
α (λ) for all α ∈ A. Then for any p, q ∈M1,0 such that U (p)∩U (q) 6=
∅, e(p)αβ = e(q)αβ and h(p)i = h(q)i for any i on the intersection. Hence, there are
functions {hi} on M1,0 such that hi = h(p)i on U (p).
Proof. Since F
(p)
α (λ) = F
(q)
α (λ), the proposition follows from the proof of Proposi-
tion 2.2. 
3. Structure of M −M1
In the previous section we have obtained the constants eαβ , the functions hi, ai,
bij , fij on M
1,0 and the basis {Fi} of F . Also, the functions v ∈ V and the vector
fields Y ∈ k are now defined on M1,0, and the properties described in Proposition
1.16 holds on M1,0. Since for each α the functions hi (i ∈ α) take mutually distinct
values at every point inM1,0, we may assume that the numbering of {Di} is chosen
so that
hs(α) > hs(α)+1 > · · · > ht(α) (α ∈ A)
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on M1,0. We put
vα(λ) = uα
∏
i∈α
(hi − λ)
=
|α|−1∑
m=0
(−λ)mvs(α)+m + (−λ)|α|uα.
The main purpose of this section is to prove the following
Theorem 3.1. M −M1 is equal with a locally finite union of closed, totally ge-
odesic, complex hypersurfaces L. In particular M1 is connected and dense in M .
Moreover, the functions hi are continuously extended to the whole M and the sub-
bundles Di are smoothly extended to M
0, and they possess the following properties:
(1) hi + eαβ (i ∈ α, α ≺ β) are everywhere nonzero on M ;
(2) hs(α) > hs(α)+1 > · · · > ht(α) on M0 (α ∈ A);
(3) hi are C
∞ functions on M0;
(4) Sm(hi ; i ∈ α) (1 ≤ m ≤ |α|) are C∞ functions on M ;
(5) Dα =
∑
i∈αDi (α ∈ A) are extended to the whole M as C∞ subbundles of
TM ;
(6) The vector fields Y ∈ k are globally defined and of C∞ on M ;
(7) For each hypersurface L there are α ∈ A and c ∈ R such that a connected
component of the set of zeros of sgrad vα(c) ∈ k coincides with L, and vα(c)
vanishes on L.
We shall call {hi} and {eαβ} the fundamental functions and the conjunction
constants of the Ka¨hler-Liouville manifold (M,F) (of type (A)) respectively. Note
that if {h′i} and {e′αβ} are other choice, then there are constants cα 6= 0 and dα
such that e′αβ = cαeαβ + dα and for i ∈ α,
h′i =
{
cαhi − dα (cα > 0)
cαht(α)+s(α)−i − dα (cα < 0)
The following theorem is an immediate consequence of the theorem above and
Proposition 1.16.
Theorem 3.2. The geodesic flow of a Ka¨hler-Liouville manifold of type (A) is
integrable with respect to the first integrals in F and k.
We begin the proof of Theorem 3.1 with a characterization of the functions vi in
terms of Fj .
Lemma 3.3. Let i ∈ α. If i 6= s(α), the function vi is equal with a linear combi-
nation of trFi−1, . . . , trFt(α) and trFj (j ∈ β, β ≺ α). If i = s(α) and α is not a
maximal element, then vi is equal with a linear combination of trFj (j ∈ β, β  α)
and trFt(γ), where γ is any element of n(α). Finally, if i = s(α) and α is a maximal
element, then viu
|α|−1
α is a polynomial of detFt(α)−1 and trFj (j ∈ β, β  α).
The proof is straightforward. The lemma above implies that there is a C∞
function on M expressed by the traces of Fj that coincides with vi on M
1,0, unless
i = s(α) and α is maximal. Though the expression is not unique in general, we take
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one and fix it. We denote the extended function by the same symbol vi. Note that
every uβ (β ∈ A) is a linear combination of those functions. Similarly, if i = s(α)
and α is maximal, then there is a C∞ function on M that coincides with viu
|α|−1
α
on M1,0.
Let M0,0 be the connected component of M0 that contains M1,0. For technical
reason we shall first show that M0,0∩M1 is connected and dense inM0,0, and that
the functions hi are smoothly extended to M
0,0. Let c(t) be a geodesic such that
p = c(0) ∈M1,0, c([0, t0)) ⊂M1,0, q = c(t0) ∈M0,0 −M1,0.
Since q ∈ M0, every simultaneous eigenspace of {F eq | F ∈ F} is (complex) one-
dimensional. Hence there is a neighborhood U of q, and there are subbundles Di
of TM on U such that each Di coincides with that on M
1,0 on the connected
component of U ∩M1,0 containing a curve segment of the form c((t0−ǫ, t0)), ǫ > 0.
Since the polynomial vα(λ) has |α| real roots at each point in M1,0, so does at
q if uα(q) 6= 0. In this case, denoting those roots by hi(q) (i ∈ α), hs(α)(q) ≥ · · · ≥
ht(α)(q), we have the continuous extension of hi up to q.
Lemma 3.4. (1) uα(q) 6= 0 for any α.
(2) hs(α)(q) > · · · > ht(α)(q).
Proof. If uα(q) = 0 for some α, then we have Ft(α) = 0 at q, contradicting q ∈M0.
Hence uα(q) 6= 0 for every α, and the functions hi are well-defined at q. Since the
eigenvalues of the endomorphism F ei at each point inM
1,0 are given by fij described
in Proposition 1.15, so are at q by continuity. Therefore, if hi(q) = hi+1(q) for some
i, i+1 ∈ α, then one can easily see that Di and Di+1 cannot be separated by means
of the eigenvalues, which contradicts the facts that every simultaneous eigenspace
is one-dimensional. 
By virtue of the lemma above, we see that the polynomial vα(λ) has |α| distinct
real roots on U , if U is taken small enough. Denoting those roots again by hi
(i ∈ α), hs(α) > · · · > ht(α), we obtain the smooth extension of the functions hi to
M1,0 ∪ U .
Lemma 3.5. There is some hi such that dhi = 0 at q. In this case we also have:
(1) The hessian Hesshi of hi at q is given by
Hesshi(X, Y ) = ag([X ]Di, [Y ]Di), X, Y ∈ TqM,
where a ∈ R, a 6= 0, and [X ]Di denotes the Di-component of X;
(2) c˙(t0) is not orthogonal to Di.
Proof. Put U ′ =M1,0∩U , and let {a˜i} be functions around q given in Proposition
1.1. Then we have
d log a˜i ≡ −d log
|uα|∏
j∈α
j 6=i
|hj − hi|
 mod Di
on U ′. Clearly, it is also valid on the closure of U ′ in U by continuity. Hence, if every
derivatives h′i does not vanish at q, then it follows that q ∈ M1, a contradiction.
Thus there is some i such that h′i = 0 at q.
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Put b = hi(q) and suppose i ∈ α. Then dvα(b) = 0 and
Hess vα(b) = a˜Hesshi
at q, where a˜ is a non-zero constant. Put Y = sgrad vα(b). Then we have
Hess vα(b)(X,Z) = g(∇XY, IZ).
Moreover, since Y is an infinitesimal automorphism of the Ka¨hler manifold M on
U ′, we have ∇IXY = I∇XY . Hence Hess vα(b) is a hermitian form on U ′, and so
is at q by continuity. Since (Hesshi)(X,Z) = 0 at q if X or Z is orthogonal to Di,
it follows that
(Hesshi)(X,Z) = (Hesshi)([X ]Di , [Z]Di) = ag([X ]Di, [Z]Di)
at q for some constant a.
Now, we show (Hess vα(b))(c˙(t0), ·) 6= 0, which will prove that a 6= 0, and (2).
Since Y is a Jacobi field along c(t) (0 ≤ t < t0), it satisfies the equation of Jacobi
field up to q = c(t0) by continuity. Hence, Yq being 0, we have ∇c˙(t0)Y 6= 0 at q.
From this it follows that
(Hess vα(b))(c˙(t0), ·) 6= 0.

Lemma 3.6. There is a constant ǫ > 0 such that c((t0, t0 + ǫ)) ⊂M1,0.
Proof. Let S be the subspace of TqM spanned by c˙(t0) and Ic˙(t0), and let B
be the image of the ǫ-ball {V ∈ S | |V | < ǫ} in S by the exponential mapping
Expq : TqM → M . Then, it follows from the previous lemma that h′i 6= 0 at q′ for
every i and q′ ∈ B−{q}, provided ǫ small enough. It also follows from the proof of
the previous lemma that if q′ ∈ U lies on the boundary of U ′, then some h′i vanishes
at q′. Hence we have B − {q} ⊂M1,0. 
Proposition 3.7. M0,0∩M1 =M1,0, and it is dense in M0,0. Also, the functions
hi and the subbundles Di extend smoothly to M
0,0 and satisfies
hs(α) > · · · > ht(α) (α ∈ A), dhi|Dj = 0 if i 6= j.
Moreover, Di are the simultaneous eigenspaces of the endomorphisms {F e | F ∈ F}
at each point in M0,0.
Proof. Let N be the closure of M1,0 in M0,0, and assume that N 6= M0,0. Let
q ∈ N be a boundary point of N , and let U be an open distance ball centered at
q, which is small enough so that it is convex and contained in M0,0. Let p0 and q0
be two points in U such that p0 ∈ M1,0 and q0 6∈ N . Let c(t) (0 ≤ t ≤ T ) be the
minimal geodesic from p0 to q0, and let t = t1 be the earliest time when c(t) meets
the boundary of N .
Applying the argument above to the geodesic c(t) and the point p1 = c(t1), we
see that there is ǫ > 0 such that c((t1, t1 + ǫ)) ⊂ M1,0. Iterating this procedure
successively, we obtain a sequence of times 0 = t0 < t1 < t2 < · · · < T such that
c(tk) 6∈M1,0, c((tk−1, tk)) ⊂M1,0 (k ≥ 1).
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We claim that the number of such tk is finite. In fact, suppose that it is not the
case, and put t∞ = limk→∞ tk ≤ T . Then, as seen above, any vector fields of the
form
Y = sgrad vα(b) (α ∈ A, b ∈ R)
are Jacobi fields along c(t) (0 ≤ t ≤ t∞), and among them there is Yk that vanish
at c(tk) for every k ≥ 1. Let k˜ be the vector space of Jacobi fields spanned by such
Y . Since k˜ coincides with k on c([0, T ]) ∩M1,0, it follows that it is n-dimensional,
and satisfies
g(Y,∇c˙Y ′) = g(∇c˙Y, Y ′) Y, Y ′ ∈ k˜.
From this property one can easily conclude that the set of points t such that some
non-zero Y ∈ k˜ vanishes at c(t) is discrete. On the other hand, choosing a sub-
sequence if necessary, we obtain Y∞ ∈ k˜ − {0} as a limit of (constant multiples
of) {Yk}. Since Y∞ vanishes at c(t∞), it is a contradiction. Hence there are only
finitely many tk; t1, . . . , tl.
Now, again by Lemma 3.6 we see that c((tl, T )) ⊂ M1,0. However, this con-
tradicts the fact that q0 = c(T ) 6∈ N . Thus we conclude that N = M0,0, and
M0,0 ∩M1 =M1,0. The remaining part is obvious. 
Next, we shall prove thatM0 is connected and dense inM . Let q be a boundary
point of M0,0, and assume that uα(q) 6= 0 for every α. Then in the same way
as above the functions hi are continuously extended to M
0,0 ∪ {q}. Also, TqM is
decomposed to the simultaneous eigenspaces of the endomorphisms {F e | F ∈ F}.
Clearly those subspaces are uniquely extended as C∞ subbundles around q so that
they are sums of simultaneous eigenspaces at each point.
Lemma 3.8. Let q ∈M s ∩M0,0, and assume that uα(q) 6= 0 for any α. Let D be
one of the simultaneous eigenspaces of {F e | F ∈ F} at q, and let dimD = m. Then
there is α ∈ A and its subset α′ consisting of successive numbers i, . . . , i +m − 1
such that the extended subbundle (also denoted by D) is equal with
∑
j∈α′ Dj on
M0,0 near q. Moreover, there is a constant c such that:
(1) hi(q) = · · · = hi+m−1(q) = c, hj(q) 6= c (j ∈ α− α′);
(2) The functions Sk(hj ; j ∈ α′) on M0,0 can be smoothly extended around q
(1 ≤ k ≤ m);
(3) dvα(c) = 0 at q if m ≥ 2;
(4) The hessian of vα(c) vanishes at q if m ≥ 3.
Also, there exists at least one simultaneous eigenspace D with dimD ≥ 2.
Proof. Let U be a neighborhood of q where the subbundle D is defined. Since D is
a sum of simultaneous eigenspaces at each point, it is a sum of Dj on U ∩M0,0. Let
us consider the endomorphisms F et(α). It is |uα| times the identity on
∑
βαDβ , and
0 on the orthogonal complement. Therefore the subbundles Dα are continuously
extended to q so that
∑
βαDβ is still the eigenspace of F
e
t(α) corresponding to
the eigenvalue |uα(q)|. Since Dα is a sum of simultaneous eigenspaces at q, it is
consequently extended on U as the subbundle of TM . Clearly D ⊂ Dα for some
α. Also, the endomorphism F ej at q is a constant multiple of the identity on Dα if
j /∈ α, and the eigenvalues of F ej (j ∈ α) on Dα are
|uα(q)|St(α)−j(hl(q) ; l ∈ α− {k}) (k ∈ α)
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at q. This implies that there is a subset α′ of α consisting of successive numbers
i, . . . , i+m− 1 such that
D =
∑
j∈α′
Dj on U ∩M0,0
hi(q) = · · · = hi+m−1(q) = c
hj(q) 6= c for j ∈ α− α′.
To prove (2) we note that
∑
j∈α hj is extended as the C
∞ function around q,
because vt(α) and uα are of C
∞, and uα(q) 6= 0. Hence the symmetric functions of
the eigenvalues of the endomorphisms
u−1α
∑
j∈α
hj
F et(α) − F et(α)−1

on D, which are
Sl
 ∑
j∈α′−{k}
hj ; k ∈ α′
 ,
on M0,0, are C∞ functions around q. This proves (2).
To prove the assertions (3) and (4), assume m ≥ 2, and let G(λ) be the endo-
morphism of Dα defined to be the restriction of
F et(α)−1 −
∑
j∈α
hj(q)− λ
F et(α)
to Dα. Then detG(λ) is a C
∞ function on U . Since G(c) = 0 on D at q, the order
of the zero q of the function detG(c) is not less than m. On the other hand, we
have
detG(λ) = |uα||α|
∏
j∈α
(∑
k∈α
hk −
∑
k∈α
hk(q)− (hj − λ)
)
= ǫ|α|
|α|∑
l=0
(−1)lulαSl(hj − λ ; j ∈ α)
(
vt(α) − uα
∑
k∈α
hk(q)
)|α|−l
on U ∩M0,0, where ǫ is the sign of uα. Note that uαSl(hj − λ ; j ∈ α) is expressed
as a linear combination of vj (j ∈ α) and uα. Hence the last formula described
above also expresses a C∞ function on U that coincides with detG(λ) on U ∩
M0,0. In particular those two functions coincides at q up to infinite order. Since
d(detG(c)) = 0 at q, and since
S|α|−1(hj − c ; j ∈ α) = vt(α) − uα
∑
k∈α
hk(q) = 0
at q, it follows that
d(uαS|α|(hj − c ; j ∈ α)) = 0
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at q. Moreover, if m ≥ 3, considering the function (d/dλ) detG(λ)|λ=c, we also
have
d(uαS|α|−1(hj − c ; j ∈ α)) = 0
at q. Then observing the function detG(c) again, we see that the hessian of the
function
uαS|α|(hj − c ; j ∈ α) = vα(c)
vanishes at q.
Finally, assume that every simultaneous eigenspace is of dimension one. Then
as is easily seen, the |α| functions hi (i ∈ α) take mutually different values at q for
any α. Hence the functions aij = aibij can be continuously extended to q, which
implies the linear independence of F1, . . . Fn at q. 
Proposition 3.9. M0 is connected and dense in M .
Proof. Assume that M0 is not connected, and let p, p′ ∈ M0 such that p ∈ M1,0
and p′ lies in another component. Let c(t) (0 ≤ t ≤ t0) be a geodesic from p to p′.
A slight modification of the geodesic c and the point p′ enables us to assume that
Di-component of c˙(0) ∈ TpM is not zero for any i. Let t1 be the time such that
q = c(t1) ∈M s and c(t) ∈M0,0 for any t ∈ [0, t1).
We first claim that every (extended) function uα (α ∈ A) does not vanish at q.
In fact, assume that uα(q) = 0. Since
trFt(α) = uα
∑
β≻α
|β|
and since Ft(α) is positive semi-definite on M
0,0, it follows that Ft(α) = 0 at q.
Let ζt be the geodesic flow and π : T
∗M → M the bundle projection. Then
c(t) = π(ζtλ0), where λ0 ∈ T ∗pM is given by
λ0(X) = g(c˙(0), X) X ∈ TpM,
and we have
Ft(α)(λ0) = Ft(α)(ζt1λ0) = 0.
This implies that c˙(0) is orthogonal to Dj for any j ∈ β, β  α, a contradiction.
Hence uα(q) 6= 0 for every α.
Therefore, as stated above, the functions hi is extended up to q, and Lemma 3.8 is
applicable. LetD be a simultaneous eigenspace of the endomorphisms {F e | F ∈ F}
at q, and let α and α′ be as in Lemma 3.8. Suppose m = dimD ≥ 2, and put
hj(q) = a (j ∈ α′). Then Y = sgrad vα(a) is the Jacobi field along the geodesic
c|[0,t1], and vanishes at q = c(t1). Hence∇c˙(t1)Y 6= 0, which implies that the hessian
of vα at q does not vanish. Thus we have m = 2 by Lemma 3.8.
Put F ′ = {F ∈ F | Fq = 0}, and let dimF ′ = k. For each 2-dimensional
simultaneous eigenspace D, put
HD = Fα(a)−
∑
β∈n(α)
ǫβ(eαβ + a)
−1Ft(β),
where ǫβ is the sign of
∏
l∈α(hl + eαβ). As is easily seen, the elements HD form a
basis of F ′. For F ∈ F , let XF be the vector field on T ∗M defined by
iXF dθ = −dF,
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where θ is the canonical 1-form on the cotangent bundle. Clearly, the vector field
XF (F ∈ F ′) on T ∗M is tangent to the fibre T ∗qM at each point λ ∈ T ∗qM . Thus
we have the vector field XF |T∗qM on the vector space T ∗qM whose coefficients are
hermitian forms. Let S∗qM be the sphere of unit covectors at q, and put
Λ = {λ ∈ S∗qM | XF |T∗qM = 0 at λ for some F ∈ F ′ − {0}}.
Lemma 3.10. (1) (XF )ζt1λ0 6= 0 for any F ∈ F − {0}.
(2) For each 2-dimensional simultaneous eigenspace D, there is a unit vector
VD ∈ D such that Λ is given by
Λ = {λ ∈ S∗qM | λ(VD) = λ(IVD) = 0 for some D}.
In particular the complement of Λ in S∗qM is connected and dense in S
∗
qM .
Proof. Describing
Fp =
∑
j
bj(V
2
j + (IVj)
2),
we have
π∗((XF )λ0) = 2
∑
j
bj(g(Vj, c˙(0))Vj + g(IVj, c˙(0))IVj).
Since the right-hand side does not vanish because of the assumption on c˙(0), it
follows that
(XF )ζt1λ0 = ζt1∗((XF )λ0) 6= 0.
As is easily seen, the endomorphism HeD on the orthogonal complement D
⊥ of D
vanishes up to order 2 at q. Hence, taking an orthonormal frame V˜i, IV˜i (i = 1, 2)
of D around q, we see that XHD |T∗qM is of the form
XHD |T∗qM = f1V˜ ∗1 + f2V˜ ∗2 + f3(IV˜1)∗ + f4(IV˜2)∗,
where V˜ ∗1 , . . . , (IV˜2)
∗ are covectors (constant vector fields on T ∗qM) that vanish on
D⊥, and dual to V˜1, . . . , IV˜2; also, fi are linear combinations of the hermitian forms
V˜ 2i + (IV˜i)
2 (i = 1, 2), V˜1V˜2 + (IV˜1)(IV˜2), V˜1IV˜2 − V˜2IV˜1.
Then, since
0 = XHDFt(α) = |u(α)(q)|XHD
2∑
i=1
(V˜ 2i + (IV˜i)
2),
we can choose V˜1 and V˜2 so that
aXHD = (V˜
2
1 + (IV˜1)
2)V˜ ∗2 − (V˜1V˜2 + (IV˜1)(IV˜2))V˜ ∗1
+ (V˜1IV˜2 − V˜2IV˜1)(IV˜1)∗,
where a is a non-zero constant, and the covectors V˜ ∗i , (IV˜i)
∗ are identified with the
constant vector fields on T ∗qM . Hence, the zero set of XHD on T
∗
qM is the vector
subspace defined by V˜1 = IV˜1 = 0. By putting VD = V˜1, (2) follows. 
Let Λ1 be the set of points λ ∈ S∗qM such that
dim{(XF )λ | F ∈ F} < n.
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Lemma 3.11. (1) S∗qM − Λ1 is connected and dense in S∗qM .
(2) For λ ∈ S∗qM − Λ1 the set of t ∈ R such that π(ζtλ) /∈ M0 is discrete. In
particular there is a constant ǫ > 0 such that π(ζtλ) ∈M0,0 for t satisfying
|t| < ǫ, t 6= 0.
Proof. We define VD for each 1-dimensional simultaneous eigenspace D as a unit
vector in D. Let Λ2 be the set of λ ∈ S∗qM such that
λ(VD) = λ(IVD) = 0
for some simultaneous eigenspace D (of dimension 1 or 2). Then the complement
of Λ2 in S
∗
qM is still connected and dense in S
∗
qM . We prove that
S∗qM − Λ2 ⊂ S∗qM − Λ1,
which will indicate (1).
Let λ ∈ S∗qM − Λ2. Since λ 6∈ Λ, the previous lemma implies that (XF )λ
(F ∈ F ′) form a k-dimensional subspace of Tλ(T ∗qM). On the other hand, we know
that {Fq | F ∈ F} is (n− k)-dimensional, and spanned by
V˜ 21 + V˜
2
2 + (IV˜1)
2 + (IV˜2)
2 (D, 2-dimensional),
(VD)
2 + (IVD)
2 (D, 1-dimensional),
where V˜1, . . . , IV˜2 is an orthonormal basis of D. Hence, it follows that
{π∗((XF )λ) | F ∈ F}
is (n− k)-dimensional subspace of TqM , provided λ 6∈ Λ2. From these two facts we
see that
dim{(XF )λ | F ∈ F} = n (λ ∈ S∗qM − Λ2).
Hence λ ∈ S∗qM − Λ1.
Now, let λ ∈ S∗qM − Λ1, and put ZF (t) = π∗((XF )ζtλ). Then, ZF (t) are Jacobi
fields along the geodesic c1(t) = π(ζtλ), and satisfy
g(ZF ,∇c˙1ZF˜ ) = g(∇c˙1ZF , ZF˜ ) (F, F˜ ∈ F).
This implies that the set of t at which ZF (t) = 0 for some F ∈ F − {0} is discrete.
Since Fc1(t) = 0 implies ZF (t) = 0 for each t, it follows that π(ζtλ) ∈ M0 except
discrete t’s. 
We now continue the proof of Proposition 3.9. The lemmas above imply that
there are only finite number of t on the interval (0, t0) such that c(t) 6∈ M0. Let
t1, . . . , tl (t1 < · · · < tl < t0) be those points. Then the previous lemma also implies
that c((t1, t2)) ⊂ M0,0. Since Lemmas 3.10 and 3.11 are still valid for the point
c(t2), it also follows that c((t2, t3)) ⊂ M0,0. Iterating this procedure successively,
we consequently see that p′ = c(t0) ∈M0,0, which shows the connectedness of M0.
The denseness of M0 in M is now clear, because any geodesic c(t) emanating
from the point p meets M s only at discrete values of t, if every Di-component of
c˙(0) is nonzero. This completes the proof of Proposition 3.9. 
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We have proved that M0 and M1 are connected and dense in M , and uα does
not vanish everywhere onM0 for any α. Now we shall show that uα 6= 0 everywhere
on M . Assume that uα(q) = 0 for some α ∈ A and q ∈ M s. Then duα = 0 at q,
because uα is either non-positive or non-negative on M . Since the functions uβ are
globally defined and smooth on M , the vector fields sgraduβ are globally defined
infinitesimal automorphisms of the Ka¨hler manifold M . Therefore the connected
component L of the set of zeros of sgraduα containing q is a totally geodesic complex
submanifold ofM (see [8], for instance). Also, the tangent space of L at q coincides
with the kernel of the hessian of uα at q.
Let U be a small neighborhood of q, and let p ∈ U ∩M1 that does not belong
to any such submanifolds L corresponding to the vector fields sgraduβ vanishing
at q. Let c(t) be the minimal geodesic joining q and p; c(0) = q, c(t0) = p. Fix α
such that uα(q) = 0, and put
v = vt(α) −
(∑
i∈α
hi(p)
)
uα.
Note that the function v is well-defined and smooth on the whole M .
Lemma 3.12. Hess v(c˙(0), c˙(0)) = 0.
Proof. Taking U small enough, we may assume that uγ(c(t)) 6= 0 for any γ ∈ A.
Hence, as we have seen before, there is an open and dense subset J of the interval
(0, t0] such that c(t) ∈ M1 for t ∈ J . Since Ft(α) is semi-definite everywhere,
and since trFt(α) is a non-zero multiple of uα, we have Ft(α) = 0 at q. Hence
Ft(α)(ζtλ) = 0 for any t ∈ R (c(t) = π(ζtλ)), and this implies that
c˙(t) ∈
∑
γ 6α
Dγ (t ∈ J).
Hence
∑
i∈α hi(c(t)) is constant on each connected component of J . So, by conti-
nuity we have
v(c(t)) = uα(c(t))
(∑
i∈α
hi(c(t))−
∑
i∈α
hi(p)
)
= 0
for all t ∈ [0, t0], and it therefore follows that Hess v(c˙(0), c˙(0)) = 0. 
It is clear that a slight modification of the initial vector c˙(0) ∈ TqM does not
affect the conclusion of Lemma 3.12. Thus we have Hess v = 0 at q, which contra-
dicts the fact that sgrad v is the non-trivial Killing vector field on M . Hence it has
been shown that uα does not vanish everywhere on M for every α.
We now prove the remaining part of Theorem 3.1. We have already shown that
the subbundles Di are well-defined and of C
∞ on M0. Also, (1), (2), and (3) have
been verified. Since the functions uα are everywhere non-zero, (4) and (6) also
follows. Let q be a point in M −M1. If c(t) is a geodesic passing through q and a
point in M1, then the set of t ∈ R such that {Yc(t) | Y ∈ k} is not n-dimensional
is discrete, as we have already seen. Hence Lemma 3.5 and the argument in the
proof of Proposition 3.9 is applicable. Thus if q ∈ M0 −M1, there are i(∈ α) and
a, b ∈ R, b 6= 0 such that d(vα(a)) = 0 at q and
Hess vα(a)(X, Y ) = bg([x]Di , [Y ]Di), X, Y ∈ TqM.
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Therefore the connected component L of the zeros of the infinitesimal automor-
phism sgrad vα(a) passing through q is the complex submanifold of codimension
one.
Now let q ∈M s. Then it follows that every simultaneous eigenspace of {F eq | F ∈
F} is of dimension one or two, and they are contained in some Dα. Hence (5)
follows. Let D be a simultaneous eigenspace of dimension two, and let α, α′ =
{i, i + 1} and c ∈ R be as in Lemma 3.8. From the proof of Lemma 3.8, it easily
follows that d(vα(c)) = 0 and dv 6= 0 at q, where
v = uαS|α|−1(hj − c ; j ∈ α)
This implies that the exterior derivative of the function hi + hi+1, which is of C
∞
around q, does not vanish at q. Since d((hi − c)(hi+1 − c)) = 0 at q, it follows
that grad v ∈ D, and the orthogonal complement of D is contained in the kernel of
Hess vα(c) at q. Since dvα(c)(sgrad v) = 0 everywhere, it therefore follows that the
connected component L of the set of zeros of sgrad vα(c) passing through q is also
(n− 1)-dimensional.
ThusM−M1 is equal with the union of such hypersurfaces L. The local finiteness
is clear. This complete the proof of Theorem 3.1.
Also, we have just proved the following
Proposition 3.13. Let q ∈M s. Then the simultaneous eigenspacesD of the linear
endomorphisms {F eq | F ∈ F} are of dimension one or two. They are smoothly
extended to a neighborhood U of q as the subbundles of TM in the following way:
If dimD = 1, then D = Di on U ∩M0 for some i; if dimD = 2, then there is
α ∈ A and i, i+ 1 ∈ α such that D = Di +Di+1 on U ∩M0. In the first case, the
function hi is smooth around q, and if i ∈ α,
hj(q) 6= hi(q) (j ∈ α, j 6= i).
In the second case,
hi(q) = hi+1(q), hj(q) 6= hi(q) (j ∈ α, j 6= i, i+ 1),
and the functions hi and hi+1 are not differentiable at q. Moreover, hi + hi+1
and hihi+1 are smooth functions around q such that their exterior derivatives are
non-zero and d((hi − hi(q))(hi+1 − hi(q))) = 0 at q.
4. Torus action and the invariant hypersurfaces
In the rest of the paper we shall assume that the Ka¨hler-Liouville manifold M
is compact. Let k be as before, and put
g = k+ Ik,
which is a commutative Lie algebra of infinitesimal holomorphic transformations
of M . Let K and G be the Lie transformation group of M generated by k and
g respectively. Note that g is naturally regarded as a complex Lie algebra. Ac-
cordingly, G is regarded as a complex Lie group so that the action G ×M → M
is holomorphic. In this section we shall investigate the properties of the action of
those groups and the hypersurfaces contained in M −M1.
We first prove the following
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Proposition 4.1. (1) G preserves M1 and each hypersurface L ⊂M −M1.
(2) The action of G on M1 is simply transitive.
Proof. To prove (1), recall that L is a connected component of the set of zeros of
sgrad v ∈ k for some v ∈ V. Therefore, every Y ∈ k is tangent to L. Since L is a
complex submanifold, any Z ∈ g is also tangent to L. Thus G preserves L. Since
M1 is the complement of the union of such hypersurfaces, it is also preserved by
G. To prove (2), note that {Yp | Y ∈ g} is real 2n-dimensional for every point
p ∈ M1. Hence the G-action on M1 is transitive. Suppose gp = p for some g ∈ G
and p ∈M1. Then gq = q for every q ∈M1, because G is abelian. Hence g should
be the identity transformation of M by continuity. 
Theorem 4.2. The Lie group K is isomorphic to
U(1)n = U(1)× · · · × U(1) (n times),
where U(1) is the group of unit complex numbers. Also, G is isomorphic to (C×)n
as complex Lie group, where C× is the multiplicative group of non-zero complex
numbers.
To prove this theorem we need several lemmas. Let L be a complex hypersurface
contained in M −M1. As observed before, there is vα(c) ∈ V such that L coincides
with a connected component of the set of zeros of sgrad vα(c), and vα(c) vanishes
on L. In this case we shall call vα(c) the function that determines L.
Lemma 4.3. Let L and vα(c) be as above. Then the vector field sgrad vα(c) gen-
erates a circle action on M .
Proof. Put Y = sgrad vα(c), and let adY be the linear endomorphism of TpM
(p ∈ L) given by the formula
(adY )(X) = [Y,X ](= −∇XY ), X ∈ TpM.
Clearly, adY preserves the normal space NpL. Since NpL is complex 1-dimensional
and Y is the infinitesimal isometry, there is a ∈ R such that
(adY )(X) = aIX for any X ∈ NpL.
We claim that a is independent of p ∈ L. In fact, let Z ∈ TpL, and let X be a unit
normal vector field along L. Then
−∇Z(∇XY ) = (Za)IX + aI∇ZX.
Since Y is a Killing vector field, we have
∇Z(∇XY ) = ∇∇ZXY +
1
2
(R(Z,X)Y −R(Y, Z)X +R(X, Y )Z).
Hence Za = 0, which shows that a is constant on L.
The lemma is now clear, because the linear isotropy action of the 1-parameter
group φt generated by Y has the least period 2π/|a| at every point p ∈ L, and so
is φt itself via the exponential mapping Exp : NL→M . 
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Lemma 4.4. Fix α ∈ A, and take a constant b so that hi + b > 0 on M for any
i ∈ α. Put
v = uα
∏
i∈α
(hi + b) ∈ V,
and let p ∈ M be a point where |v| attains the maximum. Then the functions hj
are smooth around p, and dhj = 0 at p for any j such that j ∈ β, β  α.
Proof. If p ∈ M0, then the assertion is clear, because dhi(Dj) = 0 for any i, j
such that i 6= j. Similarly, if there is no 2-dimensional simultaneous eigenspace
of {F ep | F ∈ F} contained in
∑
βαDβ , the assertion is also clear. Now, assume
that p ∈ M s and there are β  α and i, i + 1 ∈ β such that hi(p) = hi+1(p). Let
D be the subbundle of TM defined on a neighborhood U of p that coincides with
Di +Di+1 on M
0 ∩ U . Then, putting
X = grad (hi + hi+1),
we have X ∈ D and X 6= 0 by virtue of Proposition 3.13. Since
d((hi − hi(p))(hi+1 − hi(p))) = 0
at p, it therefore follows that
d((hi + b)(hi+1 + b))(X) 6= 0 at p.
However, this implies that dv(X) 6= 0 at p, a contradiction. 
Proof of Theorem 4.2. Fix α ∈ A, and let p ∈M be as in Lemma 4.4. Clearly the
function vα(hi(p)) (i ∈ α) determines a hypersurface Li contained in M −M1 that
pass through p. Hence the vector fields
Yi = sgrad vα(hi(p)) (i ∈ α)
generate circle actions on M by Lemma 4.3. Executing the same procedure for all
α we thus obtain n vector fields Yi ∈ k each of which generates a circle action on
M . As is easily seen, those vector fields form a basis of k. Hence K is compact,
and is isomorphic to U(1)n.
Now, fix a point q ∈M1, and let φi : g→ R be the mapping defined by
φi(Z) = vα(hi(p))((expZ)q).
Put Φ = (φi) : g→ Rn. Then we have Φ(Z + Y ) = Φ(Z) for any Y ∈ k and Z ∈ g,
and
∂
∂tj
φi(
∑
k
tkIYk) = −g(Yi, Yj).
From this formula it easily follows that the inner product of two vectors
Φ(
∑
k
tkIYk)− Φ(
∑
k
skIYk) and t− s = (tk − sk)
in Rn is negative, provided t 6= s. Hence Φ|Ik is injective.
These facts indicate that the kernel of the homomorphism exp : g→ G is equal
to that of exp : k→ K. This proves the latter half of the theorem. 
Our next goal is to determine all the hypersurfaces contained in M −M1. For
this purpose we need deeper information on the fundamental functions hi. Let L
be a hypersurface in M −M1 determined by the function vα(c) ∈ V. The following
lemma is easy.
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Lemma 4.5. Let p ∈ L. Then there are neighborhoods W and U of p in L and
M respectively, a neighborhood V of 0 in C = {(z)}, and a holomorphic diffeomor-
phism φ : W × V → U such that
(1) φ(q, 0) = q for any q ∈W ,
(2) φ∗z ∂∂z = (2a)
−1(−IY +√−1Y ),
where Y = sgrad vα(c) and a is the eigenvalue of I ◦ adY on NL.
Note that the hessian of vα(c) on the normal bundle NL is equal to a times the
metric g, a being the constant in Lemma 4.5. Hence there is a neighborhood U of
L such that vα(c) > 0 (resp. < 0) on U − L if a > 0 (resp. a < 0).
Lemma 4.6. vα(c) > 0 (resp. < 0) on M − L if a > 0 (resp. a < 0).
Proof. Suppose a > 0. Let ψt be the one-parameter group of transformations
generated by −grad vα(c). Then the previous lemma implies that ψt(q) converges
to a point in L as t → ∞ for any q ∈ U , provided U (⊃ L) small enough. Now,
fix q0 ∈ U , and let q ∈ M1 be an arbitrary point. Then there is g ∈ G such that
q = gq0. Since ψt(q) = gψt(q0) and gL = L, it follows that ψt(q) ∈ U for sufficiently
large t. Hence we have
vα(c)(q) > vα(c)(ψt(q)) > 0.
Let b > 0 be the minimal value of the function vα(c) on the boundary of U , and let
q′ be a point in M − (M1 ∪ U). Then one can take a point q ∈ M1 − U arbitrary
near q′. Since vα(c)(q) > b, it follows that vα(c)(q′) ≥ b, proving the lemma. The
case a < 0 is similar. 
Lemma 4.7. Let α ∈ A, and let i, i+ 1 ∈ α. Then
minhi ≥ maxhi+1,
where the minimum and the maximum are taken on M .
Proof. Suppose that hi takes its minimal value c at p ∈ M . In this case we have
hi−1(p) > c if i − 1 ∈ α. In fact, if i − 1 ∈ α and hi−1(p) = c, then c is also
the minimal value of hi−1. Hence d(hi−1 + hi) = 0 at p, contradicting Proposition
3.13. Then, there are two cases: (1) hi+1(p) < c, or (2) hi(p) = hi+1(p) = c. If the
case (1) occurs, then the function hi is smooth around p. Hence the function vα(c)
determines a hypersurface L ⊂M −M1. Since hi+1 6= c on M −L by the previous
lemma, we have maxhi+1 ≤ c.
Now, suppose that the case (2) occurs. Then by virtue of Proposition 3.13 the
function vα(c) again determines a hypersurface L ⊂ M −M1. Proposition 3.13
also implies that there is a point q ∈ L near p such that hi+1(q) < c and hi(q) = c.
Hence we again conclude that maxhi+1 ≤ c. 
Proposition 4.8. A function in V of the form vα(c) determines a hypersurface L
in M −M1 if and only if c is the maximal or minimal value of hi for some i ∈ α.
Proof. The “ if ” part has been indicated in the proof of the previous proposition.
Now, suppose that a function vα(c) determines a hypersurface L in M −M1, and
let p ∈ L. Then there is i ∈ α such that hi(p) = c. Since hi 6= c on M −L, c should
be the maximal value or the minimal value of hi. 
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Corollary 4.9. Suppose that the function hi is smooth around a point p ∈M , and
dhi = 0 at p. Then hi takes its maximum or minimum at p.
Proof. The assumption implies that the function vα(hi(p)) determines a hypersur-
face in M −M1 (i ∈ α). Thus the corollary follows from Proposition 4.8. 
We now prove the following theorem.
Theorem 4.10. For any α ∈ A and i, i+ 1 ∈ α,
minhi = maxhi+1.
The following corollary is an immediate consequence of Theorem 4.10 and Propo-
sition 4.8.
Corollary 4.11. Put
cα,0 = maxhs(α), cα,|α| = minht(α),
cα,ν = minhs(α)+ν−1 = maxhs(α)+ν (1 ≤ ν ≤ |α| − 1),
and let Lα,ν be the hypersurface in M − M1 determined by vα(cα,ν). Then the
hypersurfaces Lα,ν are mutually distinct, and the set
{Lα,ν | α ∈ A, 0 ≤ ν ≤ |α|}
coincides with the set of all closed hypersurfaces contained in M −M1.
Let us recall that the fundamental functions hi (i ∈ α) and the conjunction
constants eαβ (α ≺ β) may be replaced with
kαhi − lα (kα > 0) or kαht(α)+s(α)−i − lα (kα < 0)
and kαeαβ + lα respectively, where kα 6= 0 and lα are constants. Hence it is always
possible to choose hi and eαβ so that
(4.1) 1 = cα,0 > cα,1 > · · · > cα,|α| = 0.
In this case we also have
(4.2) eαβ > 0 or eαβ < −1.
Under this condition the only possible alternative choice of hi (i ∈ α) and eαβ are
given by
h′i = 1− ht(α)+s(α)−i (i ∈ α), e′αβ = −1− eαβ .
In the rest of the paper we shall always assume that the fundamental functions
{hi} and the conjunction constants {eαβ} are chosen so that the condition (4.1) is
satisfied. Also, we shall call {cα,ν} the fundamental constants.
Proof of Theorem 4.10. Assume that i, i+ 1 ∈ α and
minhi = c2 > c3 = maxhi+1,
and put c1 = maxhi, c4 = minhi+1. Let Lµ be the hypersurface in M − M1
determined by vα(cµ), and put
Yµ = sgrad vα(cµ) (µ = 1, . . . , 4).
Also, put
bj =
{
maxhj (j < i)
minhj (j > i+ 1)
for j ∈ α, j 6= i, i+ 1.
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Lemma 4.12. There are four points p13, p14, p23, p24 such that
(1) pµν ∈ Lµ ∩ Lν (µ = 1, 2, ν = 3, 4),
(2) hj is smooth and dhj = 0 at the four points for every β  α and every
j ∈ β,
(3) hj = bj at the four points for every j ∈ α, j 6= i, i+ 1.
Proof. First we show that Lµ ∩ Lν 6= ∅ (µ = 1, 2, ν = 3, 4). Let b the maximal
value of the function hi on the hypersurface L3, and suppose hi(q) = b, q ∈ L3.
Then the similar argument as the proof of Lemma 4.4 implies that the function hi
is smooth and dhi = 0 at q. Hence b = c1 or c2 by Corollary 4.9. Since the case
b = c2 contradicts the choice of q, we have b = c1. Thus L1 ∩ L3 6= ∅. The other
cases are similar.
Now, choose a constant d such that c2 > d > c3, and let pµν ∈ Lµ ∩ Lν be a
point where the function |vα(d)|, restricted to Lµ ∩ Lν , takes the maximal value
(µ = 1, 2, ν = 3, 4). Then the similar argument as above clearly indicates that the
conditions (2) and (3) are satisfied. 
Let us consider the following identity (the decomposition to linear fractions):
vα(λ)∏
j∈α′(bj − λ)
∏3
µ=1(cµ − λ)
=
∑
j∈α′
1
bj − λ
vα(bj)∏
k∈α′
k 6=j
(bk − bj)
∏3
µ=1(cµ − bj)
+
3∑
µ=1
1
cµ − λ
vα(cµ)∏
j∈α′(bj − cµ)
∏
1≤ν≤3
ν 6=µ
(cν − cµ) ,(4.3)
where α′ = α−{i, i+1}. Multiplying both sides by −λ and taking the limit λ→∞,
we obtain the identity:
uα =
∑
j∈α′
vα(bj)∏
k∈α′
k 6=j
(bk − bj)
∏3
µ=1(cµ − bj)
+
3∑
µ=1
vα(cµ)∏
j∈α′(bj − cµ)
∏
1≤ν≤3
ν 6=µ
(cν − cµ) .
This formula gives the linear dependence of the skew-gradient vector fields Y1,
Y2, Y3, sgrad vα(bj) (j ∈ α′), and sgraduα. Let dµ be the positive number so that
the least period of the one-parameter group generated by Yµ is 2π/dµ (µ = 1, . . . , 4).
We now consider the linear isotropy action of the one-parameter groups generated
by those vector fields at the point p13 (Note that those vector fields vanish at p13).
There we have the decomposition
Tp13M = Np13L1 ⊕Np13L3 ⊕ Tp13(L1 ∩ L3).
Clearly, the linear isotropy action of the one-parameter groups generated by Y3,
sgraduα, and sgrad vα(bj) (j ∈ α′) are trivial on Np13L1. Hence the linear endo-
morphism
(4.4)
exp
(
tY2∏
j∈α′(bj − c2)
∏
1≤µ≤3
µ=2
(cµ − c2)
)
exp
(
tY1∏
j∈α′(bj − c1)
∏
1≤µ≤3
µ=1
(cµ − c1)
)
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of Np13L1 is trivial for all t ∈ R. Substituting
t = 2πd−12 (c1 − c2)(c3 − c2)
∏
j∈α′
(bj − c2)
in (4.4), we conclude that
(4.5) 2πd−12 (c1−c2)(c3−c2)
∏
j∈α′
(bj−c2) = m ·2πd−11 (c2−c1)(c3−c1)
∏
j∈α′
(bj−c1).
The similar argument at the point p23 gives the formula
2πd−11 (c2 − c1)(c3 − c1)
∏
j∈α′
(bj − c1) = m′ · 2πd−12 (c1 − c2)(c3 − c2)
∏
j∈α′
(bj − c2)
for some n′ ∈ Z. Therefore m = ±1. Replacing c3 by c4 in the formula (4.3), and
considering the linear isotropy actions at p14 and p24, we also obtain the formula
(4.6) 2πd−12 (c1−c2)(c4−c2)
∏
j∈α′
(bj−c2) = ±2πd−11 (c2−c1)(c4−c1)
∏
j∈α′
(bj−c1).
From (4.5) and (4.6) we have
(c3 − c2)(c4 − c1) = ±(c4 − c2)(c3 − c1),
which contradicts the inequality; c1 > c2 > c3 > c4. This completes the proof of
Theorem 4.10. 
In the rest of the section we shall observe the detail of the action of G on M .
In particular we shall show that M is a toric variety. Let cα,ν and Lα,ν be as in
Corollary 4.11, and put
J = {(α, ν) | α ∈ A, 0 ≤ ν ≤ |α|}.
Let dα,ν be the non-zero constant such that
Hess vα(cα,ν)(X,X) = dα,νg(X,X) (X ∈ NLα,ν),
and put
Yα,ν = d
−1
α,νsgrad vα(cα,ν) ∈ k.
Also, let I be the set of sections of the mapping J → A ((α, ν) 7→ α), that is, ι ∈ I
is an assignment of an index ι(α) (0 ≤ ι(α) ≤ |α|) to each α ∈ A. Put
J (ι) = {(α, ν) ∈ J | ν 6= ι(α)} (ι ∈ I).
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Lemma 4.13. (1) For any α, ∩|α|ν=0Lα,ν = ∅.
(2) For any ι ∈ I, ∩(α,ν)∈J (ι)Lα,ν 6= ∅.
Proof. (1) Let p ∈ ∩|α|ν=0Lα,ν . First, since p ∈ Lα,0, it follows that hs(α)(p) =
cα,0. Next, the condition that p ∈ Lα,1 implies that hs(α)+1(p) = cα,1, and so on.
Consequently, we have hs(α)+ν(p) = cα,ν (0 ≤ ν ≤ |α| − 1) from the condition
that p ∈ ∩|α|−1ν=0 Lα,ν . However, since p ∈ Lα,|α|, we also have ht(α)(p) = cα,|α|, a
contradiction.
(2) Put
v =
∏
α∈A
∏
i∈α
(hi − cα,ι(α)),
and let p ∈ M be a point where the function |v| takes the maximum. Then, as in
the proof of Lemma 4.4, we see that p ∈M0 and dhi = 0 at p for every i. Hence
{hi(p) | i ∈ α} = {cα,ν | 0 ≤ ν ≤ |α|, ν 6= ι(α)}.
This indicates that p ∈ Lα,ν for every (α, ν) ∈ J (ι). 
Let U be the neighborhood of Lα,ν given in the proof of Lemma 4.6, and put
Uα,ν = ∪t∈Rψt(U),
where ψt is the one-parameter group generated by −IYα,ν. It is clear from Lemma
4.6 that Uα,ν is G-invariant, and ψt(q) converges to a point in Lα,ν as t→ −∞ for
any q ∈ Uα,ν . Define the mapping ρα,ν : Uα,ν → Lα,ν by
ρα,ν(q) = lim
t→−∞ψt(q).
Proposition 4.14. (1) Uα,ν =M − ∩ 0≤µ≤|α|
µ6=ν
Lα,ν.
(2) ρα,ν : Uα,ν → Lα,ν is the holomorphic fibre bundle with typical fibre C.
Also, ρα,ν : Uα,ν − Lα,ν → Lα,ν is the principal C×-bundle.
Proof. Put
S = ∩ 0≤µ≤|α|
µ6=ν
Lα,ν .
Since S is G-invariant, and S ∩ Lα,ν = ∅, it follows that Uα,ν ⊂ M − S. Now, we
shall show the reversed inclusion. Put
v =
∏
i∈α
(hi − cα,ν) = u−1α vα(cα,ν).
Then, the function |v| is positive on M − Lα,ν and takes its maximal value∏
0≤µ≤|α|
µ6=ν
|cα,µ − cα,ν |
on S. Also, we have
d
dt
|v(ψt(q))| = |grad v|2 ·
d−1α,νvα(cα,ν)
|v| > 0
for every q ∈ Uα,ν − Lα,ν and t ∈ R.
Let q ∈ M − S. Let pj = ψtj (q) (0 ≥ tj → −∞) be a converging sequence, and
let p ∈M be its limit point. Since |v(p)| < |v(q)|, it follows that p ∈M − S. Also,
we have (d|v|)p = 0. As is easily seen, the set of critical points of the function |v| is
equal to Lα,ν ∪S. Hence it follows that p ∈ Lα,ν. This implies that ψ−t(q) ∈ U for
sufficiently large t. Thus q ∈ Uα,ν , completing the proof of (1). (2) is the immediate
consequence of Lemma 4.5. 
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Proposition 4.15. Let J0 be a subset of J such that ∩(α,ν)∈J0Lα,ν 6= ∅. Let ρ0
be the composition of all ρα,ν, (α, ν) ∈ J0, and put
S0 = ∪α∈A ∩ 0≤ν≤|α|
(α,ν) 6∈J0
Lα,ν .
Then the mapping ρ0 :M−S0 → ∩(α,ν)∈J0Lα,ν is well-defined, and is a fibre bundle
with typical fibre Ck, where k = #J0. In particular, ∩(α,ν)∈J0Lα,ν is connected.
Proof. We shall prove the proposition by induction on k. Let J0, ρ0, and S0 be as
in the statement. Suppose that (β, µ) 6∈ J0, and put
J1 = J0 ∪ {(β, µ)}.
We assume that ∩(α,ν)∈J1Lα,ν 6= ∅. ρ1 and S1 are similarly defined. We then have
the following commutative diagram:
M − S1 ρ0−−−−→ ∩(α,ν)∈J0Lα,ν − ∩ 0≤ν≤|β|
ν 6=µ
Lβ,ν
ρβ,µ
y yρβ,µ
Lβ,µ − S0 −−−−→
ρ0
∩(α,ν)∈J1Lα,ν
Hence ρ1 = ρ0 ◦ ρβ,µ is well-defined. From the induction assumption and the
previous proposition, the rows and the columns in the diagram are fibre bundles
with fibre Ck and C respectively. Let q ∈ M − S1, and let p = ρ1(q). Then,
there is a neighborhood U of p in ∩(α,ν)∈J1Lα,ν such that ρ−1β,µ(U) and ρ−10 (U) are
isomorphic to U ×C and U ×Ck respectively. Moreover, for each r ∈ ρ−10 (p) the
mapping
ρ0 : ρ
−1
β,µ(r)→ ρ−1β,µ(p)
is an isomorphism, because it commutes with the C×-action generated by Yβ,µ and
IYβ,µ. Therefore the mapping
ρ−11 (U)→ U ×C ×Ck
defined by ρ0 and ρβ,µ is isomorphic, and it gives the local triviality of ρ1. 
The following corollary is an immediate consequence of Proposition 4.15.
Corollary 4.16. Let ι ∈ I, and fix a point p0 ∈M1. Then there is a G-equivariant
holomorphic isomorphism from M − ∪α∈ALα,ι(α) to Cn = {(z(ι)α,ν ; (α, ν) ∈ J (ι))}
such that p0 corresponds to the point given by z
(ι)
α,ν = 1 for every (α, ν) ∈ J (ι).
Here the G-action on Cn is given by
exp
 ∑
(β,µ)∈J(ι)
(−tβ,µIYβ,µ + sβ,µYβ,µ)
 (z(ι)α,ν) = (etα,ν+√−1sα,νz(ι)α,ν) .
Let Γ be the lattice in k such that 2πΓ is equal to the kernel of the homomorphism
exp : k→ K of the abelian groups. Clearly Yα,ν ∈ Γ for every (α, ν) ∈ J .
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Proposition 4.17. For any ι ∈ I, the elements Yα,ν ( (α, ν) ∈ J (ι) ) form a
Z-basis of Γ.
Proof. Fix ι ∈ I. Then, by virtue of Lemma 4.13 (2) there is a point p such that
p ∈ Lα,ν for every (α, ν) ∈ J (ι). Since the associated endomorphisms adYα,ν of
TpM are linearly independent, it follows that Yα,ν ( (α, ν) ∈ J (ι) ) form a R-basis
of k. Let Y be any element of Γ, and let
Y =
∑
(α,ν)∈J (ι)
aα,νYα,ν , aα,ν ∈ R.
We recall that the linear isotropy action of the one-parameter group exp(tYα,ν) on
NpLα′,ν′ is trivial if (α, ν) 6= (α′, ν′), and has the least period 2π if (α, ν) = (α′, ν′).
Since exp(2πY ) is the identity, it thus follows that aα,ν ∈ Z for all (α, ν) ∈ J (ι). 
Theorem 4.18. M is a toric variety with respect to the action of G.
Proof. By virtue of Corollary 4.16, M is covered by the open sets Uι = M −
∪α∈ALα,ι(α) (ι ∈ I) each of which is holomorphically isomorphic to Cn. As is
easily seen, the coordinate change on Uι∩Uι′ is given by Laurent monomials whose
exponents are equal to the coefficients of the base change of Γ: Yα,ν ((α, ν) ∈ J (ι))
to Yα,ν ((α, ν) ∈ J (ι′)). Hence M is an algebraic variety. Corollary 4.16 also
indicates that the action of the “algebraic torus” G on M is algebraic. 
The next several propositions will give the information on the structure of the
toric variety M .
Proposition 4.19. For each α ∈ A the value
dα,ν∏
0≤µ≤|α|
µ6=ν
(cα,µ − cα,ν)
does not depend on ν (0 ≤ ν ≤ |α|).
Proof. In the same way as the proof of Lemma 4.12 we have
uα =
|α|∑
ν=0
vα(cα,ν)∏
0≤µ≤|α|
µ6=ν
(cα,µ − cα,ν) .
Taking the skew gradient vector fields of both sides, we then have
(4.7) sgraduα =
|α|∑
ν=0
dα,ν∏
0≤µ≤|α|
µ6=ν
(cα,µ − cα,ν)Yα,ν .
We claim here that sgraduα is written as a linear combination of Yγ,ν (γ ≺
α, 1 ≤ ν ≤ |γ|). In fact, it is clear from the definition of uα that sgraduα is written
as a linear combination of Yβ,ν (0 ≤ ν ≤ |β|), where β is the maximal element of the
totally ordered set {γ ∈ A | γ ≺ α}. Hence, by the formula (4.7) (replaced α with
β) sgraduα is written as a linear combination of sgraduβ and Yβ,ν (1 ≤ ν ≤ |β|).
Thus the claim follows by induction on β.
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Hence, it has been shown that each Yα,ν is written as a linear combination of
Yα,µ (µ 6= ν), Yγ,µ (γ ≺ α, 1 ≤ µ ≤ |γ|),
which are part of a basis of Γ. Since Yα,ν is a primitive element, i.e., there is no
integer m > 1 such that m−1Yα,ν ∈ Γ, the coefficients are integers. This being true
for every ν, we have
dα,ν∏
0≤µ≤|α|
µ6=ν
(cα,µ − cα,ν) = ±
dα,ν′∏
0≤µ≤|α|
µ6=ν′
(cα,µ − cα,ν′)
for any ν and ν′.
Note the sign of dα,ν is equal to the sign of the function vα(cα,ν) on M − Lα,ν .
This implies that the sign of
dα,ν∏
0≤µ≤|α|
µ6=ν
(cα,µ − cα,ν)
is equal to the sign of uα. In particular it does not depend on ν. This completes
the proof of the proposition. 
We put
dα =
dα,ν∏
0≤µ≤|α|
µ6=ν
(cα,µ − cα,ν) (0 ≤ ν ≤ |α|).
Then, d−1α sgraduα =
∑|α|
ν=0 Yα,ν ∈ Γ. Put
Zα =
|α|∑
ν=0
Yα,ν ∈ Γ
Note that Zα = 0 if α is minimal. We shall call dα (α ∈ A) the scaling constants.
For convenience we shall use two symbols p(α) and n(α): For each non-minimal
α ∈ A, p(α) denotes the maximal element of the totally ordered subset {γ ∈ A | γ ≺
α}; for each non-maximal α ∈ A, n(α) denotes the subset of A defined by
n(α) = {γ ∈ A | p(γ) = α}
(n(α) is identical with the one defined before). For non-minimal elements α ∈ A
we define constants mα,ν (0 ≤ ν ≤ |p(α)|); putting β = p(α),
(4.8) mα,ν =
dβ
dα
∏
0≤µ≤|β|
µ6=ν
(cβ,µ + eβα).
Proposition 4.20.
Zα = mα,0Zp(α) +
|p(α)|∑
ν=1
(mα,ν −mα,0)Yp(α),ν
=
∑
β;non-minimal
βα
 ∏
β≺γα
mγ,0
 |p(β)|∑
ν=1
(mβ,ν −mβ,0)Yp(β),ν .
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Proof. Putting λ = −eβα in the identity
vβ(λ)∏|β|
ν=0(cβ,ν − λ)
=
|β|∑
ν=0
1
cβ,ν − λ
vβ(cβ,ν)∏
µ6=ν(cβ,µ − cβ,ν)
,
and taking the skew gradient of both sides, we have
Zα =
dβ
dα
∏
1≤µ≤|β|
(cβ,µ + eβα)
Zβ
+
|β|∑
ν=1
dβ
dα
∏
0≤µ≤|β|
µ6=ν
(cβ,µ + eβα)− dβ
dα
∏
1≤µ≤|β|
(cβ,µ + eβα)
Yβ,ν .
This proves the first equality. The second one is immediate. 
Proposition 4.21. The constants mα,ν (α, not minimal, 0 ≤ ν ≤ p(α)) possess
the following properties.
(1) mα,ν −mα,0 ∈ Z.
(2) mα,ν ∈ Q if p(α) is not minimal.
(3)  ∏
β≺γα
mγ,0
 (mβ,ν −mβ,0) ∈ Z
for any non-minimal β and α (≻ β).
(4) Either
0 < mα,0 < · · · < mα,|p(α)|
or
mα,0 > · · · > mα,|p(α)| > 0.
(5) if α, α′ ∈ n(β), α 6= α′, then for any ν, 1 ≤ ν ≤ |β|,
mα,0
mα,ν
mα,|β| −mα,ν
mα,|β| −mα,0 =
mα′,0
mα′,ν
mα′,|β| −mα′,ν
mα′,|β| −mα′,0 .
Proof. (1), (2), and (3) are immediately obtained from the second equality in Propo-
sition 4.20. To prove mα,ν > 0, note that the sign of dα is equal to the sign of uα.
This implies that the sign of dp(α)d
−1
α is equal to the sign of everywhere non-zero
function
∏
i∈p(α)(hi + ep(α)α). Thus we have mα,ν > 0. The remaining inequalities
in (4) follows from the inequality
1 = cp(α),0 > · · · > cp(α),|p(α)| = 0
and the fact that either ep(α)α > 0 or ep(α)α < −1. To prove (5), note that dβd−1α ,
cβ,ν (1 ≤ ν ≤ |β| − 1), and eβα are uniquely determined from mα,ν (0 ≤ ν ≤ |β|),
where α ∈ n(β). In particular we have
(4.9) eβα =
mα,0
mα,|β| −mα,0
, cβ,ν =
mα,0
mα,ν
mα,|β| −mα,ν
mα,|β| −mα,0
.
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Hence (5) follows. 
Remark. If hi (i ∈ β) and eβα (β ≺ α) are replaced with 1 − hs(β)+t(β)−i and
−1 − eβα respectively for a non-maximal β, then, (1) the order of Yβ,0, . . . , Yβ,|β|
and mα,0, . . . , mα,|β| are reversed (α ∈ n(β)), and (2) dγ is replaced with (−1)|β|dγ
(β ≺ γ).
If A is totally ordered, it is therefore possible to choose {hi} and {eβα} so that
every eβα is positive and mα,0 < · · · < mα,|p(α)| for every non-minimal α. But, in
general it is impossible.
5. Properties as a toric variety
In the previous section we have proved that M is a toric variety with respect to
the action of G. In this section we shall specify the fan of the toric variety M , and
describe some properties that are useful for the “existence problem”. Throughout
this section we shall refer to Fulton [3] and Oda [11] on the general theory for toric
varieties.
The fan of M
As a toric variety, M is constructed from the lattice Γ ⊂ k and a set ∆ of
polyhedral cones in the Lie algebra k. The pair (Γ,∆) (or the set ∆ if Γ is known)
is called the fan of M . In our case, the invariant hypersurfaces Lα,ν ((α, ν) ∈ J )
and the information on their intersections will determine ∆. We first describe (Γ,∆)
in terms of the partially ordered set A and the numbers |α|, mα,ν , and then prove
that it is the fan of M .
Let k˜ be the real vector space of dimension n+#A equipped with the basis Y˜α,ν
((α, ν) ∈ J ), and let Γ˜ be the lattice in k˜ generated by Y˜α,ν ((α, ν) ∈ J ). Define
Z˜α ∈ Γ˜ (α ∈ A) by
Z˜α =
∑
β;non-minimal
βα
 ∏
β≺γα
mγ,0
 |p(β)|∑
µ=1
(mβ,µ −mβ,0)Y˜p(β),µ
if α is non-minimal, and by Z˜α = 0 if α is minimal. Let Γ0 be the subgroup of Γ˜
generated by
Rα =
|α|∑
ν=0
Y˜α,ν − Z˜α (α ∈ A),
and let k0 be the subspace of k˜ spanned by Rα (α ∈ A). Then we have the exact
sequences
(5.1)
0→ k0 → k˜ ρ→ k→ 0,
0→ Γ0 → Γ˜ ρ→ Γ→ 0,
where ρ is the homomorphism defined by ρ(Y˜α,ν) = Yα,ν ((α, ν) ∈ J ). Namely, Γ
and k are isomorphic to Γ˜/Γ0 and k˜/k0 respectively.
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For each ι ∈ I, let σι be the n-dimensional cone in k generated by Yα,ν ((α, ν) ∈
J (ι)), i.e.,
σι = {
∑
(α,ν)∈J (ι)
aα,νYα,ν | aα,ν ≥ 0}.
Let ∆ be the set of the cones σι (ι ∈ I) and all the faces of them. Here, a face
of the cone σι means a cone σ generated by Yα,ν ((α, ν) ∈ J0) for some subset
J0 ⊂ J (ι). Hence the assignment σ → J0 gives the one-to-one correspondence
between the cones in ∆ and the subsets of J contained in some J (ι). The 0-cone
{0} is supposed to be the face of every cone, which corresponds to the empty subset
of J . It is easily seen that (Γ,∆) satisfies the conditions that a fan should satisfy,
and the resulting toric variety, denoted by X(∆), is compact and non-singular (see
[3] Sections 2.4 and 2.5).
Notice that the construction above only needs a partially ordered set A, integers
|α| (α ∈ A), mα,ν −mα,0 (α; non-minimal, 0 ≤ ν ≤ |p(α)|), and rational numbers
mα,0 (α, p(α); non-minimal) satisfying Proposition 1.8 (2) and Proposition 4.21.
Namely, only the differences mα,ν −mα,0 are used for such α that p(α) is minimal,
and the condition (3) of Proposition 1.8 on the integers |α| for maximal α are not
necessary for the construction. Generally, fans and toric varieties obtained in such
a way from those data will be called of KL type. If Proposition 1,8 (3) is satisfied,
then they will be called of KL-A type. If not, then they will be called of KL-B type.
Remark. Since the fan of a toric variety is unique (cf. [12] Theorem 4.1), and since ∆
determines the sets of elements {Yα,ν} and {Zα} of Γ, it follows that the partially
ordered set A and the integers |α| (α ∈ A) are uniquely associated with a toric
variety of KL type. Also, for each α there are only two possibilities for the ordering
of Yα,0, . . . , Yα,|α| so that the corresponding numbers mα,ν satisfy Proposition 4.21
(4); the alternative is the reversed order.
Proposition 5.1. (Γ,∆) is the fan of M .
Proposition 5.1 will be proved by giving an explicit identification of the toric
variety X(∆) (of KL-A type) with M . So, let us first review the construction of
X(∆).
For each σ ∈ ∆ we define the semigroup Sσ by
Sσ = {η ∈ Γ∗ | < η, Y >≥ 0 for any Y ∈ σ ∩ Γ},
where Γ∗ denotes the dual lattice of Γ. Regarding C as the multiplicative semi-
group, we put
Uσ = {u : Sσ → C, a semigroup homomorphism}.
Here, homomorphisms are assumed to map unit to unit. If τ ⊂ σ, then it is easily
seen that
Sσ ⊂ Sτ , Uτ ⊂ Uσ.
For the 0-cone, S{0} = Γ∗ and
U{0} = {u : Γ∗ → C×, a group homomorphism} = Γ⊗Z C×,
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which is an algebraic torus isomorphic to (C×)n. We shall denote it by TΓ. The
group TΓ naturally acts on each Uσ by
(u0u)(η) = u0(η)u(η), u0 ∈ TΓ, u ∈ Uσ, η ∈ Sσ.
It follows from the definition that Uσ is an affine variety with coordinate ring
C[Sσ] (the semigroup ring). If the cone σ is k-dimensional, then Uσ is isomorphic
to Ck × (C×)n−k. Then X(∆) is obtained by gluing all Uσ with the relations
Uσ ⊃ Uσ∩τ ⊂ Uτ .
The action of TΓ on X(∆) is also well-defined.
Proof of Proposition 5.1. Fix a point p0 ∈ M1. Let ι ∈ I, and let (z(ι)α,ν ; (α, ν) ∈
J (ι)) be the coordinate system on M −∪α∈ALα,ι(α) given in Corollary 4.16. Also,
let η
(ι)
α,ν ((α, ν) ∈ J (ι)) be the basis of Γ∗ dual to Yα,ν ((α, ν) ∈ J (ι)) (note that
they are generators for Sσι). Then, there is a natural holomorphic isomorphism
(5.2) Uσι →M − ∪α∈ALα,ι(α) (u 7→ p)
given by
(5.3) u(η(ι)α,ν) = z
(ι)
α,ν(p) ((α, ν) ∈ J (ι)).
If σ ∈ ∆ is a face of σι, then the mapping (5.2) gives the holomorphic isomorphism
(5.4) Uσ →M − ∪(α,ν)∈J−J0Lα,ν ,
where J0 is the subset of J corresponding to σ;
J0 = {(α, ν) ∈ J | Yα,ν ∈ σ} ⊂ J (ι).
It is easily seen that the isomorphism (5.4) is independent of the choice of σι
containing σ. Hence we obtain the holomorphic isomorphism X(∆)→M .
Defining the isomorphism TΓ → G by
Yα,ν ⊗ et+
√−1s 7→ exp(−tIYα,ν + sYα,ν),
we can easily see that the isomorphism X(∆)→ M commutes with the actions of
the groups TΓ and G. This completes the proof. 
From now on, we shall fix a point p0 ∈ M1 (the base point) and identify each
Uσ with the subset M − ∪(α,ν)∈J−J0Lα,ν of M by the isomorphism given in the
proof of Proposition 5.1, where J0 ⊂ J corresponds to σ. Also, the group TΓ will
be identified with G. For σ ∈ ∆ corresponding to J0 we put
Oσ = Uσ ∩ ∩(α,ν)∈J0Lα,ν .
Then, Oσ is a G-orbit isomorphic to (C
×)n−k (k = dimσ), and
M = ∪σ∈∆, Oσ Uσ = ∪τ⊂σOτ
Note that O{0} =M1. Let V (σ) be the closure of Oσ in M . Then we have
V (σ) = ∩(α,ν)∈J0Lα,ν = ∪τ⊃σOτ
(see [3] Section 3.1).
Since ∆ contains n-dimensional cones, we have:
Corollary 5.2. M is simply connected.
For the proof, see [3] p.56, Proposition. Actually, one can see more about the
topology of M : There is a cell-decomposition of M consisting of
∏
α(|α|+1) even-
dimensional cells; the number of 2k-dimensional cells is equal to the number of
ι ∈ I such that ∑α ι(α) = k. This is made in a similar way as [3] pp.101-103.
Since the result is not used in this paper, we omit the detail.
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Fibre bundles associated with M
In general, let (Γi,∆i) (i = 1, 2) be two fans, and let φ : Γ1 → Γ2 be a homo-
morphism such that the induced linear homomorphism
φ : Γ1 ⊗Z R→ Γ2 ⊗Z R
maps each σ ∈ ∆1 into some σ′ ∈ ∆2. Denoting the resulting toric varieties by
X(∆i), we have
Proposition 5.3. There is a natural holomorphic mapping φ♯ : X(∆1)→ X(∆2)
that is equivariant with respect to the naturally induced homomorphism
φ♯ : TΓ1 → TΓ2
of algebraic tori.
For the proof, see [11] p.19, Theorem 1.13 (see also [3] p.41, Exercise). As appli-
cations of this general result, we shall obtain two kinds of fibre bundles associated
withM . We now explain the first one. Let Γ˜ and k˜ be as in the previous subsection.
For each σ ∈ ∆ corresponding to J0 ⊂ J , define the cone σ˜ in k˜ by
σ˜ = {
∑
(α,ν)∈J0
aα,νY˜α,ν | aα,ν ≥ 0},
and put ∆˜ = {σ˜ | σ ∈ ∆}. As is easily verified, (Γ˜, ∆˜) is a fan. Then, by
Proposition 5.3 the homomorphism ρ induces the equivariant holomorphic map-
ping ρ♯ : X(∆˜)→M .
Proposition 5.4. (1) The toric variety X(∆˜) and the algebraic torus TΓ˜ are
naturally isomorphic to∏
α∈A
(C|α|+1 − {0}) = {(zα; α ∈ A) | zα = (zα,0, . . . , zα,|α|) ∈ C|α|+1 − {0}}
and
(C×)n+#A = {(λα,ν ; (α, ν) ∈ J ) | λα,ν ∈ C×}
respectively.
(2) ρ♯ : X(∆˜)→M is a principal fibre bundle with structure group TΓ0 .
Proof. (1) Let Y˜ ∗α,ν ((α, ν) ∈ J ) be the basis of Γ˜∗ dual to Y˜α,ν ((α, ν) ∈ J ). Then,
all the semigroups Sσ˜ contain the semigroup generated by Y˜ ∗α,ν ((α, ν) ∈ J ). This
implies that all the affine varieties Uσ˜ are realized in C
n+#A;
Cn+#A = {(zα,ν ; (α, ν) ∈ J )},
Uσ˜ = {(zα,ν) | zα,ν 6= 0 for (α, ν) 6∈ J0},
J0 corresponding to σ. From this the assertion easily follows.
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(2) We first review how the mapping ρ♯ is constructed: The surjective homo-
morphism ρ : Γ˜ → Γ induces the inclusion ρ∗ : Γ∗ → Γ˜∗. This gives the inclusion
Sσ → Sσ˜ for any σ ∈ ∆. Thus the mapping ρ♯ : Uσ˜ → Uσ is defined by
u 7→ u|Sσ (u ∈ Uσ˜).
Now, fix ι ∈ I and define a splitting jι : Γ → Γ˜ of the exact sequence (5.1) by
jι(Yα,ν) = Y˜α,ν ((α, ν) ∈ J (ι)). Let Γι be its image. Then we have the direct sum
decompositions
Γ˜ = Γ0 + Γι, Γ˜
∗ = Γ⊥ι + Γ
∗,
and accordingly,
Sσ˜ι = Γ⊥ι + Sσι .
Since Γ⊥ι is identified with Γ
∗
0 by the natural homomorphism Γ˜
∗ → Γ∗0, we thus
obtain the holomorphic isomorphism
(5.5) Uσ˜ι → TΓ0 × Uσι (u 7→ (u|Γ⊥ι , u|Sσι )).
Clearly, the mapping above also gives the isomorphism TΓ˜ → TΓ0 ×G of algebraic
tori, with which the isomorphism (5.5) is equivariant. This proves (2). 
Now, let us explain the other kind of fibre bundles that are naturally associated
with M . For convenience we shall introduce a topology on the set A: A subset B
of A is open if it possesses the property;
(5.6) if β ∈ B and γ  β, then γ ∈ B.
Let A′ be an open subset of A, and put A′′ = A−A′. Let Γ′ be a subgroup of Γ
generated by Yα,ν ((α, ν) ∈ J , α ∈ A′), and let k′ be the subspace of k spanned by
those vectors. Put
Γ′′ = Γ/Γ′, k′′ = k/k′,
and let π : k→ k′′ be the natural projection. Also, put
∆′ = {σ ∈ ∆ | σ ⊂ k′}, ∆′′ = {π(σ) | σ ∈ ∆}.
Then the pairs (Γ′,∆′) and (Γ′′,∆′′) become fans. It is clear that X(∆′′) is a
toric variety of KL-A type. For X(∆′), it can be only said that it is of KL type.
Since the homomorphism π satisfies the assumption of Proposition 5.3, we have the
equivariant mapping
π♯ : M → X(∆′′).
Proposition 5.5. π♯ : M → X(∆′′) is a fibre bundle with typical fibre X(∆′).
More precisely, for each ι ∈ I there is an isomorphism G→ TΓ′ × TΓ′′ of algebraic
tori and an equivariant holomorphic isomorphism
π−1♯ (Uπ(σι))→ X(∆′)× Uπ(σι).
Proof. Fix ι ∈ I, and let Γ1 be the subgroup of Γ generated by Yα,ν ((α, ν) ∈
J (ι), α ∈ A′′). We then have the direct sum decompositions
Γ = Γ′ + Γ1, Γ∗ = Γ⊥1 + (Γ
′′)∗,
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and
Sσι = Sσ′ι + Sπ(σι),
where σ′ι = σι∩k′ ∈ ∆′, and Γ⊥1 is identified with (Γ′)∗ by the projection Γ∗ → (Γ′)∗.
This induces the holomorphic isomorphism
(5.7) Uσι → Uσ′ι × Uπ(σι),
and the isomorphism
TΓ → TΓ′ × TΓ′′
of algebraic tori so that the mapping (5.7) is equivariant. Then, varying ι ∈ I so
that ι(α) remains unchanged for any α ∈ A′′, and taking the union of both sides of
(5.7) with respect to all such ι, we have the equivariant isomorphism
π♯ : π
−1(Uπ(σι))→ X(∆′)× Uπ(σι).

Let A = ∪ki=1Ai (disjoint union) be the decomposition of A into the connected
components. Let Γi be the subgroup of Γ generated by Yα,ν (α ∈ Ai), and let ki be
the subspace of k spanned by Γi. Clearly, Γ is the direct sum of those subgroups,
and correspondingly,
G = TΓ1 × · · · × TΓk .
Putting
∆i = {σ ∩ ki | σ ∈ ∆},
we obtain fans (Γi,∆i).
Corollary 5.6. There is a natural holomorphic isomorphism
M → X(∆1)× · · · ×X(∆k)
that is equivariant with respect to the identification
G = TΓ1 × · · · × TΓk .
Moreover, each X(∆i) naturally becomes a Ka¨hler-Liouville manifold so that M
becomes the product manifold as Ka¨hler-Liouville manifold.
Proof. The former half is an immediate consequence of Proposition 5.5. The latter
half is then obvious. 
We now go back to the situation of Proposition 5.5 and observe the fibre bundle
π♯ :M → X(∆′′) from another point of view. Let Γ˜′ and Γ˜′′ be the subgroups of Γ˜
generated by Y˜α,ν ((α, ν) ∈ J , α ∈ A′) and Y˜α,ν ((α, ν) ∈ J , α ∈ A′′) respectively.
We then have
(5.8) Γ˜ = Γ˜′ + Γ˜′′ (direct sum).
Let π˜ : Γ˜ → Γ˜′′ be the projection. The homomorphism ρ : Γ˜ → Γ induces the
homomorphisms Γ˜′ → Γ′ and ρ′′ : Γ˜′′ → Γ′′ (the latter is given by π ◦ ρ). Let
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Γ′0 and Γ
′′
0 be the kernel of those homomorphisms. Thus we have the following
commutative diagram whose rows and columns are exact:
0 0 0y y y
0 −−−−→ Γ′0 −−−−→ Γ˜′ ρ−−−−→ Γ′ −−−−→ 0y y y
0 −−−−→ Γ0 −−−−→ Γ˜ ρ−−−−→ Γ −−−−→ 0yπ˜ yπ˜ yπ
0 −−−−→ Γ′′0 −−−−→ Γ˜′′ ρ
′′
−−−−→ Γ′′ −−−−→ 0y y y
0 0 0
Note that the splitting in the mid column does not induce the splitting in the
left one, i.e., Γ0 ∩ Γ˜′′ 6= Γ′′0 in general. Let k˜′′ be the subspace of k˜ spanned by Γ˜′′,
and put
∆˜′′ = {σ ∈ ∆˜ | σ ⊂ k˜′′}.
Then, (Γ˜′′, ∆˜′′) becomes a fan, and the homomorphism ρ′′ induces the principal
TΓ′′0 -bundle ρ′′♯ : X(∆˜′′)→ X(∆′′).
We now define the homomorphism ψ : Γ′′0 → Γ′ as follows: Let Γ˜ → Γ˜′ be the
projection with respect to the decomposition (5.8). Restricting it to Γ0, we have the
homomorphism Γ0 → Γ˜′. The restriction of this mapping to Γ′0 being the identity,
we thus obtain the homomorphism
ψ1 : Γ
′′
0 = Γ0/Γ
′
0 → Γ˜′/Γ′0 = Γ′.
We put ψ = −ψ1. The following formula is easily obtained:
ψ(π˜(Rα)) =
 ∏
α0≺βα
mβ,0
Zα0 (α ∈ A′′),
where α0 is the minimal element of A′′ satisfying α0  α. The induced homomor-
phism TΓ′′0 → TΓ′ of algebraic tori is also denoted by ψ. Through this homomor-
phism TΓ′′0 acts on X(∆′).
Proposition 5.7. The fibre bundle π♯ : M → X(∆′′) is isomorphic to the fibre
product
X(∆˜′′)×TΓ′′
0
X(∆′)→ X(∆′′).
Proof. Let k˜′ be the subspace of k˜ spanned by Γ˜′, and put ∆˜′ = {σ ∈ ∆˜ | σ ⊂ k˜′}.
Then (Γ˜′, ∆˜′) is also a fan, and we have
X(∆˜) = X(∆˜′′)×X(∆˜′).
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Hence M = X(∆˜)/TΓ0 is equal to
((X(∆˜′′)×X(∆˜′))/TΓ′0)/TΓ′′0 = (X(∆˜′′)×X(∆′))/TΓ′′0 .
Since the action of TΓ′′0 on X(∆˜′′)×X(∆′) is given by
(p, q)g = (pg, ψ1(g)q) = (pg, ψ(g
−1)q),
the proposition follows. 
Line bundles
Let Pic(M) denote the group of the isomorphism classes of holomorphic line
bundles over M . To each ξ ∈ Γ˜∗ we associate a divisor of M ;
ξ 7→
∑
(α,ν)∈J
< ξ, Y˜α,ν > Lα,ν ,
where <,> denotes the natural pairing of Γ˜∗ and Γ˜. Let Qξ be the line bundle over
M associated with this divisor. Then we have the homomorphism Γ˜∗ → Pic(M)
(ξ 7→ Qξ). Also, the homomorphism −ξ : Γ˜ → Z induces the homomorphism
χ−ξ : TΓ˜ → C×. Restricting it to TΓ0 , we have another line bundle over M
associated with π♯ : X(∆˜)→M .
Proposition 5.8. (1) The following sequence is exact:
0→ Γ∗ ρ
∗
→ Γ˜∗ → Pic(M)→ 0.
(2) Qξ is isomorphic to the fibre product X(∆˜)×χ−ξ C, where χ−ξ is regarded
as the homomorphism TΓ0 → C× by restriction.
(3) The assignment of the first Chern class c1(Q) to each Q ∈ Pic(M) gives the
isomorphism Pic(M)→ H2(M,Z).
Proof. For (1) and (3), see [3] pp.63-64 and [11] Corollary 2.5. (2) is easy. 
Put
ζα = c1(QY˜ ∗α,0
) ∈ H2(M,Z) (α ∈ A).
The proposition above implies that the elements ζα (α ∈ A) form a basis of
H2(M,Z). Its dual basis is given as follows: Let τ(α) ∈ ∆ be the (n − 1)-
dimensional cone generated by
{Yβ,ν | 1 ≤ ν ≤ |β| if β 6= α; 2 ≤ ν ≤ |β| if β = α}.
Then V (τ(α)) is 1-dimensional (isomorphic to CP 1). Let [V (τ(α))] denote its
fundamental class in H2(M,Z).
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Proposition 5.9. < ζα, [V (τ(β))] >= δαβ, where <,> denotes the natural pairing
of H2(M,Z) and H2(M,Z).
Proof. The assertion easily follows from the fact:
Lα,0 ∩ V (τ(β)) =
{
0 if α 6= β
V (σι) = {a point} if α = β,
where ι ∈ I is given by ι(γ) = 0 for every γ ∈ A. 
The next theorem specifies the cohomology class [ω] ∈ H2(M,R) of the Ka¨hler
form ω. Let Ai (1 ≤ i ≤ k) be the connected components of A, and let αi denote
the unique minimal element of Ai.
Theorem 5.10.
(1) ∫
V (τ(α))
ω =
2π
dα
∏
β≺α
|β|∏
ν=1
(cβ,ν + eβα).
(2)
[ω] =
k∑
i=1
2π
dαi
∑
α≻αi
 ∏
αi≺βα
mβ,0
 ζα + ζαi
 .
Proof. (1) As is easily seen, the action of the circle group {exp(tYα,0)} (t ∈ R/2πZ)
on V (τ(α)) has the two fixed points q0 and q1;
{q0} = V (τ(α)) ∩ V (R≥0Yα,0), {q1} = V (τ(α)) ∩ V (R≥0Yα,1),
where R≥0 denotes the set of non-negative real numbers. Let γ(s) (0 ≤ s ≤ l) be a
geodesic of unit speed on V (τ(α)) from q0 to q1. Then, parametrizing V (τ(α)) by
(s, t), we have ∫
V (τ(α))
ω =
∫ l
0
∫ 2π
0
ω(
∂
∂s
,
∂
∂t
)dtds,
and
ω(
∂
∂s
,
∂
∂t
) = d−1α,0
d
ds
vα(cα,0)(γ(s)).
Hence ∫
V (τ(α))
ω =
2π
dα,0
(vα(cα,0)(q1)− vα(cα,0)(q0)) .
Since vα(cα,0)(q0) = 0 and
vα(cα,0)(q1) =
∏
β≺α
|β|∏
ν=1
(cβ,ν + eβα)
 |α|∏
µ=1
(cα,µ − cα,0),
the assertion follows. (2) is immediately obtained from (1). 
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6. Bundle structure associated with a subset of A
In the previous section we have proved that an open subset A′ induces the fibre
bundle π♯ : M → X(∆′′) whose typical fibre is X(∆′). In this section we shall
show that the toric varieties X(∆′) and X(∆′′) naturally possess structures of
Ka¨hler-Liouville manifold inherited from M . Since the numbering i = 1, . . . , n is
inconvenient for the purpose of this section, we shall use (α, ν) (α ∈ A, 1 ≤ ν ≤ |α|)
instead. The correspondence is given by
(α, ν)↔ i = s(α) + ν − 1.
Fix an open subset A′, and let (Γ′,∆′) and (Γ′′,∆′′) be as in the previous section.
TM is naturally decomposed to the sum of (mutually orthogonal) two subbundles;
TM = D′ +D′′, where
D′ =
∑
α∈A′
Dα, D
′′ =
∑
α∈A′′
Dα.
Clearly, D′ is integrable, and the maximal integral submanifolds are the fibres of
π♯ : M → X(∆′′). Let A′′1 , . . . ,A′′r be the connected components of A′′, and let αs
be the (unique) minimal element of A′′s (1 ≤ s ≤ r). Put
D′′s =
∑
α∈A′′s
Dα (1 ≤ s ≤ r).
Recalling the orthonormal frame Vα,ν , IVα,ν (α ∈ A, 1 ≤ ν ≤ |α|) over M1, we put
V ′′α,ν =
√
|uαs |Vα,ν (α ∈ A′′s ).
The following lemma is easily obtained by using the properties of the vector fields
Wα,ν (cf. Proposition 1.4).
Lemma 6.1. For α ∈ A′′ and β ∈ A′,
[V ′′α,ν , Vβ,µ] = [V
′′
α,ν , IVβ,µ] = [IV
′′
α,ν, Vβ,µ] = [IV
′′
α,ν , IVβ,µ] = 0.
Let us recall the polynomial Fα(λ) in the indeterminate λ whose coefficients are
elements of F (cf. Section 2):
Fα(λ) = |uα|
|α|∑
ν=1
∏
1≤µ≤|α|
µ6=ν
(hα,µ − λ) · (V 2α,ν + (IVα,ν)2)
(6.1)
+ |uα|
∑
β∈n(α)
∏|α|
ν=1(hα,ν + eαβ)−
∏|α|
ν=1(hα,ν − λ)
eαβ + λ
∑
γβ
|γ|∑
µ=1
(V 2γ,µ + (IVγ,µ)
2).
This polynomial is uniquely determined if the fundamental functions and the con-
junction constants are specified. We shall call it the generating polynomial. The
next proposition is an immediate consequence of the lemma above.
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Proposition 6.2. (1) The vector fields V ′′α,ν are TΓ′ -invariant.
(2) The horizontal subbundle D′′ is TΓ′-invariant.
(3) For any α ∈ A′′, the coefficients of Fα(λ) are TΓ′-invariant, and are sections
of S2D′′.
By virtue of Proposition 6.2 (3), the coefficients of (π♯)∗Fα(λ) (α ∈ A′′) are
well-defined sections of S2TX(∆′′). Let F ′′ be the vector space spanned by those
sections. Also, the riemannian metric g′′ on X(∆′′) is defined by the conditions:
The subbundles D′′s (1 ≤ s ≤ r) are mutually orthogonal with respect to π∗♯ g′′, and
π∗♯ g
′′ = |uαs |−1g on D′′s (1 ≤ s ≤ r).
It is easily seen that g′′ is a Ka¨hler metric. We denote by M ′′ the Ka¨hler manifold
(X(∆′′), g′′).
Theorem 6.3. (M ′′,F ′′) is a Ka¨hler-Liouville manifold of type (A). It possesses
the following properties:
(1) The associated partially ordered set is naturally identified with A′′;
(2) the underlying toric variety is identical with X(∆′′);
(3) the fundamental functions {h′′α,ν} (α ∈ A′′, 1 ≤ ν ≤ |α|) are given by
π∗♯ (h
′′
α,ν) = hα,ν;
(4) the conjunction constants e′′αβ (α ∈ A′′, α  β) are given by e′′αβ = eαβ;
(5) the scaling constants d′′α (α ∈ A′′) are given by d′′α = ǫ(αs)dα (α ∈ A′′s ),
where ǫ(αs) is the sign of dαs .
Proof. The commutativity of F ′′ with respect to the Poisson bracket follows from
that of F . Since maximal elements of A′′ are also maximal in A, it follows that
|α| ≥ 2 for any maximal element α of A′′. This implies that (M ′′,F ′′) is of type
(A). The properties (1), . . . , (5) are easily verified. 
Next, let us consider the fibre. Define the Ka¨hler metric g′(q) on the fibre π−1♯ (q)
q ∈M ′′ by restricting g. With this metric we regard π−1♯ (q) as a Ka¨hler manifold.
Also, we define F ′(q) as follows: Each F ∈ F is a section of S2D′ + S2D′′; so,
taking the S2D′-component F ′ of F , we put
F ′(q) = {F ′|π−1
♯
(q) | F ∈ F}.
Theorem 6.4. (1) (π−1♯ (q),F ′(q)) is a Ka¨hler-Liouville manifold for any q ∈M ′′.
(2) Let X˜ be the horizontal lift (i.e., the lift as a section of D′′) of a vector
field X on M ′′. Then the one-parameter group {φt} of transformations of
M generated by X˜ gives the automorphisms π−1♯ (q)→ π−1♯ (φt(q)) of Ka¨hler
manifolds, and preserves F ′ for each F ∈ F .
Proof. (1) Let F ′α(λ) (α ∈ A′) be the S2D′-component of Fα(λ). We have
(6.2) Fα(λ) = F
′
α(λ) + ǫ(α)
∑
β∈n(α)
uβ − vα(λ)
eαβ + λ
∑
1≤s≤r
αsβ
2|uαs |−1E˜′′s ,
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where E˜′′s is the S
2D′′s -components of the horizontal lift of the energy function E
′′
of M ′′, and ǫ(α) denotes the sign of uα. Then, taking the S3D′-components of
0 = {Fα(λ), Fα(µ)},
we obtain
0 = {F ′α(λ), F ′α(µ)}.
Hence F ′ is commutative.
(2) is an immediate consequence of Lemma 6.1. 
The typical fibre X(∆′) is naturally identified with the fibre π−1♯ (π♯(p0)) passing
through the base point p0 ∈ M1. Denoting the Ka¨hler manifold π−1♯ (π♯(p0)) by
M ′, and F ′(π♯(p0)) by F ′, we obtain a Ka¨hler-Liouville manifold (M ′,F ′). Note
that it is of type (A) if and only if every maximal element α of A′ satisfies |α| ≥ 2.
The following theorem is immediate.
Theorem 6.5. If (M ′,F ′) is of type (A), then it possesses the following properties:
(1) The associated partially ordered set is naturally identified with A′;
(2) the underlying toric variety is isomorphic to X(∆′);
(3) the fundamental functions {h′α,ν} (α ∈ A′, 1 ≤ ν ≤ |α|) are given by the
restriction of hα,ν to M
′;
(4) the conjunction constants e′αβ (β ∈ A′, α  β) are given by e′αβ = eαβ;
(5) the scaling constants d′α (α ∈ A′) are given by d′α = dα.
In case (M ′,F ′) is not of type (A), then the structure of toric variety on M ′
may be external, i.e., not determined by (M ′,F ′) itself. Nevertheless, we have the
following
Proposition 6.6. (1) The maximal compact subgroup K ′ of the algebraic torus
TΓ′ acts on the Ka¨hler manifold M ′ as automorphisms and preserves each element
of F ′.
(2) The geodesic flow of M ′ is integrable by means of F ′ and the Lie algebra of
K ′.
The proof is clear. We shall say that a compact Ka¨hler-Liouville manifold is of
type (B) if it can be realized as the fibre of a fibre bundle obtained from a compact
Ka¨hler-Liouville manifold of type (A) and an open subset of the associated partially
ordered set, and if it is not of type (A). By the definition, it possesses a structure
of toric variety of KL-B type (not necessarily unique). It is another type of Ka¨hler-
Liouville manifold whose geodesic flow is integrable. In this paper we shall not
mention further about such a manifold except the 1-dimensional case (see Section
8).
In the rest of this section, we shall show that the Ka¨hler-Liouville manifold
(M,F) can be reconstructed from the structure of toric variety on M and the
Ka¨hler-Liouville manifolds (M ′′,F ′′) and (M ′,F ′), provided (M ′,F ′) is of type
(A). By virtue of Corollary 5.6, M ′′ is described as the product M ′′1 × · · · ×M ′′r
of Ka¨hler-Liouville manifolds, corresponding to the decomposition of A′′ into the
connected components. Let ω′′s denote the Ka¨hler form of M
′′
s . Also, let αs denote
the unique minimal element of A′′s
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Put
Q = ∪q∈M ′′(the unique open orbit of TΓ′ in the fibre π−1♯ (q)).
Then Q is open and dense in M , and π♯ : Q → M ′′ is a principal TΓ′ -bundle.
Proposition 5.7 implies that this bundle is isomorphic to
X(∆˜′′)×ψ TΓ′ →M ′′.
Since the horizontal subbundle D′′ is TΓ′ -invariant, it defines the connection on this
principal bundle. Let θ be the connection form, and Θ the g′-valued 2-form on M ′′
so that π∗♯Θ is the curvature form (g
′ is the Lie algebra of TΓ′).
Proposition 6.7.
Θ =
r∑
s=1
d′′αsω
′′
s ⊗ Zαs .
Proof. By Propositions 1.2 and 1.10 we have
[Vi, IVi] ≡ −sgrad (log |uα|) mod (Di)
for α ∈ A′′ and i ∈ α. This implies
[V ′′i , IV
′′
i ] ≡ −sgrad |uαs | mod (D′′)
for any α ∈ A′′s and i ∈ α. Since |dαs | = d′′αs , we have
dθ(V ′′i , IV
′′
i ) = d
′′
αs
Zαs (α ∈ A′′s , i ∈ α).
Also, it is easily seen that
dθ(V ′′i , V
′′
j ) = dθ(V
′′
i , IV
′′
j ) = dθ(IV
′′
i , IV
′′
j ) = 0
for any α, β ∈ A′′ and i ∈ α, j ∈ β (i 6= j). Hence the proposition follows. 
From now on, we forget the structure of Ka¨hler-Liouville manifold, and only
assume that M = X(∆) is a toric variety of KL-A type. Let A be the associated
partially ordered set, and let A′ be an open subset of it. Put A′′ = A−A′. Then we
have the fibre bundle π♯ :M → X(∆′′) with typical fibre X(∆′) as before, and the
principal TΓ′ -bundle π♯ : Q→ X(∆′′) as above. Let (M ′′,F ′′) be a Ka¨hler-Liouville
manifold of type (A) whose underlying toric variety is isomorphic to X(∆′′). We
shall identify M ′′ with X(∆′′). Let As, αs, and ω′′s (1 ≤ s ≤ r) be as above. For
each non-minimal α ∈ A, let lα be the largest positive integer satisfying l−1α Zα ∈ Γ.
Lemma 6.8. (1) For any α ∈ A′′s , ∏
αs≺βα
mβ,0
 lαs ∈ Z.
(2) [
d′′αs
2π
lαsω
′′
s
]
∈ H2(M ′′s ,Z).
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Proof. (1) By Proposition 4.20 we have
Zα ≡
 ∏
αs≺βα
mβ,0
Zαs mod ( ∑
β∈A′′
|β|∑
ν=1
ZYβ,ν).
Thus the assertion follows. (2) follows from (1) and Theorem 5.10 (2). 
Proposition 6.9. There is a unique connection form θ on the principal bundle
π♯ : Q→M ′′ such that
(1) the associated curvature form is given by π∗♯Θ, where
Θ =
r∑
s=1
d′′αsω
′′
s ⊗ Zαs ;
(2) the horizontal distribution defined by the kernel of θ is invariant with respect
to the complex structure I.
Accordingly, the TΓ′-invariant horizontal subbundle D′′ of TM with respect to
π♯ : M → M ′′ is uniquely determined by Θ so that the connection D′′|Q on Q
satisfies the conditions above. The connection form θ and the subbundle D′′ are
invariant under the action of the maximal compact subgroup K of TΓ.
Proof. First, we shall prove the uniqueness. Let θ be a connection form satisfying
the condition (1) and (2). θ is g′-valued, and here g′ is regarded as a real Lie
algebra with the complex structure I. Now, we regard it as a complex Lie algebra
by replacing I with
√−1. We shall write θ˜ (resp. Θ˜) instead of θ (resp. Θ) when
g′ are regarded as the complex Lie algebra. By extending it C-linearly to TQ⊗C,
θ˜ becomes a (1, 0)-form. Since Θ˜ is a (1, 1)-from, we have
∂θ˜ = 0, ∂¯θ˜ = π∗♯ Θ˜.
This implies that if θ1 is another connection form satisfying the conditions (1) and
(2), then θ˜ − θ˜1 is a holomorphic 1-form, and is projectable. Hence there is a
holomorphic 1-form µ on M ′′ such that θ˜ − θ˜1 = π∗♯µ. However, since M ′′ is a
compact, simply connected Ka¨hler manifold, we have µ = 0. Thus it follows that
θ = θ1.
Next, we shall prove the existence. Let Ps be a hermitian line bundle over M
′′
s
with the canonical hermitian connection form θ˜s whose first Chern form is equal to
−d
′′
αs
2π
lαsω
′′
s
(for the existence of such a hermitian line bundle, see [7] p.41, Proposition). Put
Us = {v ∈ Ps | |v| = 1} and U =
∏r
s=1 Us. Then U is a principal U(1)
r-bundle
over M ′′ =
∏r
s=1M
′′
s . Let φ : U(1)
r → TΓ′ be the homomorphism given by
(λ1, . . . , λr) 7→
r∏
s=1
(l−1αs Zαs ⊗ λs).
Then we obtain the associated TΓ′ -bundle U ×φ TΓ′ →M ′′.
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Lemma 6.10. The principal bundle U ×φ TΓ′ → M ′′ is naturally identified with
the bundle π♯ : Q→M ′′.
Proof. Let χs : Γ
′′
0 → Z (1 ≤ s ≤ r) be the homomorphism given by
χs(π˜(Rα)) =
 ∏
αs≺βα
mβ,0
 lαs .
The associated homomorphism TΓ′′0 → C× is also denoted by χs. Then, by Propo-
sition 5.8 and Theorem 5.10 we see that the line bundle Ps is isomorphic to the
fibre product
X(∆˜′′)×χs C →M ′′.
Moreover, denoting by K ′′0 the maximal compact subgroup of TΓ′′0 , we have
ψ|K′′0 = φ ◦ (χ1, . . . , χr)|K′′0 .
Therefore the lemma follows. 
We now continue the proof of Proposition 6.9. The direct sum of the connection
forms θ˜s, restricted to Us, is a connection form on U . Composing this with the Lie
algebra homomorphism associated with φ, we obtain a connection form θ on the
principal bundle π♯ : Q→M ′′. Then we clearly have dθ = π∗♯Θ.
Finally, we prove the K-invariance. Let k ∈ K. Then the pull-back k∗θ is a
connection form with the same curvature, because Θ is preserved by the transfor-
mation of M ′′ induced from k. Hence by the uniqueness we have k∗θ = θ. This
completes the proof. 
Now, we moreover assume that there is a Ka¨hler-Liouville manifold (M ′,F ′) of
type (A) whose underlying toric variety is X(∆′). Then we have the following
Theorem 6.11. There is a unique Ka¨hler-Liouville manifold (M,F) of type (A)
satisfying the following conditions:
(1) The underlying structure of toric variety is identical with the given one;
(2) the given Ka¨hler-Liouville manifolds (M ′,F ′) and (M ′′,F ′′) are isomorphic
with the ones induced from (M,F).
Proof. We first define functions hα,ν (α ∈ A, 1 ≤ ν ≤ |α|) on M . Let K ′ be
the maximal compact subgroup of TΓ′ . Since the fundamental functions {h′α,ν} of
(M ′,F ′) are K ′-invariant, they are supposed to be defined on M = U ×U(1)r M ′.
So, we put
hα,ν =
{
h′α,ν (α ∈ A′)
π∗♯h
′′
α,ν (α ∈ A′′)
Accordingly, we also put cα,ν = c
′
α,ν if α ∈ A′ and = c′′α,ν if α ∈ A′′, where c′α,ν
and c′′α,ν are the fundamental constants.
We choose the ordering of Yα,0, . . . , Yα,|α| (α ∈ A) so that the ordering of Y ′′α,ν =
(π♯)∗Yα,ν (α ∈ A′′) and Y ′α,ν = Yα,ν (α ∈ A′) are equal to the ones induced from
the fundamental functions {h′′α,ν} and {h′α,ν} respectively (cf. the remark before
Proposition 5.1). Hence the numbers mα,ν (α, p(α), non-minimal) and mα,ν−mα,0
(p(α), minimal) are uniquely determined. We define the number mα,0 for α such
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that p(α) is minimal by the formula (4.9) and the value of the constants cα,ν . Then
again by (4.9) the value of eβα is determined for every non-maximal β and α ∈ n(β).
It is also defined for all α and β ≺ α so that Proposition 1.10 (2) is satisfied.
Now, let us define the function uα on M by
uα =
∏
β≺α
|β|∏
ν=1
(hβ,ν + eβα).
Let D′′ be the (horizontal) subbundle of TM given by Proposition 6.9. Since the
Ka¨hler form ω′ on M ′ is supposed to be defined on M so that the kernel coincides
with the horizontal subbundle D′′, we can define a 2-form ω on M by
ω = ω′ +
r∑
s=1
|uαs |π∗♯ω′′s .
Also, we define Fα(λ) (α ∈ A) by the horizontal lift of the generating polynomial
F ′′α (λ) of (M
′′F ′′) if α ∈ A′′, and by the formula (6.2) if α ∈ A′, where E˜′′s is
the horizontal lift of the energy function E′′s of M
′′
s , and F
′
α(λ) is the generating
polynomial of (M ′,F ′). Let F be the vector space spanned by all the coefficients
of Fα(λ) (α ∈ A).
Define the orthonormal frame Vα,ν , IVα,ν on the open TΓ-orbit M1 by using the
corresponding frames on M ′ and M ′′ in the obvious manner. Then we have the
formula (6.1) and the relations
[Wα,ν ,Wβ,µ] = [Wα,ν , IWβ,µ] = [IWα,ν, IWβ,µ] = 0 ((α, ν) 6= (β, µ))
[Vα,ν, IVα,ν] ≡ sgrad aα,ν mod Dα,ν ,
where Wα,ν = a
−1/2
α,ν Vα,ν and
a−1α,ν = |uα|
∏
µ6=ν
|hα,µ − hα,ν |.
Hence the arguments in Section 1 imply that ω is a Ka¨hler form, and with this
Ka¨hler metric (M,F) becomes a Ka¨hler-Liouville manifold of type (A). The unique-
ness and the property (2) obviously follow from the construction above. To prove
(1) we need the following lemma.
Lemma 6.12.
Yα,ν = Y˜
′′
α,ν +
d′′αs
d′′α,ν
vα(cα,ν)
uαs
Zαs (α ∈ A′′s ),
where Y˜ ′′α,ν is the horizontal lift of Y
′′
α,ν.
Proof. Let θ be the connection form given by Proposition 6.9. Then we have
iYα,νdθ = d
′′
αsπ
∗
♯ (iY ′′α,νω
′′
s )⊗ Zαs = −
d′′αs
d′′α,ν
d
(
vα(cα,ν)
uαs
)
⊗ Zαs .
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Since the left-hand side is equal to −d(θ(Yα,ν)) by Proposition 6.9, we have
Yα,ν = Y˜
′′
α,ν +
d′′αs
d′′α,ν
vα(cα,ν)
uαs
Zαs + (constant term).
Then, by comparing both sides at points on Lα,ν = V (R≥0Yα,ν), the lemma is
proved. 
The lemma above implies that Yα,ν = d
−1
α,νsgrad vα(cα,ν) for any α ∈ A′′s , where
dα,ν = ǫ(αs)d
′′
α,ν and ǫ(αs) is the sign of uαs . Since it is also true for α ∈ A′
(dα,ν = d
′
α,ν in this case), the condition (1) is therefore satisfied. This completes
the proof of Theorem 6.11. 
7. The case where #A = 1
In this section we shall classify compact Ka¨hler-Liouville manifolds (of type
(A)) such that #A = 1. Note that such manifolds are isomorphic to the complex
projective space CPn (with the standard (C×)n = (C×)n+1/C× action) as toric
variety.
Let (M,F) be a compact Ka¨hler-Liouville manifold of type (A) such that the
associated partially ordered set A consists of one element. In this case we write ν
instead of (α, ν), and d∗ instead of dα. Put
S = ∩n−1ν=1Lν , {q1} = L0 ∩ S, {q2} = Ln ∩ S.
S is holomorphically isomorphic to CP 1. We regard S as a Ka¨hler manifold with
the induced metric. Clearly, Yn is tangent to S, and its zeros are q1 and q2. Let
γ(t) (0 ≤ t ≤ l/2) be a minimal geodesic of unit speed such that γ(0) = q1 and
γ(l/2) = q2. Since S is a surface of revolution, γ(t) is extended to a closed geodesic
of the least period l. Recalling the function v(λ) =
∏n
ν=1(hν − λ), put
h(t) =
v(cn)(γ(t))∏n−1
ν=0(cν − cn)
t ∈ R/lZ.
Proposition 7.1. h ∈ C∞(R/lZ) possesses the following properties:
(1) h(−t) = h(t) for any t;
(2) h(0) = 1, h(l/2) = 0;
(3) h′(t) < 0 if 0 < t < l/2;
(4) h′(Tν) = −
√
2d∗cν(1− cν) (1 ≤ ν ≤ n − 1), where Tν (0 < Tν < l/2) is
defined by h(Tν) = cν ;
(5) −h′′(0) = h′′(l/2) = d∗.
Proof (except (4)). (1), (2), and (5) are clear. Since Yn 6= 0 at γ(t) (0 < t < l/2),
(3) is also obvious. 
Let C = Cn be the set of elements ({c0, . . . , cn}, d∗, l, h) such that d∗ and l are
positive constants, {cν} are constants satisfying
(7.1) 1 = c0 > c1 > · · · > cn = 0,
and h ∈ C∞(R/lZ) satisfies the conditions (1), . . . , (5) in Lemma 7.1. We say that
two elements ({cν}, d∗, l, h) and ({c˜ν}, d˜∗, l˜, h˜) are equivalent if d˜∗ = d∗, l˜ = l and
either c˜ν = cν , h˜ = h, or
c˜ν = 1− cn−ν , h˜(t) = 1− h( l
2
− t).
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Theorem 7.2. The assignment of ({cν}, d∗, l, h) ∈ C to (M,F) described above
gives the one-to-one correspondence between the set of the isomorphism classes of
compact Ka¨hler-Liouville manifolds of type (A) satisfying #A = 1 and the equiva-
lence classes of elements of C.
To prove Proposition 7.1 (4) and Theorem 7.2 we shall use the results for (real)
Liouville manifolds obtained by the author [6]. First, we prove the following
Proposition 7.3. Let p0 ∈ M1 be the base point so that M is identified with the
toric variety X(∆). Put
N = Expp0(D
+).
Then, N is a well-defined real submanifold of M , which is totally geodesic and
diffeomorphic to RPn. Moreover, take the S2TN -component F ′ of each element
F ∈ F and put
F ′ = {F ′ | F ∈ F}.
Then (N,F ′) is a proper Liouville manifold of rank one and type (B), and its core
is isomorphic to
(R/lZ, {[h− c1], . . . , [h− cn−1]}).
Proof. Using the real number field R instead of C in the construction of the toric
variety X(∆) (cf. Section 5), one obtains a submanifold X(∆)(R) diffeomorphic
to the n-dimensional real projective space RPn. Since its tangent space is spanned
by Ik = D+ at each point on RPn ∩M1, Proposition 1.6 implies that X(∆)(R) is
totally geodesic and N = X(∆)(R).
It is easy to verify that (N,F ′) is a Liouville manifold. Put
Gν =
n∑
ξ=1
∏
µ6=ξ
(hµ − cν)
 (V 2ξ + (IVξ)2) ∈ F (1 ≤ ν ≤ n− 1).
Then we have
{p ∈ N | (G′ν)p = 0} =M s ∩ Lν ∩N,
{p ∈ N | rank (G′ν)p ≤ 1} = Lν ∩N.
Also, we have (dG′ν)λ 6= 0 at some λ ∈ T ∗pN for every p ∈ M s ∩ Lν ∩N , because
d(hν + hν+1) does not vanish at p. Hence the Liouville manifold (N,F ′) is proper
and of rank one. SinceN is diffeomorphic toRPn, it is of type (B) (cf. [6] Theorems
3.3.1 and 3.4.1).
By definition the core of the Liouville manifold (N,F ′) consists of the 1 dimen-
sional riemannian submanifold
C = ∩n−1ν=1(M s ∩ Lν ∩N)
(called the core submanifold) and the equivalence classes [h˜ν ] of the functions h˜ν
on it defined by
(G′ν)p = h˜ν(p)V
2, p ∈ C
where V is the unit normal vector to Lν ∩N . The equivalence classes of functions
are defined to be the orbits of the affine transformation group on the target spaceR.
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It is easily seen that C is equal to the image of a closed geodesic passing through
q1 and q2. Hence we can take γ so that its image coincides with C. Thus C is
isometric to R/lZ, and h˜ν(γ(t)) = h(t)− cν . This completes the proof. 
Note that another choice of the base point p0 gives another submanifold, but
they are mutually transferred with the action of K. Hence the isomorphism class
of the Liouville manifold (N,F ′) is uniquely determined. As was shown in [6],
the isomorphism classes of proper Liouville manifolds of rank one are completely
classified by means of the isomorphism classes of the cores. In the present case,
two cores (R/lZ, {[h− c1], . . . , [h− cn−1]}) and (R/l˜Z, {[h˜− c˜1], . . . , [h˜− c˜n−1]})
are isomorphic if and only if l = l˜ and either h(t) = h˜(t), cν = c˜ν , or h(t) =
1 − h˜(−t + l/2), cν = 1 − c˜n−ν . Hence those isomorphism classes corresponds to
the equivalence classes of elements of C.
By the proof of Theorem 3.3.1 and Theorem 3.4.1 in [6] we obtain a branched
covering of N whose covering space is a torus. We now explain it: Put
(7.1) αν = 4
∫ Tν
Tν−1
dt√
(−1)ν−1∏n−1µ=1(h(t)− cµ) (1 ≤ ν ≤ n),
where Tν ∈ [0, l/2] is defined by h(Tν) = cν (0 ≤ ν ≤ n). Put
R =
n∏
ν=1
(R/ανZ) ,
and let xν (modανZ) be the natural coordinate of R/ανZ. Let H(≃ (Z/2Z)n)
be the transformation group of R generated by τ2ν ◦ τ2ν+1 (1 ≤ ν ≤ n − 1) and
τ1 ◦
∏n
ν=1 τ2ν , where
(7.2)
τ2ν−1(x1, . . . , xn) = (x1, . . . , xν−1,
αν
2
− xν , xν+1, . . . , xn)
τ2ν(x1, . . . , xn) = (x1, . . . , xν−1,−xν , xν+1, . . . , xn).
Then we have
Proposition 7.4 ([6]). There is a surjective mapping Φ : R → N possessing the
following properties:
(1) For any p ∈ N , Φ−1(p) is an H-orbit;
(2) Φ∗(∂/∂xν) = ±Wν ;
(3) hν ◦ Φ are C∞ functions;
(4) M s ∩N = {p ∈ N | #Φ−1(p) < 2n};
(5) Lν ∩ N = {Φ(x) | xν = 0, αν/2 or xν+1 = ±αν+1/4} (1 ≤ ν ≤ n − 1),
L0 ∩N = {Φ(x) | x1 = ±α14 }, Ln ∩N = {Φ(x) | xn = 0, αn2 };
(6) Φ ◦ τ2ν−1 = exp(πYν−1) ◦ Φ, Φ ◦ τ2ν = exp(πYν) ◦ Φ.
Proof of Proposition 7.1 (4). Since the function hν ◦Φ depends only on the variable
xν , we write it h˜ν(xν). Observing the formula
Hess v(cν) = d∗
∏
0≤µ≤n
µ=ν
(cµ − cν)
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at a point p such that hν(p) = cν and hν+1(p) 6= cν , we have h˜′ν(0) = 0 and
h˜′′ν(0) = (−1)n−νd∗
∏
µ6=ν
(cµ − cν).
Note that the vector fields Vν and Wν are locally well-defined (up to sign) and
smooth as vector fields onM0∩N , though they are not determined around p 6∈M1
as vector fields on M . Since h(t) = hν(γ(t)) on [Tν−1, Tν ], we have
h′(Tν)2 = lim
tրTν
(Vνhν)
2(γ(t))
= lim
tրTν
(Wνhν)
2(γ(t))
(−1)n−ν∏µ6=ν(hµ − hν)
= lim
xν→0
(h˜′ν(xν))
2
(−1)n−ν∏n−1µ=1(cµ − h˜ν(xν))
= 2d∗(1− cν)cν .

Proof of Theorem 7.2. Let ({cν}, d∗, l, h) ∈ C be an arbitrary element, and let
(N,F ′) be a proper Liouville manifold of rank one whose core is isomorphic to
(R/lZ, {[h− c1], . . . , [h− cn−1]}).
To prove Theorem 7.2 it suffices to show that there is a unique Ka¨hler-Liouville
manifold (M,F) up to isomorphism such that the associated Liouville manifold is
isomorphic to (N,F ′). To do so, we first review how to construct (N,F ′).
Let αν , R, τ2ν−1, τ2ν , and H be as above. It is not hard to see that R/H
is homeomorphic to RPn with the quotient topology. Put N = R/H, and let
Φ : R → N be the quotient mapping. To regard N as differentiable manifold
diffeomorphic to RPn, it is necessary to specify coordinate systems around branch
points (i.e., points p ∈ N such that #Φ−1(p) < 2n). Let Ns denote the branch
locus. Put
Iν = {Φ(x) | τ2ν(x) = x and τ2ν+1(x) = x} (1 ≤ ν ≤ n− 1)
Jν = {Φ(x) | τ2ν(x) = x or τ2ν+1(x) = x} (0 ≤ ν ≤ n)
Then Ns = ∪n−1ν=1Iν . Let p = Φ(a) ∈ Ns. Then there is a unique subset K of
{1, . . . , n − 1} such that p ∈ Iν if and only if ν ∈ K. Writing K = {ν1, . . . , νk},
ν1 < · · · < νk, we have νi+1 − νi ≥ 2. Define functions y1, . . . , yn by
yνi = (xνi − aνi)2 + (xνi+1 − aνi+1)2 (1 ≤ i ≤ k)
yνi+1 = 2(xνi − aνi)(xνi+1 − aνi+1) (1 ≤ i ≤ k)
yν = xν (ν, ν − 1 6∈ K)
The system of functions (yν) is then projectable, and becomes a coordinate system
around p mentioned above (cf. [6] Proposition 3.3.2).
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Define C∞ mappings
R/ανZ →

[−T1, T1] (ν = 1)
[Tν−1, Tν ] (2 ≤ ν ≤ n− 1)
[Tn−1, l − Tn−1] (ν = n)
, (xν 7→ t = tν(xν))
by the differential equations
t′ν(xν)
2 = (−1)ν−1
n−1∏
µ=1
(h(tν)− cµ)
and the initial conditions
tν(0) = Tν (1 ≤ ν ≤ n),
{
t′(0) = 0, t′′ν(0) < 0 (1 ≤ ν ≤ n− 1)
t′n(0) < 0 (ν = n).
Put h˜ν(xν) = h(tν(xν)) and
g′ =
n∑
ν=1
(−1)n−ν
∏
µ6=ν
(h˜µ − h˜ν)
 (dxν)2
F ′ν =
n∑
µ=1
∏
ξ 6=µ(h˜ξ − cν)
(−1)n−µ∏ξ 6=µ(h˜ξ − h˜µ)
(
∂
∂xµ
)2
(1 ≤ ν ≤ n− 1).
Then g′ and F ′ν are projectable, and define the riemannian metric on N and the
sections of S2TN respectively. Denoting by E′ the energy function associated with
g′ and by F ′ the vector space spanned by F ′ν (1 ≤ ν ≤ n−1) and E′, we obtain the
proper Liouville manifold (N,F ′) of rank one and type (B), whose core is isomorphic
to the given one.
The functions h˜ν are also projectable, and define the continuous functions hν
on N . The function hν is smooth outside Iν ∪ Iν−1. Also, it is easily seen that
the symmetric polynomials of h1, . . . , hn are smooth on the whole N . Put v(λ) =∏
ν(hν − λ), and
Xν =
1
d∗
∏
0≤µ≤n
µ6=ν
(cµ − cν)grad v(cν) (0 ≤ ν ≤ n).
The following lemma is immediate.
Lemma 7.5. (1) [Xµ, Xν ] = 0 for any µ, ν.
(2) v(cν)(p) = 0, (Xν)p = 0 for p ∈ Jν .
(3) Hess v(cν) on the normal bundle NJν is equal to d∗
∏
µ6=ν(cµ − cν)g′.
Let π : Rn+1 − {0} → RPn be the natural projection, and let (w0, . . . , wn) be
the natural coordinate system of Rn+1.
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Proposition 7.6. There is a diffeomorphism φ : N → RPn such that
φ∗(Xν) = π∗
(
wν
∂
∂wν
)
(0 ≤ ν ≤ n).
Proof. We first construct φ on N−J0. Noting that X1, . . . , Xn are linearly indepen-
dent at every point on N1 = N −∪nν=0Jν , we define (closed) 1-forms ω1, . . . , ωn on
N1 by ων(Xµ) = δνµ. It is easily seen that ων is smoothly extended to N−(J0∪Jν).
Fix a point p0 ∈ N1
Let σν (0 ≤ ν ≤ n) be the involution on N defined by Φ ◦ τ2ν = σν ◦ Φ or
Φ◦ τ2ν+1 = σν ◦Φ. Then, σν is the reflection with respect to Jν , and preserves each
element of F ′. Also, we see that N − (J0 ∪ Jν) has two connected components; one
contains p0 and the other contains σν(p0).
Let xν (1 ≤ ν ≤ n) be the function on N − (J0 ∪ Jν) defined by
xν(p) =
{
exp(
∫ 1
0
ων(c˙(t))dt) (p ≃ p0)
− exp(∫ 1
0
ων(c˙(t))dt) (p ≃ σν(p0)),
where p ≃ p0 means p and p0 are on the same component, and c(t) (0 ≤ t ≤ 1) is
a curve in N − (J0 ∪ Jν) from p0 or σν(p0) to p. Clearly we have
xν(σν(p)) = −xν(p),
xν(p0) = 1, xν(σν(p0)) = −1,
ων =
dxν
xν
.
We now claim that xν is smoothly extended to N − J0 by putting xν = 0 on
Jν − J0. In fact it is an easy consequence of the following lemma.
Lemma 7.7. For each p ∈ Jν − J0, there is a neighborhood U of p and a C∞
function uν on U such that u
2
ν = |v(cν)|.
The lemma above follows from Lemma 7.5. Thus we have obtained the diffeo-
morphism
(7.3) N − J0 → Rn (p 7→ (x1(p), . . . , xn(p)),
which maps Xν to xν∂/∂xν and p0 to (1, . . . , 1) (the surjectivity follows from the
completeness of Xν on N
1). Now, making the coordinate functions on N − Jν
in the same way, and gluing them together, we consequently obtain the desired
diffeomorphism φ : N → RPn. 
We now continue the proof of Theorem 7.2. By virtue of Proposition 7.6 we may
identify N with RPn. Hence Xν = π∗(∂/∂wν), and Jν is given by wν = 0. Also,
we regard RPn as a submanifold of CPn in the natural manner. The projection
Cn+1 − {0} → CPn is also denoted by π. Let K = U(1)n be the torus acting on
CPn by
((λ1, . . . , λn), π(w0, . . . , wn))→ π(w0, λ1w1, . . . , λnwn) (|λν | = 1).
The following lemma is immediate.
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Lemma 7.8. Let H be a symmetric 2-form on RPn invariant with respect to σν
(0 ≤ ν ≤ n). Then there is a unique hermitian form H˜ on CPn satisfying the
following conditions:
(1) H˜|TRPn = H;
(2) H˜(X, IY ) = 0 for any X, Y ∈ TpRPn, p ∈ RPn;
(3) H˜ is K-invariant.
By the lemma above the riemannian metric g′ extends to a hermitian metric g
on CPn. Let F ′ ∈ F ′ be an arbitrary element. By using the bundle isomorphism
TRPn → T ∗RPn induced from g′, F ′ is translated to a symmetric 2-form F ′♭ .
Extending it to a hermitian form F♭ on CP
n, and again translating with respect to
g, we obtain a section F of S2TCPn. Let F be the vector space (over R) spanned
by such F . Then direct calculations show that g is a Ka¨hler metric, and with this
metric (CPn,F) becomes a Ka¨hler-Liouville manifold of type (A) that satisfies
#A = 1. This completes the proof of Theorem 7.2. 
8. Existence theorem
Let (M,F) be a compact Ka¨hler-Liouville manifold of type (A). For each α ∈ A,
we define a Ka¨hler-Liouville manifold (Mα,Fα) as follows: Define the closed subset
Aα of A by
Aα = {β ∈ A | α  β}.
Let (M ′′,F ′′) be the Ka¨hler-Liouville manifold that is the base space of the fibre
bundle determined by the open subset A−Aα. Next, regard (M ′′,F ′′) as the total
space, and let (Mα,Fα) be the Ka¨hler-Liouville manifold that is the typical fibre
of the fibre bundle determined by the open subset {α} of Aα.
If |α| ≥ 2, then (Mα,Fα) is of type (A), and it possesses the structure of toric
variety that is given by the structure of Ka¨hler-Liouville manifold. In case |α| = 1,
we also regard Mα as a toric variety, whose structure is inherited from that of M
′′.
So, in any case Mα is isomorphic to CP
|α| as toric variety.
Let N be a 1-dimensional compact Ka¨hler manifold which is also a toric variety
such that the associated U(1)-action preserves the metric. We shall simply call it
a compact toric Ka¨hler manifold (of dimension 1). To such a manifold we assign
positive constants d∗, l, and a function h on R/lZ as follows: Let Y be an infini-
tesimal generator of the U(1)-action so that the least period of exp(sY ) is 2π. The
set of zeros of Y consists of two points, say q0 and q1. We may assume that the
endomorphism ∇Y of Tq1N is equal to the complex structure I (then it is equal
to −I at q0). Let l/2 be the distance between these two points. Then a minimal
geodesic γ(t) from q0 to q1 extends to a closed geodesic of least period l. Since the
1-form iY ω is closed (ω is the Ka¨hler form), there is a unique function h˜ on M such
that
iY ω = −dh˜, h˜(q1) = 0.
Put d∗ = h˜(q0)−1 and h(t) = d∗h˜(γ(t)).
The following lemma is immediate.
Lemma 8.1. (d∗, l, h) defined above possesses the following properties:
(1) h(−t) = h(t) for any t;
(2) h(0) = 1, h(l/2) = 0;
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(3) h′(t) < 0 if 0 < t < l/2;
(4) −h′′(0) = h′′(l/2) = d∗.
Let C1 be the set of (d∗, l, h) such that d∗ and l are positive constants and h is a
C∞ function on R/lZ satisfying the conditions (1), . . . , (4) in Lemma 8.1. We say
that two elements (d∗, l, h) and (d˜∗, l˜, h˜) are equivalent if d∗ = d˜∗, l = l˜, and either
h(t) = h˜(t) or h(t) = 1 − h˜(l/2− t). For consistency with the definition of Cn, we
shall also write ({1, 0}, d∗, l, h) instead of (d∗, l, h).
Lemma 8.2. The assignment above gives the one-to-one correspondence between
the set of the isomorphism classes of 1-dimensional compact toric Ka¨hler manifolds
and the set of the equivalence classes of elements of C1.
The proof is easy. Now, we state the main theorem in this section, which will
imply the existence of compact Ka¨hler-Liouville manifold of type (A) whose struc-
ture of toric variety is prescribed. Let M be a toric variety of KL-A type, and
let A be the associated partially ordered set. Let mα,ν (α ∈ A, not minimal,
0 ≤ ν ≤ |p(α)|) be numbers satisfying Proposition 4.21 with which M is defined.
Let cα,ν (0 ≤ ν ≤ |α|, α ∈ A), eβα (β ≺ α), and dα (α ∈ A) be constants that
satisfy the conditions (4.1), (4.2), (4.8), and (4.9). In this case we say that the
constants {cα,ν , eβα, dα} are compatible with the toric variety M (of KL-A type).
Note that the compatibility has no meaning in case #A = 1.
Remark. 1. M determines only the differences mα,ν −mα,0 for α such that p(α)
is minimal. Hence for such α one can choose mα,0 arbitrary so that they satisfy
Proposition 4.21 (5).
2. {mα,ν} just determine every eβα, every ratio dp(α)/dα, and {cα,ν} for every
non-maximal α. Hence one can choose dα > 0 arbitrary for minimal α, and also
cα,ν arbitrary for maximal α so that they satisfy (4.1).
Theorem 8.3. Let M be a compact toric variety of KL-A type, and let A be the
associated partially ordered set. Let {cα,ν , eβα, dα} be constants compatible with M .
For each α ∈ A, choose lα > 0 and hα ∈ C∞(R/lαZ) so that ({cα,ν}, |dα|, lα, hα) ∈
C|α|. Then there is a unique structure of Ka¨hler-Liouville manifold (M,F) of type
(A) over the toric variety M possessing the following properties:
(1) The associated structure of toric variety is identical with the given one;
(2) the fundamental constants, the conjunction constants, and the scaling con-
stants are equal to {cα,ν}, {eβα}, and {dα} respectively;
(3) for each α ∈ A, the induced Ka¨hler-Liouville manifold (the toric Ka¨hler
manifold if |α| = 1) (Mα,Fα) corresponds to the equivalence class repre-
sented by the given element
({cα,ν}, |dα|, lα, hα) ∈ C|α|.
Proof. We prove this theorem by induction on #A. The case #A = 1 follows from
Theorem 7.2. Let k ≥ 2, and assume that the theorem is true for the case where
the number of elements of the associated partially ordered set is less than k.
Now, letM and A be as above, and suppose #A = k. We may assume that A is
connected. Let α0 ∈ A be the minimal element, and put A′ = {α0}, A′′ = A−A′.
As before, let A′′ = ∪rs=1A′′s be the decomposition into connected components, and
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αs the minimal elements of A′′s . Let M ′ and M ′′ be the associated toric varieties.
As is easily seen, the constants cα,ν (α ∈ A′′), eβα (β ∈ A′′, β ≺ α), ǫ(αs)dα
(α ∈ A′′s , 1 ≤ s ≤ r) are compatible with the toric variety M ′′ of KL-A type, where
ǫ(αs) is the sign of dαs . So, by induction assumption we obtain a unique structure
of Ka¨hler-Liouville manifold (M ′′,F ′′) over the toric variety M ′′ possessing the
properties stated in the theorem.
Also, by Theorem 7.2 and Lemma 8.2 there is a unique structure of Ka¨hler-
Liouville manifold (or toric Ka¨hler manifold if |α0| = 1) (M ′,F ′) over the toric
variety M ′ corresponding to the element
({cα0,ν}, dα0 , lα0, hα0) ∈ C|α0|.
Then, by Theorem 6.11 we obtain a structure of Ka¨hler-Liouville manifold (M,F)
over the toric variety M such that (M ′,F ′) and (M ′′,F ′′) are isomorphic to the
ones induced from (M,F). It is clear that (M,F) possesses the properties (1)
and (2). (3) follows from the fact that the Ka¨hler-Liouville manifold (or the toric
Ka¨hler manifold) (Mα,Fα) (α ∈ A′′) induced from (M,F) is isomorphic to the one
induced from (M ′′,F ′′).
This fact also proves the uniqueness of (M,F). In fact, let (M˜, F˜) be another
Ka¨hler-Liouville manifold possessing the properties stated in the theorem, and let
(M˜ ′, F˜ ′) and (M˜ ′′, F˜ ′′) be the induced ones. Then the fact mentioned above and
the induction assumption indicate that (M˜ ′′, F˜ ′′) is isomorphic to (M ′′,F ′′), and
Theorem 7.2 and Lemma 8.2 indicate that (M˜ ′, F˜ ′) is isomorphic to (M ′,F ′). Hence
by Theorem 6.11, (M˜, F˜) is isomorphic to (M,F). This completes the proof. 
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