Abstract-In multi-domain multi-carrier networks the effective use of network resources shall be achieved while guaranteeing an adequate level of confidentiality and scalability. A candidate solution to perform effective multi-domain Traffic Engineering (TE) is based on a combination of (i) hierarchical routing and (ii) path computation procedures. Hierarchical routing identifies the domain sequence to cross while path computation computes the strict end to end path. In this multi-domain study we first propose a hierarchical instance of BGP (HBGP) dedicated to TE information only. Then we propose and evaluate the integration of HBGP with path computation procedures based on IETF PCE architecture. Simulation results show that the hierarchical HBGP-PCE architecture, compared to current routing solutions based on BGP only, significantly improves the overall network resource utilization. In addition, this study identifies the network scenarios in which the aforementioned HBGP-PCE features provide significant advantages. Finally, the experimental implementation of the proposed HBGP-PCE architecture in a network testbed composed of commercially available routers shows the viability of the solution in real networks.
I. INTRODUCTION
Providers are operating in an environment that includes multiple domains, for which an efficient computation of endto-end paths between source and destination nodes belonging to different administrative domains is frequently required. Advances in networking technologies and increasing heterogeneous demands by customers have spurred the introduction of traffic engineering (TE) techniques to efficiently manage resources and provide Quality of Service (QoS). However, multi-domain TE is complicated by the limited visibility of TE information which is usually restricted to a single domain for scalability and confidentiality issues.
Several solutions to provide multi-domain TE propose to extend the functionalities of the Border Gateway Protocol (BGP) [1] , [2] . However, BGP has been designed to provide reachability information within a scope that covers the whole Internet. As a consequence, mainly because of scalability issues, such proposals have never achieved a significant consensus within providers and standardization bodies. Multi-domain TE has been addressed by the Internet Engineering Task Force (IETF) and by the International Telecommunication UnitStandardization Sector (ITU-T) through the deployment of two architectures respectively named Path Computation Element (PCE) Architecture [3] and Automatically Switched Optical Network (ASON) [4] .
PCE architecture has been proposed to perform constraintbased path computations also in multi-domain networks. Two procedures named Per-Domain (PD, [5] ) and Backward Recursive PCE-based Computation (BRPC, [6] ) have been proposed. In particular, the BRPC procedure has been designed for computing optimal multi-domain paths given a specific metric. Per-domain and BRPC, implemented through the PCE communication Protocol (PCEP, [5] ), require the pre-computation of the sequence of domains to be crossed by an inter-domain connection. Such pre-computation is paramount to guarantee effective path computations and to efficiently exploit the overall network resources.
Three methods have been considered to provide the PCE with multi-domain information for domain sequence precomputation. The first method resorts to the information typically announced through the main instance of BGP. However, BGP does not advertise bandwidth information and multiple alternative routes, thus providing the same route indications (i.e., deterministic sequences of domains) which may rapidly induce link congestion. The second method, recently proposed in [7] , requires an exchange of information through a service plane. However, this would imply a substantial effort for implementing and standardizing a new plane. The third method resorts to the information advertised through the External Network-to-Network Interface (E-NNI) [8] defined by the Optical Interworking Forum (OIF). OIF E-NNI Routing has been introduced to address the multi-domain single-carrier scenario. It provides a hierarchical implementation of the OSPF-based routing within the ASON architecture. However, the use of a link-state routing protocol (i.e., OSPF) in a multidomain multi-carrier scenario may not represent the optimal solution in terms of confidentiality and policy-related issues. Confidentiality may be affected by the fact that all domains obtain the detailed view of the whole network resources, i.e. including detailed info on resources belonging to non-adjacent domains. A link-state routing protocol which advertises the same information to all domains may also be an obstacle to implement routing policies due to commercial constraints (e.g., peering preferences, SLAs, and economic cost, possibly associated to selected customers/prefixes).
In this study, we focus on the PCE architecture capability to provide multi-domain TE [9] . However, differently from the OIF E-NNI Routing solution, we propose to pre-compute the sequence of domains on the basis of the information provided by a hierarchical path-vector protocol dedicated to TE information. In particular, a hierarchical instance of BGP (HBGP) is proposed to operate within a restricted set of authorized domains. This is in-line with the PCE architecture applicability, which is defined to operate within a limited set of domains with known relationships, like the peering relationships (e.g., up to 20 domains [3] ). In terms of confidentiality, it restricts the multi-domain information received by a node to the network view provided by the adjacent domains and not the detailed view of the whole network resources. In addition, commercial constraints could be better supported since transit domains have the capability to potentially treat each customer/prefix in a different way. Moreover, a pathvector view of the network resources is compatible with the view provided by the PCE architecture, which is based on path information exchanged between adjacent domains.
The integrated HBGP-PCE architecture enables the implementation of multiple schemes that differently exploit the various configuration features. They include: the announcement through HBGP of single or multiple routes per each domain or network prefix, the possible announcement of inter-domain bandwidth availability information, the use of Per-domain or BRPC path computation procedures, and the possibility to perform multiple attempts along different sequences of domains. In this work we show through simulations the performance of the HBGP-PCE architecture and related schemes under different network scenarios. In addition, we present a complete experimental implementation of the proposed HBGP-PCE architecture.
II. HBGP-PCE ARCHITECTURE

A. Hierarchical BGP (HBGP)
The proposed HBGP-PCE architecture resorts to an additional and separated instance of BGP called Hierarchical BGP (HBGP). HBGP independently operates among a restricted set of authorized domains. One Hierarchical Routing Controller (HRC) in each domain is responsible for the HBGP message communication. HBGP provides the set of information to determine the sequence of domains to traverse for the PCEbased path computations of QoS-guaranteed services. HBGP does not affect the operations of the main BGP instance, which is still used between network Border Routers (or BGP Route Reflectors) to provide reachability information for the whole internet and to determine the multi-domain routing for best-effort traffic. HBGP only influences new path computations (in particular those referring for example to QoS-guaranteed traffic that require constraint-based multidomain path computation) and does not affect the network operations, the forwarding of Best Effort traffic or already established LSPs. In HBGP, two main attributes are considered per network prefix. The first (mandatory) attribute is the AS PATH as defined in current BGP specifications. It specifies the sequence of ASes through which the announcement for the prefix has passed, i.e. the sequence of domains to reach the announced network prefix. The second (optional) attribute is called AS PATH BW. AS PATH BW is introduced to specify the amount of reservable bandwidth along the whole AS PATH. Such bandwidth is computed by taking into account just the resources on the inter-domain links that peer domains agree to make available for remote (and authorized) ASes participating in the HBGP instance. The advertisement of such information does not affect confidentiality requirements since it does not disclose intra-domain information or private interdomain agreements. In this study, due to scalability reasons, multiple inter-domain links between the same pair of adjacent domains are considered as a single link with an available bandwidth equal to the sum of all available link bandwidths.
Two main strategies can be identified to determine the set of HBGP information to announce per network prefix. In the first strategy, hereafter called Single Route (SR), just one route per network prefix is stored in the forwarding table and propagated between HBGP peers. Such route is the shortest in terms of number of traversed ASes (i.e., minimum AS PATH length). In case of multiple routes with equal number of traversed ASes, tiebreaking rules are applied (e.g., first learned, smaller IP prefix, etc.). SR is the strategy typically adopted by default BGP implementations. In the second strategy, hereafter called Multiple Routes (MR), multiple routes per network prefix are stored in the forwarding table and propagated between HBGP peers. In this study, just multiple routes characterized by the same (shortest) AS PATH length are considered (i.e., tiebreaking rules are not applied). On the one hand, the MR strategy potentially allows more effective TE solutions (e.g., load balancing between alternative routes). On the other hand, MR determines a larger amount of exchanged and stored information compared to SR strategy. In this study, all prefixes belonging to the same AS are treated in the same way, i.e. HBGP information refers to the whole set of prefixes belonging to the same domain.
B. PCE-based path computation
When a multi-domain request for a QoS-guaranteed service arrives, the information provided by HBGP is used at the source domain to determine the sequence of domains on which the PCE-based path computation is performed. According to the considered HBGP attributes and announcement strategies, three different solutions can be identified. The first solution, called Deterministic Sequence (D) exploits just one sequence of domains per network prefix. Solution D takes place when the SR strategy is applied and just the mandatory AS PATH attribute is propagated. The second solution, called Random Sequence (R), takes place when the MR strategy is applied and just the mandatory AS PATH attribute is propagated. In this case multiple possible sequences of domains may be available per network prefix. The R solution identifies through random selection the sequence of domains for the PCEbased path computation. The third solution, called Bandwidthbased Sequence (BW), takes place when the MR strategy is applied and both the mandatory AS PATH and the optional AS PATH BW attributes are announced. The BW solution identifies the sequence of domains for PCE-based path computation by selecting, among the multiple possible sequences, the one that provides the larger amount of reservable bandwidth. Once the sequence of domains is identified, the HBGP-PCE architecture performs the PCE-based path computation. Two standard procedures can be considered, the Per-Domain path computation (PD, [5] ) and the Backward Recursive PCE-based computation (BRPC, [6] ). If the PCE-based path computation fails, two cases can be considered. In the first case, the request is simply rejected. In the second case, further path computation attempts are performed (Multiple Attempts -MA). Each attempt requires the definition of a new sequence of domains (among those made available by the HBGP information) and the subsequent PCE-based path computation.
C. HBGP-PCE schemes
The HBGP-PCE architecture allows the definition of different schemes that can be derived by the combination of the aforementioned possibilities and solutions. The following schemes are here considered:
1. BGP-D-PD. A single attempt of Per-Domain path computation is applied along the single sequence of domains provided by BGP through the Deterministic solution (which considers just AS PATH attributes and Single Route information per network prefix). BGP-D-PD can be implemented by exploiting just the current main BGP instance.
2. BGP-D-BRPC. As in BGP-D-PD, with the difference that BRPC is applied instead of PD.
3/4. HBGP-R-PD/BRPC. A single attempt of PerDomain/BRPC path computation is applied along the randomly selected sequence of domains provided by BGP through the Random solution (which considers just AS PATH attributes and the MR strategy). HBGP-R-PD/BRPC could be implemented by exploiting current BGP specifications and instances. However, since the use of the MR strategy may introduce scalability requirements, the adoption of a second hierarchical instance of (standard) BGP is recommended.
5/6. HBGP-BW-PD/BRPC. A single attempt of PerDomain/BRPC path computation is applied along the least congested sequence of domains provided by HBGP information (Bandwidth-based solution, which considers both AS PATH and AS PATH BW attributes and the MR strategy). HBGP-BW-PD/BRPC requires the hierarchical BGP instance implemented with the considered AS PATH BW attribute.
7-10. HBGP-R/BW-PD/BRPC-MA.
The schemes described in 3-6 are here considered with multiple attempts of PCEbased path computations performed along different sequences of domains. Table I summarizes the HBGP-PCE schemes together with the related adopted solutions.
III. HBGP-PCE ARCHITECTURE IMPLEMENTATION
The proposed HBGP-PCE architecture has been implemented in a network testbed composed of commercially available Label Switched Routers (LSRs) configured in N=5 ASes as shown in Fig. 1 . One HRC and two PCEs are present in each AS. The HRC runs HBGP to exchange inter-domain route information to other HRCs belonging to adjacent domains. HRC builds and maintains the HBGP databases (i.e., HBGPAdj-RIB-In, HBGP-Adj-RIB-Out, and HBGP-Loc-RIB) which are populated, according to the Single/Multiple Route announcement strategy, with either single or multiple routes per prefix. The first PCE is a functional element responsible for intra-domain path computations. It resorts to the Intradomain Traffic Engineering Database (TED), e.g. the OSPF-TE TED. The second PCE, called Hierarchical PCE (H-PCE), is a functional element responsible for the computation of the sequence of domains to traverse for the multi-domain path computations. The H-PCE resorts to the HBGP-Loc-RIB database.
Packets H1-H5 are reported in Fig. 1 as an example of HBGP message exchange referred to prefix R100 belonging to AS5. Message H1 is exchanged between HRC5 and HRC3. It encloses AS5 in the AS PATH and it specifies the AS PATH BW attribute value as the available interdomain bandwidth between AS5 and AS3. The same occurs to message H2 between HRC5 and HRC4 referred to the inter-domain link between AS5 and AS4. HRC3 (/HRC4) updates and propagates the H1 (/H2) information to HRC2 in message H3 (/H4). HRC3 (/HRC4) appends AS3 (/AS4) to the AS PATH. In addition, it selects the minimum value between the bandwidth included in message H1 (/H2) and the available inter-domain bandwidth between AS3 (/AS4) and AS2. Then, HRC2 merges the received information in message H5 and sends it to HRC1. In particular, HRC2 appends AS2 to the two AS PATH attributes and updates the two AS PATH BW attributes by enclosing the minimum value between the received AS PATH BW value and the bandwidth value on the inter-domain link between AS2 and AS1. Fig. 1 also shows the PCEP Packets P1-P10 exchanged, upon connection request, to complete the multi-domain path computation. Message P1 is a PCEP PCReq message sent from a PCC, e.g. the AS1 Network Management System (NMS), to PCE1. The considered multi-domain PCEP request has as end-points source R110 belonging to domain AS1 (IP: 110.110.110.110) and destination R100 belonging to AS5 (IP: 100.100.100.100). PCE1 then behaves as PCC and forwards the P1 PCEP PCReq message to H-PCE1 (message P2). H-PCE1 resorts to the HBGP-Loc-RIB database to select the sequence of domains to traverse. If scheme HBGP-BW-PC/BRPC(-MA) is applied, two sequences are available: AS2-AS3-AS5 and AS2-AS4-AS5. They both have the same AS PATH length, but they may present different AS PATH BW values. If both values indicate null reservable bandwidth, HPCE1 replies with a NO PATH object. Such information is immediately forwarded to the PCC to communicate the failure in the multi-domain path computation. If at least one AS PATH BW value indicates a non-null value, HPCE1 selects the sequence of domains with the highest AS PATH BW value (e.g., AS2-AS4-AS5 in the experiment) and encloses it within the PCEP PCRep message P3 to PCE1. PCE1 then starts the standard Per-domain or BRPC path computation (messages P4-P9) along the provided sequence. The final ERO is then returned to the PCC through PCEP PCRep message P10.
In HBGP-PCE architecture implementation, the bandwidth information on the inter-domain links can be dynamically retrieved by HRC from either the OSPF-TE TED database or from the border LSRs. The former method requires the use of the Inter-AS-TE Link State Advertisement (LSA) recently proposed in [10] . In our experiment, the utilized LSRs do not support such extension. Thus, the latter method is adopted: a proprietary User-to-Network Interface (UNI) is used to periodically download the RSVP reservable bandwidth information in the form of a short XML file. For example, the file exchanged from border R60 to HRC3, referred to a single inter-domain link, has a size of only 3 KB. The H5 message sent from HRC2 to HRC1 (referred to AS PATH AS2-AS3-AS5) has a size of 57 bytes, as shown in Fig. 2 . In the experiment, all the components have been internally developed. The HBGP protocol has been implemented in C++ exploiting the Socket TCP libraries. The PCEs and PCEP implementations are derived from the SPaCE PCE architecture implementation presented in [9] . Fig. 2 shows the overall message exchange when the HBGP-BW-BRPC scheme is applied. In particular, packet n.8 shows the H5 HBGP update message. Packets n. 28-66 include the PCEP messages running the BRPC-based path computation procedure. Packets n.34, 38, 40, and 54 correspond to messages P1-P4, while packet n.59 and 64 correspond to messages P9 and P10.
IV. SIMULATION RESULTS
The performance of the proposed HBGP-PCE architecture has been evaluated through simulations. The reference multidomain network is a PAN-EUROPEAN topology composed of six ASes: GEANT2 and five National Research and Education This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE ICC 2010 proceedings Networks (NRENs) [11] . Two network scenarios are considered. The first scenario, taken from [11] considers two different types of links: high capacity (C1=64 Gb/s) and low capacity (C2=16 Gb/s) (see figure 3 ). In the first scenario, connection requests of capacity c=1 Gb/s are dynamically generated with uniform distribution among all node pairs. Simulation results, carried out with an event-driven tool developed in our labs, have a confidence level of 95% and a confidence interval of 1%. Fig. 4 shows the blocking probability of inter-domain connections (i.e., with source and destination belonging to different ASes) as a function of the offered load. BGP-D schemes yield the worst results: the deterministic selection of AS sequences determines high congestion along few inter-domain links while other resources remain underutilized. HBGP-R schemes significantly improve the blocking probability performance by randomly distributing the network load along multiple equal cost (in terms of AS PATH length) sequences of domains. HBGP-R-MA schemes further improve the blocking probability performance thanks to the possibility to carry out multiple attempts along different sequences of domains. Bandwidth-aware schemes (i.e., HBGP-BW-PD/BRPC(-MA)) achieve the best performance: the AS PATH BW attribute allows to optimally balance the traffic along the sequences of domains (least fill routing is adopted). In this case, the MA option does not provide any significant improvement in blocking performance. The main reason is that, in the considered scenario, blocking is mainly determined by lack of available bandwidth just on inter-domain links. This also explains the reason that PD and BRPC achieve the same results in all the considered schemes. A second simulation scenario is then considered: intra-domain traffic load within GEANT2 has been increased of a factor of 4. In addition, all inter-domain links have been considered with high capacity. Fig. 5 and 6 show the blocking probability performance of the HBGP-PCE architecture schemes in this second network scenario. Fig. 5 confirms that the worst blocking probability results are achieved by BGP-D schemes. HBGP-R schemes, in this scenario, only slightly improve the blocking probability performance. This is motivated by the fact that one of the possible sequences of domains is typically congested within the transit domain GEANT2. Thus, when the random choice selects such sequence, the blocking typically occurs. This also motivates the improvement achieved by HBGP-PD/BRPC-MA schemes which significantly lower the blocking probability. Fig. 6 show the performance of bandwidth-aware HBGP schemes. Results highlight that also in this case the adoption of multiple attempts significantly improve the blocking performance. The comparison between the results provided in Fig. 5 and Fig. 6 show that the least fill routing performed on the basis of the inter-domain link bandwidth availability does not allow to achieve good blocking probability results. For example, results show that HBGP-BW-PD scheme achieves similar performances compared to BGP-D schemes. In this scenario, however, the two considered PCEP-based computation scheme achieve different outcomes. In particular, BRPCbased solutions allow to improve the blocking probability performance in all the non-deterministic schemes.
The improvement provided by the schemes exploiting multiple attempts along different AS sequences require PCEs to repeat the path computation many times, which may significantly increase the overall connection set up time. In Fig. 7 we show the average number of attempts per connection request. As expected the average number of attempts per connection request is proportional to the offered traffic. Results show that the average number of attempts at reasonable loads does not exceed the value of 1.5.
V. CONCLUSIONS
A hierarchical BGP protocol instance, possibly enhanced with inter-domain link bandwidth availability attributes, has been proposed to provide the PCE architecture with additional information to be used in multi-domain path computations. Several schemes have been evaluated, considering the HBGP announcement of different set of information, either Perdomain or BRPC path computation procedures, single or multiple attempts along different sequences of domains.
Simulation results have shown that, under network scenarios where congestion is typically induced by lack of resources on inter-domain links, the proposed HBGP-PCE solutions, compared to solutions exploiting current BGP information only, significantly improve the overall blocking probability performance. In this case, the knowledge of inter-domain link bandwidth information guarantees the best performance. In addition, results highlight that the adoption of multiple attempts along different sequences of domains and the use of the BRPC procedure do not provide significant improvements. On the other hand, under network scenarios where congestion is typically induced by lack of intra-domain resources, schemes exploiting inter-domain bandwidth information do not provide significant advantages. In this case, however, the announcement of alternative equal cost routes provided by HBGP, the adoption of multiple attempts along different sequences of domains and the use of BRPC-based procedures allow to significantly improve the overall blocking probability performance compared to solutions exploiting just BGP information.
The proposed HBGP-PCE architecture has been implemented in a network testbed composed of commercially available routers configured in five ASes. The implementation successfully includes PCE prototypes and PCEP Per-domain and BRPC path computation procedures. In addition, the HBGP-PCE architecture testbed includes an implementation of the HBGP protocol instance which also encompasses the exchange of the introduced AS PATH BW attribute.
