In this paper, we investigate the solvability of matrix valued Backward stochastic Riccati equations with jumps (BSREJ), which is associated with a stochastic linear quadratic (SLQ) optimal control problem with random coefficients and driven by both Brownian motion and Poisson jumps. By dynamic programming principle, Doob-Meyer decomposition and inverse flow technique, the existence and uniqueness of the solution for the BSREJ is established. The difficulties addressed to this issue not only are brought from the high nonlinearity of the generator of the BSREJ like the case driven only by Brownian motion, but also from that i) the inverse flow of the controlled linear stochastic differential equation driven by Poisson jumps may not exist without additional technical condition, and ii) how to show the inverse matrix term involving jump process in the generator is well-defined. Utilizing the structure of the optimal problem, we overcome these difficulties and establish the existence of the solution. In additional, a verification theorem for BSREJ is given which implies the uniqueness of the solution.
Introduction

Framework and Preliminary
We start with a stochastic basis (Ω, F , F , P) with a finite time horizon T < ∞ and a filtration F := {F t |t ∈ [0, T ]} satisfying the usual conditions of right continuity and completeness, such that we can and do take all semimartingales to have right continuous paths with left limits. For simplicity, we assume that F 0 is trivial and F = F T . Denote by E[·] the expectation under P. Conditional expectations with respect to a sub-σ algebra G of F are denoted by E G [·] . Let B(Λ) denote the Borel σ-algebra of the topological space Λ. Let W = {W (t) = (W 1 (t), W 2 (t), · · · , W d (t)) ⊤ |t ∈ [0, T ]} be a d-dimensional standard Brownian motion with respect to its natural filtration under P. Let (Λ, B(Λ)) be a measurable space and ν a finite measure defined on it. Denote by µ an integervalued random measure µ(de, dt) = {µ(ω, de, dt)|ω ∈ Ω} on ([0, T ] × Λ, B([0, T ]) ⊗ B(Λ)) induced by a stationary F -Poisson point process (p t ) t≥0 on Λ with the Lévy measure ν. Letμ(de, dt) := µ(de, dt) − ν(de)dt be the compensated Poisson random measure. Suppose that the Brownian motion W and the random measureμ(de, dt) are stochastically independent under P. Without loss of general assumptions, we assume that the filtration F is the P-augmentation of the natural filtration generated by the Brownian motion and the Poisson random measure. Let P be the F -predictable σ-field on Ω × [0, T ] and denotẽ P := P ⊗ B(Λ).
For aP-measurable function U onΩ, define its integration with respect to µ (analogously for ν ⊗ Leb) by (1.1)
The random measure and stochastic integrals can be referred to [9, 23] for details.
Introduction on BSREJ
Denote by S n the space of all n × n symmetric matrices and by S n + the space of all n × n nonnegative matrices. Throughout this paper, the following standard assumptions holds. (D i ) * (t)KD i (t) + Λ F * (t, e)(K + R(e))F (t, e)ν(de),
+ Λ E * (t, e)KF (t, e) + (I + E * (t, e))R(e)F (t, e) ν(de), (1.2)
R(e)E(t, e)ν(de) + Λ E * (t, e)R(e)ν(de)
+ Λ E * (t, e)(K + R(e))E(t, e)ν(de)
where I is n-th order identity matrix and * denotes the transpose of a matrix.
With the notations defined above, we introduce the following backward stochastic integraldifferential equation driven by Brownian motion W and Poisson random measureμ :
( 1.3) with the unknown triple of stochastic processes (K, L, R). Now we give the definition of the solution to BSREJ (1.3) as follows. Definition 1.1. A triplet of stochastic processes (K, L, R) valued in S n × (S n ) d × M ν,2 (S n ) with K being F -progressive measurable, L F -predictable and RP-measurable is called a solution of
is positive definite a.s. a.e.; (iii) for all t ∈ [0, T ], it a.e. holds that
This is the so-called BSREJ associated with a linear quadratic optimal control problem with jumps formulated in Section 2 (See Problem 2.4). When the coefficients A, B, C, D, E, F, Q, N are all deterministic, then
, and the BSREJ (1.3) degenerates to a deterministic Riccati integral-differential equation (see [29] for the case without jumps). If D = 0 and F = 0, i.e. the corresponding controlled differential system does not contain control in martingale integration terms, and the second and third unknown variables (L, R) only have a linear structure in the generator G. And in this case the solvability of BSREJ could be covered by the result of Meng [19] . Due to that the martingale integration parts of corresponding controlled system (2.3) contains control variable, and the system has non-Markovian structure, the associated BSREJ (1.3) is highly nonlinear with respect to the unknown triple of (K, L, R).
Developments of BSRE and Contributions of this Paper
The study of BSREs had quite a long history. In the case of BSREs driven by only Brownian motion W, (1.3) will reduce to the following form:
Historically speaking, the French mathematician Bimut [1] firstly proposed the definition of the adapted solution to (1.5) , and due to the difficulty of its solvability, it is listed as an open problem by Peng [20] . Until 2013, Tang [25] generally solved this open problem applying the stochastic maximum principle and using the technique of stochastic flow for the associated stochastic Hamiltonian system. In 2015, Tang [26] gives the second but more comprehensive (seeming much simpler, by Doob-Meyer decomposition theorem and Dynamic programming principle) method to solve the general BSREs. For earlier history on BSRE, we refer to Peng [22] , Tang and Kohlmann [12, 13] , Tang [25] and the plenary lecture reported by Peng [21] at the ICM in 2010. For the indefinite BSRE, the reader can be referred to [2, 30, 14, 15, 24, 4] . Equation (1.3) is very different from equation (1.5) . From a direct viewpoint, Equation (1.3) is driven by both a Brownian motion W and an additional compensated Poisson measureμ. From an essential viewpoint, not only the first unknown element K and but also the third unknown element R are included in the nonlinear term N (t, K(t−), R(t, ·)) −1 in BSREJ (1.3). For the BSRE driven only by a Brownian motion, the nonlinear term N (t,
which is well defined since in that case we can show that K is continuous and nonnegative. But for the BSREJ (1.3), one only expects to prove the square integrability of the third unknown element R, but this regularity is difficult to derive the nonnegativity of matrix N (t, K(t−), R(t, ·)). How to show N (t, K(t−), R(t, ·)) keeping to be positive is key to give the solvability of BSREJ (1.3).
As far as we know, there is very few literature related to BSREJ. In 2008, under partial information framework, Hu and Øksendal [8] studied the one-dimensional SLQ problem with random coefficients and Poisson jumps, where they presented the state feedback representation of the optimal control by an one-dimensional BSREJ, but the authors did not discuss the wellposeness of the solution to BSREJ. [19] is the first work addressed to the study of high dimensional SLQ with random coefficients, the author formally derived BSREJ (1.3) and utilized Bellman's principle of quasi-linearization to solve a special form of BSREJ (1.3) in which the generator G only linearly depends on L and R. Li et al [18] used so-called relax compensator to describe indefinite BSREJ and investigated the solvability BSREJ in some special cases.
The contributions of our paper is to establish the solvability of the general BSREJ (1.3). Adapting the method proposed by Tang [26] , with the help of control problem and dynamic programming principle, we use the value function and Doob-Meyer decomposition to construct the triple process (K(t), L(t), R(t, ·)) and later show it is nothing but the solution of BSREJ (1.3). Conversely, we also could utilize the solution of BSREJ (1.3) to depict the optimal control in a feedback form.
One advantage of above method is to avoid the proof of the positive definiteness of the matrix process N at the beginning. In our approach, we show not only the positive definiteness of of N , but also that of Λ F * (t, e)(K(t−) + R(t, e))F (t, e)ν(de). The proof is based on an observation that: [26] to give the representation of the BSREJ. In some literature about stochastic differential with jumps [7, 16, 27, 3] , the authors give a technical condition to guarantee its inverse flow exists on [0, T ] (using the notation of SDE (2.3))
I + E(t, e) ≥ δI, a.e.a.s., for some δ > 0.
(1.7)
But this condition is not necessary for the LQ control problem. In our approach, to overcome the difficulty brought from the absence of condition (1.7), we deal with SDE (2.3) in every stochastic sub-interval between every two adjacent jumping time ((τ i , τ i+1 )), on which SDE (2.1) has continuous trajectory solution and subsequently inverse flow without the help of condition 1.7. Then we use the semi-martingale property of K to integrate all the sub-intervals to obtain the representation of BSREJ on the whole interval [0, T ]. The rest of this article is organized as follows. In Section 2, we introduce some useful notations, preliminary results and the SLQ problem with jumps. In Section 3, we list the preliminary results and the controlled SLQ problem. Section 3 gives some basic properties of the value function V , and also the semimartingale property of V by dynamic programming principle. In Section 4, with the help of results in Section 3 we show the existence of BSREJ (1.3). In Section 5, we show the verification theorem which gives the uniqueness of the solution for BSREJ, and use the solution of BSREJ to describe the optimal control and valuation of the SLQ problem.
Preliminary Results and SLQ Problem
Notations
Let H be a Hilbert space. The inner product in H is denoted by ·, · , and the norm in H is denoted by | · | H or | · | if there is no danger of confusion. Let p ≥ 1. Let T denote the totality of all F -stopping times taking values in [0, T ]. Define T τ := {γ ∈ T : γ ≥ τ, P−a.s.} for τ ∈ T . Given τ ∈ T and γ ∈ F τ , the following spaces will be frequently used in this paper:
• M ν,2 (H) : the set of all H-valued measurable functions r {r(e), e ∈ Λ} defined on the
where G is a subalgebra of F .
In the following we recall a classical theorem for the essential infimum of a family of nonnegative random variables in a probability space (see, e.g. Karatzas and Shreve [11, Appendix A]).
Lemma 2.1. Let X be a family of nonnegative integrable random variables defined on a probability space (Ω, F , P). Then there exists an F -measurable random variable X * such that
s. This random variable, which is unique a.s., is called the essential infimum of X , and is denoted by ess inf X or ess inf X∈X X. Furthermore, if X is closed under pairwise minimum (i.e. X, Y ∈ X implies X ∧ Y ∈ X ), then there exists a nondecreasing sequence {Z n } n∈N of random variables in X such that X * = lim n→∞ Z n a.s. Moreover, for any sub-algebra G of F , the G -conditional expectation is interchangeable with the essential infimum:
Some Basic Definition and Results on T -System
For any τ 1 , τ 2 ∈ T , with τ 1 ≤ τ 2 almost surely and P(τ 1 < τ 2 ) > 0, let
The following classical result of aggregation of supmartingale system could be found in [5] .
Definition 2.2. We call a T -system {K (τ ), τ ∈ T } a submartingale system if the following two properties hold:
. We call T -system K := {K (τ ), τ ∈ T } is said to be a supermartingale system if −K is a submartingale system, and call it a martingale if it is both a T -supermartingale and a T -submartingale system. Definition 2.3. A T -system {K (τ ), τ ∈ T } is called right-(resp., left-) continuous along times in expectation (RCE (resp., LCE)) if for any sequences of stopping times (τ n ) n∈N such that τ n ց τ a.s.(resp.,
The following result could be found in [5, subsection 2.14 on p.112], or adapted from [10, Theorem 3.13 in Chapter 1].
Proposition 2.2. Let a T -system {K (τ ), τ ∈ T } be a supermartingale system which is RCE and such that K (0) < ∞. There then exists a RCLL adapted process denoted by
Proof. Consider a supermartingale process (K (t)) 0≤t≤T , by Theorem 3.13 in [10, Chapter 1], it has a RCLL modification K(t) := lim sցt,s∈Q K (s). For any stopping time τ , define τ n (ω) :
Then by REC of K and uniform convergence of {K(τ n )} (see Remark 3.12 in [10, Chapter 1]), passing n to infinity, we have
For future purposes, we shall consider the "conditional" extension of T -system. More precisely, for a family of random variables
Naturally, Definitions 2.3 and 2.4 can be adapted for the T τ -system. Given a T τ -system K , one can extend it to be a T -system, still denoted by K , in the following way:
If the original T τ -system K is a submartingale (resp. supermartingale) system, then the extension is also a submartingale (resp. supermartingale) system. Moreover, the RCE (or LCE) property holds for the extension. Hence, according to Proposition 2.2, if K is a supermartingale T τ -system which is RCE and E[K (τ )] < +∞, then there exists a RCLL adapted process K defined on the random interval [[τ, T ]] which aggregates K , i.e., for any σ ∈ T τ ,
Preliminary Results for Liner SDE with Jumps
, consider the following linear SDE with jumps
where the coefficients satisfy the following basic assumption:
are uniformly bounded and F -predictable. The matrix process
The following classical estimate could be found in lots of literature (see [23, 17] ), the proof based on the Itô formula, Gronwall's inequality and BDG inequality is standard. Lemma 2.3. Let Assumptions 2.1 be satisfied. Then the SDE (2.1) has a unique strong solution
and there is a constant C p > 0 such that for any stopping time τ < T ,
Formulation on SLQ Problem
In this section, we formulate the SLQ problem with jumps. We first give the following definition of admissible control.
Definition 2.5. Let τ ∈ T . An F -predictable process u(·) is said to be an admissible control on
The set of all admissible control is denoted by U τ For any given admissible control u(·) ∈ U 0 , consider the following controlled linear SDE with jumps:
with the cost functional
Here A, B, C, D, E, F, Q, N and M are given random mappings such that A :
n×n satisfying Assumption 1.1. By Lemma 2.3, for any u(·) ∈ U 0 , it follows that the SDE (2.3) admits a unique strong solution in the space S 2 F (0, T ; R n ), denoted by X 0,x;u(·) (·). We call X(·) X 0,x;u(·) (·) the state process corresponding to the control process u(·) and call (u(·); X(·)) the admissible pair. Furthermore, Assumption 1.1 and the a priori estimate (2.2) imply that
Then our SLQ problem can be stated as follows.
Problem 2.4. Find an admissible control processū(·) ∈ U 0 such that
The admissible controlū(·) satisfying (2.5) is called an optimal control process of Problem 2.4. Correspondingly, the state processX(·) associated withū(·) is called an optimal state process and (ū(·);X(·)) is called an optimal pair of Problem 2.4. This subsection is devoted to introducing the initial-data-parameterized SLQ Problem. For simplicity, we define the random function
Fixed initial data (τ, ξ) ∈ T × L 2 (Ω, F τ , P; R n ), for any given admissible control u(·) ∈ U τ , denote by X τ,ξ;u the solution of following state equation
The cost functional is defined as the following conditional expectation:
Then the corresponding initial-data-parameterized SLQ Problem is stated as follows :
Problem 3.1. Find an admissible control processū(·) ∈ U τ such that
We also denote the above optimal control problem by Problem P τ,ξ to stress the dependence on the parameter (τ, ξ). Clearly, for any initial data (τ, ξ) ∈ T × L 2 (Ω, F τ , P; R n ) and admissible control u(·) ∈ U τ , the state equation (3.1) has a unique strong solution X(·) ≡ X τ,ξ;u(·) and (3.3) is well-defined. Furthermore, we can define the following conditional minimal value system
It is obvious that V (τ, ξ) is F τ -measurable random variable for any (τ, ξ) ∈ T × L 2 (Ω, F τ , P; R n ). The random variable V (τ, ξ) will play an important role in the dynamic programming principle method to obtain the existence of the solution of the BSREJ (1.3) .
The following two results Proposition 3.2 and Theorem 3.3 are needed in our approach. The description and their proofs are more or less standard in the context of SLQ problem. We just give a sketch of the proof in the case of jumps since it is similar to that in the case of Brownian motion. We suggest the reader to visit Sections 2 and 3 in [26] for full details. (i) There is a positive constant λ such that for any
V (τ, ξ) = J(ū(·); τ, ξ), P-a.s.
(iii) The value functional V (τ, ξ) is quadratic with respect to ξ. Moreover, there is an S n + -valued family K := {K (τ ), τ ∈ T } such that K (τ ) is essentially bounded for any τ ∈ T and ξ ∈ L 2 (Ω,
(iv) For each x ∈ R n , define the family
Then it is a T -system. Moreover, the family K = {K (τ ), τ ∈ T } is also a T -system.
Proof. (i) Noting Assumption 1.1 and (3.4), it is sufficient to show J(0; τ, ξ) ≤ λ|ξ| 2 . In fact, from the a priori estimate (2.2), we get that
That is {J(u(·); τ, ξ) : u(·) ∈ U τ } is closed under pairwise minimum. By Lemma 2.1, there is a sequence
By the parallelogram equality,
Let k, l → ∞ in the following inequality,
And it is easy to check thatū(·) := lim k→∞ u k (·) is the unique optimal control for problem P τ,ξ .
(iii) One can show that (see [6] or [26, Lemma 3.2]), for any real number η > 0, x, y ∈ R n ,
So V (τ, x) is a quadratic form. Let
then we have (3.6).
(iv) Verifying Definition 2.1 directly, we shall prove that V x is T -system and and consequently so does K .
Dynamical Programming Principle and the Semimartingale Property
The following result is the dynamical programming principle for Problem P τ,ξ .
Theorem 3.3. Let Assumption 1.1 hold. (i) For τ ∈ T , σ ∈ T τ , and ξ ∈ L 2 (Ω, F τ , P; R n ),
And it holds that
for the optimal controlū(·) ∈ U τ of Problem P τ,ξ .
(ii) For any τ ∈ T and (x, u(·)) ∈ R n × U τ , the family J τ,x,u(·) := {J τ,x,u(·) (σ), σ ∈ T τ } is a T -submartingale, where
And the family J τ,x,ū(·) is a T -martingale for the optimal controlū(·) ∈ U τ of problem P τ,x . Besides,
Proof. (i) Similar as (3.7), there is a minimizing sequence {v m (·)} ⊂ U σ of Problem P σ,X τ,ξ;u(·) (σ) such that, then we have for any v(·) ∈ U σ ,
Taking ess inf v(·)∈Uσ on the left hand side of above inequality, then the inequalities turn to equalities. We have ess inf
,
is the result of taking ess inf u(·)∈Uτ on both sides of above equality. Ifū(·) ∈ U τ is the optimal control for P τ,ξ , then its restrictionū [[σ,T ] ] (·) is the optimal control for P τ,X τ,ξ;ū(·) (σ) . Then (3.10) follows. Then assertion (i) holds.
In view of (i), it is easy to check that (ii) and (iii) hold.
Lemma 3.4. Let Assumptions 1.1 be satisfied. Then for each x ∈ R n , the T -systems V x and K = {K (τ ), τ ∈ T } are RCE.
Proof. For any τ ∈ T 0 , τ m ∈ T τ satisfying that τ m ց τ a.s. as m → ∞. By (i) of Theorem 3.3, for the optimal controlū(·) of Problem P τ,x ,
Since K is uniformly bounded,
, and
Then by (3.12), the estimate (2.2) and the dominate control theorem, we get
This is the RCE of V x . The RCE of K is a direct inference of that of V x and (3.6).
Theorem 3.5. Let Assumptions 1.1 be satisfied.
(i) For any τ ∈ T and (x, u(·)) ∈ R n × U τ , the T τ -system J τ,x,u(·) is RCE and aggregated by a RCLL F -submartingale denoted by
(ii) The T -system {K (τ ), τ ∈ T } is RCE and aggregated by a RCLL process denoted by {K(t), t ∈ [0, T ]}. K is essentially bounded and S n + -valued. We have for any t ∈ [0, T ]
where k is an S n -valued predictable process of bounded variation, L i an S n -valued predictable process and R aP-measurable process. (iii) The condition minimal value system V x for x ∈ R n is aggregated by the following RCLL semimartingale
Proof. In view of (3.11), the REC of family J τ,x,u(·) comes from that of the T -system V x and the a.s. right continuity of maps t → X τ,x,u(·) t and t → t τ f (s, X(s), u(s))ds. Using Proposition 2.2, we prove the first part of assertion (i). From the second part of Theorem 3.3, we see that J τ,x,ū(·) is a F -martingale. Now we begin to show the assertion (ii). Denote by τ k the n-th jump time of the Poisson point process. Recall that e i is the unit column vector whose i-th component is the number 1 for i = 1, · · · , n. We see that for x = e i , e i + e j , e i − e j with i, j = 1, · · · , n, the process
] is a right-continuous submartingale and
Hence by Doob-Meyer decomposition (see [23, Theorem 11 in Section III.3]), it could be decomposed to an increasing, predictable process and a uniformly integrable martingale. Consider an S n -valued T τ k ∧T -system Γ k := {Γ k (τ ), τ ∈ T τ k ∧T } defined as follows:
(3.14)
In view of (3.6) and the proof of (3.8), we have
This together with (3.11) and (3.14) yields
where Φ k (t) is the solution of the following linear SDE:
The T τ k ∧T − system Γ k is aggregated by the following process still denoted by
which is a right-continuous semimartingale with predictable of bounded variational part. We see that Φ k (t) is reversible for t ∈ ((τ k ∧ T, τ k+1 ∧ T )) and its inverse Ψ k (t) := Φ −1
It is obvious that Ψ k (t) is continuous at [[τ k ∧ T, τ k+1 ∧ T )) and has left-limit at τ k+1 ∧ T . Define
It is continuous on [[τ k ∧ T, τ k+1 ∧ T ) ) and has left-limit at τ k+1 ∧ T . By Itô formula, K k is a semimartingale, i.e.
whereM k withM k (τ k ∧ T ) = 0 is a local martingale andÃ withÃ(τ k ∧ T ) = 0 a predictable process with finite variation. We see that
Thus K is aggregated by the process
where i is the maximal integer with τ i ≤ t. It is easy to observe that the first term of the right hand of above equality is a continuous martingale, the second term is continuous bounded variational process, and the third term is a pure jump process. By localizing method, it is easy to know the first part of last term is a local martingale, second part a finite variational predictable process. According to K k is uniformly bounded, Theorem 35 in [23, Section III.7] yields the pure jump
is a special semimartingale. Thus K could be canonically decomposed into the sum of an F -predictable process k t with finite variation and an At last, the assertion (iii) is just a result of (3.6). Thus we finish the proof.
Remark 3.1. In [25, 26] , the inverse flow of the controlled SDE is the key technique to show K t to be the fist part of the triple processes solution of BSRE. And in [25] , the author pays lots of calculus to prove that the inverse flow of the solutionX for SDE associated with the corresponding optimal control exists on the whole time interval. For the SDE with jump, its inverse flow may not exists on whole time [0, T ] without additional condition, e.g.,
However, condition (3.17) is not necessary for the original control problem. So we insist on not introducing the condition (3.17) in the formulation of our BSREJ. We observe that in the form of optimal feedback (see (5.3)), K is independent of the state of the controlled equation, which hint us to represent K by different state process in different time interval. Hence to overcome the difficulty of absence of (3.17), we can piece-wisely represent K by the inverse flow on sub-interval between two adjacent jump time, on which the SDE (3.15) has continuous trajectories hence an inverse flow. After that we integrated the representation of K from piece-wise to whole process on [0, T ] by the semimartingale property.
Existence of Solutions to BSREJ
This section is devoted to showing that (K, L, R) given by Theorem 3.5 is nothing other than the solution of BSREJ (1.3), and to giving their estimates. Thus we establish the existence of solution for BSREJ (1.3).
Theorem 4.1. Let Assumptions 1.1 be satisfied. Then (K, L, R) given by Theorem 3.5 satisfies BSREJ (1.3) . And there is a deterministic constant C such that the following estimate holds:
is nonnegative for almost all t, P -a.s..
Proof. Firstly, we show that (K, L, R) satisfies satisfies (1.4) a.e.a.s. Define the functional
e) (E(t, e)x + F (t, e)u), E(t, e)x + F (t, e)u ν(de).
For τ ∈ T , σ ∈ T τ and u(·) ∈ U τ , applying Itô formula to
where X is short for X τ,x;u(·) (t−). Taking conditional expectation with F τ on both sides of the above relation and noting the fact that the conditional expectation of the stochastic integrals w.r.t. the Brownian motion W and the Poisson random measureμ vanishes by the localization with the stopping time, we obtain
where Π(dt; τ, x, u(·))
This implies that
(4.5)
From the dynamic programming principle, we have ess. inf
=0.
(4.6)
Choose τ k as the k-th jump time of the Poisson point process. This implies that the measure Π(ds; τ k ∧ T, x, u(·))dxdP is nonnegative on {(t, x, ω) : t ∈ (τ k (ω) ∧ T, T ], x ∈ R n , ω ∈ Ω} for any u(·) ∈ U τ . Therefore, for any essentially bounded nonnegative predictable field η defined on
with Φ k (s) being the Jacobian matrix of flow transformation x −→ X τ k ∧T,x;u(·) (s) for any u(·) ∈ U τ k ∧T . Note that before the next jump time τ k+1 , Φ(s) is inversible, i.e., det(Φ(s)) > 0 P-a.s. Via a transformation of state variable x, we have
where
In a similar way, we have for a.e. a.s.
Therefore, we have
Since k is a predictable process, it does not have a jump at the inaccessible time τ k . Thus dk does not contain singular measure, in other word, any t ∈ [0, T ],
In view of assertion (ii) in Proposition 3.2, the right hand side of (4.7) has a unique minimal point u(t), hence the minmium value is nothing but G(t, K(t−), L(t), R(t, ·)) and N (t, K(t), R(t, ·)) is invertible, which together with (3.13) implies that (K, L, R) satisfies (1.4) a.s.
Next we prove the BMO martingale property and (4.1). Using (4.2) for u(·) = 0 and X = X τ,x;0 , we have
R(t, e)(X(t−) + E(t, e)X(t−)), X + E(t, e)X(t−) μ(de, dt)
(4.8)
Applying Itô formula to |V (t, X(t))| 2 , we have
where X means X τ,x;0 (t−), K means K(t−). In the following estimates the constant C may change line by line. Since V (t, X(t)) > 0 and the measure Π(dt; τ ∧ T, x, u)dxdP (see (4.4) ) is nonnegative, we have a.e.
Thanks to inequality
, and the boundness of K , we have
This means that
Using BDG inequality, Hölder inequality, boundness of K and the estimation Lemma 2.3, we have the following estimation about the every terms in right hand side of (4.10),
14) Taking conditional expectation on both sides of (4.10), putting (4.13)-(4.15) into it, and then letting ε = 1/4, we get
the constant C is independent of τ and x. Then we have 
is bounded by a constant only depending on the bound of the coefficients and T (see (3.16) for details), we see that for any k ≥ 1,
≤C.
Similarly, we have
Then, using estimates (4.17) and (4.18), we have Thus 20) which means that J is also a BMO martingale. Let γ = 0 in (4.19) and (4.20), we have
and
we have estimate (4.1).
Last we show the nonnegativity of Λ F * (t, e)(K(t−) + R(t, e))F (t, e)ν(de). First note that the pure jump process ζ t := t 0 Λ F * (s, e)(K(t−) + R(s, e))F (s, e)µ(de, ds) only changes its value at the jumping time of Poisson process and ∆ζ t = Λ F * (s, e)(K(s−) + R(s, e))F (s, e)µ(de, {t}). Since at the jumping moment R(s, p s ) is equivalent to K(s) − K(s−), it is easy to know that K(s−) + R(s, e) = K(s) is nonnegative definite (here e is the jumpping amplitude at the moment), therefore for any y ∈ M By the arbitrariness of y, we have Λ F * (t, e)(K(t−) + R(t, e))F (t, e)ν(de) is nonnegative for almost all t, P-a.s. ω. Thus, the proof is complete. Comparing the above two equality, taking the quadratic variation (the bracket) , and then taking expectation on both sides, we have
This meansR = R.
With the uniqueness of the first and third unknown variables (K, R) in hand, the uniqueness of the optimal control and its feedback form (5.3) yields the uniqueness of the second unknown variable L.
