Our essential aim is to generalize PrivolofFs theorem, Schwarz reflection principle, Kolmogorov's theorem and the theorem of M. Riesz for conjugate functions to the solutions of differential equations in the z = x + iy plane of the following elliptic type:
<M)
hx-Ty = au + bv+i> Ty + Zx-= cu + dv + s- hold for every solution (u, v) of (M) in \z\ < 1 with t)(0) = 0. Iff = g = 0, the theorem holds for Bp = 0. Furthermore, if b and d do not satisfy the condition (N) in \z\ < 1, then we can relax the condition v(0) = 0, and still have the above inequalities. Theorem 3. Let the coefficients of (M) be analytic for x, y in \z\ < 1. Let (u, v) be a solution of (M) in {\z\ < 1} n {y > 0}. If u is continuous in {\z\ < 1} n {y > 0} and analytic on { -1 < x < 1}, then («, v) can be continued analytically across the boundary {-1 < x < 1}. Furthermore, if the coefficients and u satisfy some further boundary conditions, then (m, v) can be continued analytically into the whole of {\z\ < 1}. 1 . Introduction. The intimate relation between the real part and the imaginary part of a holomorphic function has been widely investigated, both for its own interest and for its importance in applications. Generally speaking, the real part and the imaginary part of a holomorphic function behave alike, although there are some rather surprising exceptions. Attempts to demonstrate similarities between the two led to many important results such as PrivolofFs theorem, Schwarz reflection principle, the theorem by M. Riesz for conjugate functions, and Kolmogorov's theorem for conjugate functions.
The main purpose of this paper is to extend the above-mentioned theorems to the solutions of the elliptic equations in the z = x + iy plane of the following type: dy dx *
The above problems are interesting since solutions of equation (1.1) have many properties similar to those of holomorphic functions. Some of those properties have been studied systematically by Bers [3] and Vekua [11] , [12] .
The Privoloff theorem states: Theorem 1.1 (Privoloff [4] ). Iff{z)for \z\ < 1 is holomorphic, andRef(z)
is continuous for \z\ < 1 and satisfies a Holder condition with exponent 8 < 1 and constant K on \z\ = 1, thenf(z) satisfies on\z\ < \ a Holder condition with exponent 8 and constant CK, where C depends only on 8.
This theorem has been generalized to solutions of equation (1.1) by Vekua [12] under Riemann-Hilbert boundary conditions. Agmon, Doughs and Nirenberg [1] , [2] have generalized it to the solutions of the general elliptic equations under ' complementing boundary conditions. ' The Schwarz reflection principle can be stated as follows: Theorem 1.2. Let ß+ be the part in the upper half-plane of a symmetric region ß, and let a be the part of the real axis in ß. Suppose thatfiz) is holomorphic in ß+, Re/(z) is continuous in ß+ U a, and zero on a; thenfiz) has an analytic extension to ß.
The above theorem has been generalized by many authors to solutions of various types of elliptic equations with analytic coefficients in the plane (Lewy [7] , Garabedian [6] ). Yu [13] , [14] has obtained reflection principles for (1.1) with analytic coefficients under linear or nonlinear analytic Riemann-Hilbert type boundary conditions, and the references can be found there.
The main thing we want to emphasize about the Privoloff theorem and the There appear to be no further generalizations of the above two theorems to the solutions of elliptic systems of equations other than Cauchy-Riemann equations.
We give two methods to establish the generalized Riesz and Kolmogorov theorems. The first method is based on the integral representation (3.1) which we believe can be extended to many other systems. The second method is based on the well-known Similarity Principle which is however only good for the system (1.1).
This paper is organized as follows. §2 describes the notations, complex form of equation (1.1), the well-known properties of Cauchy type integrals that are involved, as well as certain integral operators on the xy plane. §3 states the integral representation for v(z) of a solution (u(z), v(z)) of (1.1) in terms of k(z). This representation will enable us to prove a number of theorems generalizing properties of holomorphic functions. In this section, we also state the wellknown Similarity Principle. §4 establishes the generalized Privoloff theorem for (1.1). §5 extends the Schwarz reflection principle to (1.1). §6 extends the M. Riesz's theorem for conjugate functions to (1.1). §7 gives the generalized Kolmogorov's theorem for (1.1).
The contribution of this work is threefold.
(1) It generalizes the Schwarz and Privoloff theorems to the elliptic system of differential equations (1.1) without any assumptions of v(z) on the boundary-(2) It extends the M. Riesz theorem and Kolmogorov theorem for conjugate functions to the solutions of (1.1).
(3) It points out that the intimacy of the real part and imaginary part of a holomorphic function can be expected as well for the solutions of elliptic system of equations.
2. Notations, complex form of (1.1) and general remarks. A. Notations. dA is the boundary of a set A.
Ä=dA U A.
C is the complex plane (or xy plane). C (G ), where G is a closed domain in C, is the space of k times continuously differentiable complex valued functions in G, 0 < k < oo.
C(ß) is sometimes used as a shorter notation for C°(ß). C(f,G) is the norm of a function/in G and is defined according to the formula C{f,G) m C(f) = max|/(z)|, z = x + iy. U is a notation for {|z| < x}. M (f; r), where/is a continuous function in U, is defined according to the formula M/*') = {¿£ \f(reie)\Pd9JlP, 0<p<oo.
\\f\\p, where/is a continuous function in U, is defined according to the formula ||/|^= sup Mp(f;r). G Cla(Urmi). Therefore, w G Cj^).
Repeating this reasoning we obtain w G C™+l(Ur). D. Properties of Cauchy type integrals. The following two lemmas are concerned with some fundamental properties of an integral of the Cauchy type on the |z\ = 1, which can be found in Gakhov [5] , Neri [9] Proof. See Gakhov [5] or Neri [9] .
Let there be given a function/^) of the point z G Y on a rectifiable simple Jordan curve T. This function may be regarded as a function of the length of the arc s, i.e.,/(z(s)) = f(s). Definition 2.1. A function ./fc) defined on T is said to belong to the class
and all its derivatives up to the mth order are continuous on the arc 0 < s < /. If, moreover, Pm'(s) satisfies the Holder condition with an index a, 0 < a < 1, then it will be said that/ G C™(T). 
is understood in the sense of the principal value.
Furthermore, if\L(t) G C™(dU), then $(t) G C™(U), and satisfies (2.15) CO*.,!/) < MC?Ü,dU)
where M is a constant independent of\p.
Proof. See Vekua [12] or Muskhelishvili [8] .
Lemma 2.3 (Kolmogorov). Let B be a bounded set in (-00,00). /// G L(-00, 00), then the function belongs to Lx~a(B), whenever 0 < a < 1, and
where Aa is independent off, and the singular integral is understood in the sense of the principal value.
Proof. See Neri [9, p. 79]. Proof. Let z = e^, t = eiB, then dt = ieiBd9, and (2.19) <fc fe"rfg 1 J~$jn , f .," 7^7 = ¡¡*T^ = 2 cot -2-de + ¿d9. dO <B"
where || ||¿ denotes the L norm for (-k,w), 0 < /> < 1. Following the above inequalities, the formula (2.21) gives the lemma.
3. Basic Lemma and Similarity Principle. We shall first derive an integral representation of a solution w = u + iv of (2.1) in terms of u. This representation is known and proved in Vekua [12, p. 202 ], but in a qualitative form only. We give the proof here.
Lemma 3.1 (Basic Lemma). Let G be a bounded domain, and let the functions A, B, F be bounded measurable in G. If w(z) is a solution of (2.1) in G, We first state some well-known results which are concerned with the Hubert boundary value problem for the unit disk. By the Hubert boundary value problem we understand the following problem. It is required to find in |z| < 1 a holomorphic function /(z) = u + iv which is continuous for \z\ < 1, and satisfies the linear relation Lemma 4.1. Let G be a real valued function belonging to C"(U), and H be a real valued function belonging to C(U) D C"(dUr), 0 < a < 1, for every r, 0 < r < 1, where Ur = {\z\ < r}. If f(z) = u(z) + iv(z) is holomorphic in \z\ < 1, and satisfies the condition Since Vekua's method depends on the Similarity Principle (Lemma 3.2), therefore it is difficult to apply his method to study the differential properties of w(z) in U under the differential boundary conditions.
We shall introduce an elementary method to study this problem. The function g(z) G C^U) (Theorem 2.1); hence v0(z) G C^dU). We want to prove that the solution f(z) of the Riemann-Hilbert problem (4.38) belongs to the class C (U).
The function X(z) can be represented on 9 U in the form (4.39) \Jz) = z-"exWe-L where x(z) = p + iqisa. function holomorphic in \z\ < 1, the imaginary part of which on \z\ -1 is given by q = -arg v0(z) + n arg z, the integer n is so chosen that every branch of q(z) is a single valued function on \z\ = 1. The function x(z) may be constructed by means of the Schwarz integral It follows from (4.44) that f(z) G C (U). Thus, in view of (4.37), w(z) 6 C,(U).
Since w(z) G C (I/), g(z) G C^U) (Theorem 2.2); hence v0(z) G C¿(9C/)
and since <? G Cj(9t/), xOO G C,j(t7), so that vx(z) G C¿(9í/). It follows from (4.43), (4 
.44) again that/(z) G C\(V). Thus, by (4.37), w(z) G C\(V).
By continuing a similar reasoning we conclude that w(z) G C™ (U).
5. Generalized Schwarz reflection principle. Let A(z,l), B(z,l), F(z,l) be holomorphic functions for z, £ in a symmetric region ß. Now we are in a position to study the relfection principle of the solutions of the following equations Proof. SeeYu [13] .
Theorem 5.1. Let ß+ be the part in the upper half-plane ofü, and let a be the part of the real axis in ß. Suppose that w(z) = u + iv is a solution of (5.1) in ß, u(z) continuous in ß+ U o, satisfying
where p(z) is holomorphic in ß. Then w(z) can be continued analytically into ß; that is, there exists a unique w(z) which is a solution of(5.\) in ß and which agrees with the given w(z) in ß+ U a.
Proof. Let D be a region with a smooth boundary dD such that D U dD C ß+ U a. The boundary dD is supposed to contain a closed segment o0, o0 < o. We note that the function p(x) is Holder continuous on a. Hence «(z)is Holder continuous on dD. By Theorem 4.1, w(z) is continuous on D U Oq] it therefore follows from Lemma 5.1 that w(z) can be continued analytically into whole D U a0 U I>, where D = {z|z G D). But we can take D so that its boundary is as close as desired to the boundary of ß+. This completes the proof. Applying (6.11) and (6.12) to (6.9), we get (6.7). We now proceed to the generalized theorem of M. Riesz. In the case that the coefficients b, d of (1.1) satisfy the condition (6.2) we have the following generalization. Moreover, Bp = 0iff = g = 0.
Remark. By Lemma 6.2, it is always possible to assume v(0) = 0 in the statement of the above theorem.
Proof of Theorem 6.1. First Method. Since ||w|| < oo, 1 </> < oo, u G L (U). By Lemma 3.1 (the Basic Lemma), (6.31) w(z) =f-¥\-±ff 2B>tU + ^didr,
for z E U, where f(z) is a holomorphic function in U. Therefore (,32, Áz)-^-^5fvíifí2L
for z G U. Setting Applying the estimates (6.38) and (6.39) to (6.37), we see The function w and wx G Ca(U), 0 < a < 1, and the function^) is holomorphic in U and satisfies the condition It follows immediately from the above result (Lemma 6.6) that ||4 < oo, p > 1. Moreover, (6.48) 114 <%(!!/%+ I/(0)|).
Since v(0) = 0, Applying (6.60), (6.65) and Lemma 6.5 to (6.57), we get the estimate (6.66) 114 < Np(\\u\\p + \\F\\p).
The desired inequality (6.54) follows from (6.31), (6.41) and (6.66).
Second Method. As we did in the second method of the proof of Theorem 6.1, we again have formulas (6.42), (6.43), (6.44), (6.45), (6.46) and (6.47).
Also as we did in the first method of the proof of this theorem, we get the estimate (6.67) \\f\\p<Np(\\u\\p+\\wx(z)\\).
The desired inequality (6.30) follows from (6.42) and (6.67).
7. Generalized Kolmogorov's theorem. In this section we shall generalize the Kolmogorov's theorem for conjugate functions to the solutions of the equation (1.1). The coefficients a, b, c, d,f g of (1.1) will be assumed to be continuous in U.
It is convenient to retain the norm notation (6.5) for p < 1, when || \\p is not a genuine norm. Lemma 7.1. Let IfG(z) is Holder continuous for every \z\ < r, r < 1 and \\G\\X < oo, then there exists a constant M independent of G and r such that (7.2) HG^Ijp < Mp\\G\\x, 0<p<l.
Proof. The method in this proof is similar to that in the proof of Lemma 6.5. Using the same notation, we find by Holder inequality where ||G(rz)||Li denotes Lj norm for G(rz) on |z| = 1, d2 and d3 are constants independent of r and G. Applying (7.3) and (7.4) to (6.9), we have inequality (7.2).
Lemma 7.2. Let F, G be real valued, Holder continuous functions in \z\ < 1, and let H be a real valued Holder continuous function in every {|z| < r), r < 1, with \\H\\X < oo. Iff(z) = u(z) + iv(z) is holomorphic in \z\ < 1, and satisfies Re(f(z)eF~iG) = H(z) for\z\ < 1, then there exists a constant Np independent off, H such that (7.6) 11/11 < NßHW + 1/(0)1), P < 1.
Proof. The method in this proof is similar to that in the proof of Lemma 6.6. Using the same notation, we again have estimate (6.19) and (7.7) |/o2" eilm^H(reia)do\ < ¡Mrz)^ < dx ||ff||, where || ||^ denotes the Lj norm on \z\ = 1, and d2 is a constant independent oîH.
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The estimate (6.19), (7.7) give at once
where d2 is independent of H and r. Now, by Lemma 7.1, we have 31 (7.9) hC ^Ä^TT^ < d3 \\H\\X
•w^u re -z b
The proof is therefore completed by applying (7.8), (7.9) and (6.22) to (6.16).
f ll/lli < oo, andf = 0 outside U, then there exists a constant C such that (7.11) \\hr(rz)\\p < Cp\\f\ where Ur = {\z\ < r < 1}, 0 < p < 1.
Proof.
f(0 (7.12) K(rz) = }fUrßLdtdr, m') my.
-Jim**™-&¥%«<+ Applying Lemma 6.7 for hr(rz), we see (7.13) \\hr(rz)\\x<Ax\\rf(rn\<Ax\\f\\x.
Using Holder's inequality, we obtain (7.14) £ \h,(rei9)\pd9 < (£ «^"'(jT M«")^)' for 0 < /> < 1. Thus (7.15) U*,^ < Ä,I^0»)|.
Collecting inequalities (7.13), (7.15), we get (7.11). According to Lemma 7.3 (7.23) \\pr(rz)\\x < 4,(114 + \\F\\), still using Lemma 7.3, we see < ¿3(H4 + Ulli). p where the constant d3 is independent of r, u, and F. Applying (7.22), (7.23) and (7.24) to (7.18), it follows that (7.25) IK«0I!, < ¿4(H + Wit).
Hence the desired inequality (7.17) follows. Second Method. This method is similar to the second method used for the proof of Theorem 6.1.
If the coefficients b, d of (1.1) do not satisfy the condition (6.2), we cannot always assume v(0) = 0 for a solution (u(z), v(z)) of (1.1) in U. Then the generalized Kolmogorov's theorem has the following version. Theorem 7.2. Suppose that the coefficients b, d of (1.1) do not satisfy the condition (6.2). Then to each p such that 0 < p < 1 there correspond two constants A and B such that Proof. First Method. We first proceed in the same way as we did in the proof of Theorem 7.1 to obtain (7.18), (7.19), (7.20) and (7.21).
According to Theorem 2.6, pr(z) G Ca(Ur), 0 < a < 1, r < 1. By formula (4.4), we have for n < r < 1.
On the other hand, by Lemma 7.3 and Lemma 7.4, we get (7-34) \\pr(rz)\\ < C2(||4 + l|F||,) and (7.35) hr(rz)\\p < C3(||4 + IIFII,).
By Lemma 2.4, (7.19) and (7.34), we see 1 (7.36) «■(") H(rz) < C4\\pr(rz)\\x < C5(||4 + IIFII,).
Therefore, we have (7.37) pr(rz) -Re Srirz)-^ < C6(H + W Thus, from (7.21), we deduce that (7.38) \ßo(r)\ < £(114 + llUt).
Applying (7.38), Lemma 2.4 and (7.34) to (7.27), we get the estimate (7.39) \\fr(rz)\\p < C7(H4 + ||F||,),
where C7 is independent of r, u, and F. Hence the desired inequality (7.25) follows from (7.18), (7.24) and (7.39).
Second Method. This method is similar to the second method used for the proof of Theorem 6.2.
