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Abstract
We present an alternate proof, much quicker and more straightforward
than the original one, of the celebrated F-conjecture on the ample cone of the
moduli space M0,n of stable rational curves with n marked points in the case
n = 7.
1 Introduction
A quote traditionally attributed to Lipman Bers says that God created the
natural numbers and compact Riemann surfaces, while the rest of mathemat-
ics is man made. Indeed, compact Riemann surfaces (or, equivalently, smooth
projective complex algebraic curves) turn out to be a very natural and fun-
damental object in mathematics. Since the pioneering work of Riemann, it
is known that a compact Riemann surface with g holes (namely, of genus
g) carries a complex structure depending on 3g − 3 parameters (or moduli).
More precisely, there is a complex algebraic variety Mg of dimension 3g − 3
parameterizing smooth curves of genus g. Of course Mg cannot be compact,
since smooth curves degenerate to singular ones. There is however a canonical
compactification Mg of Mg, the so-called Deligne-Mumford compactification,
parameterizing only mildly singular curves, the so-called stable curves, with
at most ordinary nodes as singularities and finite automorphism group. In
order to provide an efficient description of the codimension one boundary
∂Mg = Mg \Mg, it is useful to introduce moduli spaces of pointed curves
Mg,n, parameterizing the data (C; p1, . . . , pn), where p1, . . . , pn are distinct
smooth points on the nodal curve C and there are only finitely many automor-
phisms of C fixing p1, . . . , pn. From this definition it follows that Mg = Mg,0
and that the boundary components of Mg,n are images of natural gluing maps
defined either on Mg−1,n+2 or on Mg1,n1+1 ×Mg2,n2+1, with g1 + g2 = g and
n1 + n2 = n.
The moduli space Mg,n is an irreducible complex projective variety of
dimension 3g−3+n and the problem of classifying compact Riemann surfaces
translates into the study of the projective geometry of Mg,n. From this point
of view, one of the basic questions to be addressed is the description of the
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ample cone of Mg,n, since (suitable multiples of) ample divisors on a projective
variety define all its projective embeddings. In the case of Mg,n there is an
explicit conjectural characterization of the ample cone, usually referred to as
F-conjecture (see [5], Conjecture (0.2)). The main result in [5] is the so-called
Bridge Theorem (0.3), stating that F-conjecture holds for Mg,n for every g > 0
and for every n > 0 if and only if it holds for M0,n for every n > 3. This
is indeed quite powerful and rather surprising: in order to understand the
geometry of Mg,n in arbitrary genus g > 0 it is sufficient to address the first
case g = 0, where M0,n is a smooth algebraic variety birational to a projective
space of dimension n−3. Unluckily, F-conjecture turns out to be terribly hard
even for g = 0. The best results available today go back to 1996, when the
case n 6 7 was checked in [8], Theorem 1.2(3), by exploiting the fact that
M0,7 is nearly log Fano, in the sense that its anticanonical divisor is effective.
A few years after [8], a more combinatorial approach was proposed in
[5]. Namely, let ∆S with S ⊂ {1, . . . , n}, 2 6 |S| 6 n − 2, denote the
boundary component of M0,n whose general point parameterizes the union
of two rational curves C1 ∪ C2 together with n points (p1, . . . , pn) such that
pi ∈ C1 if and only if i ∈ S. By definition, we have ∆S = ∆Sc . According to [7,
(2) p. 550], the Picard group Pic(M0,n) of divisors modulo linear equivalence
is freely generated by the boundary divisors ∆S modulo the following set of
relations:
Vn :=

∑
a,b∈S
c,d/∈S
∆S −
∑
a,c∈S
b,d/∈S
∆S
∣∣∣∣∣ a, b, c, d ∈ {1, . . . , n}a, b, c, d distinct
 . (1)
Let δS denote the equivalence class of ∆S modulo 〈Vn〉. The content of [5],
Question (0.13), is the following
Conjecture 1. Let D =
∑
S aSδS be a divisor on M0,n such that
aI∪J + aI∪K + aI∪L > aI + aJ + aK + aL
for every partition {1, 2, . . . , n} = I ∪ J ∪K ∪L into 4 disjoint and nonempty
subsets. Then D =
∑
S bSδS for suitable bS > 0.
More geometrically, this means that if a divisor D intersects non-negatively
an explicit class of one-dimensional subvarieties of M0,n (namely, the irre-
ducible components of the one-dimensional stratum of the stratification of
the space of stable rational curves by topological type), then D is linearly
equivalent to an effective combination of boundary divisors.
In [5], the authors remarked that Conjecture 1 implies the original F-
conjecture via an easy inductive argument and checked the case n 6 6 of
Conjecture 1 using a computer program. A theoretical proof for n 6 6 was
soon provided by [2, Theorem 2] and an alternate proof was presented in [3],
by introducing a convenient basis of Pic(M0,n) defined inductively as follows:
B4 :=
{
δ{2,3}
}
,
Bn := Bn−1 ∪
{
δB
∣∣ {n− 1, n− 2} ⊆ B ⊆ {1, . . . , n− 1}}
∪ {δBc\{n} ∣∣ δB ∈ Bn−1 \Bn−2}. (2)
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The case n = 7 of Conjecture 1 turned out to be much more difficult, as
pointed out in [5], p. 277: Unfortunately, the computational complexity is
enormous, and beyond our machine’s capabilities already for n = 7. A tour-
de-force proof for n = 7 was finally completed in [9] and a couple of years
later a counterexample to Conjecture 1 for n = 12 was produced in [10].
Here instead we go back to the case n = 7 and we present an alternate
proof, much quicker and more straightforward than the original one. The main
and decisive difference with respect to the original proof is the choice of the
basis of Pic(M0,n). In fact, we exploit once again the basis Bn, together with
different techniques borrowed from convex geometry, while Larsen in [9] uses
an ad hoc construction for the case n = 7. Some numerical analogies between
the two approaches have been quite surprising (see Remark 2.9), however we
think that our approach is more suitable and a promising starting point to
investigate the remaining open cases. Indeed, we did not succeed in proving
Conjecture 1 in the case n = 8, as the direct application of our approach
seems again to be beyond machine’s capabilities for n > 8.
This research was partially supported by FIRB 2012 “Moduli spaces and
Applications” and by GNSAGA of INdAM (Italy). The third author was
appointed with a PostDoc fellowship from INdAM.
2 Convex geometry interpretation
Following the steps of Larsen [9], we rephrase Conjecture 1 in terms of poly-
hedral cones in a finite dimensional rational vector space. We consider the
vector space generated by the boundary components of M0,n. More precisely,
we consider the boundary components indexed by the set S of subsets in
{1, . . . , n} of cardinality at least 2 in which we pick only one subset between
S and Sc (because S and Sc define the same boundary component). We
denote by W n the rational vector space
W n := Q〈∆S | S ∈ S〉 and N := dimW n = 2n−1 − n− 1, (3)
by V n the subspace generated by the set Vn in (1) and by Pic(M0,n)Q the
quotient space W n/V n = Pic(M0,n)⊗Z Q. Recall that
N := dim Pic(M0,n)Q = 2
n−1 −
(
n
2
)
− 1 and
M := dimV n =
(
n
2
)
− n = n(n− 3)
2
.
Throughout the paper, we denote a generic vector
∑
S aS∆S ∈W n by a and
[a] stands for the corresponding element (. . . , aS , . . .) ∈ QN . Furthermore, we
denote by φn the projection map W n
φn−→W n/V n.
Definition 2.1. We call Fn the F -nef cone contained in W n defined by
Fn :=
⋂
I,J,K,L
{
a ∈W n
∣∣∣ HI,J,K,L([a]) > 0} , (4)
where HI,J,K,L is the linear form
wI∪J + wI∪K + wI∪L − wI − wJ − wK − wL.
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Conjecture 1 can be restated as follows.
Conjecture 1 (Convex geometry formulation A). For every
∑
S aS∆S in Fn,
there exists
∑
S cS∆S ∈ V n such that
∑
S aS∆S +
∑
S cS∆S is contained in
the positive orthant of W n, i.e. aS + cS > 0 for all S ∈ S.
Indeed, both
∑
S aS∆S and
∑
S(aS +cS)∆S belong to φ
−1
n (
∑
S aSδS), so that∑
S aSδS =
∑
S(aS + cS)δS ∈ Pic(M0,n)Q and
∑
S(aS + cS)δS is an effective
representation of
∑
S aS∆S .
Now, we want to describe more explicitly the set of vectors that can be
obtained from the positive orthant On in W n by translation of elements in
V n.
Definition 2.2. We denote by En the Minkowski sum between On and V n,
i.e. the set of vectors
En := On + V n =
{
e = p+ v
∣∣ p ∈ On and v ∈ V n} . (5)
We can further restate Conjecture 1 as follows.
Conjecture 1 (Convex geometry formulation B). The F-nef cone Fn is con-
tained in the cone En.
From an effective point of view, proving Conjecture 1 for 7 6 n 6 11
by checking the containment of Fn in En seems to be not feasible due to
the large dimension of the vector spaces involved (we recall that for n >
12 Conjecture 1 is known to be false [10]). The main difficulty is given by
the kind of representations of the two cones that naturally arises from the
definitions. In fact, we have a V-representation of En, i.e. we know a finite
set of vectors of W n such that all elements of En can be described as positive
linear combinations. Precisely, given a basis {v(1), . . . ,v(M)} of V n, each
element of En has a decomposition with non-negative coefficients in terms of
the N + 2M = 2n−1 + n(n− 4)− 1 vectors
Q>0〈∆S | S ∈ S〉+Q>0〈v(1), . . . ,v(M)〉+Q>0〈−v(1), . . . ,−v(M)〉.
To check the containment of Fn in En, we would need its V-representation
as well. However, the cone Fn is described as intersection of half-spaces, i.e. we
know the H-representation. Determining a V-representation of Fn means to
compute the extremal rays of the cone and, as already discussed in [9], this is
out of reach for n > 7.
Conversely, one can try to compute the H-representation of En. In prin-
ciple, this approach might work better because a partial enlargement of On
may suffice.
Definition 2.3. Let {v(1), . . . ,v(M)} be a basis of V n. Let E(0)n = On and
denote by E(i)n the cone On + Q〈v(1), . . . ,v(i)〉. As E(i)n = E(i−1)n + Q〈v(i)〉,
i = 1, . . . ,M , we have the filtration of cones
On ⊂ E(1)n ⊂ E(2)n ⊂ · · · ⊂ E(M)n = En. (6)
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For n = 5 and n = 6, we tried to accurately choose a basis {v(1), . . . ,v(M)}
of V n such that there exists a cone E(i)n , i < M of the filtration containing
Fn. Unfortunately, both F5 and F6 are only contained in the last cone of
the filtrations E5 = E(5)5 and E6 = E(9)6 (see Example 2.5 and Proposition 3.1
in next section). Hence, computational experiments suggest that the whole
subspace V n is needed. In the case n = 7, the filtration (6) has length 14 and
even a partial computation can not be completed in reasable time due to the
dimension of the ambient space and to the number of inequalities defining En
as following Lemma shows.
Lemma 2.4. Let h
(i)
n be the number of half-spaces defining E(i)n . Then
h(i)n 6
N2
i
42i−1
, N = 2n−1 − n− 1.
Proof. We proceed by induction on i. For i = 0, h
(0)
n = N = N2
0
/42
0−1 holds.
Consider the H-representation of E(i−1)n :
E(i−1)n =
h
(i−1)
n⋂
j=1
{
H
(i−1)
j > 0
}
, with h(i−1)n 6
N2
i−1
42i−1−1
.
The generic element w ∈W n is contained in E(i)n if, and only if, there exists
t ∈ Q such that w + tv(i) is contained in E(i−1)n :
w ∈ E(i)n ⇔ ∃ t s.t. H(i−1)j ([w] + t[v(i)]) > 0, ∀ j = 1, . . . , h(i−1)n .
Hence, we obtain the system of inequalities
H0j ([w]) > 0, j = 1, . . . , h0i ,
t > H+j ([w]), j = 1, . . . , h+i ,
t 6 H−j ([w]), j = 1, . . . , h−i ,
where H0,+,−j are linear forms in the variables wS and h
0
i + h
+
i + h
−
i = h
(i−1)
n .
The first type of inequality arises whenever the parameter t does not appear
in H
(i−1)
j ([w] + t[v
(i)]), whereas the second and third type of inequality arise
when t appears (depending on the sign of its coefficient). The H-representation
of E(i)n can be deduced by the inequalities that ensures the existence of t ∈ Q.
We need to consider the intersection of the following h0i +h
+
i ·h−i half-spaces:
H0j > 0, j = 1, . . . , h0i
H−j− −H+j+ > 0, j− = 1, . . . , h−i , j+ = 1, . . . , h+i .
Since max{h0i + h+i · h−i s.t. h0i , h+i , h−i > 0 and h0i + h+i + h−i = h(i−1)n } =
(h
(i−1)
n /2)2, we obtain
h(i)n 6
(
h
(i−1)
n
2
)2
6 1
4
(
N2
i−1
42i−1−1
)2
=
N2
i
42i−1
.
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Example 2.5. Let us look at Conjecture 1 in the case of the moduli space
M0,5 viewed in terms of the second convex geometry formulation. The vector
space W 5 is generated by the boundary components
∆1,2, ∆1,3, ∆1,4, ∆1,5, ∆2,3, ∆2,4, ∆2,5, ∆3,4, ∆3,5, ∆4,5,
the subspace V 5 is spanned by
v(1) = ∆1,2 −∆1,3 −∆2,4 + ∆3,4, v(2) = ∆1,2 −∆1,4 −∆2,3 + ∆3,4,
v(3) = ∆1,2 −∆1,3 −∆2,5 + ∆3,5, v(4) = ∆1,2 −∆1,5 −∆2,3 + ∆3,5,
v(5) = ∆1,2 −∆1,4 −∆2,5 + ∆4,5,
and the F -nef cone F5 is defined by the following 10 half-spaces:
w3,4 + w3,5 + w4,5 − w1,2 > 0, w2,4 + w2,5 + w4,5 − w1,3 > 0,
w2,3 + w2,5 + w3,5 − w1,4 > 0, w2,3 + w2,4 + w3,4 − w1,5 > 0,
w1,4 + w1,5 + w4,5 − w2,3 > 0, w1,3 + w1,5 + w3,5 − w2,4 > 0,
w1,3 + w1,4 + w3,4 − w2,5 > 0, w1,2 + w1,5 + w2,5 − w3,4 > 0,
w1,2 + w1,4 + w2,4 − w3,5 > 0, w1,2 + w1,3 + w2,3 − w4,5 > 0.
We determine explicitly the inequalities defining the second cone E(1)5 = O5 +
Q〈v(1)〉 in the filtration (6). The generic vector w is contained in E(1)5 if, and
only if, there exists t ∈ Q such that w + tv(1) is contained in the positive
orthant, namely
w1,2 + t > 0
w1,3 − t > 0
w1,4 > 0
w1,5 > 0
w2,3 > 0
w2,4 − t > 0
w2,5 > 0
w3,4 + t > 0
w3,5 > 0
w4,5 > 0
=⇒

t > −w1,2
t 6 w1,3
w1,4 > 0
w1,5 > 0
w2,3 > 0
t 6 w2,4
w2,5 > 0
t > −w3,4
w3,5 > 0
w4,5 > 0
=⇒

w1,4 > 0
w1,5 > 0
w2,3 > 0
w2,5 > 0
w3,5 > 0
w4,5 > 0
w1,2 + w1,3 > 0
w1,2 + w2,4 > 0
w1,3 + w3,4 > 0
w2,4 + w3,4 > 0
.
Iterating the process, we find 12, 15, 22 and 37 inequalities defining the
cones E(2)5 , E(3)5 , E(4)5 and E(5)5 . The most efficient way to compute the H-
representations of the cones has been using the software polymake [4] and its
algorithm minkowski sum. Precisely, the cones in the filtration have 10, 10,
12, 11 and 10 facets. The cone E5 is defined by the following 10 inequalities
w1,2 + w1,3 + w1,4 + w1,5 > 0, w1,2 + w1,3 + w1,4 + w2,3 + w2,4 + w3,4 > 0,
w1,2 + w2,3 + w2,4 + w2,5 > 0, w1,2 + w1,3 + w1,5 + w2,3 + w2,5 + w3,5 > 0,
w1,3 + w2,3 + w3,4 + w3,5 > 0, w1,2 + w1,4 + w1,5 + w2,4 + w2,5 + w4,5 > 0,
w1,4 + w2,4 + w3,4 + w4,5 > 0, w1,3 + w1,4 + w1,5 + w3,4 + w3,5 + w4,5 > 0,
w1,5 + w2,5 + w3,5 + w4,5 > 0, w2,3 + w2,4 + w2,5 + w3,4 + w3,5 + w4,5 > 0,
and it is easy to check that it contains F5.
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Since the large dimension of the ambient vector space W n represents
a major obstacle in the effective computation of V- and H-representations
of the polyhedral cones involved, we now move to the quotient space
W n/V n.
Lemma 2.6. Let φn : W n →W n/V n be the projection map. Then,
Fn = φ−1n
(
φn(Fn)
)
and En = φ−1n
(
φn(En)
)
. (7)
Proof. The property that A = φ−1n
(
φn(A)
)
characterizes the subsets A
of W n that are invariant under translations by elements of V n, i.e. such
that
∀ a ∈ A, ∀ v ∈ V n =⇒ a+ v ∈ A.
The cone En is invariant under translations by elements of V n by defi-
nition and Fn is invariant because linear equivalence of divisors implies
numerical equivalence.
Conjecture 1 (Convex geometry formulation C). The F-nef cone Fn :=
φn(Fn) in Pic(M0,n)Q is contained in the cone En := φn(En).
We immediately notice that the cone En can be obtained as pro-
jection of the positive orthant On ⊂ W n. Indeed, by definition the
preimage of φn(On) is the smallest subspace containing On invariant un-
der translations by elements of V n, and by construction this subspace is
On + V n = En.
A nice way to describe the cone Fn is to consider a vector sub-
space U ⊂ W n such that U ⊕ V n ' W n (so that U ' W n/V n '
Pic(M0,n)Q). We focus on subspaces U spanned by subsets U of the
classes of boundary components {δS | S ∈ S}. Let U ⊂ S be the set of
subsets S indexing the elements in U . In this way, we have
Fn = φn(Fn) = Fn ∩U = Fn ∩ {wS = 0 | ∀ S ∈ S \ U} .
At this point, we face again the problem of establishing the containment
of the cone Fn described by a H-representation in the cone En described
by a V-representation, but with a sensible reduction of the dimensions of
the ambient spaces and of the number of inequalities defining the cones.
The cone En is generated by the vectors φn(∆S) = δS, that we divide
in two groups based on membership in the basis U of U :
{
δS | S ∈ U
} ∪{δS = ∑
T∈U
eT δT
∣∣∣ S ∈ S \ U} . (8)
The first set of N vectors generates the positive orthant of the subspace
U and we know both its V- and H-representation. Hence, we use again
an incremental procedure.
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Definition 2.7. Let e(1), . . . , e(M) be the ordered elements of {δS =∑
T eT δT | S ∈ S \ U}. Let En
(0)
be the positive orthant Q>0〈δS | S ∈
U〉 ⊂ U and denote by En(i) the cone En(i−1) + Q>0〈e(i)〉. We have the
filtration
En(0) ⊂ En(1) ⊂ · · · ⊂ En(M) = En. (9)
As we look for the smallest k such that
Fn ⊂ En(k) = Q>0
〈
δS
∣∣ S ∈ U〉+Q>0〈e(1), . . . , e(k)〉 ⊂ En,
we introduce a integer index that we use to measure how much the cones
in the filtration are far from containing the F -nef cone Fn.
Definition 2.8. Let C and D be two polyhedral cones contained in a
same vector space. Let
⋂
j{Hj > 0} be the H-representation of D. We
define the index of containment of C in D as the integer
Γ(C,D) := #{Hj ∣∣ minHj([c]) = −∞, c ∈ C} .
Notice that if we also know the H-representation
⋂
k{Lk > 0} of
C, the index of containment can be efficiently computed by applying
linear programming algorithms. Indeed, we need to count the number
of unbounded linear optimizations min{Hj([w]) | Lk([w]) > 0, ∀ k}.
In order to minimize the number of steps k necessary for En(k) to
contain Fn, we try to construct a filtration in which the index of con-
tainment Γ(Fn, En(i)) is as small as possible at each step. We are free to
choose
1. the subspace U = Q〈δS | S ∈ U〉,
2. the ordering according to which we add the elements δS =
∑
T∈U eT δT ,
S /∈ U.
The first choice is crucial because the starting cone En(0) is the positive
orthant of U . From computational studies, we found that the minimal
index of containment Γ(Fn, En(0)) is obtained considering the subspace
U ' Pic(M0,n)Q generated by the basis Bn in (2) (see Table 1 for a
detailed report on the computational experiment).
Regarding the second choice, we remark that if min{Hj([a]) | a ∈
Fn} = −∞, for some Hj in the H-representation of En(i), then a piece of
Fn lies in the half-space Hj < 0. Therefore, we need to enlarge En(i) using
a δS such that Hj([δS]) < 0. At each step, there are several elements
δS, S /∈ U that enlarge the cone. We consider the one that maximizes
the enlargement of the cone in the sense explained in Algorithm 1.
†We give an estimate of the maximum and of the average of the index of containment in the
case n = 6, 7 based on a subset of 100000 subspaces U ⊂ W n of dimension N randomly chosen
among the whole set of
(
N
M
)
possibilities.
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n = 5 n = 6 n = 7
dimV n / dimW n
min Γ
(Fn, En(0))
max Γ
(Fn, En(0))
average Γ
(Fn, En(0))
Γ
(Fn,Q>0〈Bn〉)
5 / 10
0
2
1.1
0
9 / 25
1
15 †
7.09 †
1
14 / 56
7
42 †
30.16 †
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Table 1: Index of containment of the F -nef cone Fn in the positive orthant En(0) ⊂ U
varying the subspace U ⊂ W n for n = 5, 6, 7. The last line shows the index of
containment of Fn in the positive orthant in the case of U spanned by the basis Bn.
Algorithm 1 Fn ⊂ En?
Input: The H-representation of Fn ⊂ U = 〈Bn〉
Output: “En(i) s.t. Fn ⊂ En(i) ⊂ En” or “Fn 6⊂ En”
D ← Q>0〈Bn〉 . First cone of the filtration
R ← {δS | S ∈ S} \Bn
while Γ
(Fn,D) 6= 0 and R 6= ∅ do
H ← {Hj defining D ∣∣ minHj([a]) = −∞, a ∈ Fn}
for all δS ∈ R do
hS ← #{Hj ∈ H | Hj([δS]) < 0}
end for
δT ← element in R s.t. hT > hS, ∀ δS ∈ R . “Maximum” enlargement
D ← D +Q>0〈δT 〉 . New cone of the filtration
R ← R \ {δT}
end while
if Γ
(Fn,D) = 0 then
return D . F-conjecture is true Fn ⊂ D ⊂ En
else
return Fn 6⊂ En . F-conjecture is false
end if
Remark 2.9. The fact that Γ(F6,Q>0〈B6〉) = 1 and Γ(F7,Q>0〈B7〉) = 7
can be restated saying that there exist a 1-codimensional subspace P6 ⊂
Pic(M0,6)Q and 7-codimensional subspace P7 ⊂ Pic(M0,7)Q such that
any F-nef divisor D in P6 or P7 is an effective combination of boundary
divisors. Larsen proves the same result by considering the Keel subspace
Kn ⊂ Pic(M0,n)Q generated by the so-called Keel classes obtained by
averaging the representatives of the relations (1) (see [9, Section 2]). We
highlight that the bases of K6 and K7 are much more involved than the
bases of P6 and P7 that are subsets of the set of boundary classes.
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3 Main results
In this section we prove Conjecture 1 for n = 6 and n = 7. The code used
in the computation is available at the webpage www.paololella.it/EN/
Publications.html. It is based on the the simultaneous use of software
Macaulay2 [6], polymake [4] and lpSolve [1] (through the R interface).
3.1 Case n = 6
The vector space W 6 is generated by the boundary components
∆1,2, ∆1,2,3, ∆1,2,4, ∆1,2,5, ∆1,2,6, ∆1,3, ∆1,3,4, ∆1,3,5,
∆1,3,6, ∆1,4, ∆1,4,5, ∆1,4,6, ∆1,5, ∆1,5,6, ∆1,6, ∆2,3,
∆2,4, ∆2,5, ∆2,6, ∆3,4, ∆3,5, ∆3,6, ∆4,5, ∆4,6, ∆5,6,
the subspace V 6 is spanned by
v(1) = ∆1,2 + ∆1,2,5 + ∆1,2,6 −∆1,3 −∆1,3,5 −∆1,3,6 −∆2,4 + ∆3,4,
v(2) = ∆1,2 + ∆1,2,5 + ∆1,2,6 −∆1,4 −∆1,4,5 −∆1,4,6 −∆2,3 + ∆3,4,
v(3) = ∆1,2 + ∆1,2,4 + ∆1,2,6 −∆1,3 −∆1,3,4 −∆1,3,6 −∆2,5 + ∆3,5,
v(4) = ∆1,2 + ∆1,2,4 + ∆1,2,6 −∆1,4,5 −∆1,5 −∆1,5,6 −∆2,3 + ∆3,5,
v(5) = ∆1,2 + ∆1,2,4 + ∆1,2,5 −∆1,3 −∆1,3,4 −∆1,3,5 −∆2,6 + ∆3,6,
v(6) = ∆1,2 + ∆1,2,4 + ∆1,2,5 −∆1,4,6 −∆1,5,6 −∆1,6 −∆2,3 + ∆3,6,
v(7) = ∆1,2 + ∆1,2,3 + ∆1,2,6 −∆1,3,4 −∆1,4 −∆1,4,6 −∆2,5 + ∆4,5,
v(8) = ∆1,2 + ∆1,2,3 + ∆1,2,5 −∆1,3,4 −∆1,4 −∆1,4,5 −∆2,6 + ∆4,6,
v(9) = ∆1,2 + ∆1,2,3 + ∆1,2,4 −∆1,3,5 −∆1,4,5 −∆1,5 −∆2,6 + ∆5,6,
and the H-representation of the F -nef cone F6 consists of 65 half-spaces.
In this case, we can compute the entire filtration
O6 = E (0)6 ⊂ E (1)6 ⊂ · · · ⊂ E (8)6 ⊂ E (9)6 = E6
(see Table 2(a) for details). Looking at the indices of containment
Γ(F6, E (i)6 ), we notice that the first half-space defining a cone E (i)6 and
containing the entire F -nef cone appears in the fifth step of the enlarge-
ment and that the whole cone E6 is the unique cone in the filtration
containing the cone F6.
Proposition 3.1. The cone F6 is contained in the cone E6.
The basis B6 consists of the classes of boundary divisors
δ1,2,5, δ1,2,6, δ1,3,4, δ1,3,6, δ1,4, δ1,4,5, δ1,4,6, δ1,5,
δ1,5,6, δ1,6, δ2,3, δ2,5, δ2,6, δ3,4, δ3,6, δ4,5,
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and the remaining 9 classes can be written as follows
δ1,2 = −δ1,2,5 − δ1,2,6 + δ1,4 + δ1,4,5 + δ1,4,6 + δ2,3 − δ3,4,
δ1,2,3 = δ1,2,5 + δ1,3,4 − δ1,4,5 − δ2,3 + δ2,5 + δ3,4 − δ4,5,
δ1,2,4 = δ1,2,6 − δ1,4 − δ1,4,5 + δ1,5,6 + δ1,6 + δ3,4 − δ3,6,
δ1,3 = −δ1,3,4 − δ1,3,6 + δ1,4,5 + δ1,5 + δ1,5,6 + δ2,3 − δ2,5,
δ1,3,5 = δ1,3,6 − δ1,4,5 + δ1,4,6 − δ1,5 + δ1,6 + δ2,5 − δ2,6,
δ2,4 = δ1,3,4 − δ1,3,6 + δ1,4 + δ1,4,5 − δ1,5,6 − δ1,6 + δ2,6,
δ3,5 = δ1,2,5 − δ1,2,6 + δ1,4,5 − δ1,4,6 + δ1,5 − δ1,6 + δ3,6,
δ4,6 = −δ1,2,5 + δ1,2,6 + δ1,4,5 − δ1,4,6 − δ2,5 + δ2,6 + δ4,5,
δ5,6 = −δ1,3,4 + δ1,3,6 + δ1,4,5 − δ1,5,6 − δ3,4 + δ3,6 + δ4,5.
The index of containment Γ(F6, E6(0)) is equal to 1 and the inequality not
satisfied by all elements of F6 is w1,4,5 > 0. Hence, we start enlarging the
positive orthant of U by adding a vector δS /∈ B6 such that w1,4,5(δS) <
0. There are three possible choices, δ1,2,3, δ1,2,4 and δ1,3,5, and all of them
produce a cone E6(1) = Q>0〈B6〉+Q>0〈δS〉 with 25 facets containing the
F -nef cone F6 (see Table 2(b)).
Proposition 3.2. The cone F6 is contained in the cone E6.
number of facets
Γ
(F6, E(i)6 )
computing time‡
E(0)6 E(1)6 E(2)6 E(3)6 E(4)6 E(5)6 E(6)6 E(7)6 E(8)6 E(9)6
25 33 77 109 175 266 341 871 1420 2750
25 33 77 109 175 260 326 781 1033 0
2.5s 2.6s 2.6s 2.7s 2.8s 2.9s 3.3s 4.3s 6.6s
(a) The filtration (6) in the case n = 6.
number of facets
Γ
(F6, E6(i))
computing time‡
E6(0) E6(1) E6(2) E6(3) E6(4) E6(5) E6(6) E6(7) E6(8) E6(9)
16 25 34 49 108 239 491 869 1419 2750
1 0 0 0 0 0 0 0 0 0
2.5s 2.6s 2.6s 2.7s 2.7s 2.8s 3.3s 4.1s 5.9s
(b) The filtration (9) in the case n = 6. The vectors {δS /∈ B6} have been added
in the order {δ1,2,3, δ1,2, δ1,2,4, δ1,3, δ1,3,5, δ2,4, δ3,5, δ4,6, δ5,6}.
Table 2: The filtrations of cones E (i)6 in W 6 and E6(i) in U = Q〈B6〉.
11
3.2 Case n = 7
The vector space W 7 is generated by the boundary components
∆1,2, ∆1,2,3, ∆1,2,4, ∆1,2,5, ∆1,2,6, ∆1,2,7, ∆1,3, ∆1,3,4, ∆1,3,5, ∆1,3,6,
∆1,3,7, ∆1,4, ∆1,4,5, ∆1,4,6, ∆1,4,7, ∆1,5, ∆1,5,6, ∆1,5,7, ∆1,6, ∆1,6,7,
∆1,7, ∆2,3, ∆2,3,4, ∆2,3,5, ∆2,3,6, ∆2,3,7, ∆2,4, ∆2,4,5, ∆2,4,6, ∆2,4,7,
∆2,5, ∆2,5,6, ∆2,5,7, ∆2,6, ∆2,6,7, ∆2,7, ∆3,4, ∆3,4,5, ∆3,4,6, ∆3,4,7,
∆3,5, ∆3,5,6, ∆3,5,7, ∆3,6, ∆3,6,7, ∆3,7, ∆4,5, ∆4,5,6, ∆4,5,7, ∆4,6,
∆4,6,7, ∆4,7, ∆5,6, ∆5,6,7, ∆5,7, ∆6,7.
The subspace V 7 has dimension 14 and the F -nef cone F7 is defined by
350 linear inequalities. In this case, we could not compute all cones of the
filtration (6). In reasonable time, we can obtain the H-representation of
the first eight cones in the filtration. In Table 3(a), there is the descrip-
tion of the cones obtained from the subset of a basis of V 7 composed by
vectors
v(1) = ∆1,2 + ∆1,2,5 + ∆1,2,6 + ∆1,2,7 −∆1,3 −∆1,3,5 −∆1,3,6 −∆1,3,7
−∆2,4 −∆2,4,5 −∆2,4,6 −∆2,4,7 + ∆3,4 + ∆3,4,5 + ∆3,4,6 + ∆3,4,7,
v(2) = ∆1,2 + ∆1,2,5 + ∆1,2,6 + ∆1,2,7 −∆1,4 −∆1,4,5 −∆1,4,6 −∆1,4,7
−∆2,3 −∆2,3,5 −∆2,3,6 −∆2,3,7 + ∆3,4 + ∆3,4,5 + ∆3,4,6 + ∆3,4,7,
v(3) = ∆1,2 + ∆1,2,4 + ∆1,2,6 + ∆1,2,7 −∆1,3 −∆1,3,4 −∆1,3,6 −∆1,3,7
−∆2,4,5 −∆2,5 −∆2,5,6 −∆2,5,7 + ∆3,4,5 + ∆3,5 + ∆3,5,6 + ∆3,5,7,
v(4) = ∆1,2 + ∆1,2,4 + ∆1,2,6 + ∆1,2,7 −∆1,4,5 −∆1,5 −∆1,5,6 −∆1,5,7
−∆2,3 −∆2,3,4 −∆2,3,6 −∆2,3,7 + ∆3,4,5 + ∆3,5 + ∆3,5,6 + ∆3,5,7,
v(5) = ∆1,2 + ∆1,2,4 + ∆1,2,5 + ∆1,2,7 −∆1,3 −∆1,3,4 −∆1,3,5 −∆1,3,7
−∆2,4,6 −∆2,5,6 −∆2,6 −∆2,6,7 + ∆3,4,6 + ∆3,5,6 + ∆3,6 + ∆3,6,7,
v(6) = ∆1,2 + ∆1,2,4 + ∆1,2,5 + ∆1,2,7 −∆1,4,6 −∆1,5,6 −∆1,6 −∆1,6,7
−∆2,3 −∆2,3,4 −∆2,3,5 −∆2,3,7 + ∆3,4,6 + ∆3,5,6 + ∆3,6 + ∆3,6,7,
v(7) = ∆1,2 + ∆1,2,4 + ∆1,2,5 + ∆1,2,6 −∆1,3 −∆1,3,4 −∆1,3,5 −∆1,3,6
−∆2,4,7 −∆2,5,7 −∆2,6,7 −∆2,7 + ∆3,4,7 + ∆3,5,7 + ∆3,6,7 + ∆3,7.
Notice that the cone E (7)7 is defined by 99281 inequalities and the index
of containment is still very large, namely only 32 inequalities of the H-
representation of E (7)7 are satisfied by all elements of F7.
‡The computation has been run on a MacBook Pro with an Intel Core 2 Duo 2.4 GHz processor.
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number of facets
Γ
(F7, E(i)7 )
computing time‡
E(0)7 E(1)7 E(2)7 E(3)7 E(4)7 E(5)7 E(6)7 E(7)7
56 104 544 1320 4052 12276 28966 99281
56 104 544 1320 4052 12276 28966 99249
3.6s 4.1s 5.7s 14.1s 45.7s 153.3s 2034.4s
(a) The first 8 steps of the filtration (6) in the case n = 7.
number of facets
Γ
(F7, E7(i))
computing time‡
E7(0) E7(1) E7(2) E7(3) E7(4) E7(5) E7(6) E7(7)
42 91 196 477 1433 5753 22996 69929
7 14 16 8 4 0 0 0
2.7s 2.8s 3.4s 5.3s 15.9s 98.2s 1568.4s
(b) The first 8 steps of the filtration (9) in the case n = 7.
Table 3: The initial part of the filtrations of cones E (i)7 in W 7 and E7(i) in U =
Q〈B7〉.
Thus, we consider the space U ' Pic(M0,7)Q spanned by the classes
of boundary components B7
δ1,2,5, δ1,2,6, δ1,2,7, δ1,3,4, δ1,3,6, δ1,3,7, δ1,4,
δ1,4,5, δ1,4,6, δ1,4,7, δ1,5, δ1,5,6, δ1,5,7, δ1,6,
δ1,6,7, δ1,7, δ2,3, δ2,3,4, δ2,3,5, δ2,3,6, δ2,3,7,
δ2,4,5, δ2,4,7, δ2,5, δ2,5,6, δ2,5,7, δ2,6, δ2,6,7,
δ2,7, δ3,4, δ3,4,5, δ3,4,6, δ3,4,7, δ3,5,6, δ3,6,
δ3,6,7, δ3,7, δ4,5, δ4,5,6, δ4,5,7, δ4,7, δ5,6.
The index of containment Γ(F7, E7(0)) is equal to 7 and the inequalities
not satisfied are w1,4,5 > 0, w1,4,7 > 0, w1,5,6 > 0, w2,3,6 > 0, w2,3,7 > 0,
w2,5,6 > 0 and w3,4,7 > 0. Now, we construct the filtration (9) adding
at each step the vector δS /∈ B7 that enlarges the cone E7(i) mostly
(according to Algorithm 1). This procedure leads to add the following
vectors (in this order)
δ1,2,3 = δ1,2,5 + δ1,3,4 − δ1,4,5 − δ2,3 − δ2,3,6 − δ2,3,7 + δ2,5 + δ2,5,6
+ δ2,5,7 + δ3,4 + δ3,4,6 + δ3,4,7 − δ4,5 − δ4,5,6 − δ4,5,7,
δ4,6,7 = − δ1,2,5 + δ1,2,7 + δ1,4,5 − δ1,4,7 − δ2,3,5 + δ2,3,7 − δ2,5 − δ2,5,6
+ δ2,6,7 + δ2,7 + δ3,4,5 − δ3,4,7 + δ4,5 + δ4,5,6 − δ4,7,
δ1,3,5 = δ1,3,7 − δ1,4,5 + δ1,4,7 − δ1,5 − δ1,5,6 + δ1,6,7 + δ1,7 + δ2,3,5
− δ2,3,7 + δ2,4,5 − δ2,4,7 + δ2,5 + δ2,5,6 − δ2,6,7 − δ2,7,
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δ2,4,6 = δ1,3,6 − δ1,3,7 + δ1,4,6 − δ1,4,7 + δ1,5,6 − δ1,5,7 + δ1,6 − δ1,7
− δ2,3,6 + δ2,3,7 + δ2,4,7 − δ2,5,6 + δ2,5,7 − δ2,6 + δ2,7,
δ3,5,7 = − δ1,2,6 + δ1,2,7 − δ1,4,6 + δ1,4,7 − δ1,5,6 + δ1,5,7 − δ1,6 + δ1,7
+ δ2,3,6 − δ2,3,7 + δ3,4,6 − δ3,4,7 + δ3,5,6 + δ3,6 − δ3,7.
In particular, δ1,2,3 enlarges 3 of the 7 half-spaces of E7(0) not containing
F7, δ4,6,7 enlarges 8 of the 14 half-spaces of E7(1) not containing F7, δ1,3,5
enlarges 13 of the 16 half-spaces of E7(2) not containing F7, δ2,4,6 enlarges
6 of the 8 half-spaces of E7(3) not containing F7 and δ3,5,7 enlarges all 4
half-spaces of E7(4) not containing F7. Finally, the cone E7(5) contains
the F -nef cone F7.
Theorem 3.3. The cone F7 is contained in the cone E7.
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