We consider the integrated optimization problem of procurement, processing, and trade of commodities in a multiperiod setting. Motivated by the operations of a prominent commodity processing firm, we model a firm that procures an input commodity and has processing capacity to convert the input into a processed commodity. The processed commodity is sold using forward contracts, while the input itself can be traded at the end of the horizon. We solve this problem optimally and derive closed-form expressions for the marginal value of input and output inventory. We find that the optimal procurement and processing decisions are governed by price-dependent inventory thresholds. We use commodity markets data for the soybean complex to conduct numerical studies and find that approximating the joint price processes of multiple output commodities using a single, composite output product and using the approximate price process to determine procurement and processing decisions is near optimal. Compared to a myopic spread-option-based heuristic, the optimization-based dynamic programming policy provides significant benefits under conditions of tight processing capacities and high price volatilities. Finally, we propose an approximation procedure to compute heuristic policies and an upper bound to compare the heuristic against, when commodity prices follow multifactor processes.
Introduction
In this paper we consider the problem of a firm that procures an input commodity and earns revenues by processing and trading the processed product over a multiperiod horizon. The specific motivation for our study comes from the operations of one of India's largest private sector companies, the ITC Group. In the year 2000, ITC embarked on the e-Choupal initiative to deploy information and communication technology (ICT) to reengineer the procurement of commodities from rural India. By purchasing directly from the farmers, and not just from the local spot markets, ITC significantly improved the efficiency of the channel and created value for both the farmer and itself. The initiative has been hailed as an outstanding example of the use of ICT by a private enterprise to streamline supply chains, alleviate poverty, and bring about social transformation (Prahalad 2005, Anupindi and Sivakumar 2007) .
Managing the e-Choupal, or any other commodity processing operations, requires decisions regarding procurement, processing, and trade of multiple commodities. Consider soybean, one of the largest commodities procured by ITC. Close to 70% of the soybean procured is processed at processing plants, while the rest is traded.
Beans are processed to produce soybean oil and soybean meal, both of which are traded through various channels. Because of uncertainty in both input and output commodity prices, it is important for processing firms to understand the relationship between procurement, processing, and trade decisions for multiple commodities and coordinate decisions across commodities and periods. Operational constraints such as procurement and processing capacities make this task more complex. While different aspects of the problem-procurement, processing, and trade-have been studied earlier, the integrated problem itself, even for operations at a single node, has not received much attention in the literature. In practice, firms consider the interdependencies between procurement, processing and trade decisions (see Plato 2001 , for instance), but do so in a myopic fashion and ignore the dynamic nature of decisions.
In this paper we consider a multiperiod optimization problem in which a firm procures an input commodity, with the marginal cost of procurement equal to the spot price of the commodity. The firm earns revenues by processing the input commodity and committing to sell the processed outputs using forward contracts in every period. In addition, the firm can also trade the input inventory with other processors at the end of the horizon. We model the Operations Research 59(6), pp. 1369 -1381 , © 2011 firm's optimization problem as a stochastic dynamic program, with the procurement and processing decisions in each period subject to capacity constraints. We provide a precise, analytical description of the optimal policy structure. We investigate the benefits of using a forward-looking optimization-based policy relative to myopic spread-optionbased policies that are used in practice. We do this by conducting numerical studies using commodity markets data for the soybean complex-soybean, soybean meal, and soybean oil. We summarize our results below.
1. We show that the optimal value function is separable in the input and output commodity inventories and is piecewise linear and concave in the inventory levels. We derive recursive expressions to quantify the marginal value of the input and output commodity inventories.
2. We find that it is optimal for the firm to postpone the output trade against a forward contract with given maturity to the last possible period, i.e., the period just before the maturity of the forward contract; and the optimal output commitment policy is similar to the exercise of a compound exchange option.
3. We characterize the optimal procurement and processing policy and find that the optimal decisions are governed by procure-up-to and process-down-to inventory thresholds, with these thresholds dependent on the realized prices and remaining horizon length.
4. Using commodity markets data for the soybean complex, we find that a myopic heuristic used in practice performs almost as well as the optimization-based dynamic programming policy under normal operating conditions. However, the dynamic programming policy provides significant benefits under conditions of tight processing capacities and high price volatilities.
5. The complexity in computing the dynamic programming policy increases rapidly as the number of output products increases. We approximate multiple output commodities as a single composite output to address this computational complexity, and we find that this approximation is near optimal.
The rest of the paper is organized as follows. In the next section, we review literature relevant to this research and position our work. In §3, we solve the integrated procurement, processing, and trade decisions for a risk-neutral firm and obtain expressions for the marginal value of inventory. Section 3.1 presents the analysis for the case when a single output commodity is produced upon processing the input, while §3.2 generalizes the result to a situation where multiple products are produced upon processing. Section 4 provides numerical illustrations using commodity market data for the soybean complex and describes the computation of the optimal policy when all commodity prices are driven by single factor mean reverting processes. The computational policy described here can be extended to the case of multifactor commodity process models using heuristics, which builds on the works of Brown et al. (2010) and Lai et al. (2010) . Details of the heuristic and computational results are given in an appendix, provided as an online supplement to this paper. An electronic companion to this paper is available as part of the online version that can be found at http://or.journal.informs.org/. Section 5 concludes the paper with directions for future research.
Literature Review
The problem studied in this paper is related to the warehouse management problem originally studied by Bellman (1956) and Dreyfus (1957) . The warehouse management problem deals with determining the optimal trading policy for a commodity with constraints on the total inventory that can be stored. Charnes et al. (1966) show that the value function is linear in the starting inventory level, and they derive expressions for the marginal value of inventory. These papers do not consider constraints on the procurement and sales; i.e., it is assumed that any desired quantity of the commodity can be procured or sold in a period. Secomandi (2010b) considers a similar problem in the context of managing a natural gas storage asset. In addition to storage constraints, the paper also incorporates injection and withdrawal constraints and establishes the optimality of a price-dependent double base-stock policy. In contrast to the above papers, we consider multiple commodities and, in addition to the procurement and trading decisions, incorporate a processing decision that irreversibly transforms input to outputs. Moreover, unlike a single commodity procurement and trading operation where the procure-up-to threshold is always less than or equal to the process-down-to threshold, the procure-up-to level can be higher than the process-down-to level in our model.
The methodology used in the current paper relies on characterizing the value function as a piecewise linear function, with changes in slope at integral multiples of the greatest common divisor of the procurement and processing capacities. While a similar approach has been used by Secomandi (2010b) and Nascimento and Powell (2009) , they do so under the assumption of discrete price evolutions. Nascimento and Powell (2009) use the discrete price evolution assumption to prove the convergence of their approximate dynamic program (ADP), while Secomandi (2010b) uses it for computational purposes using lattices. While we use price lattices for computational studies, the characterization of the value function itself, i.e., the piecewise linear property and the marginal values of inventories, is not dependent on the assumption that prices are discretely distributed. In contrast to Secomandi (2010b) , where the procure-up-to threshold is always less than or equal to the sell-down-to threshold, the procure-up-to levels can be higher than the process-down-to threshold in our context, representing arbitrage opportunities across the different commodities; i.e., the value from selling the output is higher than the cost of the input plus the processing cost. In comparison to Nascimento and Powell (2009) The decision-making framework considered in this paper is related to the valuation of real options and exotic commodity options. The concept of spread options is closely related to the problem considered here, especially the processing decision. Spread options are call or put options on the spread between the prices of two commodities and arise naturally in the context of commodity industries. Geman (2005) provides a discussion of different spread options in the commodity industries; e.g., crush spreads for agricultural commodities (soybean, for instance), crack spread (crude oil and refined petroleum products), location spreads (natural gas prices at different locations), calendar spreads (difference in natural gas forward prices for different maturities).
The existing literature has focused mainly on valuation of spread options with a given maturity; i.e., options of the European type with a single exercise date. Secomandi (2010a) uses location spread options on natural gas prices to value pipeline capacity. While the pipeline capacity places an upper limit on the total amount of natural gas that can be shipped, the unit spread option value is the same for each unit of the pipeline capacity and is not affected by the total capacity available. In a closely related context, Plato (2001) examines the decision of U.S. soybean processors to commit processing capacity to crush soybeans and produce soybean meal and oil. The decision to commit processing capacity available on different future dates is modeled as the exercise of a simple spread option on the gross processing margin on that date, i.e., the spread between the futures price of soybean meal and oil and soybean, with the exercise price being equal to the variable cost of processing. Deng et al. (2001) use spark spread options on the spread between electricity and generating fuel prices to value electricity generation assets. In these papers, no inventory is carried over time, and the exercise of spread options maturing on different dates is evaluated independent of each other. In our current paper, unlike the aforementioned papers, decisions across periods are linked through the storage of input inventory and operational capacity constraints, making the processing decision considered here different from the exercise of a simple spread option. In contrast to Secomandi (2010a) , we also find that the marginal value of input inventory is affected by the capacity constraints. Tseng and Barz (2002) and Tseng and Lin (2007) extend Deng et al. (2001) to include operational constraints such as minimum up/downtime, startup/shutdown times, ramp constraints, etc. in the electricity generation unit commitment decisions. The main focus of both these papers is to provide a computational framework for valuing the generation assets. We focus on deriving structural results that are useful for decision making and, in the process, derive analytical expressions for the marginal value of input and output commodity inventories. Similar to Tseng and Barz (2002) and Tseng and Lin (2007) , our computational study also uses a lattice framework to represent the joint evolution of the multiple commodity prices.
The capacitated procurement of the input commodity over a horizon has similarities to the exercise of swing options (Jaillet et al. 2004 , Keppo 2004 . A swing option provides the option holder the flexibility to procure more or less than a baseline amount, at a fixed price, and is subject to volume constraints. While we do consider capacitated procurement in the current paper, there is no baseline quantity or price around which the procurement quantity can vary. Furthermore, unlike the swing options pricing literature that typically considers only a single commodity, the procurement decisions in our problem are driven not only by the price of the commodity being procured but also the price of the output that is produced upon processing.
The single node problem considered here has similarities to the firm level production and inventory control problem studied in Wu and Chen (2010) for a storable input-output commodity pair. While Wu and Chen (2010) consider the optimal procurement and sales policy for the individual firm, their main focus is analysis of the propagation of demand and supply shocks across production stages and the price-inventory relationship across input-output commodities using a rational expectations equilibrium model. Martınez-de Albéniz and Simón (2010) consider a related problem of commodity traders who take advantage of price spreads across locations, and model the impact of the trading decisions on price evolution at the different locations. Routledge et al. (2001) also consider a multicommodity processing and storage network but focus on deriving a rational expectations equilibrium model that can be used to extend the theory of storage to nonstorable commodities like electricity and explain some of the empirically observed features of electricity prices. In contrast to these papers, we are interested in characterizing the optimal policy and deriving managerial insights for a firm operating a commodity processing business. As such, we do not adopt an equilibrium approach and instead model the evolution of the various commodity prices as exogenously given.
The analysis carried out in this paper on the value of a forward-looking dynamic programming policy relative to myopic policies is similar to the analysis in Lai et al. (2011) , who consider the real option to store liquefied natural gas (LNG) in an LNG value chain. Lai et al. (2011) develop a model that integrates LNG shipping, natural gas price evolution, and inventory control and sales, and they find that using a dynamic programming policy is important when the throughput of the LNG shipping process is low compared to the storage capacity. Although in a different context involving multiple commodities and processing decisions, our findings mirror theirs in that the value of a dynamic programming policy is high relative to myopic policies when the processing capacity is tight relative to the procurement capacity. Downloaded from informs.org by [202.174.120 Model Formulation. We consider a finite horizon problem with the time periods indexed by n = 1 2 N − 1 N where n = 1 is the first decision period. In any period n, the firm can procure the input commodity from the spot market at the current spot price S n . The firm processes the input and sells all the output using forward contracts.The procurement season for the input commodity may span multiple output forward maturities. The delivery date for forward contract is given by N , with ∈ 1 2 L . We assume N − 1 is the last possible period in which the firm can sell the output using forward contract . Without loss of generality, we assume N < N +1 for all < L and N L N . Let F n denote the period n forward price on contract , for n < N N . In addition to selling the output commodity, the firm can also trade the input itself with other processors over the horizon. For ease of exposition, we assume that all, if any, input sales happen at the end of the horizon with a per-unit trade (or salvage) value of S N .
Due to physical or other operational limitations, the firm has a per-period procurement capacity restriction of K units and a processing capacity of C units per period. The marginal cost of processing one unit of the input commodity into the output commodity is p. The firm incurs a per period holding cost of h I and h O per unit of input and output inventory, respectively. We assume h O h I . We consider a linear cost of procurement, i.e., the cost of procuring x units of input is equal to S n × x when the input spot price is equal to S n .
The relevant information available to the firm at the beginning of period n regarding the spot market prices, output forward prices, and trade prices for the input is given by n , and all expectations are taken under the risk-neutral measure (see Hull 1997 or Bjork 2004 for discussion on risk-neutral measures). We assume interest rates are constant and there is no counter-party risk associated with the forward contracts. As a result, the discount factor per period, , is the risk-free discount factor. It is a well-known result that under these conditions, forward prices are equal to the futures prices, and further, the futures prices are a martingale process (see Hull 1997 , §3.9 or Bjork 2004 for details). The output forward prices for each contract thus satisfy
where Ɛ n · denotes expectation, conditional on n .
In each time period n N − 1, the firm makes the following sequence of decisions: (a) the quantity of the input commodity to be procured: x n , (b) the quantity of input to be processed into output: m n , and (c) the quantity of the output commodity to be committed for sale against forward contract q n for all such that N > n. In the last period, N , the firm trades any remaining input inventory. Optimal values of these decisions will be denoted by a " * " superscript. Let Q n (respectively, e n ) denote the total output (respectively, input) inventory available at the beginning of period n.
It is easy to see that in any given period it is optimal to commit against at most one forward contract. Thus, let * n be the forward contract that the firm commits against in period n, if a commitment is made. Notice that the firm can potentially commit to sell more output than is currently available; i.e., "over-commit" such that q * n n > Q n + m n . This is possible because the output needs to be delivered only in period N * n , and the firm can process in some future period(s) t between n and N * n to meet the shortfall q * n n − Q n + m n , which would require that we keep track of the shortfall against each forward contract. However, in light of the martingale property (Equation (1)), we can see that such a "anticipatory commitment" strategy would never be optimal, and thus the firm will never overcommit. Therefore, we do not need to keep track of the shortfall against each forward contract, and e n Q n n is sufficient to describe the state of the system at the beginning of period n. Furthermore, because commitments once made cannot be reversed, we can recognize the revenues associated with output sales at the time of making the commitment rather than at the time of delivery without loss of generality. Thus, if a commitment is made in period n, it would be against forward contract * n where
t and n = L s.t. N > n . The term inside the maximization is the discounted forward price minus the total discounted holding costs incurred from the current period until delivery at the maturity of the forward contract. We can formulate the firm's problem as a stochastic dynamic program (SDP) in the following manner:
for n < N and (2)
where the state transition equations are given by e n+1 = e n + x n − m n and Q n+1 = Q n + m n − q * n n . The constraints on x n and m n in Equation (2) are capacity and input availability constraints. The constraint on the commitment quantity is the no over-commitment condition, which is without loss of optimality and ensures e n Q n n is sufficient to describe the state of the system. Downloaded from informs.org by [202.174.120 .2] on 30 October 2014, at 03:52 . For personal use only, all rights reserved.
Marginal Value of Output Inventory. Consider the commitment decision in period n. By committing against any specific contract with N > n, the firm earns a revenue of N −n F n − h O N −n−1 t=0 t on each unit committed for sale. The firm can earn the same expected revenue (discounted to period n dollars) by postponing the commitment to period N − 1, the last opportunity to commit against contract . By postponing the decision to period N − 1, the firm retains the option not to commit the unit of output to contract if some other contract provides a higher revenue. Extending this argument, we have the following result.
Lemma 1. It is optimal to commit to sell output using contract , if at all, only in period N − 1 for = 1 2 L.
To determine if it is optimal to commit against a specific contract , consider the case of L = 2, with maturities N 1 and N 2 , respectively. In period N 2 , it will be optimal for the firm to commit all the available output inventory against contract 2, because is the last opportunity to commit the output inventory for sale against any forward contract, and all uncommitted output inventory beyond period N 2 will earn zero revenue. Therefore, in any period n such that N 1 n < N 2 , the marginal value of output inventory is equal to
t In period N 1 − 1, it will be optimal for the firm to commit against contract 1, if and only if F
t . Furthermore, the optimal commitment decision is "all or nothing"; i.e., if it is optimal to commit against contract 1, then it is optimal to commit all the available output inventory, Q N 1 −1 + m N 1 −1 . Extending this analysis to a more general case of L > 2, we can prove the following result about the marginal value of output inventory and the optimal commitment policy.
Lemma 2. The marginal value of a unit of output inventory in period n, denoted by n , is given by
and the optimal quantity to commit against contract is given by
Substituting the optimal commitment quantity in the objective function of Equation (2), and using an induction argument, we can show that the value function is linear in Q n and, moreover, separable in Q n and e n . We can write V n e n Q n n = n Q n + U n e n n for n < N (6)
where U n e n n is given by U n e n n = max 0 x n K 0 m n min e n +x n C n − p m n − S n x n − h I e n + x n − m n + Ɛ n U n+1 e n+1 n+1 for n < N and (8)
Notice that in any period n < N − 1, the marginal value of a unit of output inventory is equal to the expected discounted payoff from the optimal commitment decision in period N − 1, after adjusting for holding costs. The payoff from optimal commitment in period N − 1 is nothing but the payoff of a compound exchange option on the remaining L − + 1 forward contracts (cf. Carr 1988); i.e., an option to exchange revenue from the immediately maturing forward contract for a compound exchange option on the remaining L − forward contracts, after adjusting for holding costs. Thus, each unit of output inventory can be considered a compound exchange option, with the remaining forward contracts as the underlying assets.
Marginal Value of Input Inventory. We next turn to determining the marginal value of input inventory. Because the firm has limited processing capacity, the marginal value-to-go of input inventory depends on the total input inventory available. For instance, when the ending input inventory e n+1 is greater than the remaining processing capacity N − n + 1 × C, the marginal value-to-go is equal to the discounted expected salvage value minus the total input holding costs, irrespective of the value from processing, n −p. The processing decision is therefore dependent on the input inventory levels; i.e., the decision depends on whether n − p is higher or lower than the marginal value-to-go of unprocessed input at the given input inventory levels. We now derive expressions for the marginal value of input inventory, with the aim of using them to determine the optimal procurement and processing decisions in period n.
To this end, let D be the largest value such that the processing capacity C = aD and the procurement capacity K = bD, where a and b are positive integers; i.e., D is the greatest common divisor of C and K.
1 Theorem 1 states that U n e n n is piecewise linear, with breaks at integral multiples of D, and provides an expression for is the marginal value of e n + x n , the input inventory after procurement in period n, when e n + x n ∈ j − 1 D jD and is given by
Proof. Clearly, U N = S N e N is concave and piecewise linear in e N for all e N 0. Furthermore, k N = S N for all positive integers k. Suppose U t is piecewise linear and concave, with change in slope at integral multiples of D for all t = n + 1 n + 2 N . That is, for each t n + 1, we have U t e t t = k t e t + k t for e t ∈ k − 1 D kD where k t is a constant independent of e t for e t ∈ k − 1 D kD . Also, U t is continuous in e t and k t k+1 t for all integers k 1.
When e t ∈ k − 1 D kD for k N − t a + 1, we have e t N − t aD = N − t C; i.e., there is not enough processing capacity available over the remaining horizon to process all the available input inventory. Thus, the marginal unit of input inventory can only be salvaged, and the marginal value of input for all e t N − t C is equal to the expected salvage value net of input holding costs; i.e.,
m for all k N − t a + 1. We have U n e n n = max 0 x n K max 0 m n min C e n +x n n − p × m n − h I × e n + x n − m n + Ɛ n U n+1 e n + x n − m n n+1 − S n x n = max 0 x n K L n e n + x n n − S n x n for n < N where L n y n n = max 0 m n min C y n n −p ×m n −h I × y n −m n + Ɛ n U n+1 y n −m n n+1
Let y n = e n + x n denote the input inventory after procurement, but before processing. For y n and m n such that y n − m n ∈ j − 1 D jD for some positive integer j, we can write the objective function in the maximization underlying L n as
where j n+1 is a constant independent of y n and m n for y n − m n ∈ j − 1 D jD .
For a given y n , as m n increases, j such that y n − m n ∈ j − 1 D jD decreases. Therefore, as m n increases, the coefficient of m n , given by n − p − Ɛ n j n+1 − h I , decreases because j n+1 j+1 n+1 . Thus, the optimal value of m n is the maximum possible value for which the coefficient remains nonnegative or zero, whichever is higher. For y n ∈ s −1 D sD , where s is a positive integer and recalling that the processing capacity C = aD, we can determine the optimal processing quantity m * n as
wherer n = max r ∈ + ∪ 0 s.t. Ɛ n r n+1 − h I > n − p . Upon substituting m * n corresponding to each of the three cases in the objective function (12), we have for
where s · n are constants independent of y n for y n ∈ s − 1 D sD . Combining all three cases above, we can write
where s n denotes the relevant constant terms not dependent on y n for y n ∈ s − 1 D sD . Notice that the slope of L n · · with respect to y n , when y n ∈ s − 1 D sD is equal to s n , where s n is given by Equation (11). Thus, s n denotes the marginal value of a unit of input inventory after procurement but before processing. We now have U n e n n = max e n y n e n +K L n y n n − S n y n − e n
For y n ∈ s − 1 D sD , substituting L n y n n from Equation (14), the objective function in the maximization above can be written as s n − S n × y n + s n + S n e n . By the induction assumption, we have
for all j and as a result s n is nonincreasing in s. Thus, the slope of y n decreases as y n increases. For e n ∈ k − 1 D kD , where k is a positive integer and recalling that the procurement capacity K = bD, we can determine the optimal value of y n as
whereŝ n = max s ∈ + ∪ 0 s.t.
s n > S n . Substituting y * n in the objective function of (15), we get U n e n n = max k+b n min S n k n e n + k n for e n ∈ k − 1 D kD where k n is a constant independent of e n for e n ∈ k − 1 D kD . In the above expression, notice that the slope of e n is constant for e n ∈ k − 1 D kD for all positive integers k. Furthermore, by the induction hypothesis, we have − h I for all s N − n a + 1, which leads to
− h I for all k N − n a + 1, completing the proof.
Optimal Policy Structure. Theorem 1 shows that the optimal procurement and processing policy is governed by two price-, and horizon-dependent inventory thresholds, s n D andr n D. To compare these thresholds, it is useful to restate the optimal processing policy, obtained by substituting the optimal procure up to level given by Equation (16) into Equation (13) as follows:
wherer n = max r ∈ + ∪ 0 s.t. r n > n − p . Consider the situation when the "processing margin" from procuring and processing is negative; i.e., n − p − S n 0. Any procurement in the current period is beneficial only if the expected marginal value-to-go of the procured unit is greater than S n . Similarly, it is optimal to process whenever the benefit from processing, n − p, is greater than the expected marginal value-to-go. By concavity of the value function,ŝ n D r n D and the starting inventory level can be divided into three regions: (a) e n ∈ 0 ŝ n D , where it is optimal to only procure input; (b) e n ∈ ŝ n D r n D , where it is optimal to neither procure nor process any input, and (c) e n ∈ r n D , where it is optimal to only process the input. The optimal procurement and processing quantities are given by x * n = y * n − e n = min K ŝ n D − e n + and m * n = min C e n −r n D + . It is important to notice that even though the processing margin is negative, it is still optimal to process when the input inventory is sufficiently high. On the other hand when the processing margin is positive, i.e., n − p − S n > 0, there is benefit from procuring and processing the input immediately. Thus, for some starting input inventory levels, it might be optimal to both procure and process the input. This fact makes it difficult to divide the starting input inventory level into mutually exclusive regions where only one of the actions, procurement or processing, is optimal. At least one of the two activities is at capacity for all starting inventory levels and both procurement and processing of the input are optimal for some inventory levels.
We illustrate the features of the optimal policy using an example. To make the intuition clear, and keep the exposition simple, we consider a three-period problem with deterministic prices, no holding costs and = 1.
Example. Consider the situation where K = C and the output commodity prices are such that 1 − p = 2 − p ≡ − p. The input spot prices in periods 1 and 2 and the salvage value in period 3 are such that S 3 < S 1 < − p < S 2 . Now, consider the procurement decision in period 1. Because S 1 < 1 − p, it is optimal for the firm to procure input to meet period 1's processing requirements. Because S 1 < 2 − p < S 2 , it is optimal to procure for period 2's processing requirements in period 1 itself. Finally, because S 1 > S 3 , it is not optimal to procure for salvaging at the end of the horizon. The total quantity that can be processed over periods 1 and 2 is equal to 2C, and therefore the optimal procurement quantity in period 1 is given by x * 1 = min K 2C − e 1 + . In this example, we have a = b = 1 and D = C. Using Equations (11) and (10), we can calculate 1 1 = 2 1 = − p and k 1 = S 3 for k 3. We see thatŝ 1 D = 2D for period 1. The optimal procurement quantity in period 1 is therefore given by x * 1 = y * 1 − e 1 = min K 2C − e 1 + , corresponding to the different cases in Equation (16).
The benefit from processing is identical in periods 1 and 2 and greater than the salvage value. Thus, it is optimal Downloaded from informs.org by [202.174.120 Do not procurê
for the firm to process all the available input inventory-upto processing capacity. The optimal processing quantity in period 1 is thus given by m * 1 = min C e 1 + x * 1 . We see that r 1 D = 0, and the optimal processing quantity corresponds to the second case in Equation (17). Figure 1 illustrates the optimal procurement and processing quantities in period 1, along with k 1 values for different starting inventory levels.
Multiple Output Commodities
In reality, multiple output commodities could be produced upon processing the input; e.g., soybean is crushed to produce soybean meal and oil, both of which are commodities that can be traded. The results obtained in the previous section can be extended to the case when multiple output commodities are produced upon processing the input. To keep the exposition simple, we illustrate the case when two products are produced upon processing the input; the extension to more products is straightforward. After processing, the decision to commit commodity M or O for sale against a forward contract can be made independent of the decision for the other commodity, because there are no capacity constraints on the commitment decision itself. Thus, similar to the single output case, the optimal commitment policy for each output commodity is given by Lemma 1. Also, the marginal value of inventory for output j, denoted by j n , is given by Equation (4). The expected benefit from processing in period n is therefore equal to j=M O j j n − p. The marginal value of input inventory, optimal procurement and processing policy are given by Equations (10) 
Numerical Study
In this section, we illustrate our analytical results using numerical studies. We consider the soybean procurement and processing decisions as the context and use commodity market data for the soy complex for our numerical studies.
While the analytical results derived in §3 did not depend on the specific dynamics of the various commodity prices, computing the marginal values and optimal policy parameters does depend on the specific price processes. Singlefactor mean-reverting price processes have often been used to model the spot price processes for various commodities, including agricultural commodities (cf. Geman 2005, Chapter 3). These models capture an essential feature of commodity spot prices, which is that commodity prices tend to revert to a mean level. An attractive feature of the single-factor mean-reverting price processes is their analytical tractability. While other multi-factor price processes are also used to model commodity prices (see discussion at the end of this section), in this section we model the various commodity prices as single-factor mean-reverting processes and demonstrate the computation of the optimal policy using binomial lattices to model the joint evolution of the commodity prices. We compare the performance of the optimal policy (described in § §3.1 and 3.2) with that of heuristics used in practice and the option valuation literature. Specifically, we consider two heuristics: (a) modeling multiple outputs produced upon processing as a single, composite product to determine the input procurement and processing policies; and (b) a myopic, full commitment policy that uses the net margin from processing and committing all the output immediately to determine the procurement and processing decisions.
Implementation
Modeling the Commodity Price Processes. We use a single-factor mean-reverting price process as in Jaillet et al. (2004) to describe the evolution of the spot prices of the various commodities under the risk-neutral measure. Specifically, S i t , the spot price of commodity i at time t is modeled as ln S i t = i t + t , where i t is the logarithm of the deseasonalized price and t is a deterministic factor which captures the seasonality in spot prices. The deseasonalized price i t follows a mean-reverting process given by d i t = i i − i t dt + i dW i t where i is the mean-reversion coefficient, i is the long-run log price level, i is the volatility, and dW i t is the increment of a standard Brownian motion.
Data and Estimation of the Price Process Parameters. The parameters of the spot price process under the risk-neutral measure can be estimated by calibrating them to the observed futures prices for the various commodities, as described in Jaillet et al. (2004) . Specifically, the futures price at time t for delivery at T t is given Downloaded from informs.org by [202.174.120 .2] on 30 October 2014, at 03:52 . For personal use only, all rights reserved.
by F i t T = Ɛ S i T t , where denotes the riskneutral probability measure, and we have ln F i t T = T + 1 − e
The futures price information on futures contracts traded on the Chicago Board of Trade (CBOT) for different maturities on each trading day of the month of June 2010 was used to calibrate the parameters for soybean, soybean meal, and soybean oil spot price processes. Futures contracts with the nearest 9 maturities for soybean, nearest 13 maturities for soybean meal, and nearest 12 maturities for soybean oil were used for the calibration. While contracts with further maturities are traded for each commodity, these contracts were not included in the calibration because they had very little trading volume on each of the trading days used in the sample. For each trading day, the parameters were estimated by minimizing the sum of the absolute deviations between the actual and estimated futures prices for various maturities.
The minimization was carried out by approximating the seasonality factors to be constant between different maturity months in a year and imposing a normalization constraint such that t=12 t=1 t = 0. In addition, we also impose the constraint that the estimated 30-day and 60-day volatilities match the implied volatility information for each commodity. The implied volatility is the volatility implied by the market price of the option based on an option pricing model, and these data were obtained from the Bloomberg service. The average of the estimated parameters obtained over each trading day are given in Table 1 and are used to model the price processes. The standard errors for the key parameters and root mean-squared errors (RMSE) between the observed and estimated prices for each commodity are given in Table 2 . The various commodities are related through inputoutput processes, and the underlying uncertainty in their price processes are likely to be correlated. We estimated the correlation between the Brownian motion increments for the three commodities using historical weekly returns on the nearest maturing futures contracts over the time period 1/1/2000-12/31/2009. The estimated correlations are given in Table 3 .
Computation of the Optimal Policy. For computing the optimal policy, we use the re-combining binomial tree procedure described in Peterson and Stapleton (2002) , which can handle mean reversion in prices, to discretize the dynamics of the price processes and approximate the joint evolution of the spot price of the various commodities. Each period in the discrete binomial tree corresponds to a week, and we discretize the price process with steps between each period. In our computational studies, we set = 5. We have n − 1 + 1 J nodes in the tree for period n, where J is the total number of commodities whose joint price evolution is approximated. At each node in the tree, we can compute the forward price F n for l = 1 2 L for each output commodity using the discrete transition probabilities at that node. Finally, using Equations (4) and (10), we can compute n for each output and k n for k = 1 N − n a + 1, and thereby the procurement and processing policy at each node in the tree.
We evaluate the performance of this policy using Monte Carlo simulation. We generate sample paths of prices for each period n = 1 2 N by sampling from the continuous time price process for the commodities. We round the realized input and output spot prices to the closest node in the binomial tree and obtain the procurement, processing, and commitment quantity corresponding to the node and inventory level. Expected profits from the policy are computed as the average profit over 10,000 sample paths. All the numerical studies were conducted using MATLAB (version 7.9.0 R2009b) software on a Dell Optiplex 755 with E8400 3.00 GHz Intel Core2 Duo CPU and 2 GB RAM, running Windows Vista Enterprise.
While we refer to the policy computed above as the optimal policy, it is optimal only if the various commodity Operations Research 59(6), pp. 1369-1381, © 2011 INFORMS prices evolve as the binomial lattices. In reality, the binomial lattice is an approximation of the true, continuous time and space price processes, and strictly speaking, the policy is only an optimization-based policy (our numerical experiments indicate that the gap between the value of the policy computed using lattices and the value estimated using Monte Carlo simulation is small enough that making this distinction is not important).
Other Operational Parameters. For all the numerical studies, we set the variable cost of processing p to equal 72 cents/bushel, which corresponds to about 35% of the gross margin from processing one bushel of soybean, based on the long-run average prices of the three commodities. This value of the processing cost is close to the average processing costs estimated for the U.S. soybean processing industry (Soyatech 2008) . The procurement and processing capacities are set to 5 and 3 units, respectively. These capacities can be considered to be in multiples of bushels, e.g., million bushels. For the base case, we set processing capacity to 60% of total procurement capacity, which is roughly the percentage of soybeans produced in the United States that were estimated to have been crushed in 2008 and 2009 (Ash 2011 . We leave the exact units for the capacities unspecified because only the relative values of the procurement and processing capacities matter for computing the policies, and multiplying both the capacities by a common factor will scale the expected profits also by the same factor. We assume the physical holding costs for the various commodities are negligible and normalize them to zero.
Numerical Results
We conduct numerical studies to compute the expected profits for the firm from its procurement and processing operations over the procurement season ranging from August to December. We initialize the prices for all the commodities to their long run average values at the beginning of the planning horizon and evaluate the performance of the policy for different horizon lengths. Table 4 gives the optimal expected profits for different horizon lengths when the firm uses all forward contracts available over the horizon for each output commodity.
The optimal policy above is obtained by modeling the joint evolution of the input and individual output commodity prices and using the results in §3.2. The number of nodes in the binomial tree used to represent the joint evolution of commodity prices increases exponentially with the number of output commodities. Thus, the computational complexity increases quickly as the number of output commodities increases, requiring one to consider tractable approximations.
Composite Output Approximation. A potential approach to compute heuristic policies when multiple output commodities are produced is to model all the outputs together as a single "composite" product and model the price process for this composite product. This is similar to the approach used by Borovkova et al. (2007) in the valuation of basket options, i.e., options on a linear combination of different assets, where the entire basket of commodities is modeled as a single "composite" product.
We model a hypothetical composite output whose price in any period is equal to the total value of soybean meal and soybean oil produced upon processing one bushel of soybeans, where the value is calculated based on the current prices of the two products. Because only futures instruments are publicly traded for the different output commodities, we consider futures instruments for the composite output as well, where the futures price for a particular maturity is a combination of the futures prices of the individual output commodities, to estimate the price process parameters for the composite output. The parameters of the price process for the composite output can be estimated as described in §4.1 by considering the hypothetical futures instruments for the composite output. The joint evolution of the input and composite output can be modeled using a binomial tree and a heuristic policy computed using the results for the single output case in §3.1. This heuristic yields a feasible policy for the original model with separate output commodities and the total expected profits from following such a heuristic policy, and the gap with respect to the optimal expected profits for different horizon lengths, are shown in Table 5 .
2
As seen from Table 5 , approximating the multiple outputs as a single composite output comes with very little loss in optimality. The composite output approximation is also computationally far less burdensome than the optimal policy, as seen from the CPU times.
The composite output approximation, in addition to approximating the joint evolution of two output commodity prices as a single composite price, also leads to a lower flexibility in the commitment decision for the two output products. This is because when the composite output is committed for sale against a forward contract, both the underlying output products are committed for sale against their respective forward contracts, maturing in the same period. This is not necessarily the case under the optimal policy, where the commitment decisions for the individual outputs are independent of each other. Table 5 imply that the loss in value by ignoring this flexibility in commitment is negligible. Furthermore, the loss in information because of approximating the outputs by a single product has negligible impact on the total expected profits.
Full Commitment Policy. We evaluate the benefit of following an optimal policy by comparing the optimal expected profits with the expected profits from following a myopic policy, which considers only the value from processing and committing the output immediately in the same period. Under this myopic policy, termed the full commitment policy, the firm procures up to the minimum of procurement and processing capacities if there exists a positive margin from processing and committing the output immediately, and nothing otherwise. Notice that full commitment policy ignores the "option" value from postponing commitment of the output, as also the value from holding and trading the input inventory at the end of the horizon. The expected profits and gap, with respect to optimal profits from following the full commitment policy for different horizon lengths, are shown in Table 6 . 3 The results in Table 6 suggest that the benefits of integrated decision making are negligible compared to a myopic policy. However, these results are for the base set of parameters and do not necessarily imply the same behavior under all circumstances. To investigate this issue, we consider sensitivity of the different policies to two key parameters: processing capacity and price volatilities. Table 6 .
Expected profits from full commitment policy. Impact of Processing Capacity. When processing capacity is limited compared to the procurement capacity, we expected the value of integrated decision making to be higher. This is because when the input spot prices are low, the optimal policy is likely to procure input for current period processing as well as for the future. The myopic policy, however, does not do so. Furthermore, including the option to trade input inventory at the end of the horizon is more valuable when processing capacity is limited. The results in Table 7 , which shows the expected profits under the three policies as the processing capacity is varied from 20% to 100% of the procurement capacity, support this intuition.
Compared to a myopic policy, the benefits from using the optimal policy can be as high as 9.4% for highly constrained processing firms and reduces as the processing capacity increases (the negative value in the last row is statistically insignificant). On the other hand, we notice that the gap between the optimal profits and the profits using the composite output approximation increases with the processing capacity, because more of the input procured is processed and sold as output. Thus, the loss in flexibility to commit the different outputs to contracts maturing at different dates has a higher impact. However, the maximum gap, at 2.5%, is still low.
Impact of Price Volatilities. All three policies-full commitment, composite output, and optimal-have optionlike features. While the full commitment policy is equivalent to the exercise of a European spread option between the output and input prices, the composite output and optimal policies model the output commitment decision as a compound exchange option, in addition to modeling the procurement and processing decisions based on spread options. Given this, the expected profits under each policy increase with commodity price volatilities, as seen in Table 8 .
We also notice that the gap between the optimal policy and the full commitment policy increases as the volatility increases. This is because the full commitment policy models the marginal value of output based on the realized output prices and does not account for the exchange option inherent in the output commitment decision. Furthermore, the full commitment policy does not procure additional input in periods with low input spot price for processing needs in future periods. The value of this opportunistic input procurement also increases as price volatility increases.
In summary, approximating multiple outputs using a hypothetical single composite output product is nearoptimal and captures almost the entire value from following an optimal policy. The value of integrated decision making can be significant for firms with tight processing capacities facing high commodity price volatility.
While single factor, mean-reverting processes are good approximations for modeling commodity price processes, Downloaded from informs.org by [202.174.120 .2] on 30 October 2014, at 03:52 . For personal use only, all rights reserved.
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Impact of processing capacity (N = 20, L = 3, N = 5 9 18 ). they also have drawbacks. For instance, under a single factor, mean-reverting process, the volatility of futures prices decreases exponentially to zero as time to maturity increases. To overcome these drawbacks and explain other empirical features of commodity prices, various multifactor models have also been proposed to model different commodity prices (see, for instance, Schwartz and Smith 2000, Geman and Nguyen 2005) . While these models provide a better description of the price processes, they come with added computational complexity. Computing the optimal policy is difficult because modeling the joint evolution of these multi-factor price processes becomes computationally inefficient (the number of nodes in the lattice increases exponentially with the number of factors). As a result, one has to resort to tractable heuristics. We discuss one particular heuristic to address these computational challenges. Details of the heuristic, along with the computation of an upper bound against which the heuristic can be compared, and numerical illustrations can be found in the online appendix.
Conclusion
In this paper, we have considered the integrated procurement, processing, and trade decisions for a firm dealing in commodities and subject to procurement and processing constraints. We solved the problem optimally and showed that the procurement and processing decisions in any period are governed by price-dependent inventory thresholds. We developed recursive expressions to computes these thresholds and illustrate our analytical results using commodity markets data for the soybean complex. Through numerical studies, we find that approximating multiple outputs produced upon processing (e.g., soybean meal and oil) by a single, composite output product is near-optimal. Integrated decision making provides significant benefits compared to a myopic policy, which considers only the benefit from processing and trading the output immediately. The value of integrated decision making is especially high under conditions of tight processing capacities and high price volatilities. We also propose a computationally tractable heuristic for computing procurement and processing decisions when commodity prices are driven by multi-factor processes.
The results in the current paper can easily be extended to incorporate convex piecewise linear procurement costs and/or concave piecewise linear salvage values for the input inventory. Furthermore, input trade opportunities throughout the horizon can also be easily incorporated into the analysis.
Our work lays the foundation for further research in commodity processing and trading operations. Typically, commodity processors operate networks, with procurement and processing activities spread across multiple locations. For instance, the ITC e-Choupal network has multiple procurement hubs, along with a few central processing locations. While commodity production and distribution networks have been studied earlier (cf. Markland 1975, Markland and Newett 1976) , these papers assume deterministic commodity prices and no operational constraints. It will be an interesting research topic to extend our models to a network setting, incorporating stochastic commodity prices and operational constraints. Downloaded from informs.org by [202.174.120 .2] on 30 October 2014, at 03:52 . For personal use only, all rights reserved.
