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THE STRUCTURE OF INNER MULTIPLIERS ON
SPACES WITH COMPLETE NEVANLINNA PICK
KERNELS
DEVIN C.V. GREENE, STEFAN RICHTER, AND CARL SUNDBERG
Abstract. Let k be the reporducing kernel for a Hilbert space
H(k) of nanlytic functions on Bd, the open unit ball in Cd, d ≥ 1.
k is called a complete NP kernel, if k0 ≡ 1 and if 1 − 1/kλ(z) is
positive definite on Bd × Bd. Let D be a separable Hilbert space,
and consider H(k) ⊗ D ∼= H(k,D), and think of it as a space of
D-valued H(k)-functions. A theorem of McCullough and Trent,
[10], partially extends the Beurling-Lax-Halmos theorem for the
invariant subspaces of the Hardy spaceH2(D). They show that if k
is a complete NP kernel and if D is a separable Hilbert space, then
for any scalar multiplier invariant subspace M of H(k,D) there
exists an auxiliary Hilbert space E and as multiplication operator
Φ : H(k, E) −→ H(k,D) such that Φ is a partial isometry and
M = ΦH(k, E). Such multiplication operators are called inner
multiplication operators and they satisfy ΦΦ∗ = the projection
onto M.
In this paper we shall show that for many interesting complete
NP kernels the analogy with the Beurling-Lax-Halmos theorem
can be strengthened. We show that for almost every z ∈ Bd the
nontangential limit φ(z) of the multiplier φ : Bd −→ B(E ,D) asso-
ciated with an inner multiplication operator Φ is a partial isometry
and that rankφ(z) is equal to a constant almost everywhere.
The result applies to certain weighted Dirichlet spaces and to
the symmetric Fock spaceH2
d
. In particular, our result implies that
the curvature invariant of W. Arveson ([5]) of a pure contractive
Hilbert module of finite rank is an integer. The answers a question
of W. Arveson, [5].
1. Introduction
For a positive integer d we denote the unit ball in Cd by Bd = {λ ∈
Cd : |λ| < 1}. If H is a Hilbert space of analytic functions on Bd such
that for each λ ∈ Bd the point evaluation λ 7→ f(λ) is a continuous
linear functional on H, then H has a reproducing kernel k; that is, for
each λ ∈ Bd there is a kλ ∈ H such that f(λ) = 〈f, kλ〉 for each f ∈ H.
Work of the second and third author was supported by the National Science
Foundation.
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As a function of λ and z in Bd, kλ(z) is a positive definite function
which is analytic in z and anti-analytic in λ. It is well known that k
determines the space H. Thus, we shall write H(k) for the space of
analytic functions with reproducing kernel k.
An analytic function ϕ on Bd is a multiplier of H(k) if ϕf ∈ H(k)
for every f ∈ H(k). We shall write M(k) for the collection of all mul-
tipliers. A standard argument with the closed graph theorem shows
that each ϕ ∈ M(k) defines a bounded linear operator Mϕ : f 7→ ϕf
on H(k). Thus we define the multipier norm by ‖ϕ‖M = ‖Mϕ‖. A sub-
spaceM of H(k) is called a multiplier invariant subspace if ϕM⊆M,
and we shall denote the collection of all multiplier invariant subspaces
by LatM(k).
A reproducing kernel k on Bd is called a complete Nevanlinna-Pick
kernel (complete NP kernel for short), if k0(z) = 1 for all z ∈ Bd and if
there exists a sequence of analytic functions {bn}n≥1 on Bd such that
1− 1
kλ(z)
=
∑
n≥1
bn(z)bn(λ) for all λ, z ∈ Bd.(1)
We note that the sequence may be finite, and that this condition
is actually equivalent to the assumption that 1 − 1/k is positive defi-
nite. Complete NP kernels have been investigated in connection with
Nevanlinna-Pick and Caratheodory interpolation and commutant lift-
ing properties (see [1], [2], [7], [9], [11]). Examples of spaces with
complete NP kernels on the unit disc D = B1 are the Hardy space
H2(D) of the unit disc D, the Dirichlet space of all analytic functions
on D whose derivative is square area integrable, or, more generally, the
weighted Dirichlet spaces Dα, α ≥ 0 on the unit disc (see Example 4.4
for definitions and details). For d ≥ 1 we mention the space H2d on Bd,
which is defined by the kernel kλ(z) =
1
1−〈z,λ〉
d
, 〈z, λ〉d =
∑d
i=1 ziλi.
The space H2d was investigated in [4], [6], and [5], because of its con-
nection to the dilation theory of certain commuting operator tuples, so
called d-contractions, or row contractions. In Proposition 2.3 we shall
see that for all complete NP kernels k one has H(k) ⊆ H2(∂Bd), the
ordinary Hardy space of the unit ball. But we note that for d > 1, the
reproducing kernel for H2(∂Bd) is not a complete NP kernel.
We shall now fix a complete NP kernel k and a sequence {bn} as in
(1). One shows that each bn ∈ M(k) and that P0 =
∑
n≥1 MbnM
∗
bn
(SOT) , where P0 is the projection onto the multiplier invariant sub-
space H0 = {f ∈ H(k) : f(0) = 0} (see Lemma 1.4 of [10]). It is
remarkable that it follows that the projection onto every multiplier in-
variant subspace can be written in a similar manner. the general case
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of the following theorem is due to McCullough and Trent, [10], and for
the special case of H(k) = H2d it was found by Arveson in [6].
Theorem 1.1. Let k be a complete NP kernel and let M be a multi-
plier invariant subspace. Then there exists a sequence {ϕn} ⊆M(k) ∩
M such that
PM =
∑
n≥1
MϕnM
∗
ϕn (SOT) ,(2)
where PM is the projection onto M.
We make several remarks. First, McCullough and Trent prove this
theorem in a somewhat more general setting; it is not even neces-
sary that the kernel k is reporducing for a space of analytic functions.
Secondly, by applying the expression (2) to the reproducing kernel
kλ, λ ∈ Bd, one obtains
∑
n≥1
|ϕn(λ)|2 = ‖PMkλ‖
2
‖kλ‖2 ≤ 1.(3)
Thus, each function ϕn is in the unit ball of H
∞(Bd) and therefore
for a.e. z ∈ ∂Bd the nontangential limit ϕn(z) of ϕ exists. Here, and
in what follows a.e. stands for a.e. [σ] where σ is the rotationally
invariant probability measure on ∂Bd.
Of course, Beurling’s theorem implies that for H2(D) the sequence
{ϕn} can be chosen to be a single inner function ϕ, which satisfies
|ϕ(z)| = 1 for a.e. z ∈ ∂D. Our first main result is the following.
Theorem 1.2. Let k be a complete NP kernel on Bd and assume that
there is a set P ⊆ H(k)∩C(Bd) which is dense in H(k) and such that
for all p ∈ P and z ∈ ∂Bd, limλ→z ‖pkλ‖‖kλ‖ = |p(z)|. Then any sequence
{ϕn} which is associated with a nonzero multiplier invariant subspace
M as in (1.1) is an inner sequence, i.e.
∑
n≥1
|ϕn(z)|2 = 1 for [σ] a.e. z ∈ ∂Bd.
We shall show in Section 4 that the hypothesis of the theorem is
satisfied for many complete NP kernels that are invariant under the
unitary group U . We shall call k unitary invariant, or U-invariant,
if kλ(z) = f(〈z, λ〉d) for some function f on the unit disc. One can
show that the U-invariant kernels are precisely the kernels that satisfy
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kUλ(Uz) = kλ(z) for each unitary map U : C
d −→ Cd. More precisely,
we shall see that whenever a complete NP kernel k is of the form
kλ(z) =
∞∑
n=0
an(〈z, λ〉d)n,
where an > 0,
∑∞
n=0 an = ∞, and limn→∞ an/an+1 = 1, then the hy-
pothesis of Theorem 1.2 is satisfied. In particular, the theorem applies
to the weighted Dirichlet spaces Dα, 0 ≤ α ≤ 1, and to the space
H2d , and we shall see that if k is U-invariant then the multiplier invari-
ant subspaces are exactly the subspaces which are invariant under the
multiplication by all the coordinate functions z 7→ zi, i = 1, . . . , d.
However, we shall see that the conclusion of Theorem 1.2 does not
hold for the weighted Dirichlet spaces Dα, α > 1.
For the space H2d this theorem was conjectured by Arveson, [5], [6].
He proved the theorem for invariant subspaces M of H2d which contain
a polynomial. In [10] the theorem is proved for certain M of finite
codimension in spaces with complete NP kernels k such that kλ(λ) →
∞ as λ→ ∂Bd.
It turns out that vector-valued analogs of Theorem 1.1 and The-
orem 1.2 are true. Before we can explain this, we need a few more
definitions.
If D is a separable complex Hilbert space, then H(k,D) is the space
of D-valued H(k)-functions. It is the set of all analytic functions f :
Bd −→ D such that for each x ∈ D the function fx(λ) = 〈f(λ), x〉D
defines a function in H(k) and such that
‖f‖2 =
∞∑
n=1
‖fen‖2 <∞
for some orthonormal basis {en}n≤1 of D. One shows that the above
expression is independent of the choice of orthonormal basis. In par-
ticular, one has for f ∈ H(k), x ∈ D the function fx : λ −→ f(λ)x is
in H(k,D) and ‖fx‖ = ‖f‖‖x‖D. If f ∈ H(k,D), x ∈ D, and λ ∈ Bd
we have 〈f(λ), x〉D = 〈f, kλx〉. There is an obvious identification of
the tensor product H(k) ⊗ D with H(k,D), where one identifies the
elementary tensors f ⊗ x with the functions fx. Considering the def-
inition of the norm in H(k,D), one may also think of H(k,D) as a
direct sum of dimD copies of the scalar valued space H(k).
Each (scalar valued) multiplier ϕ ∈ M(k) defines an operator on
H(k,D) of the same norm, and we shall also denote this operator by
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Mϕ. Again, we shall say that a subspace M of H(k,D) is multiplier
invariant if MϕM⊂M for each ϕ ∈ M(k).
Let D and E be two separable Hilbert spaces, and let φ : Bd −→
B(E ,D) be an operator valued analytic function. For λ ∈ Bd and
f ∈ H(k, E) we define (Φf)(λ) = φ(λ)f(λ), then Φf is a D-valued
analytic function. If Φf ∈ H(k,D) for every f ∈ H(k,D), then φ is
called an operator-valued multiplier, and one shows that the associated
multiplication operator Φ : H(k, E) −→ H(k, E) is bounded. It is clear
that such multiplication operators Φ ∈ B(H(k, E),H(k,D)) intertwine
the (scalar) multiplication operatorsMϕ, ϕ ∈M(k). It will follow from
Lemma 2.2 that for spaces with complete NP kernels the multipliers
M(k) are dense in H(k). It then follows from standard arguments that
a bounded linear operator A : H(k, E) −→ H(k,D) intertwines every
Mϕ, ϕ ∈ M(k) (i.e. AMϕ = MϕA) if and only if A = Φ for some
multiplication operator.
A short calculation shows that for any multiplication operator Φ ∈
B(H(k, E),H(k,D)) one has Φ∗(kλx) = kλφ(λ)∗x for all x ∈ D, λ ∈ Bd.
Thus we have ‖φ(λ)‖D ≤ ‖Φ‖ for all λ ∈ Bd and it follows from stan-
dard arguments that for a.e. z ∈ ∂Bd, φ(λ) converges in the strong
operator topology to an operator φ(z) as λ approaches z nontangen-
tially (for the scalar case see [13], then see [12], pages 81-84 on how to
get the operator-valued version). Similarly, by applying this reasoning
to φ(λ)∗ one sees that also φ(λ)∗ → φ(z)∗ (SOT) for a.e. z ∈ ∂Bd as
λ approaches z nontangentially. Actually, the limits exist a.e. if the
approach is from within certain nonisotropic approach regions which
for d > 1 are larger than the standard nontangential approach regions
(see Section 2 for definitions).
A multiplication operator Φ is called inner if it is a partial isometry as
an operator H(k, E) −→ H(k,D). Since partial isometries have closed
range it is clear that every inner multiplier defines a multiplier invariant
subspace M = ΦH(k, E) ⊆ H(k,D). Again, it is a a remarkable fact
that the converse to this theorem is true if k is a complete NP kernel.
Theorem 1.3. Let k be a complete NP kernel, let D be a separable
Hilbert space, and let M⊆ H(k,D) be a multiplier invariant subspace.
Then there is an auxiliary Hilbert space E and an inner multiplication
operator Φ ∈ B(H(k, E),H(k,D)) such that M = ΦH(k, E) and PM =
ΦΦ∗.
Furthermore, if F is another Hilbert space and Ψ ∈ B(H(k,F),
H(k,D)) is another inner multiplication operator such that ΦH(k, E) =
ΨH(k,F), then there is a partial isometry V ∈ B(E ,F) such that
φ(λ) = ψ(λ)V for all λ ∈ Bd.
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This theorem is from [10], see [6] for the case of H2d . Theorem 1.3
implies Theorem 1.1. To see this we take D = C, fix an orthonormal
basis {en} of E and set ϕn(λ) = φ(λ)en for n ≥ 1 and λ ∈ Bd. With
this notation it is easy to verify that each ϕn ∈ M(k) ∩M and PM =
ΦΦ∗ =
∑
n≥1 MϕnM
∗
ϕn (SOT) .
We note that in the classical Beurling-Lax-Halmos theorem forH2(D)
one may take E = D, but for general complete NP kernels other than
the Szego¨ kernel that may not be possible if dimD < ∞. In fact, one
may have to take E to be infinite dimensional even if dimD < ∞.
This happens for example for the classical Dirichlet space. Since the
existence of these inner multiplication operators is important for our
paper, we give a brief outline of the proof of Theorem 1.3. The proof
will explain where the space E come from.
We already mentioned that the functions bn, n ≥ 1 in (1) are
multipliers and P0 =
∑
n≥1 MbnM
∗
bn
(SOT) is the projection onto
{f ∈ H(k) : f(0) = 0}. Similarly, if one thinks of the operators
Mbn as multipliers on H(k,D), then E0 =
∑
n≥1 MbnM
∗
bn
(SOT) is
the projection onto {f ∈ H(k,D) : f(0) = 0}, and it is easy to
see that Q(A) =
∑
n≥1 MbnM
∗
bn
defines a completely positive map
B(H(k,D)) −→ B(H(k,D)). Now if M ⊆ H(k,D) is an multiplier
invariant subspace, then one computes
PM −Q(PM) = PM(I − E0)PM + PMQ(I − PM)PM ≥ 0.
We set S = (PM − Q(PM))1/2, E = (kerS)⊥ ⊆ H(k,D), and for λ ∈
Bd, x ∈ D,
φ(λ)∗x = S(kλx).
With these definitions one verifies that φ is an operator valued multi-
plier and that the associated multiplication operator Φ satisfies ΦΦ∗ =
PM.
The vector analogue of Theorem 1.2 is that under certain circum-
stances the analytic functions associated with inner multiplication op-
erators deserve to be called inner functions. In fact, we shall prove the
following theorem.
Theorem 1.4. Let k be a complete NP kernel on Bd and assume that
there is a set P ⊆ H(k)∩C(Bd) which is dense in H(k) and such that
for all p ∈ P and z ∈ ∂Bd, limλ→z ‖pkλ‖‖kλ‖ = |p(z)|.
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Let E and D be separable Hilbert spaces, and let Φ ∈ B(H(k, E),
H(k,D)) be an inner multiplication operator with associated operator-
valued multiplier φ : Bd −→ B(E ,D).
Then for a.e. z ∈ Bd, φ(z) is a partial isometry with
m = rankφ(z) = sup{rankφ(λ) : λ ∈ Bd} = sup{dimEλM : λ ∈ Bd},
(4)
where M = ΦH(k, E) and Eλ denotes the point evaluation map Eλ :
H(k,D) −→ D, Eλf = f(λ), f ∈ H(k,D). In particular, m ≤ dimD.
We shall prove this as Theorem 3.2. Of course, as was the case
with Theorem 1.2, this theorem applies to the spaces Dα, 0 ≤ α ≤ 1,
and H2d . In the classical Beurling-Lax-Halmos theorem for H
2(D) it is
also true that the initial space of φ(z) is a.e. equal to one fixed space
K ⊆ E = D. In the general situation of invariant subspaces M of
H2d(D), d > 1, the initial space of φ(z) may vary with z ∈ ∂Bd.
Section 5 contains our results on the curvature invariant of contrac-
tive Hilbert modules.
2. Some preliminaries
Let k be an analytic reproducing kernel onBd with associated Hilbert
space H(k). We will also assume that k0(λ) = 1 for all λ ∈ Bd, but we
will not necessarily assume that k is a complete NP kernel.
Let M be multiplier invariant subspace of H(k). If M contains a
function that does not vanish at 0, then the function ϕM =
PM1√
PM1(0)
has norm 1 and solves the extremal problem
sup{Re f(0) : f ∈M, ‖f‖ = 1}.(5)
In fact, if f ∈ M, then one calculates that 〈f, ϕM〉 = f(0)ϕM(0) , and so
‖f‖ ≥
∣∣∣ f(0)ϕM(0)
∣∣∣, which implies the extremal property of ϕM.
Lemma 2.1. Let k be a complete NP kernel, let M ⊆ H(k) be a
multiplier invariant subspace. Then PM1 ∈ M(k) and |(PM1)(0)|‖f‖2
for all f ∈ H(k).
This is proved in [10], and it follows immediately from Theorem 1.1
or Theorem 1.3. In fact, let Φ be the inner multiplication operator
associated with M as in (3), let φ be the associated operator-valued
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multiplier, take D = C, and set ϕn(λ) = 〈φ(λ), en〉, where {en} is some
orthonormal basis for the auxiliary space E .
Then for all λ ∈ Bd we have (PM1)(λ) =
∑
n≥1 ϕn(λ)ϕn(0). It
follows that for f ∈ H(k),
‖(PM1)f‖2 = ‖
∑
n≥1
ϕnϕn(0)f‖2 ≤ ‖Φ‖2
∑
n≥1
‖ϕn(0)f‖2
≤
∑
n≥1
|ϕn(0)|2‖f‖2 = |PM1)(0)|‖f‖2.
For λ ∈ Bd we define Mλ = {f ∈ H(k) : f(λ) = 0}. Then each M
is a multiplier invariant subspace of H(k) with Mλ = {kλ}⊥. Thus,
for λ 6= 0, one obtains
ϕλ(z) = ϕMλ(z) =
1− kλ(z)/kλ(λ)√
1− 1/kλ(λ)
.(6)
We shall refer to ϕλ as the one point extremal function. Note that (5)
implies that if k is a complete NP kernel, then all one point extremal
functions ϕλ, λ 6= 0 contractive multipliers.
Lemma 2.2. Let k be such that for each λ ∈ Bd\{0} the one point
extremal function ϕλ is a contractive multiplier on H(k), let D be a
separable Hilbert space, and let f ∈ H(k,D).
Then
1. for each λ ∈ Bd, kλ ∈M(k) and ‖kλ‖M ≤ 2kλ(λ),
2. for each λ ∈ Bd, ‖f(λ)‖2D ≤
‖kλf‖2
‖kλ‖2 ≤ 2Re 〈f, kλf〉 − ‖f‖
2,
3. the function F : Bd −→ C, F (λ) = 〈f, kλf〉 is analytic on Bd.
Proof. For λ = 0, (1) and (2) are clear since k0 ≡ 1. For λ 6= 0,
(1) follows from (6) since ϕλ ∈ M(k) and ‖ϕλ‖ ≤ 1. Furthermore,
the hypothesis also implies that ‖f‖2 − ‖ϕλf‖2 ≥ 0. After a short
calculation this leads to the right inequality of (2). To see the left
inequality in (2), note that kλf(λ) : z 7→ kλ(z)f(λ) defines a function
in H(k,D) which is orthogonal to (kλf) − kλf(λ). Hence ‖kλf‖2 =
‖kλf − kλf(λ)‖2 ≥ ‖kλ‖2‖f(λ)‖2D.
We now prove (3). If f ∈ H(k,D), ϕ ∈ M(k), and x ∈ D, then
〈f, kλϕx〉 =
〈
(M∗ϕf)(λ), x
〉
D
is an analytic function in λ ∈ Bd. Hence
if L ⊆ H(k,D) is the set of finite linear combinations of elements of
the form ϕx, ϕ ∈ M(k), x ∈ D, then for each f ∈ H(k,D) and g ∈ L
the function λ 7→ 〈f, kλg〉 is analytic in Bd. Finite linear combinations
of the functions kλ are dense in H(k), hence it follows from (1) that
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M(k) is dense in H(k), and so L is dense in H(k,D). The unit ball
in H(k) is a normal family, thus the uniform boundedness principle
implies that for each compact subset K ⊆ Bd there is CK such that
kλ(λ) = ‖kλ‖2 ≤ CK . This implies that for each compact set K ⊆ Bd,
λ ∈ K, f ∈ H(k,D), and g ∈ L, we have by (1)
|〈f, kλf〉 − 〈f, kλg〉| ≤ ‖f‖‖kλ‖M‖f − g‖ ≤ 2CK‖f‖‖f − g‖,
i.e. for each f ∈ H(k,D), F (λ) = 〈f, kλf〉 is analytic as it is a local
uniform limit of analytic functions. This concludes the proof of the
lemma.
This lemma has a number of repercussions for the regularity of the
functions in H(k).
Proposition 2.3. Let k be such that for each λ ∈ Bd\{0} the one
point extremal function ϕλ is a contractive multiplier on H(k). Then
H(k) is contractively contained in H2(∂Bd). In fact, for every z ∈ ∂Bd,
the slice function fz, fz(ζ) = f(ζz), ζ ∈ D, is in H2(D), and satisfies
‖fz‖H2 ≤ ‖f‖.
Proof. We use the scalar version of Lemma 2.2 (1). Hence for each
f ∈ H(k) and λ ∈ Bd we have |f(λ)|2 ≤ u(λ) = 2Re 〈f, kλf〉 − ‖f‖2.
As before, let σ denote the rotationally invariant probability measure
on ∂Bd. We fix 0 < r < 1 and integrate over ∂Bd and obtain
∫
∂Bd
|f(rz)|2dσ(z) ≤
∫
∂Bd
u(rz)dσ(z) = u(0) = ‖f‖2,
since the integrand on the right is the real part of an analytic function.
We now take the supremum over 0 < r < 1 and obtain ‖f‖H2(∂Bd) ≤
‖f‖ for all f ∈ H(k).
Furthermore, if z ∈ ∂Bd, then uz(ζ) = u(ζz), ζ ∈ D, defines a
positive harmonic function in the unit disc D ⊆ C. Thus |fz(ζ)|2 =
|f(ζz)|2 ≤ uz(ζ), hence ‖fz‖2H2 ≤ uz(0) = ‖f‖2.
Functions in H2(∂Bd) have a.e. limits from within certain approach
regions that contain the standard nontangential approach regions (see
[12]). For α > 1 and z ∈ ∂Bd, define Ωα(z) to be the set of all
λ ∈ Bd such that |1 − 〈λ, z〉d | <
α
2
(1 − |λ|2). We say that a function
f : Bd −→ C has a K-limit A at z ∈ ∂Bd, (K − lim f)(z) = A, if for
every α > 1 and for every sequence {λn} ⊆ Ωα(z) that converges to z,
we have f(λn)→ A as n→∞.
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Let k be a reproducing kernel as in Proposition 2.3. It is well-known
that every function in H2(∂Bd) has finite K-limits at a.e. every point
z ∈ ∂Bd ([13]), hence the same is true for every f ∈ H(k). Furthermore,
if D is a separable Hilbert space, and f ∈ H(k,D), then the arguments
given in [12] on page 84 show that for a.e. z ∈ ∂Bd there is an f(z) ∈ D
such that f(z) is the K-norm-limit of f(λ) at z.
Proposition 2.4. Let k be such that for each λ ∈ Bd\{0} the one
point extremal function ϕλ is a contractive multiplier on H(k), and
assume that there is a set P ⊆ H(k) ∩ C(Bd) which is dense in H(k)
and such that for all p ∈ P and z ∈ ∂Bd, limλ→z ‖pkλ‖‖kλ‖ = |p(z)|. Let
D be a separable Hilbert space. Then for every f ∈ H(k,D) we have
K − lim ‖fkλ‖‖kλ‖ = ‖f(z)‖D for a.e.z ∈ ∂Bd.
Proof. Because of the hypothesis and Lemma 2.2, we can use standard
techniques. We briefly outline the details of the proof.
If f ∈ H(k,D), α > 1, we define the maximal function
Mαf(z) = sup{‖fkλ‖‖kλ‖ : λ ∈ Ωα(z)}.
The right hand side in Lemma 2.2 (2) is positive and the real part
of an analytic function (i.e. it is pluriharmonic), hence it can be rep-
resented as the invariant Poisson integral of a positive measure µ on
∂Bd, Pµ(λ) = 2Re 〈f, kλf〉 − ‖f‖2 (see [13]). Furthermore, we note
that ‖µ‖ = Pµ(0) = ‖f‖2, and that for all α > 1, the Ωα-maximal
function of Pµ satisfies a weak-type estimate with constant Cα (see
[13]). Hence by Lemma 2.2 (2) we obtain for all α > 1, ǫ > 0, and
f ∈ H(k,D) the weak-type estimate
σ({z ∈ ∂Bd :Mαf(z) > ǫ}) ≤ Cα‖f‖
2
ǫ2
.
Next, let P ′ ⊆ H(k,D) be the set of all finite linear combinations
of the form px, where p ∈ P ⊆ H(k) and x ∈ D. Then P ′ is dense
in H(k,D). We shall first show that limλ→z ‖(p− p(λ))kλ‖‖kλ‖ = 0 for all
p ∈ P ′ and z ∈ ∂Bd.
Let z ∈ ∂Bd, and note that if q ∈ P, then
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‖(q − q(λ))kλ‖2
‖kλ‖2 =
‖qkλ‖2
‖kλ‖2 − |q(λ)|
2 → 0 as λ→ z,
because q ∈ P and q is continuous at z. Now let p =∑ni=1 pixi, where
pi ∈ P and xi ∈ D, then
‖(p− p(λ))kλ‖
‖kλ‖ ≤
n∑
i=1
‖xi‖D ‖(pi − pi(λ))kλ‖‖kλ‖ → 0 as λ→ z.
Finally, let f ∈ H(k,D). Then f has K-limit f(z) at a.e. z ∈ ∂Bd
and
‖(f − f(λ))kλ‖2
‖kλ‖2 equals 0 at σ a.e. z ∈ ∂Bd. Using Lemma 2.2 (2),
we see that for every p ∈ P ′ we have for all λ ∈ Bd,
‖(f − f(λ))kλ‖
‖kλ‖ ≤
‖(f − p)kλ‖
‖kλ‖ +
‖(p− p(λ))kλ‖
‖kλ‖ + ‖p(λ)− f(λ)‖D
≤ 2‖(f − p)kλ‖‖kλ‖ +
‖(p− p(λ))kλ‖
‖kλ‖ .
Hence for z ∈ ∂Bd, we obtain for every α > 1,
lim sup
λ→z
λ ∈ Ωα
‖(f − f(λ))kλ‖
‖kλ‖ ≤ 2Mα(f − p)(z),
and so the weak-type estimate implies that for every ǫ > 0, we have
for every p ∈ P ′,
σ({z ∈ ∂Bd : lim sup
λ→z
λ∈Ωα
> ǫ}) ≤ 4Cα‖f − p‖
2
ǫ2
.
Since P ′ is dense in H(k,D) the result follows.
3. Inner multiplication operators and inner multipliers.
As in Section 2, in this section k will denote an analytic reproducing
kernel on Bd with k0 ≡ 1.
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Lemma 3.1. Let D, E be separable Hilbert spaces, and let Φ ∈ B(H(k, E),
H(k,D)) be a multiplication operator with associated operator-valued
multiplier φ, φ(λ) ∈ B(E ,D), λ ∈ Bd. For λ ∈ Bd let rankφ(λ) =
dim ranφ(λ), and set
m = sup{rankφ(λ) : λ ∈ Bd}.
Then rankφ(λ) = m on Bd\E, where E is at most a countable
union of zero varieties of nonzero bounded analytic functions in Bd
and rankφ(z) = m for σ a.e. z ∈ ∂Bd.
Proof. First note that if Tn, T ∈ B(E ,D) such that Tn → T (SOT) ,
then rankT ≤ lim inf rankTn. In fact, for the proof we may assume
that rankTn = r < ∞ for all n. Suppose rankT > r. Then let
{Tfj}r+1j=1 be an orthonormal set in the range of T, fj ∈ D. Then
dn = det(〈Tnfj , T fk〉D) = 0 for each n since rankTn = r < r + 1. But
this leads to a contradiction since dn → det(〈Tfj , T fk〉D) = 1. Thus,
at each point z ∈ ∂Bd where the K-limit of φ(λ) exists in the strong
operator topology, we have rankφ(z) ≤ m.
Now assume that 1 ≤ m < ∞. Then there is a λ0 ∈ Bd such that
rankφ(λ0) = m. Let {en}mn≥1 be an orthonormal basis for kerφ(λ0)⊥ ⊆
E , and let {dk}mk≥1 be an orthonormal basis for ranφ(λ0) ⊆ D.
We define D(λ) = det [(〈φ(λ)en, dk〉D)1≤n,k≤m]. Then D is a bounded
analytic function in Bd with D(λ0) 6= 0. It is clear that m ≤ rankφ(λ)
whenever D(λ) 6= 0, λ ∈ Bd, but since m was the supremum of
rankφ(λ) for λ ∈ Bd we actually get m = rankφ(λ) whenever D(λ) 6=
0, λ ∈ Bd.
Furthermore, since the determinant is a polynomial in its entries it
is clear that the K-limit of D(λ) exists, is nonzero at a.e. z ∈ ∂Bd,
and equals D(z) = det [(〈φ(z)en, dk〉D)1≤n,k≤m]. Hence rankφ(z) ≥ m
for σ a.e. z ∈ ∂Bd. We already explained the other inequality, thus
this proves the lemma when m <∞.
If m = ∞, then for any integer s > 0 we can find λs such that
rankφ(λs) ≥ s. Thus, as above, we obtain a bounded analytic function
Ds(λ) with Ds(λs) 6= 0. The boundary value function of Ds is not
identically zero, hence rankφ(z) ≥ s for a.e. z ∈ ∂Bd. This implies that
rankφ(z) = ∞ for a.e. z ∈ ∂Bd. It also follows that rankφ(λ) = ∞
for all λ ∈ Bd, λ /∈
⋂∞
k=1
⋃∞
s=k Z(Ds).
For λ ∈ Bd, let Eλ : H(k,D) −→ D, Eλf = f(λ), let Φ ∈ B(H(k, E)
H(k,D)) be an inner multiplication operator with associated operator-
valued multiplier φ, and let M = ΦH(k, E). Then for all λ ∈ Bd,
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ranφ(λ) = {φ(λ)y : y ∈ E} = {φ(λ)f(λ) : f ∈ H(k, E)} = {Eλ(Φf) :
f ∈ H(k, E)} = EλM.
Theorem 3.2. Let k be such that for each λ ∈ Bd\{0} the one point
extremal function ϕλ is a contractive multiplier on H(k) and assume
that there is a set P ⊆ H(k)∩C(Bd) which is dense in H(k) and such
that for all p ∈ P and z ∈ Bd, limλ→z ‖pkλ‖‖kλ‖ = |p(z)|.
Let E and D be separable Hilbert spaces, and let Φ ∈ B(H(k, E),
H(k,D)) be an inner multiplication operator with associated operator-
valued mulitplier φ, and let m = sup{rankφ(λ) : λ ∈ Bd} = sup
{dimEλM : λ ∈ Bd}.
Then for σ a.e. z ∈ ∂Bd, φ(z) is a partial isometry with rankφ(z) =
m.
Proof. The statment about the rank follows from Lemma 3.1. Let z ∈
∂Bd be such that the K-limit of φ(λ) exists at z in the strong operator
topology. We have to show that φ(z)∗ is an isometry on ranφ(z). Since
‖φ(z)∗‖ ≤ 1 it suffices to show that ‖φ(z)∗φ(z)y‖D ≥ ‖φ(z)y‖D for all
y ∈ E with φ(z)y 6= 0.
Let M = ranΦ ⊆ H(k,D), then PM = ΦΦ∗ and M is a multiplier
invariant subspace. Note that for λ ∈ Bd and x ∈ D we have
‖PMkλx‖ = sup{| 〈f(λ), x〉D | : f ∈M, ‖f‖ ≤ 1},(7)
because for f ∈ M, | 〈f(λ), x〉D | = | 〈f, kλx〉 | = | 〈f, PMkλx〉 | ≤
‖f‖‖PMkλx‖ with equality if f = PMkλx.
Hence if f ∈M is nonzero, if λ ∈ Bd, then kλf ∈M and for x ∈ D
‖φ(λ)∗x‖D = ‖kλφ(λ)
∗x‖
‖kλ‖ =
‖Φ∗(kλx)‖
‖kλ‖ =
PM(kλx)‖
‖kλ‖
≥ | 〈(kλf)(λ), x〉D |‖kλ‖ ‖kλf‖ =
| 〈f(λ), x〉D |
‖kλf‖/‖kλ‖ .
Now let y ∈ E with φ(z)y 6= 0. Then f = Φy, f(λ) = φ(λ)y, is a
nonzero function in M with K-limit f(z) = φ(z)y as λ → z. Hence
Proposition 2.4 and the above imply ‖φ(z)∗x‖D ≥ | 〈φ(z)y, x〉D |‖φ(z)y‖ . This
concludes the proof since we may take x = φ(z)y.
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4. U-invariant complete NP kernels.
In this section we shall verify that the hypothesis of Theorem 3.2 is
satisfied for many complete NP kernels that are invariant under unitary
maps. If k is an analytic reproducing kernel on Bd that is invariant
under every unitary map U : Cd −→ Cd, i.e. kUλ(Uz) = kλ(z) for all
λ, z ∈ Bd, then one can show that kλ(z) = f(〈λ, z〉d) for some function
k of type f(x) =
∑∞
n=0 anx
n, an ≥ 0. Such a kernel will be a complete
NP kernel if and only if there exists a sequence {bn}n, bn ≥ 0 such that
f(x) =
1
1−∑∞n=1 bnxn . Note that a1 = b1. Finite linear combinations
of the kernels kλ, λ ∈ Bd, are dense in H(k) and the evaluations of par-
tial derivatives of 0 are continuous linear functionals, hence if a1 = 0, it
would follow that the coordinate functions zi(λ) = λi, i = 1, . . . , d are
not in H(k). On the other hand, if a1 = b1 6= 0, then each zi ∈ M(k).
This follows because we have 1 − 1
kλ(w)
= b1
d∑
i=1
wiλi+ higher order
terms. Thus
∑d
i=1 MziM
∗
zi
≤ (1/b1)I because, as we already men-
tioned, each of the functions bn in the representation (1) is a multiplier
with
∑
n≥1 MbnM
∗
bn
= P0 ≤ I. It follows from this, or it is easy to see
anyway, that the hypothesis b1 6= 0 implies that an > 0 for all n.
Thus in this section we will assume that
kλ(z) =
∞∑
n=0
an(〈z, λ〉d)n =
1
1−∑∞n=1 bn(〈z, λ〉d)n(8)
where an, bn ≥ 0, a0 = 1, and a1 = b1 > 0. In particular, k is a
complete NP kernel, and the space H(k) contains the polynomials.
At this point we should mention that if only the sequence {an} is
given, then it may be difficult to determine whether k is a complete NP
kernel, i.e. for which {an} it follows that a sequence {bn} can be found
such that bn ≥ 0 for each n and such that (8) holds. However, it was
pointed out in [15] that if an+1/an increases to 1, then the existence of
nonnegative {bn} follows by a theorem of Hardy, [8]. On the other hand,
if the sequence {bn} is given, bn ≥ 0, one always obtains a complete
NP kernel.
In order to compute the norm of polynomials we need to recall mul-
tiindex notation. Let k = (k1, k2, . . . , kd) be a multiindex of nonneg-
ative integers, then |k| = k1 + k2 + · · · + kd, k! = k1!k2! · · ·kd!, and
for λ = (λ1, λ2, . . . , λd) ∈ Cd, λk = λk1λk2 · · ·λkd, and the multinomial
formula implies that for z, λ ∈ Bd and n ≥ 0
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〈z, λ〉nd =
∑
|k|=n
|k|!
k!
zkλ
k
.
Thus kλ(z) =
∑
k a|k|
|k|!
k!
zkwk, where the sum is taken over all mul-
tiindices k with entries in the nonnegative integers. Since kλ(z) =
〈kλ, kz〉 it follows that monomials in H(k) are mutually orthogonal and
‖zk‖2 = k!
a|k||k|! .
If fn(z) =
∑
|k|=n ckz
k is a homogeneous polynomial of degree n,
then ‖fn‖2 = 1
an
∑
|k|=n
k!
|k|! |ck|
2, and it follows that an analytic function
f on Bd with homogeneous expansion f(z) =
∑∞
n=0 fn(z) is in H(k) if
and only if ‖f‖2 = ∑∞n=0 ‖fn‖2 < ∞, and the polynomials are dense
in H(k).
We need a few technical lemmas.
Lemma 4.1. Let D be a separable Hilbert space, and for n ∈ N let
Fn(e
it) =
1
n
sin2((n+ 1)t/2)
sin2(t/2)
be the Fejer kernel.
If ϕ ∈M(k), n ∈ N, and pn(z) =
∫ 2pi
0
ϕ(eitz)Fn(e
it) dt, then Mpn →
Mϕ (WOT) in H(k) or H(k,D).
In particular, if a subspaceM is Mzi invariant for each i = 1, . . . , d,
then it is multiplier invariant.
Proof. For t ∈ R, f ∈ H(k,D) let ft(z) = f(eitz). One checks that
ft ∈ H(k,D), ‖ft‖ = ‖f‖, and ft → ft0 in norm as t → t0. Hence if
ϕ ∈ M(k), then ϕf = (ϕf−t)t, hence ϕt ∈ M(k) with ‖ϕt‖M = ‖ϕ‖M ,
and ϕtf → ϕt0f in norm as t→ t0. Hence for each n ∈ N the integral
pnf =
∫ 2pi
0
ϕtfFn(e
it) dt converges in the norm of H(k,D), and we have
‖pnf‖ ≤ ‖ϕ‖M‖f‖.
The lemma follows from this and the fact that pn(λ)→ ϕ(λ) for each
λ ∈ Bd.
Lemma 4.2. Suppose k satisfies (8). Let p be a homogeneous polyno-
mial of degree n. Then
d∑
i=1
‖zip‖2 − ‖p‖2 =
(
an
an+1
n + d
n + 1
− 1
)
‖p‖2.(9)
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Hence, if an/an+1 → 1 as n→∞, then
∑d
i=1 M
∗
zi
Mzi − I is a compact
operator on H(k).
Proof. For 1 ≤ i ≤ d and any multiindex k = (k1, . . . , kd), we obtain
‖zizk‖2 =
a|k|
a|k|+1
ki + 1
|k|+ 1‖z
k‖2. Thus, if p is a homogeneous polynomial
of degree n ≥ 0, then ∑di=1 ‖zip‖2 = anan+1
n+ d
n+ 1
‖p‖2.
Theorem 4.3. Let E and D be separable Hilbert spaces, and let k be
a complete NP kernel that satisfies the hypothesis (8), kλ(λ) → ∞ as
|λ| → 1, and limn→∞ an/an+1 = 1.
If Φ ∈ B(H(k, E),H(k,D)) is an inner multiplication operator with
associated operator-valued multiplier φ, and m = sup{rankφ(λ) : λ ∈
Bd}, then for σ a.e. z ∈ Bd, φ(z) is a partial isometry with rankφ(z) =
m.
Furthermore, Theorem 1.3 applies to every subspace M ⊆ H(k,D)
that is invariant for everyMzi , i = 1, . . . , d. In this case, m = sup{dim
EλM : λ ∈ Bd}.
Proof. The statement of the last paragraph follows from Lemma 4.1
and Theorem 3.2. We shall show that limλ→w
‖pkλ‖
‖kλ‖ = |p(w)| for
every w ∈ ∂Bd and every polynomial p.
If p is a polynomial and w ∈ ∂Bd, then there are polynomials qi, i =
1, . . . , d such that p(z)− p(w) =∑di=1 (zi−wi)qi(z). Then for λ ∈ Bd,
‖(p− p(w))kλ‖
‖kλ‖ ≤
d∑
i=1
‖qi‖M ‖(zi − wi)kλ‖‖kλ‖ ≤ C
[
d∑
i=1
‖(zi − wi)kλ‖2
‖kλ‖2
]1/2
= C
[
d∑
i=1
zikλ‖2
‖kλ‖2 − 2Reλiwi + |wi|
2
]1/2
= C
[
d∑
i=1
‖zi kλ‖kλ‖‖
2 − 2Re 〈λ, w〉+ 1
]1/2
.
Now the hypothesis kλ(λ) → ∞ and the density of the polynomials
implies that kλ/‖kλ‖ → 0 weakly as |λ| → 1, and by Lemma 4.2 we
have that
∑d
i=1 M
∗
zi
Mzi − I is compact, so
∑d
i=1 ‖zi(kλ/‖kλ‖)‖2 → 1
as |λ| → 1. Hence ‖(p− p(w))kλ‖‖kλ‖ → 0 as λ→ w.
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Example 4.4. Let an = (n + 1)
−α, α ≥ 0. Then the corresponding
kernel k is a complete NP kernel. This follows from the theorem of
Hardy that we already mentioned after (8). For d = 1 the spaces
H(k) = Dα are weighted Dirichlet spaces with D = D1 being the
classical Dirichlet space. We note that for 0 ≤ α ≤ 1 the coefficients an
satisfy the hypothesis of the theorem. However, if α > 1, then kλ(λ)
stays bounded as |λ| → 1.
We shall show now that the conclusion of Theorem 4.3 does not hold
in these cases.
Assume that kλ(z) is a reproducing kernel of the type considered in
(8) and kλ(λ) stays bounded as |λ| → 1. The
∑∞
n=0 an < ∞. Thus
the power series for kλ(z) =
∑∞
n=0 an 〈z, λ〉n converges absolutely and
uniformly on Bd × Bd, and for λ ∈ Bd, kλ ∈ H(k). It follows that all
functions in H(k) extend to be continuous on Bd, where f(λ) = 〈f, kλ〉
for all f ∈ H(k), λ ∈ Bd. Let z ∈ ∂Bd and M = {f ∈ H(k) : f(z) =
0} = {kz}⊥. Clearly this is an invariant subspace.
Let {ϕn} be the sequence that is associated with M according to
Theorem 1. Then for λ ∈ Bd,
∑
n≥1 |ϕn(λ)|2 =
‖PMkλ‖2
‖kλ‖2 = 1 −
|kλ(z)|2
kλ(λ) kz(z)
. This is a continuous function on Bd, which is zero at
λ = z. Thus its boundary values cannot be zero a.e. [σ].
Conjecture 4.5. If {an} and {bn} are related to one another as in
(8), and if
∑∞
n=1 bn = 1, then limn→∞ an/an+1 = 1.
Note that for kernels considered in (8) the condition kλ(λ) → ∞
as |λ| → 1 is equivalent to ∑∞n=1 = 1. Thus, if the conjecture were
true, then the hypothesis limn→∞ an/an+1 = 1 in Theorem 4.3 would
be automatically satisfied, and it could be dropped from the statement
of the theorem. In support of Conjecture 4.5 we prove the following
proposition.
Proposition 4.6. Suppose
∑∞
n=1 bn = 1, and either
∑∞
n=1 nbn < ∞
or {an} is eventually nonincreasing. Then an/an+1 → 1 as n→∞.
Proof. Suppose first that
∑∞
n=1 bn = 1 and c =
∑∞
n=1 nbn < ∞. For
z ∈ D let g(z) = 1−
∑∞
n=1 bnz
n
1− z =
∞∑
n=1
bn
1− zn
1− z =
∞∑
n=1
bn
n−1∑
j=0
zj .
Then |g(z)| ≤ c, and, in fact, g has a Taylor series that converges
absolutely and uniformly in D. Note that g(1) = c > 0 and Re (1 −
z)g(z) = 1−∑∞n=1 bnRe zn ≥ b1(1−Re z), so g(z) 6= 0 in D. It follows
fromWiener’s Lemma (see [14], Theorem 11.6) that the function h(z) =
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1
g(z)
− 1
c
has a Taylor series h(z) =
∑∞
k=0 hˆ(k)z
k with
∑∞
k=0 |hˆ(k)| <
∞, and ∑∞k=0 hˆ(k) = h(1) = 0.
We have h(z)+1/c =
1
g(z)
= (1−z)
∞∑
n=0
anz
n = 1+
∞∑
n=1
(an−an−1)zn.
We compare coefficients and evaluate at z = 1 to obtain 1/c = 1 +∑∞
n=1 (an − an−1) = limn→∞ an, hence an/an+1 → 1 as n→∞.
Now suppose that
∑∞
n=1 bn = 1 and that an ≥ an+1 for all n ≥ N .
The since
∑∞
n=0 anz
n =
1
1−∑∞n=1 bnzn we may multiply through and
compare coefficients. We obtain an+1 =
∑n+1
k=1 bkan+1−k. Thus for
n ≥ N we have 1 ≥ an+1/an =
∑n+1
k=1 bkan+1−k/an ≥
∑n−N
k=1 bk → 1 as
n→∞.
5. An application to contractive Hilbert modules
In [6] Arveson defines a contractive Hilbert module to be a Hilbert
space H which is also a module over A = C[z1, . . . , zd], the algebra of
complex polynomials in d variables, and has the property that
‖z1ξ1 + · · ·+ zdξd‖2 ≤ ‖ξ1‖2 + · · ·+ ‖ξd‖2 for all ξ1, . . . , ξd ∈ H.
(10)
Hence the actions of z1, . . . , zd define bounded linear operators on
H which we denote by T1, . . . , Td, respectively. From the definition of a
contractive Hilbert module and (10) the d-tuple of operators (T1, . . . , Td)
satisfies the properties
∞∑
i=1
TiT
∗
i ≤ 1H and TiTj = TjTi for all 1 ≤ i, j ≤ d.
Such d-tuples have been called d-contractions or row contractions. As-
sociated with any Hilbert module H there is a completely positive map
Ψ : B(H) −→ B(H) defined by Ψ(X) = ∑di=1 TiXT ∗i , X ∈ B(H).
A Hilbert module is said to be pure if limn→∞ Ψ
n(1H) = 0 (SOT) .
The rank of H is defined as the rank of the defect operator ∆ =
(1H −Ψ(1H))1/2.
Of course, the spaces of the form H = H2d(D) come with a natu-
ral Hilbert module structure: If ξ = f ∈ H2d(D), then ziξ = Mzif, i =
1, . . . , d. One verifies thatH2d(D) is contractive, pure, and rankH2d(D) =
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dimD. These modules serve a universal role in the categroy of pure
contractive Hilbert modules. The following theorem makes this precise.
Theorem 5.1. Let H be a pure contractive Hilbert module and let D be
a Hilbert space with dimD = rankH. Then there exists a coisometric
module homomorphism U : H2d(D) −→ H that is minimal in the sense
that U∗H generates H2d(D) as a Hilbert module. Furthermore, if U ′ :
H2d(D′) −→ H is another such map, then there exists a unitary operator
V : D −→ D′ such that U = U ′V˜ , where V˜ (fx) = fV x for all f ∈
H2d , x ∈ D.
Theorem 5.1 is a well-known result in dilation theory. For example, it
can easily be derived from the results in [3], or, for a precise statement
in the language of Hilbert modules, see [4]. In fact, if k is a complete
NP kernel, then one can define a category of Hilbert modules where
the spaces of the type H(k,D) play the role of the universal object. In
this case one uses the functions {bn} of (1) to define the completely
positive map Ψ, and an analogue of the above theorem holds (see [3]).
Thus, any pure contractive Hilbert module H can be associated with
a submoduleM = kerU of H2d(D). It follows from Lemma 4.1 thatM
is a multiplier invariant subspace of H2d(D), so by Theorem 1.3 there
exists an auxiliary Hilbert space E and an inner multiplication operator
Φ ∈ B(H2d(E), H2d(D)) with associated operator vauled multiplier φ ∈
B(E ,D) such that M = ΦH2d(E).
The curvature invariant of a finite rank Hilbert module H was in-
troduced in [6]. To review the definition we need to fix some more
notation. If T1, . . . , Td are the operators associated with H, then for
λ ∈ Bd we set T (λ) = λ1T1 + · · ·λdTd. Since H has finite rank the
space ∆H is finite dimensional. We define a B(∆H)-valued function
on Bd by
F (λ) = (1− |λ|2)∆(1H − T (λ)∗)−1(1H − T (λ))−1∆.
It can be shown that F (λ) is unitarily equivalent to 1D− φ(λ)φ(λ)∗,
where φ is the operator valued multiplier as in the previous paragraph
(see [6]). Thus, the radial limit (or even K-limit) of F exists in the
strong operator topology for a.e. z ∈ ∂Bd. The curvature invariant of
H is defined as
K(H) =
∫
∂Bd
traceF (z) dσ(z).
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It is clear that 0 ≤ K(H) ≤ rankH, and it follows that K(H) =∫
∂Bd
trace (1D − φ(z)φ(z)∗) dσ(z). The following theomem resolves
Problem 1 of [5].
Theorem 5.2. IfH is a contractive, pure Hilbert module of finite rank,
then K(H) is an integer.
In particular, if M is the multiplier invariant subspace associated
with H as above, then
K(H) = rankH− sup{dimEλM : λ ∈ Bd}
= inf{dimDλ ∩M⊥ : λ ∈ Bd},
where Dλ = kλD.
Proof. This follows immediately from Theorem 4.3. Recall that for
λ ∈ Bd, Eλ : H2d(D) −→ D denotes the point evaluation, Eλf = f(λ).
For a.e. z ∈ ∂Bd, F (z) = 1D − φ(z)φ(z)∗ is a projection of rank
rankH − sup{dimEλM : λ ∈ Bd} = inf{dim(EλM)⊥ : λ ∈ Bd} =
inf{dimDλ ∩ M⊥ : λ ∈ Bd}, since one easily sees that (EλM)⊥ =
Dλ ∩M⊥. Hence K(H) =
∫
∂Bd
traceF (z) dσ(z) = inf{dimDλ ∩M⊥ :
λ ∈ Bd}.
Example 5.3. Let H be a pure contractive Hilbert module of finite
rank, let U be as in Theorem 5.1, and, as above, set M = kerU .
1. If ϕ is a nonzero scalar multiplier of H2d such that ϕH = 0, then
K(H) = 0.
2. IfM is generated by a family of functions {fn}n≥1 such that there
is a nonempty open set Ω ⊆ Bd such that the dimension of the
linear span of {fn(λ)}n≥1 in D equals m for each λ ∈ Ω, then
K(H) = rankH−m.
Proof. 1. Let λ ∈ Bd such that ϕ(λ) 6= 0. According to Theorem 5.2
it suffices to show that Dλ ∩M⊥ = (0). Thus, let x ∈ D be such
that kλx ∈M⊥. Then for any y ∈ D, ϕy is a function inM since
ϕH = 0. Hence 0 = 〈ϕy, kλx〉 = ϕ(λ) 〈y, x〉D and it follows that
x = 0.
2. It follows from the hypothesis that dimEλM = m for each λ ∈ Ω.
Thus, it follows from Lemma 3.1 that sup{dimEλM : λ ∈ Bd} =
m, and the result follows from Theorem 5.2.
It is sometimes possible for K(H) to be defined and finite when
dim D = ∞. Thus, a more general resolution of Problem 1 in [5]
would follow from an answer to
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Question 5.4. Is dim(ranφ(z))⊥ almost everywhere equal to a con-
stant even if dimD =∞?
Note that Theorem 4.3 implies that dim ranφ(z) is a.e. equal to a
constant.
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