Artificial Neural Networks Training Characteristics.
The training phase of artificial neural networks (ANNs) is essential for these systems to be functional, because during this process the weighted parameters (known as "weights") which control the connections existing between the different layers of a multilayer perceptron (MLP) are modified. These weights are responsible of the different relative importance of every connection for the fed-forward signals of the network, 25 and their optimisation is essential in order to properly train the MLP and obtain the best estimation of the dependent variables (vide infra). 26 To do so, the training dataset is firstly fed-forward through the different layers of the network, and the response is calculated by the neurons (in the hidden and output layers). The mathematical calculations required to obtain a response are fulfilled by each neuron, and have two consecutive steps. The first one determines the sum of the products obtained by multiplying each value by its corresponding weight, and it is performed by an activation function (Equation (SI-1)). The acquired result is then introduced in a transfer function, which restricts the range of the output value of a specific neuron. One of the most commonly employed functions for this task is the sigmoid function (Equation (SI-2) ), which provides values between zero and one. It has been the one selected for the designed MLP.
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In the equations above, w jk symbolises the weight which represents the connection between layers j and k, y j is the fed-forward signal, and x k and f(x) are the activation and transfer function solutions respectively. 27 In order to begin the training phase of the MLP, the learning dataset (Table SI-1) was employed to initiate the weight optimisation, and the verification dataset (Table SI- (Table SI-1), which has not been used during the learning process, but must be always contained in the range of the training dataset. Once it finishes, a verification prediction error is obtained, and the epoch ends.
Additional training cycles occur until this verification prediction error (mean prediction error, MPE, Equation (SI-4)) starts to rise. This is the moment when the weights can be thought of as optimised.
(SI-3) (SI-4)
In Equations (SI-3) and (SI-4), N represents the number of neurons in the output layer, r is the real already known value, and f(x) stands for the solution provided by the transfer function for the output value of a given neuron, n represents the number of data from the verification database and r n and y n , the real and estimated output values respectively.
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The Bayesian Regulation training function (trainBR) was selected as the training function because of the acceptable estimative results it offers when working with relatively small databases. 28, 29 Besides training the network, the optimisation process of the MLP involves the modification of a series of parameters, which were optimised following an exhaustive experimental design (vide infra). They are the hidden neuron number (HNN), and other neural network parameters like the learning coefficient (Lc), the learning coefficient decrease (Lcd), and the learning coefficient increase (Lci). 28 The Lc is responsible of the modification degree of the weights during the learning process, while the Lcd and Lci control it.
Once the MLP was optimised, a validation process was performed following the K-fold
Cross Validation method, which is a computer intensive technique that employs all available data points as part of the training dataset as well as the verification dataset. Therefore, the algorithm procedure is repeated K times, leaving a fraction (1/K of the data points) for verification purposes in each iteration. Thus, although the computational performance may seem elevated due to the numerous iterations required, this protocol would permit to lower the variability of the estimated values, decreasing the statistical errors in the obtained results. In addition, employing of the K-fold cross validation method would allow proving the usefulness of the designed model for the entire range of the studied dataset. 30 This test or simulation allows defining the level of generalisation the network is able to provide. The main goal of this test is the evaluation of the competence and applicability of the trained MLP when faced to new data, and was designed only with estimating purposes. 26 
MLP parameter optimisation.
The parameters considered were the input nodes, the hidden neuron number (HNN), the output neuron number and the training function employed.
Selection of input nodes: the eight input nodes correspond with the polarisability
values of the structural fragments of the ILs employed (Table SI-1) , which means, cation total polarisability value. The polarisability of this ion can be calculated as the sum of its isolated atoms. Additionally, the existing relationship between RI and polarisability is shown in Equation (5). 21 Even if the aforementioned eight input nodes may seem excessive, the structural information they provide is essential for the MLP to work properly.
HNN optimisation: various tests were developed in order to define the optimal number of neurons in the hidden layer. The hidden neurons are in charge of the converging tendency of the output error function in the learning process. If the HNN is too high, the MLP will over-fit and adjust almost perfectly to the training dataset, leading to a lower applicability and generalisation capability of the network outside this dataset. 26 On the other hand, when the HNN is too low, the learning capability of the network could be compromised. The HNN tested range was from two to ten, and the results are shown in Table SI-2. were used. Therefore, three was the HNN chosen because the network complexity is lower and over-fitting is easily avoided.
Output neuron selection: the single output neuron provides the estimated refractive index for a specific imidazolium-based ionic liquid.
Training function selection: the function selected was trainBR (vide supra). One of the most relevant characteristics of this function is its capability of determining the number of effective parameters that the network needs to optimise, which is around 24 in this case.
Therefore, the use of trainBR is acceptable according to the effective parameter/data point ratio).
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Optimisation of neural network parameters: the three parameters which were optimised are Lc, Lcd, and Lci. These MLP parameters have been optimised using a BoxWilson Central Composite design 2 3 + star points experimental design. This was carried out to select the best values for the network parameters. The Lc and Lcd was tested between 0.001 and 1, and the Lci between 2 and 100. The analysed responses were the MPE (Equation (4)) and correlation coefficient, R 2 (estimated versus target values). In order to select the optimal parameters, a combination of low MPE and high R 2 was defined, giving priority to lower MPE values.
MLP Verification Process
To analyse the level of generalisation of the designed neural network, a verification test was performed employing the obtained data points (Table 1 ) and, in order to process the results of this procedure, the MPE and the R 2 of the estimated versus target values were studied.
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Due to the limited number of values, the k-fold cross-validation test was selected. 31 The whole dataset ( 
