Abstract. This paper presents a fast and powerful method for the computation of eigenvalue bounds for Hessian matrices ∇ 2 ϕ(x) of nonlinear functions ϕ : U ⊆ R n → R on hyperrectangles B ⊂ U . The method is based on a recently proposed procedure [9] for an efficient computation of spectral bounds using extended codelists. Both the approach from [9] and the one presented here substantially differ from established methods in that they do deliberately not use any interval matrices and thus result in a favorable numerical complexity of order O(n) N (ϕ), where N (ϕ) denotes the number of operations needed to evaluate ϕ at a point in its domain.
1. Introduction. We present important improvements for a recently proposed method (see [9] ) for the efficient calculation of spectral bounds for Hessian matrices on hyperrectangles. The improvements build on a systematic treatment of sparsity of the involved matrices, which will be shown to result in significantly tighter eigenvalue bounds. The problem can concisely be summarized as follows. Let ϕ : U ⊆ R n → R be a twice continuously differentiable function on an open set U ⊆ R n and let B = [x 1 , x 1 ] × · · · × [x n , x n ] be a closed hyperrectangle in U. We seek bounds λ, λ ∈ R such that the relations λ ≤ λ ≤ λ hold for all eigenvalues λ of all matrices H ∈ {∇ 2 ϕ(x) | x ∈ B}. More precisely, we solve the following problem:
Find λ, λ ∈ R such that λ ≤ min x∈B λ min (∇ 2 ϕ(x)) and max x∈B λ max (∇ 2 ϕ(x)) ≤ λ, (1.1)
where λ min (H) and λ max (H) denote the smallest and largest eigenvalue, respectively, of the symmetric matrix H ∈ R n×n . A bound λ (resp. λ) is called tight if there exists at least one x ∈ B such that λ = λ min (∇ 2 ϕ(x)) (resp. λ = λ max (∇ 2 ϕ(x))). Note that the problem statement (1.1) does not necessarily imply that λ and λ are tight.
Eigenvalue bounds λ, λ are used, for example, in numerical optimization methods to detect convexity, or to construct convex underestimators of nonconvex functions [1, 2, 3] . If (1.1) yields λ ≥ 0 then ϕ is convex on the interior of the hyperrectangle B. While no conclusion on the convexity can be drawn if (1.1) results in λ < 0, the bound λ can still be used to construct a convex underestimator for ϕ on B. Specifically,
is convex, coincides with ϕ at the vertices of B, and bounds ϕ from below everywhere else in B. Since a large fraction of the total computation time is spent on the calculation of convex underestimators in global optimization methods [1] , fast methods for solving (1.1) are of interest. We briefly note that (1.1) must also be solved in certain problems in automatic control and systems theory. An illustrative example is given in [8] .
Existing approaches to solving (1.1) proceed in two steps: First, a symmetric interval matrix (also called interval Hessian) that contains all Hessians ∇ 2 ϕ(x) on B is calculated:
Find H = H T , H = H T ∈ R n×n such that H ij ≤ ∇ 2 ϕ(x) ij ≤ H ij for every i, j ∈ {1, . . . , n} and every x ∈ B.
(1.3)
2. Notation and Preliminaries. We frequently use index sets J ⊆ N , where N := N 1,n and where N m,n := {i ∈ N | m ≤ i ≤ n}. The complement of an index set J is defined as J c := N \ J . The cardinality of an index set J is denoted by |J |.
It is convenient to state eigenvalue bounds as intervals (e.g. λ ∈ [λ, λ]). Intervals , and c ∈ R be arbitrary real numbers. Then, the relations in the second column of Tab. 2.1 hold under the additional restrictions stated in the last column. 
It is furthermore convenient to use null matrices in R m×r , which we denote by 0 m,r , when dealing with sparsity. For the special cases m = 0 or r = 0 we obtain an empty matrix. Formally, the empty square matrix 0 0,0 has no eigenvalues. It proves useful to assign the eigenvalue bounds [λ] = [0, 0] to it. Finally, the Cartesian unit vector along the k-th direction is denoted by e k ∈ R n .
3. Direct computation of eigenvalue bounds for Hessian matrices on hyperrectangles. We summarize the method introduced in [9] for the direct solution of (1.1) as needed in the present paper. We assume the function ϕ can be evaluated at an arbitrary point x ∈ U by carrying out a finite sequence of operations of the form
. . .
where each Φ n+k , k = 1, . . . , t, represents one of the elementary operations listed in the first column of Tab. 3.1. We treat the same operations as in [9] for ease of comparison. Note that additional unary operations can be added according to the rules given in [9] . We refer to (3.1) as the codelist of the function ϕ.
The codelist (3.1) can be used to evaluate the function value ϕ(x) at a specific point x in its domain. Using automatic differentiation (AD) [11] the codelist (3.1) can be extended in such a way that the gradient ∇ϕ(x) or the Hessian ∇ 2 ϕ(x) at the point x are calculated. Moreover, using AD and interval arithmetic (IA), (3.1) can be modified such that interval extensions, interval gradients or interval Hessians of ϕ on hyperrectangles B ⊂ U are computed. In fact, extended codelists are commonly used to solve problem (1.3) as part of the established procedures for the computation of eigenvalue bounds (see, e.g., [2] ). In contrast, the method introduced in [9] only requires the interval gradient, but not the interval Hessian. Essentially, the codelist is extended by arithmetic operations that compute the eigenvalue bounds for the Hessian of the intermediate function in every codelist line. Formally, this leads to the extended codelist which we introduce in the following theorem.
Theorem 3.1 (algorithm for direct eigenvalue bound computation [9, Prop.
4.2])
. Assume ϕ is twice continuously differentiable on U and can be written as a codelist (3.1). 
and 4. Improved computation of eigenvalue bounds using sparsity. If sparsity is exploited, tighter eigenvalue bounds can be obtained than those that result from [yi]
the method summarized in Section 3. This is evident from the following motivating example.
Example 1 (method from [9] applied to ϕ(
. Theorem 3.1 results in the following extended codelist. Note that the expressions for y k listed in (4.1) do not result from Thm. 3.1, but are only given for illustration of the codelist (3.1) of ϕ. 
we infer that both ∇ 2 g(x) and ∇ 2 h(x) have the eigenvalues 0 and 2 for every x ∈ B. Hence, the eigenvalue bounds 
for all x ∈ B and the tight eigenvalue bounds obviously read [λ * ϕ ] = [2, 2] . The Hessian matrices ∇ 2 g(x) and ∇ 2 h(x) in Exmp. 1 have zero eigenvalues which disappear when adding the two functions to f (x) = g(x) + h(x). The situation illustrated in Example 1 arises naturally in the codelists introduced in Section 3, because codelists build up functions of many variables from functions of very few of these variables. In order to mitigate eigenvalue bound overestimation in these cases, we need to consider functions like g(x) and h(x) in Exmp. 1 as functions of only those variables that they actually depend on nonlinearly. 4.1. Sparsity handling using reduced Hessians and reduced gradients. As pointed out in Exmp. 1, sparsity occurs if functions depend at most linearly on some variables x i , where at most linear dependence is defined as follows. 
We also need to consider reduced gradient vectors.
n . Let J ⊆ N be a nonempty index set and let m = |J |. Denote the m elements of J by j 1 < · · · < j n−m in ascending order and define the reduced gradient ∇ J f (x) ∈ R n−m by its elements
where i ∈ N 1,m .
Note that J may be empty in Def. 4.2, while there must exist at least one element in J in Def. 4.3. This difference arises since codelist lines may depend at most linearly on all variables x i but they are never independent of all x i .
We can easily evaluate eigenvalue bounds for the Hessian of a function from eigenvalue bounds for its reduced Hessian. This is stated precisely in Lem. 4.4.
Lemma 4.4 (spectral bounds for Hessian from reduced Hessian). Let f denote a twice continuously differentiable function f : U → R on an open set U. Let the index set L f ⊆ N be such that f depends at most linearly on x i for all i ∈ L f . Let B ⊂ U and let the interval
and max
Then, the eigenvalues of the Hessian ∇ 2 f (x) on B lie in the interval
, which proves the first case. In the second case, i.e.,
Regarding the third case, we note that
Now consider an arbitrary but fixed x ∈ B. We obtain
. Bounding (4.6) below and bounding (4.7) above for all x ∈ B yields [min
according to Eqs. (4.6) and (4.7) and condition (4.4).
4.2.
Improved eigenvalue bounds for the sum of two functions. We collect some recurring conditions first.
Conditions 4.5. Let g and h denote twice continuously differentiable functions g : U → R and h : U → R on an open set U ⊂ R n . Let the index sets L g ⊆ N and L h ⊆ N be such that g (resp. h) depends at most linearly on x i for all i ∈ L g (resp. all i ∈ L h ). Moreover, let the index sets I g ⊆ L g and I h ⊆ L h with I g ⊂ N and I h ⊂ N be such that g (resp. h) is independent of x i for all i ∈ I g (resp. all i ∈ I h ). Let B ⊂ U and assume there exist intervals
Now assume Conds. 4.5 hold and we intend to calculate eigenvalue bounds for
. We could determine eigenvalue bounds for the full Hessians ∇ 2 g(x) and ∇ 2 h(x) with Lem. 4.4 and apply the rule for the eigenvalue bounds of the sum of full Hessians (line add in Tab. 3.1 reproduced from [9] ). However, we show in Lem. 4.8 below that it is advantageous to, roughly speaking, carry out calculations with the sparse Hessians as long as possible and to apply Lem. 4.4 as late as possible. We first state the rules for determining L f , I f and the eigenvalues of the reduced Hessian of f in Lems. 4.6 and 4.7, respectively. The trivial proof of Lemma 4.6 is omitted for brevity.
Lemma 4.6 (index sets for sums). Assume Conds. 4.5 hold and consider the function f :
Then, f depends at most linearly on x i for all i ∈ L f and f is independent of x i for all i ∈ I f . Lemma 4.7 (spectral bounds for reduced Hessian of sums). Assume Conds. 4.5 hold and consider the function f :
and max 
See the end of Sect. 4.2 for a discussion of the eight cases.
Proof. We prove the fourth case in Tab. 4.1 since it will be instrumental for Exmp. 2. All other cases in Tab. 4.1 can be proven analogously. The reduced Hessian of f reads ∇ 
The block-diagonal structure implies
for an arbitrary but fixed x ∈ B. Bounding (4.12) below and bounding (4.13) above for all x ∈ B yields [min
where we used Eqs. (4.12) and (4.13) and Conds. 4.5. Thus, the eigenvalues of ∇
We anticipated the bounds from Lem. 4.7 can be shown to be as tight as or tighter than those from the original method proposed in [9] that does not account for sparsity. This can now be shown in Lemma 4.8 below. Recall the bounds in [9] 
both Hessians L 4.3. Improved eigenvalue bounds for the composition of two functions. We collect some recurring conditions again first. 
for every x ∈ B and every i ∈ N , where r ′ (z) and r ′′ (z) refer to the first and the second derivative of r(z), respectively.
The following lemma, which we state without proof, provides rules for the identification of at most linear dependencies and independencies of compositions.
Lemma 4.10 (index sets for compositions). Assume Conds. 4.9 hold and consider the function f : U → R, f (x) = r(g(x)). Let
Then, f depends at most linearly on x i for all i ∈ L f and f is independent of x i for all i ∈ I f . Bounds for compositions can now be calculated as follows. 
Proof. We prove the last case in Tab. 4.3. The remaining cases can be proven analogously. The reduced Hessian of f reads ∇
. Combining the two conditions of case 3 in Tab 
where s = m − r > 0. Since ∇g(x) ∈ [∇g] for every x ∈ B, we find
for every x ∈ B according to [9, Lem. 2.2]. Combining this intermediate result with the bounds on r ′ (g(x)) and r ′′ (g(x)) from Conds. 4.9 yields the eigenvalue bounds
on B.
Lemma 4.12 below shows that the bounds from Lem. 4.11 are as tight as or tighter than those from the original method proposed in [9] . Recall the bounds in [9] 
for every x ∈ B and every i ∈ N .
The following lemma provides rules for the identification of at most linear dependencies and independences of products.
Lemma 4.14 (index sets for products). Assume Conds. 4.13 hold and consider the function f : U → R, f (x) = g(x) h(x). Let I f = I g ∩ I h and L f = I g ∩ I h . Then, f depends at most linearly on x i for all i ∈ L f and f is independent of x i for all i ∈ I f .
Based on Conds. 4.13 and Lem. 4.14, we are able to compute bounds on the spectrum of ∇ Proof. We prove case 10 from Tab. 4.4. Cases 4 and 7 can be shown analogously. The remaining cases can be proven in the same fashion as those treated in the proofs of Lems. 4.7 and 4.11. The reduced Hessian of f , which reads
in all cases, is a two-by-two matrix with a particularly simple block structure in case 10. To see this, first note that g and h are independent of all but one variable each (the conditions |I g | = n − 1 and |I h | = n − 1 imply |I 
Substituting (4.23) and (4.24) into (4.22) yields
where all entries are scalars. Now, consider the matrix set
, since the eigenvalue of a matrix M ∈ R 1×1 is λ = M 1,1 . According to Lem. A.1 stated in the appendix, eigenvalue bounds for the matrix set H and consequently for ∇
Lemma 4.16 shows that the bounds from Lem. 4.15 are as tight as or tighter than those from the original method proposed in [9] . Recall the bounds in [9] 
4.5. Numerical computation of improved eigenvalue bounds. In this section, we combine the results from Sects. 4.1 through 4.4 in order to compute improved eigenvalue bounds using a codelist. Formally, this leads to the extended codelist in Prop. 4.17.
Proposition 4.17 (algorithm for the computation of eigenvalue bounds using sparsity). Assume ϕ is twice continuously differentiable on U and can be written as a codelist (3.1) with t ∈ N operations. Let B = [ 1. For k = 1, . . . , n, set 
Proof. The claims ϕ(x) ∈ [ϕ] and ∇ϕ(x) ∈ [∇ϕ] for all x ∈ B are covered by Thm. 3.1. It remains to prove that [
Since y k (x) = x k for k = 1, . . . , n, the functions y k (x), k ∈ N , are independent of x j for every j ∈ I k = N \ {k} and at most linearly dependent on x j for every j ∈ L k = N . Thus, the reduced Hessian reads ∇ index sets I 1 , . . . , I l and L 1 , . . . , L l have been calculated for some l ∈ N n,n+t−1 , and let k = l + 1. Since Φ k (y 1 , . . . , y k−1 ) is one of the unary or binary functions listed in Tab. 3.1 (and therefore Tabs. 4.5 and A.1), it depends on either one (say y i ) or two (say y i and y j ) of the intermediate variables y 1 , . . . , y k−1 . The remainder of the proof must be carried out for each type of operation Φ k separately. We state the proof for one of the mul cases and claim the remaining cases can be shown accordingly. Let g(x) = y i (x), h(x) = y j (x), and f (x) = y k (x), which implies f (x) = g(x) h(x), since the operation in the k-th line is of type mul. In order to compute eigenvalue bounds
, we first evaluate the index sets I f and L f . According to Lem. 4.14, we obtain
where we used I g = I i and I h = I j , which hold by construction. Assuming we have 
Since the second equation in (4.25) is equal to the rule in Tab. A.1 for the case mul and 
. We analyze another example to demonstrate that the new method results in considerable improvements for all functions that involve multiplications. In fact, we know from [9, Rem. 4.3] that 0 ∈ [λ ϕ ] for the original method if the mul-operation is required in the codelist of any ϕ with n ≥ 2. This is a severe drawback of the original method, since it implies that any convex (resp. concave) function ϕ : R n → R involving mul-operations will never be identified to be convex (resp. concave) using the method from [9] . The following example shows that this restriction does not apply for the improved method.
Example 3 (comparison of [9] and improved method for ϕ(x) = x 2 1 +x 2 exp(x 2 )). Consider the function ϕ : R 2 → R with ϕ(x) = x 2 1 + x 2 exp(x 2 ) on a B ⊂ R 2 . Theorem 3.1 (i.e., the original method from [9] ) results in the following extended codelist, where the expressions for y k are only listed for illustration of the codelist (3.1) of ϕ. We skip the first three lines, since they are identical to those in (4.1). More generally, the improved method results in eigenvalue bounds that are always as tight as, or tighter than, the original method from [9] , as stated in the following proposition.
Proposition 4.18 (accuracy of the improved method). Assume ϕ is twice continuously differentiable on U and can be written as a codelist ( Proof. The proof immediately follows from Lems. 4.8, 4.11, and 4.15. In [9, Prop. 4.4] it was shown that the numerical complexity for evaluating the extended codelist resulting from Thm. 3.1, is of order O(n) N (ϕ), where N (ϕ) denotes the number of operations needed to evaluate ϕ at a point in its domain. It is remarkable that this order of complexity can be maintained for the improved method. This is summarized in the following proposition. 
Since the proof of Prop. 4.19 is very similar to that of [9, Prop. 4 .4], we only sketch it. The extended codelist that results from Prop. 4.17 involves the index sets I k and L k , which were not required in the original method. These index sets do not depend on the particular hyperrectangle B as pointed out in Exmp. 2, but they are uniquely determined by the function ϕ itself. Consequently, all index sets need to be determined only once. This step can be carried out at the time of construction of the extended codelist. In particular, it need not be repeated at the time of evaluating the codelist for a particular B. Once I k and L k have been determined, each line of the extended codelist is specified by the rules in Tab 
5. Numerical experiments for a large number of examples. In this section, we analyze 1522 numerical examples taken from the COCONUT collection of optimization problems [14] . We consider all COCONUT problems with 1 < n ≤ 10 variables and extract those cost and constraint functions that can be decomposed into the operations listed in Tabs. 3.1 and A.1. For each function ϕ : R n → R, we consider 100 (randomly generated) hyperrectangles B ⊂ D in the domain D of ϕ specified in the respective COCONUT problem. For ease of comparison, the set of examples as well as the associated hyperrectangles are identical to the examples considered in [13] .
For each of the resulting 1522 · 100 sample problems, we solve problem (1.1) using the improved algorithm (A † for short) in Prop. 4.17. We compare the resulting eigenvalue bounds with those obtained from two established methods using interval Hessians (see problem (1.3)) and either Gershgorin's circle criterion (G for short) or Hertz and Rohn's method (H for short) for the computation of spectral bounds of interval matrices (see problem (1.4) ). We choose G and H as reference procedures due to the favorable computational complexity of G and since H provides tight eigenvalue bounds for problem (1.4) (cf. Sect. 1). We refer to the original papers [2, 5, 6, 12] or the summaries in [9, 13] for a detailed description of methods G and H. 
For each sample problem, we analyze whether A † performs better than, equally good as, or worse than G and H. We independently compare the lower and upper eigenvalue bounds of the particular methods and categorize the results according to the five classes in Tab. 5.1. Note that G never performs better than H (since H provides tight bounds for (1.4)). Consequently, the relations λ G ≤ λ H and λ H ≤ λ G always hold. Hence, the list of classes in Tab. 5.1 is complete in the sense that every example can be uniquely classified into one of the five classes. It remains to comment on the precise meaning of a > b and a ≈ b as used for the classification in Tab. 5.1. To this end, we introduce the function dev(a, b) = a − b 1 + 0.5 |a + b| which evaluates a weighted difference of a, b ∈ R. Based on dev(a, b), we define
where ǫ ∈ R + represents an error bound. Note that |dev(a, b)| is approximately equal to the relative error for two large but almost equal numbers a, b ∈ R and almost equal to the absolute error for two small but almost equal numbers a, b ∈ R. This behavior is useful since the absolute values of the computed eigenvalue bounds range across multiple magnitudes. We summarize numerical results for the analyzed examples in Tab. 5.2 (with ǫ = 10 −6 ). We list the percentage of samples that fall into the classes 1 to 5 from Tab. 5.1 separated by dimension n of the underlying example. In order to compare we also list the classification results using the original algorithm (A for short). The numerical results confirm that the consideration of sparsity significantly improves the tightness of the computed eigenvalue bounds. To see this, note that for each dimension n, the percentages in class 1 (where the established approaches outperform the direct computation of eigenvalue bounds) decrease while the percentages in classes 4 and 5 (where the direct computation of eigenvalue bounds performs as good as or better than Hertz and Rohn's method) increases using the improved algorithm A † instead of the original A. In particular, it is remarkable that the improved algorithm A † results in worse eigenvalue bounds than G in only 9.09 % of all cases in contrast to 17.77 % for the original method A. Moreover, A † provides equally good or better eigenvalue bounds than H in 82.20 % = 77.90 % + 4.30 % of all cases while the corresponding percentage only reads 20.83 % = 16.86 % + 3.95 % for A.
Another observation is that the ratios in the particular classes seem to be independent of the dimension n (i.e., there is no trend). This is important since the numerical complexities of the established approaches G and H vary between O(n) N (ϕ) + O(n 2 ) and O(n 2 ) N (ϕ) + O(2 n n 3 ) operations (see Sect. 1 and the benchmark in [13] ), while the direct eigenvalue bound computation requires O(n) N (ϕ). Thus, methods A and A † become numerically very attractive for high dimensions n. According to (5.1), the classification in Tab. 5.2 depends on the choice of the error bound ǫ. We repeated all calculations for various choices of ǫ and present the results reported in the last line of Tab. 5.2 for ǫ = 10 −5 and ǫ = 10 −7 in Tab. 5.3.
As expected, the ratios in classes 1 and 5 increase for decreasing ǫ, since we detect λ A † < λ G (as well as λ G < λ A † , λ H < λ A † , and λ A † < λ H ) for a larger number of examples (cf. (5.1) ). However, beside this observation, the results are robust w.r.t. the value of ǫ.
6. Conclusion. We significantly improved a method recently introduced in [9] for the efficient computation of spectral bounds for Hessian matrices of twice continuously differentiable functions on hyperrectangles. The improvements build on the identification and utilization of sparsity that naturally arises in the first lines of every codelist for a function ϕ : R n → R. The improved method was applied to a set of 1522 examples previously analyzed in [13] . The numerical results show that the consideration of sparsity results in significantly tighter eigenvalue bounds. In fact, the improved method provided equally good or better eigenvalue bounds than Hertz and Rohn's method in 82.20 % of the examples while the corresponding percentage only reads 20.83 % for the original procedure.
In addition to illustrating the practical usefulness of the proposed improvements, we provided an important theoretic result. In fact, it is well-known that the original method from [9] results in spectral bounds with 0 ∈ [λ ϕ ] for any function that involves the multiplications of two or more variables (see [9, Rem. 4.3] ). Consequently, convex functions that involve such a multiplication cannot be detected to be convex with the original method. We showed that this restrictions does not apply for the improved method. 
