I. INTRODUCTION
With the growing costs and engineering complexity associated with the next generation of fusion reactors, the need for reliable prediction of reactor performance, to both inform design and operation of such devices, becomes increasingly important. In the field of core plasma turbulence, great progress has been made in validating the nonlinear gyrokinetic model, to the point where it is now routinely applied to both interpret and predict experiments. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] Most gyrokinetic research has focused on turbulence associated with long wavelength (k h q s < 1.0) electrostatic drift-wave modes such as the Ion Temperature Gradient (ITG) and Trapped Electron Modes (TEMs). Here, k h is the poloidal wavenumber, q s ¼ c s / X c,i is the ion gyroradius evaluated with the ion sound speed, c s ¼ ffiffiffiffiffiffiffiffiffiffiffi ffi T e =m i p is the ion sound speed, and X c,i ¼ eB/m i is the ion gyro-frequency. However, the discovery that short wavelength (k h q s > 1.0) Electron Temperature Gradient (ETG) mode turbulence can form radially elongated structures known as ETG streamers 15, 16 has motivated its investigation as a serious candidate for explaining "anomalous" electron heat transport.
Years of research have focused on explaining experimental levels of ion and electron heat transport in the tokamak core using single-scale (ion or electron-scale) gyrokinetic simulation. However, to study the coupling of ion and electronscale turbulence, multi-scale gyrokinetic simulation, capable of capturing the spatio-temporal dynamics associated with the electron and ion-scales simultaneously (k h q s $ 0.1-60.0) is required. Such simulations push the limits of current supercomputing facilities, requiring large computing allocations, small simulation time steps, fine radial grids, and large simulation box sizes to capture the wide range of turbulent scales. To date, most multi-scale work has focused on the use of reduced electron mass ratio simulation. [17] [18] [19] [20] [21] [22] [23] Such simulations use artificially heavy electrons to reduce the gap between the electron and ion scales, making the computation more tractable. Unfortunately, this approximation also limits the applicability of experimental comparisons. 24 The coupling of ion and electron-scale turbulence in experimental plasma conditions has only recently 25, 26 been investigated in a self consistent manner with a realistic ratio of ion to electron mass.
In this paper, we report a series of results from realistic electron mass, multi-scale gyrokinetic simulations of Alcator C-Mod discharges. The remainder of this paper is organized as follows: Section II provides a description of the experimental discharges studied and the numerical setup used for the nonlinear simulations. Section III focuses on multi-scale simulation of a low input power discharge, where transport results from previous work are summarized, new insights into cross-scale turbulence coupling are presented, and two new multi-scale simulations are discussed. Section IV describes multi-scale simulation of a high input power L-mode discharge, pointing out the similarities and differences with the low power condition studied. Section V attempts to identify signatures of ETG and implications of cross-scale coupling for experimental interpretation. Section VI presents a first attempt at developing a linear stability based, "rule of thumb" for predicting when cross-scale coupling may be significant, and Section VII includes a summary and conclusions.
II. EXPERIMENTAL DESCRIPTION AND SIMULATION SETUP
The work presented here focuses on analysis from two Alcator C-Mod, L-mode discharges performed with effectively identical engineering parameters (B T ¼ 5.4 T; I p ¼ 0.8 MA; n e (0) $ 1.4 Â 10 20 m
À3
) but with two levels of ion cyclotron heating (ICRH) at 1.2 MW and 3.5 MW. We will refer to these discharges as the low-power and high-power discharges throughout the text. These discharges have been studied extensively, and additional details of the experimental measurements, discharge parameters, and ion-scale simulation results can be found in Refs. 27 and 28. All simulations presented in this paper were performed with the GYRO code. 29 GYRO is an Euerlian gyrokinetic code, used in numerous works for direct comparison with experiment. [2] [3] [4] 8, 27 Simulations presented here were local (performed at r/a ¼ 0.6; normalized midplane minor radius), nonlinear, included 3 gyrokinetic species (deuterium, electrons, and boron-the dominant impurity species in C-Mod discharges), realistic ion to electron mass (l ¼ (m i /m e ) 1=2 ¼ 60.0), rotation effects (E Â B shear, Coriolis drift effects, and parallel flow gradients), electron-ion collisions, Miller geometry, 30 and a 128 point velocity space discretization (8 energies, 8 pitch angles, 2 signs of velocity). Given the low beta of the discharges studied (b e $ 0.1%), all simulations were electrostatic. Multi-scale simulations utilized 342 complex toroidal modes with Dn ¼ 18 to span from $k h q s ¼ 0.14-48.0 ($k h q e ¼ 0.8) with 1800 radial grid points used in the radial direction. Simulation box sizes were 60 Â 44q s , in the radial and binormal directions including 8q s radial buffer regions, used to implement the rotation effects in GYRO (further details can be found in Ref. 29) . With these box sizes and the specified radial grid points, a resolution of 2q e was used, consistent with the previous work. [18] [19] [20] 25, 26 Multi-scale simulations were typically performed for $425a/c s with time averaged quantities reported here were obtained from time averages over windows 150-200a/c s long for multi-scale simulations. To ease comparison between the multi-scale and ion-scale results, the ion-scale simulation results (spanning up to $k h q s ¼ 1.25) in this paper were obtained from simulations with identical box size (60 Â 44q s ), typically utilizing 240 radial grid points.
Due to the extreme computational requirements of the multi-scale simulation, convergence tests were generally performed on the corresponding ion-scale simulations, including studies of radial resolution, velocity space, box size, and buffer regions. To ensure accurate results, it was confirmed that the chosen box size can sufficiently reproduce heat fluxes and heat flux spectra obtained from much larger, 128 Â 112q s (8q s buffers) simulations. Additionally, a single box size convergence was performed using multi-scale simulation where it was confirmed that 44 Â 32q s (6q s buffers) boxes could reproduce results obtained from 60 Â 44q s simulation boxes for the conditions simulated. As a check to ensure the results obtained from ion-scale simulation were not affected by the radial resolution, a series ion-scale simulations with extremely high radial resolutions of 0.12 and 0.06q s were also performed (using 500 and 1000 radial grid points, respectively). The overall approach for the simulations, including justification for the maximum simulated values of k h q s , has been documented here, 24 and the simulation input parameters can be found in Table I . A total of 8 multi-scale simulations are presented in this work. The computing time requirements for these simulations were approximately 125M CPU hours on the NERSC Hopper and Edison supercomputers.
III. MULTI-SCALE SIMULATION AND CROSS-SCALE COUPLING IN A LOW-POWER, L-MODE PLASMA
The first gyrokinetic model validation utilizing multiscale gyrokinetic simulation was recently reported. 26 This work included 6 total multi-scale simulations, a 3 point scan of the ITG drive term (a=L T i ), and a 3 point scan of the ETG drive term (a=L T e ) within experimental uncertainties to demonstrate quantitative agreement between experimental Q i , Q e and electron profile stiffness. To provide the reader with context for the remainder of the paper, we summarize the transport results from this work before moving to new analysis.
A. A summary of transport changes found in multi-scale simulation
In order to probe the cross-scale coupling of the low power discharge, a 3 point scan of the ITG drive term (a=L T i ) was performed using multi-scale gyrokinetic simulation. These results (reported in Ref. 26) , in addition to a new multiscale simulation point, are presented in Figure 1 . An example of the electron heat flux spectra obtained from the a=L T i ¼ 1:92 point of the scan is plotted in Figure 2 to demonstrate the importance of both the ion and electron-scales in these simulations. Near marginal stability for the ITG, multi-scale simulation displayed higher values of low-k (k h q s < 1.0) driven, Q i and Q e , leading to reduced ion stiffness (dQ i = dða=L T i )). Such enhancement of the low-k heat fluxes was shown to be the direct result of increased fluctuation levels at ion-scales in multi-scale simulation 25 with similar observations of low-k enhancement later reported for CYCLONE base case parameters. 23 Extrapolation of multi-scale Q i results in Figure 1 to the x-axis suggests that a reduced ITG critical gradient exists in multi-scale simulation relative to the corresponding ion-scale simulations. For conditions with strongly unstable ITG ($30% above a=L T i ;crit ), ion and multi-scale simulations produce approximately the same values of driven ion and low-k electron heat flux. Strikingly, near ITG marginality, a nonlinear increase in the high-k (k h q s > 1.0), ETG streamer-driven electron heat flux was also observed. Up to 70% of the total Q e arises from ETG streamers in conditions near marginal, while only limited contributions are found when the low-k turbulence is strongly unstable. As the plasma conditions transition from ETG dominated to ITG dominated, a "U" shaped response of Q e to increases in a=L T i occurs in multi-scale simulation. This behavior is in stark contrast to the linear response seen in ion-scale simulation and is a direct result of cross-scale interactions of ITG and ETG turbulence. Furthermore, these results highlight the need for simulation of realistic plasma conditions, which often exist with profiles near marginal stability to low-k turbulence.
In addition to probing changes in transport resulting from variations of the ITG drive, (a=L T i ), a second scan, varying the ETG drive, (a=L T e ), was also performed. These results, in addition to a new simulation condition, are plotted in Figure  3 . As the ETG drive (a=L T e ) is increased, multi-scale simulation displays an enhancement of low-k ion and electron heat flux (relative to the corresponding ion-scale simulation), indicating the low-k enhancement is seen by both decreasing the ITG drive at fixed ETG drive (as in Figure 1 ) or by increasing ETG drive at fixed ITG drive. Ion-scale simulation is found to display little response of simulated Q e to changes in a=L T e , implying low electron profile stiffness-qualitatively inconsistent with experiment. In contrast, multi-scale simulation displays a dramatically stronger response of Q e to a=L T e , consistent both qualitatively and quantitatively with electron profile stiffness in the experimental discharge studied. Quantitative agreement between values of incremental electron thermal diffusivity, v inc ¼ ð1=n e ÞdQ e =dðrT e Þ obtained from multi-scale simulation, and the heat pulse diffusivity found experimentally 31 was reported in Ref. 26 . The transport highlights from the previous multi-scale simulation work 26 can be summarized as follows:
(1) An increase of the low-k (k h q s < 1.0), driven Q i and Q e (relative to ion-scale simulation). (2) Up to 70% of the total Q e driven by high-k (k h q s > 1.0), ETG streamers. (3) Dramatically different responses of Q e to changes in ITG (a=L T i ) and ETG (a=L T e ) drive terms when compared to ion-scale simulation. (4) The ability to simultaneously reproduce experimental Q i , Q e , and electron profile stiffness.
B. Cross-scale coupling in multi-scale simulations
In Section III A, the effects of cross-scale coupling on the simulated transport levels were described by comparison of multi-scale simulation with the corresponding ion-scale simulation. In this section, we will outline some of the physical mechanisms responsible for cross-scale coupling in these simulations.
One possible mechanism of coupling between ion and electron-scale turbulence comes in the form of forward and inverse energy cascades that are able to transfer energy between the turbulent scales. To investigate this mechanism in the multi-scale simulations, the energy transfer between three coupled waves existing at distinct spatial scales, where the relationship evaluated. Such three wave coupling has been studied in both simulated data 32 as well as experimental fluctuation data 33, 34 using higher order spectral analysis. In this analysis, we closely follow the approach outlined in Ref. 32 . The total energy transfer function as a function of k 1 and k 3 (with
where T(k 3 , k 1 ) represents the transfer of energy from gradients of a fluctuating field,f , that exist as a wavenumber, k 1 , to fluctuations existing with a wavenumber, k 3 , which are mediated by E Â B velocity fluctuations existing with a wavenumber k 2 . The brackets, hi in Equation (1) Figure 4 (a), demonstrate the existence of local, and nonlocal (in wavenumber), inverse cascades focused at wavenumbers associated with ETG streamers. In this condition, the peak of the ETG streamers exists at relatively large scales (k h q s $ 3.5). A local inverse cascade, transferring energy to neighboring k, extends from k h $ 1.0 to 5.0, while the off diagonal features in Figure 4 (a) represent non-local inverse energy cascades from ETG wavenumbers (k h q s $ [2.0-7.5]) extending all the way down to ITG wavenumbers (k h q s $ 0.4). In contrast, the condition studied in Figure 4 (c) has strongly unstable ITG turbulence and only small contributions to Q e from ETG streamers. Although the ETG contributions are small, they are still present at smaller scales, peaking at approximately k h q s of 10.0-12.0. Local inverse cascades in the ETG wavenumber range are still observed, despite the limited role of streamers in the electron heat transport. The most strikingly different feature is found at low-k, where a local, forward cascade dominates ion-scales and extends up to k h q s $ 3.5, presumably a signature of the strongly unstable low-k turbulence in this condition. All conditions exhibit evidence of a non-local forward energy transfer from ITG wavenumbers to ETG wavenumbers. Consistent with trends observed in the extreme cases, the intermediate condition studied (Figure 4 (b)) displays features of both conditions with low and high values of a=L T i . A combination of forward and inverse (local and nonlocal) cascades exist, consistent with equally important contributions from ITG and ETG turbulence. This analysis demonstrates that ion and electronscale turbulence interacts via cross-scale energy transfer with the exact type of interaction highly dependent on the mix of low and high-k turbulence.
It was previously reported 26 that multi-scale simulation displays inefficient generation of zonal flow shear. This is quantified by the ratio of long wavelength (k h ¼ 0; k r q s < 1.0) zonal flow shear generated for a given amount of power in the finite-n turbulence. To provide the reader with context, results previously reported are shown in Figure 5 In contrast, conditions with strong streamers, existing near the marginal point for ITG (a=L T i $ 1:7), display significantly higher total power in the finite-n turbulence, resulting in lower values of zonal flow efficiency. In this analysis, limiting the total power in the multi-scale, finite-n turbulence to include only ion-scales (k h q s < 1.0) does not significantly alter the results. The inefficient zonal flow shear generation in multi-scale simulation does not originate from changes to the zonal flow shear itself but instead occurs due to the increased power in the finite-n turbulence. Therefore, in the presence of significant ETG streamers, the total power in the turbulence is able to increase, along with the total low-k driven heat fluxes and fluctuation levels, without generating additional zonal flow shear. Thus, cross-scale coupling of ion and electronscale turbulence appears to provide a mechanism for increasing low-k heat transport without altering the level of zonal flow shear.
Theory proposed by Holland and Diamond 35 suggests that ITG turbulence, in the form of the self-generated zonal flows as well as the effective shearing due to radial variation of low-k turbulence, may act to regulate ETG in realistic conditions. This theory is qualitatively consistent with the heat fluxes shown in Figure 1 and with results from reduced mass, multi-scale simulation. 19, 23 As the drive for the low-k turbulence is increased and the role of ITG becomes more dominant, the level of high-k driven electron heat flux is found to decrease. To investigate this interaction more completely, we follow roughly the approach outlined by Candy et al., 19 to evaluate the effective shearing due to zonal flows and low-k turbulence. Define the shear as a function of k r and k h as
For this analysis, the components k h q s and k r q s values that are less than 1.0 were considered. The effective RMS long wavelength shearing rate is therefore given by
where the brackets, hi denote an average. We have chosen to include only long wavelength, k h q s < 1.0; k r q s < 1. 
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Phys. Plasmas 23, 056109 (2016) components, as the longer wavelength radial components are more effective at shearing apart the large turbulent structures primarily responsible for heat and particle transport and we are interested in the shearing effect related to low-k h (ITG) turbulence. In Figure 6 , the high-k contributions to the multiscale electron heat flux obtained from simulations with 3 values of a=L T i are plotted in arbitrary units. Overplotted is the shear due to long wavelength components of zonal þ finite-n turbulence, also in arbitrary units. As noted above, the total high-k driven Q e significantly decreases with a=L T i and this decrease is correlated with an increase in the effective shearing of the low-k turbulence, suggestive of long wavelength suppression of the ETG. The derived shearing rates are well below ($1/60th) the peak linear growth rate for the ETG. However, when compared with the turbulence decorrelation rate evaluated using only the high-k h potential fluctuations, the effective shearing rates are more comparable (x rms / c decorrelation $ 0.1-0.33) and the ratio of shearing rate to decorrelation rate is found to increase with a=L T i . Therefore, it is plausible that the effective low-k shearing is playing a non-negligible role in ETG saturation. We note that if highk r components are included in the calculation, the effective shearing rates reach values of approximately 50% of the high-k decorrelation rate. However, previous work suggests such components exist at high frequencies 36 and are therefore ineffective at regulating turbulence. The exact mechanism of the ETG saturation is still an open question and has been investigated in recent work based on these multi-scale simulations.
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C. Multi-scale simulation in conditions with suppressed ion-scale turbulence
As described in Section III B, conditions with significant ETG streamers were found to exhibit a clear increase in the low-k driven heat fluxes (ion and electron) relative to ionscale only simulation. In an attempt to understand crossscale coupling in conditions where ion-scale turbulence is effectively suppressed, we performed an additional simulation at an a=L T i value of approximately 1.6, below the ITG critical gradient determined by ion-scale simulation (see Figure 1 ). It is important to note that this condition was simulated for approximately 250 a/c s and the quoted quantities were obtained from substantially shorter time averages ($40a/c s $ 2400 a/v th,e ) than the other multi-scale cases. However, as ion-scale turbulence is absent in this condition, this multi-scale simulation is effectively an electron-scale simulation at extremely large box size. As a result, the dynamics of interest exist on the electron-scale turbulence timescales and the heat fluxes are very steady over the averaging period. The results from this new simulation point to some interesting aspects of the physics of cross-scale coupling. Although conditions with marginally stable ITG turbulence demonstrate a clear enhancement of the low-k ion and electron heat flux, no such increase is observed in this simulation condition. Multi-scale simulation displays effectively no heat transport arising from the ion-scale. This suggests that the presence of unstable ion-scale turbulence is a necessary condition for multi-scale simulation to display substantially enhanced heat flux from the low-k. More specifically, the physical processes associated with the low-k enhancement do not appear to generate the turbulence itself, only enhance the existing turbulence. Furthermore, the electron heat flux driven in multi-scale simulation of this condition (a=L T i $ 1:6) is small ($1/6th) compared with the electron heat flux driven at marginal conditions (a=L T i $ 1:7). This result suggests that the presence of the low-k turbulence is needed to allow the high-k turbulence (ETG streamers) to saturate at higher levels, and thus drive more heat transport. Since ion-scale turbulence is absent in this condition, we performed the corresponding electron-scale simulation (64 toroidal modes up to k h q s ¼ 48.0, 2q e grid spacing, 16 Â 8q s box sizes (2q s buffers)-otherwise identical to multi-scale simulations) for this plasma condition. Consistent with naive expectations for conditions with suppressed ion-scale turbulence, the results from electron-scale simulation yield nearly identical values of electron heat flux, all of which arise from high-k contributions.
D. Multi-scale simulation and the origin of electron profile stiffness
In order to better understand the response of multi-scale heat fluxes to changes in the ETG drive term, an additional multi-scale simulation, with a value of a=L T e $ 4:1, or þ2r (25%) above its experimental value, was performed (see Figure 3) . The results from this new simulation elucidate some of the key observations from multi-scale simulation. Extrapolating the high-k driven heat flux (green triangles) to the x-axis, and defining this point as the nonlinear ETG critical gradient, results in an a=L T e;crit of approximately 2.65. Interestingly, this value is significantly upshifted from the linear critical gradient, which is found (not shown) to occur at a value of approximately a=L T e ¼ 1:4. This upshift is likely related to the effective shearing of ETG turbulence due to the long wavelength turbulence (zonal components and finite-n). We note that the total Q e obtained from multiscale simulation displays a slightly nonlinear trend with FIG. 6 . For 3 multi-scale simulations, spanning values of a=L Ti , the high-k contributions to the electron heat flux and the total shear due to long wavelength (k r q s < 1.0), low-k turbulence is plotted in arbitrary units.
increases in a=L T e . Such a nonlinear increase may explain some electron profile stiffness observations reported previously, [38] [39] [40] where similar nonlinear response is present. Looking at the individual low and high-k contributions to the total electron heat flux, the origin of this response is clearly seen. For the range of a=L T e scanned, the increase in high-k, Q e contributions appears approximately linear, consistent with expectations based on linear growth rates. However, as the value of a=L T e is increased, the enhancement of the lowk electron (and ion) heat fluxes also increases, leading to a total heat flux that increases nonlinearly with a=L T e . This response is a likely origin of the extremely stiff electron temperature profiles observed experimentally. 41 Detailed experiments were recently performed on DIII-D to probe electron profile stiffness in L-mode plasma conditions. 38 These experiments utilized varying levels of Electron Cyclotron Heating (ECH) to systematically vary the local value of a=L T e and study the changes the experimental electron heat flux. Hillesheim et al. reported the observation of a nonlinear critical gradient in the electron temperature fluctuations which was concluded to represent the critical gradient for low-k, Trapped Electron Mode (TEM) turbulence. 40, 42 This conclusion was based largely on linear stability analysis and fluctuation measurements (Correlation Electron Cyclotron Emission (CECE):T e =T e measurement and Beam Emission Spectroscopy (BES):ñ e =n e measurement) which demonstrate a weak response of long wavelength density fluctuations to a=L T e accompanied by strong changes in measured T e fluctuations. The possible role of ETG was not investigated. Subsequent nonlinear gyrokinetic modeling, based on a subset of the original discharges, revealed that at high values of a=L T e , GYRO systematically underestimates the electron heat flux, CECE fluctuation level, and electron profile stiffness using ion-scale (ITG/ TEM) simulation. 39 To connect with the DIII-D experiments and the long wavelength CECE and BES turbulence measurements, the RMS fluctuation level arising from the k h q s Շ 0.4 was evaluated for all points in the a=L T e scan. Although a synthetic diagnostic is needed to make quantitative comparison with these turbulence measurements, examining the fluctuation levels changes in the k h q s Շ 0.4 range should allow for qualitative comparison. Plots of the relative electron density and temperature fluctuation levels (in %) for ion and multiscale simulations are plotted in Figure 7 . Resulting from the enhanced low-k transport, the multi-scale fluctuation levels exceed the ion-scale results at values of a=L T e where ETG is significantly unstable. Figures 3 and 7 demonstrate results that are qualitatively consistent with the experimental and modeling observations reported in Refs. 39, 40, and 42. Namely, as the drive for ETG increases, only a weak response of density fluctuations (12%) is observed to occur with a strong increase in temperature fluctuations (73%), qualitatively identical to the results reported by Hillesheim. Furthermore, the ion-scale (ITG/TEM) simulation of the DIII-D discharges 39 produces systemically lower values of Q e and is unable to reproduce experimental levels of profile stiffness at high values of a=L T e , identical to the results from the low-power discharge (demonstrated in Figure 3 ). Given the similarity of the conditions reported here with those reported from DIII-D, the multi-scale results suggest that the critical gradient, electron profile stiffness, and fluctuation measurements reported by Hillesheim et al. may actually be more indicative of the role of ETG turbulence than of low-k TEM as reported. This statement does not imply that low-k TEM is not present in the experimental conditions, only that the cross-scale coupling of ETG with long wavelength turbulence (via enhancement of low-k turbulence) is possibly a dominant factor in the critical gradient behavior observed. Future work will seek to directly confirm this statement by performing additional simulations.
IV. MULTI-SCALE SIMULATION OF A HIGH POWER, L-MODE DISCHARGE
To explore the role of cross-scale turbulence coupling in a different plasma condition and the generality of the results reported from the low-power discharge, multi-scale simulation was performed on a high-power (3.5 MW ICRH), L-mode discharge at r/a ¼ 0.6.
A single, multi-scale scale simulation was performed on this discharge, utilizing the heat flux-matched gradients obtained from ion-scale simulation. Using the plotting style proposed by G€ orler and Jenko, 20 the heat flux spectra for both ion and multi-scale simulation of this discharge are presented in Figure 8 . Some notable features are present in this figure. As with the low-power discharge, 22 effectively all ion heat flux arises from scales with k h q s < 1.0, while significant electron heat flux is driven at ETG-relevant scales (k h q s > 1.0). In fact, approximately 42% of the total electron heat flux arises from k h q s > 1.0, indicating an important role of ETG in this particular discharge. A clear enhancement of the low-k driven heat flux is found in the ion and electron channels, consistent with the findings from the low-power discharge.
The magnitude of the low-k enhancement and the importance of ETG turbulence in the multi-scale simulation are perhaps best displayed in Figure 9 , where the total ion and electron heat fluxes obtained from ion and multi-scale simulation are plotted.
Ion-scale simulation of this discharge is able to reproduce both experimental ion and electron heat fluxes within diagnosed experimental uncertainties. It was previously speculated that this result implied that only marginal increases in the electron heat flux would be obtained from the inclusion of high-k contributions. 28 However, multi-scale simulation actually displays an increase in both the ion ($0.06 MW/m 2 or 40%) and electron ($0.13 MW/m 2 or 70%) heat fluxes. The increase in the ion heat flux results in a simulation that no longer matches the experimental ion heat flux levels, while the electron heat flux still remains in agreement within uncertainties. In attempt to resolve this discrepancy, an additional multi-scale simulation was attempted with only a 3% reduction in a=L T i . Unfortunately, the transport in this condition was found to be extremely stiff. A 3% reduction resulted in ion heat fluxes that decayed in time and approximately constant or slightly increased electron heat flux levels, indicating the ITG turbulence is stable with only a small reduction in a=L T i . As computing resources are limited, we chose not to run this condition to completion.
However, this result suggests that experimental ion and electron heat fluxes can likely be matched by multi-scale simulation with less than a 3% change in the value of a=L T i . Any such change would be well within experimental uncertainties. The results from simulation of the high-power discharge underscore the need for additional modeling constraints when validating the gyrokinetic model. Within experimental uncertainties, both ion-scale and multi-scale simulations can likely reproduce ion and electron heat fluxes simultaneously but would display fundamentally different turbulence characteristics.
The energy transfer analysis described above was also performed on the simulated electron temperature fluctuations from the high-power discharge. The results of this analysis are qualitatively consistent with the results from the low-power discharge. The strongly unstable low-k turbulence results in a local and nonlocal forward cascade at long wavelengths, while local and non-local inverse cascades are observed in the ETG wavenumber range (k h q s $ 8.0) for this discharge. These results are similar to those reported in Figure 4 (b).
V. SIGNATURES OF ETG TURBULENCE AND CROSS-SCALE COUPLING IN EXPERIMENTAL CONDITIONS
The previous sections outlined the comparison of both ion and multi-scale simulation with experimental heat fluxes, clearly demonstrating the need for additional constraints for gyrokinetic model validation. In this section, we present signatures of ETG turbulence demonstrated in the multi-scale simulations, which may be accessible to current diagnostics. Such measurements could provide a more direct confirmation of ETG turbulence and a more rigorous set of comparisons for gyrokinetic model validation. Most of the analysis presented here will focus on the a=L T i scan in the low power discharge. These conditions are chosen to best demonstrate the clear differences in conditions with "weak" and "strong" streamers.
The power spectrum of the density fluctuations, averaged in radius and time, is plotted for 3 values of a=L T i in Figure 10 . Clear differences in the density fluctuation spectrum are observed as the importance of ETG streamers decreases (with increasing values of a=L T i ). In addition to the low-k peak (k h q s ¼ 0.3-0.4.) resulting from the ITG turbulence, conditions with strongly unstable streamers, (a=L T i ¼ 1:75) exhibit a clear secondary peak in the density fluctuation spectrum, occurring at approximately k h q s ¼ 3.5. As a=L T i is increased, the secondary peak shifts to higher values of k h , eventually manifesting itself as a flattening in the spectrum. We note that the observation of a secondary flattening in the density fluctuations is in qualitative agreement with multi-scale simulations performed by G€ orler and Jenko 43 using variations of CYCLONE base case parameters. To connect to both previous work 14, 43 and fluid theories of turbulence, we have fit portions of the spectrum to power laws with the functional form jn e j 2 / c 1 k Àx h where the value of c 1 is a constant and x is referred to as the spectral index. Contours of the electron density fluctuation spectra are plotted in Figure 11 for conditions with weak (a) and strong (b) ETG streamers. These plots demonstrate some interesting features. As expected, the presence of strong ETG streamers results in a highly anisotropic fluctuation spectrum at nearly all scales. In contrast, the condition with weak ETG streamers (Figure 11(a) ) displays an approximately isotropic fluctuation spectrum in the low-k range (kq s < 1.0) and a clearly anisotropic spectrum at higher-k. This result indicates that conditions even with weak ETG streamers exhibit an anisotropic density fluctuation spectrum. This is in contrast with assumptions previously used to interpret some experimental measurements 45 and with previous results obtained from reduced mass, multi-scale simulation. 18, 19 Anisotropy of the fluctuations has important implications for the detection of ETG features experimentally as current experimental evidence for ETG fluctuations has been predominately obtained from scattering systems [45] [46] [47] designed to probe high k r while measuring relatively low values of k h . 48, 49 In general, such measurements have been interpreted using ETG linear growth rates. However, the nonlinear results shown here demonstrate that although the linear ETG growth rate peaks at approximately k h q s $ 24.0 (Figure 12 ), the peak in the fluctuations in nonlinear simulations tend to exist at much larger scales (k h q s $ 3-12). Additionally, it is demonstrated that changes in the fluctuation spectrum at ETG wavenumbers can be independent of changes in the ETG drive term (as demonstrated in Figures 12 and 11: where only the ITG drive is scanned). Therefore, interpretation of scattering measurements using ETG linear stability may not be a valid in many plasma conditions, and a more rigorous comparison of the fluctuation spectrum obtained from nonlinear simulation, perhaps even multi-scale simulation, is likely required. 
VI. INSIGHTS INTO CROSS-SCALE COUPLING FROM LINEAR PHYSICS
The resources required to perform realistic mass, multiscale simulation and the demonstration that cross-scale coupling plays an important role in some regions of parameter space, motivates a search for simple models or "rules of thumb." Such rules could allow for rough predictions of when cross-scale coupling plays an important role, and therefore, when multi-scale simulation might be required. In this section, we attempt to provide some insight into the importance of cross-scale coupling based on linear growth rates. However, it is important to note that these results are based on a limited region of parameter space and only a handful of simulations and therefore the generality of these results are obviously unknown. These observations should be considered a starting point, to be built upon by future multi-scale simulation results.
We begin by quantifying the relative "strength" of ETG and ITG by the linear growth rates. Using $40 point scans from approximately k h q s ¼ 0.1 to 48.0 for each condition simulated (low and high power), the maximum linear growth rate in the ITG-relevant range, defined to be k h q s ¼ [0. 25- Figure 12) is evaluated. Generally, the maximum low and high-k linear growth rates occur approximately in the middle of the defined ranges for the conditions simulated. We will refer to the low and high-k growth rates now as values of c low-k and c high-k , respectively, throughout the remainder of the paper.
Three transport phenomena have been identified as signatures of multi-scale simulations that cannot be captured by a standard ion-scale simulation: (1) Heat flux driven directly by high-k turbulence, (2) increases in low-k driven electron heat flux, and (3) Increases in low-k driven ion heat flux. These quantities are plotted in Figure 13 panels (a)-(c). In Figure 13 with the ratio c high-k /c low-k is observed in this plot. The response of the high-k heat flux to the growth rate ratio appears to be nonlinear for the cases considered.
In an attempt to quantify the increase in the low-k heat fluxes obtained from multi-scale simulation (relative to ionscale simulation), Figure 13 (b) plots the ratio of the low-k (k h q s < 1.0) multi-scale to ion-scale electron heat fluxes, while Figure 13 (c) plots the ratio of the multi-scale to ionscale ion heat flux versus the ratio c high-k /c low-k . Although there is some variation with the points, both plots show approximately linear increases in the heat flux ratio with increasing linear growth rate ratio. These results suggest that a simple rule of thumb to predict the importance of multiscale effects may be possible. For conditions studied, it appears as though the effects of cross-scale coupling diminish at a ratio c high-k /c low-k Շ 40.0. However, these linear results should only be viewed as a first attempt at a simple rule of thumb as it is likely that future multi-scale scale simulations will demonstrate a dependence on a number of quantities that were not investigated here (i.e.,ŝ; q; c EÂB , etc.). Further investigation is left for future work.
VII. SUMMARY AND CONCLUSIONS
Results from 8 realistic mass, multi-scale simulations were presented in this paper. These simulations were performed on two Alcator C-Mod, L-mode plasma conditions, operated at different levels of ICRH input power. It was demonstrated that multi-scale simulation can display significant high-k electron heat flux as well as enhance low-k contributions to both the electron and ion heat flux (relative to ion-scale simulation), resolving some discrepancies between ion-scale simulation and experimental electron heat flux and electron profile stiffness. The mechanisms of cross-scale coupling were discussed. Electron and ion-scale turbulence are found to interact through a variety of energy cascades which vary with the relative strength of low-k and high-k instabilities, and the presence of ETG in multi-scale simulation appears to break the relationship between total power in finite-n turbulence and zonal flow shear generation found in ion-scale simulation. It was demonstrated that the effective shearing due to long wavelength turbulence likely plays a role in the suppression of ETG driven heat transport.
The effects of cross-scale coupling play an important role in the interpretation of simulated and experimental heat fluxes as well as fluctuation measurements. The enhancement of low-k heat fluxes (Figures 1 and 3 ) and turbulence levels ( Figure 7) demonstrates that independent electron and ionscale simulations cannot be simply added to obtain the results of multi-scale simulation, as these phenomena cannot be captured by any single-scale simulation. Furthermore, cross-scale interactions strongly call into question the use of linear stability analysis for the interpretation of fluctuation measurements. The assumption that changes in fluctuations are tracked by changes in linear instabilities at the measured scale (instabilities existing in the diagnostic k-range) is inherently flawed for conditions exhibiting cross-scale coupling, as changes in the stability of low-k turbulence are found to greatly effect high-k turbulence (Figure 1 ) and vice versa (Figures 3 and 7 ).
An initial attempt to derive a "rule of thumb" based on linear growth rates was presented with the objective of roughly predicting the importance of multi-scale effects. Clear trends of high-k driven heat flux and enhanced low-k turbulence with the relative values of ETG and ITG linear growth rates were demonstrated, suggesting that development of a simple rule may be possible. Future investigations into this possibility should be pursued as additional multi-scale simulations are completed.
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