The work presented herein describes our methods and results for predicting, measuring and correcting geometric distortions in a 3 T clinical magnetic resonance ͑MR͒ scanner for the purpose of image guidance in radiation treatment planning. Geometric inaccuracies due to both inhomogeneities in the background field and nonlinearities in the applied gradients were easily visualized on the MR images of a regularly structured three-dimensional ͑3D͒ grid phantom. From a computed tomography scan, the locations of just under 10 000 control points within the phantom were accurately determined in three dimensions using a MATLAB-based computer program. MR distortion was then determined by measuring the corresponding locations of the control points when the phantom was imaged using the MR scanner. Using a reversed gradient method, distortions due to gradient nonlinearities were separated from distortions due to inhomogeneities in the background B 0 field. Because the various sources of machine-related distortions can be individually characterized, distortions present in other imaging sequences ͑for which 3D distortion cannot accurately be measured using phantom methods͒ can be predicted negating the need for individual distortion calculation for a variety of other imaging sequences. Distortions were found to be primarily caused by gradient nonlinearities and maximum image distortions were reported to be less than those previously found by other researchers at 1.5 T. Finally, the image slices were corrected for distortion in order to provide geometrically accurate phantom images.
I. INTRODUCTION
Magnetic resonance imaging ͑MRI͒ is an extremely powerful diagnostic tool because of its excellent soft-tissue characterization. As such, it is the optimum imaging modality for target delineation. However, because of both machine and patient related geometric distortions, MR-delineated targets cannot directly be used in radiation therapy treatment planning ͑RTTP͒. While much has been written about distortion measurement and correction in MR images, there has been little evidence that distortion correction has entered the realm of routine clinical practice. Furthermore, with the increasing availability of higher field magnets and faster, shorter gradient sets, image distortion is expected to be increasingly problematic. Thus, we are investigating the use of distortion corrected 3 T MRI for direct use in the planning of radiation treatments by TomoTherapy in particular, and intensity modulated radiation therapy, in general. These treatment modalities require accurate three-dimensional ͑3D͒ spatial positioning of anatomy to which the delivered dose distribution must be appropriately designed.
While the structure of a tumor can be seen in great detail on MR images, the geometric accuracy of the images is limited by the homogeneity of the background field, the linearity of the applied gradients, the magnetic susceptibility of the imaged tissues, and chemical shift artifacts. Reconstruction of the MR image relies on the assumption that both a perfectly uniform background field and linearly varying gradient fields are present. It may be difficult to achieve this, however, due to a number of design features. Short, wide-bore systems are often preferred as they improve the patient "friendliness" of the magnet, but such designs inevitably compromise B 0 homogeneity. In addition, fast, highperformance gradients-especially those employing short coils-often suffer from increased gradient nonlinearity. 1 Differences in the assumed and true magnetic field experi-enced at each point within the magnet's bore lead to distortions in the images generated. The magnitude and direction of geometric distortion varies for each type of imaging protocol and distortions of up to 25 mm over a 24 cm field of view have been reported for 1.5 T magnets. [1] [2] [3] [4] While geometric errors of several millimeters may not be problematic for routine diagnostic purposes, an accuracy of 1 mm or better is required for most radiation therapy purposes. 3, 5 Because of their superior spatial accuracy and electron density information, computed tomography ͑CT͒ images are generally used for treatment planning; however, their poorer tumor contrast can make tumor delineation difficult. In conjunction with the superior soft-tissue contrast of MRI, the ability to acquire nonaxial images greatly improves 3D tumor visualization in MRI. Gross target volumes outlined on MR have been shown to be, on average, significantly larger than those outlined on CT images and to overlap better with composite MR/CT volumes. 6, 7 Reliance on CT volumes would thus result in significant under dosing to target volumes. Moreover, inter-observer differences in MR target volumes have been shown to be less than those in CT target volumes as a result of improved visualization. 7 As sophisticated conformal treatments capable of delivering sharp dose gradients around target volumes become more commonplace, accurate tumor localization becomes paramount.
To combine the spatial accuracy of CT with the soft-tissue contrast of MR, image co-registration is a routine step in RTTP. However, reliance on image fusion involves inherent errors and registration based on the locations of external landmarks placed on the skin will be particularly prone to distortions. 8 Even registration based on the locations of bony landmarks ͑which are both more rigid and less prone to distortion errors because of their greater proximity to isocenter than surface landmarks͒ may involve significant distortionrelated errors when MR images are acquired on magnets with poor field homogeneity or gradient nonlinearity. Provided adequate distortion correction can be achieved, the reliability of MR/CT image fusion could be greatly improved. Alternatively, with additional provisions for image intensity correction, bulk tissue electron densities may be assigned to segmented MR images allowing for treatments to be planned on MR images without fusion to CT data. 8, 9, 22 Currently, there is a push towards using higher field magnets for both imaging and spectroscopic purposes. Concerning spectroscopy, an increase in the magnetic field strength increases the sensitivity and resolution of the spectra produced. 10 As interest in biological target definition increases, cancer centers will therefore be more likely to invest in 3 T systems for clinical use. With respect to anatomical imaging, the signal-to-noise ratio ͑SNR͒ has been shown to increase linearly with B 0 field strength. 11, 12 Alternatively, the SNR can be left unaltered in exchange for reduced scanning time; this may be particularly advantageous for severely ill patients for whom prolonged immobility is difficult to impossible. However, distortions due to B 0 shimming and patient-related effects are also proportional to B 0 field strength and thus comprehensive knowledge of geometric distortions at higher magnetic fields becomes even more important. In order to reduce the effects of B 0 distortions, it is often suggested to use the highest read gradient possible; 5, 8 however, this increases the bandwidth per pixel and reduces the signal readout time, effectively decreasing the SNR and lessening one of the primary benefits of high field imaging. Clearly, there are both advantages and disadvantages to imaging at higher field strengths. Provided image distortions at 3 T are not too large as to be reliably detected and corrected, such images may find greater use in the radiotherapy treatment planning process.
Finally, it is widely acknowledged that distortions due to gradient nonlinearities are constant from scan to scan, whereas distortions due to B 0 inhomogeneities and susceptibility effects vary from scan to scan according to the inverse of the read gradient strength. 5, 13 Furthermore, while susceptibility effects vary from patient to patient, B 0 and gradient distortions are system specific. Provided the susceptibility effects of the anatomy are negligible or can be independently determined-modeled or measured 14, 15 -it would be possible to predict distortion for patient images without the need for detailed distortion measurements for each scan of each patient. This would provide considerable time savings and would greatly improve the clinical applicability of MR distortion correction.
To our knowledge, no publications have yet provided a thorough analysis of distortions on a 3 T MRI system. Furthermore, the possibility of distortion prediction based on a single assessment scan has not yet been investigated. This provides an exciting clinical opportunity to correct spatial distortions in MR images with little to no additional scan time. This paper, therefore, describes the methods and results of our full characterization of the machine-related distortions inherent in our 3.0 T Intera MRI scanner ͑Philips Medical Systems, Cleveland, OH͒. By individually characterizing the distortions due to background inhomogeneities, gradient nonlinearities and phantom-related susceptibility artifacts for a base set of data, machine-related distortions at alternate gradient strengths and for alternate imaging protocols can be predicted. Armed with detailed knowledge of spatial distortion, MR images can be undistorted and either combined or used individually for new treatment planning methods that benefit from the superior soft-tissue information that magnetic resonance techniques provide.
II. THEORY
In a MR image, the location of a given feature, rЈ, is shifted from its true position, r, by an amount, dr. That is
Furthermore, the amount of distortion is proportional to the ratio of the magnetic field perturbation, dB, to the gradient
MR distortion can be determined by comparing the locations of corresponding features in both MR and CT data sets. Not only can the total amount of distortion be measured, but also the distortions due to different effects can be separated. Distortions due to inhomogeneities in the static magnetic fieldcaused by imperfect uniformity of the B 0 field as well as object-induced distortions-are manifest only along frequency encoded directions while distortions due to gradient nonlinearities are apparent in each of the three cardinal directions. 13 For standard two-dimensional ͑2D͒ imaging protocols, B 0 and object-induced distortions appear along the read encode and slice select directions while the phase encode direction is free from B 0 -related distortions. For the ensuing discussion, we concern ourselves mainly with 3D MR scans where slice selection is done via an additional phase encoding step and does not, therefore, suffer from B 0 -related distortions. Such distortions are limited to the read direction and to the initial slab-selection process. If the initial slab-excitation pulse has an insufficiently broad frequency profile ͑i.e., one that does not account for the presence of B 0 distortions͒, the outer extremities of the object may not be excited, the slab profile will be distorted and will not correspond to the object profile. However, if the slab width is selected to be larger than the true width of the object, the frequency profile of the excitation pulse may account for resonant frequencies beyond the expected range and all spins within the volume will be excited. By using a sufficiently broad slab width and by further defining the slice direction through phase encoding, B 0 -related distortions need only be considered along the single frequency encoding direction. For example, if the read encode gradient is aligned with the x axis and phase encodes are performed along each of the y and z axes for a 3D MR scan, the following distortions will be present:
where dx , dy , dz are the total amounts of distortion, . This effect is illustrated in Figs. 1 and 2 . Figure 1 shows that due to nonlinearities in the gradient, a feature at position r 0 will be mistakenly placed to the right at position r 0 Ј if the nonlinearity is not taken into account; when the gradient and its associated nonlinearity are reversed in polarity, the feature at position r 0 is again misplaced to the right at position r 0 Ј. In the case of B 0 inhomogeneities, a perfectly uniform background field, B 0 , is assumed; however, a nonuniform background field B 0 Ј exists. When the applied gradient and background field strengths are superimposed, we see the field profile shown in Fig. 2͑B͒ and a feature at position r 0 is misplaced to the left at r 0 Ј. This time when the reversed gradient polarity and the inhomogeneous B 0 field are superimposed, a feature at position r 0 is misplaced to the right at r 0 Ј. For example, the x coordinate of a particular feature will be found at position x + in a MR image with a positive read encode gradient and at a position x − in an MR image with a negative read encode gradient. That is
FIG. 1. Illustration of distortions due to gradient nonlinearities for reversed gradient polarities. ͑A͒ the applied gradient is assumed to be linear ͑dotted line͒, whereas the realized gradient suffers nonlinearities ͑solid line͒. Thus, a feature at position r 0 is misplaced to the right at position r 0 Ј. ͑B͒ When the gradient polarity is reversed, the polarity of the nonlinearity is also reversed. This means that a feature at position r 0 is again misplaced to the right at position r 0 Ј-distortions due to gradient nonlinearities are not sensitive to the gradient polarity.
The distortion due to main field inhomogeneities and susceptibility effects can thus be determined by calculating the displacement from the average x position
The distortion due to the x gradient nonlinearities can be determined by subtracting Eq. ͑5͒ from the total amount of distortion in the x direction, dx. Finally, the susceptibility effects can be simulated and subtracted from Eq. ͑5͒ thereby isolating the effects of the background inhomogeneities. The magnetic field distortions caused by an arbitrary magnetic susceptibility distribution can be simulated using the explicit finite difference method. 16 The 2D algorithm presented by Bhagwandien et al.
14 is easily extended to three dimensions. Thus, for a known susceptibility distribution-as is the case with our phantom-susceptibility-induced distortions can be numerically calculated and subtracted from Eq. ͑5͒ in order to isolate shim-related distortions in the B 0 field.
Finally, distortions due to main field inhomogeneities and susceptibility effects will scale inversely according to the strength of the read gradient while distortions due to gradient errors have been shown to be independent of gradient strength. 5, 13 As such, it should be possible to predict distortion in images acquired with alternate imaging parameters. However, Tanner et al. showed that eddy currents generated by rapidly pulsed gradients caused system distortions in spin echo images to be dependent upon echo times. 13 Because the gradient strengths and rise times affect the presence of timevarying eddy currents within the cryogenic and metal casings of the magnet, the time at which the signal is digitized ͑i.e., the echo time͒ will influence the apparent distortion. The Philips Intera 3 T system is equipped with shielded gradients and eddy currents are compensated using preemphasis calibration; the success or failure of image distortion prediction therefore rests on the success of these hardware measures to adequately reduce remnant eddy currents. For our purposes, distortion measurements were made with a 3D data set with only one frequency encode in the x direction and no slice warping since a phase encode was performed in the slice direction. In a more typical 2D clinical scan, slice warp would be present due to the additional frequency encode in the slice direction; however, slice warp ͑B 0 effects͒ can easily be predicted and accounted for since distortion sources are separated in the initial data set. Thus, it may be possible to predict the amount and type of distortion in 2D images of our phantom for a variety of different imaging protocols for which detailed 3D distortion data are not acquired.
For patient images where susceptibility effects are not a concern, the gradient distortions acquired from the data presented in this study would be combined with a scaled version of the B 0 distortion data to predict clinical image distortions. In this case, no additional scans would be necessary to correct patient images. In a more realistic situation, susceptibility effects would be a concern; these could be modeled according to the methods of Bhagwandien et al., 14 or the combined effects of susceptibility and B 0 distortions could be measured through phase difference maps according to the methods of Jezzard and Balaban. 15 The latter method involves acquiring two images with slightly different echo times to create a phase difference map. The difference in distortions is reversed under gradient polarity reversal, whereas gradient nonlinearity distortions are not. It is this difference that permits the separation of distortion effects through the "reversed gradient method." phase evolution at each pixel can be used to create a detailed B 0 /susceptibility map which can be used to correct all subsequent images for that patient.
III. METHODS AND MATERIALS

A. The phantom
For this study, a phantom containing a 3D distribution of points was constructed in house; it consists of 17 polystyrene grid sheets, evenly spaced within a 30 cmϫ 30 cmϫ 30 cm polymethylmethacrylate case similar to the design proposed and used by Wang, Doddrell, and Cowin. 2 Also constructed was an alignment jig into which the phantom fit; this was used to reduce alignment errors ͑particularly in the x and y directions͒ between subsequent data sets and to facilitate registration of MR and CT data. The phantom is displayed in Fig. 3 . Because the dimensions of the phantom are very close to the resonant rf wavelength of 1 H in water-26 cm at 3 T 16 -interference from superimposed rf waves has complex effects on rf homogeneity. 17 The resonant rf wavelength in mineral oil is approximately 160 cm and the American Association of Physicists in Medicine thus recommends oil over water to reduce such artifacts. 18 Control points are found where each of the grid intersections is interfaced with the mineral oil. That is, a control point is defined as the intersection of three planes where the first two planes are contained by the grid and the third plane is the liquid/grid interface. Each of the 17 sheets contains 289 grid points per face for a total of 9826 control points ͑2 ϫ 17ϫ 289͒. Control point spacing is approximately 15.0 ϫ 15.0ϫ 7.6 mm in the x, y, and z dimensions, respectively. In the recent study by Wang, Doddrell, and Cowin using this type of phantom, no mention was made of how the true position of the phantom control points was determined. 2 The authors quote the grid spacing in each of the three dimensions and it is thus assumed that the true control point positions were defined using this perfectly regular spacing. While the grid sheets used in this phantom experiment were also manufactured and purchased commercially, a small amount of variability, particularly in the z direction, was noted. For this reason, the true grid positions were determined via a corresponding CT scan.
B. Image acquisition
MR images were acquired on a 3.0 T Intera MRI scanner ͑Philips Medical Systems, Cleveland, OH͒ using the body coil and a standard 3D gradient echo ͑GE͒ sequence with TE, TR, and flip angle of 5.1 ms, 11.1 ms and 28°, respectively. The sequence included phase encode spoiling, but no rf spoiling, and a single k-space line was encoded per TR. A 370 mm field of view ͑FOV͒ was used along with a 512 ϫ 512 imaging matrix and a total of 440 contiguous slices were acquired at a spacing of 0.72 mm. The resulting x , y , z voxel size was thus 0.72ϫ 0.72ϫ 0.72 mm 3 . The selected slab volume extended approximately 6 cm in the z direction beyond each end of the volume used in our distortion analysis. B 0 distortions were considered in the read encode direction only. In order to separate gradient and B 0 /susceptibility distortions in the x direction, two 3D scans were performed with identical imaging parameters save the reversal of the read gradient polarity.
Finally, automatic shims were turned off for all scans to eliminate changes in B 0 homogeneity. The auto shimming function was found to moderately increase homogeneity over the central region of the imaged volume at the slight expense of the homogeneity at the volume's extremities. Thus, mean distortions were not significantly increased without the automatic shimming function.
In order to define the true, undistorted control point positions, a corresponding CT scan of the phantom was generated. CT images were acquired using a Philips Gemini positron emission tomography ͑PET͒/CT scanner ͑Philips Medical Systems, Philadelphia, PA͒. Again, a 370 mm FOV was used and 600 contiguous slices were acquired with a reduced slice thickness of 0.5 mm due to scanner limitations. Voxel dimensions in the CT data set were thus 0.72ϫ 0.72 ϫ 0.5 mm 3 .
C. Control point detection and data alignment
MATLAB-based software was developed in order to locate the 3D coordinates of each of the control points in the phantom and was based on a previously published algorithm.
2 For clarity, a brief description of the method follows. Control point detection is based on image edge detection using 3D Prewitt Operators followed by first moment calculation in each of the three orthogonal directions. Initially, the first derivative of the data set is evaluated along the z direction ͑perpendicular to the plane of the grids͒, resulting in an increased signal at the grid interfaces where the control points are located; this provides an initial estimation of each control point's z coordinate. Next the interfacial slices are convolved with a cross-shaped mask to visually enhance the location of the grid points. A threshold is applied and regions of interest ͑ROIs͒ are automatically generated around each of the enhanced control points, thus providing additional initial estimates of the x and y coordinates. The final x and y coordi- nates of the control point are determined by calculating the first moment of the magnitude of the derivative evaluated along each of the x and y directions over an expanded ROI of a standard size ͑typically 9 ϫ 15 pixels͒. The mean x position of the control point on the interfacial slice is determined as
where f x Ј is the derivative evaluated along the x direction and n x and n y correspond to the x and y dimensions of the ROI.
Because the x and y derivative profiles may not be particularly well defined at the interfacial slice, this calculation is repeated on all slices within the grid. A line is fit to the x and y coordinates on each slice and the final x and y coordinates are obtained by extrapolating to the interfacial slice. The mean y coordinate is found using an analogous equation. To determine the final z coordinate, a second ROI is centered on the final x and y positions of the control point and the first moment in the z direction was found using a similar equation. In this way, 3D coordinates can be determined for each of the 9826 control points in the phantom. Control points may occasionally be obscured by the presence of bubbles within the phantom and, on average, the positions of approximately 0.5% of control points were missing. In such an event, the user may view control points plane by plane and missing control points can be interpolated based on the positions of four nearest neighbors.
Finally, pixel indices were converted to Cartesian coordinates using an origin placed at the isocenter of the MR scanner; the information required to perform this transformation is easily obtained from the image's header file. In a similar fashion, the corresponding Cartesian coordinates of each of the control points was determined from both the reversed read gradient MR scan and the CT scan. The control points in each of the three data sets were sorted from top left to bottom right and from front to back such that corresponding distorted and undistorted control point coordinates could be compared because of their identical positions within the data matrices. By using a setup jig, which was specially designed to fit both within the MR bore and on top of the PET/CT couch, phantom alignment errors in the x and y directions were minimized. Alignment errors may still exist in the z direction and for this reason it was necessary to determine an alignment shift which was applied to the CT data set so that the positions of control points near isocenter in both MR and CT data sets coincided. This alignment was achieved by first correcting the MR data for B 0 and susceptibility distortions ͑i.e., by taking the mean x , y , z coordinates from the positive and negative read gradient scans for each control point͒. Next, 31 control points in CT and the corrected MR data were manually selected around the isocenter ͑seven along the x and y axes on each of the front and back faces of the central grid and a further seven along the z axis through the isocenter͒. It should be noted that if gradient distortions are present over the region immediately surrounding the isocenter, this registration procedure would be faulty and would introduce a constant shift into each of the gradient distortion calculations. However, since imaged anatomy is always placed at the isocenter, magnets are designed to have minimal distortion over this central region. It is thus reasonably assumed that gradient distortions around the isocenter are negligible; other groups have previously used this assumption. 4 
D. Simulation of susceptibility distortions
The 3D magnetic field distortions created by the presence of the phantom were calculated using an explicit finite difference method.
14 The magnetic susceptibility of the mineral oil was measured to be ͑−8.9± 0.5͒ ppm using an Evans MSB-1 magnetic susceptibility balance while the susceptibility values for the polymethylmethacrylate shell and the polystyrene grids were determined from the literature to be −6.744 and −7.419 ppm, respectively. 19 All volume susceptibility values are given in international standards ͑SI͒ units.
E. Distortion-map creation
Three-dimensional distortion maps of x, y and z gradient nonlinearities were generated by comparing the positions of each of the control points from the MR scans ͑averaged positions͒ and the CT scan. Distortions due to B 0 and susceptibility effects were calculated using both MR data sets according to the reversed gradient method described in Sec. II.
F. Distortion prediction
To our knowledge, distortion measurement and correction procedures previously presented have only shown correction in images acquired using imaging parameters identical to those used for the measurement step. It would be clinically advantageous, however, to be able to correct image distortions for a variety of imaging protocols using a base set of distortion characterization data. We use the base set of distortion data acquired using a 3D GE sequence with frequency encoding in the x direction to predict distortion in a 2D spin echo ͑SE͒ image with frequency encoding in the y direction. Before proceeding with the distortion prediction and correction we first verified that eddy currents did not significantly alter expected distortions when different echo times were used.
G. Distortion correction
Once the 3D distortion map is known, the geometric fidelity of MR images can be restored using simple distortion correction techniques. The distortion correction procedure is similar to procedures used in automatic nonrigid image registration and was performed using the National Library of Medicine Insight Segmentation and Registration Toolkit ͑ITK͒. ITK provides various programming modules useful for image registration purposes. One such module performs inter-modality registration through image warping using an elastic body spline ͑EBS͒ kernel. 21 The EBS is based on a physical model of an elastic body; provided with a set of corresponding points in two image sets, it results in a smooth mapping of one image to the other. Identifying a dense array of corresponding physical points in two image sets can be a difficult problem for standard image registration, but is easily accomplished using the abovementioned phantom and control point detection technique. Furthermore, because the distortion data are defined over a 3D volume, distortion can be corrected in any plane-axial or oblique. The distortion correction procedure used in this study corrects individual 2D image slices; however, a 3D volume correction scheme would be a feasible extension of the method.
IV. RESULTS
Corresponding axial slices of the MR and CT phantom data sets are shown in Fig. 4 . As can be seen from the MR image, the amount of distortion over the central region of the phantom is limited while distortion far from the magnet's isocenter is more severe.
Commercially available plastic grids were used to construct our phantom and a small amount of variability in control point spacing was found. It was thus deemed necessary to calculate the MR distortion by measuring the difference in control point positions in MR relative to CT. For example, while warping of the grid planes was observed in the z direction in the MR scan, it was also observed ͑though to a lesser degree͒ in the CT scan; this is illustrated in Fig. 5 . Without the baseline CT scan, all of the z warping seen in the MR scan would be attributed to slice warp and z-gradient nonlinearities. The presence of a small amount of warp in the CT data set indicates the imperfect design of the grids and should not be mistaken for gradient nonlinearity.
The distortion caused by each of the gradients and by inhomogeneities in the main magnet was measured and mapped according to Eqs. ͑3͒-͑5͒ and the distortion due to susceptibility effects was modeled. While these distortion maps are defined over a 3D volume ͑dimensions 266ϫ 266 ϫ 205 mm 3 ͒, a selection is shown in Fig. 6 for a transverse plane through the isocenter. In this plane, the maximum magnitude of distortion is 4.5 mm in the top right corner of the phantom at a radial distance of 197 mm from the isocenter. Figure 7 shows the same types of distortion for a transverse plane approximately 8.5 cm from the isocenter. Distortions due to nonlinearities in the x, y and z gradients are similar both in magnitude and in general form at both locations while distortions due to main field inhomogeneities are significantly increased further from the isocenter. In this plane, the maximum magnitude of distortion is 5.4 mm and occurs at a radial distance of 215 mm from the isocenter. The maximum distortions in our data set generally occur at the top corners of the phantom as the phantom was not perfectly centered in the magnet; the top corners are thus the points furthest from isocenter. It should be noted that while many vendors apply distortion correction as part of routine postprocessing, the Philips 3T Intera magnet does not.
The distortions caused by the susceptibility differences between the polystyrene grids and the surrounding oil were modeled and were found to be 0.49 ppm at maximum. For the gradient strength used in this imaging sequence ͑4.50 mT/ m͒, this corresponds to a maximum linear displacement of 0.33 mm. At approximately half a pixel width, and on the order of the uncertainty of the method, the effect of the grid susceptibility was deemed negligible. Thus, susceptibility distortions were modeled using only the susceptibility distribution of the oil and the polymethylmethacrylate case. Based on the simulations, susceptibility effects result in a maximum absolute distortion of 1.73 ppm or 1.15 mm in the x direction.
The manufacturer's specifications indicate that the peakto-peak main field homogeneity should be 4.5 ppm for a 40ϫ 40ϫ 30 cm rectangular volume and 1.3 ppm for a 20-cm-diam spherical volume. For our approximately 26 ϫ 26ϫ 20 cm rectangular volume, we see maximum peak-topeak B 0 field inhomogeneity distortions of 8.1 mm in the x direction; this corresponds to 12.2 ppm for the given gradient strength of 4.50 mT/ m. For a 20-cm-diam spherical volume, we see a maximum peak-to-peak distortion of 1.8 mm corresponding to 2.6 ppm. Despite the fact that measured B 0 inhomogeneity was larger than that specified by the manufacturer, gradient nonlinearity appeared to be the main source of image distortions over the majority of the analyzed volume. B 0 inhomogeneities were only responsible for the majority of image distortion in transverse planes at the extreme ends of the phantom.
In order to validate the reproducibility of the results, distortions were measured on three different data sets collected over several months. The phantom was removed from the magnet between scans and the setup jig was used in order to improve the setup reproducibility. Acquisition parameters were identical in each of the three data sets. Unlike the reproducibility study performed by Wang, Doddrell, and Cowin, 2 this type of study allows testing not only of the performance of the control point detection software, but also the setup and overall distortion reproducibility. As such, slightly higher reproducibility errors are expected. The mean and standard deviation of reproducibility errors between pairs of data sets is graphed in Fig. 8 . Because the phantom was removed and replaced between subsequent scans, distortion measurements are acquired at slightly different positions in each of the data sets. Interpolation of one data set in each of the pairs is thus required in order to compare the reproducibility of distortion measurements at the same locations. A trilinear interpolation scheme was used. The mean and standard deviation of reproducibility errors between data sets 1 and 2 was obtained by averaging the reproducibility errors when distortion in data set 1 was interpolated at the positions given in data set 2 and vice versa. The same procedure was followed for comparing data sets 1 and 3, and data sets 2 and 3.
Clearly distortions in the y and z gradients are very reproducible with mean errors ͑standard deviation͒ ranging from 0.02͑0.03͒ to 0.05͑0.11͒ mm. These errors are less than 1 / 4 of the pixel dimensions. Reproducibility errors in the x gradient, B 0 inhomogeneity and magnitude distortion are somewhat larger and range from 0.02͑0.10͒ to 0.15͑0.25͒ mm. The largest of these errors represents just over 1 / 2 a pixel dimension. It should also be noted that interpolation errors FIG. 7 . Distortion in a transverse plane 85 mm from the magnet's isocenter. Top row ͑left to right͒: measured magnitude of distortion, measured x gradient and y gradient distortions. Bottom row ͑left to right͒: measured z gradient distortion, simulated susceptibility distortion, and B 0 distortion ͑to-tal measured inhomogeneity distortions minus simulated susceptibility distortion͒.
FIG. 8. Mean reproducibility errors
contribute to these quoted reproducibility errors; by comparing identical data sets, interpolation was found to contribute 0.0͑0.2͒ mm of intrinsic error.
The variation in maximum and mean total image distortion versus image volume is shown in Fig. 9 . Maximum and mean distortions were calculated over both cubic and spherical volumes of interest ͑VOIs͒ with cube side length and sphere diameters ranging from 40 to 300 mm. As expected, the maximum distortions are always greater in the cubic VOI than in the spherical VOI of corresponding size.
Next, an individual image slice from the 3D data set was corrected using the EBS kernel. Distorted control point coordinates as determined from the MR slice and undistorted control point coordinates as determined from the corresponding CT slice were used as paired landmarks in order to unwarp the MR image geometry to match the correct CT image geometry. The mean and standard deviation of distortions for the 289 control points in the slice before image correction were found to be 2.53͑0.94͒ mm. The residual distortion in the corrected image was determined by locating the 2D control point coordinates in the corrected image ͑in much the same way that the 3D coordinates were found in the original data set͒ and compared to the known x and y coordinates of the CT image. Residual distortions were found to be 0.28͑0.15͒ mm; this represents a ninefold reduction in mean image distortion. The original and corrected images are shown in Figs. 10͑A͒ and 10͑B͒ while the difference map is shown in Fig. 10͑C͒ . The distortion maps before and after correction are shown in Figs. 10͑D͒ and 10͑E͒ , respectively.
Last, a 2D spin echo ͑SE͒ image of the phantom with frequency encoding in the y direction was acquired 85 mm from the isocenter along the z direction. Gradient distortions measured from the 3D GE sequence were used as a basis from which to predict the distortion in the SE image. The B 0 and susceptibility distortions were scaled according to the different frequency encode gradient strengths used in each of the images and were applied in the frequency encode ͑y͒ direction in order to predict the location of the control points in the 2D SE image. If eddy currents are not adequately compensated for in the machine hardware, such currents could alter distortion patterns for different imaging protocols and could render the prediction scheme invalid. In order to verify the significance of eddy currents in our magnet, we first carried out an experiment in which the distortion was measured at the four corners of a series of five identical gradient echo image acquisitions and compared this to distortion measurements on a series of five gradient echo images where the echo time was increased in each successive image. The results of this experiment are shown in Table I . The average uncertainty ͑standard deviation͒ in distortion measurement was 0.06 mm for the five identical images and was 0.24 mm for the five images with TEs ranging from 5 to 50 ms. A similar experiment was carried out with spin echo images and the uncertainty was found to increase from 0.05 to 0.27 mm. This approximately fourfold increase in the uncertainty in distortion measurements could be attributed to differences in remnant eddy currents. Despite the increase in uncertainty, distortion was measured at the four corners ͑where distortions are expected to be greatest͒ to within half a pixel of uncertainty and eddy current effects were deemed negligible in such cases. The distortion prediction scheme was thus validated. Figure 11͑A͒ shows a gradient echo ͑GE͒ image of the phantom at z = 85 mm; the frequency encode direction is aligned with the x axis and a large amount of distortion is thus observed in the horizontal direction. Figure  11͑B͒ shows the SE image acquired at the same z location, but with the frequency encoding ͑and largest amount of distortion͒ along the y direction. Using the predicted distortion map created from the image in 11͑A͒, the distortion in image 11͑B͒ was predicted and corrected. This is shown in Fig.  11͑C͒ while a difference map is shown in Fig. 11͑D͒ . Following the image correction, mean and standard deviation distortion was reduced from 1.63͑1.02͒ to 0.29͑0.22͒ mm.
In order to verify the accuracy of the distortion prediction, the control point locations for the SE image were also automatically measured. The mean and standard deviation values for the difference in predicted and measured control point locations were 0.27 and 0.23 mm, respectively; this represents less than 1 pixel of discrepancy. Image correction using the automatically measured image distortion yielded a mean and standard deviation residual distortion of 0.14͑0.07͒ mm. This result is slightly better than that achieved by the using the predicted distortion; however, the ability to predict distortion to within 1 pixel of accuracy allows a variety of different images of the same object to be corrected based on one set of distortion data. That is, distortion maps do not need to be calculated for each specific imaging sequence.
V. DISCUSSION
In order to make use of the excellent soft tissue imaging capabilities of MR in the radiation treatment planning procedure, inherent image distortions need to be measured and removed. This is most readily done using some type of phantom measurement; the previous literature suggests two main phantom types. The phantom presented in this study and in those by Wang, Doddrell, and Cowin 2 has both advantages and disadvantages over the phantom ͑linearity test object, LTO͒ used by Doran et al. 4 Because the control points in our phantom occur at well-specified points and are not the extended rod objects of the LTO, it is possible to accurately quantify distortions in all three dimensions; our phantom allows straightforward through-plane distortion measurement. Our phantom is, however, quite heavy and cumbersome compared to the mostly air-filled LTO. It is further acknowledged that a larger phantom, more representative of the size and shape of a human torso, would need to be constructed in order to facilitate distortion correction over more clinically relevant volumes. Such design modifications are currently under way. Finally, as compared to the control point detection scheme used by Doran et al., 4 our detection scheme does not require manual matching of any control points in MR and CT.
In the recent study by Wang, Doddrell, and Cowin using the same type of phantom, it appears distortion measurements were made relative to a priori known control point locations-it is not, however, mentioned how these control point locations were determined. 2 It is thus understood by our group that a perfectly regular spacing of the control points was assumed and that distortion was measured rela- tive to this assumed spacing. This assumption was avoided in our study as control grid locations were directly measured using a corresponding CT scan. Figure 5 illustrated the fact that MR grids were slightly warped even in CT images. The fat/water chemical shift has not expressly been dealt with in this study and if fat suppression techniques are not used, chemical shift effects will result in misplaced signal in the readout direction and potentially in the slice select direction as well. This obviously complicates the treatment planning procedure and such distortions need to be corrected for. In the absence of fat suppression techniques, a high readout gradient can be used to minimize chemical shift artifacts as well as B 0 and susceptibility effects. Alternatively, adipose tissue can be separately contoured as a postprocessing step; the exact fat/water pixel shift can be determined from the imaging parameters ͑readout bandwidth, FOV, image resolution, slice select gradient͒ and an appropriate shift could be applied to such regions.
The results of this study suggest that distortion in 3 T MR images can be adequately corrected and that images which meet the stringent requirements of spatial accuracy for treatment planning can be produced. After segmenting MR images and applying bulk electron density information, some literature suggests RTTP could be carried out with MR images alone-without the need for image registration and without the introduction of errors associated with this process. 8, 9 Other literature suggests that while MRI provides superior soft-tissue contrast and more complete and more consistent tumor delineation, the tumor volume information provided by MR is complementary to that provided by CT. If this is the case, it may be prudent to use both MR and CT images to provide a composite co-registered image. 6, 7 Whatever the case may be, it can only be beneficial to start with MR images which are free of geometric distortions and which are as spatially accurate as possible. The results of this study show that geometrically accurate images are possible at 3 T despite the linear increase of B 0 inhomogeneities and susceptibility effects.
VI. CONCLUSIONS
The phantom and methods presented in this paper provide a means of quantifying the distortion due to gradient nonlinearities, susceptibility effects and B 0 inhomogeneities for a 3D phantom image acquired with a particular set of imaging parameters. The distortion maps created from this procedure may also be used to predict and correct 2D images ͑both axial and nonaxial͒ obtained using different acquisition parameters.
Gradient nonlinearities were the main proponent of image distortion near the center of the magnet; this finding is in agreement with that of Wang et al. for a 1.5 T magnet. 1 As such, distortions at 3 T will not necessarily be larger than at 1.5 T. Indeed, Wang et al. found maximum distortions of 10-25 mm over a 240ϫ 240ϫ 240 mm 3 volume while we found a maximum absolute distortion of less than 7 mm over our 260ϫ 260ϫ 200 mm 3 volume. 1 In addition, Doran et al. report a maximum absolute distortion ͑due to gradient nonlinearities only͒ of 9 mm over a volume of 257ϫ 255 ϫ 257 mm 3 . 4 Although B 0 and susceptibility distortions have a larger effect at higher field strengths, we report smaller maximum distortions at 3 T than previous researchers reported at 1.5 T. This implies that the Philips 3 T Intera is a well-shimmed system with excellent gradient linearity and, since gradient nonlinearities are the main source of distortions, distortions at 3 T are not necessarily greater than those at 1.5 T.
Mean distortions in our 3 T MR system were reduced from 2.43͑0.94͒ to 0.28͑0.15͒ mm in an image from which distortion maps were created. For an alternative imaging sequence, the base set of distortion maps was used to predict and correct the image distortion. Following the prediction and image correction, distortion was reduced from an initial amount of 1.63͑1.02͒ to 0.29͑0.22͒ mm ͑less than 1 pixel of residual distortion͒. This illustrates how an accurate initial characterization of magnetic field variations and gradient nonlinearities can lead to the satisfactory correction of images acquired with any number of different imaging protocols; individual time-consuming distortion characterization scans are not required for each image.
In conclusion, we have demonstrated ͑1͒ that image distortions at 3 T are not necessarily greater than at 1.5 T; ͑2͒ that such images can be reliably corrected resulting in minimal residual distortions; and ͑3͒ that distortions can be predicted for images acquired with alternate imaging protocols thereby reducing the amount of time required to carry out distortion measurements in clinical situations. The use of FIG. 11 . ͑A͒ A single distorted slice of the 3D GE image from which distortion maps were obtained. The most pronounced distortion is visible in the x direction ͑horizontal͒; ͑B͒ a distorted SE image for which distortion was predicted based on the GE distortion data. The most pronounced distortion is visible in the y direction ͑vertical͒; ͑C͒ the corrected SE image. The distortion was reduced from 1.63͑1.02͒ to 0.29͑0.22͒ mm; ͑D͒ a difference map showing Image B-Image C ͑Note: the distorted grid lines appear black while the corrected grid lines appear white͒.
MRI in radiotherapy treatment planning therefore appears to be a feasible clinical option at 3 T due to both the possibility of distortion prediction and the minimal distortions observed in both original and corrected images.
