ABSTRACT G-quadruplexes are nucleic acid secondary structures that form within guanine-rich DNA or RNA sequences. G-quadruplex formation can affect chromatin architecture and gene regulation and has been associated with genomic instability, genetic diseases and cancer progression. G-quadruplex formation in a DNA template can be assessed using polymerase stop assays, which measure polymerase stalling at G-quadruplex sites. An experimental technique, called G4-seq, was developed by combining features of the polymerase stop assay with Illumina next-generation sequencing. The experimental data produced by this technique provides unprecedented details on where and at what intensity do G-quadruplexes form in the human genome. Still, running the experimental protocol on a whole genome is an expensive and time-consuming process. Thus, it is highly desirable to have a computational method to predict G-quadruplex formation of new DNA sequences or whole genomes. Here, we present a new method, called G4detector, to predict G-quadruplexes from DNA sequences based on multi-kernel convolutional neural networks. To test G4detector, we compiled novel high-throughput in vitro and in vivo benchmarks. On these data, we show that G4detector outperforms extant methods for the same task on all benchmark datasets. We visualize the most important features of G4detector models and discover that G-quadruplex formation is highly depended on G-tracts length, their spacing and nucleotide composition between them. The code and benchmarks are publicly available on github.com/OrensteinLab/G4detector.
INTRODUCTION
The formation of DNA secondary structures can influence biological processes such as replication, translation and splicing [5, 10] . Single stranded DNA undergoes Hoogsteen base pairing between stretches of guanine nucleotides (G-tracts) to form four-stranded structures known as a G-quadruplexes (G4s) [27, 29, 32 ] that occur in vivo [25] . G4 secondary structures arise in guanine-rich sequences where four guanine bases interact to form planar Gtetrads, which can self-stack [11] (Figure 1 ). Nucleotide sequences containing four tracts of three or more guanines separated by loops of variable length can also form G4s spontaneously in vitro and are stabilized by potassium [23, 27, 36] . Several non-canonical G4s have been described including those with longer loops, interrupted or mismatches in G-tracts (bulges) [34] , indicating that sequence patterns are less stringent then previously thought. G4 formation is kinetically fast, and these structures are thermodynamically stable under physiological conditions, particularly in the presence of K + [11] .
Recent studies using immunofluorescence to visualize G4s revealed their active formation in human cells and tissues and highlighted potential functional implications of these structures in diseases such as cancer [3, 4, 16] . G4-forming DNA sequences have been identified in promoter regions of oncogenes [13, 15] and are conserved across species [21] . G4 formation has been implicated in genetic regulation of oncogenes such as c-MYC [30] , and are a potential therapeutic target for clinical intervention [7, 8] .
Computational predictions using simple algorithms suggest that over 300,000 sequence motifs of the type
in the human genome have the potential to form a G4 structure [18, 33] . A more recent algorithm predicted that the number of potential G4 sequences is substantially higher [2] . These computational studies predict that G4 motifs are enriched in telomeres, promoters and in the first intron of genes, but they highlight the need to generate explicit experimental data about the existence and function (or functions) of G4s in biologically relevant contexts.
The prevalence and distribution of G4s in the human genome is a key question that is currently addressed primarily on the basis of simple computational prediction, such as regular expressions [12, 18, 19] . However, several experimental techniques were developed to measure G4 formation in high-throughput. G4 formation in a DNA template can be assessed using polymerase stop assays, which measure polymerase stalling at G4 sites [35] . A method, called G4-seq, was developed by combining features of the polymerase stop assay with Illumina next-generation sequencing [9] . In this technology, DNA is sequenced from primary human B lymphocytes under conditions that either promote or disfavor G4 formation. Because polymerase stalling at G4 sites was found to affect base calling, sequencing readouts from both conditions can be compared to elucidate the exact position of G4 structures. Two independent approaches are used to promote DNA G4 stabilization: adding K + or the G4-stabilizing ligand pyridostatin (PDS, 1 µM) to the sequencing buffers [9] . Although computational predictions coupled with G4-seq provide a framework for understanding the potential for G4 structure formation in genomes, it is important to map G4 DNA formation in situ. A step towards this goal is the use of G4 structure-specific antibodies as probes. G4-selective probes have been developed and employed to capture G4s by chromatin immunoprecipitation followed by sequencing (ChIP-seq). This technology, termed G4 ChIP-seq, was successfully applied to human cells to detect G4 formation in vivo in a genome-wide manner [14] . But still, both of these experimental protocols are time-consuming and expensive and require an experienced lab technician to run them. Thus, computational predictions are desired to replace the need for these experiments or at least profoundly reduce the list of G4 candidates for further testing using higher-resolution low-throughput assays.
Several methods were developed to tackle the challenge of predicting G4 formation in silico. One class of methods search for regular expression that contain four guanine stretches. The most recent one is G4hunter [2, 6, 22] . The main downside of these type of methods is that they do not rely on the high-throughput experimental data that was recently produced in multiple studies [9, 14] . The other type of computational methods learn a predictive model from these experimental datasets. To the best of our knowledge, only one such method exists, Quadron, which aims to predict the strength (i.e., stability) of the G-quadruplex structure [28] . The label it predicts is the mismatch score which corresponds to the strength of the G4 structure. Still, no method was developed to classify DNA sequences for having the potential to form G4s or not.
In this study, we fill this gap by developing a new method, called G4detector, to classify G4 forming structures based on highthroughput experimental data. G4detector uses multi-kernel convolutional neural networks to predict G4 formation potential by sequence features. We compile novel benchmark datasets to test G4detector on both in vitro and in vivo data. On these benchmarks we compare G4detector to three different methods developed for the same task. Last, we visualize the important features of the model learned by G4detector and inspect their biological significance.
MATERIALS AND METHODS

Datasets
We generated novel datasets of high-throughput G-quadruplex measurements for benchmarking different computational methods for the prediction task. First, we used genomic coordinates as retrieved by G4-seq and G4 ChIP-seq experiments, performed in vitro [9] and in vivo [14] (GEO accession numbers GSE63874 and GSE76688, respectively). We extracted the corresponding DNA sequences using bedtools and based on the hg19 genome [26] . Since the in vitro sets included extremely short or long sequences, we removed the 10% of shortest and longest sequences. The results were three in vitro sets (corresponding to K, PDS and K_PDS stabilizers) and one in vivo. We reverse complemented the minus strand of the in vitro data and merged the set of sequences with the set of the plus strand. The in vivo data lacked strand information, so if a sequence contained more C's than G's, we used its reverse complement instead. We referred to those as the positive sets in the classification problem.
For each such positive set we created three different negatives sets. First, for each positive sequence we extracted a corresponding sequence of the same length from a random coordinate in the same chromosome. Second, for each positive sequence we shuffled its nucleotides by preserving dinucleotide frequencies [1] . Last, we looked for G4 subsequences by the following regular expression:
and centered them around their native genomic context. The length of each such sequence was randomly picked to follow the length distribution of the positive sequence set.
G4detector neural network
The deep learning model of G4detector is a multi-kernel convolutional neural network, previously proposed by Zhang el al. [37] . Since the G4 structures and the loops that comprise them vary in size, using a kernel of fixed size might not be beneficial for identifying the features that characterize a G4 structure. Instead, our method, G4detector, employs three parallel one-dimensional convolution layers of length 2, 3 and 6 and of depth (i.e., number of kernels) 80, 80 and 96, respectively. The output of each layer goes through a global max-pooling layer. These outputs are then concatenated to form a single numerical vector of length 80 + 80 + 96 = 256. This vector is the input to a fully connected layer of 32 hidden nodes with a ReLU activation function. We did not test other parameters combinations, as G4detector already outperformed extant methods on this combination. Finally, the output is governed by a single neuron with a sigmoid activation function, which receives its input from the hidden layer. A sigmoid function assigns to each input DNA sequence a probability of forming a G4 structure. The architecture of G4detector is described in Figure 2 . G4detector was implemented using Keras library with Tensorflow backend. Training was preformed on GeForce 1080Ti GPU. The models were trained over 15 training epochs. Learning rate for all the models was set to 0.0001 and the batch size chosen was 128. The network's weights were randomly initialized using a normal distribution. We used Adam optimizer [20] with β 1 = 0.9 and β 2 = 0.99. For the model trained on the random, dishuffled and PQ datasets, average training times for each epoch were 70.31, 71.93 and 67.73 seconds, respectively.
Comparison to previous methods
We compared G4detector to three other methods. First, we compared to GraphProt [24] in the same manner as we used G4detector, i.e., the first test was 10-fold cross validation on the in vitro data and the second test was training and testing on in vitro and in vivo sets, respectively. While GraphProt was originally developed to predict protein-RNA binding based on sequence and structure, on a sequence only mode it serves as very effective k-mer based approach to classify based on sequence features. For cross-validation, training and prediction, we ran GraphProt in the following manner: "perl GraphProt.pl -action <action> -onlyseq" with the appropriate sequence files. The actions were 'cv', 'train' and 'predict', respectively.
Second, we tested our method, G4detector, against trained models of two methods developed for the specific task of G-quadruplex One-hot encoded DNA sequence is the input to G4detector. It is first processed in parallel by three convolutional layers of different sizes.
The outputs of each kernel go through a global-max pooling layer. The per-kernel maximums are then concatenated. The vector of concatenated maximums goes into a fully connected layer of 32 neurons, followed by a single output neuron. A score is assigned to each sequence, indicating the probability of it forming a G-quadruplex.
identification: Quadron [28] and G4Hunter [2, 6, 22] . We ran Quadron with the default parameters. For each sequence that was not assigned a score by Quadron, we assigned it a zero score, as Quadron only predicts positive scores. We implemented G4Hunter in python. In our implementation, we used a window of 25 bases, as it was set in [2] , and a threshold of zero, to include all subsequences identified as G4s. The score given to the complete sequence is that of highest scored subsequence. If no G4 had been identified in a given sequence, its scores it the maximum over all its calculated windows. Since we already resolved the strand based on the experimental data, we were only looking for G4s on the forward strand. Thus, we ignored any G4 subsequence on the reverse strand. Only sequences of length at least the window size were given as input to our implementation of G4Hunter.
Model visualization
We used the integrated gradients approach as implemented in [17] to identify key features within a given sequence [31] . This approach attributes a deep learning network's prediction to features of the input relative to a neutral baseline and assigns a score to each such feature, that indicates its importance. The method computes the path integral of the gradients along a straight path between the input and the baseline. We used the all-zero matrix baseline.
To visualize the preferences learned by the G4detector model, we chose one positive sequence and visualized the attribution scores given to each feature (i.e., nucleotide) in the sequence. The gradient acts as a sensitivity map that tells us what the model is paying attention to. It should be noted here that the input to the model are one-hot vectors, which are a continuous relaxation of the original discrete sequences. Even though the model treats the input space as continuous, it is useful to think of the direction of the gradient at a given position being an indicator of a nucleotide switch at that position resulting in either an increase or decrease in the overall loss. The size of the letters in our visualizations corresponds to the relative importance of the given position of the input to the output, with positions more relevant to the final predictions having a greater size.
In addition, we visualized the interactions between G4 positions using a heat map. For this aim, we perform in silico mutagenesis. We use a specific input sequence as a reference and mutate it. First, we create all single nucleotide polymorphisms (SNPs). Then, we also generate all double nucleotide polymorphismps (DNPs). To identify interactions, we look for deviations from the addivitive model. Each element (i, j) in the heatmap is the sum of differences of SNP mutations minus the difference created by the DNP mutation. Each such element contains 4 × 4 cells representing all possible mutations from one nucleotide to the other. Formally, for positions i, j and nucleotides x, y the value of cell (i, j, x, y) is:
where ∆SN P(i, x) is the difference from the reference in predicted probability when mutating position i to nucleotide x, and ∆DN P(i, j, x, y) is the difference from the reference in predicted probability when mutating positions i, j to nucleotides x, y, respectively.
RESULTS
Novel G4-quadruplex benchmark datasets
We compiled novel benchmarks, based on the high-throughput in vitro and in vivo data generated by G4-seq [9] and G4 ChIP-seq [14] experiments, respectively, to train and test different computational methods for the task of G4 prediction. Three G4 stabilizers were used in G4-seq: K, PDS and K_PDS. This resulted in three different sets of genomic coordinates of G4-forming DNA sequences. We turned each of the three sets into a classification problem by augmenting it with a negative set. Since each negative set may have its drawbacks, we used three different kinds of negatives:
(1) random: random genomic sequences (2) dishuffle: randomly shuffled positives while preserving dinucleotide frequencies (3) PQ: predicted G-quadruplexes in the human genome according to a regular expression
The rationale behind the different negatives is as follows. First, random genomic sequences mimic the ability of our method to identify G4 sequences in a genome-wide manner, i.e. distinguishing them from 'regular' genomic sequences. Second, the shuffled sequences test a more difficult scenario, where the method needs to distinguish between sequences with similar local nucleotide statistics, but different orderings that make up G4s. Third, the PQ negative set is used to test the ability of the method to identify G4 DNA sequences that do not comply with the prior assumption of a G4 regular expression. We observed only 18.8% overlap with the positive set, which means that predictions by the regular expression are far from experimental measurements.
The in vivo G4 ChIP-seq positive set was augmented by three different negatives, similar to the in vitro case. For sequence and set statistics, see Table 1 . For complete details of sequence set generation, see Subsection 2.1. G4detector outperforms extant methods in predicting in vitro G4 formation. We tested different methods in predicting in vitro G4 formation as measured by the G4-seq experiment. For G4detector and GraphProt, we performed 10-fold cross validation: we trained a model on nine folds of the in vitro data, and tested its accuracy on a held-out fold. This was repeated with three different negative sets: random genomic regions, dishuffled positives and predicted G-quadruplex, and for each of the experiments, which differed by the stabilizer (K, PDS, K_PDS). For Quadron and G4Hunter, we used the default trained model. For sequence set statistics, see Table 1 .
G4detector outperforms extant methods in predicting in vitro G4 formation
To gauge the performance of G4detector, our deep neural network, compared to extant methods, we used the novel benchmark we created (see Subsection 2.1). For each of the G4 stabilizers (K, PDS and K_PDS), we performed 10-fold cross validation. We split the data into ten equal folds, and for each fold we treated it as the test set while the rest were the training set. Performance was evaluated by area under the receiver operator curve (AUC), a common measure to gauge classification accuracy of balanced sets. We report the average AUC over the ten folds. According to the results, as summarized in Figure 3 , G4detector outperforms all competing methods in predicting in vitro G4 formation. GraphProt comes second in place after G4detector. We believe that it is due to the fact that it learned the G4 features from the same data as it is tested in the same 10-fold manner. Quadron, on the other hand, while trained on the same data, is based on predicting a mismatch score as opposed to a classification setting as in our case. This may explain why it is outperformed by both G4detector and GraphProt in all stabilizers and negative sets. Last, G4Hunter is also outperformed by G4detector and GraphProt on all the tasks. We assume that it is due to the fact that its computational model is too simplistic, as it uses only a regular expression to detect potential G4s.
As might be expected, when comparing the performance over different negative sets, the best performance was observed on the random negative set. It is the simplest of all three proposed classification problems, since it is highly unlikely for a sequence in this negative set to be guanine-rich (the human genome is AT-rich, Table 1 ), which is a key property of G4-forming sequences. When moving to shuffled sequences, they preserve the same nucleotide statistics, but lack the correct ordering to form a G4. We observed a decrease in accuracy for all methods, but still not as bad as the PQ negative set scenario. We observed the worst performance when training and testing on the PQ negative set. The PQ negative set is constructed out of areas in the human genome containing a G-rich regular expression (see Subsection 2.1). Due to the overlap with the test set, we expect some similarity between this negative set and the positive set, that most probably contains similar G-rich expressions.
G4detector outperforms extant methods in predicting in vivo G4 formation
To gauge the performance of G4detector, our neural network, compared to extant methods on predicting in vivo G4 formation, we used the G4 ChIP-seq dataset [14] . We trained nine binding models, each with a different stabilizer (K, PDS, K_PDS) and a different negative set (random, dishuffle, PQ). Each binding model was trained on Figure 4 : G4detector outperforms extant methods in predicting in vivo G4 formation. We tested different methods in predicting in vivo G4 formation as measured by the G4 ChIP-seq experiment. In each test, the negative set is different: random genomic regions, dishuffled positives and predicted quadruplexes. For G4detector and GraphProt, we learned a model based on three high-throughput in vitro datasets (differed by stabilizer: K, PDS, K_PDS) using the same control (negative) set. For Quadron and G4Hunter, we used the default trained model. For sequence set statistics, see Table 1 .
a complete in vitro dataset, and tested on the G4 ChIP-seq dataset augmented by the same type of negative set. To train the PQ models, during the training phase we held out 8,954 sequences from the PQ negative dataset, which is equal to the size of the positive dataset, and used that held-out set to test the model along with our positive set. We report the performance in predicting in vivo binding by AUC, an appropriate metric for balanced positive and negative sets, as in our case. For complete benchmarking details, see Subsection 2.1, and for sequence statistics see Table 1 .
The results of predicting in vivo G4 formation show that G4detector performs the best on all three negative sets, and for each of the in vitro experiments it was trained on. As in the in vitro case, we observe an overall decrease in performance for all methods and models, moving from random to dishuffled to PQ, indicating that the PQ negative set constitutes the greatest computational challenge. Note that on the PQ negative set, all three competing methods: GraphProt, Quadron and G4Hunter, achieve an AUC below 0.5, which corresponds to a random guess. Only our method, G4detector, was able to retrieve biologically meaningful features from the in vitro data that were relevant to the in vivo domain for the K_PDS and PDS stabilizers.
G4detector identifies key sequence features to predict G4 formation
We used the integrated gradients method to visualize the key features G4detector identifies on one given sequence. Figure 5 portrays the attribution scores evaluated using three different models, each differs by the negative set. The attribution scores indicate that the models trained on the random and dishuffled negative sets are based on guanine-rich subsequences. The relevant guanines reside in continuous stretches. We also observed that for the model trained with the random negative set, higher attribution scores are given to pairs of guanine stretches seperated by one nucleotide. On the other hand, for the model trained on the PQ negative set, we see that similar genomic areas receive negative attributions. We suspect that the PQ-based model learned to identify the negative set, containing the regular expression, as opposed to identifying features that characterize G4s.
G4detector identifies key interactions among G4 sequence features
To visualize interactions between positions inside the G4 sequence, we used in silico mutagenesis. We calculated the difference between the sum of predicted effect of two SNPs compared to the predict effect of the corresponding DNP. Deviations from the additive model Example of attribution scores assigned by the integrated gradients method for models trained on the positive G4-seq in vitro K_PDS set. (a) and (b) show that G-stretches received relatively high scores for models trained with the random and the dishuffled negative sets, respectively, whereas for the model trained with the PQ negative sets (c), G-stretches received negative scores. Figure 6 : G4detector identifies key interactions among G4 sequence features. An interaction map deduced from the model trained on the random negative set with K_PDS stabilizer. Each cell (i, j) is the difference between the sum of predicted probabilities of SNP mutations in those positions compared to predicted value when both positions are mutated (i.e., DNP). In the circled region in the map, a strong interaction between G4 nucleotides was identified.
are a way to identify interacting positions. We generated the mutation maps shown in Figure 6 using the first 30 nucleotides from the sequence used in Figure 5 .
As can be seen in Figure 6 , the model can successfully identify interacting G4 nucleotides. The map generated according to the random model highlights two likely interacting G4s. We observe extreme deviation from the additive model in the intersection between positions 5-8 and 21-24, where a subsequence of four guanines is present. We speculate that while mutation at one of these positions highly disturbs the G4 structure, adding a second mutation does not have the same disruptive effect as the sum of two single mutations. On contrast to the G4 subsequnce, in the linker regions we observe an additive effect, i.e., the difference between the sum of SNPs and the corresponding DNP is approximately zero.
DISCUSSION
In this paper, we present a novel method, G4detector, to predict G4-quadruplexes based on high-throughput data. To the best of our knowledge, G4detector is the first method to treat the problem as a classification problem, i.e., distinguishing G4 sequences vs. non-G4 sequences. To demonstrate the effectiveness of G4detector, we generated new benchmarks based on recently published datasets. These will be valuable for any future study for the development of new software and algorithms for this task.
We compared our algorithm to three extant methods and outperformed all of them. First, we compared to G4Hunter, which is based on simple rules of regular expression and nucleotide counting, to detect G4 formation potential. It is not based on learning from experimental data. Second, we compared to Quadron, which was developed to predict G4 formation 'intensity', measured as the number of mismatches identified in the G4-seq experimental protocol. While Quadron may solve the regression problem effectively, it was not on par with our method in solving the classification problem. Last, we compared to GraphProt in its sequence only mode and have demonstrated the power of deep neural networks compared to classic machine learning methods (e.g., support vectors) that use k-mer sequence features.
There are several caveats in our study. First, the type of negative set is critical in the definition of the problem. To circumvent our inability to generate a real biological control, we used three different negative sets. We demonstrated that our method, G4detector, outperforms on all three, both in vitro and in vivo. Second, while deep neural networks are very effective as prediction black boxes, they are difficult to interpret. To tackle this problem, we used a recently developed method, integrated gradients, to visualize the most important features in a given input sequence. Moreover, we successfully visualized interactions identified by the G4detector model by in silico mutagenesis analysis.
We see several paths to extend this work in the future. First, similarly to Quadron, we would like to explore the problem of predicting the strength of the G-quadruplex structure. This can be done based on the 'mismatch' level as measured in the G4-seq protocol. Second, we hope to improve our negative set to be based more on experimental data, rather than being a synthetic one. Last, we plan to apply G4detector on whole genomes and ask what is biologically common to regions in the mouse genome, for example, that form G4s.
To conclude, the new experimental data of G4 DNA formations generated recently under several studies posed new computational challenges that we tackle in this paper. These include analyzing the data, expressed as a list of DNA sequences annotated as Gquadruplexes and non-G4s, and inferring a predictive model from the data to enable predictions of G-quadruplex formation in new DNA sequences. We used the latest advancements in the machine learning world, deep learning, which is especially accustomed to picking up local features and interactions between them. Testing G4detector models on independent high-throughput datasets demonstrated its accuracy, effectiveness and ability to learn relevant biological signals from high-throughput sequencing data. We believe that our method, G4detector, will advance the research in the G-quadruplex field by providing researches with a new tool to predict G4s from DNA sequence alone.
