In authorship attribution one assigns texts from an unknown author to either one of two or more candidate authors by comparing the disputed texts with texts known to have been written by the candidate authors. In authorship verification one decides whether a text or a set of texts could have been written by a given author. These two problems are usually treated separately. By assuming an open-set classification framework for the attribution problem, contemplating the possibility that none of the candidate authors is the unknown author, the verification problem becomes a special case of attribution problem. Here both problems are posed as a formal Bayesian multinomial model selection problem and are given a closed form solution, tailored for categorical data, naturally incorporating text length and dependence in the analysis, and coping well with settings with a small number of training texts. The approach to authorship verification is illustrated by exploring whether a court ruling sentence could have been written by the judge that signs it, and the approach to authorship attribution is illustrated by revisiting the authorship attribution of the Federalist papers and through a small simulation study.
Introduction
The statistical analysis of literary style has long been used to characterize the style of texts and authors, and to help settle authorship attribution problems. Early work (see, e.g., Mendelhall, 1887 , or Yule, 1938 used word length, sentence length and the frequency of use of words to characterize literary style. Early applications involved the study of literary, religious or legal texts, but recently many new challenging problems have appeared due to widespread availability of electronic texts leading, for example, to new applications in homeland security, computer forensics or spam detection. The range of statistical methods used in this setting is wide, but they most often involve various approaches to classification.
In the analysis of the heterogeneity of the style in a given text or set of texts, one does not always know how many authors might have contributed to the text, and one typically does not have a reference set of candidate authors and training texts. In these settings one needs to resort to cluster analysis, also recognized as unsupervised classification/learning. A Bayesian approach to the analysis of the heterogeneity of style using mixtures of multinomial models is presented in Giron et al (2005) .
Instead, in authorship attribution problems one has a set of S candidate authors and a set of texts known to have been written by each one of them. With the help of these training texts, one needs to assign texts by an unknown author to an author in the set, using discriminant analysis, also recognized as supervised classification/learning.
In most of the authorship attribution applications one adapts a closed-set classification framework, assuming that one knows with certainty that the unknown author is among the S candidates. Instead, nothing is lost by adopting a more prudent and flexible open-set classification framework also contemplating the possibility that the unknown author is not in the list. By adopting this characteristic, which is not easy to do with most of the classifiers used in authorship attribution.
Other shortcomings of the algorithmic approaches from machine learning is that they are tailored to work with large training samples, and hence do not fare well with a small number of training texts. Moreover, they can not be used in open-set classification frameworks.
In this paper we address the open-set authorship attribution problem using stylometric characteristics that involve counting features that are categorical, have a fixed number of categories, and are frequently observed. That leads to data being a contingency table with as many rows as texts under consideration, and it covers, for instance, counting word lengths, sentence lengths, letters, function words, nouns or adjectives. Our approach excludes the analysis of word frequency counts used in vocabulary richness analysis, because in that case the number of categories grows with text size.
We adopt a formal Bayesian model based approach, in the spirit of Mosteller and Wallace (1984) .
That approach assesses the uncertainty in the classification by assigning them either to one of the candidate authors or to none of them based on the posterior probabilities that the texts were written by each of the authors. Bayesian models are probability models, and one can check the assumptions on which the analysis is based, which is in stark contrast with algorithmic approaches that do not explicit the stochastic assumptions made.
To illustrate our approach, an authorship verification case study involving a court ruling sentence is presented, and the authorship attribution of the Federalist papers is revisited. A small simulation experiment is also carried out to help assess the performance of our Bayesian model driven approach under repeated use, and to compare it to three of the main alternative approaches available for authorship attribution. In authorship attribution problems one starts with n 0 disputed texts that are assumed to have been written by the same unknown author, and with S potential authors for these texts. One also has n s texts that are comparable to the disputed ones and are known to belong to the s-th candidate author, for s = 1, . . . , S . In order for texts to be comparable, ideally they all should have been written at around the same time, belong to the same genre and deal with a similar topic, even though in practice that might be difficult to attain.
4

ACCEPTED MANUSCRIPT
Given a stylometric characteristic that involves counting features that are categorical with a fixed number of categories, k, the i-th text of the unknown author will become a vector valued categorical observation, y The frequency of frequent function words is one of the most reliable stylometric features of the kind considered here (see, e.g., Hoover, 2003 , Zhao and Zobel, 2005 , Uzuner and Katz, 2005 , Grieve, 2007 . Even though word length has rarely proven useful in the authorship attribution of English texts, it is useful in other languages (see, e.g., Giron et al, 2005) . Table 1 Under the assumption that all the n 0 disputed texts share the same multinomial parameter θ 0 , it is possible to combine all the n 0 texts into a single text and work with the vector of aggregated counts;
in that case, y 0 = (
i is the total count in texts by the disputed author. Analogously, if all the observations of the s-th author are indeed conditionally independent and multinomially distributed, and share the same θ s , then
If the author of the disputed texts was the s-th candidate, one expects that the aggregated counts in the disputed texts, y 0 , will be Mult(y 0 ; N 0 , θ 0 = θ s ) distributed. Furthermore, if the sample counts of all texts are conditionally independent, then the probability density function of the whole set of data, y = (y 0 , y 1 , . . . , y S ), will be: 
2)
The S = 1 case corresponds to the authorship verification problem.
As prior distribution for the multinomial probabilities, θ r , for r = 0, 1, . . . , S , it will be assumed that they are independent and Dirichlet(a The Dirichlet prior is convenient, because it leads to closed form expressions for the posterior probabilities of each one of the S + 1 sub-models. In the examples that follow all the a r = (a r 1 , . . . , a r k ) are set to be equal to (1, . . . , 1), which corresponds to assuming a uniform distribution on the simplex for θ r . The amount of information in this prior is equivalent to the one in a sample text with a count total of N = k. Given that the total number of words in texts will be much larger than k, the influence of the uniform prior on the posterior distribution will be a lot weaker than the influence of the data through the likelihood function. As a consequence, varying the parameters of the prior distribution around the chosen (1, . . . , 1) does not alter the conclusions of the analysis.
It is also assumed that all S + 1 sub-models are equally likely a priori, and hence that their prior probabilities are P(M r ) = 1/(S + 1), but that can be trivially set to be otherwise.
Author selection through model selection
A difficulty of the heuristic algorithms for classification is that they often lack a statistically well grounded method for selecting an author for the disputed texts. Here that selection is tackled first through a formal model selection method, based on the posterior probability that each one of the models considered could be the one generating the data. Model checks will also help support the choice of model, and hence of author.
The posterior probability that the M r model is the one generating the data is:
where P(M r ) is the prior probability of model r and where P(y|M r ) is the density function of the prior predictive distribution under model M r evaluated at the observed data, also recognized as the marginal likelihood of M r . Hence, the posterior probability of M r is proportional to P(M r ) and P(y|M r ). One will select the model with the largest posterior probability, and when each model is considered equally likely a priori, that means picking the M r with the largest marginal likelihood,
Often, computing P(y|M r ) exactly is too complicated to be attempted in practice, and one approximates its logarithm through the BIC, or through the MCMC simulations used to update the model. But in our case, by choosing a Dirichlet prior one has a closed form expressions for P(y|M r ), that can be easily evaluated. In particular, when y = (y 0 , y 1 , . . . , y S ) one has that:
where Dir-Mult(x; N, a) denotes the pdf of a Dirichlet-Multinomial distribution with parameters N
The marginal likelihood under M r for r ∈ {1, . . . , S } becomes:
In this way, one can compute P(y|M r ), and hence P(M r |y), exactly.
Note that here one is computing the exact posterior probabilities, P(M r |y), conditional on both the training as well as the disputed texts, y = (y 0 , y 1 , . . . , y S ). That is different from taking an approximate two-stage approach, first "estimating" the posterior distribution of the multinomial probabilities θ r of the r-th author based only on the counts in the training texts by that author, y r , and using (2.3) with y = y 0 after replacing P(y = y 0 |M r ) by P(y = y 0 |θ r ), whereθ r is an estimate of θ r based on its posterior distribution. This two-stage approach is used in Gale et al (1993) , McCallum and Nigan (1998) , Lewis (1998 ), Schneider (2003 , or Peng et al (2004) , but it can not be used in the open-set classification framework adopted here.
Model checking
Our solution to the authorship attribution and verification problems relies on the model comparison just described, which in turn relies on the assumption that the model considered is correct. Before standing by the conclusions reached, one should check whether that model does indeed capture all the relevant features in the data or not.
The main model assumption is that all the vectors with the counts of the texts by the same author, To check whether all the n s texts assumed to be comparable and by the same author are indeed so, we verify whether each one of them is by that author by treating the other n s − 1 texts as a training set. That is, we would go author by author, and resort to the S = 1 special case of the model in Section 2.1.
The vectors of counts y s
i , for i = 1, . . . , n s , corresponding to the training texts from the s-th author, might be multinomially distributed with similar but not identical values of θ s i . That leads to the count data from the s-th author being more dispersed than anticipated by (2.1) or (2.2). If these θ s i can be assumed to be exchangeable and follow a given distribution, one can switch from the purely multinomial models considered here to multinomial mixtures instead. Building a Bayesian model is like building a data simulation model. To check whether the vector of counts for the texts of a given author are identically distributed as a multinomial or not, we assess whether it is plausible that one could simulate data like the data observed through the predictive distributions under the updated model (see, e.g., Gelman et al, 2004 ).
We do not report on the predictive checks carried out in the examples that follow, but we found that the purely multinomial based models in Section 2.1 match closely the variability of the counts observed.
Authorship verification case study
Here, we compare the style of a Spanish patent court ruling sentence, denoted by D, with the style of four other patent court ruling sentences written at around the same time and dealing with similar issues, denoted by S 1 , S 2 , S 3 and S 4 . All five sentences were signed by the same judge, but law experts conjecture that the disputed sentence was actually written by someone else. The goal is to examine whether the style of the disputed sentence is similar enough to the style of the other sentences to back the single authorship hypothesis.
The comparison is based both on word length distribution, as well as on the frequency with which the twenty most frequent function words are used in these sentences. Before counting the number of l-lettered words and the number of times function words appear in the sentences, we have excluded from the text all citations, acronyms, capital lettered words, numbers, dates and names of persons and of cities. On top of that, we have only considered the factual, the legal basis and the final verdict, excluding from the analysis the formal paragraphs that are always repeated at the end of all sentences.
The resulting data, used in the analysis, are partially presented in Table 1 Table 2 present the probability that the counts for S i share multinomial probabilities with the counts obtained by adding up the ones of the three remaining training texts. These probabilities are all very close to one, which is consistent with the hypotheses that these four sentences were all written by the judge that signed them.
The word length and word count distributions of D are compared with the corresponding distributions of the training sentences by computing P(M 1 |y), the probability that the counts for D share the same multinomial probabilities as the sum of the counts for S 1 , S 2 , S 3 and S 4 . According to the last row in Table 2 , that probability is zero under both features, which indicates that the style of the disputed sentence is very different from the style of the training sentences. That is consistent with Figures 1 and 2 , and it indicates that it is likely that the disputed sentence was actually written by someone other than the one signing it.
Authorship attribution case study
The federalist papers were published anonymously between 1787 and 1788 by Alexander Hamilton, John Jay, and James Madison to persuade New Yorkers to adopt a new constitution of the US.
Of the 77 essays, having between 900 and 3500 words each, it is generally agreed that Jay wrote five, Hamilton wrote 43, Madison wrote 14, and three papers are known to be the joint work of Madison and Hamilton. That leaves twelve papers, numbered 49 to 58, 62 and 63, that can not be clearly attributed to Hamilton or Madison. Mosteller and Wallace (1964, 1984) carried extensive comparisons of the frequencies of a carefully chosen set of common words in writings known to be by Hamilton and by Madison, with the frequencies of these words in the twelve disputed papers. Recent studies re-visiting that problem are, for example, Holmes and Forsyth (1995) , Martindale and McKenzie (1995) , Tweedie et al. (1996) , Bosch and Smith (1998) , Khmelev and Tweedie (2001) , Collins et al (2004) , and Jockers and Witten (2010).
Our approach is Bayesian, as the one taken by Mosteller and Wallace, but it is different from their one in that we model the whole vector of counts jointly, using multinomial distributions, instead of modeling each count separately assuming that they were independent and Poisson or negative binomial distributed. A second difference is that we take the open-set classification approach described in Section 2, instead of a closed-set approach. 
where θ H and θ M are the multinomial probabilities modeling the relative frequency of these words in the papers by Hamilton and by Madison, and where N H and N M are the sum of the counts of these words in these papers. As a prior distribution on θ H and θ M , one uses the same one as for θ r in Section 2. Words are then ranked from having better to having worse discriminating power based on the statistic:
The thirty words with the largest T i , after discarding the ones that clearly depended on context, together with their T i value, were: on (10,73), would (8,16), upon (7,69), there (7,54) , by (7,47), to (6,94), and (6,81), the (5,42), these (4,82), in (4,39), at (4,19), latter (4,16), several (3,96), I (3,8), if (3,69), might (3,62), any (3,51), kind (3,48), had (3,46), between (3,45), those (3,34), an (3,2), he (3,19), this (3,19), very (3,17), against (3,12), no (2,95), were (2,9), into (2,89) and same (2, 88) . Only eight of these words, (an, by, kind, on, there, this, to and upon) , appear also in the list of Mosteller and Wallace. To check whether all the 43 papers used as a training sample of the style of Hamilton do indeed have a similar style, we verify whether the style of each one of these papers is similar to the one of the other 42. And we repeat a similar verification exercise on each one of the 14 papers used as training samples of Madison. In both cases, one classifies all 57 papers as belonging to the presumed author with probability close to one.
To settle the authorship attribution of the twelve disputed texts, we carried out the analysis described in Section 2 on each one of these papers separately, considering as tentative hypothesis that they had been authored by Hamilton, by Madison, or by an unknown someone else. The results, based on our set of thirty most discriminating words, appear in Table 3 . They indicate that all disputed papers except 55 should be attributed to Madison. Figure 3 indicates what is it that makes the style of paper 55 different from the style of the rest of disputed papers, and closer to the one of Hamilton.
When we do the analysis based on the 30 most discriminating words of Mosteller and Wallace, the only difference is that the posterior probability that paper 55 follows Hamilton style is .06. When we base the analysis on the 20 most frequent function words instead, without filtering out words that do not discriminate, we find that all the disputed papers except 49 and 55 are again attributed to Madison with probability close to one. All these findings are in agreement with the ones in the other studies looking into this problem.
Simulation study
To assess the performance of the Bayesian multinomial model driven method, denoted here as BM, and to compare it to alternative supervised classification techniques, two simulation scenarios are designed. In the first one, word length data from five training texts by Author 1 and from five training texts by Author 2 are simulated, to be used to help settle the authorship of three disputed texts, D1, D2 and DU. In the second scenario, word length data from fifty texts by Author 1 and from fifty texts by Author 2 are simulated, to be used to settle the authorship of D1, D2 and DU.
All texts are set to have N = 500 words.
The multinomial probabilities used to simulate the word length data by Author Under each of these two simulation scenarios, we first check how our BM method behaves under repeated use. Second, we compare the performance of BM with the performance of three popular supervised classification methods. In both cases, the assessment will be based on repeating the two simulation experiments 1000 times, each time simulating the word length data of all the training texts as well as the one of the three disputed texts.
To assess how the BM approach fares under repeated use, Figure 4 presents the histograms of the 1000 posterior probabilities of the three authorship hypotheses, (Author is 1, Author is 2, and
Author is neither 1 nor 2 and hence unknown), for each one of the three disputed papers under the two simulation scenarios.
In the case of D1, known to be by Author 1, we find that in 733 (824) of the 1000 realizations for the 5 training texts (50 training texts) scenario the posterior probability that it is by Author 1 is the largest one, while in 267 (176) of these realizations the probability that it is by Author 2 is the largest one. In almost all these realizations, these posterior probabilities are far from 0 or 1, due to the styles of Authors 1 and 2 being similar, which makes the classification problem significantly more difficult than the ones faced in the previous case studies. In contrast, Figure 4 also indicates that all 1000 realizations lead to a posterior probability close to 0 that D1 is by an unknown author.
Something similar is observed through the histograms of the posterior probabilities for D2.
Instead, the style of DU is purposely set to be very different from the styles of Authors 1 and 2, and therefore in most (but not in all) the 1000 realizations our BM method assigns a posterior probability close to 1 to the author being unknown. The scenario with 50 training texts per author is more conclusive than the one with 5.
Next, our BM method is compared to: i) a decision tree classification method, denoted DT, ii) a support vector machine method, denoted SVM, and iii) a logistic regression method, denoted LR.
To do that, the three alternative methods together with the BM method proposed here are used to classify each one of the 1000 realizations of the D1, D2 and DU disputed texts based on each one of the corresponding 1000 realizations of the training texts. And that is done again under both simulation scenarios.
For a description on how these classification methods work, see Chapters 4, 8 and 9 of Gareth et al (2014) . To implement the DT method, the tree() function from the tree library in R has been used, to implement the SVM method, the svm() function from the e1071 library has been used, and to implement the LR method, the glm() function has been used. The optimal level of model complexity under each one of these three approaches has been determined through cross validation.
By restricting consideration to texts that have 500 words, one avoids the need to decide how to incorporate text length in these three alternative analysis, which is an issue not adequately settled in authorship attribution practice. Note also that these alternative approaches are tailored to work with large training samples and hence with many training texts. In contrast, the BM approach naturally incorporates text size in the analysis, and it works well in instances with a few, or even a single, training text. Table 4 presents the proportion of times each one of the three disputed texts is correctly attributed to the author that actually wrote it. These proportions are estimates of the long run (frequentist)
probability that the method correctly classifies the disputed text to the actual author. The first row of that table, for example, indicates that the DT approach correctly classifies D1 to be by Author 1 in 639 out of the 1000 realizations, the SVM approach does that 588 times, and the LR approach does that 653 times, all compared to the 733 times that the BM approach correctly classifies D1.
Different from the BM method, the three top-of-the-counter alternative supervised classification approaches do not allow for an open-set classification framework, because they can not handle the hypothesis that neither Author 1 nor Author 2 wrote a text. Hence, no proportion of correct classifications can be provided for DU under these alternative approaches. Table 4 indicates that the BM method implemented with a uniform prior for the multinomial parameters performs better than the LR approach and that, in turn, the LR approach performs better than the DT and the SVM approaches. The performance of the three alternative methods is specially poor in the five training texts per author scenario.
When the text length and/or the number of training samples increase, the problem becomes easier, and we find the performance of the LR and the SVM methods to become closer to the one of the BM method. We have repeated this simulation exercise under many other scenarios and different classification methods, reaching similar conclusions.
Final Comments
Different from the algorithmic based classification methods typically used for authorship attribution, the BM approach advocated for here has the advantage of being tailored for categorical data, Table 3 : Posterior probabilities of the three authorship hypotheses, for each one of the disputed papers, using our set of thirty most discriminant words. 
