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Abstract
This thesis is investigative work into the properties of a recently defined family of graded al-
gebras, which we call VV algebras. These algebras were defined by Varagnolo and Vasserot.
We compare categories of modules over KLR algebras with categories of modules over VV
algebras, establishing various Morita equivalences. Using these Morita equivalences we are
able to prove several properties of certain classes of VV algebras such as affine cellularity
and affine quasi-heredity. We also include a discussion about the problems encountered
when trying to define finite-dimensional quotients of these algebras. Finally, in certain
settings, we show how to define these quotients and explain how they relate to cyclotomic
KLR algebras.
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Introduction
With applications in so many different areas, some of the most interesting and impor-
tant objects in mathematics are symmetric groups and objects relating to them. The
representation theory of these objects forms a fascinating area of research which contains
many deep and intriguing results. For example, let G be a connected split reductive group
over a p-adic field k with connected centre and let I be an Iwahori subgroup of G. For
G = GLn(k) it has been shown that the category of admissible representations of G which
have non-zero vectors fixed by I is equivalent to the category of finite-dimensional rep-
resentations of HAn , an affine Hecke algebra of type A. These algebras are deformations
of the group algebra of type A extended affine Weyl groups and are shown to be Morita
equivalent to KLR algebras, on the level of finite length module categories. This shows
that an interesting area of the representation theory of p-adic GLn can often be reduced to
that of HAn and also means that we have a graded structure on blocks of these categories of
representations of GLn(k). Similarly in type B, the category of admissible representations
of p-adic SO2n+1 which have non-zero vectors fixed by I is equivalent to the category of
finite-dimensional representations of HBn , an affine Hecke algebra of type B. Let k be a
field and fix elements p, q ∈ k×, known as deformation parameters. HBn is a deformation
of the group algebra kWBn of the extended affine Weyl group of type B. It has genera-
tors T0, . . . , Tn−1 which deform the finite Weyl group, and X±11 , · · · , X±1n which generate
a Laurent polynomial subalgebra, splitting the category of finite length representations
into blocks according to the eigenvalues the action of the generators take. These algebras
are now essential objects in modern representation theory but also make appearances in
a number of different areas of mathematics and theoretical physics including algebraic
combinatorics, harmonic analysis, integrable quantum systems, quantum statistical me-
chanics, knot theory and string theory.
KLR algebras, or quiver Hecke algebras, are a relatively new family of graded algebras
which have been introduced by Khovanov, Lauda and independently by Rouquier, the
representation theory of which is intimately related to that of the affine Hecke algebras
of type A. There are categorification theorems linking the representation theory of these
algebras with quantum groups and Lie theory. Namely, the finite-dimensional projective
modules over KLR algebras categorify the negative half of the quantised universal envelop-
ing algebra of the Kac-Moody algebra g associated to some Cartan datum. There exist
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finite-dimensional quotients of KLR algebras known as cyclotomic KLR algebras. In 2008,
Brundan and Kleshchev showed in [BK09a] that there is an isomorphism between cyclo-
tomic KLR algebras and blocks of cyclotomic Hecke algebras, HΛm, where Λ is a dominant
integral weight. When Λ is of level one, HΛm is either the group algebra of the symmetric
group, or a deformation thereof. This established a non-trivial grading on these Hecke
algebras which was not previously known. It has been shown that the cyclotomic Hecke
algebras categorify an irreducible highest weight module V (Λ) for g. I will denote the
KLR algebra corresponding to ν˜ ∈ NI by Rν˜ .
Varagnolo and Vasserot have also recently defined a new family of graded algebras whose
representation theory is closely related to the representation theory of the affine Hecke
algebras of type B. Indeed, they prove in [VV11a] that categories of finite-dimensional
modules over these algebras are equivalent to categories of finite-dimensional modules
over affine Hecke algebras of type B. They also use these algebras to prove a conjecture of
Enomoto and Kashiwara which states that the representations of the affine Hecke algebra
of type B categorify a simple highest weight module for a certain quantum group (see
[EK09]). This conjecture of Enomoto and Kashiwara gives gradings, similar to the type
A setting, on blocks of these categories. These are the main motivating reasons behind
studying these algebras. Throughout this work I refer to these algebras as VV algebras,
and denote the VV algebra corresponding to ν ∈ θNI by Wν . One of the advantages of
working with VV algebras is that they are graded, whilst affine Hecke algebras of type B
are not. They depend on two parameters, p and q, which correspond to the deformation
parameters of the affine Hecke algebra of type B. It turns out that there are four different
cases to consider when studying VV algebras; p, q 6∈ I, precisely one of p, q ∈ I and both
p, q ∈ I, where I is an index set associated to a quiver Γ.
In this thesis we compare categories of modules over KLR algebras with categories of
modules over VV algebras. The main result of this work is that certain subclasses of VV
algebras are affine cellular and even affine quasi-hereditary.
Theorem (Main Result) (3.4.22, 3.4.23, 3.4.29, 3.4.30). For any ν ∈ θNI when p, q 6∈ I
and p not a root of unity, or for ν ∈ θNI having multiplicity one when q ∈ I, p 6∈ I and p
not a root of unity, the algebras Wν are affine cellular and affine quasi-hereditary.
In Chapter 1, we cover some background material including finite reflection groups and
minimal length coset representatives, which we will refer to throughout the thesis. We
also prove a useful proposition which will be needed in Chapter 3. In Chapter 2, we first
provide, in more detail, the motivating reasons behind the study of VV algebras. We then
define KLR algebras of type A and the VV algebras, which are our main objects of study,
and prove a proposition which shows how these algebras are related. Namely,
Proposition (2.3.12). Under certain conditions, KLR algebras are idempotent subalgebras
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of VV algebras. That is, there is an algebra isomorphism eWνe ∼= Rν˜ , for an idempotent
e ∈Wν .
Chapter 3 starts with some background material on Morita theory before going on to prove
why we may assume the dimension vector ν defining the VV algebra Wν has connected
support.
Theorem (3.2.9). For ν = ν1 + ν2 ∈ θN(I ∪ J) with ν1 ∈ θNI and ν2 ∈ θNJ , Wν and
Wν1 ⊗k Wν2 are Morita equivalent.
We then consider various classes of VV algebras and compare their module categories with
module categories over KLR algebras. In particular, in the case p, q 6∈ I we find Morita
equivalence between VV algebras and KLR algebras.
Theorem (3.3.1). When p, q, 6∈ I, the algebras Wν and Rν˜ are Morita equivalent.
Chapter 3 also introduces the notions of affine cellularity, as defined by Koenig and Xi in
[KX12], and affine quasi-heredity as defined by Kleshchev in [Kle15]. We then prove some
statements about affine quasi-hereditary algebras and show, in the case q ∈ I, p 6∈ I, when
ν has multiplicity one, that the VV algebras are affine cellular and affine quasi-hereditary.
To do this we prove the following result, where A and A˜ are the path algebras of a given
quiver.
Theorem (3.4.8). When q ∈ I, p 6∈ I, p not a root of unity, and ν has multiplicity one,
the algebras Wν and A
⊗(m−1) ⊗ A˜ are Morita equivalent.
At the end of Chapter 3 we show that when we relax this multiplicity condition imposed
on ν we obtain the following Morita equivalence.
Theorem (3.4.34). When q ∈ I, p 6∈ I, and q has multiplicity one in ν, the algebras Wν
and R+ν˜ ⊗k[z] A˜ are Morita equivalent.
At the end of Chapter 3 we prove a Morita equivalence statement in the case p ∈ I, q 6∈ I,
p not a root of unity, where p has multiplicity exactly two in ν.
Theorem (3.5.3). When p ∈ I, q 6∈ I, p not a root of unity, and p has multiplicity two in
ν, the algebras Wν and R
+
ν˜ ⊗k[z] A˜ are Morita equivalent.
Chapter 4 leads with a discussion on cyclotomic KLR algebras and their relationship to
affine Hecke algebras of type A. We explore, and comment on, the various problems en-
countered when trying to define analogous quotients of VV algebras. We then define a
suitable cyclotomic finite-dimensional quotient of VV algebras in the case q ∈ I, p 6∈ I,
multiplicity one, and show that they contain cyclotomic KLR algebras as idempotent sub-
algebras.
Some of the results and proofs presented in this thesis are rather combinatorial in na-
ture, partly due to the various relations imposed on the generators of these algebras. We
try to make these results as clear as possible to the reader by scattering this thesis with
examples where necessary.
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Background
1.1 Graded Algebras and Modules
In this thesis we study KLR algebras and VV algebras and compare categories of modules
over these families of algebras. Both of these families of algebras are graded.
Throughout this thesis k will denote a field with characteristic not equal to 2.
Definition 1.1.1. A k-algebra A is graded if there exists a monoid I and a family of
k-subspaces {Ai}i∈I such that
1. A =
⊕
i∈I Ai as k-subspaces.
2. AjAk ⊆ Aj+k, for all j, k ∈ I.
A non-zero element a ∈ Ak is called a homogeneous element of degree k and we write
deg(a) = k. Note that any idempotent in A must be of degree 0. In particular, 0, 1 ∈ A0.
In this thesis, when referring to a grading on an algebra, we will always mean a Z-grading,
i.e. where I = Z. A homomorphism between graded algebras A and B is an algebra
homomorphism f : A −→ B such that f(An) ⊆ Bn for all n ∈ Z.
Example 1.1.2. Note that any k-algebra can be given the trivial grading. Put Am = 0,
for all m 6= 0, and A0 = A.
Example 1.1.3. Consider a polynomial algebra A = k[x1 . . . , xn], over a field k, in n
variables. For each m ∈ N0, set
Am =
〈
x
ni1
1 · · ·xninn | nij ∈ N0 for all j and
n∑
j=1
nij = m
〉
k
.
Each Am is an abelian group, closed under multiplication by k, so that A =
⊕
m∈N0 Am
is a graded k-algebra.
Definition 1.1.4. Let A =
⊕
i∈I Ai be a graded k-algebra and let M be an A-module.
M is a graded module if there exists a family of k-subspaces {Mj}j∈I such that
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1. M =
⊕
j∈IMj as k-subspaces.
2. AkMl ⊆Mk+l, for all k, l ∈ I.
As with graded algebras, when referring to a graded module in this thesis, we mean a Z-
graded module. A homomorphism of graded A-modules M , N is an A-module morphism
φ : M −→ N such that φ(Mi) ⊆ Ni for all i ∈ Z.
Example 1.1.5. Any algebra A is trivially graded and so any A-module M is trivially
graded by setting Ml = 0, for all l 6= 0, and M0 = M . Since every A-module M is trivially
graded, when referring to a graded module we usually mean a non-trivial grading.
Definition 1.1.6. A graded submodule of a graded A-module M is an A-submodule N
which is itself a graded A-module such that the inclusion i : N ↪→M is a homomorphism
of graded modules. Explicitly, this means N =
⊕
j∈ZNj is a submodule of M with
Nj = N ∩Mj .
Definition 1.1.7. A graded ideal I ⊂ A is a graded A-submodule of A.
Proposition 1.1.8. Let I ⊂ A be a graded ideal. Then A/I has a natural grading under
which the natural map A −→ A/I is a homomorphism of graded algebras.
Proof. The ideal I is a graded A-submodule, so I =
⊕
k∈Z Ik with each Ik = I ∩Ak. Then
A/I is graded with the kth graded component given by (A/I)k = Ak/Ik. Then it is clear
that A −→ A/I is a homomorphism of graded algebras.
We now introduce the notion of graded dimension for a graded module over a k-algebra
A. We write q to be both a formal variable and a degree shift functor, shifting the degree
by 1. That is, for a graded A-module M =
⊕
n∈ZMn, qM is again a graded A-module
with (qM)k = Mk−1. The graded A-module M is said to be locally finite-dimensional
if each graded component Mk is finite-dimensional. In this case the graded dimension
of M is defined to be
dimqM =
∑
n∈Z
(dim(Mn))q
n
where dim(Mn) is the dimension of Mn over k.
Example 1.1.9. Let k be a field and consider the polynomial ring k[x]. As a k-vector
space, k[x] has a basis {1, x, x2, x3, . . .}. Each graded component is of dimension 1. Then,
dimqk[x] =
∑
n∈Z≥0
qn =
1
1− q .
Example 1.1.10. Let k be a field and consider the polynomial ring k[x, y]. Since k[x, y] ∼=
k[x]⊗ k[y] we find, using Example 1.1.9,
dimqk[x, y] =
1
(1− q)2 .
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Similarly, for a polynomial ring k[x1, . . . , xm] in m variables,
dimqk[x1, . . . , xm] =
1
(1− q)m .
1.2 Coxeter Groups
Definition 1.2.1. A Coxeter group is a group W generated by a set S of elements sk
which are subject to the relations
s2k = 1, for every sk ∈ S
(sisj)
mij = 1, for every si 6= sj ∈ S
where 1 denotes the identity element, mij ∈ {2, 3, 4, . . . ,∞} and where mij =∞ indicates
that no such relation exists between si and sj . The pair (W,S) is called a Coxeter system
and S is called the set of distinguished generators.
Example 1.2.2. The symmetric group Sn on n letters is an example of such a group.
Sn =
〈
s1, . . . , sn−1 | s2i = 1 ∀i, (sisj)2 = 1 if |i− j| > 1, (sisi+1)3 = 1 ∀i
〉
.
In this example, mij = 2 if |i− j| > 1 and mij = 3 if j = i+ 1.
To every Coxeter system we can associate a Coxeter graph, which is defined as follows. The
vertices are in one-to-one correspondence with the si ∈ S. Label the vertex corresponding
to si by i. There is an edge between i and j if mij ≥ 3. This edge is labelled by mij when
mij ≥ 4. Edges are allowed to be labelled by ∞. The Coxeter graph determines (W,S)
up to isomorphism. A Coxeter group is said to be irreducible if, for any two generators
sr, st ∈ S there exist generators sr = si1 , si2 , . . . , sik = st such that miaia+1 ≥ 3 for all
1 ≤ a ≤ k − 1. This is equivalent to a Coxeter group having a connected Coxeter graph.
Every Coxeter group is a direct product of irreducible Coxeter groups.
The most important Coxeter groups are the Weyl groups and the affine Weyl groups.
They arise in the theory of Lie groups and Lie algebras as reflection groups of root sys-
tems. They are classified.
Example 1.2.3. The Weyl group of type B is an important example of such a Weyl
group.
WBn = 〈s0, s1, . . . , sn−1 | s2i = 1 ∀i, (sisi+1)3 = 1 ∀i > 0,
(s0s1)
4 = 1, (sisj)
2 = 1 ∀|i− j| > 1〉.
Example 1.2.4. The symmetric group Sn and the Weyl group W
B
n have the following
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Coxeter graphs, respectively.
An (n ≥ 1) : • • · · · • •
Bn (n ≥ 1) : • 4 • · · · • •
Definition 1.2.5. Let (W,S) be any Coxeter system. Let 1 be the identity element in
W . We define the length function ` : W −→ N0 as follows. Set `(1) = 0. For any other
element w ∈ W there exist generators s1, s2, . . . , sk ∈ S such that w = s1s2 · · · sk. Pick
these generators in such a way that k is minimal. Then `(w) = k. Such an expression for
w is said to be a reduced expression for w.
Affine Weyl groups are generated by affine reflections which are reflections about some
hyperplanes which do not necessarily pass through the origin. As with the finite case, the
affine Hecke algebra is a deformation of a group algebra kW , where W is now an affine
Weyl group. Below are the two examples of affine Hecke algebras most relevant to the
work in this thesis.
Definition 1.2.6. Fix an element q ∈ k×. The affine Hecke algebra of type Am is the
k-algebra HAm generated by
T1, . . . , Tm−1, X±11 , . . . , X
±1
m
which are subject to the following relations.
1. T 2i = (q − 1)Ti + q.
2. TiTi+1Ti = Ti+1TiTi+1 for 1 ≤ i < n− 1
TiTj = TjTi for |i− j| > 1.
3. XiXj = XjXi for all i, j.
4. TiXiTi = qXi+1 for 1 ≤ i < m
TiXj = XjTi if j 6= i,i+ 1.
If m = 0 then HA0 = k.
Definition 1.2.7. Fix p, q ∈ k×. The affine Hecke algebra of type Bm is the k-algebra
HBm generated by
T0, . . . , Tm−1, X±11 , . . . , X
±1
m
which are subject to the following relations.
1. (T0 − p)(T0 + p−1) = 0 and (Ti − q)(Ti + q−1) = 0 for 1 ≤ i < m.
2. T0T1T0T1 = T1T0T1T0
TiTi+1Ti = Ti+1TiTi+1 for 1 ≤ i < m− 1
TiTj = TjTi for |i− j| > 1.
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3. XiXj = XjXi for all i, j.
4. T0X
−1
1 T0 = X1
TiXiTi = Xi+1 for 1 ≤ i < n
TiXj = XjTi if j 6= i,i+ 1.
If m = 0 then HB0 = k.
1.3 Parabolic Subgroups
Let (W,S) be a Coxeter system and J ⊆ S a subset of the generating set S. Consider
WJ := 〈J〉 ⊂W , the subgroup of W generated by J .
Definition 1.3.1. WJ is called a parabolic subgroup of W .
Each generator si ∈ S = {s1, . . . , sn} is either included in J or is excluded. Hence there
are 2n parabolic subgroups of a Coxeter group W . The pair (WJ , J) is a Coxeter system
in its own right and one can show that the length functions on W and WJ coincide. See,
for example, [GP00].
Example 1.3.2. Let W = WBn be the Weyl group of type Bn, with distinguished generat-
ing set {s0, s1, . . . , sn−1}. The symmetric group Sn is a parabolic subgroup of W , taking
J = {s1, . . . , sn−1}.
Example 1.3.3. Let W = Sn, the symmetric group on n letters. It has generating set
S = {s1, . . . , sn−1}. For some a, with 1 < a ≤ n, let J = {s1, . . . , sa−1}. J generates the
symmetric group Sa on a letters which is a parabolic subgroup of Sn.
The following two well-known results will be used throughout this thesis and demonstrate
how we can manipulate and decrease the length of an expression which is not reduced.
Again, (W,S = {s1, . . . , sn}) is a Coxeter system.
Theorem 1.3.4 (Cancellation Law). Let s1, . . . , sk ∈ S (for some k ≥ 2) and suppose
the expression s1 · · · sk is not reduced, i.e. `(s1 · · · sk) < k. Then there exist indices
1 ≤ i < j ≤ k such that s1 · · · sk = s1 · · · sˆi · · · sˆj · · · sk, where the hat denotes omission.
Proof. See, for example, [Hum92] Section 1.7.
The Exchange Condition follows from the theorem.
Corollary 1.3.5 (Exchange Condition). Let w = s1 · · · sk be an element of W . If `(ws) <
`(w) for some s ∈ S, then there exists an index i for which ws = s1 · · · sˆi · · · sk. In other
words, w = s1 · · · sˆi · · · sks, and we have exchanged si for s. In particular, w has a reduced
expression ending in s if and only if `(ws) < `(w).
Proof. See, for example, [Hum92] Section 1.7.
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1.4 Minimal Length Coset Representatives
Let (W,S) be a Coxeter system and J ⊆ S a subset of the generating set. We can consider
left cosets, wWJ , of WJ in W . Each left coset is of the same size, this size being equal
to |WJ |, and the left cosets partition W . The following Proposition shows that, for any
parabolic subgroup WJ in W , we can choose left coset representatives of WJ in W in a
particularly nice way.
Proposition 1.4.1 ([GP00], Proposition 2.1.1). Let
D(W/WJ) := {w ∈W | `(ws) > `(w) for all s ∈ J}.
1. For each w ∈ W there exists a unique ω ∈ WJ and η ∈ D(W/WJ) such that w = ηω.
Moreover, `(w) = `(η) + `(ω).
2. For any w ∈W the following are equivalent:
(i) w ∈ D(W/WJ);
(ii) `(wω) = `(w) + `(ω) for all ω ∈WJ ;
(iii) w is the unique element of minimal length in wWJ .
In particular, D(W/WJ) is a complete set of distinguished left coset representatives of
WJ in W .
Elements in D(W/WJ) will be referred to as minimal length left coset representatives
of WJ in W . An analogous statement can be made for right coset representatives of WJ
in W .
1.4.1 Deodhar’s Algorithm
Deodhar’s algorithm is a way of calculating the minimal length left coset representatives
of a parabolic subgroup WJ in a Coxeter group W . This algorithm is defined inductively
on the length ` of the representative:
The only left coset representative of length 0 is the identity element, 1. We proceed
as follows.
Let η be a left coset representative of length k. Then a left coset representative of length
k + 1, call it η′, is obtained from η as follows.
Set η′ = siη subject to the conditions
1. `(siη) > `(η) and
2. `(siηsj) > `(siη) for all sj ∈ J .
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Example 1.4.2. Let Dm denote the set of minimal length left coset representatives of
the symmetric group Sm in the Weyl group W
B
m . Consider the case when m = 3. We
use Deodhar’s algorithm to calculate the minimal length left coset representatives of S3
in WB3 . If a generator si satisfies conditions (1) and (2) then we place a tick in the
corresponding column:
k η ∈ D3 s0 s1 s2
0 1 X × ×
1 s0 × X ×
2 s1s0 X × X
3 s0s1s0 × × X
s2s1s0 X × ×
4 s2s0s1s0 × X ×
5 s1s2s0s1s0 X × ×
6 s0s1s2s0s1s0 × × ×
Remark 1.4.3. Take any w ∈ Dm. Then w ∈ WBm and `(ws) > `(w) for every s ∈
{s1, . . . , sm−1}. Note that w ∈WBm+1 and, since sm is not a factor of w (because w ∈WBm ),
`(wsm) > `(w). Then `(ws) > `(w) for every s ∈ {s1, . . . , sm}, meaning w ∈ Dm+1. This
proves,
D1 ( D2 ( · · · ( Dm ( Dm+1 ( · · ·
Lemma 1.4.4 (Deodhar’s Lemma). Suppose we have J ⊆ S, η ∈ D(W/WJ) and si ∈ S.
Then either siη ∈ D(W/WJ) or siη = ηsj for some sj ∈ J .
Proof. See Chapter 2 of [GP00].
Definition 1.4.5. Let J ⊂ S so that WJ is a parabolic subgroup of W . Let η ∈ D(W/WJ)
be a minimal length left coset representative. An element sik · · · sin is called a prefix of η
if there exists si1 , . . . , sik−1 ∈ S such that η = si1 · · · sik−1sik · · · sin is a reduced expression
of η. Prefixes for minimal length right coset representatives are defined similarly.
Let wJ denote the longest element in WJ .
Let w0 denote the longest element in W .
Lemma 1.4.6 ([GP00], Lemma 2.2.1). Let dJ := w0wJ . Then,
(a) dJ is the unique element of maximal length in D(W/WJ).
(b) D(W/WJ) = {w ∈W | w is a prefix of dJ}.
As in Example 1.4.2, let Dm = D(WBm/Sm). Let dJm denote the longest element in Dm.
Example 1.4.7. We calculated D3 in Example 1.4.2. The longest element in D3 is dJ3 =
s0s1s2s0s1s0 = s0s1s0s2s1s0. From the table we can see that indeed every η ∈ D3 is a
prefix of dJ3 .
Lemma 1.4.8. Every η ∈ Dm \ Dm−1 is of the form ηsm−1 · · · s1s0, for some η ∈ Dm−1.
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Proof. From Remark 1.4.3, Dm−1 ⊂ Dm. Since |Dm| = 2|Dm−1|, it is enough to show that
ηsm−1 · · · s1s0 ∈ Dm, for all η ∈ Dm−1, i.e. then we would have
Dm = Dm−1 unionsq Dm−1 · sm−1 · · · s1s0.
Using the notation in Lemma 1.4.6 for W = WBm , WJ = Sm it is well-known that,
wJ = s1s2s3 · · · sm−1s1s2s3 · · · sm−2 · · · s1s2s3s1s2s1
w0 = s0s1s2 · · · sm−1s0s1s2 · · · sm−1 · · · s0s1s2 · · · sm−1 (m times)
are the longest elements in Sm and W
B
m , respectively. Then one can verify that,
dJm = s0s1s0s2s1s0 · · · sm−1 · · · s1s0.
Using Lemma 1.4.6, every η ∈ Dm−1 is a prefix of dJm−1 = s0s1s0s2s1s0 · · · sm−2 · · · s1s0.
Then it is clear that ηsm−1 · · · s1s0 is a prefix of dJm and so ηsm−1 · · · s1s0 ∈ Dm.
1.5 Roots and Reflections
Let V be a Euclidean vector space with a positive definite symmetric bilinear form (· , ·) :
V × V −→ R.
Definition 1.5.1. A reflection in V is a linear operator s : V −→ V defined by, for some
λ ∈ V ,
sλ(w) = s(w) := w − 2(λ,w)
(λ, λ)
λ.
Then s sends λ to −λ and fixes pointwise the hyperplane Hλ orthogonal to λ. Since
V = Rλ ⊕ Hλ, this is indeed a reflection in V . We sometimes write s = sλ to indicate
that the reflection is about the hyperplane Hλ. It is clear that srλ = sλ, for any non-zero
r ∈ R. One can check that, for every λ ∈ V , (sλ(v), sλ(w)) = (v, w) for every v, w ∈ V so
that sλ is an orthogonal transformation.
Definition 1.5.2. A finite reflection group is a group generated by finitely many
reflections sλ in V . It is a subgroup of O(V ).
The most interesting finite reflection groups are the Weyl groups. They are particularly
important objects in Lie theory because they classify simple finite-dimensional complex
Lie algebras. Every finite reflection group is a Coxeter group.
Definition 1.5.3. A root system is a finite set of non-zero vectors Φ ⊆ V such that
1. Φ ∩ Rα = {α,−α} for all α ∈ Φ.
2. sαΦ = Φ for all α ∈ Φ.
The elements of Φ are called roots and are typically denoted α, β, γ, . . . etc. Let W denote
the finite reflection group generated by the reflections sα, α ∈ Φ.
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Given a root system Φ we want to find a subset Π ⊆ Φ such that each root is a linear
combination of elements in Π with coefficients all of the same sign (either all positive or all
negative). First, we partition our roots into what are called positive and negative roots.
Definition 1.5.4. A total order on V , denoted <, is a relation on V satisfying the
following conditions.
1. For every pair v, w ∈ V either v < w, w < v or v = w.
2. For all v1, v2, w ∈ V , whenever v1 < v2 then v1 + w < v2 + w.
3. If v < w and r is a non-zero real number then rv < rw if r > 0, and rw < rv if r < 0.
4. If v1 < v2 and v2 < v3 then v1 < v3.
Definition 1.5.5. Given a root system Φ ⊆ V and a total order < on V , a root α is
a positive root if 0 < α and is a negative root if α < 0. The set of positive (resp.
negative) roots is called a positive system (resp. negative system) and is denoted by
Φ+ (resp. Φ−).
Then Φ = Φ− unionsq Φ+ since Φ ∩ Rα = {α,−α}.
Remark 1.5.6. We can always put a total order on V as follows. Let v1, . . . , vn be a basis
of V . Then define < to be the lexicographic order on V ; for v =
∑
i µivi, w =
∑
j ηjvj ∈ V ,
v < w if µk < ηk where k is the largest index such that µi 6= ηi. This shows that positive
systems always exist.
Definition 1.5.7. A subset Π ⊆ Φ+ is called a simple system if it is a basis for the
k-span of Φ in V such that each α ∈ Φ is an R-linear combination of elements in Π with
coefficients all of the same sign.
The following theorem shows that a simple system always exists and that any simple
system must be a subset of the positive roots.
Theorem 1.5.8 ([Hum92], Section 1.3).
1. Any simple system Π is contained in a unique positive system.
2. Every positive system Φ+ in Φ contains a unique simple system.
Since we have seen that positive systems always exist, this theorem shows that simple
systems always exist. This theorem shows that positive systems and simple systems de-
termine each other uniquely.
Theorem 1.5.9. For a fixed simple system Π, the finite refection group W is generated
by sα, α ∈ Π.
We define the length function ` : W −→ N0 on W as in Definition 1.2.5.
Definition 1.5.10. The sα, with α ∈ Π, are called simple reflections.
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Example 1.5.11. Let V = R3 with standard basis {e1, e2, e3} and the usual inner product
(ei, ej) = δij . Then one can check that Φ = {ei − ej | 1 ≤ i, j ≤ 3, i 6= j} is a root system.
Using the total order described in Remark 1.5.6 we have
e1 − e3 < e2 − e3 < e1 − e2 < 0 < e2 − e1 < e3 − e2 < e3 − e1
and we obtain a partition of Φ into positive and negative roots
Φ− = {e1 − e3, e2 − e3, e1 − e2} Φ+ = {e2 − e1, e3 − e2, e3 − e1}.
It is easy to check that Π = {e2−e1, e3−e2} is the unique simple system in Φ+. The finite
reflection group W associated to this root system is generated by {se2−e1 , se3−e2} and this
group is isomorphic to S3 = 〈s1, s2〉, the symmetric group on 3 letters. The isomorphism
is given by sending se2−e1 to s1 and se3−e2 to s2.
More generally,
Example 1.5.12. Let V = Rn with standard basis {e1, . . . , en} and the usual inner
product, (ei, ej) = δij . Then Φ = {ei − ej | 1 ≤ i, j ≤ n, i 6= j} is a root system and
Φ+ = {ei−ej | 1 ≤ j < i ≤ n} is the positive system with respect to the ordering described
in Remark 1.5.6. The unique simple system in Φ+ is Π = {ei+1− ei | 1 ≤ i ≤ n− 1}. The
corresponding finite reflection group is isomorphic to Sn via sei+1−ei 7→ si, for 1 ≤ i ≤ n−1,
where the si are the generators of Sn.
Example 1.5.13. Let V = R2 again with the standard basis and usual inner product.
Then Φ = {e1, e2, e1 + e2, e1 − e2,−e1,−e2,−e1 − e2, e2 − e1} is a root system. With the
total ordering described in Remark 1.5.6 we have
−e1 − e2 < −e2 < e1 − e2 < −e1 < 0 < e1 < e2 − e1 < e2 < e1 + e2
so that the positive and negative systems are
Φ+ = {e1, e2 − e1, e2, e1 + e2} Φ− = {−e1 − e2,−e2, e1 − e2,−e1}.
Then one finds that Π = {e2 − e1, e1} ⊆ Φ+ is the unique simple system corresponding
to this positive system. The finite reflection group W is generated by {se2−e1 , se1}, and
it turns out that W is isomorphic to WB2 = 〈s0, s1〉, the Weyl group of type B2, via
se2−e1 7→ s1, se1 7→ s0.
More generally,
Example 1.5.14. Let V = Rn with standard basis. Then Φ+ = {ei ± ej , ek | 1 ≤
j < i ≤ n, 1 ≤ k ≤ n} is a positive system. The corresponding simple system is
Π = {ei+1 − ei, e1 | 1 ≤ i ≤ n− 1} and the corresponding finite reflection group W is iso-
morphic to the Weyl group of type Bn.
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Example 1.5.15. Let V = Rn with standard basis. Let Φ be the root system with
positive roots
Φ+ = {ei ± ej , ek | 1 ≤ j < i ≤ s or s+ 1 ≤ j < i ≤ n and 1 ≤ k ≤ n}.
The corresponding simple roots are
Π = {ei+1 − ei, e1, es+1 | 1 ≤ i < s or s+ 1 ≤ i < n}.
The simple reflections generate a finite reflection group isomorphic to WBs ×WBn−s.
Let V be a real Euclidean vector space, Φ ⊆ V a root system with positive root system
Φ+ ⊆ Φ. Let Π ⊆ Φ+ be the simple roots and W the corresponding finite reflection group.
Now let J ⊆ Π, a subset of the simple roots, and denote by VJ the subspace of V spanned
by J . Let ΦJ := Φ ∩ VJ and write WJ for the subgroup of W generated by the simple
reflections sj , j ∈ J .
Proposition 1.5.16 ([Car89]). ΦJ is a root system in VJ . J is a simple system in ΦJ
and the finite reflection group of ΦJ is WJ .
Let DJ be the set of elements w ∈ W such that w(j) ∈ Φ+, for all j ∈ J . We have the
following theorem, taken from [Car89].
Theorem 1.5.17 ([Car89]). Each element of W has a unique expression of the form
w = ηJωJ , for ηJ ∈ DJ and ωJ ∈WJ . Furthermore, we have `(w) = `(ηJ) + `(ωJ).
Corollary 1.5.18. In each coset wWJ there is a unique element of DJ . The length of
this element is smaller than the length of any other element in wWJ .
So DJ is the set of minimal length coset representatives of WJ in W . Using the notation
as in Section 1.4,
DJ = {w ∈W | w(j) ∈ Φ+ for all j ∈ J} = D(W/WJ).
Example 1.5.19. From Example 1.5.12, let
J = {e2 − e1, . . . , ̂es+1 − es, . . . , en − en−1}
for some 1 ≤ s < n, where the hat denotes omission. Then WJ ∼= Ss ×Sn−s. Using the
characterisation of DJ above we have,
D(Sn/(Ss ×Sn−s)) =
{
w ∈W
∣∣∣∣∣ w(j) < w(i) whenever1 ≤ j < i ≤ s or s+ 1 ≤ j < i ≤ n
}
.
Example 1.5.20. From Example 1.5.15, consider the following subset of Π,
J = {e1, ei+1 − ei | 1 ≤ i < s and s+ 1 ≤ i < n}.
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Then WJ ∼= WBs ×Sn−s and
D((WBs ×WBn−s)/(WBs ×Sn−s)) =

w ∈W
∣∣∣∣∣∣∣∣∣∣∣
1 ≤ w(j) < w(i) ≤ s or
s+ 1 ≤ w(j) < w(i) ≤ n whenever
1 ≤ j < i ≤ s or s+ 1 ≤ j < i ≤ n.
w(1) ≥ 1

.
Example 1.5.21. From Example 1.5.14, let
J = {e1, e2 − e1, . . . , ̂es+1 − es, . . . , en − en−1}
for some 1 ≤ s < n, where the hat denotes omission again. Then WJ ∼= WBs × Sn−s.
Again using the characterisation of DJ given above,
D(WBn /(WBs ×Sn−s)) =
w ∈W
∣∣∣∣∣∣∣∣
w(j) < w(i) whenever 1 ≤ j < i ≤ s
or s+ 1 ≤ j < i ≤ n.
w(1) ≥ 1
 .
Note that the root system corresponding to Sn and the root system corresponding to
WBn ×WBn−s are both subsets of the roots associated with WBn . So we can consider all
reflections defined by these roots as being reflections in W ∼= WBn .
Take w1 ∈ D(Sn/(Ss ×Sn−s)) and w2 ∈ D((WBs ×WBn−s)/(WBs ×Sn−s)). Then w1w2 ∈
D(WBn /(Ws ×Sn−s)); take i, j such that 1 ≤ j < i ≤ s. Then w2(j) < w2(i), with either
1 ≤ w2(j) < w2(i) ≤ s or s + 1 ≤ w2(j) < w2(i) ≤ n, and so w1w2(j) < w1w2(i). Also,
w2(1) ≥ 1, and so w1w2(1) ≥ 1. This shows,
Proposition 1.5.22. For any n ≥ 2 and 1 ≤ s ≤ n− 1
D(Sn/(Ss ×Sn−s))D((WBs ×WBn−s)/(WBs ×Sn−s)) ⊆ D(WBn /(WBs ×Sn−s)).
Proof. See the discussion above.
1.6 Lie Theoretic Notation
Let Γ = ΓI be a quiver with vertex set I. Associated to this data is a Cartan matrix
(aij)i,j∈I defined by
ai,j :=

2 if i = j
0 if i= j
−1 if i→ j or i← j
−2 if i j.
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Let (h,Π,Π∨) be a realisation of the Cartan matrix (aij)i,j∈I . We have simple roots
{αi | i ∈ I}, and fundamental weights {Λi | i ∈ I}. Let
P :=
⊕
i∈I
ZΛi and Q :=
⊕
i∈I
Zαi
denote the weight lattice and root lattice, respectively. Let P+ and Q+ denote the subsets
of P and Q, respectively, consisting of elements which have non-negative coefficients when
written in terms of the above bases. Let (·, ·) : P ×Q −→ Z be the bilinear pairing defined
by (Λi, αj) = δij . For α ∈ Q+ we can define the height of α, denoted ht(α) or sometimes
|α|, by ht(α) := ∑i∈I(Λi, α). For Λ ∈ P+ we can define the level of Λ, denoted `(Λ), by
`(Λ) :=
∑
i∈I(Λ, αi).
1.6.1 Root Partitions
Now suppose I = Z. Let Γ = ΓZ have arrows i −→ i + 1, for every i ∈ Z. As discussed
above, given this data we can define a Cartan matrix (aij)i,j∈I . Consider the Lie algebra
associated to this Cartan matrix. We have simple roots in type A given by {αi | i ∈ I},
and positive roots αi,i+k := αi + αi+1 + · · ·+ αi+k.
We order the roots as follows.
αi + αi+2 + · · ·+ αi+2k > αj + αj+2 + · · ·+ αj+2l ⇐⇒ i > j or i = j and k > l.
Definition 1.6.1. A root partition of α ∈ Q+ is a tuple of positive roots,
(β1, β2, β3, · · · , βr) such that β1 ≥ β2 ≥ β3 ≥ · · · ≥ βr and such that α = β1 + β2 + β3 +
· · ·+ βr.
A root partition of α will often be denoted by pi and the set of all root partitions of α will
be denoted by Π(α).
Example 1.6.2. Take α = α1 + α2 + α3 ∈ Q+. Taking β1 = α2 + α3 and β2 = α1, we
have (β1, β2) a root partition of α.
In general, for a given α ∈ Q+, root partitions are not unique. In the above example,
setting β1 = α3 and β2 = α1 + α2, we have another root partition (β1, β2) of α.
To each positive root αi,i+k = αi + αi+1 + · · · + αi+k we associate a sequence of inte-
gers,
iαi,i+k := (i, i+ 1, . . . , i+ k).
To a root partition (β1, · · · , βr) of α, denoted by pi, we associate the sequence
ipi := iβ1iβ2 · · · iβr
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which is the concatenation of the r sequences iβ1 , iβ2 , · · · , iβr .
We can put a total order on Π(α) in a natural way, using the lexicographic order;
if (β1, β2, · · · , βr) and (γ1, γ2, · · · , γs) are root partitions of α then (β1, β2, · · · , βr) >
(γ1, γ2, · · · , γs) if βk > γk where k is the least index such that βi 6= γi.
Example 1.6.3. Take α = α1 +α2 +α3 +α4 ∈ Q+. Then (α1 +α2 +α3 +α4), (α4, α1 +
α2 +α3), (α4, α2 +α3, α1) are root partitions of α. Denote them as pi1, pi2, pi3, respectively.
We have
pi1 < pi2 < pi3
and ipi1 = (1, 2, 3, 4), ipi2 = (4, 1, 2, 3), ipi3 = (4, 2, 3, 1).
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KLR and VV Algebras
2.1 Motivation For Studying VV Algebras
The main motivating reasons for studying VV algebras lie in the categorification of quan-
tum groups, thereby connecting the representation theory of affine Hecke algebras of type
B with Lie theory. We first give a brief description of this picture for affine Hecke algebras
of type A and discuss the Lascoux-Leclerc-Thibon conjecture (LLT conjecture).
Let k be a field with q ∈ k×. The Iwahori-Hecke algebra associated to Sm, denoted
Hm = Hm(k, q), is a q-deformation of the group algebra of the symmetric group kSm.
When q = 1 we have Hm(k, 1) = kSm. The LLT conjecture asserts a connection between
canonical bases of modules over affine Kac-Moody algebras g = ŝle, e ∈ N ∪ {∞}, and
projective indecomposable Hm-modules. Ariki was able to prove a more general state-
ment involving finite-dimensional quotients of affine Hecke algebras of type A known as
cyclotomic Hecke algebras, see Chapter 4. We start with some Cartan datum. In par-
ticular, we have a quiver Γ with vertex set I. For a dominant integral weight Λ one can
define a finite-dimensional quotient of HAm, an affine Hecke algebra of type A, known as
a cyclotomic Hecke algebra which is denoted by HΛm. For Λ of level one, this is either
the group algebra of the symmetric group or an Iwahori-Hecke algebra, depending on the
deformation parameter. It turns out that Λ is a dominant integral weight for g = ŝle and
the finite-dimensional HΛm-modules, for all m > 0, categorify the irreducible highest weight
module V (Λ) over ŝle in such a way that the Chevalley generators of ŝle correspond to
induction and restriction functors on the cyclotomic Hecke algebra side. In this categori-
fication, canonical basis elements of V (Λ) correspond to isomorphism classes of projective
indecomposable HΛm-modules. Specialising Λ to level one meant Ariki had proved the LLT
conjecture and, among other applications, this enabled the computation of decomposition
numbers of Specht modules in characteristic 0.
Let f denote Lusztig’s algebra associated to some Cartan datum. In particular, we have
a quiver Γ with vertex set I. The algebra f is a Q(q)-algebra, q an indeterminate, with
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generators θi, for i ∈ I, satisfying the Serre relations. Let A = Z[q, q−1] and A f be
the A -subalgebra of f. For a given dimension vector ν˜ ∈ NI we denote the associated
KLR algebra by Rν˜ . Let Rν˜-proj denote the subcategory of Rν˜-mod
fd consisting of all
finite-dimensional projective graded Rν˜-modules. In [KL09], [KL11] Khovanov and Lauda
proved the following categorification result.
K0(
⊕
ν˜∈NI
Rν˜-proj) ∼= A f.
The left hand side of this isomorphism is an A -algebra; the action of q and q−1 be-
ing grading shifts up and down, respectively. Khovanov and Lauda then conjectured a
connection between Lusztig’s canonical basis and the isomorphism classes of projective in-
decomposable modules. This was proved for all type A quivers by Brundan and Kleshchev
in [BK09b] and for arbitrary simply-laced type by Varagnolo and Vasserot in [VV11b].
One can vary the type of Lie algebra involved. There is an algebra isomorphism f ∼= Uq(g)−,
where Uq(g)
− is the negative part of the quantised universal enveloping algebra of the
Lie algebra g associated to the given Cartan datum. It can be shown that there is a
vector space isomorphism between f and the Grothendieck group of the category of finite-
dimensional representations of affine Hecke algebras of type A, HAm, in which isomorphism
classes of simple modules correspond to elements of the canonical basis of f. Moreover,
Ariki proved that the action of the Chevalley generators on f correspond to the action of
the induction and restriction functors on HAm-Mod
fd.
Alternatively, one can vary the type of Hecke algebra. Up to this point, we have given
the type A results. We now discuss the analogues to these results in a type B setting on
the affine Hecke algebra side. Let HBm denote the affine Hecke algebra of type B. Again
suppose we are given Cartan datum including a quiver Γ, with vertex set I ⊂ k×, which
depends on whether the deformation parameters p, q ∈ k× of HBm, lie in I or not. In
[EK06], Enomoto and Kashiwara define a Q(q)-algebra Bθ(g), where θ is an involution on
I. This algebra is generated by elements Ei, Fi and invertible elements Ti, i ∈ I, which are
subject to a list of relations which include the Serre relations. They then define an irre-
ducible highest weight module Vθ(λ) over Bθ(g) and conjecture the following Bθ(g)-module
isomorphism,
K0(
⊕
n
HBn -Mod
fd) ∼= Vθ(λ).
This can be considered as a type B analogue of the LLT conjecture. In [EK09], Enomoto
and Kashiwara prove this conjecture in the case p ∈ I. In [VV11a], Varagnolo and
Vasserot introduce a family of Ext-algebras associated to a quiver with an involution θ;
the VV algebras. They compute these algebras explicitly and give a presentation of VV
algebras in terms of generators and relations, see Section 2.3. These algebras depend on
a dimension vector ν satisfying certain properties. The set of such dimension vectors is
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denoted θNI. They prove that categories of modules over VV algebras are equivalent to
certain categories of modules over affine Hecke algebras of type B. More precisely, let
W :=
⊕
ν∈θNI
|ν|=2m
Wν .
Let HBm-ModI denote the category of modules over H
B
m in which all eigenvalues of Xi,
1 ≤ i ≤ m, lie in I. That is, M ∈ HBm-ModI if and only if whenever Xin = λn for some
n ∈M , λ ∈ k and for some 1 ≤ i ≤ m, then λ ∈ I. In this case we say that M is of type
I. Let W-mod0 denote the category of finitely generated modules over W such that the
elements x1, . . . , xm act locally nilpotently.
Theorem 2.1.1 ([VV11a], Theorem 8.5). There is an equivalence of categories
W-mod0 ∼ HBm-modI .
Varagnolo and Vasserot then use this equivalence of categories to prove the conjecture of
Enomoto and Kashiwara in complete generality, providing a type B analogue to the type
A picture.
Theorem 2.1.1 implies that in order to study categories of modules over type B affine
Hecke algebras it suffices to study categories of modules over VV algebras. This is an-
other reason motivating the study of VV algebras. The VV algebras are graded algebras
whereas affine Hecke algebras are not. Furthermore, the combinatorial description of the
generators and relations makes the study of VV algebras more accessible and easier to
work with in comparison to affine Hecke algebras.
2.2 KLR Algebras
In this section we define a family of algebras which were introduced by Khovanov, Lauda
and independently by Rouquier. They are known as KLR algebras, or sometimes as quiver
Hecke algebras.
Fix an element p ∈ k×. Define an action of Z on k× as follows,
n · λ = p2nλ.
Let I˜ be a Z-orbit. So I˜ = I˜λ is the Z-orbit of λ,
I˜ = I˜λ = {p2nλ | n ∈ Z}.
To I˜ we associate a quiver Γ˜ = Γ˜I˜ . The vertices of Γ˜ are the elements i ∈ I˜ and we have
arrows p2i −→ i for every i ∈ I˜.
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We always assume that ±1 /∈ I˜ and that p 6= ±1.
If p is not a root of unity then Γ˜I˜ has the following form.
· · · p4λ p2λ λ p−2λ p−4λ · · ·
If pn = 1, for some positive integer n, then Γ˜I˜ is of the following form.
λ
p2λ pn−2λ
Now define NI˜ = {ν˜ = ∑i∈I˜ ν˜ii | ν˜ has finite support, ν˜i ∈ Z≥0 ∀i}. Elements ν˜ ∈ NI˜
are called dimension vectors. For ν˜ ∈ NI˜, the height of ν˜ is defined to be
|ν˜| =
∑
i∈I˜
ν˜i.
For ν˜ ∈ NI˜ with |ν˜| = m, define
I˜ ν˜ := {i = (i1, . . . , im) ∈ I˜m |
m∑
k=1
ik = ν˜}.
Definition 2.2.1. ν˜ =
∑
i∈I˜ ν˜ii ∈ NI˜ is said to have multiplicity one if ν˜i ≤ 1 for every
i ∈ I˜. We say that j ∈ I˜ has multiplicity one in ν˜, or j appears with multiplicity one in
ν˜, if the coefficient of j in ν˜ is 1, i.e. if ν˜j = 1.
Example 2.2.2. ν˜1 = λ+ p
2λ ∈ NI˜λ has multiplicity one, while ν˜2 = 2λ+ p2λ does not
have multiplicity one. In the latter example, p2λ appears with multiplicity one in ν˜2.
Definition 2.2.3. For ν˜ ∈ NI˜ with |ν˜| = m the KLR algebra, denoted by Rν˜ , is the
graded k-algebra generated by elements
{x1, . . . , xm} ∪ {σ1, . . . , σm−1} ∪ {e(i) | i ∈ I˜ ν˜}
which are subject to the following relations.
1. e(i)e(j) = δije(i), σke(i) = e(ski)σk, xle(i) = e(i)xl,
∑
i∈I˜ ν˜ e(i) = 1.
2. The xl’s commute.
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3. σ2ke(i) =

e(i) ik = ik+1
(xk+1 − xk)e(i) ik ← ik+1
(xk − xk+1)e(i) ik → ik+1
(xk+1 − xk)(xk − xk+1)e(i) ik ↔ ik+1
0 ik = ik+1
σjσk = σkσj for j 6= k ± 1
(σk+1σkσk+1−σkσk+1σk)e(i) =

0 ik 6= ik+2 or ik = ik+1
e(i) ik = ik+2 and ik → ik+1
−e(i) ik = ik+2 and ik ← ik+1
(2xk+1 − xk+2 − xk)e(i) ik = ik+2 and ik ↔ ik+1.
4. (σkxl − xsk(l)σk)e(i) =

−e(i) if l = k, ik = ik+1
e(i) if l = k + 1, ik = ik+1
0 else.
The grading on Rν˜ is given as follows.
deg(e(i)) = 0
deg(xle(i)) = 2
deg(σke(i)) =
{
|ik → ik+1|+ |ik+1 → ik| if ik 6= ik+1
−2 if ik = ik+1
where |ik → ik+1| denotes the number of arrows from ik to ik+1 in the quiver Γ˜.
If ν˜ = 0 we set Rν˜ = k as a graded k-algebra.
Remark 2.2.4. In this thesis the underlying quiver Γ˜ for KLR algebras is always of type
A. In the literature however, KLR algebras are defined more generally. In general, one
starts with any loop-free quiver Γ˜ which has vertex set I˜. Then KLR algebras can be
defined as above with the relations depending upon the choice of underlying quiver Γ˜.
Here, we are restricting ourselves to the quiver Γ˜ that is described above.
Examples
Example 2.2.5. Take ν˜ = λ ∈ NI˜. Rν˜ is generated by e(λ), x1. So the KLR algebra
associated to ν˜ in this example is just a polynomial ring k[x].
Example 2.2.6. Take ν˜ = λ+ p2λ ∈ NI˜. Rν˜ has generators e(λ, p2λ), e(p2λ, λ), x1, x2,
σ1. We can represent this algebra with the following quiver.
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e(λ, p2λ) e(p2λ, λ)
σ1
σ1
x1, x2x1, x2
Indeed, the path algebra of this quiver modulo the given relations is the KLR algebra Rν˜ .
Example 2.2.7. Take ν˜ = λ + p2λ + p4λ ∈ NI˜. Rν˜ is the path algebra of the following
quiver modulo the relations. To reduce notation the paths of x1, x2 and x3 at each e(i)
have been omitted.
e(λ, p2λ, p4λ) e(λ, p4λ, p2λ)
e(p2λ, λ, p4λ) e(p4λ, λ, p2λ)
e(p2λ, p4λ, λ) e(p4λ, p2λ, λ)
σ2
σ2
σ1σ1
σ2σ2 σ2 σ2
σ1
σ1
σ1 σ1
Example 2.2.8. In each of the examples above, ν˜ has multiplicity one. Now take ν˜ =
2λ + p2λ ∈ NI˜, in which λ appears with multiplicity two. The corresponding quiver is,
again with the generators xi omitted at each idempotent e(i),
e(λ, λ, p2λ) e(λ, p2λ, λ) e(p2λ, λ, λ)
σ2
σ2
σ1
σ1
σ1 σ2
Example 2.2.9. Take ν˜ = nλ ∈ NI˜λ for some n ∈ N. The associated KLR algebra Rν˜
has generators e(nλ), x1, . . . , xn, σ1, . . . , σn−1, with the following relations.
xixj = xjxi, σ
2
i = 0,
σiσj = σjσi for |i− j| > 1, σiσi+1σi = σi+1σiσi+1,
(σkxl − xsk(l)σk)e(nλ) =

−e(nλ) if l = k
e(nλ) if l = k + 1
0 else.
In this case, Rν˜ is isomorphic to
0Hn, the affine nil Hecke algebra of type An.
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At this point we introduce some notation. Take any ν˜ ∈ NI˜, of height |ν˜| = n, and
the associated KLR algebra Rν˜ . Whenever we work with the KLR algebra Rν˜ , for each
w ∈ Sn, we must choose and fix a reduced expression of w, say w = si1 · · · sir where
1 ≤ ik < n, for all k. Then define σw˙ ∈ Rν˜ as follows.
σw˙e(i) = σi1σi2 · · ·σire(i)
σ1˙e(i) = e(i)
where 1 denotes the identity element in Sn. Note that reduced expressions of w are not
always unique and so σw˙ depends upon the choice of reduced expression of w. For example,
sisi+1si = si+1sisi+1 in Sn, whereas the defining relations for the KLR algebra state that
we do not always have σiσi+1σie(i) = σi+1σiσi+1e(i). In particular, this means that for
elements w1, w2 ∈ Sn, w1 = w2 does not necessarily imply σw˙1e(i) = σw˙2e(i).
Note 2.2.10. If we have fixed a reduced expression for w we will usually omit the dot
and write σw for σw˙.
Lemma 2.2.11 (Basis Theorem for KLR Algebras). [[KL09], Theorem 2.5] Take ν˜ ∈ NI˜
with |ν˜| = m. The elements
{σw˙xn11 · · ·xnmm e(i) | w ∈ Sm, i ∈ I ν˜ , ni ∈ N0 ∀i}
form a k-basis for Rν˜ .
2.2.1 Root Partitions Associated to Rν˜
To each i ∈ I˜ we associate an integer n; the power of p at that vertex. For example, to
p2λ we associate 2. To p−4λ we associate −4. If p ∈ I˜; to the vertex p2k+1, k ∈ Z we
associate 2k+ 1. So i ∈ I˜ is identified with an integer and refers to the power of p at that
vertex. The order on I˜ is the natural order on Z.
As discussed in Section 1.6, given this data we can define a Cartan matrix (aij)i,j∈I˜ .
Consider the Lie algebra associated to this Cartan matrix. We have simple roots in type
A given by {αi | i ∈ I˜}, and positive roots αi,i+2k := αi + αi+2 + · · ·+ αi+2k, k ∈ Z≥0.
Given ν˜ ∈ NI˜ it is now clear what we mean by a root partition of ν˜. A root partition of
ν˜ is a tuple of positive roots (β1, β2, β3, . . . , βr) such that ν˜ = β1 + β2 + β3 + · · ·+ βr and
such that β1 ≥ β2 ≥ β3 ≥ · · · ≥ βr.
A root partition of ν˜ will often be denoted by pi and the set of all root partitions of
ν˜ will be denoted by Π(ν˜).
Example 2.2.12. Take ν˜ = λ+ p2λ+ p4λ ∈ NI˜λ. Put β1 = p2λ+ p4λ and β2 = λ. Then
(β1, β2) is a root partition of ν˜. Setting β1 = p
4λ and β2 = λ + p
2λ gives another root
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partition of ν˜.
Example 2.2.13. Take ν˜ = λ+p2λ+p4λ+p6λ ∈ NI˜λ. (λ+p2λ+p4λ+p6λ), (p6λ, λ+p2λ+
p4λ), (p6λ, p2λ+ p4λ, λ), are root partitions of ν˜. Denote them as pi1, pi2, pi3, respectively.
We have
pi1 < pi2 < pi3
and ipi1 = (λ, p
2λ, p4λ, p6λ), ipi2 = (p
6λ, λ, p2λ, p4λ), ipi3 = (p
6λ, p2λ, p4λ, λ).
Given ν˜ ∈ NI˜ and the associated KLR algebra Rν˜ , we have a set {e(i) | i ∈ I˜ ν˜} of idem-
potents. Each e(i) is labelled by a sequence of integers i = (i1, . . . , im) ∈ I˜m which may
or may not correspond to a root partition in the way we describe above. So, associated to
each KLR algebra Rν˜ we obtain a set of root partitions of ν˜. In fact, since all permutations
of (i1, . . . , im) lie in I˜
m, we obtain a complete set of root partitions of ν˜. If i = (i1, . . . , im)
corresponds to a root partition pi ∈ Π(ν˜) then we will sometimes write e(ipi) = e(i) to
emphasise this.
Example 2.2.14. Consider the KLR algebra associated to the dimension vector ν˜ =
λ+ p2λ+ p4λ. It has the following quiver presentation (with the generators xi omitted):
(λ, p2λ, p4λ) (λ, p4λ, p2λ)
(p2λ, λ, p4λ) (p4λ, λ, p2λ)
(p2λ, p4λ, λ) (p4λ, p2λ, λ)
σ2
σ2
σ1σ1
σ2σ2 σ2 σ2
σ1
σ1
σ1 σ1
The set of root partitions associated to Rν˜ is,
Π(ν˜) = {(0, 2, 4), (2, 4, 0), (4, 0, 2), (4, 2, 0)}
with (0, 2, 4) < (2, 4, 0) < (4, 0, 2) < (4, 2, 0).
Example 2.2.15. Consider the KLR algebra associated to the dimension vector ν˜ =
2λ+ p2λ. It has the following quiver presentation (with the generators xi omitted):
e(λ, λ, p2λ) e(λ, p2λ, λ) e(p2λ, λ, λ)
σ2
σ2
σ1
σ1
σ1 σ2
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The set of root partitions associated to Rν˜ is
Π(ν˜) = {(0, 2, 0), (2, 0, 0)}
with (0, 2, 0) < (2, 0, 0).
2.3 VV Algebras
In this section we define the family of algebras of which this thesis is concerned; the VV
algebras. They were introduced by Varagnolo and Vasserot in [VV11a].
Fix elements p, q ∈ k×. Assume that p is not a power of q and that q is not a power
of p. Define an action of Z o {±1} = Z o Z2 on k× as follows.
(n, ε) · λ = p2nλε.
Let I be a Z o {±1}-orbit. So I = Iλ is the Z o {±1}-orbit of λ.
I = Iλ = {p2nλ±1 | n ∈ Z}.
To I we associate a quiver Γ = ΓI together with an involution θ. The vertices of Γ are the
elements i ∈ I and we have arrows p2i −→ i for every i ∈ I. The involution θ is defined
by
θ(i) = i−1
θ(p2i −→ i) = p−2i−1 ←− i−1, for all i ∈ I.
We always assume that ±1 /∈ I and that p 6= ±1. This implies that θ has no fixed points
and that Γ has no loops (1-cycles).
Now define θNI := {ν = ∑i∈I νii | ν has finite support, νi ∈ Z≥0, νi = νθ(i) ∀i}. In
particular, for each ν ∈ θNI, the coefficients of i and i−1 in ν must be equal. Elements
ν ∈ θNI are called dimension vectors. For ν ∈ θNI the height of ν is defined to be,
|ν| =
∑
i∈I
νi.
The shape of Γ depends on whether p ∈ I or p 6∈ I, as well as whether or not p is a root
of unity.
• Suppose p 6∈ I. Let I+λ := {p2nλ | n ∈ Z}, I−λ := {p2nλ−1 | n ∈ Z}. So Iλ = I−λ unionsq I+λ .
If p is not a root of unity then ΓI has the form,
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· · · p2λ λ p−2λ · · ·
· · · p−2λ−1 λ−1 p2λ−1 · · ·
If pn = 1 for some positive integer m then ΓI is of the form,
λ
p2λ pn−2λ
λ−1
p−2λ−1 p2−nλ−1
• Now suppose p ∈ I. Let I+p := {p2n+1 | n ∈ Z≥0}, I−p := {p2n−1 | n ∈ Z≤0}. So
Ip = I
−
p unionsq I+p , provided p is not a root of unity in which case we have I−p = I+p . If p
is not a root of unity then ΓI is of the form,
· · · p5 p3 p
· · · p−5 p−3 p−1
If pm = 1 for some positive integer m then ΓI has the form,
p
p3 pm−1
Note that for ν ∈ θNI, |ν| = 2m for some positive integer m. For ν ∈ θNI with |ν| = 2m,
define
θIν := {i = (i1, . . . , im) ∈ Im |
m∑
k=1
ik +
m∑
k=1
i−1k = ν}.
Definition 2.3.1. A dimension vector ν =
∑
i∈I νii ∈ θNI is said to have multiplicity
one if νi ≤ 1 for every i ∈ I. We say that j ∈ I has multiplicity one in ν, or j appears
with multiplicity one in ν, if the coefficient of j in ν is 1, i.e. if νj = 1.
Example 2.3.2. The dimension vector ν1 = p
−2q−1+q−1+q+p2q ∈ θNIq has multiplicity
one, while ν2 = p
−2q−1 + 2q−1 + 2q + p2q does not have multiplicity one. In the latter
example, p2q appears with multiplicity one in ν2.
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Remark 2.3.3. We remark here that, given this data, we can again define KLR algebras.
That is, given a Z o Z2-orbit Iλ and associated quiver ΓIλ we can pick ν˜ ∈ NIλ which
yields a KLR algebra Rν˜ . This KLR algebra is defined by the generators and relations
given in 2.2 with the understanding that there are no arrows between vertices belonging
to different branches of ΓIλ .
Definition 2.3.4. For ν ∈ θNI with |ν| = 2m the VV algebra, denoted by Wν , is the
graded k-algebra generated by elements
{x1, . . . , xm} ∪ {σ1, . . . , σm−1} ∪ {e(i) | i ∈ θIν} ∪ {pi}
which are subject to the following relations.
1. e(i)e(j) = δije(i), σke(i) = e(ski)σk,
∑
i∈θIν e(i) = 1,
xle(i) = e(i)xl, pie(i1, . . . , im) = e(θ(i1), i2 . . . , im)pi = e(i
−1
1 , i2 . . . , im)pi.
2. pi2e(i) =

x1e(i) i1 = q
−x1e(i) i1 = q−1
e(i) i1 6= q±1.
3. The xl’s commute.
4. σ2ke(i) =

e(i) ik = ik+1
(xk+1 − xk)e(i) ik ← ik+1
(xk − xk+1)e(i) ik → ik+1
(xk+1 − xk)(xk − xk+1)e(i) ik ↔ ik+1
0 ik = ik+1
σjσk = σkσj for j 6= k ± 1
(σk+1σkσk+1−σkσk+1σk)e(i) =

0 ik 6= ik+2 or ik = ik+1
e(i) ik = ik+2 and ik → ik+1
−e(i) ik = ik+2 and ik ← ik+1
(2xk+1 − xk+2 − xk)e(i) ik = ik+2 and ik ↔ ik+1.
5. pix1 = −x1pi
pixl = xlpi for all l > 1.
6. (σ1pi)
2e(i)− (piσ1)2e(i) =

0 i−11 6= i2 or if i1 6= q±1
σ1e(i) i
−1
1 = i2 = q
−1
−σ1e(i) i−11 = i2 = q
piσk = σkpi for all k 6= 1.
7. (σkxl − xsk(l)σk)e(i) =

−e(i) if l = k, ik = ik+1
e(i) if l = k + 1, ik = ik+1
0 else.
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The grading on Wν is defined as follows.
deg(e(i)) = 0
deg(xle(i)) = 2
deg(pie(i)) =
{
1 if i1 = q
±1
0 if i1 6= q±1
deg(σke(i)) =
{
|ik → ik+1|+ |ik+1 → ik| if ik 6= ik+1
−2 if ik = ik+1.
where |ik → ik+1| denotes the number of arrows from ik to ik+1 in the quiver Γ.
If ν = 0 we set Wν = k as a graded k-algebra.
These relations indicate that VV algebras are closely related to KLR algebras. Each
VV algebra has an additional generator pi which we can think of as being analogous to
the Weyl group of type Bn having one more generator s0 than the symmetric group Sn.
Examples
Example 2.3.5. Take ν = λ−1 + λ ∈ θNI. Wν is generated by e(λ), e(λ−1), x1, pi. Wν
is the path algebra of the following quiver, modulo the defining relations.
e(λ) e(λ−1)
pi
pi
x1x1
Example 2.3.6. Take ν = p−2λ−1 + λ−1 + λ+ p2λ ∈ θNI. Wν is the path algebra of the
following quiver, modulo the defining relations. Note that we have omitted the loops x1
and x2 at each idempotent e(i).
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e(λ, p2λ) e(p2λ, λ)
e(λ−1, p2λ) e(p−2λ−1, λ)
e(p2λ, λ−1) e(λ, p−2λ−1)
e(p−2λ−1, λ−1) e(λ−1, p−2λ−1)
σ1
σ1
pipi
σ1σ1
pipi
σ1
σ1
pi pi
σ1 σ1
pi pi
Example 2.3.7. Take ν = 2p−1 + 2p ∈ θNIp, so p appears with multiplicity two. The
corresponding quiver is, again with paths x1 and x2 omitted,
e(p, p) e(p−1, p) e(p, p−1) e(p−1, p−1)
pi
pi
σ1
σ1
pi
pi
σ1 σ1
Remark 2.3.8. Every ν ∈ θNI can be written as
ν =
∑
i∈I+
νii+
∑
i∈I−
νii.
Setting ν˜ =
∑
i∈I+ νii ∈ NI+ defines a KLR algebra. Denote the KLR algebra associated
to ν˜ ∈ NI+ by R+ν˜ . For the remainder of this thesis, for ν =
∑
i∈I+ νii+
∑
i∈I− νii ∈ θNI, ν˜
will be used to denote
∑
i∈I+ νii ∈ NI+. Sometimes we write ν˜ = ν˜+ to make this explicit.
Similarly, setting ν˜− =
∑
i∈I− νii ∈ NI− also defines a KLR algebra. Denote the KLR
algebra associated to ν˜− ∈ NI− by R−ν˜ .
The relations above, and therefore the algebras Wν , depend on the following four cases.
1. The case p, q 6∈ I. In this setting ΓIλ is of type A∞∞ unionsq A∞∞ if p is not a root of unity,
as shown below. If p2 is an rth primitive root of unity then ΓIλ is of type A
(1)
r unionsq A(1)r .
Note that we do not allow p2n+1 = 1 since ±1 6∈ I. For now, we name this particular
setting the ME setting.
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· · · p2λ λ p−2λ · · ·
· · · p−2λ−1 λ−1 p2λ−1 · · ·
2. The case p ∈ I and q 6∈ I. If p ∈ I and p is not a root of unity then ΓIp has type
A∞:
· · · p5 p3 p
· · · p−5 p−3 p−1
ΓIp is of type A
(1)
r if p2 is an rth root of unity. For example, if p6 = 1 then ΓIp is of the
form,
p3
p
p5
3. The case q ∈ I and p 6∈ I. In this setting ΓIq is of type A∞∞ unionsq A∞∞ if p is not a root
of unity;
· · · p2q q p−2q · · ·
· · · p−2q−1 q−1 p2q−1 · · ·
If p is a root of unity then ΓIq is of type A
(1)
r unionsqA(1)r ;
q
p2q pm−2q
q−1
p−2q−1 p2−mq−1
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4. The case p,q ∈ I. In this case Ip = Iq. That is,
{p2n+1 | n ∈ Z} = {p2nq±1 | n ∈ Z}.
If q = p2n, for some n ∈ Z, then ±1 ∈ I, which we have ruled out. So we must have
q = p2n+1 for some n ∈ Z.
Here we introduce some notation similar to the notation used for KLR algebras. Take any
ν ∈ θNI, of height |ν| = 2m, and the associated VV algebra Wν . Whenever we work with
the VV algebra Wν , for each w ∈ WBm , we must choose and fix a reduced expression, say
w = si1 · · · sir where 0 ≤ ik < m, for all k. Then define σw˙ ∈Wν as follows.
σw˙e(i) = σi1σi2 · · ·σire(i)
σ1˙e(i) = e(i)
where 1 is the identity element in WBm . As with elements of the symmetric group, reduced
expressions of w ∈ WBm are not always unique and so σw˙ depends upon the choice of
reduced expression of w.
Note 2.3.9. If we have fixed a reduced expression for w ∈ WBm we will usually omit the
dot and write σw instead of σw˙.
For each ν ∈ θNI, with |ν| = 2m, define θFν to be a polynomial ring in the xk at each
e(i). More precisely,
θFν :=
⊕
i∈θIν
k[x1e(i), . . . , xme(i)].
Proposition 2.3.10 ([VV11a], Proposition 7.5). The k-algebra Wν is a free (left or right)
θFν-module on basis {σw˙ | w ∈ WBn }. It has rank 2mm!. The operator σw˙e(i) is homoge-
neous and its degree is independent of the choice of reduced expression of w˙.
That is,
Wν =
⊕
{σw˙|w∈WBm}
θFν .
Then we have a k-basis for VV algebras, as follows.
Lemma 2.3.11 (Basis Theorem for VV Algebras). Take ν ∈ NI with |ν| = 2m. The
elements
{σw˙xn11 · · ·xnmm e(i) | w ∈WBm , i ∈ θIν , nk ∈ N0 ∀k}
form a k-basis for Wν .
2.3.1 KLR Algebras as Idempotent Subalgebras
The following lemma provides more of an understanding of the relationship between KLR
algebras and VV algebras.
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Proposition 2.3.12. For any ν ∈ θNI we can write ν = ∑i∈I νii +∑i∈I νii−1 and set
ν˜ =
∑
i∈I νii. If i+ i
−1 is not a summand of ν˜, for any i ∈ I, then ν˜ yields an idempotent
subalgebra Rν˜ of Wν .
Proof. We will show that there is an algebra isomorphism
eWνe ∼= Rν˜ where e =
∑
i∈I ν˜
e(i).
Let Dm := D(WBm/Sm) denote the minimal length left coset representatives of Sm in WBm .
Fix a reduced expression s˙ for every s ∈ Sm. It is well-known (see [GP00] Proposition
(2.1.1), for example) that every w ∈ WBm can be written uniquely in the form ηs, for
η ∈ Dm, s ∈ Sm, with `(ηs) = `(η) + `(s). For every w ∈ WBm fix a reduced expression
w˙ = η˙s˙. By the basis theorem for VV algebras 2.3.11, any element v ∈ Wν can be
expressed in the following form.
v =
∑
w∈WBm
i∈θIν
σwpi(x)e(i) =
∑
sik∈Sm
η∈Dm
i∈θIν
σησsi1 ···sir pi(x)e(i)
where x = (x1, . . . , xm), and pi(x) ∈ k[x1e(i), . . . , xme(i)]. Then
eve =
∑
sik∈Sm
η∈Dm
i∈I ν˜
eσηeσsi1 ···sir pi(x).
Claim 2.3.13. For η ∈ D(WBm/Sm),
eσηe =
{
e if η = 1
0 else.
This is clear when η = 1. So suppose that η 6= 1. We prove by induction on m that
eσηe = 0.
For m = 1 we have D1 = {1, s0} and ν˜ = a ∈ NI. Clearly eσ0e = epie = 0. Now
for any ν˜ ∈ NI of height k < m assume eσηe = 0 for all η ∈ Dk.
Take ν˜ ∈ NI of height m and η ∈ Dm \ Dm−1. So, by Lemma 1.4.8, η = η¯sm−1 · · · s1s0,
for η¯ ∈ Dm−1. Consider one summand of e, say e(a1, . . . , am). Then,
eσηe(a1, . . . , am) = eση¯σm−1 · · ·σ1pie(a1, . . . , am)
= eση¯e(a2, . . . , am, a
−1
1 )σm−1 · · ·σ1pi.
Since a1 is a summand of ν˜, by assumption, a
−1
1 is not an entry of any (i1, . . . , im) ∈ I ν˜
(otherwise a1 + a
−1
1 would be a summand of ν˜). Also, ση¯ does not affect the entry a
−1
1 , or
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its position, in e(a1, . . . , am, a
−1
1 ). Hence we have
eση¯e(a2, . . . , am, a
−1
1 ) = 0, and so eσηe(a1, . . . , am) = 0.
This is true for every summand of e and so eσηe = 0, for η 6= 1.
Then,
eve =

∑
s∈Sm
i∈I ν˜
σspi(x)e if η = 1
0 if η 6= 1.
Now define a map
f : eWνe −→ Rν˜
eve 7→
∑
s∈Sm
i∈I ν˜
σspi(x)e.
From 2.2.11 we know {σsxn11 · · ·xnmm e(i) | s ∈ Sm, i ∈ I ν˜ , nk ∈ N0 ∀k} is a basis for Rν˜
and so f is an isomorphism of k-vector spaces. On inspection of the defining relations of
the KLR algebras and VV algebras it follows that f is in fact a morphism of algebras.
This completes the proof.
Remark 2.3.14. Using the notation from Remark 2.3.8, every VV algebra Wν has idem-
potent subalgebras R−ν˜ and R
+
ν˜ .
Example 2.3.15. Take ν = p−2λ−1 + λ−1 + λ + p2λ ∈ θNI from Example 2.3.6. R+ν˜ ,
corresponding to ν˜ = λ+ p2λ, is always an idempotent subalgebra of Wν , as is R
−
ν˜ which
is the KLR algebra corresponding to ν˜ = λ−1 +p−2λ−1. But Rν1 , Rν2 are also idempotent
subalgebras for ν1 = λ
−1 + p2λ and for ν2 = λ + p−2λ−1. In this example Wν has four
KLR algebras appearing as idempotent subalgebras.
Example 2.3.16. Take ν = 2p−1 + 2p ∈ θNIp, as in Example 2.3.7. Then Rν˜ , for
ν˜ = p+p−1, is not an idempotent subalgebra of Wν . In this example, the only idempotent
subalgebras isomorphic to KLR algebras are R+ν˜ and R
−
ν˜ .
2.3.2 Wνe is a Free Rν˜-Module
Take ν ∈ θNI, |ν| = 2m and the corresponding VV algebra Wν . Write ν =
∑
i∈I+ νii +∑
i∈I− νii and set ν˜ =
∑
i∈I+ νii ∈ NI+, as in Remark 2.3.8, so that R+ν˜ is an idempotent
subalgebra of Wν .
Let e =
∑
i∈I ν˜ e(i). Then Wνe has the structure of a right R
+
ν˜ -module; eWνe
∼= R+ν˜
and the action of R+ν˜ on Wνe is given by multiplication from the right.
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As before let Dm := D(WBm/Sm), the set of minimal length left coset representatives
of Sm in W
B
m .
Proposition 2.3.17. As a right R+ν˜ -module, Wνe is free on a basis given by minimal
length left coset representatives of Sm in W
B
m .
Proof. First fix reduced expressions s˙, η˙ for every s ∈ Sm, η ∈ Dm. Then for every
w ∈WBm fix a reduced expression of the form w˙ = η˙s˙.
Recall from Lemma 2.2.11, that the elements
{σs˙xn11 · · ·xnmm e(i) | s ∈ Sm, i ∈ I ν˜ , ni ∈ N0 ∀i}
form a k-basis for Rν˜ . Recall from 2.3.11 that the elements
{σw˙xn11 · · ·xnmm e(i) | w ∈WBm , i ∈ θIν , ni ∈ N0 ∀k}
form a k-basis for Wν .
Using that w˙ = η˙s˙ with `(w˙) = `(η˙) + `(s˙), Wνe has a k-basis
{ση˙σs˙xn11 · · ·xnmm e(i) | w ∈WBm , i ∈ θIν , nk ∈ N0 ∀k, e(i)e 6= 0}.
Consider the map
φ : Wνe −→
⊕
η˙∈Dm
Rν˜
which is defined on basis elements as follows. The map φ maps ση˙σs˙x
n1
1 · · ·xnmm e(i) to the
element σs˙x
n1
1 · · ·xnmm e(i) lying in the copy of Rν˜ indexed by η˙. Extend this map linearly.
This is an isomorphism of k-vector spaces. It follows from the defining relations of Wν
and Rν˜ that this is also a right Rν˜-module morphism.
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Morita Equivalences Between
KLR and VV Algebras
3.1 Morita Theory
Morita equivalence is an equivalence relation between rings and is one which preserves
many ring-theoretic properties, such as semisimplicity. It is named after the mathemati-
cian Kiita Morita who introduced the idea.
Definition 3.1.1. Rings A and B are said to be Morita equivalent if their respective
module categories are equivalent, i.e. there exists functors F : A-Mod −→ B-Mod and
G : B-Mod −→ A-Mod such that FG ∼= 1B-Mod and GF ∼= 1A-Mod.
Rings are often studied in terms of their modules and so the existence of a Morita equiva-
lence between rings A and B may provide a wealth of information about ring A if ring B
is one which is already well-understood. It can be shown that the left module categories
A-Mod and B-Mod are equivalent if and only if the right module categories Mod-A and
Mod-B are equivalent, so one does not need to specify left or right Morita equivalence. If F
is an equivalence of categories then F is an exact functor since α is a monomorphism (resp.
epimorphism, isomorphism) if and only if Fα is a monomorphism (resp. epimorphism,
isomorphism).
Definition 3.1.2. Let A and B be rings and M ∈ A-Mod-B. We say that M is faithfully
balanced if the natural maps A −→ End(MB) and B −→ End(AM) are both ring
isomorphisms.
Lemma 3.1.3 ([Lam99], Lemma 18.41). Let AMB be faithfully balanced. Then Z(A) ∼=
Z(B) and both rings are isomorphic to End(AMB).
Proof. Define f : Z(A) −→ End(AMB) by z 7→ f(z), where f(z)m = zm. Since z ∈ Z(A)
it is clear that f(z) ∈ End(AMB). One can also easily check that f is a ring homomor-
phism.
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Since End(AMB) ⊂ End(MB) we know that f is injective. To show surjectivity, take
g ∈ End(AMB). Since g ∈ End(MB) ∼= A, we know that g corresponds to left multiplica-
tion by some a ∈ A, i.e. g(m) = am for all m ∈M . But we also know that g ∈ End(AM)
so that g(a1m) = a1g(m), for every a1 ∈ A,m ∈M . But then,
g(a1m) = a1g(m) =⇒ aa1m = a1am
for all a1 ∈ A,m ∈ M . Since aa1, a1a ∈ A and A ∼= End(MB) we have that aa1 = a1a
for every a1 ∈ A. In other words, a ∈ Z(A) and f is surjective, meaning that we have
a ring isomorphism Z(A) ∼= End(AMB). By symmetry, we also have Z(B) ∼= End(AMB)
and hence Z(A) ∼= Z(B).
Definition 3.1.4. P ∈ R-Mod is a generator for R-Mod if HomR(P,−) is a faithful
functor from R-Mod to Ab, the category of abelian groups. That is, when f∗ = g∗ if and
only if f = g.
Example 3.1.5. An example of a generator is the left regular module RR. In this case,
HomR(R,M) ∼= M for any R-module M . So HomR(R,−) is the forgetful functor, which
is faithful.
Theorem 3.1.6 ([Lam99], Theorem 18.8). The following are equivalent for P ∈ R-Mod.
1. P is a generator for R-Mod.
2. trR(P ) = R, where trRP =
∑
g∈HomR(P,R) g(P ) is called the trace ideal.
3. There exists n ∈ N such that R | P⊕n.
4. R |⊕i∈I P for some set I.
5. For every M ∈ R-Mod there exists a surjection ψ : ⊕i∈I P M .
So, for example, R⊕M is a generator for any M ∈ R-Mod.
Definition 3.1.7. P ∈ R-Mod is a progenerator for R-Mod if P is a finitely generated
projective generator. So then, P |⊕i∈I R for some I and R |⊕i∈J P for some J .
Example 3.1.8. It is clear that RR is a progenerator in R-Mod. This means that, since
being a progenerator is a categorical property, F (RR) is a progenerator in S-Mod, for
F : R-Mod −→ S-Mod an equivalence of categories.
Remark 3.1.9. Let 1 = e1 + · · · + en ∈ R be a decomposition of 1 into primitive or-
thogonal idempotents. Suppose that Rei1 , . . . , Reik is a complete list of non-isomorphic
indecomposable projectives. Then, using Theorem 3.1.6, an arbitrary finitely generated
projective module P = (Rei1)
⊕ni1⊕· · ·⊕(Reik)⊕nik is a progenerator if and only if nir > 0
for all 1 ≤ r ≤ k.
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Remark 3.1.10. Let R be a ring and e = e2 ∈ R a non-trivial idempotent. Then Re is
a finitely generated projective R-module since
RR = Re⊕R(1− e),
i.e. Re is a direct summand of a free R-module. Consider trR(Re) =
∑
g∈HomR(Re,R) g(Re).
Take any g ∈ HomR(Re,R) and any r ∈ R. Then, g(re) = reg(e) = res, for some s ∈ R, so
g(Re) ⊆ ReR. Hence, trR(Re) ⊆ ReR. Conversely, for res ∈ ReR define gres : Re −→ R
as multiplication on the right by res, i.e. gres(te) = teres. Then gres ∈ HomR(Re,R)
and there is an injection ReR ↪→ trR(Re). So ReR = trR(Re). By Theorem 3.1.6 (2), it
follows that Re is a generator, and hence a progenerator, if and only if ReR = R, i.e. if
and only if e is a full idempotent in R.
3.1.1 Morita Contexts
Let R be a ring. For P ∈ R-Mod, let Q = P ∗ = HomR(P,R) and S = EndR(P ). Then P
is an R-S-bimodule where the action of S is given by p · g = g(p), for p ∈ P and g ∈ S,
and Q is an S-R-bimodule via
S ×Q −→ Q
(s, f) 7→ sf : p 7→ f(s(p))
and
Q×R −→ Q
(f, r) 7→ fr : p 7→ rf(p)
Lemma 3.1.11 ([Lam99], Lemma 18.15). We have the following bimodule morphisms.
1. α : P ⊗S Q −→ R, p⊗ f 7→ f(p) defines an R-R-bimodule morphism.
2. β : Q⊗R P −→ S, f ⊗ p 7→ fp : p′ 7→ f(p)p′ defines an S-S-bimodule morphism.
Let
M =
(
R Q
P S
)
M is a ring, called the Morita ring associated with P . The multiplication and addition
is given by usual matrix multiplication and matrix addition. The 6-tuple (R,P,Q, S, α, β)
is the Morita context associated with P . Fixing such a Morita context, we have the
following results.
Proposition 3.1.12 ([Lam99], Proposition 18.17).
1. P is a generator ⇐⇒ α is onto.
2. Assume P is a generator. Then,
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(a) α : P ⊗S Q −→ R is an R-R-isomorphism.
(b) Q = HomR(P,R) ∼= HomS(P, S) as S-R-bimodules.
(c) P ∼= HomS(Q,S) as R-S-bimodules.
(d) R ∼= EndS(P ) ∼= EndS(Q) as rings.
Proposition 3.1.13 ([Lam99], Proposition 18.19).
1. P is a finitely generated projective module if and only if β is onto.
2. Assume P is a finitely generated projective module. Then,
(a) β : Q⊗R P −→ S is an S-S-isomorphism.
(b) Q = HomR(P,R) as S-R-bimodules.
(c) P ∼= HomR(Q,R) as R-S-bimodules.
(d) S ∼= EndR(P ) ∼= EndR(Q) as rings.
Proposition 3.1.14 ([Lam99], Proposition 18.22). Suppose RP is a progenerator. Then
PS, SQ and QR are also progenerators and α, β are isomorphisms.
Proof. This follows immediately from Proposition 3.1.13 and Proposition 3.1.12 above.
We now state two of Morita’s Theorems.
Theorem 3.1.15 (Morita’s First Theorem). Let RP ∈ R-Mod be a progenerator and
(R,P,Q, S, α, β) the Morita context associated to RP . Then,
1. Q ⊗R − : R-Mod −→ S-Mod and P ⊗S − : S-Mod −→ R-Mod are mutually inverse
equivalences of categories.
2. − ⊗R P : Mod-R −→ Mod-S and − ⊗S Q : Mod-S −→ Mod-R are mutually inverse
equivalences of categories.
Proof. See [Lam99], Theorem 18.24.
Remark 3.1.16. For any left R-module, M one can check that
βM : Q⊗RM −→ HomR(P,M)
q ⊗m 7→ qm (p 7→ q(p)m)
is an isomorphism of left R-modules. So we have a natural isomorphism
Q⊗R − ∼= HomR(P,−).
Similarly, P ⊗S − ∼= HomS(Q,−). A similar note can be made for the functors of right
module categories.
43
Morita Theory
Theorem 3.1.17 (Morita’s Second Theorem). Let F : R-Mod −→ S-Mod and G :
S-Mod −→ R-Mod be mutually inverse equivalences of categories, with F (RR) = Q and
G(SS) = P . Then we have bimodule structures RPS and SQR. Using these we have
natural isomorphisms F ∼= Q⊗R − and G ∼= P ⊗S −.
Proof. See [Lam99], Theorem 18.26.
Corollary 3.1.18. Rings R and S are Morita equivalent if and only if S ∼= EndR(P ), for
some progenerator P ∈ R-Mod.
Proof. Suppose first that R and S are Morita equivalent. Let F : R-Mod −→ S-Mod and
G : S-Mod −→ R-Mod be mutually inverse category equivalences and let F (R) = Q and
G(S) = P . P and Q are progenerators in their respective categories. By Morita’s Second
Theorem together with Remark 3.1.16, we have F ∼= Q⊗R− ∼= HomR(P,−). Notice then
that Q ∼= HomR(P,R) so that using Proposition 3.1.13 for the third isomorphism,
F (P ) ∼= Q⊗R P ∼= EndR(P ) ∼= S.
Suppose now that S ∼= EndR(P ) for some progenerator P ∈ R-Mod. Since P is projective,
it is a direct summand of a free R-module, i.e. Rn = P ⊕ P ′. We also identify End(Rn)
with Mn(R), the ring of n× n matrices with entries in R. Let e be the map,
e : Rn −→ Rn
(r1, r2) 7→ (r1, 0)
for r1 ∈ P and r2 ∈ P ′, using that Rn = P ⊕ P ′. Then e(Rn) = P , e is an idempotent
element of Mn(R), and one can show that Mn(trR(P )) = Mn(R)eMn(R). But trR(P ) = R
since P is a generator, and so we must have that e is a full idempotent in Mn(R). Now
define
λ : EndR(P ) −→ e · EndR(Rn) · e = eMn(R)e
f 7→ λ(f)
where λ(f)|P = f and λ(f)|P ′ = 0. One can check that λ is an isomorphism so that
S ∼= EndR(P ) ∼= eMn(R)e. Since e is full in Mn(R), S is Morita equivalent to Mn(R)
which is Morita equivalent to R.
We now know that if RPS is a progenerator then R ∼= End(PS) and S ∼= End(RP ). So we
have the following corollary of Lemma 3.1.3.
Corollary 3.1.19. If R and S are Morita equivalent then Z(R) ∼= Z(S). In particular,
for commutative rings R and S we have, R ∼ME S ⇐⇒ R ∼= S.
A generalized Morita context, or pre-equivalence, is nothing but a ring with a distin-
guished idempotent. This can be seen in the Morita context above when arranging the
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data into a 2× 2-matrix.
Let R be a ring with an idempotent e ∈ R. Let f = 1− e be its complementary idempo-
tent. The Pierce decomposition R = eRe⊕ eRf ⊕ fRe⊕ fRf allows us to write R as an
algebra of 2× 2-matrices
R ∼=
(
eRe eRf
fRe fRf
)
The diagonal entries A = eRe and B = fRf are rings with multiplicative identities 1A = e
and 1B = f , respectively. Note that they are not unital subrings of R. Then Q = eRf is
an A-B-bimodule and P = fRe is a B-A-bimodule. To emphasise this let us write again
R ∼=
(
eRe eRf
fRe fRf
)
∼=
(
A Q
P B
)
.
Multiplication in R induces a pair of bimodule homomorphisms,
f : Q⊗B P −→ A
g : P ⊗A Q −→ B.
Conversely, as we saw above, we can arrange a Morita context into a 2×2-matrix to obtain
a ring R with the distinguished pair of complementary idempotents e = 1A, f = 1B. We
will also make use of the following results.
Proposition 3.1.20. Let e, f be idempotents in a ring R. Then the following statements
are equivalent:
1. eR ∼= fR as right R-modules.
2. Re ∼= Rf as left R-modules.
3. There exists a ∈ eRf and b ∈ fRe such that e = ab and f = ba.
4. There exists a, b ∈ R such that e = ab and f = ba.
Proof. See [Lam99], Proposition (21.20).
If any two idempotents e, f ∈ R satisfy the above conditions then we say that they are
isomorphic idempotents and write e ∼= f . Note that the isomorphism of left R-modules is
given by
θ : Re1 −→ Re2
r 7→ ra
θ−1 : Re2 −→ Re1
s 7→ sb
Lemma 3.1.21. Let A be a finite-dimensional algebra over a field k. Suppose A = Ae1⊕
· · · ⊕ Aen is a decomposition of A where each submodule Aei is indecomposable. Then
every simple left A-module is isomorphic to one of S1 = top(Ae1), . . . , Sn = top(Aen) and
Si ∼= Sj if and only if ei ∼= ej.
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Proof. See [ASS06].
Proposition 3.1.22 ([Lam01], Proposition 21.6). Let e, e′ ∈ A be idempotents, and M a
left A-module. There is a natural additive group isomorphism λ : HomR(Re,M) −→ eM .
In particular, there is a natural group isomorphism HomR(Re,Re
′) ∼= eRe′.
Corollary 3.1.23 ([Lam01], Proposition 21.7). For any idempotent e ∈ A, there is a
natural ring isomorphism EndA(Ae)
op ∼= eAe.
3.2 Morita Equivalence in the Separated Case
Let R and S be k-algebras with M ∈ R-Mod, N ∈ S-Mod. The outer tensor product of
M and N is denoted M N and is defined to be M ⊗N as a k-vector space, considered
as an R⊗S-module. Recall that a HBm-module is said to be of type I if all Xi-eigenvalues,
1 ≤ i ≤ m, lie in I.
Lemma 3.2.1 ([EK06], Lemma 3.5).
1. Let N ′ be a simple HBn′-module of type I and N
′′ a simple HBn′′-module of type J. Then
N ′  N ′′ is a simple HBn′ ⊗ HBn′′-module and Ind
HB
n′+n′′
HB
n′⊗HBn′′
N ′  N ′′ is a simple HBn′+n′′-
module of type I ∪ J .
2. Conversely if M is a simple HBm-module of type I ∪ J then there exists a simple
HBn -module N
′ of type I and a simple HBm−n-module N ′′ of type J such that M ∼=
Ind
HBm
HBn⊗HBm−n
N ′ N ′′.
In other words, for N ′ ∈ HBn′-ModI simple and for N ′′ ∈ HBn′′-ModJ simple, Ind
HB
n′+n′′
HB
n′⊗HBn′′
N ′
N ′′ ∈ HBn′+n′′-ModI∪J is simple. Moreover, every simple HBn′+n′′-module of type I∪J arises
in this way. In [EK06] they conclude that it suffices to study HBm-modules of type I. In
this chapter we provide more of a categorical justification of this fact.
Recall, from Section 2.3, we fixed an element p ∈ k× in order to define an action of
Z o Z2 on k×. We then fixed a Z o Z2-invariant subset Iλ of k×, for some λ ∈ k×, and
defined a family of VV algebras from this data. In this section we will define families of VV
algebras in a slightly more general setting and then show that in fact it suffices to study
the families of VV algebras as defined in Section 2.3. We again fix elements p, q ∈ k× and
keep the action of Z o Z2 on k× as before, namely,
(n, ε) · λ = p2nλε.
Let I, J ⊂ k× be Z o Z2-orbits with I ∩ J = ∅. To I ∪ J we associate a quiver Γ = ΓI∪J
together with an involution θ. The vertices of Γ are the elements i ∈ I ∪ J and we have
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arrows p2i −→ i for every i ∈ I ∪ J . The involution θ is defined as before;
θ(i) = i−1
θ(p2i −→ i) = p−2i−1 ←− i−1 for all i ∈ I ∪ J.
Define θN(I ∪ J) := {ν = ∑i∈I∪J νii | ν has finite support, νi ∈ Z≥0, νi = νθ(i) ∀i}. For
ν ∈ θN(I ∪ J), the height of ν is defined to be
|ν| =
∑
i∈I∪J
νi
and is equal to 2m, for some positive integer m. For ν ∈ θN(I ∪ J) of height 2m, define
θ(I ∪ J)ν := {i = (i1, . . . , im) ∈ (I ∪ J)m |
m∑
k=1
ik +
m∑
k=1
i−1k = ν}.
Definition 3.2.2. For ν ∈ θN(I∪J) with |ν| = 2m the separated VV algebra, denoted
Wν , is the graded k-algebra generated by elements
{x1, . . . , xm} ∪ {σ1, . . . , σm−1} ∪ {e(i) | i ∈ θ(I ∪ J)ν} ∪ {pi}
which are subject to the following relations.
1. e(i)e(j) = δije(i), σke(i) = e(ski)σk,
∑
i∈θ(I∪J)ν e(i) = 1,
xle(i) = e(i)xl, pie(i1, . . . , im) = e(θ(i1), i2 . . . , im)pi = e(i
−1
1 , i2 . . . , im)pi
2. pi2e(i) =

x1e(i) i1 = q
−x1e(i) i1 = q−1
e(i) i1 6= q±1
3. The xl’s commute.
4. σ2ke(i) =

e(i) ik = ik+1
(xk+1 − xk)e(i) ik ← ik+1
(xk − xk+1)e(i) ik → ik+1
(xk+1 − xk)(xk − xk+1)e(i) ik ↔ ik+1
0 ik = ik+1
σjσk = σkσj for j 6= k ± 1
(σk+1σkσk+1−σkσk+1σk)e(i) =

0 ik 6= ik+2 or ik = ik+1
e(i) ik = ik+2 and ik → ik+1
−e(i) ik = ik+2 and ik ← ik+1
(2xk+1 − xk+2 − xk)e(i) ik = ik+2 and ik ↔ ik+1
5. pix1 = −x1pi
pixl = xlpi for all l > 1
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6. (σ1pi)
2e(i)− (piσ1)2e(i) =

0 i0 6= i2 or if i1 6= q±1
σ1e(i) i0 = i2 and i1 = q
−σ1e(i) i0 = i2 and i1 = q−1
piσk = σkpi for all k 6= 1
7. (σkxl − xsk(l)σk)e(i) =

−e(i) if l = k, ik = ik+1
e(i) if l = k + 1, ik = ik+1
0 else
The grading on Wν is defined as follows.
deg(e(i)) = 0
deg(xle(i)) = 2
deg(pie(i)) =
{
1 if i1 = q
±1
0 if i1 6= q±1
deg(σke(i)) =
{
|ik → ik+1|+ |ik+1 → ik| if ik 6= ik+1
−2 if ik = ik+1
where |ik → ik+1| denotes the number of arrows from ik to ik+1 in the quiver ΓI∪J .
If ν = 0 we set Wν = k as a graded k-algebra.
Remark 3.2.3. Take ν ∈ θN(I ∪ J) and the separated VV algebra Wν . We remark here
that there are no arrows between any i ∈ I and j ∈ J . So, for some e(i) with ik = i and
ik+1 = j, it is always the case that σ
2
ke(i) = e(i).
Note 3.2.4. Fix ν ∈ θN(I ∪ J). We can write ν = ν1 + ν2, for ν1 ∈ θNI and ν2 ∈ θNJ .
We note here that (i1, . . . , im1 , j1, . . . , jm2) ∈ θ(I ∪J)ν for any (i1, . . . , im1) ∈ θIν1 and any
(j1, . . . , jm2) ∈ θJν2 . We will write (ij) for such a tuple, where i = (i1, . . . , im1) ∈ θIν1 and
j = (j1, . . . , jm2) ∈ θJν2 .
Example 3.2.5. Fix Zo{±1}-orbits Iλ and Jµ. Take ν1 = p−2λ−1+λ−1+λ+p2λ ∈ θNIλ,
ν2 = µ
−1 + µ ∈ θNJµ and put ν = ν1 + ν2.
In an effort to reduce notation let us write 0 for λ, 2 for p2λ, φ for µ, 0 for λ−1, 2
for p−2λ−1 and φ for µ−1. The vertices e(i1, i2, i3) in the following quiver will be written
i1i2i3. The arrows will be represented by a labelled line with the understanding that each
line represents two arrows; the source of each one being the target of the other. As usual
the xi arrows have been omitted. Then the quiver associated to Wν is below.
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Let e =
∑
i∈θIν1
j∈θJν2
e(ij). So, in the example above, e is the sum of the idempotents high-
lighted in red in the quiver. In this section we will see that Wνe is a progenerator in
Wν-Mod such that eWνe ∼= Wν1 ⊗kWν2 , from which it follows that Wν and Wν1 ⊗kWν2
are Morita equivalent.
From here until the end of this section we fix the following notation. Let I, J ⊂ k×
be Zo{±1}-orbits with I ∩J = ∅. Take ν ∈ θN(I ∪J) and write ν = ν1 +ν2, for ν1 ∈ θNI
with |ν1| = m1 and ν2 ∈ θNJ with |ν2| = m2. Let m = m1 + m2. Set e :=
∑
i∈θIν1
j∈θJν2
e(ij),
using the notation as in Note 3.2.4.
Let Q :=
〈
s0, s1, . . . , sm1−1, sm1 · · · s1s0s1 · · · sm1 , sm1+1, . . . , sm1+m2−1
〉 ⊂ WBm , a quasi-
parabolic subgroup of WBm .
Lemma 3.2.6. There is a group isomorphism WBm1 ×WBm2 ∼= Q.
Proof. Let
φ : WBm1 ×WBm2 −→ Q
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be the group homomorphism defined on generators as follows.
(e1, e2) 7→ e
(si, e2) 7→ si 0 ≤ i ≤ m1 − 1
(e1, sj) 7→ sj+m1 1 ≤ j ≤ m2 − 1
(e1, s0) 7→ sm1 · · · s1s0s1 · · · sm1 .
One can check that φ really is a well-defined group homomorphism by checking the rela-
tions. In particular,
φ
(
(e1, s0s1s0s1)
)
= φ
(
(e1, s1s0s1s0)
)
.
The homomorphism φ is surjective since it is surjective on the generators of Q. Then,
since |WBm1 ×WBm2 | = |Q|, it follows that φ is bijective and we have a group isomorphism
WBm1 ×WBm2 ∼= Q.
Proposition 3.2.7. There is a k-algebra isomorphism Wν1 ⊗k Wν2 ∼= eWνe.
Proof. Define a map ψ : Wν1 ⊗k Wν2 −→ eWν1+ν2e by,
e(i)⊗ e(j) 7→ e(ij)
xke(i)⊗ e(j) 7→ xke(ij) 1 ≤ k ≤ m1
σke(i)⊗ e(j) 7→ σke(ij) 1 ≤ k ≤ m1 − 1
pie(i)⊗ e(j) 7→ pie(ij)
e(i)⊗ xke(j) 7→ xm1+ke(ij) 1 ≤ k ≤ m2
e(i)⊗ σke(j) 7→ σm1+ke(ij) 1 ≤ k ≤ m2 − 1
e(i)⊗ pie(j) 7→ σm1 · · ·σ1piσ1 · · ·σm1e(ij),
extending k-linearly and multiplicatively. Then, by inspection of the defining relations,
one can see that ψ is well-defined and is therefore a morphism of k-algebras. Let Q =〈
s0, s1, . . . , sm1−1, sm1 · · · s1s0s1 · · · sm1 , sm1+1, . . . , sm−1
〉 ⊂ WBm be the subgroup of WBm
as in Lemma 3.2.6. For each w ∈ Q, fix a reduced expression and consider
B′ = {σwxn11 · · ·xnmm e(ij) | w ∈ Q,nk ∈ N0 ∀k, i ∈ θIν1 , j ∈ θJν2}.
This set is linearly independent because it is a subset of the basis given for VV algebras in
Lemma 2.3.11. B′ spans eWν1+ν2e because the w ∈ Q are precisely the elements of WBm
that permute the (i1, . . . , im1) and the (j1, . . . , jm2), and which do not intertwine elements
ir ∈ I with elements jt ∈ J . So B′ is a k-basis for eWν1+ν2e.
We can now calculate the graded dimension of these algebras and show that they are
indeed equal. First we calculate the graded dimension of eWνe using B′. Referring back
to Example 1.1.10, we know that the polynomial part of this basis contributes a factor of
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1
(1−q2)m to this graded dimension. Then,
dimq(eWνe) =
1
(1− q2)m1+m2
∑
w∈Q
i∈θIν1
j∈θJν2
qdeg(σwe(ij)).
Consider σwe(ij), for some w ∈ Q. Note that
deg(σsm1 ···s1s0s1···sm1e(ij)) = deg(σs0e(j))
deg(σsm1+1e(ij)) = deg(σs1e(j))
...
deg(σsm1+m2−1e(ij)) = deg(σsm2−1e(j)).
Similarly, deg(σsie(ij)) = deg(σsie(i)) for all 0 ≤ i ≤ m1 − 1. Hence,
deg(σwe(ij)) = deg(σue(i)) + deg(σve(j))
for some u ∈WBm1 , v ∈WBm2 . Then,∑
w∈Q
i∈θIν1
j∈θJν2
qdeg(σwe(ij)) =
∑
u∈WBm1 ,v∈WBm2
i∈θIν1
j∈θJν2
qdeg(σue(i))+deg(σve(j)).
On the other hand, for Wν1 ⊗Wν2 ,
dimq(Wν1 ⊗Wν2) =
1
(1− q2)m1
∑
u∈WBm1
i∈θIν1
qdeg(σue(i))
1
(1− q2)m2
∑
v∈WBm2
j∈θJν2
qdeg(σve(j))
=
1
(1− q2)m1+m2
∑
u∈WBm1 ,v∈WBm2
i∈θIν1
j∈θJν2
qdeg(σue(i))+deg(σve(j)).
Hence, we have shown
dimq(eWνe) = dimq(Wν1 ⊗Wν2).
To prove the claimed result it now suffices to prove that ψ is surjective.
Rename the generators of Q as follows. Put,
ci+1 =
{
sm1 · · · s1s0s1 · · · sm1 i = m1
si i 6= m1
so that Q is generated by {c1, c2, . . . , cm1+m2}. Define `Q : Q −→ N0 in the following way.
For the identity element 1 ∈ Q put `Q(1) = 0. Any w ∈ Q can be written as a product
w = ci1 · · · cik . Pick these generators in such a way that k is minimal. Then `Q(w) = k.
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For example, `Q(ci) = 1 for every i. We say that w = ci1 · · · cik ∈ Q is an `Q-reduced
expression for w if `Q(w) = k.
Let ` : WBm −→ N0 be the usual length function on WBm , as defined in Section 1.2. The
isomorphism φ from Lemma 3.2.6 demonstrates that any `Q-reduced expression ci1 · · · cik
is also a reduced expression with respect to `. For every w ∈ Q fix an `Q-reduced expres-
sion w = ci1 · · · cik . Then σwe(ij) = σci1 · · ·σcike(ij) for each i ∈ θIν1 , j ∈ θJν2 .
It is clear that ψ is surjective on elements e(ij) and xie(ij), for all i ∈ θIν1 , j ∈ θJν2 .
Notice that
ψ(σke(i)⊗ e(j)) = σck+1e(ij) for 0 ≤ k ≤ m1 − 1
ψ(e(i)⊗ σke(j)) = σcm1+k+1e(ij) for 0 ≤ k ≤ m2 − 1.
Therefore ψ is surjective on the basis B′ and hence on eWν1+ν2e.
Lemma 3.2.8. Let e =
∑
i∈θIν1
j∈θJν2
e(ij). Then e is full in the separated VV algebra Wν .
Proof. We must show Wν = WνeWν . We take any idempotent e(k) ∈ Wν , not a sum-
mand of e, and show that e(k) ∈WνeWν . Suppose k1 = i ∈ I (the same argument holds
if k1 = j ∈ J). Let ε1, . . . , εr denote the positions of entries belonging to I, and assume
ε1 < · · · < εr. Since k1 = i ∈ I, we have ε1 = 1. Let w1 = s2s3s4 · · · sε2−1 ∈ Sm, where
the sj are the generators of Sm. Then,
σρw1σw1e(k) = e(k)
because σ2re(i) = e(i) when there are no arrows between ir and ir+1.
Suppose σw1e(k) = e(k1)σw1 . Then the first two entries of k1 are elements of I. Let
w2 = s3s4s5 · · · sε3−1 ∈ Sm. Then,
σρw2σw2e(k1) = e(k1)
for the same reasoning as above. Suppose σw2e(k1) = e(k2)σw2 . Then the first three
entries of k2 are elements of I.
Continuing like this we obtain σw2 , . . . , σwr−1 with σ
ρ
wtσwte(kt−1) = e(kt−1), for t with
2 ≤ t ≤ r − 1. Then we have,
σρw1σ
ρ
w2 · · ·σρwr−1e(ij)σwr−1 · · ·σw2σw1e(k) = e(k),
and e(ij) is a summand of e. Hence e(k) ∈WνeWν so that Wν = WνeWν , as required.
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Corollary 3.2.9. Wν and Wν1 ⊗k Wν2 are Morita equivalent.
Proof. Using Lemma 3.2.8 and Remark 3.1.10, we have that Wνe is a progenerator in
Wν-Mod. By Corollary 3.1.18, it remains to show EndWν (Wνe)
∼= Wν1 ⊗Wν2 . But, by
Proposition 3.2.7 and the fact that EndWν (Wνe)
∼= eWνe, we are done.
Remark 3.2.10. In this section we have defined families of VV algebras arising from
unions of Z o {±1}-orbits. But in fact Corollary 3.2.9 shows that in order to study these
VV algebras it suffices to study the families of VV algebras arising from a single Zo{±1}-
orbit, as we defined in Section 2.3. A slightly modified version of this theorem, using the
same proof, explains why we may assume that ν has connected support.
An Alternative Proof
Originally, we wanted to provide more of a categorical proof of 3.2.9. However, we could
only obtain a sketch of proof for one of the results leading up to this proof. We include
this approach here because we like the methods involved.
Let A be any algebra over a field k, and let 0 6= e ∈ A be an idempotent. Let F :
A-Mod −→ eAe-Mod be the following functor. On modules we have F : M 7→ eM , and if
g : M −→ N is a module morphism then F (g) : eM −→ eN is the restriction of g. Note
that eM is a well-defined eAe-module. We now state and prove the following well-known
result which can be found in the literature.
Proposition 3.2.11. If S ∈ A-Mod is simple then eS ∈ eAe-Mod is either a simple
module or is zero.
Proof. Let L be any non-zero eAe-submodule of eS. Then L = eL. Therefore AL = AeL,
which is a non-zero A-submodule of S, and so S = AL = AeL. So
eS = e(AeL) = (eAe)L ⊆ L.
So, if eS is non-zero then it is a simple eAe-module.
We can also define a functor in the opposite direction G : eAe-Mod −→ A-Mod sending M
to Ae⊗eAeM . This is well-defined since Ae is a left A-module and a right eAe-module,
and M ∈ eAe-Mod. In general, for S ∈ eAe-Mod simple, G(S) is not a simple module.
The following well-known result can be found in most algebra textbooks. We state it here
and will make use of it in the lemma to follow.
Lemma 3.2.12 (The 5-Lemma). Let A be a ring. In any commutative diagram of A-
modules
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A′ B′ C ′ D′ E′
A B C D E
a ∼ b ∼ c d ∼ e ∼
with exact rows, if a, b, d and e are isomorphisms then c is also an isomorphism.
Lemma 3.2.13. Let A,B be k-algebras. Suppose we have exact functors
A-Mod
G

F
B-Mod
each of which send simple modules to simple modules and such that (F,G) is an adjoint
pair. Then A and B have equivalent categories of finite length modules.
Proof. Let A = A-Mod and B = B-Mod. Since (F,G) is an adjoint pair we have, for any
M ∈ A, N ∈ B, the following isomorphism.
HomB(FM,N)
αM,N−→ HomA(M,GN).
In particular,
HomB(FGN,N) ∼= HomA(GN,GN) and HomB(FM,FM) ∼= HomA(M,GFM)
For any M ∈ A-Mod and any N ∈ B-Mod let αM,FM (1FM ) = gM and let α−1GN,N (1GN ) =
hN . By induction on the length of M we prove that these morphisms are isomorphisms.
If M is simple then GFM is simple and gM ∈ HomA(M,GFM). By Schur’s Lemma
and the fact that gM 6= 0, we have that gM is indeed an isomorphism. Now assume that
they are isomorphisms for all modules of length less than r. Take M ∈ A with `(M) = r.
For any maximal submodule L of M and simple module S = M/L, we have the following
diagram of morphisms, where the top row is a short exact sequence.
L M S
GFL GFM GFS
i
gL ∼
s
gS ∼gM
GFi GFs
In fact, since GF is exact, both rows in this diagram are short exact sequences. By the
inductive hypothesis, gL and gS are isomorphisms. We can prove that this diagram com-
mutes (see below). Hence, by the 5-Lemma, we know that gM is also an isomorphism.
Now, for any morphism B1
b−→ B2 in B
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B1 B2
FGB1 FGB2
b
kB1
FGb
kB1
is a commutative diagram and for any morphism A1
a−→ A2 in A
A1 A2
GFA1 GFA2
a
gA1
GFa
gA1
is a commutative diagram. See below for proofs of this. Hence FG ∼= 1B-mod and
GF ∼= 1A-mod so that A and B are Morita equivalent.
It remains to show that the above diagrams commute. Since (F,G) is an adjoint pair
we have the following commutative diagrams.
HomB(FM,FM) HomB(FL,FM)
HomA(M,GFM) HomA(L,GFM)
(Fi)∗
αM,FM
i∗
αL,FM
HomB(FL,FL) HomB(FL,FM)
HomA(L,GFL) HomA(L,GFM)
(Fi)∗
αL,FL
(GFi)∗
αL,FM
The first square gives
i∗ ◦ αM,FM (1FM ) = αL,FM ◦ (Fi)∗(1FM )
=⇒ gM ◦ i = αL,FM (Fi).
From the second square we get
(GFi)∗ ◦ αL,FL(1FL) = αL,FM ◦ (Fi)∗(1FL)
=⇒ GFi ◦ gL = αL,FM (Fi).
Together, these give GFi ◦ gL = gM ◦ i. Similarly, we can show that GFs ◦ gM = gS ◦ s.
Hence all aforementioned squares commute and the proof is complete.
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The following discussion follows [GP00], Chapter 1. For m ≥ 1, let Wm be the subgroup
of GLm(R) consisting of matrices with exactly one non-zero entry in each row and column.
Let this entry be either 1 or -1. Then Wm is a finite group of order 2
mm!.
Let Sm ⊂ Wm be the subgroup of all permutation matrices. That is, those matrices with
precisely one non-zero entry in each row and column, that entry being 1. For 1 ≤ i ≤ m−1,
let si ∈ Sm be the matrix obtained from the identity matrix by swapping the ith and
(i+ 1)th columns. Then {s1, . . . , sm−1} generate Sm and it is clear that Sm can be iden-
tified with Sm.
Let Nm ⊂ Wm be the subgroup consisting of all diagonal matrices. Then Nm is an
abelian group with |Nm| = 2m. Moreover, since Nm ∩ Sm = {1}, we have
|Nm · Sm| = |Nm||Sm||Nm ∩ Sm| = 2
mm! = |Wm|
so Nm · Sm = Wm.
For 0 ≤ i ≤ m − 1, let τi be the diagonal matrix whose diagonal entries are all 1 ex-
cept the (i + 1)th diagonal entry which is −1. Then τ0, τ1, . . . , τm−1 generate Nm. Note
also that the elements τi are conjugate in Wm:
τi = siτi−1si = si · · · s1τ0s1 · · · si for 1 ≤ i ≤ m− 1.
Thus, the elements {τ0, s1, . . . , sm−1} generate Wm and one can check that the following
relations hold
τ20 = 1 = s
2
i for 1 ≤ i ≤ m− 1
τ0s1τ0s1 = s1τ0s1τ0
τ0si = siτ0 for i > 1
sisi+1si = si+1sisi+1 for 1 ≤ i ≤ m− 1
sisj = sjsi for |i− j| > 1.
So Wm is a Weyl group of type Bm. This shows that every element w ∈ WBm can be
expressed uniquely as w = sτ ε00 τ
ε1
1 · · · τ εm−1m−1 , for some s ∈ Sm and εi ∈ {0, 1}, for all
0 ≤ i ≤ m − 1. Let (m1,m2) be a partition of m. Since every s ∈ Sm can be written
uniquely as s = ηω, for η ∈ D(Sm/(Sm1 × Sm2)) and ω ∈ Sm1 × Sm2 , every w ∈ WBm
can be expressed uniquely in the form
w = ηωτ ε00 τ
ε1
1 · · · τ εm−1m−1
for η ∈ D(Sm/(Sm1×Sm2)), ω ∈ Sm1×Sm2 and εi ∈ {0, 1} ∀i. But, since (Sm1×Sm2) ·
Nm = Wm1 ×Wm2 , we can write, for any w ∈WBm , w = ηθ for η ∈ D(Sm/(Sm1 ×Sm2))
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and θ ∈Wm1 ×Wm2 .
Proposition 3.2.14. Wνe is free as a right eWνe-module on basis D(Sm/(Sm1 ×Sm2)).
Proof. From the discussion above, we have seen that every w ∈ WBm can be expressed in
uniquely the form w = ηθ for some η ∈ D(Sm/(Sm1 ×Sm2)) and some θ ∈Wm1 ×Wm2 .
By Proposition 1.4.1, every θ ∈WBm1×WBm2 can be expressed in the form θ = χτ , for some
χ ∈ D((WBm1 ×WBm2)/(WBm1 ×Sm2)) and τ ∈WBm1 ×Sm2 . For every θ ∈WBm1 ×WBm2 , fix
a reduced expression of this form. For every w ∈WBm fix a reduced expression of the form
w = ηθ. Then every w ∈WBm has a reduced expression of the form,
w = ηθ = ηχτ
where `(χτ) = `(χ) + `(τ).
Claim 3.2.15. σηθe(ij) = σησθe(ij).
Proof. Note that, in the expression σησθe(ij), ση does not depend upon the choice of
reduced expression of η ∈ D(Sm/(Sm1 × Sm2)). To see this, first note that σθe(ij) =
e(i′j′)σθ, for some i′ ∈ θIν1 , j′ ∈ θIν2 , since θ ∈Wm1×Wm2 . So σησθe(ij) = σηe(i′j′)σθe(ij),
and we know that ση interchanges elements ir ∈ I with elements jt ∈ J , since η ∈
D(Sm/(Sm1 ×Sm2)).
We write e instead of e(ij) to reduce notation.
From Proposition 1.5.22 we have
D(Sm/(Sm1 ×Sm2))D((WBm1 ×WBm2)/(WBm1 ×Sm2)) ⊆ D(WBm/(WBm1 ×Sm2)).
Hence, ηχ = ξ ∈ D(WBm/(WBm1×Sm2)) and ηθ = ηχτ = ξτ . Note that `(ξτ) = `(ξ)+`(τ).
So, it suffices to prove σηχe(ij) = σησχe(ij).
Subclaim 3.2.16.
(i) σχe(ij) does not depend on the choice of reduced expression of χ ∈ D((WBm1 ×
WBm2)/(W
B
m1 ×Sm2)).
(ii) σξe(ij) does not depend on the choice of reduced expression of ξ ∈ D(WBm/(WBm1 ×
Sm2)).
Sketched Proof of Subclaim. For a parabolic subgroup WJ in a Coxeter group W let w0
denote the longest element in W , and let wJ denote the longest element in WJ . By Lemma
1.4.6, dJ := w0wJ is the longest element in D(W/WJ) and every element in D(W/WJ) is
a prefix of dJ .
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(i) Applying Lemma 1.4.6 to W = WBm1 × WBm2 and WJ = WBm1 × Sm2 we find the
longest element in D((WBm1 ×WBm2)/(WBm1 ×Sm2)) to be
dJ = st0sm1+1st0sm1+2sm1+1st0 · · · sm−1 · · · sm1+1st0
where t0 = sm1 · · · s1s0s1 · · · sm1 . Every other element of D((WBm1 ×WBm2)/(WBm1 ×
Sm2)) is a prefix of dJ . Thus it suffices to prove that σdJe(ij) is independent of the
choice of reduced expression of dJ . We make three observations at this point:
– t0 = sm1 · · · s1s0s1 · · · sm1 is the unique reduced expression of t0.
– Sequences of the form sm1+k · · · sm1+1, for some k > 1, are also unique reduced
expressions.
– t0sr = srt0 unless r = m1 + 1.
Hence, the only non-trivial braiding arises from t0sm1+1t0.
t0sm1+1t0 = sm1 · · · s1s0s1 · · · sm1−1sm1 · sm1+1 · sm1sm1−1 · · · s1s0s1 · · · sm1
= sm1 · · · s1s0s1 · · · sm1−1sm1+1sm1sm1+1sm1−1 · · · s1s0s1 · · · sm1
= sm1 · · · s1s0s1 · · · sm1+1sm1−1sm1sm1−1sm1+1 · · · s1s0s1 · · · sm1
= sm1 · · · s1s0s1 · · · sm1+1sm1sm1−1sm1sm1+1 · · · s1s0s1 · · · sm1
...
= sm1 · · · s1s0sm1+1 · · · s2s1s2 · · · sm1+1s0s1 · · · sm1 .
We now check that elements σt0σm1+1σt0e(ij) ∈Wν also braid in this way.
σt0σm1+1σt0
=σm1 · · ·σ1piσ1 · · ·σm1−1σm1 · σm1+1 · σm1σm1−1 · · ·σ1piσ1 · · ·σm1e(ij).
(3.2.1)
Consider σm1σm1+1σm1e(i1, . . . , im1−1, j
−1
1 , im1 , j2, . . . , jb), where j
−1
1 lies in them1
th
entry of the tuple. Since im1−1 and j
−1
1 belong to different orbits I and J respectively,
there are no arrows between them. Then, according to the relations, we can rebraid:
σm1σm1+1σm1e(i1, . . . , im1−1, j
−1
1 , im1 , j2, . . . , jb)
=σm1+1σm1σm1+1e(i1, . . . , im1−1, j
−1
1 , im1 , j2, . . . , jb).
Now equation 3.2.1 becomes
σt0σm1+1σt0 = σm1 · · ·σ1piσ1 · · ·σm1−1σm1+1σm1σm1+1σm1−1 · · ·σ1piσ1 · · ·σm1e(ij)
= σm1 · · ·σ1piσ1 · · ·σm1+1σm1−1σm1σm1−1σm1+1 · · ·σ1piσ1 · · ·σm1e(ij)
where, in the second equality, we have used σiσj = σjσi for |i− j| > 1.
Consider σm1−1σm1σm1−1e(i1, . . . , j
−1
1 , im1−1, j2, im1 , . . . , jb), where j
−1
1 now lies in
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the (m1 − 1)th entry of the tuple. Again, since im1−1 and j−11 belong to different
orbits I and J respectively, there are no arrows between them. Then, according to
the relations, we can rebraid:
σm1−1σm1σm1−1e(i1, . . . , j
−1
1 , im1−1, j2, im1 , . . . , jb)
=σm1σm1−1σm1e(i1, . . . , j
−1
1 , im1−1, j2, im1 , . . . , jb).
Now equation 3.2.1 becomes
σt0σm1+1σt0 = σm1 · · ·σ1piσ1 · · ·σm1−1σm1+1σm1σm1+1σm1−1 · · ·σ1piσ1 · · ·σm1e(ij)
= σm1 · · ·σ1piσ1 · · ·σm1+1σm1−1σm1σm1−1σm1+1 · · ·σ1piσ1 · · ·σm1e(ij)
= σm1 · · ·σ1piσ1 · · ·σm1+1σm1σm1−1σm1σm1+1 · · ·σ1piσ1 · · ·σm1e(ij)
= σm1 · · ·σ1piσ1 · · ·σm1+1σm1σm1−2σm1−1σm1−2σm1σm1+1 · · ·
· · ·σ1piσ1 · · ·σm1e(ij).
Continuing in this way we see that we can always rebraid and so σχe(ij) does not
depend on the choice of reduced expression of χ.
(ii) Applying Lemma 1.4.6 to W = WBm and WJ = W
B
m1 × Sm2 we find the longest
element in D(WBm/(WBm1 ×Sm2)) to be
dJ = st0sm1+1sm1+2 · · · sn−1st0sm1+1sm1+2 · · · sn−2 · · · st0sm1+1sm1+2st0sm1+1st0
where t0 = sm1 · · · s1s0s1 · · · sm1 . Every other element of D((WBm1 ×WBm2)/(WBm1 ×
Sm2)) is a prefix of dJ . Thus it suffices to prove that σdJe(ij) is independent of the
choice of reduced expression of dJ . The argument now follows in the same way as
in (i).
We now proceed by induction on `(η). When η = 1, clearly σησχe(ij) = σηχe(ij). Now
assume σησχe(ij) = σηχe(ij) for all η with `(η) < k.
Take η with `(η) = k. Let η = si1 · · · sik be a reduced expression. Let χ = sh1 · · · shu
be a reduced expression of χ. Note that η′ = si1η = si2 · · · sik ∈ D(Sm/(Sm1 × Sm2)).
We have,
σησχe(ij) = σi1ση′σχe(ij)
= σi1ση′χe(ij)
where the second equality uses the inductive hypothesis. If `(si1η
′χ) = `(si1)+`(η′χ) then
we are done, so assume otherwise.
By the Exchange Condition 1.3.5, η′χ has a reduced expression beginning with si1 , say
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η′χ = si1sj1 · · · sjt . Then,
ηχ = si1 · · · siksh1 · · · shu
= si1η
′χ
= sj1 · · · sjt .
By Subclaim 3.2.16, ση′χe(ij) is independent of the reduced expression of ξ
′ = η′χ ∈
D(WBm/(WBm1×Sm2)) so that ση′χe(ij) = σi1σj1 · · ·σjte(ij). Since σi1 interchanges vertices
from different orbits,
σησχe(ij) = σi1ση′σχe(ij)
= σi1ση′χe(ij)
= σj1 · · ·σjte(ij)
= σηχe(ij).
We are now in a position to prove the original claim.
σησθe = σησχστe
= σηχστe
= σηχτe
= σηθe
where, in the third equality, we use the fact that `(ηχτ) = `(ηχ) + `(τ).
Writing D for D(Sm/(Sm1 ×Sm2)), define the map,
ψ : Wνe −→
⊕
η∈D
eWνe
as follows. For each basis element σηθx
n1
1 · · ·xnmm e(ij) of Wνe, let
ψ(σηθx
n1
1 · · ·xnmm e(ij)) = (σθxn11 · · ·xnmm e(ij))
∣∣∣
η
where |η indicates that the element lies in the ηth copy of eWνe. Extend this linearly. So
ψ is an isomorphism of k-vector spaces. By Claim 3.2.15, ψ is also a right eWνe-module
morphism and is clearly bijective.
Note 3.2.17. Proposition 3.2.14 shows that Wνe is a right projective eWνe-module so
that Wνe is flat. That is, Wνe ⊗eWνe (−) is an exact functor. Since Wνe is also a left
projective Wν-module, the functor HomWν (Wνe,−) is exact.
We now collect these results and again prove the main result of this section.
Theorem 3.2.18. Wν and Wν1 ⊗k Wν2 are Morita equivalent.
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Proof. Define functors
eWνe-Mod
G

F
Wν-Mod
as follows. Set F (−) = Wνe⊗eWνe (−) to be the induction functor and set G(−) = e · (−)
to be restriction. Note that, since Wν1 ⊗Wν2 ∼= eWνe as shown in Proposition 3.2.7,
it suffices to prove that these functors are equivalences of categories. These functors are
both exact and, since induction is left adjoint to restriction, by Lemma 3.2.13, it suffices
to prove that F and G take simples to simples.
This follows immediately for G using Proposition 3.2.11.
We now go on to show that F (S) is simple, for S ∈ eWνe-Mod a simple module. Suppose
S has k-basis B = {b1, . . . , bn}. Then, by Proposition 3.2.14, F (S) has a k-basis
B′ = {σηe⊗ bi | η ∈ D(Sm/(Sm1 ×Sm2)), 1 ≤ i ≤ n}
Note that the e⊗ bi generate Wνe⊗ S as a Wν-module. Let S′ = F (S) = Wνe⊗eWνe S,
and suppose S ⊆ S′ is a non-zero Wν-submodule. Pick a non-zero x ∈ S. Since
B′ is a k-basis of S′ we have x = ∑η,i aη,iσηe ⊗ bi, for aη,i ∈ k and such that each
η ∈ D(Sm/(Sm1 ×Sm2)).
Take e(j) such that e(j)x 6= 0. Then, for some η,
e(j)x =
∑
i
aη,iσηe⊗ bi = σηe⊗
∑
i
aη,ibi ∈ S.
ση is invertible in Wν , since η ∈ D(Sm/(Sm1 ×Sm2)), and so
(ση)
−1e(j)x = e⊗
∑
i
aη,ibi ∈ S
Since S ∈ eWνe-Mod is simple, it follows that
{e⊗ bi | 1 ≤ i ≤ n} ⊆ S =⇒ S′ ⊆ S =⇒ S = S′
so that F (S) = S′ is simple, as claimed. Then by Lemma 3.2.13 the result is proved.
3.3 Morita Equivalence in the Case p, q 6∈ I
In this section we assume p, q 6∈ I. Then I = Iλ is the Zo {±1}-orbit of λ ∈ k×, for some
λ 6= p, q.
For the convenience of the reader let us briefly recall the form of ΓIλ from Section 2.3. We
have I+λ := {p2nλ | n ∈ Z}, I−λ := {p2nλ−1 | n ∈ Z}. So Iλ = I−λ unionsq I+λ . If p is not a root of
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unity ΓIλ has the form,
· · · p2λ λ p−2λ · · ·
· · · p−2λ−1 λ−1 p2λ−1 · · ·
If pm = 1 for some positive integer m then ΓIλ has the form,
λ
p2λ pm−2λ
λ−1
p−2λ−1 p2−mλ−1
The defining relations of Wν are dependent on whether or not q is an element of I. In
particular, in this case, for every idempotent e(i), we have
pi2e(i) = e(i)
piσ1piσ1e(i) = σ1piσ1pie(i)
deg(pie(i)) = 0
For any VV algebra Wν we can consider various idempotent subalgebras eWνe, for dif-
ferent choices of e. Each of these idempotent subalgebras may or may not be isomorphic
to a KLR algebra (see Proposition 2.3.12). Among these KLR algebras we can always
distinguish R+ν˜ and R
−
ν˜ , as mentioned in Remark 2.3.14. Here we show that the VV
algebras arising from the setting p, q 6∈ I are Morita equivalent to KLR algebras of type
A. Namely, for any ν ∈ θNI, Wν and R+ν˜ are Morita equivalent, as are Wν and R−ν˜ . We
show this here for R+ν˜ . Let |ν| = 2m. Again, we are using the notation as in Remark
2.3.8. To stress this point; for ν =
∑
i∈I+ νii+
∑
i∈I− νii we set ν˜ =
∑
i∈I+ νii ∈ NI+.
Theorem 3.3.1. Wν and R
+
ν˜ are Morita equivalent.
Proof. Using Corollary 3.1.18, it suffices to find a progenerator P ∈ Wν-Mod such that
R+ν˜
∼= EndWν (P ).
Let
e :=
∑
i∈I ν˜
e(i)
From Remark 3.1.10, Wνe is a progenerator if and only e is full in Wν , i.e. if and only if
WνeWν = Wν .
Clearly WνeWν ⊆ Wν . So it remains to show Wν ⊆ WνeWν . We do this by show-
ing that every idempotent e(i) lies in WνeWν . Then, since
∑
i∈θIν e(i) = 1, it follows
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that 1 ∈WνeWν and so WνeWν ⊆Wν .
If e(i) is a summand of e then it is clear that e(i) ∈ WνeWν . Take e(i) ∈ Wν not a
summand of e. Then there are finitely many entries of i, say ik1 , . . . , ikr , with iks ∈ I−
for all 1 ≤ s ≤ r, and with k1 < k2 < · · · < kr. Let η be the minimal length left coset
representative of Sm in W
B
m given by
η = sk1−1 · · · s1s0 · · · · · · skr−1−1 · · · s1s0skr−1 · · · s1s0
Fix this reduced expression of η. Fix the reduced expression
η−1 = s0s1 · · · skr−1s0s1 · · · skr−1−1 · · · · · · s0s1 · · · sk1−1.
Then e(i)ση = σηe(j) for some e(j), where j ∈ I ν˜ so that e(j) is a summand of e, and
σηe(j)ση−1 = e(i).
Hence e(i) ∈ WνeWν as required. It follows now that e is full in Wν so that Wνe is a
progenerator in Wν-Mod.
It remains to show R+ν˜
∼= EndWν (Wνe). Using Corollary 3.1.23, EndWν (Wνe) ∼= eWνe
and, by Proposition 2.3.12, eWνe ∼= R+ν˜ . By Corollary 3.1.18, Wν and R+ν˜ are Morita
equivalent.
Note that the dual proof shows Morita equivalence between Wν and R
−
ν˜ , for ν˜ ∈ NI−.
Remark 3.3.2. The functors between the two module categories are given by,
Wνe⊗− : Rν˜-Mod −→Wν-Mod
e · − : Wν-Mod −→ Rν˜-Mod.
KLR algebras of type A have been studied extensively over the past decade or so. For
example; they are Morita equivalent to affine Hecke algebras of type A on the level of finite
length modules, there exists a parametrisation of simple modules (see [KR11]), and they
are affine cellular (see [KLM13]). Much of the information and many of the properties
that we have for KLR algebras can be taken across the Morita equivalence and applied to
this family of VV algebras. For this reason it is perhaps more interesting for us to focus
on other cases, where either p or q lie in I.
Note that the proof of eWνe ∼= Rν˜ does not use the fact that p, q 6∈ I. One can therefore
ask why this proof fails for either p or q in I.
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A Note on the Cases: p ∈ I, q ∈ I
Case: q ∈ I
Consider first the case q ∈ I, p 6∈ I. Take ν ∈ θNIq and consider the associated VV algebra
Wν . Note that many of the relations now depend on whether or not i1 = q
±1. If we pick
ν so that q is not a summand then of course we always have i1 6= q±1. Hence, in this
case, the relations are exactly the same as those in the ME setting so that Wν is Morita
equivalent to R+ν˜ . From now on, when we work in the setting q ∈ I, we assume q (and
hence q−1) is a summand of ν. That is, νq ≥ 1.
The proof of Theorem 3.3.1 fails to show Morita equivalence in the case q ∈ I because, in
this case, e is not full. In particular, we no longer have e(i) = σηe(j)ση−1 , for e(j) ∈ R+ν˜
and some minimal length left coset representative η ∈ D(WBm/Sm). Let us see this explic-
itly with an example.
Example 3.3.3. Take ν = p−2q−1 + q−1 + q + p2q ∈ θNIq. The corresponding quiver is,
again with the generators xi omitted,
e(q, p2q) e(p2q, q)
e(q−1, p2q) e(p−2q−1, q)
e(p2q, q−1) e(q, p−2q−1)
e(p−2q−1, q−1) e(q−1, p−2q−1)
σ1
σ1
pipi
σ1σ1
pipi
σ1
σ1
pi pi
σ1 σ1
pi pi
From the defining relations specified in 2.3.4, we have
pi2e(q, p2q) = x1e(q, p
2q)
pi2e(q−1, p2q) = −x1e(q−1, p2q)
pi2e(q, p−2q−1) = x1e(q, p−2q−1)
pi2e(q−1, p−2q−1) = −x1e(q−1, p−2q−1)
Set e := e(q, p2q) + e(p2q, q). We want to show e(i) ∈WνeWν for every e(i) ∈Wν . Take,
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for example, e(q, p−2q−1) and η = s1s0 ∈ D(WB2 /S2). Then,
σ1pie(p
2q, q)piσ1 = σ1pi
2e(p−2q−1, q)σ1
= σ1e(p
−2q−1, q)σ1
= σ21e(q, p
−2q−1)
= e(q, p−2q−1)
Since e(p2q, q) is a summand of e, we have e(q, p−2q−1) ∈ WνeWν . Let us now take
e(q−1, p−2q−1) and try to show e(q−1, p−2q−1) ∈WνeWν . The minimal length left coset
representative we need to take is η = s0s1s0, with e(j) = e(p
2q, q). But,
piσ1pie(p
2q, q)piσ1pi = pi
2e(q−1, p−2q−1)
= −x1e(q−1, p−2q−1)
This example demonstrates that e is not full in Wν , which is why Morita equivalence fails
in this case.
Case: p ∈ I
Now consider the case p ∈ I, q 6∈ I. Take ν ∈ θNIp and the associated VV algebra Wν .
The defining relations do not explicitly depend on whether or not p ∈ I, but the subtle
difference arises when we examine the underlying quiver ΓIp . Locally, with regards to
the relations, ΓIp is exactly the same as ΓIλ , for some λ 6= p, q, except in the following
neighbourhood of ΓIp .
· · · p p−1 · · ·
In other words, ΓI+p and ΓI−p are not two disjoint connected components of ΓIp . If we
choose ν ∈ θNI with νp ≤ 1 the defining relations of Wν are exactly those in the ME
setting. So again, in this case, Wν and R
+
ν˜ are Morita equivalent. From now on, when we
work in the setting p ∈ I, we assume νp ≥ 2 (and hence νp−1 ≥ 2).
The proof of Theorem 3.3.1 fails to show Morita equivalence in the case p ∈ I because e
is not full in Wν . We see this explicitly in the following example.
Example 3.3.4. Take ν = 2p−1 + 2p ∈ θNIp as in Example 2.3.7. The corresponding
quiver is, again with paths x1 and x2 omitted,
e(p, p) e(p−1, p) e(p, p−1) e(p−1, p−1)
pi
pi
σ1
σ1
pi
pi
σ1 σ1
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Set e := e(p, p). Take e(p, p−1) and η = s1s0 ∈ D(WB2 /S2). Then,
σ1pie(p, p)piσ1 = σ1pi
2e(p−1, p)σ1
= σ1e(p
−1, p)σ1
= σ21e(p, p
−1)
= (x1 − x2)e(p, p−1)
This demonstrates why e is not full in Wν and hence why the Morita equivalence does
not hold in this setting.
3.4 Morita Equivalences in the Case q ∈ I
For the remainder of this chapter, unless stated otherwise, we assume that p is not a root
of unity.
3.4.1 Affine Cellularity of Classes of VV Algebras
Graham and Lehrer defined the notion of cellularity for finite-dimensional algebras in
1996 [GL96]. They defined these algebras in terms of a basis satisfying various combi-
natorial properties. Showing that an algebra is cellular gives rise to a parametrisation
of its irreducible modules. Typical examples of algebras which are cellular include Ariki-
Koike algebras and Temperley-Lieb algebras. Cyclotomic KLR algebras, which will be
discussed later in this thesis (see Chapter 4), are also cellular. In [KX98] Koenig and
Xi give an equivalent definition of a cellular algebra in terms of so-called cell ideals and
a cell chain, which they show is equivalent to the original definition of Graham and Lehrer.
Here we define what it means for an algebra to be affine cellular. The notion of affine
cellularity was introduced by Koenig and Xi in [KX12], and extends the notion of cel-
lularity to algebras which need not be finite-dimensional. Analogous to the finite case,
showing affine cellularity enables one to classify irreducible modules. There are also in-
teresting homological features of affine cellular algebras; for example, if the cell chain (to
be defined) of an affine cellular algebra over a field consists of idempotent ideals then the
algebra has finite global dimension. Examples of algebras which are currently known to
be affine cellular include affine Temperley-Lieb algebras, affine Birman-Murakami-Wenzl
algebras and KLR algebras of finite type.
Although throughout this thesis we have fixed k to be a field of characteristic not equal
to 2, we note here that the following definition is valid for any Noetherian domain k. The
main results of this chapter will be that certain classes of VV algebras are affine cellular.
Definition 3.4.1. A k-involution of a k-algebra A is a k-linear anti-automorphism ω
with ω2 = idA.
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By an affine algebra we mean a commutative k-algebra B which is a quotient of a
polynomial ring k[x1, . . . , xn] in finitely many variables.
Definition 3.4.2 ([KX12], Definition 2.1). Let A be a unitary k-algebra with a k-
involution ω on A. A two-sided ideal J ⊆ A is called an affine cell ideal if and only if
the following data are given and the following conditions are satisfied.
1. ω(J) = J .
2. There exists a free k-module V of finite rank and an affine commutative k-algebra B
with identity and with a k-involution i such that ∆ := V ⊗k B is an A-B-bimodule,
where the right B-module structure is induced by that of the right regular B-module.
3. There is an A-A-bimodule isomorphism α : J −→ ∆ ⊗B ∆′, where ∆′ = B ⊗k V is
a B-A-bimodule with the left B-structure induced by the left regular B-module. The
right A-structure is induced via ω. That is,
(b⊗ v)a := s(ω(a)(v ⊗ b)) for a ∈ A, b ∈ B, v ∈ V
where s : V ⊗ B −→ B ⊗ V , v ⊗ b 7→ b ⊗ v is the switch map, such that the following
diagram commutes:
J ∆⊗B ∆′
J ∆⊗B ∆′
α
ω
α
v ⊗ b⊗ b′ ⊗ w 7→ w ⊗ i(b′)⊗ i(b)⊗ v
Definition 3.4.3 ([KX12], Definition 2.1). A k-algebra A, with a k-involution ω, is called
affine cellular if there is a k-module decomposition A = J ′1 ⊕ · · · ⊕ J ′n, for some n, with
ω(J ′j) = J
′
j for each j and such that setting Jj =
⊕j
l=1 J
′
l gives a chain of two-sided ideals
of A,
(0) = J0 ⊂ J1 ⊂ · · · ⊂ Jn = A,
and for each j the quotient J ′j ∼= Jj/Jj−1 is an affine cell ideal of A/Jj−1 (with respect to
the involution induced by ω on the quotient). This chain is called a cell chain for the
affine cellular algebra A. The module ∆ is called a cell lattice for the affine cell ideal J .
Remark 3.4.4. In [Kle15], Kleshchev gives graded versions of Definitions 3.4.2 and 3.4.3
in which all algebras, ideals, etc. are graded and the maps ω, i are homogeneous.
In this section we fix the following setting. Assume q ∈ I, p 6∈ I, p not a root of unity
and take ν ∈ θNIq with multiplicity one and |ν| = 2m, for some m ∈ N. Suppose we have
fixed a reduced expression si1 · · · sik for some w ∈WBm so that σw = σi1 · · ·σik . Define
σρw := σik · · ·σi1 .
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Let Π+ denote the root partitions of the idempotent subalgebra R+ν˜ ⊆ Wν and let Π−
denote the root partitions of the idempotent subalgebra R−ν˜ ⊆Wν . Put Π± = Π+ ∪ Π−.
Throughout this section let e :=
∑
λ∈Π± e(iλ) where e(iλ) denotes the idempotent associ-
ated to the root partition λ ∈ Π±, as discussed in 2.2.1.
Define Π(m) to be the following set. Π(m) :=
{
(a1, . . . , am−1) | ai ∈ {1, 2} ∀i
}
. There is
a bijection,
θ : Π+ −→ Π(m)
λ 7→ (a1, . . . , am−1)
(3.4.2)
where ai =
{
1 if p2i−2q appears before p2iq in iλ
2 if p2i−2q appears after p2iq in iλ.
Similarly there is a one-to-one correspondence between Π− and Π(m).
The next lemma states that every idempotent e(i) ∈Wν is isomorphic to either an idem-
potent in R+ν˜ or to an idempotent in R
−
ν˜ .
Lemma 3.4.5. Take e(i) ∈Wν with i /∈ I ν˜+ ∪ I ν˜−. Note that precisely one of q, q−1 will
appear as an entry in i.
(i) If q is in position k (i.e. ik = q) then e(i) ∼= e(j) for some j ∈ I ν˜+.
(ii) If q−1 is in position k (i.e. ik = q−1) then e(i) ∼= e(j) for some j ∈ I ν˜−.
Proof. For (i), assume q is in position k, i.e. ik = q. By Proposition 3.1.20, we require
a ∈ e(i)Wνe(j), b ∈ e(j)Wνe(i) such that ab = e(i) and ba = e(j), for some j ∈ I ν˜+ .
Since i /∈ I ν˜+ ∪ I ν˜− there is a non-empty subset {ε1, . . . , εd} ( {1, . . . ,m}, with εr ≤ εr+1
for all r, such that iεr = p
2nrq−1, where nr ∈ Z \ {0} for all r. Note also that εr 6= k for
all r since ik = q. Put,
a = e(i)σε1−1 · · ·σ1piσε2−1 · · ·σ1pi · · ·σεd−1 · · ·σ1pie(j) ∈ e(i)Wνe(j)
b = e(j)piσ1 · · ·σεd−1piσ1 · · ·σεd−1−1 · · ·piσ1 · · ·σε1−1e(i) ∈ e(j)Wνe(i).
Then e(j) ∈Wν is such that j ∈ I ν˜+ and, from the relations, we know that ab = e(i) and
ba = e(j) so that e(i) ∼= e(j). A similar argument is used for (ii) when ik = q−1.
Corollary 3.4.6. Every idempotent e(i) ∈Wν is isomorphic to some e(jλ), λ ∈ Π±.
Proof. By Lemma 3.4.5, it suffices to prove that every e(i), with i ∈ I ν˜+ or with i ∈ I ν˜− ,
is isomorphic to some e(jλ), λ ∈ Π±. Suppose i ∈ I ν˜+ (the proof for when i ∈ I ν˜− is the
same). Let |ν| = 2m so that |ν˜+| = m.
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Take any i ∈ I ν˜+ . Associate to i the (m− 1)-tuple (a1, . . . , am−1) ∈ Π(m), where
aj =
{
1 if p2j−2q appears before p2jq in i
2 if p2j−2q appears after p2jq in i.
Then there exists a surjection,
g : I ν˜
+  Π(m)
i 7→ (a1, . . . , am).
We have seen already from 3.4.2 that there is a one-to-one correspondence between Π(m)
and root partitions associated to ν˜. Now, g(i) ∈ Π(m) and therefore corresponds to some
root partition λ ∈ Π+, i.e. g(i) = θ(λ). This means we have e(i) ∼= e(iλ), because when
we permute entries of i which do not affect g(i), we are permuting entries of i in such a
way that neighbouring vertices of ΓI never switch position, by definition. Hence we can
permute entries of i in this way to obtain a root partition, e(iλ). In other words, there
exists an element w ∈ Sm such that σρwe(iλ)σwe(i) = e(i).
Corollary 3.4.7. The idempotent e =
∑
λ∈Π± e(iλ) is full in Wν .
Proof. It is clear that WνeWν ⊆ Wν . To show Wν ⊆ WνeWν it suffices to show e(i) ∈
WνeWν , for every idempotent e(i) not a summand of e. Let e(i) be such an idempotent.
By Corollary 3.4.6, e(i) ∼= e(iλ) for some λ ∈ Π±. That is, there exists a ∈ e(i)Wνe(iλ),
b ∈ e(iλ)Wνe(i) such that
e(i) = ab = ae(iλ)b ∈WνeWν .
Then Wν = WνeWν as required.
Let A and A˜ be the isomorphic path algebras of the following quivers, respectively.
e1 e2
u1
u2
a1 a2
v1
v2
A and A˜ are graded k-algebras via
deg(ei) = deg(ai) = 0
deg(ujej) = deg(vjaj) = 1
for i, j ∈ {1, 2}.
Theorem 3.4.8. Wν and A
⊗(m−1) ⊗ A˜ are Morita equivalent.
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Proof. Define a map
φ : A⊗(m−1) ⊗ A˜ −→ eWνe
as follows.
ej1 ⊗ · · · ⊗ ejm−1 ⊗ ai 7→ e(iλ) for λ ∈
{
Π+ if i = 1
Π− if i = 2
and θ(λ) = (j1, . . . , jm−1)
ej1 ⊗ · · · ⊗ ej′ku`ejk ⊗ . . .⊗ ejm−1 ⊗ ai 7→ e(iλ′ )σwe(iλ) for the unique
w ∈ Sm such that
θ(λ) = (j1, . . . , jk, . . . , jm−1)
θ(λ′) = (j1, . . . , j′k, . . . , jm−1)
ej1 ⊗ · · · ⊗ ejm−1 ⊗ viai 7→ σηe(iλ) where η ∈ D(WBm/Sm) is the longest element
and θ(λ) = (j1, . . . , jm−1).
Extend this map k-linearly and multiplicatively. Since φ is defined on the generators of
A⊗(m−1) ⊗ A˜, and the commutativity of elements in each tensor factor is preserved, the
map φ is well-defined and is an algebra morphism.
We claim that φ is an isomorphism of k-algebras. We first check surjectivity. Since
there is a bijection between Π(m) and Π+ we have that φ is surjective on idempotents
e(iλ). The map φ is also surjective on elements e(iλ′ )σwe(iλ), w ∈WBm . To see this, take
any e(iλ′ )σwe(iλ) ∈ eWνe. We have
θ(λ) = (j1, . . . , jm−1)
θ(λ
′
) = (j
′
1, . . . , j
′
m−1)
for some (j1, . . . , jm−1), (j
′
1, . . . , j
′
m−1) ∈ Π(m). Then
φ(uε1j1ej1 ⊗ uε2j2ej2 ⊗ · · · ⊗ u
εm−1
jm−1ejm−1 ⊗ vεii ai) = e(iλ′ )σwe(iλ),
where, for 1 ≤ j ≤ m− 1,
εj =
{
1 if j1 6= j′1
0 if j1 = j
′
1
εi =
{
0 if λ, λ
′ ∈ Π+ or λ, λ′ ∈ Π−
1 else.
It remains to check surjectivity on the xje(iλ), 1 ≤ j ≤ m.
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Take any λ ∈ Π± with θ(λ) = (j1, . . . , jm−1). For an entry a ∈ iλ let ψ(a) denote its
position in iλ. Let us assume that q is an entry of iλ since the same argument holds when
q−1 is an entry of iλ. Then
φ(ej1 ⊗ · · · ⊗ ejm−1 ⊗ pi2ai) = xψ(q)e(iλ).
Now consider xje(iλ), for any j 6= ψ(q). Let ij be the jth entry of iλ. Note that
xje(iλ) = (xj − xk + xk)e(iλ)
where k = ψ(p−2ij) is the position of p−2ij in iλ.
But note that
(xj − xk)e(iλ) = σρwe(iλ′)σwe(iλ)
for some w ∈ Sm, where λ′ ∈ Π± is the root partition in which simple roots appear in the
same order (possibly with different position) as in λ, except for ij and p
−2ij . In particular,
θ(λ) = (j1, . . . , jk, . . . , jm−1) and θ(λ′) = (j1, . . . , j′k, . . . jm−1) for some 1 ≤ k ≤ m − 1.
We can repeat this until we get
xje(iλ) = (xj − xk + xk − · · · − x` + x`)e(iλ)
where ` = ψ(q). So xje(iλ) = (σ
ρ
w1σw1 + · · ·+ σρwkσwk + xψ(q))e(iλ). Since φ is surjective
on the e(iλ′)σwe(iλ) we have φ surjective on the xje(iλ).
We complete the proof by comparing the graded dimensions of A⊗(m−1) ⊗ A˜ and eWνe
and showing that they are equal.
Consider first the graded dimension of A. There are two elements in degree 0: e1 and
e2. There are two elements in degree 1: u1e1 and u2e2. Indeed we have two elements in
each degree and so dimqA = 2 + 2q + 2q
2 + 2q3 + · · · = 21−q . Noting that A ∼= A˜, we
therefore have
dimq(A
⊗(m−1) ⊗ A˜) = 2
m
(1− q)m .
Claim 3.4.9. dimq(eWνe) = dimq(A
⊗(m−1) ⊗ A˜).
For every w ∈ WBm fix a reduced expression of the form w = ηs, for η ∈ D(WBm/Sm) and
s ∈ Sm.
First we show that φ is degree-preserving. This is clear on idempotents and xke(iλ).
Now take e(iλ′ )σwe(iλ), for some w ∈WBm .
• Suppose first that λ, λ′ both lie either in Π+ or in Π−. Then w = s ∈ Sm. Let
s = si1 · · · sik be the fixed reduced expression for s so that σse(iλ) = σi1 · · ·σike(iλ).
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Now, deg(σije(i)) is 1 if σij swaps ij and p
±2ij , and is 0 otherwise. Then deg(σse(iλ))
is the number of pairs (ij , p
±2ij) in e(iλ) which appear in the opposite order in
e(iλ′). Letting (a1, . . . , am−1)λ, (a1, . . . , am−1)λ′ be the elements of Π(m) corre-
sponding to λ, λ′ ∈ Π± respectively, we find deg(σse(iλ)) is the number of entries
in (a1, . . . , am−1)λ different to entries in (a1, . . . , am−1)λ′ , i.e. the number of u`
appearing as tensorands in φ−1(e(iλ′ )σwe(iλ)).
• Now suppose one of λ, λ′ lies in Π+ and the other in Π−. Then w = ηs, where
s ∈ Sm and η ∈ D(WBm/Sm) is the longest element, and σwe(iλ) = σησse(iλ). Since
we always have deg(σηe(iλ)) = 1 it follows that deg(e(iλ′ )σwe(iλ)) = deg(σηe(iλ′′ ))+
deg(σse(iλ)) = 1 + deg(σse(iλ)), for some root partition λ
′′
.
Hence deg(e(iλ′ )σwe(iλ)) = #{uj , vk appearing in φ−1(σwe(iλ))} and so φ is degree-preserving.
This means we have a bijection
{e(iλ′ )σwe(iλ) | λ′, λ ∈ Π±} ←→ {γ1 ⊗ · · · ⊗ γm ∈ A⊗(m−1) ⊗ A˜ | deg γi ≤ 1 ∀i}.
Put A := A⊗(m−1) ⊗ A˜ and let Adeg≤1 be the vector space 〈γ1 ⊗ · · · ⊗ γm | degγi ≤ 1〉.
Each tensorand has two elements in each degree. Then the graded dimension of Adeg≤1
has a factor of 2m. In each degree k we choose k tensorands from a possible m. There are
2m
(
m
0
)
elements in degree 0. There are 2m
(
m
1
)
elements in degree 1. In degree k there are
2m
(
m
k
)
elements.
Then,
dimqAdeg≤1 = 2m
m∑
k=0
(
m
k
)
qk = 2m(1 + q)m =
∑
λ,λ′
qdeg(e(iλ′ )σwe(iλ))
where we have used the above bijection for the third equality. Then we have
dimq(eWνe) =
∑
λ,λ′
qdeg(e(iλ′ )σwe(iλ)) · 1
(1− q2)m =
2m
(1− q)m
and hence dimq(eWνe) = dimq(A
⊗(m−1)⊗A˜) so that eWνe ∼= A⊗(m−1)⊗A˜. This, together
with the fact that e is full in Wν by Corollary 3.4.7, proves Morita equivalence between
Wν and A
⊗(m−1) ⊗ A˜ using Corollary 3.1.18.
We compare this result to a result of Brundan and Kleshchev. Pick ν˜ ∈ NI, with multi-
plicity one, and |ν˜| = m. Let Rν˜ be the corresponding KLR algebra.
Theorem 3.4.10 ([Bru13], Theorem 3.13). Rν˜ and A
⊗(m−1)⊗kk[x] are Morita equivalent.
3.4.2 Affine Quasi-Heredity
The notion of quasi-heredity for finite-dimensional algebras was first defined by Cline, Par-
shall and Scott in 1987. The motivating reasons came from the study of highest weight
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categories arising in the representation theory of semisimple complex Lie algebras and
algebraic groups. They proved that every quasi-hereditary algebra has finite global di-
mension and showed that a finite-dimensional algebra A is quasi-hereditary if and only if
A-mod is a highest weight category. A quasi-hereditary algebra with an involution i has
been shown to be cellular, a notion defined for finite-dimensional algebras by Graham and
Lehrer in [GL96]. Showing that an algebra is cellular gives rise to a parametrisation of
simple modules, as discussed in 3.4.1.
In [KLM13], Kleshchev, Loubert and Miemietz proved that KLR algebras Rν˜ in type
A are affine cellular. Following this, Kleshchev and Loubert generalised this result for
all finite types in [KL]. Kato and Brundan, Kleshchev, McNamara showed that the cat-
egory of finitely generated Rν˜-modules has features similar to that of a highest weight
category, indicating that one could define the notion of an affine highest weight category.
Indeed, in 2014, Kleshchev introduced affine quasi-heredity and the definition of an affine
highest weight category, see [Kle15]. In particular, he proves an affine analogue of the
Cline-Parshall-Scott Theorem; an algebra A is affine quasi-hereditary if and only if the
category A-mod of finitely generated graded A-modules is an affine highest weight cate-
gory. Kleshchev also shows that if A is an affine quasi-hereditary algebra together with
an anti-involution ω, then A is affine cellular. In [Kle15], Kleshchev defines these notions
in a more general setting, but for our purposes we take B to be the class of all positively
graded polynomial algebras. The definitions that follow are taken from [Kle15].
A graded vector space V is said to be locally finite-dimensional if each graded compo-
nent Vn is finite-dimensional.
Definition 3.4.11. A graded vector space V is called Laurentian if it is locally finite-
dimensional and bounded below. A graded algebra A is Laurentian if it is Laurentian as
a graded vector space.
Lemma 3.4.12 ([Kle], Lemma 2.2). Let H be a Laurentian algebra. Then,
(i) All irreducible H-modules are finite-dimensional.
(ii) H is semiperfect (every finitely generated (graded) H-module has a (graded) pro-
jective cover); in particular, there are finitely many irreducible H-modules up to
isomorphism and degree shift.
Definition 3.4.13. Let A be a Noetherian Laurentian graded k-algebra. A is said to be
connected if An = 0 for all n < 0 and A0 = k · 1.
For example, all algebras in B are connected.
For a left Noetherian Laurentian algebra A let
{L(pi) | pi ∈ Π}
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be a complete irredundant set of simple A-modules up to isomorphism and degree shift.
For each pi ∈ Π, let P (pi) be the projective cover of L(pi). That is, P (pi) is a projective
A-module and there is a surjection θ : P (pi) L(pi) with ker(θ) negligible, i.e. whenever
N ⊂ P (pi) is a submodule with N + ker(θ) = P (pi), then N = P (pi).
We let q be both a formal variable and also a degree shift functor. If V =
⊕
n∈Z Vn
then (qV )n = Vn−1. For the remainder of this chapter all algebras will be Noetherian,
Laurentian and graded and we will only consider finitely generated modules over these
algebras.
Definition 3.4.14. A two-sided ideal J ⊆ A is an affine heredity ideal if
(SI1) HomA(J,A/J) = 0.
(SI2) As a left module, J ∼= m(q)P (pi) for some graded multiplicity m(q) ∈ Z[q, q−1] and
some pi ∈ Π, such that Bpi := EndA(P (pi))op ∈ B.
(PSI) As a right Bpi-module, P (pi) is finitely generated and flat.
Remark 3.4.15. For a connected algebra, a finitely generated module is flat if and only
if it is free. For Bpi connected, the (PSI) condition can be reformulated: as a right Bpi-
module, P (pi) is free finite rank.
Lemma 3.4.16 ([Kle15], Lemma 6.5). Let J be an ideal in the algebra A such that the
left A-module AJ is projective. Then the condition (SI1) is equivalent to the condition
J2 = J , which in turn is equivalent to J = AeA for an idempotent e ∈ A.
Lemma 3.4.17 ([Kle15], Lemma 6.6). Let J ⊆ A be an affine heredity ideal. Write
J = AeA for an idempotent e, according to Lemma 3.4.16. Then the natural map Ae⊗eAe
eA −→ J is an isomorphism. Moreover, we may choose an idempotent e to be primitive
so that, using the notation of Definition 3.4.14, we have Ae ∼= P (pi) and Bpi ∼= eAe.
Definition 3.4.18. An algebra A is affine quasi-hereditary if there exists a finite chain
of ideals
(0) = J0 ( J1 ( · · · ( Jn = A
with Ji+1/Ji an affine heredity ideal in A/Ji, for all 0 ≤ i < n. Such a chain of ideals is
called an affine heredity chain.
Proposition 3.4.19. If A and B are two affine quasi-hereditary k-algebras then the tensor
product A⊗k B is affine quasi-hereditary.
Proof. Let,
(0) = A0 ⊂ A1 ⊂ · · · ⊂ An = A
(0) = B0 ⊂ B1 ⊂ · · · ⊂ Bm = B
(3.4.3)
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be affine heredity chains for A and B, respectively. We claim that
(0) ⊂ A1⊗B1 ⊂ A1⊗B2 ⊂ · · · ⊂ A1⊗B ⊂ A2⊗B1+A1⊗B ⊂ A2⊗B2+A1⊗B ⊂ · · · ⊂ A⊗B
is an affine heredity chain. We fix m ≥ 1 and proceed by induction on n.
When n = 1, A has affine heredity chain (0) = A0 ⊂ A1 = A and we claim that A ⊗ B
has affine heredity chain,
(0) ⊂ A⊗B1 ⊂ A⊗B2 ⊂ · · · ⊂ A⊗Bm = A⊗B.
We must show that each (A ⊗ Bi)/(A ⊗ Bi−1) ⊂ (A ⊗ B)/(A ⊗ Bi−1), for 1 ≤ i ≤
m, is an affine heredity ideal. Note that, (A ⊗ Bi)/(A ⊗ Bi−1) ∼= A ⊗ Bi/Bi−1 and
(A⊗B)/(A⊗Bi−1) ∼= A⊗B/Bi−1. Since A and Bi/Bi−1 are both idempotent ideals, we
know that A⊗Bi/Bi−1 is an idempotent ideal. Then, by Lemma 3.4.16, to show (SI1) it
suffices to show that A⊗Bi/Bi−1 is projective as a left A⊗B/Bi−1-module.
Since A ⊂ A is an affine heredity ideal we have A ∼= m(q)P (pi) ∈ A-proj, for some
graded multiplicity m(q) ∈ Z[q, q−1], such that Bpi := End(P (pi))op ∈ B. By Lemma
3.4.17, P (pi) ∼= Ae for some idempotent e ∈ A. Then we have Bpi ∼= eAe ∈ B.
Similarly, sinceBi/Bi−1 ⊂ B/Bi−1 is an affine heredity ideal we haveBi/Bi−1 ∼= n(q)Q(σ) ∈
B/Bi−1-proj, for some graded multiplicity n(q) ∈ Z[q, q−1], such thatBσ := End(Q(σ))op ∈
B. Again by Lemma 3.4.17, Q(σ) ∼= B/Bi−1f for some idempotent f ∈ B/Bi−1. Then
we have Bσ ∼= fB/Bi−1f ∈ B.
Hence, A ⊗ Bi/Bi−1 ∼= m(q)n(q) · P (pi) ⊗ Q(σ) ∈ A ⊗ B/Bi−1-proj, so that (SI1) holds.
Moreover,
P (pi)⊗Q(σ) ∼= Ae⊗B/Bi−1f = A⊗B/Bi−1 · e⊗ f.
So Bpi,σ := EndA⊗B/Bi−1(A ⊗ B/Bi−1 · e ⊗ f)op ∼= eAe ⊗ fB/Bi−1f ∈ B, so (SI2) also
holds. We have so far shown that (SI1) and (SI2) hold. It remains to show (PSI). We
know that P (pi) is free finite rank as a right Bpi-module and that Q(σ) is free finite rank as
a right Bσ-module. That is, P (pi) ∼= (eAe)k and Q(σ) ∼= (fB/Bi−1f)l, for some k, l ∈ N.
Hence,
P (pi)⊗Q(σ) ∼= (eAe⊗ fB/Bi−1f)kl.
Then, as a right Bpi,σ-module, P (pi) ⊗ Q(σ) is free finite rank and the statement of the
theorem holds for n = 1.
Suppose now that the result holds whenever A has an affine heredity chain of length
k < n. Then let A and B be affine quasi-hereditary with affine heredity chains 3.4.3. One
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can easily verify that
(0) ⊂ A2/A1 ⊂ · · · ⊂ An/A1 = A/A1
is an affine heredity chain. It is a chain of length n − 1 < n so, using induction,
the statement of the theorem holds for (A/A1) ⊗ B. Hence it suffices to prove that
(A1 ⊗Bi)/(A1 ⊗Bi−1) ⊂ (A⊗B)/(A1 ⊗Bi−1), for 1 ≤ i ≤ m, is an affine heredity ideal.
Note that (A1 ⊗Bi)/(A1 ⊗Bi−1) ∼= A1 ⊗ (Bi/Bi−1).
A1 and Bi/Bi−1 are both idempotent ideals so that A1⊗Bi/Bi−1 is an idempotent ideal.
Then, by Lemma 3.4.16, to show (SI1) it suffices to show that A1⊗Bi/Bi−1 is a projective
(A⊗B)/(A1⊗Bi−1)-module. Firstly, note that A1⊗(B/Bi−1) ∈ (A⊗B)/(A1⊗Bi−1)-proj
because
A1 ⊗ (B/Bi−1) ∼= ((A⊗B)/(A1 ⊗Bi−1))⊗A⊗B A1 ⊗B
and, since A1 ⊗B ∈ A⊗B-proj, it follows that A1 ⊗ (B/Bi−1) is a direct summand of a
free (A⊗B)/(A1 ⊗Bi−1)-module. That is,
(A1 ⊗ (B/Bi−1))⊕N ∼=
⊕
i∈I
((A⊗B)/(A1 ⊗Bi−1)),
for some module N . We also know that Bi/Bi−1 ∈ B/Bi−1-proj, so that Bi/Bi−1 ⊕M ∼=⊕
k∈K B/Bi−1, for some module M . Then,⊕
k∈K
(A1 ⊗B/Bi−1) ∼= (A1 ⊗Bi/Bi−1)⊕ (A1 ⊗M).
Then we have,
⊕
k∈K
⊕
i∈I
((A⊗B)/(A1 ⊗Bi−1)) ∼= (A1 ⊗Bi/Bi−1)⊕ (A1 ⊗M)⊕
⊕
k∈K
N.
That is, A1⊗ (Bi/Bi−1) ∈ (A⊗B)/(A1⊗Bi−1)-proj. It follows that (SI1) is satisfied. We
now show (SI2) holds.
Note first that A1 ⊂ A is an affine heredity ideal. So
A1 ∼= m(q)P (pi) ∼= m(q)Ae,
for some pi ∈ Π, graded multiplicity m(q) ∈ Z[q, q−1], and e ∈ A a primitive idempotent,
where we have used Lemma 3.4.17, for the second isomorphism. Similarly, Bi/Bi−1 ⊂
B/Bi−1 is an affine heredity ideal so
Bi/Bi−1 ∼= n(q)Q(σ) ∼= n(q)B/Bi−1 · f,
for some σ ∈ Σ, graded multiplicity n(q) ∈ Z[q, q−1], and f = f + Bi−1 a primitive
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idempotent, again using Lemma 3.4.17, for the second isomorphism. Then,
A1 ⊗Bi/Bi−1 ∼= m(q)n(q)P (pi)⊗Q(σ)
∼= m(q)n(q)A⊗B/Bi−1 · (e⊗ f) ∈ (A⊗B)/(A⊗Bi−1)−proj,
and is the projective cover of a simple A⊗ (B/Bi)-module. However, we need these facts
for (A⊗B)/(A1 ⊗Bi−1). There is a short exact sequence of A⊗B-bimodules,
0 −→ ker(g) −→ (A⊗B)/(A1 ⊗Bi−1) g−→ (A⊗B)/(A⊗Bi−1) −→ 0,
where ker(g) ∼= (A⊗Bi−1)/(A1 ⊗Bi−1) ∼= (A/A1)⊗Bi−1. So the short exact sequence is
0 −→ (A/A1)⊗Bi−1 −→ (A⊗B)/(A1 ⊗Bi−1) g−→ (A⊗B)/(A⊗Bi−1) −→ 0.
We now apply the functor − ⊗A⊗B (Ae ⊗ Bf), which we know to be right exact. But
(A/A1) ⊗ Bi−1 vanishes under this functor, since Ae ⊂ A1. This means we obtain an
isomorphism,
(A⊗B)/(A1 ⊗Bi−1) · (e⊗ f) ∼= (A⊗B)/(A⊗Bi−1) · (e⊗ f).
So,
A1 ⊗ (Bi/Bi−1) ∼= m(q)n(q)(A⊗B)/(A1 ⊗Bi−1) · (e⊗ f)
= m(q)n(q)(A⊗B)/(A1 ⊗Bi−1) · (e⊗ f),
which is the projective cover of a simple (A⊗B)/(A1⊗Bi−1)-module. Let P (pi, σ) := (A⊗
B)/(A1 ⊗Bi−1) · (e⊗ f). For (SI2) it remains to check that Bpi,σ := End(P (pi, σ))op ∈ B.
Bpi,σ := End(P (pi, σ))
op ∼= (e⊗ f) · (A⊗B)/(A1 ⊗Bi−1) · (e⊗ f)
∼= (e⊗ f) · (A⊗B)/(A⊗Bi−1) · (e⊗ f)
∼= eAe⊗ f(B/Bi−1)f ∈ B,
since eAe, f(B/Bi−1)f ∈ B. This proves (SI2). We now show (PSI).
Ae is free finite rank as a right eAe-module, i.e. Ae ∼= (eAe)k. Similarly, B/Bi−1f is
free finite rank as a right f(B/Bi−1)f -module, i.e. (B/Bi−1)f ∼= (f(B/Bi−1)f)l. This
implies,
A⊗ (B/Bi−1)(e⊗ f) ∼= (eAe⊗ f(B/Bi−1)f)kl.
This proves (PSI) so that (A1 ⊗Bi)/(A1 ⊗Bi−1) ⊂ (A⊗B)/(A1 ⊗Bi−1), for 1 ≤ i ≤ m,
is an affine heredity ideal. Thus, using induction, we have shown that A ⊗ B is affine
quasi-hereditary.
Let A be the path algebra of the following quiver, as in 3.4.1.
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e1 e2
u1
u2
A is a graded algebra with deg(ei) = 0, deg(uiei) = 1, for i ∈ {1, 2}. In this case,
Π = {1, 2}. There are two simple graded modules denoted L(1) and L(2), with projective
covers P (1) = Ae1 and P (2) = Ae2, respectively. As a k-vector space, A =
⊕
n∈Z≥0 An,
where An is the subspace of A spanned by the two degree n elements. So A is a Laurentian
algebra. Consider Ae1 as a left A-module. Since it is a uniserial module, every submodule
is finitely generated and so Ae1 is left Noetherian. Similarly, Ae2 is left Noetherian. Hence
A = Ae1⊕Ae2 is left Noetherian, using the fact that the direct sum of two left Noetherian
modules is again left Noetherian.
Proposition 3.4.20. A is affine quasi-hereditary.
Proof. Consider the following chain of ideals
(0) ( Ae1A ( A.
We first take Ae1A ( A and show it is an affine heredity ideal.
(SI1) As a k-vector space A/Ae1A = 〈e2〉. We have HomA(Ae1A,A/Ae1A) = 0; for any
f ∈ HomA(Ae1A,A/Ae1A) and any a1, a2 ∈ A, f(a1e1a2) = a1e1f(e1a2) = 0, so
that HomA(Ae1A,A/Ae1A) = 0.
(SI2) We have Ae1A ⊆ Ae1 + Au2e2. But clearly Ae1 + Au2e2 ⊆ Ae1A and so Ae1A =
Ae1 + Au2e2. Since Ae1 ∩ Au2e2 = {0}, we have Ae1A = Ae1 ⊕ Au2e2. So
m1(q) = 1 + q and P (1) = Ae1.
P (1) = Ae1 so B1 = EndA(Ae1)
op ∼= e1Ae1 ∼= k[x], a polynomial algebra. So
indeed we have B1 ∈ B.
(PSI) As a right e1Ae1-module, Ae1 = e1 ·e1Ae1 +u1e1 ·e1Ae1 and so is finitely generated.
Also, e1 · e1Ae1 ∩ u1e1 · e1Ae1 = {0}. Then, Ae1 =
⊕
{e1,u1e1} e1Ae1 as a right
e1Ae1-module and so is projective, which implies Ae1 is flat.
This shows that Ae1A is an affine heredity ideal in A. It remains to show that A/Ae1A is an
affine heredity ideal in A/Ae1A. But this is immediate: for any ring R, HomR(R,R/R) = 0
so that (SI1) is satisfied. A/Ae1A has one simple module with Π = {2}. In fact, since
A/Ae1A ∼= k
we have that the regular representation A/Ae1A is a simple A/Ae1A-module with projec-
tive cover P (2) = A/Ae1A. So m2(q) = 1. Also, EndA/Ae1A(A/Ae1A)
op ∼= A/Ae1A ∼= k
which lies in B so (SI2) is satisfied. Since A/Ae1A = ke2 = e2k, A/Ae1A is finitely
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generated as a right k-module and clearly A/Ae1A is flat.
Then (0) ( Ae1A ( A is an affine heredity chain and hence A is affine quasi-hereditary
as claimed.
Combining Proposition 3.4.19 with Proposition 3.4.20 we obtain the following Corollary.
Corollary 3.4.21. The k-algebras A⊗(m−1) ⊗k A˜, m ∈ N are affine quasi-hereditary.
Corollary 3.4.22. For any ν ∈ θNIq with multiplicity one the VV algebras Wν are affine
quasi-hereditary.
Proof. Kleshchev proves, in [Kle15], Theorem 6.7, that an algebra R is affine quasi-
hereditary if and only if R-Mod satisfies certain properties, in which case he calls R-Mod
an affine highest weight category. This characterisation of affine quasi-heredity is purely
categorical, meaning that affine quasi-heredity is a Morita invariant property. Morita
equivalence between A⊗(m−1) ⊗ A˜ and Wν , together with Corollary 3.4.21, proves the
claim.
Corollary 3.4.23. Suppose now that p, q 6∈ I. For any ν ∈ θNI the VV algebras Wν are
affine quasi-hereditary.
Proof. Using Theorem 3.3.1 together with the fact that the algebras Rν˜ are affine quasi-
hereditary, when p is not a root of unity, (see [Kle15], Section 10.1) immediately gives the
result.
3.4.3 Balanced Involution
Let A be a left Noetherian Laurentian algebra and let τ : A −→ A be a homogeneous
anti-involution on A. That is, τ is an anti-automorphism of A such that τ2 = idA. Given
a left A-module M ∈ A-Mod, we can define a right A-module M τ via ma := τ(a)m.
Given a graded module M ∈ A-Mod with finite-dimensional graded components Mn we
can define its graded dual M~ ∈ A-Mod. As a graded vector space, M~n := M∗−n for all
n ∈ Z, and the action is given by af(m) := f(τ(a)m), for f ∈ M~, m ∈ M and a ∈ A.
Note that (qnV )~ ∼= q−nV ~ and dimqV ~ =dimq−1V .
Definition 3.4.24. The homogeneous anti-involution τ of A is called a balanced invo-
lution if, for every pi ∈ Π, we have that L(pi)~ ∼= qnL(pi) for some even integer n.
As before, let A be the path algebra A = k(e1  e2). Define the following algebra
morphism on A.
τ : A −→ A
ei 7→ ei for i = 1, 2
u1 7→ u2
u2 7→ u1.
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The map τ is an anti-involution on A. Now consider L(pi)~ for pi = 1.
L(1)~n = L(1)
∗
−n =
{
Hom(L(1),k) if n = 0
0 if n 6= 0.
As a k-vector space Hom(L(1),k) = 〈f〉 where f(e1) = 1. Hom(L(1),k) is an A-module
with the action given by (af)(m) = f(τ(a)m), for all a ∈ A and m ∈ L(1). Then,
(e1f)(e1) = f(e1) so that e1f = f . (e2f)(e1) = f(e2e1) = 0 so e2f = 0. Similarly,
u1f = 0 = u2f . Then Hom(L(1),k) ∼= L(1), under the A-module isomorphism f 7→ e1,
and hence L(pi)~ ∼= L(pi) so that τ is a balanced involution.
Remark 3.4.25. This also applies to A˜ so we can extend τ to a homogeneous anti-
involution τ⊗m on A⊗(m−1) ⊗k A˜, for any m ∈ N. Indeed, τ⊗m is also a balanced involu-
tion.
Now we have shown the algebras A⊗(m−1) ⊗k A˜, m ∈ N, are affine quasi-hereditary we
can use the following result of Kleshchev to deduce that A⊗(m−1) ⊗k A˜, m ∈ N, are affine
cellular.
Proposition 3.4.26 ([Kle15], Proposition 9.8). Let B be an affine quasi-hereditary algebra
with a balanced involution τ . Then B is an affine cellular algebra.
Corollary 3.4.27. The algebras A⊗(m−1) ⊗k A˜, m ∈ N are affine cellular with respect to
τ⊗m.
Lemma 3.4.28 ([Yan14], Lemma 3.4). Let A be an algebra with an idempotent e ∈ A and
a k-involution i such that i(e) = e. Suppose that AeA = A and eAe is an affine cellular
algebra with respect to the restriction of i to eAe. Then A is affine cellular with respect to
i.
Let us now recall the following notation. Suppose we have fixed a reduced expression
si1 · · · sik for some w ∈WBm so that σw = σi1 · · ·σik . We have defined σρw := σik · · ·σi1 .
Corollary 3.4.29. For any ν ∈ θNIq with multiplicity one the VV algebras Wν are affine
cellular.
Proof. Fix ν ∈ θNIq with multiplicity one and take the associated VV algebra Wν . Fix
e :=
∑
λ∈Π± e(iλ) and define a k-involution on Wν by,
i : Wν −→Wν
xk 7→ xk
σw 7→ σρw
e(i) 7→ e(i)
for all 1 ≤ k ≤ m, w ∈WBm , i ∈ θIν . Then i(e) = e and, from Corollary 3.4.7, WνeWν =
Wν . Using Corollary 3.4.27 and Theorem 3.4.8, eWνe is affine cellular with respect to the
restriction of i. Then, by Lemma 3.4.28, Wν is affine cellular with respect to i.
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Corollary 3.4.30. The VV algebras Wν in the setting p, q /∈ I are affine cellular.
Proof. Fix ν ∈ θNIλ and take the associated VV algebra Wν . Fix e :=
∑
i∈I ν˜ e(i) and
let i be the k-involution on Wν from Corollary 3.4.29. Then i(e) = e and, from Theorem
3.3.1, WνeWν = Wν . From [KLM13] we know that KLR algebras of type A are affine
cellular. This means that eWνe is affine cellular with respect to the restriction of i. We
now use Lemma 3.4.28 to conclude that Wν is affine cellular with respect to i.
3.4.4 Conjecture - An Affine Cellular Basis of Wν
In this small subsection we conjecture an affine cellular basis of Wν in the setting ν ∈ θNIq
with multiplicity one.
Let |ν| = 2m, m ∈ N. The VV algebra Wν has idempotent subalgebras R+ν˜ and R−ν˜ .
Denote the corresponding root partitions by Π+ and Π−. Since ν has multiplicity one, we
have |Π+∪Π−| = 2m. Order these root partitions lexicographically, i.e. for root partitions
pi1 = (β1, . . . , βr), pi2 = (γ1, . . . , γs) we have pi1 < pi2 if and only if βj < γj , where j is
smallest index with βi 6= γi.
For i ∈ θIν and a ∈ I an entry of i, let ϕ(a) denote the position of a in i.
Every root partition pi = (β1, . . . , βr) defines a parabolic subgroup of W
B
m ;
Spi ∼= S|β1| × · · · ×S|βr|
and a subalgebra Λpi ⊆ k[x1, . . . , xm], where
Λpi := k[x|β1|, x|β1|+|β2|, . . . , x|β1|+···+|βr|].
For pi ∈ Π+ define
B+pi := {σηe(ipi) | η ∈ D(WBm/Spi)}.
For pi ∈ Π− define
B−pi := D′e(ipi)e(ipi) ∪ D′e(η1ipi)e(η1ipi) ∪ · · · ∪ D′e(ηkipi)e(ηkipi)
where η1, . . . , ηk ∈ D(Sm/Spi) and where
D′e(i) :=
{
σηe(i)
∣∣∣∣∣ η ∈ D(WBm/Sm) such that s0 appears at mostϕ(q−1)− 1 times in a reduced expression
}
.
Take the following chain of ideals
(0) ⊆ I>pi2m−1 ⊆ · · · ⊆ I>pi2 ⊆ I>pi1 ⊆Wν
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where I>pii = Wν(e(ipii+1) + e(ipii+2) + · · ·+ e(ipi2m ))Wν . Then set
I ′pii := I>pii/I>pii+1 for each i.
Conjecture 3.4.31. The given chain of ideals is a cell chain for Wν and each I
′
pi has a
basis given by
Bpi =
{
σηpe(ipi)σ
ρ
ξ
∣∣∣∣∣ση, σξ ∈
{
B+pi if pi ∈ Π+
B−pi if pi ∈ Π−
, p ∈ Λpi
}
.
3.4.5 Morita Equivalence Between Wν and R
+
ν˜ ⊗k[z] A˜
In this subsection we loosen the restriction on multiplicity by enforcing a multiplicity re-
striction only on q; we take ν ∈ θNIq, |ν| = 2m, in which q appears with multiplicity one.
We also allow p be to a root of unity in this subsection.
Let A˜ be the path algebra of the quiver described in 3.4.1. Then A˜ is a left k[z]-module
via
z · a1 = v2v1a1
z · a2 = −v1v2a2.
We can also put the structure of a right k[z]-module on R+ν˜ , the action of z on R
+
ν˜ being
multiplication by
∑
i∈I ν˜ xϕi(q)e(i), where ϕi(q) denotes the position of q in i.
Lemma 3.4.32. For every ν ∈ θNI with |ν| = 2m there is an isomorphism of KLR
algebras, R+ν˜
∼= R−ν˜ , given by
ψ : R+ν˜ −→ R−ν˜
e(i) 7→ e(ηi)
xje(i) 7→ −xm−j+1e(ηi)
σke(i) 7→ σm−ke(ηi)
and extending k-linearly and multiplicatively, where η ∈ D(WBm/Sm) is the longest ele-
ment.
Proof. One can use the relations to check that ψ is indeed an algebra morphism and it is
clear that this map is a bijection.
Let e :=
∑
i∈I ν˜+ e(i) +
∑
i∈I ν˜− e(i). Considering eWνe yields the following result.
Lemma 3.4.33. In the setting described above, dimq(eWνe) = dimq(R
+
ν˜ ⊗k[z] A˜).
Proof. From Lemma 2.2.11 we have a basis
B = {σw˙xn11 · · ·xnmm e(i) | w ∈ Sm, i ∈ I ν˜ , ni ∈ N0 ∀i}
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of R+ν˜ , and A˜ has basis {a1, a2, v1a1, v2a2, v2v1a1, v1v2a2, . . .}. Since za1 = v2v1a1 and
za2 = v1v2a2, we have the following basis for R
+
ν˜ ⊗k[z] A˜.
B′ = {b⊗ a1, b⊗ a2, b⊗ v1a1, b⊗ v2a2 | b ∈ B}.
So the graded dimension of R+ν˜ ⊗k[z] A˜ is
dimq(R
+
ν˜ ⊗k[z] A˜) = 2dimq(R+ν˜ ) + 2qdimq(R+ν˜ )
= 2(1 + q)dimq(R
+
ν˜ ).
For each w ∈ WBm fix a reduced expression w = ηs, for η ∈ D(WBm/Sm), s ∈ Sm. Take
any basis element eσwx
n1
1 · · ·xnmm e ∈ eWνe. Note that
eσwx
n1
1 · · ·xnmm e = eσηeσsxn11 · · ·xnmm e.
For this expression to be non-zero either η = 1 or η is the longest element in D(WBm/Sm).
If η = 1 then eσηe has degree 0. If η is the longest element in D(WBm/Sm) then eσηe
has degree 1. This is because ση starts at an idempotent in R
+
ν˜ and ends at one in R
−
ν˜
so that there is precisely one factor of ση which contributes to the degree of ση, namely
pie(q±1, . . .). So,
dimq(eWνe) = 2
∑
i∈I ν˜
(∑
s∈Sm q
degσse(i) + q
∑
s∈Sm q
degσse(i)
)
(1− q2)m
= 2dimq(R
+
ν˜ ) + 2qdimq(R
+
ν˜ )
= 2(1 + q)dimq(R
+
ν˜ )
= dimq(R
+
ν˜ ⊗k[z] A˜)
where we have used
dimq(R
+
ν˜ ) =
∑
i∈I ν˜
∑
s∈Sm q
degσse(i)
(1− q2)m
in the second equality. Hence we have shown dimq(eWνe) = dimq(R
+
ν˜ ⊗k[z] A˜).
Theorem 3.4.34. Wν and R
+
ν˜ ⊗k[z] A˜ are Morita equivalent.
Proof. Let e :=
∑
i∈I ν˜+ e(i) +
∑
i∈I ν˜− e(i) and define a map
φ : R+ν˜ ⊗k[z] A˜ −→ eWνe
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as,
e(i)⊗ ai 7→
{
e(i) if i = 1
e(ηi) if i = 2
xje(i)⊗ ai 7→
{
xje(i) if i = 1
−xm−j+1e(ηi) if i = 2
σke(i)⊗ ai 7→
{
σke(i) if i = 1
σm−ke(ηi) if i = 2
e(i)⊗ viai 7→
{
σηe(i) if i = 1
σηe(ηi) if i = 2,
for 1 ≤ j ≤ m, 1 ≤ k ≤ m − 1 and where η ∈ D(WBm/Sm) is the longest element, ex-
tending k-linearly and multiplicatively. We must show that φ is well-defined so that φ is
a morphism of k-algebras.
Clearly φ preserves relations when we restrict the second tensorand to a1. That is, φ|R+ν˜ ⊗a1
yields an injective morphism R+ν˜ ↪→ eWνe, so the relations are preserved.
Now consider restricting the second tensorand to a2. The restriction of φ to R
+
ν˜ ⊗k[z] a2
also yields an injection R+ν˜ ↪→ eWνe, with image R−ν˜ , using Lemma 3.4.32. So the rela-
tions are also preserved in this case.
We must also show φ(e(i)⊗ za1) = φ(e(i)z ⊗ a1) and φ(e(i)⊗ za2) = φ(e(i)z ⊗ a2). Firstly,
φ(e(i)⊗ za1) = φ(e(i)⊗ v2v1a1)
= φ(e(i)⊗ v2a2)φ(e(i)⊗ v1a1)
= σρησηe(i)
= xϕi(q)e(i)
= φ(xϕi(q)e(i)⊗ a1)
= φ(e(i)z ⊗ a1).
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Secondly, noting that ϕηi(q
−1) = m− ϕi(q) + 1,
φ(e(i)⊗ za2) = φ(e(i)⊗−v1v2a2)
= −φ(e(i)⊗ v1a1)φ(e(i)⊗ v2a2)
= −σρησηe(ηi)
= −xϕηi(q−1)e(ηi)
= −xm−ϕi(q)+1e(ηi)
= φ(xϕi(q)e(i)⊗ a2)
= φ(e(i)z ⊗ a2).
The multiplicative identity element in R+ν˜ ⊗k[z] A˜ is
(∑
i∈I ν˜+ e(i)
)⊗ (a1 + a2) and eWνe
has identity element e. We have,
φ
(( ∑
i∈I ν˜+
e(i)
)⊗ (a1 + a2)) = ∑
i∈I ν˜+
φ(e(i)⊗ a1) +
∑
i∈I ν˜+
φ(e(i)⊗ a2)
=
∑
i∈I ν˜+
e(i) +
∑
i∈I ν˜+
e(ηi)
=
∑
i∈I ν˜+
e(i) +
∑
i∈I ν˜−
e(i)
= e.
So φ is indeed a k-algebra homomorphism. Now to show that φ is surjective. This is
clear for idempotents and for elements xje(i) ∈ eWνe. For every w ∈ WBm fix a reduced
expression of the form w = sη, for s ∈ Sm and η ∈ D(Sm\WBm ) the longest element in the
set of minimal length right coset representatives of Sm in W
B
m . Take e(i)σwe(j) ∈ eWνe,
for some w = sη ∈WBm .
• If e(i), e(j) ∈ R+ν˜ then η = 1 so that w = s ∈ Sm and φ(σwe(j) ⊗ a1) = σwe(j) =
e(i)σwe(j).
• Similarly if e(i), e(j) ∈ R−ν˜ then η = 1 and w = s ∈ Sm. Let s = si1 · · · sik
be a reduced expression for s. Note that e(ηi) ∈ R+ν˜ since e(j) ∈ R−ν˜ . Then
σse(j) = σi1 · · ·σike(j) and
φ(σm−i1 · · ·σm−ike(ηj)⊗ a2) = σi1 · · ·σike(j)
= σse(j).
• Suppose now that e(i) ∈ R+ν˜ and e(j) ∈ R−ν˜ . Then w = sη and σwe(j) = σsσηe(j).
Suppose s has fixed reduced expression s = si1 · · · sik . Again note that since e(j) ∈
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R−ν˜ , we have e(ηj) ∈ R+ν˜ . Then
φ(σi1 · · ·σike(ηj)⊗ v2a2) = φ(σi1 · · ·σike(ηj)⊗ a1)φ(e(ηj)⊗ v2a2)
= σi1 · · ·σike(ηj)σηe(j)
= σsσηe(j)
= e(i)σwe(j).
The case e(i) ∈ R−ν˜ and e(j) ∈ R+ν˜ is similar.
It remains to show that φ is injective. Since φ is surjective and, by Lemma 3.4.33,
dimq(eWνe) = dimq(R
+
ν˜ ⊗k[z] A˜) injectivity follows immediately and we have a k-algebra
isomorphism eWνe ∼= R+ν˜ ⊗k[z] A˜.
The proof of e full in Wν follows precisely the same reasoning as in the proof of Lemma
3.4.5, so we omit this here and instead refer the reader to Lemma 3.4.5. Then Wνe is a
progenerator for Wν-Mod and, by Corollary 3.1.18, we have Morita equivalence between
Wν and R
+
ν˜ ⊗k[z] A˜.
3.5 Morita Equivalence in the Case p ∈ I
In this section we fix the following setting; assume p ∈ I, q 6∈ I, p is not a root of unity.
As noted in 3.3, we take ν ∈ θNIp so that p always appears with multiplicity greater than
1, i.e. νp > 1. In this section we impose a further restriction on our choice of ν ∈ θNIp; we
pick ν so that p appears with multiplicity exactly 2, i.e. νp = 2. As before, Π
+ denotes
the root partitions of R+ν˜ and Π
− denotes the root partitions of R−ν˜ . Put Π
± := Π+∪Π−.
As before, let A˜ be the path algebra of the following quiver.
a1 a2
v1
v2
We define the structure of a left k[z]-module on A˜ via
z · a1 = v2v1a1
z · a2 = v1v2a2.
We also define the structure of a right k[z]-module on R+ν˜ . The action of z on R
+
ν˜ is
multiplication by
∑
i∈I ν˜+ (xϕi,1(p) + xϕi,2(p))e(i), where ϕi,1(p) denotes the position of the
first p appearing in i and ϕi,2(p) denote the position of the second p appearing in i.
Using the definition of θIν , we note here that for any given i ∈ θIν we have either p
appearing twice in i, p−1 appearing before p in i, p appearing before p−1 in i, or p−1
appearing twice in i.
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Lemma 3.5.1. Take e(i) ∈Wν with i /∈ I ν˜+ ∪ I ν˜−.
(i) If p appears twice in i or if p−1 appears before p in i then e(i) ∼= e(j) for some
j ∈ I ν˜+.
(ii) If p−1 appears twice in i or if p appears before p−1 in i then e(i) ∼= e(j) for some
j ∈ I ν˜−.
Proof. For (i) assume first that p appears twice in i, say ik1 = ik2 = p. By Proposition
3.1.20, we need a ∈ e(i)Wνe(j), b ∈ e(j)Wνe(i) such that ab = e(i) and ba = e(j), for
some j ∈ I ν˜+ .
Since i /∈ I ν˜+ ∪ I ν˜− there is a non-empty subset {ε1, . . . , εd} ( {1, . . . ,m}, with εr < εr+1
for all r, such that iεr = p
−(2nr+1), where nr ∈ Z>0 for all r. Note also that εr 6= k1, k2
for all r, since we start with the assumption that p appears twice in i. Put,
a = e(i)σε1−1 · · ·σ1piσε2−1 · · ·σ1pi · · ·σεd−1 · · ·σ1pie(j) ∈ e(i)Wνe(j)
b = e(j)piσ1 · · ·σεd−1piσ1 · · ·σεd−1−1 · · ·piσ1 · · ·σε1−1e(i) ∈ e(j)Wνe(i).
Then e(j) ∈ Wν is such that j ∈ I ν˜+ and, from the relations, we know that ab = e(i)
and ba = e(j) so that e(i) ∼= e(j). The same argument can be used for the case when p−1
appears before p in i. A similar argument is used for (ii).
Lemma 3.5.2. For every i ∈ I ν˜+ and η ∈ D(WBm/Sm), the longest element, we have
(i) σρησηe(i) = (xϕi,1(p) + xϕi,2(p))e(i)
(ii) σρησηe(ηi) = −(xϕηi,1(p−1) + xϕηi,2(p−1))e(ηi).
Proof. These equalities are immediate consequences of the relations and the fact that ΓIp
has an arrow p −→ p−1.
Theorem 3.5.3. Wν and R
+
ν˜ ⊗k[z] A˜ are Morita equivalent.
Proof. Let e =
∑
i∈I ν˜+ e(i) +
∑
i∈I ν˜− e(i). Define a map
φ : R+ν˜ ⊗k[z] A˜ −→ eWνe
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as,
e(i)⊗ ai 7→
{
e(i) if i = 1
e(ηi) if i = 2
xje(i)⊗ ai 7→
{
xje(i) if i = 1
−xm−j+1e(ηi) if i = 2
σke(i)⊗ ai 7→
{
σke(i) if i = 1
σm−ke(ηi) if i = 2
e(i)⊗ viai 7→
{
σηe(i) if i = 1
σηe(ηi) if i = 2
for 1 ≤ j ≤ m, 1 ≤ k ≤ m − 1 and where η ∈ D(WBm/Sm) is the longest element, ex-
tending k-linearly and multiplicatively. We must show that φ is well-defined so that φ is
a morphism of k-algebras.
Firstly, when we restrict the second tensorand to a1 or to a2, φ preserves the rela-
tions using the same argument as in the proof of Theorem 3.4.34. It remains to check
φ(e(i) ⊗ zak) = φ(e(i)z ⊗ ak), for k = 1, 2. We have, using Lemma 3.5.2 in the fourth
equality,
φ(e(i)⊗ za1) = φ(e(i)⊗ v2v1a1)
= φ(e(i)⊗ v2a2)φ(e(i)⊗ v1a1)
= σρησηe(i)
= (xϕi,1(p) + xϕi,2(p))e(i)
= φ((xϕi,1(p) + xϕi,2(p))e(i)⊗ a1)
= φ(e(i)z ⊗ a1).
Secondly, noting again from Lemma 3.5.2 that σρησηe(ηi) = −(xϕηi,1(p−1) +xϕηi,2(p−1))e(ηi)
and m− ϕηi,k(p−1) + 1 = ϕi,k(p) for k = 1, 2 we have
φ(e(i)⊗ za2) = φ(e(i)⊗ v1v2a2)
= φ(e(i)⊗ v1a1)φ(e(i)⊗ v2a2)
= σρησηe(ηi)
= −(xϕηi,1(p−1) + xϕηi,2(p−1))e(ηi)
= φ((xϕi,1(p) + xϕi,2(p))e(i)⊗ a2)
= φ(e(i)z ⊗ a2).
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The same calculation from the proof of Theorem 3.4.34 shows
φ(
( ∑
i∈I ν˜+
e(i)
)⊗ (a1 + a2)) = e.
Then φ is indeed a well-defined k-algebra morphism.
Now to show that φ is surjective. This is clear for idempotents e(i) and for xje(i) ∈ eWνe.
For every w ∈ WBm fix a reduced expression of the form w = sη, for s ∈ Sm and
η ∈ D(Sm\WBm ) the longest element in the set of minimal length right coset representa-
tives of Sm in W
B
m . Take e(i)σwe(j) ∈ eWνe, for some w = sη ∈WBm .
• If e(i), e(j) ∈ R+ν˜ then η = 1 so that w = s ∈ Sm and φ(σwe(j) ⊗ a1) = σwe(j) =
e(i)σwe(j).
• Similarly if e(i), e(j) ∈ R−ν˜ then η = 1 and w = s ∈ Sm. Let s = si1 · · · sik be a
reduced expression for s. Then σse(j) = σi1 · · ·σike(j) and
φ(σm−i1 · · ·σm−ike(ηj)⊗ a2) = σi1 · · ·σike(j)
= σse(j).
• Suppose now that e(i) ∈ R+ν˜ and e(j) ∈ R−ν˜ . Then w = sη and σwe(j) = σsσηe(j).
Suppose s has fixed reduced expression s = si1 · · · sik . Again note that since e(j) ∈
R−ν˜ , we have e(ηj) ∈ R+ν˜ . Then
φ(σi1 · · ·σike(ηj)⊗ v2a2) = φ(σi1 · · ·σike(ηj)⊗ a1)φ(e(ηj)⊗ v2a2)
= σi1 · · ·σike(ηj)σηe(j)
= σsσηe(j)
= e(i)σwe(j).
The case e(i) ∈ R−ν˜ and e(j) ∈ R+ν˜ is similar.
It remains to show that φ is injective. Since φ is surjective we can show injectivity by
showing equality between the graded dimensions of R+ν˜ ⊗k[x] A˜ and eWνe. This follows
from the analogue of Lemma 3.4.33 applied to the current setting. Hence φ is an isomor-
phism.
By Lemma 3.5.1 we have e full in Wν . Morita equivalence between eWνe and R
+
ν˜ ⊗k[x] A˜
then follows from Corollary 3.1.18.
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Chapter 4
Finite-Dimensional Quotients of
Wν
In this chapter we aim to define certain finite-dimensional quotients of VV algebras. We
first discuss finite-dimensional quotients of KLR algebras, known as cyclotomic KLR al-
gebras, and explain why they are important. We then go on to describe the various
difficulties encountered when trying to define analogous quotients of VV algebras. Finally,
in 4.3, we are able to define a family of finite-dimensional quotients of VV algebras in a
particular case and show how they relate to cyclotomic KLR algebras.
4.1 Cyclotomic KLR Algebras
Recall from Section 2.2, when defining KLR algebras, we started with a loop-free quiver
Γ˜I˜ , of type A, with vertex set I˜ and arrows p
2i −→ i, for all i ∈ I˜. Fix such a quiver Γ˜I˜ .
To I˜ we can associate a lattice
P˜ =
⊕
i∈I˜
ZΛi.
Let P˜+ denote the subset of P˜ consisting of elements with non-negative coefficients with
respect to basis elements. Let (·, ·) : P˜ × NI˜ −→ Z be the bilinear map defined by
(Λi, j) = δij , for i, j ∈ I˜. For ν˜ ∈ NI˜ and Λ ∈ P˜+, the level of Λ, denoted `(Λ), is defined
by
`(Λ) :=
∑
j∈I˜
(Λ, j).
The height of ν˜ ∈ NI˜, defined in Section 2.2, is given by
|ν˜| =
∑
i∈I˜
(Λi, ν˜).
Definition 4.1.1. The cyclotomic KLR algebra of type Γ˜I˜ associated to Λ ∈ P˜+ of
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level l and ν˜ ∈ NI˜ of height m is the k-algebra, denoted RΛν˜ , generated by elements
{x1, . . . , xm} ∪ {σ1, . . . , σm−1} ∪ {e(i) | i ∈ I˜ ν˜},
subject to the relations given in Definition 2.2.3 together with the following additional
relation.
x
(Λ,i1)
1 e(i) = 0 for all i ∈ I˜ ν˜ . (4.1.1)
That is, RΛν˜ = Rν˜/J
Λ where JΛ is the cyclotomic ideal,
JΛ =
〈
x
(Λ,i1)
1 e(i) | i ∈ I˜ ν˜
〉
.
One can think of this quotient in the following way. We start with a KLR algebra Rν˜ to
which we associate a quiver whose vertices are idempotents of the form e(i). A cyclotomic
KLR algebra RΛν˜ is obtained from Rν˜ by choosing nilpotency degrees of x1 at each vertex
e(i). This nilpotency is dependent upon i1 at each e(i).
Example 4.1.2. Consider the KLR algebra from Example 2.2.7. So ν˜ = λ+p2λ+p4λ ∈ NI˜
and Rν˜ can be represented by the following quiver, where the xi paths have been omitted
to reduce notation.
e(λ, p2λ, p4λ) e(λ, p4λ, p2λ)
e(p2λ, λ, p4λ) e(p4λ, λ, p2λ)
e(p2λ, p4λ, λ) e(p4λ, p2λ, λ)
σ2
σ2
σ1σ1
σ2σ2 σ2 σ2
σ1
σ1
σ1 σ1
Let Λ = Λp4λ + 3Λp2λ + 9Λp−6λ, so `(Λ) = 13. Then,
(Λ, λ) = 0
(Λ, p2λ) = 3
(Λ, p4λ) = 1
and the cyclotomic ideal is
JΛ =
〈 e(λ, p2λ, p4λ), e(λ, p4λ, p2λ),
x31e(p
2λ, λ, p4λ), x31e(p
2λ, p4λ, λ),
x1e(p
4λ, λ, p2λ), x1e(p
4λ, p2λ, λ)
〉
.
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Brundan and Kleshchev proved that in fact all xi, 1 ≤ i ≤ m, in RΛν˜ are nilpotent and
used this to show that the algebras RΛν˜ are finite-dimensional.
Lemma 4.1.3 ([BK09a], Lemma 2.1). The elements xi are nilpotent, for all 1 ≤ i ≤ m.
Corollary 4.1.4 ([BK09a], Corollary 2.2). RΛν˜ is a finite-dimensional algebra.
Proof. For each s ∈ Sm fix a reduced expression. Using Lemma 2.2.11 we know that
{σsxn11 · · ·xnmm e(i) | s ∈ Sm, i ∈ I˜ ν˜ , ni ∈ N0 ∀i}
is a basis for Rν˜ , and hence a spanning set for R
Λ
ν˜ . Now using Lemma 4.1.3 we have that
this spanning set is finite so that RΛν˜ is finite-dimensional.
Let HAm denote the affine Hecke algebra of type A, from Definition 1.2.6. Fix q ∈ k×.
Definition 4.1.5. The cyclotomic Hecke algebra associated to Λ ∈ P˜+ of level l,
denoted HΛm, is defined to be the following quotient of H
A
m.
HΛm := H
A
m
/〈∏
i∈I˜
(X1 − qi)(Λ,i)
〉
.
Remark 4.1.6. There also exists a degenerate affine Hecke algebra when q = 1, with
analogous cyclotomic quotients.
It can be shown that HΛm is a finite-dimensional algebra and that there exists a set {e(i) |
i ∈ I˜m} of mutually orthogonal idempotents in HΛm. Fix ν˜ ∈ NI˜ with |ν˜| = m. Setting
eν˜ :=
∑
i∈I˜ ν˜ e(i) ∈ HΛm it follows that eν˜ is either zero or is a primitive central idempotent
in HΛm and so
HΛν˜ := eν˜H
Λ
m
is a block of HΛm or is zero.
In [BK09a] Brundan and Kleshchev prove that these blocks of cyclotomic Hecke algebras
are isomorphic to cyclotomic KLR algebras in type A.
Theorem 4.1.7 ([BK09a], Main Theorem). The algebra HΛν˜ is generated by elements
{x1, . . . , xm} ∪ {σ1, . . . , σm−1} ∪ {e(i) | i ∈ I˜ ν˜}
subject to the relations given in Definition 2.2 together with 4.1.1, for Γ˜ = Γ˜I˜ .
Using this isomorphism, together with the fact that KLR algebras are naturally Z-graded,
we now have a grading on the blocks of cyclotomic Hecke algebras which was not known
prior to this work of Brundan and Kleshchev. When `(Λ) = 1, HΛm is isomorphic to the
group algebra of the symmetric group Sm when q = 1 or the associated Iwahori-Hecke
algebra for arbitrary q. Hence we have an interesting Z-grading on blocks of symmet-
ric groups and Iwahori-Hecke algebras. This also provides a link between KLR algebras,
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the LLT conjecture and the categorification theorems discussed in Section 2.1 of this thesis.
Another interesting feature of cyclotomic KLR algebras is the cellular structure which
they possess. In 2010 Hu and Mathas constructed an explicit cellular basis for RΛν˜ , prov-
ing that cyclotomic KLR algebras are cellular algebras. Among other properties, this gives
a parametrisation of simple modules over RΛν˜ . See [HM10] for details.
Because of the close relationship between KLR algebras and VV algebras, it is a natural
question to ask whether one can define a quotient of a given VV algebra Wν analogous
to the cyclotomic quotient of Rν˜ . In the following sections we investigate the result of
taking quotients of VV algebras by certain ideals with the overall aim of trying to find a
finite-dimensional algebra which, in some sense, is induced from a cyclotomic KLR algebra.
That is, we hope to find a quotient that agrees with the quotient of the KLR algebra.
4.2 Cyclotomic VV Algebras
Recall from Chapter 2.3 that in order to define VV algebras we first fix a quiver ΓI with
vertex set I. To I we can associate a lattice
P =
⊕
i∈I
ZΛi.
Let P+ denote the subset of P consisting of elements with non-negative coefficients with
respect to basis elements. As in Section 4.1, let (·, ·) : P × NI −→ Z be the bilinear map
defined by (Λi, j) = δij , for i, j ∈ I. In particular, this defines a map (·, ·) : P × θNI −→ Z.
Each ν ∈ θNI defines a VV algebra, Wν . Fix such a ν. Let WNν be the k-algebra generated
by elements
{x1, . . . , xm} ∪ {σ1, . . . , σm−1} ∪ {e(i) | i ∈ θIν} ∪ {pi}
subject to the relations given in Definition 2.3.4 together with the additional relation
xN1 e(i) = 0 for all i ∈ θIν ,
for some non-negative integer N . This is the k-algebra constructed as the quotient of Wν
by the ideal 〈xN1 e(i) | i ∈ θIν〉.
The proof of the following lemma is a replica of the proof of [BK09a], Lemma 2.1. We use
it to prove the analogous result for VV algebras; imposing a nilpotency degree on x1 at
every idempotent e(i) ∈Wν yields a finite-dimensional algebra.
Lemma 4.2.1. The elements xi ∈WNν are nilpotent, for all 1 ≤ i ≤ m.
Proof. It suffices to show that each xre(j) is nilpotent since 1 =
∑
j e(j). We do this by
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induction on r. We know this holds when r = 1 since
(x1e(i))
N = xN1 e(i) = 0
where we have used the relation x1e(i) = e(i)x1, ∀l. Assume now that xre(i) is nilpotent
for each idempotent e(i). This is equivalent to assuming xr nilpotent. We will show that
xr+1e(i) is nilpotent. There are two cases.
If ir = ir+1, set τr := σr(xr − xr+1) + 1. Then, τ2r e(i) = e(i) and τrxrτre(i) = xr+1e(i).
Then we have that xr+1e(i) nilpotent because (xr+1e(i))
N = xNr+1e(i) = τrx
N
r τre(i) = 0.
If ir 6= ir+1 then multiplying the equation xrσre(i) = σrxr+1e(i) on the left by σr we
get σrxrσre(i) = ±(xr − xr+1)kxr+1e(i) for some k ∈ {0, 1, 2} and some choice of sign.
Then,
xk+1r+1e(i) = xrfe(i)± σrxrσre(i)
for some polynomial f ∈ F [xr, xr+1] and some sign. xr is nilpotent and hence, using the
relations, we see that σrxrσre(i) is also nilpotent. Note also that xrf is also nilpotent.
Since we find that xrfe(i) and σrxrσre(i) commute, we have that x
k+1
r+1e(i) is nilpotent
too. Hence, xr+1e(i) is nilpotent as required.
Corollary 4.2.2. WNν is a finite-dimensional algebra.
Proof. For every w ∈ WBm , fix a reduced expression, say w = si1 · · · sir , so that σw =
σi1 · · ·σir . From Lemma 2.3.11 we have the following k-basis of Wν ,
{σwxn11 · · ·xnmm e(i) | w ∈WBm , i ∈ θIν , nk ∈ N0 ∀k}.
Then we know that this set is a k-linear spanning set of WNν . By Lemma 4.2.1, all but
finitely many elements of this set are zero so that WNν is finite-dimensional.
Remark 4.2.3. Although Lemma 4.2.1 proves that all xi are nilpotent, it does not provide
a way of calculating the minimal nilpotency degrees. So, although we know that this basis
of WNν must be finite, we do not know the dimension of W
N
ν .
The two results above show that imposing a nilpotency degree on x1, at every idempotent
e(i) ∈Wν , yields a finite-dimensional quotient of Wν . There is no particular reason why
x1 is chosen. One can show, using the same arguments as above, that for any 1 ≤ k ≤ m,
putting a nilpotency degree on xk at every e(i) implies that all xi are nilpotent and hence
the algebra is finite-dimensional.
Note also that the ideal which we took in the above is generated by xN1 e(i), i ∈ θIν .
Lemma 4.2.1 and Corollary 4.2.2 clearly also hold when N depends upon the idempotent
e(i) because, in that case, max{Ni | i ∈ θIν} is a nilpotency degree for every x1e(i),
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i ∈ θIν , so we can apply the same arguments with N = max{Ni | i ∈ θIν}. This means
we can attempt to mimic the ideal used to define the cyclotomic KLR algebra and insist
that the nilpotency degree of x1e(i) depends upon i1.
Example 4.2.4. Consider the setting q ∈ I, p 6∈ I. Take ν = 2q + 2q−1 and the VV
algebra Wν . The associated quiver, with paths xi omitted, is
e(q, q) e(q−1, q) e(q, q−1) e(q−1, q−1)
pi
pi
σ1
σ1
pi
pi
Let us now impose nilpotency degrees on x1 at each idempotent e(i) which depend upon
i1. Let the nilpotency degree of x1e(i) be 2 when i1 = q and let the nilpotency degree of
x1e(i) be 4 when i1 = q
−1. That is,
x21e(q, q) = 0 x
4
1e(q
−1, q−1) = 0
x21e(q, q
−1) = 0 x41e(q−1, q) = 0.
According to Lemma 4.2.1 and Corollary 4.2.2, all xi are nilpotent and the resulting
algebra is finite-dimensional. However, note that
0 = x21e(q, q) = pix
2
1e(q, q)pi = pi
2x21e(q
−1, q) = −x31e(q−1, q).
This demonstrates that the nilpotency degrees we put on the x1e(i) are not necessarily
minimal nilpotency degrees.
We want to extend the notion of a cyclotomic quotient to VV algebras. We start in the
setting p, q 6∈ I, where we have established Morita equivalence between KLR algebras
and VV algebras. So, until stated otherwise, we assume p, q 6∈ I. In this case we have
pi2e(i) = e(i) for all e(i) ∈ θIν . Recall that the cyclotomic ideal in Rν˜ is defined by
JΛ =
〈
x
(Λ,i1)
1 e(i) | i ∈ I˜ ν˜
〉
. The nilpotency degrees at each idempotent e(i) = e(i1, . . . , im)
are dependent upon i1. We want a function f : I −→ N0 which picks a nilpotency degree
based on i1 at the chosen idempotent e(i). But note that, if x
f(i1)
1 e(i1, i2, . . . , im) = 0
then,
0 = pix
f(i1)
1 e(i1, i2, . . . , im)pi = −xf(i1)1 e(i−11 , i2, . . . , im).
This suggests that the natural way of extending this cyclotomic ideal to VV algebras is
by defining a function,
f : I −→ N0 such that f(i) = f(i−1) ∀i ∈ I,
and then defining the cyclotomic ideal for Wν as follows.
Jf := 〈xf(i1)1 e(i) | i ∈ θIν〉.
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Let θP+ denote the subset of P+ consisting of elements Λ =
∑
i∈I niΛi ∈ P+ with the
property ni = nθ(i), for all i.
Note 4.2.5. The function f is equivalent to (Λ,−) : I −→ N0, for a unique Λ ∈ θP+.
So, choosing a function f with the property f(i) = f(θ(i)), for all i ∈ I, is equivalent to
choosing Λ ∈ θP+. Note also that any Λ ∈ θP+ can be expressed as,
Λ =
∑
i∈I+
niΛi +
∑
i∈I−
niΛi.
Let the corresponding ideal in Wν be denoted by J
Λ and let WΛν := Wν/J
Λ. We fix the
notation, Λ+ :=
∑
i∈I+ niΛi.
However, defining the quotient in this way poses the following problem. This definition
allows us to choose a non-zero Λ ∈ θP+ such that the associated quotient of Wν is zero,
whereas when we consider restricting Λ to Λ+, taking the quotient of R+ν˜ with J
Λ+ =〈
x
(Λ+,i1)
1 e(i) | i ∈ I ν˜
〉
yields a non-zero quotient. The following example demonstrates
this.
Example 4.2.6. Take the algebra used in Example 2.3.6. We are in the setting p, q 6∈ I
and we take ν = p−2λ−1 + λ−1 + λ + p2λ ∈ θNIλ. The associated VV algebra, Wν , is
the path algebra of the following quiver modulo the defining relations. As usual, we have
omitted the xi paths at each e(i).
e(λ, p2λ) e(p2λ, λ)
e(λ−1, p2λ) e(p−2λ−1, λ)
e(p2λ, λ−1) e(λ, p−2λ−1)
e(p−2λ−1, λ−1) e(λ−1, p−2λ−1)
σ1
σ1
pipi
σ1σ1
pipi
σ1
σ1
pi pi
σ1 σ1
pi pi
Take Λ = 10Λλ + 10Λλ−1 ∈ θP+.
Let JΛ = 〈x(Λ,i1)1 e(i) | i ∈ θIν〉, an ideal of Wν . Now consider the quotient WΛν = Wν/JΛ.
For a ∈Wν , let a denote the image of a in WΛν . In this quotient we have,
e(p2λ, λ) = e(p−2λ−1, λ) = e(p2λ, λ−1) = e(p−2λ−1, λ−1) = 0.
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But, using these equalities, this means that we also have, for example,
e(λ−1, p2λ) = σ2e(λ−1, p2λ) = σe(p2λ, λ−1)σ = 0.
Similarly, we find that all other remaining idempotents vanish in this quotient and hence,
WΛν = 0.
In this example,
Λ+ = 10Λλ.
Recalling Remark 2.3.8, we can define a KLR algebra R+ν˜ , which is in fact an idempotent
subalgebra of Wν . Consider the quotient of R
+
ν˜ by J
Λ+ =
〈
x
(Λ+,i1)
1 e(i) | i ∈ I ν˜
〉
. We have
x101 e(λ, p
2λ) = 0 and e(p2λ, λ) = 0 in the quotient RΛ
+
ν˜ := R
+
ν˜ /J
Λ+ . Since e(λ, p2λ) 6= 0
we have RΛ
+
ν˜ 6= 0.
We do not want this situation to arise. Our aim is then to define a finite-dimensional,
cyclotomic quotient of Wν which is compatible with the cyclotomic KLR algebra in the
following way. Recall from 2.3.12, R+ν˜ is an idempotent subalgebra of Wν . We would like
to define a cyclotomic quotient WΛν in which R
Λ+
ν˜ lies as an idempotent subalgebra. More
specifically, take Λ ∈ θP+ and let
e :=
∑
i∈I ν˜
(e(i) + JΛ) ∈WΛν .
With Λ+ =
∑
i∈I+ niΛi, we want to define W
Λ
ν such that there is an algebra isomorphism
eWΛν e
∼= RΛ+ν˜ .
Conversely, one could start with a KLR algebra Rν˜ , take a cyclotomic ideal I
Λ ⊆ Rν˜
and induce this up to an ideal in Wν using the following theorem.
Theorem 4.2.7 ([Lam01], (21.11)). Let e be an idempotent in the ring R and let I be an
ideal in eRe. Then e(RIR)e = I. In particular, I 7−→ RIR defines an injective map from
ideals of eRe to ideals of R. This map respects multiplication of ideals, and is surjective
if e is full in R.
Fix a dimension vector ν˜ =
∑
i∈I ν˜ii ∈ NI, such that ni + ni−1 is not a summand of
ν˜, together with the corresponding KLR algebra Rν˜ . By Proposition 2.3.12, Rν˜ is an
idempotent subalgebra of Wν , where ν =
∑
i∈I ν˜ii+
∑
i∈I ν˜ii
−1 ∈ θNI. Take a cyclotomic
ideal JΛ of Rν˜ as described in Section 4.1. Theorem 4.2.7 applied here tells us that
WνJ
ΛWν is an ideal in Wν , such that e(WνJ
ΛWν)e = J
Λ. It turns out that taking the
quotient of Wν by the ideal WνJ
ΛWν in the setting p, q 6∈ I yields a finite-dimensional
algebra. Note that,
JΛ = Rν˜x
(Λ,i11)
1 e(i1)Rν˜ + · · ·+ Rν˜x(Λ,ik1)1 e(ik)Rν˜
∼= eWνex(Λ,i11)1 e(i1)eWνe + · · ·+ eWνex(Λ,ik1)1 e(ik)eWνe.
.
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From this we have, using the fact that e is full in Wν from Section 3.3,
WνJ
ΛWν = WνeWνex
(Λ,i11)
1 e(i1)eWνeWν + · · ·+ WνeWνex(Λ,ik1)1 e(ik)eWνeWν
= Wνx
(Λ,i11)
1 e(i1)Wν + · · ·+ Wνx(Λ,ik1)1 e(ik)Wν .
where ij = (ij1, . . . , ijm), for 1 ≤ j ≤ k.
Proposition 4.2.8. WΛν = Wν/WνJ
ΛWν is finite-dimensional.
Proof. To free up notation, let us omit the bar above elements which belong to the quotient
WΛν . That is, all elements are considered modulo the ideal WνJ
ΛWν . Using Lemma 4.2.1
and Corollary 4.2.2, it suffices to show that xke(i) is nilpotent, for all i ∈ θIν , 1 ≤ k ≤ m.
By definition of WΛν , the elements xke(i), i ∈ I ν˜
+
, 1 ≤ k ≤ m, are nilpotent. So we want
to show xke(i) is nilpotent, for some i 6∈ I ν˜+ , and any k, with 1 ≤ k ≤ m. In this setting
we know that e(i) is isomorphic to some e(j), j ∈ I ν˜+ , by the following reasoning. Since
i 6∈ I ν˜+ , there exists {ε1, . . . , εd} ⊆ {1, . . . ,m} with εr < εr+1 and iεr ∈ I ν˜− for all r.
Then,
σε1−1 · · ·σ1pi · · · · · ·σεd−1 · · ·σ1pie(j)piσ1 · · ·σεd−1 · · · · · ·piσ1 · · ·σε1−1e(i) = e(i)
piσ1 · · ·σεd−1 · · · · · ·piσ1 · · ·σε1−1e(i)σε1−1 · · ·σ1pi · · · · · ·σεd−1 · · ·σ1pie(j) = e(j),
where we are using that pi2e(k) = e(k), for every k ∈ θIν , and that each σr interchanges
vertices from I ν˜
+
and I ν˜
−
so therefore squares to the appropriate idempotent. This shows
that e(i) is isomorphic to some e(j), j ∈ I ν˜+ . Then, using the defining relations of Wν ,
we have
xke(i) = σε1−1 · · ·σ1pi · · · · · ·σεd−1 · · ·σ1pixk′e(j)piσ1 · · ·σεd−1 · · · · · ·piσ1 · · ·σε1−1e(i),
for some k′, 1 ≤ k′ ≤ m. Since xk′e(j) is nilpotent, it follows that xke(i) is nilpotent. This
proves the claim.
The following example should provide a clearer picture of what happens when we induce
a cyclotomic ideal in a KLR algebra up to an ideal in the corresponding VV algebra.
Example 4.2.9. We remind the reader that we are in the setting p, q 6∈ I. Let ν˜ = λ+p2λ
so that Rν˜ is an idempotent subalgebra of Wν , for ν = p
−2λ−1 + λ−1 + λ+ p2λ. The VV
algebra Wν has the following quiver associated to it. As usual in this thesis, the xi paths
have been omitted. The idempotents in Rν˜ are coloured red here, to emphasise that Rν˜
is an idempotent subalgebra.
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e(λ, p2λ) e(p2λ, λ)
e(λ−1, p2λ) e(p−2λ−1, λ)
e(p2λ, λ−1) e(λ, p−2λ−1)
e(p−2λ−1, λ−1) e(λ−1, p−2λ−1)
σ1
σ1
pipi
σ1σ1
pipi
σ1
σ1
pi pi
σ1 σ1
pi pi
Suppose we take the cyclotomic ideal in Rν˜ to be J
Λ = 〈x1e(λ, p2λ), x21e(p2λ, λ)〉. Using
the relation σ1x2e(i) = x1σ1e(i), for i ∈ {(p2λ, λ), (λ, p2λ)}, we find x32e(λ, p2λ) = 0 and
x32e(p
2λ, λ) = 0. Inducing this ideal up to one in Wν and then taking the quotient we
have, with elements of the quotient written in the same way as those in Wν ,
0 = pix1e(λ, p
2λ)pi = −pi2x1e(λ−1, p2λ) = −x1e(λ−1, p2λ)
0 = σ1pix
3
2e(λ, p
2λ)piσ1 = x
3
1e(p
2λ, λ−1)
0 = piσ1pix
3
2e(λ, p
2λ)piσ1pi = pix
3
1e(p
2λ, λ−1)pi = −x31e(p−2λ−1, λ−1)
Similarly, using the nilpotency degrees of x1 and x2 at e(p
2λ, λ) one can check that x1 is
nilpotent at the remaining idempotents. Then x1 is nilpotent at every idempotent and,
using Lemma 4.2.1 and Corollary 4.2.2, Wν/WνJ
ΛWν is finite-dimensional.
The following examples should give some idea of why, in other settings, we cannot use
these methods to show that the induced quotient is finite-dimensional.
Example 4.2.10. Suppose now that q ∈ I. Let us take ν˜ = q + p2q so that Rν˜ is an
idempotent subalgebra of Wν where ν = p
−2q−1 + q−1 + q+ p2q. The quiver associated to
Wν is similar to the one above in Example 4.2.9. Let J
Λ = 〈x1e(q, p2q), x21e(p2q, q)〉 and
consider WΛν := Wν/WνJ
ΛWν . Note that x
3
2e(q, p
2q) = 0 = x32e(p
2q, q). In the same way
as in Example 4.2.9, we can show that x1e(i) is nilpotent, but here we can do this only at
some of the idempotents e(i). For example,
x21e(p
2q, q) = 0 =⇒ pix21e(p2q, q)pi = 0
=⇒ −x21e(p−2q−1, q) = 0.
However, this does not work for every idempotent since, in this example, we now have 4
isomorphism classes of idempotents in Wν and the idempotents associated to Rν˜ lie in
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only 2 of these isomorphism classes. For example,
x32e(q, p
2q) = 0 =⇒ σ1pix32e(q, p2q)piσ1 = 0
=⇒ σ1x1x32e(q−1, p2q)σ1 = 0
=⇒ x2x31e(p2q, q−1) = 0,
so that we do not have x1 nilpotent at e(p
2q, q−1). It is a similar story for other idempo-
tents in this quotient.
Example 4.2.11. Suppose now that p ∈ I. Take ν˜ = 2p so that Rν˜ is an idempotent
subalgebra of Wν , ν = 2p
−1 + 2p, which has the following associated quiver. As usual in
this thesis, the xi paths have been omitted. The idempotent in Rν˜ is coloured red here.
e(p, p) e(p−1, p) e(p, p−1) e(p−1, p−1)
pi
pi
σ1
σ1
pi
pi
σ1 σ1
Let JΛ = 〈x1e(p, p)〉 be the cyclotomic ideal in Rν˜ . One can show that x2e(p, p) = 0 in
Rν˜ . We again induce this up to an ideal in Wν and take the quotient. Now if we try to
show that x1e(p, p
−1) is nilpotent we find the following.
x2e(p, p) = 0 =⇒ σ1pix2e(p, p)piσ1 = 0
=⇒ σ21x1e(p, p−1) = 0
=⇒ x1(x1 − x2)e(p, p−1) = 0
Similarly, x1 is not nilpotent at e(p
−1, p−1) and so WΛν is not a finite-dimensional algebra.
4.3 Defining WΛν
Case: q ∈ I
In this section, until stated otherwise, we fix the following setting. Assume q ∈ I, p 6∈ I
and, whenever we take ν ∈ θNIq, we assume that q has multiplicity one in ν. We assume
|ν| = 2m, for some m ∈ N.
Here we show how one can define finite-dimensional quotients of the algebras Wν such
that truncating at a certain idempotent e yields a cyclotomic KLR algebra, i.e. we define
a finite-dimensional algebra WΛν such that eW
Λ
ν e
∼= RΛ+ν˜ . We do this using the Morita
equivalence in Subsection 3.4.5. In this subsection we have seen that Wν and R
+
ν˜ ⊗k[z] A˜
are Morita equivalent. Our strategy is to choose the ideal JΛ ⊂Wν by working backwards;
we define a finite-dimensional quotient of R+ν˜ ⊗k[z] A˜ and pass this information through
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the Morita equivalence. We show that this defines a finite-dimensional quotient WΛν of
Wν such that eW
Λ
ν e
∼= RΛ+ , where e = ∑i∈I v˜+ (e(i) + JΛ).
Fix ν ∈ θNIq, with |ν| = 2m, so that the multiplicity of q in ν is 1. By Lemma 2.3.14, we
have an algebra Wν and a distinguished idempotent subalgebra R
+
ν˜ . Take a cyclotomic
ideal JΛ
+
of R+ν˜ , for some Λ
+ ∈ P+ as described in Section 4.1, and take the quotient of
R+ν˜ by J
Λ+ to obtain a cyclotomic KLR algebra RΛ
+
ν˜ . There is a canonical surjection,
R+ν˜  RΛ
+
ν˜ .
The functor −⊗k[z] A˜ is right exact so we get a surjection,
R+ν˜ ⊗k[z] A˜ RΛ
+
ν˜ ⊗k[z] A˜,
so that RΛ
+
ν˜ ⊗k[z] A˜ is a quotient of R+ν˜ ⊗k[z] A˜. It has a spanning set,
B′ = {b⊗ a1, b⊗ a2, b⊗ v1a1, b⊗ v2a2 | b ∈ B}
where B is the spanning set of RΛν˜ given in Corollary 4.1.4. Finitely many of the elements
in B are non-zero so that finitely many of the elements in B′ are non-zero. Then RΛν˜ ⊗k[z] A˜
is finite-dimensional.
From Theorem 3.4.34 we have R+ν˜ ⊗k[z] A˜ ∼= eWνe, where e :=
∑
i∈I ν˜+ e(i) +
∑
i∈I ν˜− e(i).
We now show how to pick JΛ ⊂ Wν , which defines WΛν , using this isomorphism. In
[BK09a] Brundan and Kleshchev showed that, in RΛν˜ , all xi, 1 ≤ i ≤ m are nilpotent.
Write the minimal nilpotency degrees of x1e(i), x2e(i), . . . , xme(i) as an m-tuple,
((n1)e(i), (n2)e(i), . . . , (nm)e(i)).
It should be noted here that, for any given example, we only know (n1)e(i) = (Λ, i1) at
each idempotent e(i). Minimal nilpotency degrees (n2)e(i), . . . , (nm)e(i) exist at each e(i)
but it is unknown how to calculate them. In the proof of Theorem 3.4.34 we defined a
map φ such that,
φ : xje(i)⊗ a1 7→ xje(i)
φ : xje(i)⊗ a2 7→ −xm−j+1e(ηi).
This map tells us how to pick nilpotency degrees of the xi in Wν . It follows that we should
define the ideal JΛ ⊂Wν as,
JΛ =
〈
x
(Λ,i1)
1 e(i), x
(Λ,j−1m )
m e(j) | i ∈ I v˜
+
, j ∈ I v˜−〉.
Note that (nk)e(ηi) = (nm−k+1)e(i).
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Proposition 4.3.1. WΛν = Wν/J
Λ is finite-dimensional.
Proof. Using Lemma 4.2.1 and Corollary 4.2.2, it suffices to show that xke(i) is nilpotent,
for all i ∈ θIν , 1 ≤ k ≤ m. First note that all x1e(i), i ∈ I v˜+ , are nilpotent, by definition of
WΛν . Using the same argument as in Lemma 4.2.1, it follows that all xke(i) are nilpotent
for 1 ≤ k ≤ m, i ∈ I ν˜+ . Similarly all xme(i), i ∈ I v˜− are nilpotent, by definition of WΛν ,
and again using the argument from Lemma 4.2.1, it follows that all xke(i) are nilpotent
for 1 ≤ k ≤ m and i ∈ I ν˜− . Now take any idempotent e(i) ∈WΛν with i 6∈ I ν˜
+ ∪ I ν˜− . By
Lemma 3.4.5 we know that if q lies in position k in i ∈ θIν then e(i) is isomorphic to an
idempotent e(j), j ∈ I v˜+ . In the proof of Lemma 3.4.5 we saw that there exists w ∈ WBm
with σρwe(j)σw = e(i). In fact, w ∈ D(WBm/Sm). Then,
xnkk e(j) = 0 =⇒ σρwxnkk e(j)σw = 0.
Using that σρwe(j)σw = e(i) together with the relations,
σixke(j) = xsi(k)σie(j)
pixke(j) =
{
xkpie(j) if k > 1
−xkpie(j) if k = 1,
it follows that, since all xk are nilpotent at e(j), all xk are nilpotent at our chosen e(i),
which was chosen arbitrarily. A similar line of reasoning applies when q−1 lies in position
k. This proves that WΛν is finite-dimensional.
We remind the reader here that for any Λ ∈ θP+ we can write Λ =
∑
i∈I+ niΛi +∑
i∈I− niΛi, and we set the notation Λ
+ :=
∑
i∈I+ niΛi. The next result states that
this finite-dimensional quotient of Wν contains the cyclotomic KLR algebra R
Λ+
ν˜ as an
idempotent subalgebra.
Proposition 4.3.2. Let e =
∑
i∈I v˜+ (e(i) + J
Λ). Then, eWΛν e
∼= RΛ+ν˜ .
Proof. To reduce notation, we again omit the bar above elements which belong to the
quotient WΛν . All elements are considered modulo the ideal J
Λ. For every element w ∈WBm
we fix a reduced expression w = ηs, where η ∈ D(WBm/Sm), s ∈ Sm. We want to prove
this result in the same way as in Proposition 2.3.12. That is, we know that every element
eve ∈ eWΛν e has the form,
eve =

∑
s∈Sm
i∈I ν˜+
σspi(x)e if η = 1
0 if η 6= 1.
102
Defining WΛν
Then we want to define a map,
f : eWΛν e −→ RΛ
+
ν˜
eve 7→
∑
s∈Sm
i∈I ν˜+
σspi(x)e,
and show that this is an isomorphism. Except now we must ensure that a = 0 in eWΛν e
if and only if f(a) = 0 in RΛ
+
ν˜ . It is clear from the way Λ
+ is defined that, if f(a) = 0
then a = 0. This a ∈ eWΛν e will be of the form e(i1)σw1xnke(h)σw2e(i2), some n ∈ N
and e(i1), e(i2) summands of e. Let η1s1 and η2s2 be our fixed reduced expressions for
w1, w2 ∈ WBm , respectively. There are two cases to consider; either q is an entry of h or
q−1 is an entry of h.
• Suppose first that q is an entry of h. We know from Lemma 3.4.5 (i) that e(h) ∼= e(j),
for some j ∈ I ν˜+ . That is, there exists η ∈ D(WBm/Sm) such that σρηe(h)σηe(j) =
e(j) and σηe(j)σ
ρ
ηe(h) = e(h). In this case, the nilpotency degrees of the xi at e(h)
arise from nilpotency degrees of xi at e(j), j ∈ I ν˜+ . Hence, if a = 0 in eWΛν e then
a = 0 ∈ RΛ+ν˜ . Explicitly, we have,
e(i1)σw1x
n
ke(h)σw2e(i2) = e(i1)σw1x
n
ke(h)ση2σs2e(i2)
= e(i1)σw1x
n
ke(h)ση2e(j)σs2
= e(i1)σw1e(h)ση2x
n
η2·ke(j)σs2 .
But xnη2·ke(j) = 0 in R
Λ+
ν˜ , i.e. the nilpotency degree of xke(h) was induced from the
nilpotency degree of xη2·k at e(j) ∈ RΛ
+
ν˜ . Hence we have eσw1x
n
ke(h)σw2e = 0 in
RΛ
+
ν˜ .
• Now suppose that q−1 is an entry of h. Using Lemma 3.4.5 (ii), we know that
e(h) ∼= e(j), for some j ∈ I ν˜− . So, without loss of generality, we can assume that
h = j. This means that η1 = η2 = η, where η is the longest element in D(WBm/Sm).
Let ((n1)e(ηj), . . . , (nm)e(ηj)) be the minimal nilpotency degrees at e(ηj) so that
((nm)e(j), . . . , (n1)e(j)) are the minimal nilpotency degrees at e(j). Then, for any
1 ≤ k ≤ m and any summands of e, e(i1) and e(i2), we have
e(i1)σw1x
nm−(k−1)
k e(j)σw2e(i2) = e(i1)σw1x
nm−(k−1)
k e(j)σησs2e(i2)
= e(i1)σw1σηx
nm−(k−1)
m−(k−1) e(ηj)σs2e(i2),
where we have used that xiση = σηxm−(i−1), η ∈ D(WBm/Sm) is the longest element,
in the last equality. But we know, by definition of JΛ, that x
nm−(k−1)
m−(k−1) e(ηj) = 0 in
RΛ
+
ν˜ . So e(i2)σw1x
nm−(k−1)
k e(j)σw2e(i1) = 0 in R
Λ+
ν˜ .
We can now prove that the map f is an isomorphism, as in Proposition 2.3.12.
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Case: p ∈ I
We now fix the following setting for the remainder of this section; assume p ∈ I, q 6∈ I,
p is not a root of unity. As in 3.5, we take ν ∈ θNIp so that p always appears with
multiplicity 2, i.e. νp = 2. Then, from Theorem 3.5.3, we have that Wν and R
+
ν˜ ⊗k[z] A˜
are Morita equivalent. In exactly the same way as in the subsection above, we use this
Morita equivalence to define the following ideal JΛ ⊂Wν . We define
JΛ =
〈
x
(Λ,i1)
1 e(i), x
(Λ,j−1m )
m e(j) | i ∈ I v˜
+
, j ∈ I v˜−〉.
Proposition 4.3.3. WΛν = Wν/J
Λ is finite-dimensional.
Proof. Using Lemma 4.2.1 and Corollary 4.2.2, it suffices to show that xke(i) is nilpotent,
for all i ∈ θIν , 1 ≤ k ≤ m. Using the same argument from Proposition 4.3.1, the xke(i)
are nilpotent, for all i ∈ θIν and 1 ≤ k ≤ m. Now take any idempotent e(i) ∈ WΛν with
i 6∈ I ν˜+ ∪ I ν˜− . By Lemma 3.5.1 we know that if p appears twice in i or if p−1 appears
before p in i then e(i) ∼= e(j) for some j ∈ I ν˜+ . In the proof of Lemma 3.5.1 we saw that
there exists w ∈WBm with σρwe(j)σw = e(i). In fact, w ∈ D(WBm/Sm). Then,
xnkk e(j) = 0 =⇒ σρwxnkk e(j)σw = 0.
Using that σρwe(j)σw = e(i) together with the relations,
σixke(j) = xsi(k)σie(j)
pixke(j) =
{
xkpie(j) if k > 1
−xkpie(j) if k = 1,
it follows that, since all xk are nilpotent at e(j), all xk are nilpotent at our chosen e(i),
which was chosen arbitrarily. A similar line of reasoning applies when p−1 appears twice
in i or when p appears before p−1 in i. This proves that WΛν is finite-dimensional.
The next proposition states that, as in the q ∈ I setting, the algebra WΛν contains a
cyclotomic KLR algebra as an idempotent subalgebra.
Proposition 4.3.4. Let e =
∑
i∈I v˜+ (e(i) + J
Λ). Then, eWΛν e
∼= RΛ+ν˜ .
Proof. The proof uses the same method as in Proposition 4.3.2 together with Lemma
3.5.1.
Final Remarks
In this thesis we have studied various classes of VV algebras and have shown how their
module categories relate to module categories over KLR algebras. We have proved that
certain classes of VV algebras are affine cellular and affine quasi-hereditary. Ultimately,
we would like to show that all VV algebras exhibit these properties. We have considered
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various cases, depending on the parameters p and q. In many cases we imposed restrictions
on these parameters. It is a natural question to ask how these algebras behave when we
remove these restrictions. We did not treat the case p, q ∈ I here and we hope that this
will form part of our future work.
Question 1. In the case p, q ∈ I, what is the relationship between module categories over
VV algebras and module categories over KLR algebras?
We have also defined finite-dimensional quotients of VV algebras in certain cases. We
would like to be able to do this for VV algebras in all settings. Another very interesting
question to ask is whether we have a type B analogue of the famous Brundan-Kleshchev
isomorphism.
Question 2. How does this quotient relate to the affine Hecke algebra of type B? Can
we find an explicit isomorphism between WΛν and a quotient of the affine Hecke algebra
of type B, as Brundan and Kleshchev do in the type A setting?
In 2007 Kashiwara and Miemietz stated conjectures relating to canonical bases and branch-
ing rules of affine Hecke algebras of type D. In particular they introduce a Bθ(g)-module
Vθ, where Bθ(g) is an algebra defined previously by Enomoto and Kashiwara, which, for
a specialization of Vθ, they conjecture the finite-dimensional H
D
n -modules categorify. In
2010 Shan, Varagnolo and Vasserot proved this conjecture by introducing a graded alge-
bra ◦R(Γ)ν associated to a quiver Γ, with involution θ, and a dimension vector ν (see
[SVV11]). For a particular choice of Γ and θ they prove that ◦R(Γ)ν is Morita equivalent
to the affine Hecke algebra of type D. Similarly to VV algebras, the algebras ◦R(Γ)ν
are defined by generators and relations and depend upon Γ and the choice of dimension
vector.
Question 3. What is the connection between ◦R(Γ)ν and VV algebras? How are the
module categories over these algebras related?
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