Abstract-In this paper, the asymptotic smoothing error for hidden Markov models (HMMs) is investigated using hypothesis testing ideas. A family of HMMs is studied parametrised by a positive constant , which is a measure of the frequency of change. Thus, when 0, the HMM becomes increasingly slower moving. We show that the smoothing error is ( ). These theoretical predictions are confirmed by a series of simulations.
I. INTRODUCTION
T HE CLASS of stochastic models known as hidden Markov models (HMMs) has received much attention in recent years, with many applications in speech recognition and telecommunications [1] , [2] . An HMM consists of an underlying Markov chain, whose states are observed indirectly through a series of noise-corrupted measurements. In many applications, it is of importance to estimate these hidden Markov states accurately, and filtering and fixed-lag smoothing are two techniques for doing so. Suppose we are interested in estimating the Markov state at time . The filtering problem consists of estimating from the measurements collected up to time the Markov state at time . Fixed-lag smoothing, when used to estimate the state at time , requires measurements up to and including time , where is known as the smoothing lag.
In [3] , filters and fixed-lag smoothers for discrete-time and discrete-state HMMs were investigated, where certain stability properties for HMM filters and smoothers were demonstrated. Specifically, it was shown that the benefit of fixed-lag smoothing decreases at an exponential rate with the smoothing lag used. Similar results have also been postulated in [4] for the case of a noisy random telegraph signal, which may be crudely considered a two-state HMM. However, the relative merits of smoothing over filtering were not addressed fully.
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than at low SNR. This paper investigates that idea for a particular class of models. The class is characterized by a parameter and is such that with small, the filtering error is proportional to , whereas the smoothing error is proportional to . This means that the smaller is, the better smoothing performs relative to filtering.
The parameter will appear in the models of this paper in the probability transition matrix for the state but not the probability transition matrix linking the state to the output. By letting tend to zero, the Markov process becomes increasingly slower. Very roughly, this is equivalent to a situation where the signal energy is increasingly more located near frequency zero, and the maximum over frequency of the SNR always becomes large.
General comparisons of the performance of Wiener and Kalman filters and smoothers have already been presented in [5] and [6] , where [5] discusses the absolute benefit to be gained from smoothing over filtering as a function of SNR, whereas [6] considered the relative performance gains in the high SNR case. In [4] , there was a limited investigation using only simulation of the relativeperformancegainsforvaryingSNRinanHMM.However, theory was lacking, in part because of the unavailability of an error formula. To the best of our knowledge, it was not until [7] and [8] that an asymptotic formula (in the limit ) for the optimal filtering error for finite state-space Markov chains observed in independent noise was presented. Motivated by the existence of the filtering formula in this asymptotic case, we were led to seek a smoothing formula with similar validity. Indeed, in this paper, we will take a similar approach to the smoothing problem in that we will derive lower and upper bounds independently and show that asymptotically, as , the two bounds are of the same order of magnitude.The smoother is constructed by combining the filtered estimates fromtwo asymptotically optimal filters (see also [3] ).
Another distinction of the present paper from [3] is that we will considersmoothing as being approximated as a hypothesis testing problem. This is in contrast with [3] , where smoothed estimates were obtained from equations governing the time evolution of conditional probabilities. In most cases, the hypothesis testing problem amounts to the consideration of whether or a not a change of state has occurred in a given time interval. In this regard, we are not concerned with using a single optimal smoothing lag 1 but let the lag also vary according to the quantity . This is consistent with the scheme used in [7] because the interval length is chosen such thattheprobabilityoferrorindetectionofachangeinstateissmall, and we are primarily interested in the asymptotic smoothing error when . Our main result (Theorem V.1) follows. Denoting the estimate of for a smoothing lag of as , then as
where denotes the rate of transition from state to state (see Section II), depends only on the conditional distributions of the output at time given state at time and given the state at time , and denotes the stationary distribution. The quantity is related to the probability of error in a certain hypothesis testing problem. This formula should be compared with the formula from [7] , which reads (as )
where denotes the filtered estimate of , and denotes Kullback-Leibler distance between the conditional distributions linking state to output when the states are and , respectively (see Section II). The increasingly superior performance of smoothing at low is evident. Note, however, that our methods are insufficiently precise to allow analytical computation of . This paper is organized as follows. Section II describes the signal model followed by a brief discussion of the mechanisms of filtering and smoothing in Section III. In Section IV, we will outline the method used for deriving the smoothing error bounds; the technical details can be found in the Appendixes. The overall smoothing error is presented in Section V, and some simulation results appear in Section VI.
II. SIGNAL MODEL
Consider a first-order, discrete-time, and discrete-state Markov process , the subscript denoting time. For simplicity, we will define the states to be the values . At each time instant , a corresponding discrete-valued signal is observed in the range . Here, we restrict ourselves to , both being finite. We will adopt the convention that a lower-case denotes the actual state value and likewise for . Denoting the state probability vector for as , we will adopt as in [7] the parametrization for the transition probability matrix with
where . Here, has the interpretation of a transition rate, from state to state ; ultimately determines how often such transitions take place.
The observations denote a sequence of random variables such that given the sequence are independent. The probability of obtaining a particular measurement is determined by the observation matrix , where
Unless otherwise stated, and . In subsequent discussions, we will denote the th column of as . Remark II.1: In the present definition, and are both column-stochastic matrices.
We will also make the following assumptions concerning . For any , the Kullback-Leibler (KL) divergence (5) exists, and , where denotes expectation with respect to . Note that the non-negativity of (5) is guaranteed due to the stochasticity of , but strict positivity is required to preclude the case of having two identical columns. If two columns in are identical, then observations arising from the two different states corresponding to these columns are statistically indistinguishable.
Remark II.2: In [7] , there was an additional explicit requirement on the KL divergence, namely, that for some . This is automatically assured in the present discussion because we have restricted our investigations to HMMs with finite state and observation states.
III. FILTERING AND SMOOTHING
In this section, we will recall some general concepts of filtering and smoothing: first from the conventional point of view and then in the framework of hypothesis testing.
A. Evolution of Probabilities
Suppose we wish to estimate . In the conventional framework of filtering, we can proceed by deriving the conditional probabilities at time for each of the candidate states . The equations for evolution of such conditional probabilities can be found in, for example, [1] . The maximum a posteriori (MAP) state estimate at time , whichi s denoted as , is then (6) where the notation indicates an estimate of using measurements from time 0 to time . In estimating , fixed-lag smoothing uses more measurements than filtering. The corresponding MAP state estimate for a smoothing lag of is (7) As shown in [3] , the fixed-lag smoothed conditional probability can also be expressed as (8) , shown at the bottom of the page, where is a normalizing constant. As can be seen, the numerator of (8) 2 consists of two terms: a forward filter and a reverse-time one-step ahead predictor. The reverse-time one-step ahead predictor operates on a backward Markov process associated with the Markov chain in the original HMM; the backward process can be constructed from the forward Markov state process by procedures set out in [9] . In this fashion, a fixed-lag HMM smoother can be considered as consisting of two HMM filters (strictly, one filter and one predictor) operating in combination.
B. Hypothesis Testing Perspective
In this section, we will recast the task of filtering and smoothing of HMMs in the form of (binary) hypothesis testing problems. We proceed by first reviewing some concepts in conventional hypothesis testing.
Let be a sequence of independent and identically distributed (i.i.d.) random variables. The binary hypothesis testing problem consists of deciding, based on this sequence, whether the distribution generating the sequence is one of the two distributions [ or ] when there is no prior knowledge of which distribution generated the sequence. Mathematically, the problem is to correctly discriminate between these two distributions by considering the following hypotheses for the composition of the observations: : i.i.d. data with probability density . :
i.i.d. data with probability density . For the purposes of the present argument, we will also assume that is the desired hypothesis, which may mean the presence of a target, rather than just noise as modeled by , for example.
Remark III.1: We will comment briefly on some terminology used in hypothesis testing. Let us assume first that has been designated as the desired response, as opposed to , which is sometimes referred to as the null hypothesis. A false alarm is then a situation where we decide (as a result of a hypothesis test) that is true when, in fact, is true; conversely, a miss occurs when we say that is true when is the correct hypothesis. Last, a detection occurs when we conclude that is true, and it is also the true hypothesis. Given that the prior probabilities of the hypotheses being true are unknown, the Neyman-Pearson formulation [10] minimizes the false alarm rate, i.e., (decide is true), while maintaining a fixed detection rate, i.e., (decide is true).
From the Neyman-Pearson lemma, the optimal test to minimize the false alarm rate is the log-likelihood ratio test decide decide where the threshold is chosen so that a prescribed fixed detection probability is maintained. Consequently, we can rewrite the detection probability as decide is true where the notation denotes the probability of event , given that hypothesis is true. Remark III.2: For the rest of the paper, we will use the term error to mean the Bayes probability of error, which takes into account both false alarm and miss probabilities, which are defined in the binary hypothesis case as (9) where Declare true is the probability of a false alarm, and Declare true is the probability of a miss. The best Bayes exponential error rate is achieved by a Neyman-Pearson test with zero threshold (see [10] and [11] ).
In [7] , the asymptotic filtering error of HMMs was investigated via a series of hypothesis testing problems. In order to obtain a lower bound to the filtering error, the authors considered a binary hypothesis testing problem ([7, Lemma 1]), whereby the hypothesis in the previous notation consists of not one but multiple events. The two hypotheses are that the chain either remains at the same known state throughout the entire interval or changes to a different known state at some time for . Formally, this is written as : is a sequence of i.i.d. random variables, each of law and . :
is a sequence of i.i.d. random variables, each of law , and is a sequence of i.i.d. random variables each of law is uniformly distributed in . However, we emphasize that this hypothesis testing problem is only an approximation to the real filtering task since in order to formulate the hypothesis testing problem, the two terminating states between which the transitions take place are postulated a (8) priori. Furthermore, it has been implicitly assumed that at most exactly a single transition can take place in , which is not likely to hold true in a Markov chain over any finite interval. Nevertheless, this is partly justified by using a suitably chosen to ensure the probability of multiple jumps is small-at most -as . Since there can be only two outcomes from the hypothesis test just mentioned, a decision of is roughly equivalent to obtaining a filtered estimate of , i.e.,
. To obtain a more realistic filtered estimate, the same test is repeated over all . The data length , for the purposes of obtaining asymptotic error bounds, is defined as (10) with arbitrary and (11) where are the two Markov states postulated in the hypothesis testing problem, and denotes expectation with respect to the conditional density . The technical reasons for this definition of can be found in Appendix A (see also [7] ). Suffice it to say here that is chosen such that for a related hypothesis testing problem of choosing between two simple hypotheses where the state is constant over and is either or , the probability of a false alarm is . It was shown in [7] that for this choice of , the asymptotic error as for the hypothesis testing problem involving and (not the related problem) is lower bounded by the probability of a single transition over the interval or . For an HMM smoother, measurements are available both before and after the time of interest, which we will denote as . Using as motivation the MAP smoothed conditional probability density (8), we will construct a suboptimal smoother by simply combining two filtered estimates obtained by a forward filter over and from a backward predictor on (see Fig. 1 ), with defined in (10) . As an outline, a lower bound on the smoothing error is obtained as follows. We postulate that we know exactly the states at time and at time , and we further postulate that we know there is at most one jump in the interval . Whether there is zero or one jump is then self-evident from knowledge of the states at times and . If there is no jump, the smoothed estimate is obtained with zero error. If there is one jump, the determination of the smoothed estimate is equivalent to determining whether the jump occurs before or after . In Section IV-A, we will investigate this latter problem. Full details of the lower bound calculations are provided in Section IV-B.
As an outline, the upper bound is determined as follows. Using measurements over but no internal state information or further measurements, we determine a filtered estimate (call it ) of . Similarly, using measurements over , we determine a filtered estimate (call it ) of . If these estimates are the same, we set the smoothed estimate (call it ) equal to the common value. Otherwise, we adopt a supplementary procedure to determine whether or is more reliable and then set accordingly. This supplementary procedure, details of which are introduced in Section IV-A, involves introducing an auxiliary hypothesis testing problem like that used in the lower bound calculations. The details of the upper bound calculations are provided in Section IV-C.
IV. GENERAL APPROACH
In this section, we will outline the techniques used in bounding the smoothing error probabilities from below and above for general distributions. The technical details can be found in the Appendixes.
A. Detection of Location of Jump
As we will see, the determination of bounds on the smoothing error rate is strongly connected to an associated problem of partially localizing the time at which changes in the distributions of the measurements occur. Let us consider observations of a process that are derived from two distributions and . The samples are independent, and we assume that there is a single change from to at some time so that is distributed with density for and with density for . We further postulate that is uniformly distributed on or for all
To obtain bounds to the smoothing error, we will study a hypothesis testing problem. The hypotheses in question-both actually multiple hypotheses-are : ; :
. Our immediate task is to indicate how can be estimated by some and then to obtain error bounds on the declaration that or occurred when, in reality, the opposite has occurred. This result is summarized in Theorem IV.1.
Remark IV.1: For a Markov chain, the probability distribution of the actual time of jump from state to state , given that and , can be expressed as (12), shown at the bottom of the next page. However, as will be shown in the proof of Theorem 5.1, as , the denominator of (12) is , whereas the numerator is ; hence, the uniform distribution is a good approximation for the time of jump of a Markov chain under such limiting conditions. Definition IV.1: Denoting the events for different time of
. By choosing the estimator to maximize the log-likelihood ratio function the asymptotic error in localizing is Declare incorrect hypothesis (using the notation of Fig. 1 
B. Lower Bound on Smoothing Error
We will proceed by first observing that MAP estimates minimize the errors, and in general, the quality of state estimates depends on the abundance (or lack) of prior information available.
Let be a random variable that takes one of possible values . Let denote an event, and let be a conditional probability vector with . Define the MAP estimate of based on as (19) It is well known that this choice for minimizes the error rate over all estimators for that use . Suppose a particular estimate using sets ; then, an error will arise if . That is, given , the conditional probability of estimation error with this estimator is , and as a function of , this is minimized by maximizing , which is the MAP estimator in (19).
Suppose that in addition to , an event is also observed. This information is used to construct a MAP estimate of the process . Intuitively, we would expect the overall error rate for the estimator to be smaller than that for since is a suboptimal estimator (the suboptimality arising from the fact that it does not utilize all available information) when both events and are observed. That is and consequently
In the subsequent discussions, event corresponds to the additional knowledge of the states at times and . Denote as the MAP smoothed estimate of . Now, suppose that the states and are known precisely, where . Using the notation of Fig. 1 , label the events that the state has no jump, exactly one jump, and jumps in , respectively, as and 3 . Denote also by a MAP smoothed estimate of obtained by using the as before, together with the knowledge of the states and . Then, we have using the Markov property. Since more information is used in computing than , we can obtain a lower bound to the error rate for as follows:
Last, denote as the true time of (single) jump and as the MAP estimate of . Then, we have (21) where the hypothesis testing problem discussed in Section IV-A has been invoked. The inequality arises because estimating the jump incorrectly is a sufficient but unnecessary condition for 3 Note that this definition does not exclude the possibility of having jumps outside of T [ T . 
C. Upper Bound on Smoothing Error
In this section, we will introduce a sub-optimal smoothing scheme ( Fig. 2) in order to derive an upper bound to the smoothing error probability. Initially, we will restrict discussions to two-state Markov chains only. Consider the following log-likelihood ratios (23a) (23b) Equations (23a) and (23b) are the analogs of a forward filter and predictor operating on and , respectively, and are used to derive sub-optimal estimates of and . That is, if , then let the estimate of be 1, else set it to 2, and similarly for the estimate of . Note that as , the probability of a jump over a single time step is ; hence, justifying estimating using measurements up to only time . There are analogous expressions for estimation of and using measurements over the intervals to the right of and to the right of . For the moment, we will leave and out of consideration. Denote the suboptimal estimate obtained from the forward "filter" operating on as [i.e., using the log-likelihood (23a)], and likewise, denote the estimate of corresponding to a backward "predictor" operating on as . A suboptimal smoothed estimate of -call it -will be obtained by combining and in the manner to be described. If , then the probability of error in estimating is and arbitrary when we set . However, if , since there is no prior reason for supposing that is more reliable than (or vice versa), additional calculations are required to determine . As a preliminary observation, we note that the probability of [which is obtained using (23a)] being in error if there is no change of state in is (see Appendix A) and similarly for ; from this, we can conclude that errors are largely the result of jump(s) in -in fact, the main contribution to smoothing error results from having a single jump in . To determine the reliability of over , let us augment the intervals and by and (Fig. 2) . A forward "predictor" [see (23b)] operates on and a backward "predictor" on to estimate and . When , the estimates and are used as the terminating states in the supplementary hypothesis testing problem over to determine whether the (single) jump occurs before or after time . If is in error (due to a jump in ), the state from which the jump has occurred is not known exactly but can be estimated as . Likewise, should be in error (due to a jump in ), the state to which the jump occurs can be estimated as . Of course, and will, on occasion, be in error. In addition, there may be more than one jump in . Nevertheless, as a basis for determining a suboptimal estimate (which in theory can be anything), there is clearly a heuristic basis for the following rule. 
We will now consider the contribution of each possibility.
1) Case 1: Multiple Jumps:
From (10), the probability of multiple jumps in is Since , we then have
2) Case 2: Zero Jump: In this situation, we need only consider the interval . Suppose that for . will be declared if and only if and the probability of such an occurrence is bounded by (see Appendix A) and arbitrary. Evidently, the probability of error is (26) 3) Case 3: One Jump: Based on the four time intervals as indicated in Fig. 2 , the error in this situation can be rewritten as the sum of four components:
in where the notation means only one jump in the given interval and none outside of it (but still within ). In the following derivations, we will limit our discussions to the forward "filters" corresponding to (23a) and (23b) only since the same arguments apply to the backward estimates by symmetry. We will also assume without loss of generality, , and . For each term, there are essentially three ways that an error can arise.
1) and simultaneously in error; 2) error in and not in but set to ; 3) error in and not in , but set to . a) Jump in : For this situation, the error bounds are derived using the same reasoning as in the zero jump case. That is, with Using (27) and (28), when there is a single jump in , the error rate can be written as in in (33) since the probability of a single jump in an interval of length is . Consequently, from (25) and (26) and (31) To generalize the upper bound in (34) to multistate HMMs, it is necessary to modify the definition of the data interval since this is the part of the argument that explicitly relies on the states concerned. Let us consider derived for specific states . From (49), it is clear that for fixed False Alarm where , and is the rate function evaluated with respect to the distribution . It follows also that for fixed , if is increased, the false alarm rate will decrease at a faster rate as than if a smaller data interval is used. Consequently, to ensure at least the same probability of false alarm for multistate HMMs as the two-state case, we will redefine to be the largest of such intervals. First, let Then, the appropriate data length is with and arbitrary.
V. OVERALL SMOOTHING ERROR
By combining the results from Sections IV-B and IV-C, we now state the first main result of this paper.
Lemma V.1: Consider a discrete-time and discrete-state hidden Markov model with state variables and observations , where the subscript denotes time. The transition probability and observation matrices are parametrized as in (3) and (4), respectively. In addition, assume that the KL divergence (5) exists, and for all . Denote by the probability of smoothing error in optimally estimating the state of the HMM at time using a smoothing lag of , where and In addition, denote by the time at which the state makes a transition in the event that there is only a single transition over the interval . As , we have in in in (
for some and where and and denotes the MAP estimate of .
Proof: The result of the lemma is self-evident from the lower and upper bounds derived in Sections IV-B and IV-C, respectively.
The second and related result is as follows. Theorem V.1: Adopt the same assumptions as Lemma V.1. The asymptotic smoothing error as is (36) where is the stationary distribution of the Markov chain, and the depend on just the conditional distributions and . Proof: We will show first that (35) of Lemma V.1 actually implies (as )
To prove this is so, we will establish that the double summation on the right side of (35) is . This involves a dissection of the products in each summand. Consider first terms such as , and the same arguments apply to the term . As , it can be seen that , and in The final step of the proof is accomplished by appealing to stationarity and substituting and recalling that the probability of error in localizing the time of jump to the appropriate half interval is when starting from state and terminating at state . 
VI. SIMULATIONS
A series of simulations have been carried out, principally to demonstrate the order of magnitudes in the filtering and smoothing error probabilities for HMMs. It is seen that in general there is close agreement between theoretical predictions and experimental results.
In the simulations, we have used a two-state Markov chain with two possible discrete observations. We used the following combination as the basic system and alternatively varied the and matrices independently. For the first set of results (Figs. 4 and 5) , the system matrices are For each combination of , i.e., at a fixed , ten sets of state and observation sequences were generated, with 10 000 data points in each set. The smoothing lag chosen is 150, which was observed to be sufficient for the range of used in the present simulations to obtain the least smoothing error. The results presented are the averages of the smoothed estimates for each set.
VII. CONCLUSION
In this paper, we have extended the approach taken by Khasminskiiet al. [7] to derive the asymptotic smoothing error as via a series of hypothesis testing problems. It is seen that as , the smoothing error is , compared with for the filtering error. This also means that as , the relative improvement of smoothing over filtering is , which can be significant for small . These theoretical predictions were observed in our simulations.
APPENDIX A LARGE DEVIATION RESULTS
In this section, we summarize certain key results from large deviations theory (see also [10] and [11] 
where and are the large deviation rate functions with respect to the distributions and , respectively, evaluated at the threshold .
Let us now consider the Bayes probability of error, which is defined as [see also (9) ]
. For the best achievable Bayes error, we have ( [11, , ch. 3] ) the following theorem.
Theorem A.3: Consider a hypothesis testing problem consisting of hypotheses and with the Bayes probability of error defined above. If , then
where . In other words, the best asymptotic Bayes error is achieved by a Neyman-Pearson test with threshold .
A. Explanation for
In this section, we will apply Cramér's theorem and show that the definition of in [7] is related to maintaining the false alarm rate to be for a simple hypothesis problem, which we review now.
Given a set of observations , let us consider the following hypothesis testing problem.
: is a sequence of i. From Theorem A.3, it is seen that to achieve the best Bayes error the threshold is 0; hence, if , then will be declared, and if , the alternative hypothesis will be declared instead. We further assume that , i.e., state , is the hypothesis we wish to detect.
1) Fixing False Alarm Rate:
The false alarm rate can be set to a desired level, say , and small. By subsequently applying the Chernoff bound (Remark A.1), a sufficient data length can be determined such that this error probability is attained. That is (49) with the rate function, evaluated with respect to the distribution , and . Finally, using the convexity of the rate function (see Fig. 3 We note that since the true distribution is over . Now, using the Chernoff bound (see Appendix A) for the general case , we have (54) where , using convexity of the rate function. The analogous condition for is (55) where . In this situation, the observations are of law on , and hence, .
APPENDIX C INEQUALITY FOR CALCULATION OF LOWER BOUND
In this section, we will prove the relationship where is some constant independent of as . This inequality is crucial in determining a lower bound to the detection error in Section IV-A.
Using (54) and (55), we have for arbitrarily large but fixed and (56) where . Since (56) is bounded as , there obviously exists an (independent of ) such that (57)
We will now focus on the conditional probability and define . 
