Abstract. We consider the gravitational interaction of two point masses (or two perfect spheres) and a symmetric spheroid whose axis of symmetry is perpendicular to the plane of the centers of mass. Under appropriate approximations, the system formed by the three centres of mass decouples and may be considered as a separate three point mass problem with modified gravitational interaction. We find all the relative equilibria for the centres of mass system, and show that they can have isosceles or scalene configurations. The linear stability is studied by using the phase space splittings provided by the Reduced Energy Momentum Method.
1. Introduction. In dynamical systems with symmetry, a relative equilibrium is a solution to the equations of motion that projects to a fixed point on the quotient dynamics. In classical mechanical systems, a relative equilibrium may be understood as a steady state of motion in which the system as a whole rotates and translates, but its shape and scale remains unchanged. In celestial mechanics (the N -body problem), where the symmetry group is SE(3), a relative equilibrium is a solution such that the masses remain fixed in some rotatory frame with its origin at the centre of mass.
Throughout the history of celestial mechanics, the question of the stability of relative equilibria has attracted special attention, in part because it is inserted in the broader question of stability in the N -body problem, which has played a mayor role in the development of dynamical systems. In the classical three-body problem, it is well known that there are two types of relative equilibria. Their configurations can be either collinear, which are unstable, or in the shape of an equilateral triangle. The latter are linearly stable provided the mass is concentrated in one of the bodies. The criterion was known by Lagrange, and proved by a student of him [Ga1843] .
Consider a system formed by two point masses and one symmetric oblate or prolate homogeneous spheroid in gravitational interaction of masses m 1 , m 2 and m 3 , respectively.
Further, consider that the spheroid's axis of symmetry is perpendicular to the plane formed by the two point masses and its centre of mass. Under these circumstances, the dynamics of the system formed by the three centres of mass decouples and it becomes tractable as a three point mass problem with gravitational interaction (see [Dub74, Dub84, Tk95] ). Thus the effects coming from the possible tilt of the spheroid may be ignored. Truncating the gravitational harmonic series expansion after the first two terms, the mass centres form a three point mass system with a potential given by:
where G is the gravitational constant, r is the distance between m 1 and m 2 , l i , i = 1, 2, are the distances between the mass centre of the spheroid and m i , respectively, and J = (a 2 − c 2 )/10 with a and c being the equatorial and the polar radii of the spheroids, respectively. Since V (r, l 1 , l 2 ) is obtained by truncating the series expansion of the potential, it can be shown that the approximation above is valid within O (J/l 2 i ) 2 (see Section 3).
The scope of this paper is the study of non-collinear relative equilibria configurations formed by a three point mass system with a potential given by (1.1). We do not establish a priori a cutoff for J/l 2 i , but rather let it range over the interval which occurs naturally as the domain of existence of relative equilibria, and discuss subsequently the validity of the results. (Note that J/l 2 must be at least sub-unitary so that the potential truncation is somehow valid.) Also, we do not state our results in terms of the dimensions of the spheroid. The preliminary setup and computations related to three point-mass systems are taken from [ScSt06] , where the general implementation of the Reduced Energy Momentum (REM) method of Marsden & al. [Ma89] in the context of (general) central forces is studied.
Our work may be seen as part of a more general effort towards the understanding of the so-called full N -body problem where the N bodies are spatially extended and behave as rigid bodies. In this problem, the first term of the gravitational potential series expansion approximates the bodies as homogeneous spheres with the mass concentrated in the centres of mass; this leads to the usual N -body problem of celestial mechanics. The second term of the expansion depends on the tilt of the spheroid, is inverse proportional to the cube of the (averaged) distance between the bodies and it corresponds to an approximation of the bodies as homogeneous spheroids. In astronomy and space science literature, the coefficient of the latter, normalized by the square of some reference radius R 0 related to the body dimensions, is denoted J 2 . In our model (1.1), J 2 = (2R 2 0 )J = (2R 2 0 )(a 2 − c 2 )/10, where R 0 can be taken between min{a, c} and max{a, c}. (Here we sketch the main ideas related to the potential expansion used in this paper. For a comprehensive description of the gravitational potential theory, see, for instance, [StSc71, Vl71, MuDe00] ; some details referring to our model are given in Section 3).
With respect to the second approximation, J 2 > 0 and J 2 < 0 correspond to oblate (flattened) and prolate spheroids, respectively. Typical values of J 2 for the Sun and planets are small, of order 10 −2 (Saturn) to 10 −7 (Sun). As the distances between celestial bodies is large when compared to their dimensions, models which truncate the potential expansion after the first two terms are relevant. In contrast, asteroids are of highly irregular shapes, leading to high values of J 2 or to models where the approximation of the bodies as spheroids loses its validity.
From the dynamical systems theory standpoint, it is to expect that small "J 2 s" have minor dynamical implications. However, recent progress in space travel technology proved that a throughout understanding of the dynamical effects, based on a theoretical analysis followed by a higher precision in calculations, is highly beneficial. Thus, recently, the dynamical flow on the natural stable and unstable invariant manifolds of the collinear equilibria of the restrictedthree body problem (that is, the motion of an infinitesimal mass under the attraction of two point mass bodies) was used in a space mission ( [GKLMM04, SKLMPRW02] ).
When compared to the classical N -body problem, which in itself is still a paradigm of science, the full N -body problem is formidable in complexity. Consequently, the research literature is focused on various case studies as core for further extrapolations. We thus mention the papers of [Mac96, KoMaRoSc04, Sch02, BeSch08, Sch09] where the dynamics of the twofull body problem is analyzed. The restricted full three body problem (i.e., the motion of a "massless" point under the attraction of two spatially extended bodies) is investigated in [Be08] , and aspects related mainly to the location and stability of the equilibria can be found in [ShSu76, Sh01] and [AG12] . A three body system formed by two mass points and a gyrostat is presented in [GV10] . Other features of the full thee-body problem, including necessary conditions for the existence of relative equilibria, are studied in [Dub74, Vi77, Dub84, Tk95] . In [CE98, HeSt13] the authors retrieve the isosceles or scalene relative equilibria configurations in the three body problem with two punctual masses and a homogeneous spheroid, but neither the validity of the potential truncation nor the stability are investigated.
In this paper we analyse the Lagrangian relative equilibria in a model of the full three body problem which essentially is the classical three-body problem with a modified potential given by (1.1). A famous example of Lagrangian relative equilibria in our Solar system is given by the Sun-Jupiter-asteroid belt system, where the asteroids are concentrated mainly around the so-called L 4 and L 5 points. Other examples can be listed, for instance the Saturn-Tethys (moon)-Calypso (asteroid), or the Sun-Earth-asteroid 2010 T K 7 (see [NASA11]) systems. It is fair to say that, given the small masses of the asteroids, the model of the restricted three-body problem is adopted. However, recently there have been discovered three (full) body systems within asteroids and the Kuiper belt where the restricted three body problem model is not suitable (see Table 1 in [Li12] together with the references therein; note that two of the listed triple systems display comparable masses). Given the novelty of these discoveries, not much is known about these triple systems.
For general hamiltonian systems with symmetry group G, the Reduced Energy Momentum (REM) method provides a theoretical framework for the study of the G µ -stability of relative equilibria; that is, the stability of the flow modulo displacements along orbits associated to the action of the isotropy subgroup of a given momentum value µ. The method is based on the study of the hamiltonian vector field X H ξ , where H ξ = H − J ξ is the augmented hamiltonian. (Here J ξ is the hamiltonian function -momentum map-of the vector field defined on phase space by the action of the Lie algebra element ξ.) The REM method reduces the stability computation to a test of positive definiteness of the second variation of an amended potential restricted to a subspace of configuration variations. The method relies on a splitting of the space of phase space variations that has the additional property of bringing the linearized reduced equations of motion into a normal form. If the REM method fails, one may use the obtained normal form of the equations to test, with less computational effort, spectral stability. Moreover, provided the linearization matrix is semi-simple, spectral stability guarantees linear stability (see, for instance, [Me07] ).
In our problem, the existence and the shape of relative equilibria depends on only two of the parameters, that is, the normalized angular velocityξ := ξ/ G(m 1 + m 2 + m 3 ), and J. Note that since the homogeneity of Newtonian potential in the mass point approximation is lost, the relative equilibria do not scale in size and hence, the angular velocity cannot be fixed. We show that the relative equilibria exist in either isosceles or scalene configurations. The first occur for all J values such that J/l 2 ∈ (−7/24, ∞), where l 1 = l 2 = l, whereas the second are present for J/l 2
However, the range of J/l 2 must be adjusted, so that the physics of the problem makes sense, that is j/l 2 i must be small. The isosceles class is valid for J/l 2 in any neighbourhood of 0. In the case of the scalene configurations, for J/l 2 i in a neighbourhood of (−1/5), the first ignored term in the potential approximation is of order 10 −2 . As this is unsatisfactory for most realistic problems, the scalene relative equilibria can be declared as fictitious and further disregarded. However, since our scope is to offer a comprehensive analysis, we discuss the scalene class, too, and ask the reader to curtail the results function of the desired level of accuracy.
We characterize the relative equilibria triangle using the ratio between l 1 = l 2 = l and r in the isosceles case, and θ := l 1 /l 2 in the scalene case. The possible shapes appear as two dimensional surfaces (J,ξ, l/r) and (J,ξ, θ) spaces. The scalene configurations are present only for J < 0, and due to the symmetry obtained by interchanging m 1 → m 2 and l 1 → l 2 , it is to expect that they occur as pitchfork bifurcations. We determine that in parameter space the scalene configurations branch along the curve J = −(1/5) (5/2) 2/3ξ−4/3 and are represent a generic pitchfork in a unifying bifurcation diagram.
In the stability analysis, first we test the Lyapunov criterion via the REM method which proves to be indecisive. With respect to linear stability, we are able reduce the numbers of parameters by observing that the stability type is invariant under: a) a rescaling of the mass vector m = (m 1 , m 2 , m 3 ) coupled with a rescaling of the total angular velocity, and b) a length rescaling coupled with a rescaling of the oblateness parameter and another of the total angular velocity. We observe that such invariance properties are valid in a more general context, and prove some theoretical results applicable to general (Lie-symmetric) Hamiltonian systems. In particular, we prove a generalization of the usual symplectic transformation with multiplier scaling. In the case of isosceles triangles, the stability type depends only on the flatness of the spheroid and the mass distribution among the bodies, whereas in the case of scalene triangles, it depends on a shape parameter and the mass distribution. The stability results are presented using a colour code applied to the surface of mass distribution triangle (see details in Section 5.4.2).
As previously stated, the parameters are allowed to cover a range with marginally realistic bounds, with errors in the modelling reaching an of order of 10 −1 . If such errors are considered as unacceptable, then one concludes that scalene relative equilibria do not exist for realistic values of the parameters and thus all results related to these case must be discarded. Isosceles relative equilibria are present in all physically relevant models. They are linearly stable only when the mass is mostly concentrated in one of the three bodies. The stability region in the mass distribution triangle increases as the spheroid goes from (slightly) oblate to (slightly) prolate.
The paper is organized as follows: in Section 2 we briefly review the three point mass systems with central forces and deduce the reduced Lagrangian relative equilibria equations. In Section 3 we model a system formed by two mass points and a spheroid and show that in a second approximation and ignoring the spheroid's possible tilt, it reduces to a three point mass system with a potential given by (1.1). In Section 4, we find the Lagrangian relative equilibria, remark on their validity, from a physical point of view, find the scalene-isosceles bifurcations curve, and provide the unifying bifurcation diagram. In Section 5 we study the stability of the relative equilibria. We begin by presenting the REM phase-space splitting as applied to our problem. We continue by discussing the spectral polynomial and its invariance properties. Using the general theorems presented in the Appendix, we are able to reduce the number of parameters. We further describe the stability algorithm, introduce the mass distribution triangle and explain the stability colour code used. The results are discussed for the isosceles family and for the scalene families separately. The Conclusions summarize the most important and interesting findings of our work. In the Appendix we state and prove our theoretical results on general (Lie-symmetric) Hamiltonian systems scalings.
2. Three point mass systems. Consider an isolated system formed by three point masses where the mutual interaction between any two masses i and j has a potential energy of the form ǫ ij f ij (r ij ) where ǫ ij is a constant, r ij is the inter-particle distance, and f ij is a bonding potential function describing the interaction of masses i and j. The constant ǫ ij could be absorbed into the definition of the function f ij , but we choose to keep it separate since in some applications not all of the functions f ij are identical. The constant ǫ ij may depend, for example, on the masses or charges of particles i and j.
We choose to describe the system in Jacobi coordinates (r, s), where r is the relative vector from the first to the second mass and s is the position vector of the third mass relative to the center of the mass of the first two. See Figure 2 .1. Let the masses of the particles be m 1 , m 2 , m 3 , and define
Then the potential energy is given by
After reduction by the translational symmetry of the problem, the Hamilton function is: where
and p r and p s are the corresponding momenta to r and s, respectively. Since we are interested only in non-degenerate and non-symmetric relative equilibria, the configuration manifold is given by (r, s) ∈ Q := R 3 × R 3 \ A, where A is the set of double and triple collisions or symmetric configurations (i.e. collinear r and s). The spatial rotation group SO(3) acts naturally on Q, and by (co)tangent lifts on the phase spaces T Q and T * Q. We make the usual identification of so(3) with R 3 , so the infinitesimal generator of ξ e ∈ so(3) is
From this and the definition of the momentum map (Equation 2.3), it follows that the momentum map J : T * Q → so(3) * is given by
Since the Hamiltonian (in Equation 2.3) is invariant under the SO(3) action, J is conserved along the flow (this is the well-known conservation of angular momentum). By direct calculation, the locked inertia tensor can be shown to be
where (v ⊗ w)(ξ, η) := (v · ξ)(w · η) and I 3 is the 3 × 3 identity matrix. The relative equilibria are given by the critical points of the augmented potential; see [Ma92] for details. In our case, the augmented potential takes the form:
and the relative equilibria are the solutions of:
Rearranging the terms in (2.9), we obtain:
We conclude from these equations that either ξ e is coplanar with r and s, or r · ξ e = s · ξ e = 0. In the latter case, since r and s are assumed to be noncollinear, ξ e must be perpendicular to the plane spanned by r and s, and it follows from Equation 2.5 that the motion remains in a fixed plane.
We call a relative equilibrium Lagrangian if the three mass points are noncollinear but their motion is confined to a fixed plane which, without loss of generality, we assume to be the xy-plane. Let ξ e be the angular velocity of such a relative equilibrium. From Equation (2.5), we see that in order for the motion to remain in the xy-plane, ξ e must be perpendicular to it, i.e. ξ e = (0, 0, (ξ e ) z ) . Making this assumption, the terms r · ξ e and s · ξ e in the augmented potential (2.8) vanish, while ξ 2 e becomes (ξ e ) 2 z . Thus for retrieving Lagrangian relative equilibria and together with any possible (planar) bifurcations, we may consider that the augmented potential expression is given by
One can easily check that the system (2.10) is now equivalent to
These are the conditions for the existence of a Lagrangian relative equilibrium in the xy-plane. Given a Lagrangian relative equilibrium (r e , s e ), we can choose the coordinate system so that r e = (r, 0), s e = (d, h) , (2.13) with r > 0 (i.e. r = |r|). The parameters r and h are the "base" and "height" of the triangle, respectively. Since the three mass points are assumed to be noncollinear, h is nonzero. The parameter d > 0 represents that distance from the centre of mass of m 1 and m 2 to the point where the height h intersects the base r.
Without loss of generality, from now on we will assume that m 1 ≥ m 2 . Denote:
Also, the lengths of d and h may be expressed in terms of l 1 , l 2 and r as follows:
3. The potential modelling. The full three body problem concerns the motion of three spatially extended rigid bodies with gravitational interaction. A comprehensive general study of the full three body problem is given by Duboshin (see [Dub74] and references therein).
The full three body problem is said to be in a roto-translational regime when the dynamics decouples into the motion of the centres of mass and the motion of each rigid body. As previously proven (see [Tk95] and references therein), this is possible when each body is an ellipsoid of revolutions with symmetry axis perpendicular to the equatorial plane of the motion of the centres of masses. In this case, the decoupled motion of the centres of mass is modelled by a three point mass system with a mutual potential of the form:
where G is the gravitational constant, and m i , a i and c i are the mass, the equatorial and the vertical axes of ellipsoid i, respectively, i = 1, 2, 3 and F (n) ij , 1 ≤ i < j ≤ 3 are homogeneous polynomials of degree n in (a 2 i − c 2 i ) and (a 2 j − c 2 j ). Consider the roto-translational regime for a gravitational systems formed by two spherical bodies of masses m 1 and m 2 , respectively, and a spheroidal mass m 3 . We assume throughout that the bodies are of homogeneous, that is, within each body the density is constant. We are interested in the existence and stability of the planar relative equilibria configurations formed by the three centres of mass only, which we call the reduced Lagrangian relative equilibria. In this case, the potential (3.1) fits into the framework given by formula (2.2) by identifying the coefficients ǫ ij := Gm i m j and the functions f ij , 1 ≤ i < j ≤ 3 where
and so the expression (3.1) becomes
Using classical potential theory and taking into account that the punctual masses m 1 and m 2 are in the equatorial plane of m 3 , it can be shown that the polynomials F (n) 1j (a 2 3 − c 2 3 ), j = 2, 3, depend on the dimensions of m 3 only and are given by
where ρ is the constant density within the body,r := (x 2 + y 2 + z 2 ) 1/2 andθ = z/r are coordinates within the body and P 2n (x) are the Legendre polynomials. (For details on the gravitational potential expansions for a homogeneous spheroid, see, for instance [StSc71] and [MuDe00] ). The first terms of V can be written as
Calculating the first terms we have
where A and C are the principal moments of inertia with respect to a horizontal and the vertical axes, respectively. It astronomy and space science it is customary to write V under the form
with
8)
where R 0 is some reference radius taken such as min{a 3 , c 3 } < R 0 < max{a 3 , c 3 }. (Usually R 0 is the equatorial radius a 3 of the spheroid.)
Assuming that the dimensions of the spheroid are much smaller than any of the distances l 1 = |s + α 1 r| and l 2 = |s − α 2 r|, we retain the first order approximation n = 1 for which we obtain
where, to ease notation, we use
Note that J > 0, J = 0 and J < 0 correspond to the spheroid being oblate, spherical and prolate, respectively. From now on, we shall call J the oblateness of m 3 .
The model (3.10) is physically reasonable as long as the dimensions of m 3 are much smaller than the distance between the three centres of mass of the bodies, that is,
These conditions imply that both the sum (a 3 + c 3 ) and the difference (a 3 − c 3 ) are small when compared to l i and, in particular, we must have
Note that using (3.6), the first ignored terms in the potential expansion are
In what follows we allow J/l 2 i to take values in a non-realistic interval
as this range emerges naturally for the existence of relative equilibria (see Section 4.3, Remark 4.7). Note that at the boundary J/l 2 i = −1/3, since (3/2)(J/l 2 i ) 2 ≃ 0.16, the truncation of the potential expansion is valid within O(10 −1 ).
Remark 3.1. We emphasize that high values of |J|/l 2 i do not make sense physically. In practical applications one should establish a realistic cutoff, function of the desired level of accuracy. Along the paper we will remark on the validity of the results from a physical point of view.
Existence of relative equilibria.
4.1. Relative equilibria conditions. Using (2.11), the augmented potential reads:
where we used (2.15) to express s 2 and to avoid cluttering in notation, we used ξ z instead of (ξ e ) z . Relative equilibria (RE) are found as critical points of the augmented potential and so they are given by the solution of
where we denoteξ
and m T is the total mass, i.e. m T := m 1 + m 2 + m 3 .
Remark 4.1.Any solution (l 1 , l 2 , r) of (4.2) must fulfill the triangle inequalities. In particular, we must have l 1 + l 2 > r. Note that l 1 + l 2 = r corresponds to a collinear configuration (a degenerated triangle).
Denoting x = 1/l 1 and y = 1/l 2 , the last equality in (4.2) is equivalent to
which we can write as
where
. We observe that the Lagrangian triangular RE show up in two families: one of isosceles configurations and one of scalene configurations, depending on whether the first or second factor in the left-hand-side of (4.3) cancels.
Remark 4.2.Meaningful physical interpretations of the occurring families of relative equilibria may be obtained by studying restrictions of the RE conditions toξ = const. or J = const. This point of view is adopted in [HeSt13] .
4.2. Isosceles RE. The isosceles relative equilibria are solutions of (4.2) with l def = l 1 = l 2 where, given the triangle inequality, the sides (l, r) belong
√ Gm T as a parameter, the isosceles configurations form a co-dimension two surface in the space (J,ξ, l, r) :
An alternative description of the isosceles relative equilibria is obtained by introducing the non-dimensional parameter j def = 3J l 2 , called relative flatness, which will allow us to comment on the configurations' shape and the validity of the model. The relative equilibria conditions (4.2) take the form
It follows that the isosceles RE are parametrized by (j, l, m T ) according to
It is thus apparent that the isosceles RE are defined only for j ≥ −1. This, however, does not yet take into account the triangle inequality l/r ≥ 1/2 which, from the second equality in (4.5), takes the form 1 + j ≥ 1/8, hence j ≥ −7/8 , equality corresponding to a degenerate triangle where the oblate body is in the middle of the segment joining the two point masses. Note that r/l can take any value in the interval (0, 2) for some appropriate value of j. In summary, Proposition 4.3. The family of isosceles relative equilibria is parametrized by (j, l, m T ) ∈ (−7/8, ∞)× R + × R + according to equations (4.6), with angular velocity ξ z = √ Gm Tξ . Every isosceles shape exists within this family.
Remark 4.4. As noted in Remark 3.1, in practical applications, |J|/l 2 must be small. Since isosceles relative equilibria exist for j ∈ (−7/8, ∞) and J/l 2 = j/3, we deduce that this class of relative equilibria is present for all values realistic (small) values of J/l 2 . Proposition 4.3 can be reformulated in terms of the "more physical" parameters J (oblateness), l/r (configuration shape) andξ (normalized angular velocity), as follows. The family of isosceles relative equilibria is the two dimensional surface in parameter space (J, l,ξ) defined by the equationξ 2 l 3 = 1 + 3J/l 2 . The image of this surface under the homeomorphism (J, l,ξ) → (J,ξ 2/3 l,ξ),ξ = 0, constitutes the surface of isosceles relative equilibria in parameter space (J, l/r,ξ). A portion of this surface is pictured in Figure 4 .1-(a) It is parametrized by pairs (l, j), l > 0, j > −7/8 through the equations
Note thatξ, l and j are related through the non-dimensional equation
4.3. Scalene RE. Other possible RE configurations are determined by equating to zero the second factor of (4.3). In this case, we pass to polar coordinates x = ρ cos θ, y = ρ sin θ, where 0 < θ < π/2 since both x and y are positive. Equating to zero de second factor in the l.h.s. of (4.3) yields, 3J ρ 2 p 4 (cos θ, sin θ) + p 2 (cos θ, sin θ) = 0 .
Therefore
which is obtained from the identity p 2 (x, y)/p 4 (x, y) = (x 3 − y 3 )/(x 5 − y 5 ). Note that R(θ) is continuous (the discontinuity at θ = π/4 is removable) and, on the interval of interest
We see then that the second factor in the l.h.s. of equation (4.3) can be zero only for negative J. It is verified that the first inequality in (4.10) becomes equality precisely at θ = 0 or π/2 and R(θ) attains its maximum at θ = π/4. Also, R(θ) = R(π/2 − θ). The expressions for l 1 , l 2 and r induced by solution (4.8) are
and
(a) (b) (Notice that R(θ) = Q 3 (θ)/Q 5 (θ).) These correspond to scalene triangular configurations. Note that at θ = π/4 the configurations become isosceles, since:
Thus the scalene meet the isosceles triangles along the curve:
(4.14) Figure 4 .2 shows the graphs of the sides of the scalene triangles as functions of θ. Note that changing θ to π/2 − θ corresponds to interchanging the roles of l 1 and l 2 , and thus to a reflection symmetry about the perpendicular bisector of the segment joining m 1 and m 2 .
Remark 4.5. It is verified that the expressions 1 + 3J/l 2 1 and 1 + 3J/l 2 2 , which need to be positive in (4.2) in order for r to be defined, are indeed so for 0 < θ < π/2. It is also verified that the triangle inequalities for l 1 , l 2 , r are satisfied.
Remark 4.6.The trick to obtain (4.12) is to start from the symmetric expression 2r 6 = l 6 1 (1 + 3J/l 2 1 ) −2 + l 6 2 (1 + 3J/ 2 2 ) −2 , expressing l 1 , l 2 in terms of (4.11). (The sixth power is needed to eliminate fractional exponents.)
Remark 4.7. The conditions 1 + 3J/l 2 i > 0, i = 1, 2 lead to the bounds (3.15). Recall that our modelling has physical meaning for |J|/l 2 i small; see Remark 3.1. Using (4.11), we have In summary, Proposition 4.8. The family of scalene relative equilibria is parametrized by (J, θ, m T ) ∈ R − × (0, π/2) × R + according to equations (4.11) and (4.12), with angular velocity ξ z = √ Gm Tξ , withξ = ±r −3/2 .
Remark 4.9.Proposition 4.8 can be interpreted in terms of the parameters J (oblateness), θ = arctan(l 1 /l 2 ) (configuration shape) andξ (normalized angular velocity), by saying that the family of scalene relative equilibria is the graph of the function (θ, J) →ξ, defined bȳ
together with the graph of (θ, J) → −ξ, with J < 0 and 0 < θ < π/2. A portion of the graph ofξ(θ, J) is pictured in Figure 4 .1-(b)
4.4. A unifying bifurcation diagram. We have seen that, for fixed m T = m 1 + m 2 + m 3 , the isosceles family of relative equilibria may be parametrized by (l, j) ∈ R + × [−7/8, ∞) with j = 3J/l 2 , and the scalene family by (J, θ) ∈ R − × (0, π/2). The scalene configurations are present only for J < 0 and, due to the symmetry obtained by interchanging m 1 → m 2 and l 1 → l 2 , it is to expect that they occur as pitchfork bifurcations. In order to visualize both families simultaneously, it is useful to consider the expression |ξ|l 3/2 , wherel
Then, for both the isosceles and scalene families,|ξ| l 3/2 = (l/r) 3/2 . For the isosceles family we have, from (4.2) and the condition l 1 = l 2 , that
For the scalene family, we first compute using (4.11) and (4.12) thatl/r = T (θ), where
Hence we can write |ξ|l 3/2 = T 3/2 (θ) . for the isosceles and scalene families, respectively. We can regard both maps as a single map whose domain is the set of Lagrangian relative equilibria with m T fixed and whose range is the θ vs. |ξ|l 3/2 plane. The image of this map is plotted in Figure 4 .3.
Observations:. 1. The isosceles family lies on the horizontal line θ = π/4 and the scalene family on the curve defined by equation (4.17), which is symmetric with respect to reflection about the isosceles line. 2. The isosceles and scalene curves meet at (l 3/2ξ , θ) = ( 2/5, π/4), which corresponds to j = −3/5, or, equivalently, to J/l 2 = J/l 2 = −1/5. Eliminatingl froml 3/2ξ = 2/5 and J/l 2 = −1/5, we deduce that in the (ξ, J) parameters space, the scalene configurations branch from the isosceles at points on the curve J = (−1/5) (2/5) 2/3ξ −4/3 .
3. Both the isosceles and scalene curves lie on the semiplane |ξ|l 3/2 > 1/ √ 8. For the isosceles curve, this follows from (4.7) and (4.16). For the scalene curve, this follows from (4.17) and lim a scalene family of relative equilibria bifurcates from the corresponding isosceles relative equilibrium in the set (4.4) (or, equivalently, obtained by solving equations (4.5), where j = 3J/l 2 ). The bifurcating scalene relative equilibria are determined by the relations (4.11)-(4.12).
5. Stability.
Spectral stability.
To study stability we apply the Reduced Energy Momentum (REM) method (see [Ma92] ) and use the calculations specific to three point mass systems presented in [ScSt06] . Note that REM is specific to simple mechanical systems, i.e., systems of the form "kinetic plus potential" with continuous symmetry. For these systems, using the usual notation (q, p) for the coordinates and momenta, a relative equilibrium solution (q e , p e ) with group velocity ξ e and momentum µ e is fully determined by the relative equilibrium configuration q e . The REM method reduces the stability computation to a test of positive definiteness of the second variation δ 2 V µe at q e of the amended potential V µe (q) := V (q) + 1 2 µ e I −1 (q)µ e , restricted to a subspace of configuration variations. The method relies on a splitting of the space of phase space variations that has the additional property of bringing the linearized equations of motion into a normal form.
In short, the tangent to the configuration space at the relative equilibrium allows a threeway splitting T qe Q = M ⊕ V RIG ⊕ V IN T . The subspace M contains variations along the symmetry group and the corresponding δ 2 V µe M matrix block is always zero. The subspace V RIG contains rigid variations which, loosely speaking, do not affect the shape of the relative equilibrium configuration which is perceived as a rigid body. The subspace V IN T is normal to W ⊕ V RIG and is formed by internal variations which deform the relative equilibrium configuration. For example, for three points mass systems rotating about an axis perpendicular to plane of the points, the variations along M give infinitesimal rotations of the relative equilibrium triangle about its own rotation axis; the variations along V RIG take the "rigid" relative equilibrium triangle out of its plane; and the variations those along V IN T change the shape the relative equilibrium triangle, while the triangle remains in the same plane.
In [ScSt06] , it is shown that the δ 2 V µe V INT matrix block is positive definite. Further, the space of internal variations is calculated
δs y = 0 and δr z = δs z = 0}, (5.1) and the nonlinear stability matrix
α 2 V ryry + 2αV ry sx + V sxsx αβV ryry + βV rysx + αV rysy + V sxsy βV rxry + V rxsy αβV ryry + βV rysx + αV rysy + V sxsy β 2 V ryry + 2βV rysy + V sysy
.
It is known that the stability of the equilateral Lagrangian relative equilibria for three mass point systems with gravitational interaction (J = 0) cannot be decided by REM: the second variations of the augmented potential has index 2 (two of the eigenvalues of δ 2 V µe V INT are negative). Our numerical experiments confirm that this is the case for J = 0 as well.
We thus resort to spectral analysis. Recall that in the case of Hamiltonian systems with diagonalizable (over the field of complex numbers) linearized, spectral stability is equivalent to linear stability. The tangent space to the reduced space at the relative equilibrium accepts a three-way splitting splitting S RIG ⊕ W IN T ⊕ W * IN T associated to the splitting of the configurations space. Using again the theoretical calculations presented in [ScSt06] we write directly the linearized reduced vector field of the system:
The upper-left 2 × 2 block of L corresponds variations along S RIG ; it is immediate that its eigenvalues are ±iξ z . The remaining 6 × 6 block 0 B −1 δ 2 K −B −1 δ 2 V µe −B −1 SB −1 δ 2 K corresponds to variations along W IN T ⊕ W * IN T and its eigenvalues, given by the roots of
decide the spectral stability. The expression in (5.2) will be referred to as the spectral polynomial.
Reduction of parameters.
As we saw in Section 4, the relative equilibria states depend on three parameters: (j, l, m T ) for the isosceles family and (J, θ, m T ) for the scalene family (see Propositions 4.3 and 4.8). In the stability analysis the magnitude of the three masses also play a role and therefore, in principle, five parameters are required to characterize the stability of the system.
It turns out that we can scale back the number of parameters that need to be considered. This is due to the fact that the stability type is invariant under two transformations: a) mass rescaling and b) length rescaling coupled with a rescaling of the oblateness parameter. More precisely:
Proposition 5.1. Given s e = (l 1 , l 2 , r) a relative equilibrium configuration with corresponding angular velocity ξ, oblateness parameter J and masses m = (m 1 , m 2 , m 3 ), let spec(s e , ξ, J, m) be the set of roots of the spectral polynomial (5.2). Then, for τ ∈ R + , 1. spec(s e , √ τ ξ, J, τ m) = √ τ spec(s e , ξ, J, m). Thus, the nature of the roots of the spectral polynomial (i.e., whether they are real, complex or purely imaginary) is invariant under the simultaneous rescaling m → τ m, ξ → √ τ ξ.
2. spec(τ s e , τ −3/2 ξ, τ 2 J, m) = τ −3/2 spec(s e , ξ, J, m). Thus, the nature of the roots of the spectral polynomial is invariant under the simultaneous rescaling J → τ 2 J, s e → τ s e , ξ → τ −3/2 ξ. Proof. We apply Proposition A.5 proved in the Appendix which can be restated as follows: after any of the rescalings we are considering, the linearization of the Hamiltonian vector field (associated to the augmented Hamiltonian) is conjugate to the linearization of the Hamiltonian vector field before rescaling, multiplied by a positive constant. Hence, the nature of their spectrum is invariant under each of the two rescalings. Q.E.D..
Stability analysis algorithm.
The stability type of the relative equilibria is determined by the roots of the spectral polynomial (5.2): the relative equilibrium is linearly stable if all the roots of the spectral polynomial are strictly imaginary; it is unstable if at least one of the roots has positive real part.
It is verified that the spectral polynomial is a cubic polynomial in λ 2 with real coefficients and hence the roots are symmetric with respect to conjugation and reflections through the origin (as they should be according to the hamiltonian nature of the system). Thus we can write det
where f (z) is of the form,
It follows that a relative equilibrium is linearly stable if all the roots of f are real and strictly negative, and it is unstable otherwise. Following Cardano's formula for the cubic equation (cf. [AbSt65] ), we know that the roots z 1 , z 2 , z 3 of f (z) are all real if D ≤ 0 and two roots are complex conjugate if D > 0, where D := Q 3 + R 2 (the discriminant) and
Also, from Vieta's formulae, a 0 = −z 1 z 2 z 3 , a 1 = z 1 z 2 + z 2 z 3 + z 3 z 1 and a 2 = −(z 1 + z 2 + z 3 ). The algorithm for determining the spectral stability of a relative equilibrium is based on the following lemma. Lemma 5.2. Let p(x) = a 0 + a 1 x + a 2 x 2 + x 3 and let D be the discriminant introduced above. Suppose that D ≤ 0 (hence the roots of p(x) are real). Moreover, assume that zero is not a root of p(x). Then all the roots of p(x) are negative if and only if a 0 > 0 and a 1 > 0 and a 2 > 0 .
(5.5)
Proof: Suppose that all the roots are negative. Then Vieta's formulae imply inequalities (5.5). To prove the converse, assume that (5.5) holds. Descartes' rule of signs states that the number of positive roots is equal to the number of sign changes between consecutive nonzero coefficients (ordered by descending variable exponent), or is less that it by an even number. Since in our case the number of sign changes is zero, the maximum number of positive roots is zero. Q.E.D..
Algorithm.. Given a relative equilibrium, let f (λ 2 ) be its spectral polynomial as defined by (5.3) and Λ its set of roots. Based on lemma 5.2, the algorithm for determining the relative equilibrium's spectral stability type is as follows:
Step 0: Compute a i = b i /b 3 , i = 0, 1, 2, and the associated discriminant D, where the b i 's are the coefficient of f (x) as in (5.4). Next, using the nomenclature of Step 2 a 0 = 0 Λ is type B continue to step 3
Step 3 a 0 < 0 or a 1 < 0 or a 2 < 0 Λ is type C Λ is type D Table 5 .1 Spectral type of Λ, the set of roots of the spectral polynomial f (λ 2 ).
for mass distribution among the three bodies and the oblateness of the third body. It is for this reason that no color is assigned to Λ of type B. Case of J = 0. To put the algorithm in perspective, let us briefly look at the case J = 0, which corresponds to the classical problem of three point masses.
In this case, equation (4.2) implies that the relative equilibrium configuration is, for any combination of the three masses, an equilateral triangle. Let l be the length of the sides of this triangle. The system is invariant under permutation of the masses and thus we simplify the expression for D by writing it in terms of the permutation-invariants m T := m 1 + m 2 + m 3 , µ := m 1 m 2 + m 2 m 3 + m 3 m 1 , andτ := m 1 m 2 m 3 . Furthermore, Proposition 5.1 implies that D depends on the masses only through µ :=μ/m 2 T and τ :=τ /m 3 T .
A computation shows that, in terms of these parameters,
so that D is in fact independent of τ . Notice that D ≤ 0 if and only if µ ≤ 1/27 and it is verified that in this case f (z) has no positive roots. Thus the system is spectrally stable if and only iff µ ≤ 1/27, as it was known to Lagrange.
Stability of isosceles relative equilibria.
Recall from section 4.2 that the isosceles family of relative equilibria is parametrized by (j, l, m T ), according to equations (4.6) and ξ z = √ Gm Tξ . Here l is a length scale parameter and m T is the total mass. Hence, from the rescaling invariance stated in Proposition 5.1, Proposition 5.5. The stability type of an isosceles relative equilibrium parameterized by (j, l, m T ) is independent of l and m T . It only depends on the relative flatness j and on the mass distribution among the three bodies.
5.4.1. Case of equal point masses (m 1 = m 2 ). In studying how the stability nature of the relative equilibria depends on the mass distribution and the relative flatness j, it is illustrative to start with the case when the two point masses have the same mass. So in this case we put m 1 = m 2 = m and m 3 = m T − 2m. Keeping m T fixed, there is a one-to-one correspondence between m and µ only when µ < 1/4. Indeed, the equation µ = m(2m T − 3m)/m 2 T has a unique solution with m in the range 0 ≤ m ≤ m T /2 if and only if µ < 1/4. Thus, the parameter µ does not serve to identify a single mass distribution when µ is greater than 1/4, which is the situation when j takes negative values to the left of the region shown in Figure 5 .1-(a). It is for this reason that, to show the stability regions corresponding to all possible negative values of j, we switch in Figure 5 .1-(b) to the parameter m/m T on the vertical axis.
Observations. 1. At j = 0 linear stability corresponds to µ ≤ 1/27; equivalently, m/m T ≤ (3−2 √ 2)/9 ≈ 0.0191. This means that the total mass is mostly concentrated on the body m 3 . 2. Near j = 0, the area of the region of linear stability grows as j goes from positive to negative. 3. There is a value j c ≈ −0.454629 such that for −3/5 < j < j c the relative equilibrium is linearly stable for any value of m (i.e. any distribution of the masses). 4. At j = −3/5, and for every value of m, two eigenvalues collide at the origin. For every −7/8 < j < −3/5 the relative equilibrium is linearly stable if m 3 is small enough (the total mass is mostly concentrated on the two point masses). the three bodies. This is achieved by representing each mass distribution as a point in an equilateral triangle, whose vertices represent each body (see ??).
So consider an equilateral triangle of height m T , henceforth called the mass distribution triangle, with vertices labeled "1", "2" and "3". A triad of masses (m 1 , m 2 , m 3 ) is represented in the interior of such a triangle by the point P whose distance to the side opposite to vertex k is equal to m k , k = 1, 2, 3. This makes sense because the sum of the distances from any point to the sides of an equilateral triangle is equal to its height. We say that the trilinear coordinates of P are (m 1 , m 2 , m 3 ).
Thus, for example, a point on the 3rd vertex has coordinates (0, 0, m T ) and corresponds to the total mass being concentrated on the 3rd body; and a point on the side opposite to the 3rd vertex has coordinates (m 1 , m 2 , 0), with m 1 + m 2 = m T .
General case (arbitrary masses).
The stability type of an isosceles relative equilibrium with relative flatness j and given masses depends only on the position of its representative point on the mass distribution triangle (MDT).
The plot series in Figure 5 .2 show the stability regions, within the MDT, for various values of j. The left and right vertices correspond, respectively, to the total mass being concentrated on m 1 and m 2 ; the top vertex represents the total mass being concentrated on the oblate/prolate body m 3 . The MDT is divided into regions whose stability type is determined by the color scheme in Table 5 .1. As reference, the circle µ = 1/27 is included in each plot (in blue); we call it the classical critical stability circle. The region outside the MDT has of course no physical meaning.
Observations:. 1. For 0 ≤ j < 1, the region of linear stability is the union of three small domains, each one close to a vertex of the mass distribution triangle. Thus, an isosceles relative equilibrium is linearly stable only when the mass is mostly concentrated in one of the three bodies. 2. For j = 0, the region of linear stability is the small area inside the mass distribution For negative values of j, the region of stability in the mass distribution triangle grows as j becomes more negative, and for −3/5 < j < j c ≈ −0.454629 an isosceles relative equilibrium is stable for every mass distribution. 5. For j > −3/5, going from linear stability to instability (by varying either j or the masses) causes a pair of eigenvalues to experience a Krein collision, as they collide on the imaginary axis and split into the complex plane. 6. At j = −3/5 another bifurcation occurs, this time involving a collision of eigenvalues at the origin. It is precisely at this value of j where we have the branching off of the scalene families of relative equilibria. 7. For values of j slightly smaller than −3/5, the system is unstable for nearly every combination of the masses. As j becomes more negative, a region of stability starts to grow near the base of the mass distribution triangle (i.e. where m 3 is nearly zero). Though small, the mass m 3 attains its maximum value within the region of linear stability precisely when m 1 = m 2 . 8. For −7/8 < j < −3/5, going from linear stability to instability (by varying either j or the masses) causes a pair of imaginary eigenvalues to collide at the origin. 9. Notice that Figure 5 .1-(b), inverted vertically, is recovered by stacking up the heights of the mass distribution triangles in the plot series in Figure 5 .2. (By "height" we mean here the perpendicular bisector of the base.) Remark 5.6. To substantiate item 3 in the previous list of observations, we look at p k (λ), defined as the limit of the normalized spectral polynomial as a point in the mass distribution triangle approaches vertex k. (We say that a polynomial is normalized if the coefficient of its highest order term is one.) From (5.3) and (5.4) we know that p k (λ) is a cubic polynomial in λ 2 . In fact, it is verified that p k (λ) = λ 2 q k (λ 2 ), where
(Because of symmetry, q 2 (x) = q 1 (x).) It is easily verified that both q 1 (x) and q 3 (x) have real roots for all j and have a positive root if and only if j > 1. It follows that, for all j > 1, as a point in the mass distribution triangle approaches one of the vertices, its corresponding spectral polynomial will have a positive real root.
5.5. Stability of scalene relative equilibria. Recall from section 4.3 that the scalene family of relative equilibria is parameterized by (J, θ, m T ) according to equations (4.11) and (4.12), with angular velocity ξ z = √ Gm T r −3/2 . Note that √ −J is a length scale parameter (and thus plays the role that l played for the isosceles relative equilibria). Indeed, rescaling J → τ 2 J automatically rescales the sides of the triangle by a factor τ and the angular velocity by a factor τ −3/2 . It thus follows, from Proposition 5.1, that: Table 5 .1 for the color scheme.)
Proposition 5.7. The stability type of a scalene relative equilibrium parameterized by (J, θ, m T ) is independent of J and m T . It only depends on the shape parameter θ and on the mass distribution among the three bodies.
In order to visualize the dependence of stability on the mass distribution, we again use trilinear coordinates; these are explained in section 5.4.2. The plot series in Figure 5 .3 show, following the color scheme in Table 5 .1, how the stability type distributes within the mass distribution triangle, for various values of the shape parameter θ.
Observations:. 1. The plot series in Figure 5 .3 is arranged according to increasing values of θ, with 0 < θ < π/4. This corresponds to traversing, from left to right, the bottom branch of the curve of scalene relative equilibria in Figure 4 .3. These are the relative equilibria with l 1 /l 2 < 1. 2. The plot corresponding to θ ′ with π/4 < θ ′ < π/2 (not shown in Figure 5. 3) is obtained by reflecting the plot for θ = π/2 − θ ′ about the perpendicular bisector of the base. 3. As θ → 0 every mass distribution gives an unstable scalene relative equilibrium. 4. As θ takes increasing values away from zero, a region of linear stability starts to grow from the side of the mass distribution triangle that corresponds to m 2 = 0. 5. As θ → π/4, the region of linear stability fills out the entire left half of the mass distribution triangle. Hence, if l 1 < l 2 then, as l 1 → l 2 , the corresponding scalene relative equilibrium becomes linearly stable for every mass distribution amongst the bodies, provided that m 1 > m 2 . (A symmetric statement can be enunciated for the case l 1 > l 2 .) 6. At θ = π/4 the scalene and isosceles families meet. At this configuration, (at least) two roots of the spectral polynomial collide at the origin, regardless of the mass distribution. 7. For the entire family of scalene relative equilibria, going from linear stability to instability, by varying either θ or the mass distribution, causes a pair of roots of the spectral polynomial to collide at the origin.
5.6. Bifurcation of stability. We now go back to the bifurcation diagram discussed in section 4.4 (see Figure 4. 3) in relation with the stability analysis so far discussed. It is here where the full reach of the parameter-invariance stated in Proposition 5.1 comes into light.
Recall from Propositions 5.5 and 5.7 that the stability type of relative equilibria only depends on the relative mass distribution among the bodies, and the relative flatness j (for the isosceles RE) or the shape parameter θ (for the scalene RE). Recall also, from (4.16), that for the isosceles RE j is in one-to-one correspondence with the value of |ξ|l 3/2 . It follows that the stability type of a relative equilibrium, either isosceles or scalene, is completely determined by 1. the position of its corresponding point on the bifurcation diagram in Table 5 .1 for the color scheme. The diagram only depends on the relative mass distribution (represented by corresponding the point on the equilateral triangle).
6. Conclusions. Our work presents a study of the relative equilibria and their stability of the system formed by centres of mass of two mass points and a spheroid in the rototranslational regime. This is a problem with 5 parameters: the total angular velocity of the system, the oblateness J of the spheroid and the three masses. The stability analysis is performed by employing the coordinates used in the Reduced Energy Momentum method. In our calculations we reduce the numbers of parameters by exploiting some invariance properties of the characteristic polynomial; in this context we provide some results applicable to general Hamiltonian systems. Some of our main findings are:
1. The relative equilibria of the modified three-body problem with a potential given by (3.10) are of isosceles and scalene configurations with parametrisations given by relations (4.6) and (4.11)-(4.12).
2. The isosceles families exist for prolate and oblate bodies (J both negative and positive), whereas scalene families exist only for prolate bodies (J < 0).
3. At each point on the curve J = (−1/5) (2/5) 2/3ξ −4/3 a scalene family of relative equilibria bifurcates from the isosceles relative equilibrium corresponding to the pair (ξ, J) in the set (4.4) (or, equivalently, obtained by solving equations (4.5). The bifurcating scalene relative equilibria are determined by the relations (4.11)-(4.12).
4. For describing isosceles configurations (r, l, l) we have introduced the parameter j := 3J/l 2 . The family of isosceles relative equilibria are then given by triplets (j, l, m T ) ∈ (−7/8, ∞) × R + × R + according to equations (4.6). The angular velocity of a relative equilibrium (j, l, m T ) is ξ z = ± Gm T (1 + j)/l 3 .
5. An isosceles relative equilibrium is linearly stable only when the mass is mostly concentrated in one of the three bodies. The stability region in the mass distribution triangle increases as j goes from positive to negative values.
6. For describing scalene configurations (r, l 1 , l 2 ), we have introduced the shape parameter θ := arctan(l 1 /l 2 ). The family of scalene relative equilibria are then given by triplets (J, θ, m T ) ∈ R − × (0, π/2) × R + according to equations (4.11) and (4.12). The angular velocity of a scalene relative equilibrium determined by (J, θ, m T ) is ξ z = ± Gm T /r 3 .
7. The stability of the scalene relative equilibria is independent of J and the total mass m T . It only depends on the shape parameter θ and the mass distribution among the three bodies.
8. The scalene relative equilibria is described as function of the shape parameter θ ∈ (0, π/4) (or, equivalently, in the domain l 1 < l 2 ) where θ = 0 corresponds to a degenerate triangle with l 1 = 0 (zero distance between m 1 and m 3 ), and θ = π/4 corresponds to an isosceles triangle (l 1 = l 2 ). (The values θ ∈ (π/4, π/2) lead to similar conclusions by symmetry.) This family of relative equilibria exists only for J < 0 .
9. At the limit θ = 0, the limiting (and fictitious) degenerate scalene configurations is unstable. As θ increases from zero, a region of linear stability occurs for small m 2 . This region increases as θ increases, with a liming area as θ → π/4 which covers the half m 1 > m 2 of the mass distribution triangle.
We end by commenting on the physical relevance of our study.
All physically realistic models given by the potential (1.1) display isosceles relative equilibria. Scalene relative equilibria are present in three point mass systems given by the potential (1.1). These relative equilibria are physically relevant in models of the full three-body problem with two punctual masses and a homogeneous spheroid which validate the truncation of the gravitational series expansion within O(10 −1 ).
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Appendix.
The objective of this supplement is to justify the rescaling invariance stated in Proposition 5.1. Our approach is to reason from first principles.
In Propositions A.1-A.4 we consider a connected symplectic manifold (P, ω) and a canonical transformation ϕ : (P, ω) −→ (P, aω) , a ∈ R, a = 0. We let X h denote the Hamiltonian vector field on (P, ω) associated with h ∈ F(P ), and F h t denote its flow.
Proposition A.1. Suppose that f, h ∈ F(P ) are such that bf − ϕ * h = const., with b ∈ R, b = 0. Then:
X h = ab ϕ * X f .
Equivalently, F
Proof: ab i X f ω = ab df = a ϕ * dh = a ϕ * i X h ω = i ϕ * X h ϕ * (aω) = i ϕ * X h ω .
Hence ab X f = ϕ * X h and the claim follows. Q.E.D..
Corollary A.2 (Symplectic scalings).
In the above context, if a = 1/µ, and h is a function such that h − ϕ * (µh) = 0 then X µh = ϕ * X h , that is the change of variable ϕ is a symplectic transformation with multiplier µ (see [MHO09] ).
Proposition A.3. Let G be a Lie group acting properly and symplectically on (P, ω), with associated momentum map J, and suppose that ϕ is G-equivariant. Then a ϕ * J − J is a constant. Proof. Given ξ ∈ g, let ξ P ∈ X (P ) be the associated infinitesimal generator and j ξ (p) := J(p), ξ . Then:
where in the third equality we have used that, since ϕ is G-equivariant, ϕ * ξ P = ξ P . Hence d a ϕ * j ξ − j ξ = 0 and the claim follows. Q.E.D.
Whenever we are in the context of the assumption of the previous proposition, we will use the following standard notation: for h ∈ F(P ) and ξ ∈ g (the Lie algebra of G), let h ξ := h − j ξ (the so called augmented Hamiltonian), where j ξ (p) := J(p), ξ . Proposition A.4. Suppose that ϕ is G-equivariant, with G as in Proposition A.3, and that f, h ∈ F(P ) are such that bf = ϕ * h. Then X h ab ξ = ab ϕ * X f ξ .
(A.1)
Hence, if p e is a relative equilibrium of the flow F f t with group velocity ξ thenp e = ϕ(p e ) is a relative equilibrium of F h t with group velocity ab ξ; and where S := T pe ϕ. Here the apostrophe ( ′ ) denotes linearization of the vector field at its equilibrium.
Proof: 
