Conjugate Gradient (CG) algorithms form a large part of many HPC applications, examples include bioinformatics and weather applications. These algorithms allow numerical solutions to complex linear systems. Understanding how distributed implementations of these algorithms use a network interconnect will allow system designers to gain a deeper insight into their exacting requirements for existing and future applications.
Linear solver algorithms are used in a wide variety of HPC applications from bioinformatics to environment/weather applications [4, 16] . Conjugate Gradient (CG) algorithms, a type of linear solver algorithm that allow numerical solutions to linear systems, form a large part of many HPC applications. Gaining a deeper understanding of how these algorithms use the network interconnect will provide system designers an insight into their exacting requirements for existing and future applications. Notable examples include a CG solver for finding solutions to the Pressure-Poisson equation within an incompressible flow solver [1] .
Benchmarking systems allows comparisons to be viewed so that system designers can design and build the most suited system for their applications. Various benchmarks are available to ascertain the performance of a full system and its subsystems, and all of these tools have advantages and disadvantages. Benchmarking subsystems can be beneficial when system designers want to gain a greater understanding of said subsystem; for example MPI benchmarks include SKaMPI and Intel MPI benchmarks. SKaMPI is a benchmark for testing an inconnect using the Message Passing Interface (MPI) developed by the University of Karlsruhe [20] . The Intel MPI benchmarks provide a set of tests for point-to-point and global communication operations for variable message sizes [11] .
In this paper we seek to discover if there are any patterns that could be used to further investigate any performance issues relating to how CG solvers use the network interconnect. Specifically, this paper makes the following contributions:
• We execute the High Performance Conjugate Gradient (HPCG) mini-application in a number of configurations and use the Intel Trace Analyzer and Collector to collect data relating specifically to the performance of the MPI communication routines;
• We provide an analysis of the collected data, highlighting how message size varies across different scaled runs; how the messages affect network throughput; and how much time the HPCG mini-application spends performing different operations.
The remainder of this paper is organised as follows: Section 2 provides an overview of related work; Section 3 explains the HPCG benchmark; Section 4 describes the experimental setup; Section 5 outlines the results and discussion; finally, Section 6 summaries the conclusions and discusses future work.
Related Work
Benchmarking is critical when deciding what hardware to procure or deciding which algorithm to employ over another. Through benchmarking, the performance of a system or subsystem can be ascertained, and potential bottlenecks can be identified. This in turn helps to define current and future requirements [22] .
To measure the compute performance of a parallel machine LINPACK is often used. LINPACK reports the number of floating point operations that can be performed each second (FLOP/s) for a compute element [9] . This is achieved by solving systems of simultaneous linear algebraic equations. High Performance LINPACK (HPL) is considered the gold standard for benchmarking and is used for calculating the Top500 supercomputing list [9] .
STREAM is a memory benchmark, that allows the memory in a system to be benchmarked by moving and storing data in RAM [15] . This is done by performing four long vector operations with data that is too large to fit in the cache and structuring the code so that data re-use is not possible [14] .
SKaMPI works by stress testing the collective and point-to-point operations (ping-pong) of the network interconnect [20] . This provides a good approximation of the maximum throughput for MPI but fails to take in to account issues like contention in the network when more than two processes are communicating with each other. Intel overcome this issue in "Multimode PingPong" which allows more than two processes to run ping-pong simultaneously providing a better indication of the throughput of the network interconnect [11] .
Mini-applications
To provide a more accurate indication of a systems performance, mini-applications are often used that are broadly representative of of a HPC centres scientific workload. One such example, examined in this paper, is the HPCG mini-application. This benchmark solves linear equations and was designed as a replacement for HPL which only benchmarks the compute elements in the system and does not take into account the irregular and recursive computations [6] . HPL does not take in to account communication patterns when calculating the results which means that system designers would be unaware of their bottleneck in the network interconnect. The performance of a system does not just come from the compute elements, it needs to be tightly coupled with the use of the local memory of the system. The use of a CG algorithm is therefore a closer reflection of the modern applications currently being used [7] .
The NASA Advanced Supercomputing (NAS) Parallel Benchmarks (NPB) also contain a conjugate gradient solver, named CG. The CG benchmark evaluates irregular long distance data communications with matrix vector multiplication; this is similar to the HPCG benchmark [2] . Dongarra et al. present a further iterative solver benchmarking tool focusing on a wide variety of iterative methods for solving common problems in the HPC application space [5] . This was chosen as the variety of changeable variables (problem size, computer arithmetic, data structures, system architecture) does not make it easily benchmarkable. This allows users to choose representative solvers for their problems which allows for a better understanding of how the machine will perform their specific requirements.
Interconnect Performance Analysis
The MPI standard provides a mechanism for incorporating tracing in to an application [10] . This involves intercepting the MPI function calls and providing wrappers that can capture the required data. Vendor specific implementations provide easier to use tracing capabilities; for example, the Intel Parallel Studio contains Intel Trace Analyser and Collector which provides an interface for capturing the MPI activity allowing communication patterns to be obtained [12] . Other implementations of these instrumentation libraries exist for OpenMPI such as VampirTrace [17] .
Analysing the performance of MPI communications is an important issue when looking at underlying performance issues within an application. Pješivac-Grbović et al. presented performance analysis of Point-to-Point and collective MPI operations by verifying existing Point-to-Point and collective MPI models, such as Hockney and PLogP; then they compare the results to real-world data that they have collected from their research machines [18] . The authors demonstrate that for Point-to-Point MPI operations the models are not a reliable method for predicting performance while for collective operations the models were accurate.
HPCG
In this paper we focus on HPCG. This has been chosen as it is broadly representative of a number of real-world applications that are using linear solvers. It is also an easily accessible reference implementation of a conjugate gradient algorithm.
HPCG uses a preconditioned CG method with a local symmetric Gauss-Seidel preconditioner.
During a typical execution, HPCG has the following phases: (i) problem setup; (ii) verification and validation testing; (iii) reference sparse matrix-vector (MV) and Gauss-Seidel timing; (iv) reference CG timing and residual reduction; and, (v) optimise CG setup and results reporting [8] .
(i) The problem setup constructs the geometry based upon the input parameters, sets up halos for process interaction, and performs optimisations. These include optimisations for better memory access patterns;
(ii) The verification and validation testing verifies the correct optimisations have been applied to the problem. This involves performing spectral and symmetry tests, that ensure that the problem is solvable;
(iii) The reference sparse MV and Gauss-Seidel phase times a reference implementation. These timings are then output in the final report;
(iv) The algorithm is then executed for 50 iterations which are timed and the reduction residual recorded as a baseline during the reference CG timing and residual reduction phase;
(v) Optimisations of the CG setup then take place and an optimised CG solver is then run until it reaches the same residual reduction as the baseline. Finally, the results are output to a file which can be uploaded to the HPCG website.
Algorithm 1 describes a preconditioned CG algorithm. This preconditioned algorithm solves b − Ap 0 = r i . The first residual reduction (r 0 ) is calculated, and then updated each iteration until it converges. The solution is then x i . The preconditioner is the matrix M −1 which is applied to the residual reduction [21] . The problem setup of the HPCG benchmark is vital to ensure that the problem converges, as seen in Algorithm 1 it can be seen that if a problem does not converge then it could potential run forever as a solution may never be found.
Algorithm 1. Preconditioned Conjugate Gradient Algorithm
r 0 := b − Ax 0 z 0 := M −1 r 0 p 0 := z o for i = 1, 2, ... until convergence do α i := r i •z i Ap i •p i x i+1 := x i + α i p i r i+1 := r i − α i Ap i z i+1 := M −1 r i+1 β i := r i+1 •z i+1 r i •z i p i+1 := z i+1 + β i p i end
Experimental Setup
To understand the communication patterns in the HPCG benchmark application, traces have been captured using the Intel Trace Analyzer and Collector using Intel's own MPI implementation [13] . The results of this are collated and analysed. The traces collected can be used to obtain performance data relating to the point-topoint communications between the processes for each of the runs.
HPCG version 3 was built using the 2017 Intel compiler taking advantage of OpenMP to parallelise some operations inside of the benchmarking tool. The experiments were conducted on Orac, an 84 node research cluster. Each node contains two Intel Xeon E5-2680 v4, 128GB RAM and the nodes are connected by an Intel Omni-Path X16 100 Gb/s interconnect. Other specifications can be seen in Table 1 . In this paper each run of HPCG has been given the same problem size (104 × 104 × 104).
Results and Discussions
HPCG contains a mixture of point-to-point and collective operations. The point-topoint operations are due to halo exchanges; the process in which nearby processes exchange their updated boundary data. The collective communications observed are in reduction operations, such as calculating the residual after each time step. Figure 1 shows the percentage of time spent performing point-to-point, collective MPI operations and computation. For smaller numbers of processes most of the execution time is spent doing compute elements and not communicating. As the process count increases, more time is spent communicating than computing. Figure 1 also shows that the time for performing collective operations is approximately the same as the point-to-point operations; in the case of 28 processes the collective operations account for 29.7% of the runtime while the point-to-point operations take 20.7%. The total time communicating for two processes is only 0.4% of the runtime while for 392 processes the total proportion is 72.0%. This equates to 35.9% of the runtime performing point-to-point communications, compared with 36.1% of the runtime performing collective operations. Figure 2 shows the total point-to-point communication time for each process in the 28, 56, 112 and 392 process runs. In all cases, the only point-to-point communications are between near neighbours, indicating that this is the halo exchange. For larger executions, each process has between 7 and 26 near neighbours that it will communicate with. Figure 3 shows the total message count for the number of processes. The observed message sizes for the HPCG mini-application are 8, 104, 208, 416, 832, 1352, 5408, 21632 and 86528. These are grouped in to the following groups: less than 100 bytes ( ); 100-1000 bytes ( ); 1000-10000 bytes ( ); and, greater than 10000 bytes ( ).
It can be seen in Figure 3 that at smaller process counts (2 and 28 processes) large messages are dominant. Network interconnects generally perform much better when messages are larger. As the application is strongly scaled, at large scale each process operates on a smaller local problem, reducing the size of the communications required, thus reducing the observed message sizes. Figure 3 also shows that there are a greater number of messages even though the problem size remains constant. This combination of more, yet smaller, messages leads to a significant reduction in overall network performance. Further, as the problem is strong scaled, each process is performing less computational work leading Less than 100 bytes 416491.42 100-1000 bytes 5865413.33 1000-10000 bytes 28215160.00 Greater than 10000 bytes 70963500.00 Table 2 Benchmark transmission speeds for Orac the communications time to become a bottleneck. Figure 4 shows how the network transmission speed varies depending on the number of processing elements, for a messages of a given size. It is clear from Figure 4 that the smaller messages used by larger runs perform significantly worse than the larger messages used in smaller scale runs.
To better understand the achieved performance, the network throughput has additionally been benchmarked using the Intel MPI Benchmark suite across two nodes for point-to-point messages. These results can be seen in Table 2 . This provides us with an achievable maximum performance we can expect and allows us to highlight any potential deviation from this.
A two process run of HPCG achieves the average transmission speed of only 0.26 Gbps; significantly under the 70.96 Gbps that can be achieved over the interconnect. As Orac is a shared system, network traffic from other applications running on the system can cause external contention. However, this does not explain the large difference in performance we observe.
Our final experiment is focussed on how the communication/computation balance changes with problem size. Figure 5 shows that for 392 cores the time for collective operations remains close to 25% of the runtime of a application across a given number of cores. This is consistent despite changing problem sizes, since all collective operations use a fixed message size of 4.44 Kb. In line with our previous results, we also see that the time taken performing point-to-point operations is approximately equal to the time spend performing collective operations.
Conclusion
This paper documents our early investigation into the communication present in the HPCG application. Specifically, we show how the proportion of the program execution taken performing communications grows as the problem is scaled out, ultimately dominating performance at 392 cores. We also show that in the case of a large number of processes it spends nearly equal time performing point-to-point and collective MPI operations.
Further, it has been shown that when strong scaling a problem the message size decreases as the number of processes increases, this has an effect on the net- When the problem size is changed across a given machine size it has been shown that the proportion of time spent performing collective and point-to-point MPI operations remains approximately the same relative to the runtime as the same number of nodes need to communicate with each other.
Further Work
Building on the work in this paper, we aim to use the Structural Simulation Toolkit (SST) from Sandia National Laboratories to simulate linear solvers on varying systems. Using simulation, we can rapidly test different topologies, network fabrics, routing algorithms and traffic scheduling algorithms to find optimal configurations for CG-like applications. We can also investigate communication-avoidance techniques to determine how best to optimise the performance of linear solves on largescale systems.
