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Suppression of growth by multiplicative white noise in a
parametric resonant system
Masamichi Ishihara
Abstract The author studied the growth of the am-
plitude in a Mathieu-like equation with multiplicative
white noise. The approximate value of the exponent at
the extremum on parametric resonance regions was ob-
tained theoretically by introducing the width of time
interval, and the exponents were calculated numeri-
cally by solving the stochastic differential equations by
a symplectic numerical method. The Mathieu-like equa-
tion contains a parameter α that is determined by the
intensity of noise and the strength of the coupling be-
tween the variable and the noise. The value of α was
restricted not to be negative without loss of general-
ity. It was shown that the exponent decreases with α,
reaches a minimum and increases after that. It was also
found that the exponent as a function of α has only one
minimum at α 6= 0 on parametric resonance regions
of α = 0. This minimum value is obtained theoreti-
cally and numerically. The existence of the minimum
at α 6= 0 indicates the suppression of the growth by
multiplicative white noise.
Keywords Suppression of growth · Exponent ·
Multiplicative White Noise · Parametric Resonance
1 Introduction
In past few decades, many researchers have investigated
the roles of noise, and then marked phenomena were
found. Such phenomena are stochastic resonance [1,2,3,
4], phase transition induced by multiplicative noise [5],
etc [6,7,8,9,10]. A basic system in which multiplicative
noise acts is an oscillator with varying mass. Oscillators
in the presence of noise were investigated [11,12,13,14,
15] and it was shown that the amplitude is amplified.
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Another mechanism of growth is parametric reso-
nance [16]. The effects of additive white noise acting
on a harmonic oscillator with a periodic coefficient has
been investigated [17]. Mean square displacement of an
oscillator driven by a periodic coefficient was also stud-
ied in the presence of additive white noise [18,19]. The
parametric resonance induced by multiplicative colored
noise was investigated in ref. [20]. Experimentally, some
physical systems which are described by the equations
with a periodic coefficient and a multiplicative noise
term were studied [21].
A differential equation with a periodic coefficient
and a multiplicative noise term appears in some sys-
tems. Multiplicative noise may amplify or suppress the
amplitude, as additive noise does. The magnitude of
the amplitude is directly related to the stability of the
system and the physical quantities, such as energy and
the number of particle. Thus the effects of multiplica-
tive white noise should be investigated in a parametric
resonant system.
In this paper, a stochastic differential equation was
analyzed by introducing the width of time interval in
a parametric resonant system. The equation contains a
parameter α that is determined by the intensity of noise
and the strength of the coupling between the variable
and the noise. The value of α was restricted not to be
negative in the equation, without loss of generality. I es-
timated the exponent that indicates the growth of the
amplitude. I showed the existence of the minimum of
the exponent and estimated the minimum value as a
function of α by deriving an approximate expression of
the exponent on parametric resonance regions of α = 0.
The stochastic differential equations were solved numer-
ically by a symplectic method to avoid the growth by
numerical error, and the exponent was extracted from
the average of the trajectories. The behavior of the ex-
ponent as a function of α was displayed numerically.
2I found that the exponent has only one minimum
at α 6= 0 on parametric resonance regions of α = 0
and that the relative variation is of the order of 90%.
The existence of the minimum indicates the suppres-
sion of the growth by multiplicative white noise. The
results provide insight in the systems with periodically
varying parameters and multiplicative noise. The mul-
tiplicative noise should suppress the growth in a para-
metric resonant system when the intensity of noise and
the coupling strength are appropriate.
2 The exponent on parametric resonance
regions
2.1 An approximate equation of the exponent
An equation with a periodic coefficient and a multi-
plicative white noise term is interested in some branches
of physics [21,22,23]. A typical equation is
φ¨+ [1 + β cos (γz) + αr(z)] φ = 0, (1)
where the dot represents the derivative with respect to
z. The quantity r(z) has the following properties:
〈r(z)〉 = 0, 〈r(z)r(z′)〉 = δ(z − z′), (2)
where the notation 〈· · · 〉 represents statistical average.
The value of α is restricted not to be negative in Eq. (1)
without loss of generality. The starting point in this
study is Eq. (1) with Eq. (2).
Equation (1) is rewritten with the variable pφ which
is defined by pφ = dφ/dz:
dφ = pφdz, (3a)
dpφ = − [1 + β cos (γz)]φdz − αφ ◦ dW. (3b)
The quantityW (z) is defined byW (z) =
∫ z
z0
ds r(s) and
this is a wiener process, where the quantity z0 is an ini-
tial time. (Here, the symbol ◦ represents Stratonovich
product.) I attempt to solve Eqs. (3a) and (3b) numer-
ically in § 3.
Equation (1) is just a Mathieu equation when α is
zero, and this equation has resonance bands. With the
relation 2u = γz, the Mathieu equation corresponding
to Eq. (1) is given by
d2φ
du2
+ (a− 2q cos(2u))φ = 0, (4)
where a = 4/γ2 and −2q = 4β/γ2. Then the bands are
distinguished by positive integer n with the relation
n2 = 4/γ2 . Therefore the values of γ in resonance
bands at α = 0 are close to 2/n.
In this paper, I attempt to estimate the growth rate
of the amplitude in time. This rate is obtained from the
exponent which is given by lim sup z−1 ln [|〈φ(z)〉| / |φ0|]
, where φ0 is the initial value. I use the solution of the
Mathieu equation to solve Eq. (1) approximately in the
resonance regions of α = 0. The equation at α = 0 is
Φ¨+ [1 + β cos (γz)]Φ = 0, (5)
The quantity φ is represented as a product of Φ mul-
tiplied by a new variable ψ: φ = Φψ. The quantity ψ
satisfies the subsequent equation:
ψ¨ + 2
(
Φ˙/Φ
)
ψ˙ + αr(z)ψ = 0. (6)
The exponent of Φwas investigated by many researchers
in detail. Thus, the exponent of φ is estimated by ob-
taining the exponent of ψ approximately.
Here I denote the exponent of φ at α = 0 as s ≡
s(β, γ) which is just the exponent of Φ. The time depen-
dence of Φ is obtained by solving Eq. (5). One method
to solve approximately in the resonance band is per-
formed by putting the form of Φ with the assumption
P¨n ∼ 0 as follows:[16,24,25,26]
Φ =
∑
n=1
[
Pn(z)e
inγz/2 + P ∗n(z)e
−inγz/2
]
+R(z). (7)
The growth of the function Pm(z) is largest in the mth
resonance band. Therefore, Φ in the mth band is ap-
proximately given by
Φ ∼ esmzFm(z), (8a)
Fm(z) := Ce
imγz/2 + C∗e−imγz/2, (8b)
where C is a complex constant and sm is the exponent.
It is conjectured that the exponent sm is close to the
exponent s in the mth resonance band. With Eqs. (8a)
and (8b), I obtain
Φ˙/Φ ∼ sm + F˙m/Fm. (9)
The exponent is estimated by solving Eq. (6) with Eq. (9).
However, it is not easy to handle Eq. (6). Instead, in
Eq. (6), I replace (Φ˙/Φ) by the average of (Φ˙/Φ) in time.
The average of Φ˙/Φ in one period of Fm(z) is equal to
sm. Therefore, the approximate equation for ψ under
this approximation in the mth resonance band is
ψ¨ + 2smψ˙ + αr(z)ψ = 0. (10)
To estimate the exponent, I put the form of ψ as
follows:
ψ = ψ0 exp
(∫ z
z0
dz′σ(z′)
)
. (11)
Substituting Eq. (11) into Eq. (10), I obtain the equa-
tion for σ:
σ˙ + σ2 + 2sσ + αr(z) = 0, (12)
where the subscript m of sm is omitted. In the next
subsection, the exponent is obtained by estimating the
statistical average 〈σ〉 approximately.
32.2 The value of the exponent at the extremum on
parametric resonance regions
In this subsection, I estimate the minimum value of the
exponent of φ. It is assumed that r(z) is constant in
the quite small time interval to estimate σ given by
Eq. (12). The statistical average with respect to r(z)
is taken, because r(z) varies randomly. The exponent
of φ is estimated with the exponent s and 〈σ〉. The
existence of the extremum of the exponent is obtained
by differentiating the exponent with respect to α.
At first, I find the solution when r(z) is constant.
The solution of Eq. (12) is categorized by the quantity
D which is defined as 4s2 − 4αr. I have∫ z
z0
dz′σ(z′) =


(
−s+
√
D
2
)
(z − z0) + ln
∣∣∣ 1−Ce−√Dz
1−Ce−
√
Dz0
∣∣∣ D > 0
−s (z − z0) + ln
∣∣∣ z+C′z0+C′
∣∣∣ D = 0
−s (z − z0) + ln
∣∣∣∣ cos
(√−D
2
z0+C
′′
)
cos
(√−D
2
z+C′′
)
∣∣∣∣ D < 0
,
(13)
where C, C′ and C′′ are constants which are related
to σ(z0). The logarithm terms of the right-hand side in
Eq. (13) do not contribute to the growth substantially.
Next, I treat the case that the quantity r(z) is time
dependent. For such the case, the region [z0, z] is di-
vided into small regions of time interval ∆z. Moreover,
the region of the width ∆z is divided into quite small
N regions numbered ’j’ in which the quantity r is con-
stant. I define the quantity ∆Wj by rj∆z/N , where rj
is the value of r in the region ’j’. This quantity ∆Wj is
a wiener process and the distribution function of ∆Wj
is given by
P (∆Wj) =
1√
2pi(∆z)/N
exp
(
− (∆Wj)
2
2(∆z)/N
)
. (14)
Then the quantity ∆W ≡
N∑
j=1
∆Wj obeys the distribu-
tion function P (∆W ) which is given by
P (∆W ) =
1√
2pi(∆z)
exp
(
− (∆W )
2
2(∆z)
)
. (15)
Therefore, the values of ∆W in the regions of time in-
terval ∆z are distributed with the probability P (∆W ).
The statistical average of a variableO is given by 〈O〉 =∫∞
−∞ d(∆W )P (∆W ) O. From Eqs. (8a) and (13), the
exponent of φ in unit time of z (I denote G) should be
estimated by
G =
∫ ∞
−∞
d(∆W ) P (∆W )Θ(D)
√
D
2
, (16)
where Θ(x) is the step function which is 1 for x > 0
and 0 for x < 0 , and D = 4s2 − 4α(∆W )/∆z. This
integration can be performed and I obtain the following
expression of G:
G = s
23/2κ
exp
(
−κ
4
4
)
D−3/2
(−κ2) , (17)
where the variable κ is defined as (∆z)1/4s/α1/2 andDν
is the parabolic cylinder function [27,28]. The value G/s
depends only on κ, and then the parameter ∆z affects
G/s through κ. A certain value κ is realized by adjusting
α when ∆z is given. I can read the global behavior of
the exponent as a function of α from Eq. (17). The
parameter α affects G/s through κ.
The quantity G as a function of α has an extremum
which is determined by dG/dα. I obtain the subsequent
condition that G is extremum:
D1/2
(−κ2) = 0. (18)
It is known that Dν(x) for positive ν has [ν + 1] zeros
[29], where [ν +1] is the maximum integer which is not
greater than (ν + 1). Then the equation, D1/2(x) =
0, has one solution, and I write the solution as xsol.
The value xsol is negative, and then α is positive at the
extremum of G. Therefore G has one extremum surely at
a positive α. The value at the extremum of the exponent
G is given by
Gmin = s
23/2
1
[−xsol]1/2
exp
(
−1
4
(xsol)
2
)
D−3/2 (xsol) .
(19)
The value Gmin is smaller than s. That is, G has one min-
imum at a positive κ2. This indicates that the exponent
G is suppressed by multiplicative white noise when the
value of α is appropriate. I must note that the expres-
sion Gmin is independent of ∆z. Equation (17) for quite
small s should be invalid, because the approximation of
Φ given in Eq. (8) does not work well.
3 Numerical calculation of the exponents by a
symplectic method
In this section, I attempt to solve Eqs. (3a) and (3b)
numerically. Our purpose is to obtain the amplitude
of φ when white noise acts multiplicatively. Therefore,
the amplitude must be calculated precisely, at least,
when a periodic coefficient and a white noise term are
absent. The system has the symplectic structure even
when noise exists if some conditions are satisfied [30].
Taking this property into account, I use the symplectic
method developed in ref. [31] to solve the stochastic
4differential equations with multiplicative white noise.
The first-order method given in ref. [31] is applied to
the equations in this study. The equations are solved
numerically from z = 0 to z = 500. The time step in z
is set to 0.05. The initial conditions are φ(0) = 1 and
φ˙(0) = 0 in these calculations.
One trajectory of φ(z) can be calculated when one
sequence of noise is given. I calculate many trajecto-
ries and take their average to obtain the mean value of
the trajectories of the variable φ
(j)
i (z), where the sub-
script i indicates the batch and the superscript (j) indi-
cates the trajectory in a certain batch i. In the present
calculation, one batch contains 500 trajectories and 20
batches are used. I calculate the mean value Mi(z) of
the trajectories in the batch i. The mean value over 20
batches, φ¯(z), is given by
φ¯(z) =
1
20
20∑
i=1
Mi(z), Mi(z) = 1
500
500∑
j=1
φ
(j)
i (z). (20)
It is possible to perform interval estimation by using
φ¯ and Mi. In the case of α = 0, there is no need to
calculate many trajectories. Thus only one trajectory
is calculated numerically for α = 0.
The exponent is estimated from the average φ¯(z) in
the range of 200 < z < 500 to decrease the effects of
the initial conditions. This estimation is performed as
follows: 1) the sets (zk, ln φ¯(zk)) are determined, where
zk is the time at which φ¯(zk) is a local maximum and
positive. 2) the sets are fit with a linear function. The
coefficient of the time z is adopted as the exponent.
Here, I note the reason why the values, ln φ¯(zk), are
fit. One way to estimate the parameters is to fit the av-
erage φ¯(zk) directly. In such the method, it is implicitly
assumed that the dispersion of the distribution of the
data at time z and that at time z′ (6= z) are the same
(approximately). However, the dispersion is wider with
time z in the present case, because I treat a wiener
process. The effects of non-equivalent dispersions are
decreased by taking the logarithm of the data. There-
fore the transformed data, ln φ¯(zk), are fit with the lin-
ear function. I notice that the exponents extracted by
the above procedure are different generally from the
Lyapunov exponents which are estimated by the mean
value of the logarithm of φ
(j)
i . The quantity, ln φ¯(zk), is
calculated, because I focus on the enhancement of the
variable φ in this study.
Figure 1(a) is the map of the exponents of the Math-
ieu equation, Eq. (5), on the γ–β plane. The step sizes
in γ and β in the numerical calculations are taken to
be 0.02 to draw this figure. I denote these step sizes
as ∆γ and ∆β respectively. The color of a square is
determined from the arithmetic mean of the exponents
at four corners which are located at (γ,β), (γ + ∆γ,β),
(γ,β +∆β) and (γ +∆γ,β +∆β). The resonance band
around γ = 2 corresponds to the first resonance band of
Eq. (4). The nth resonance band of Eq. (4) corresponds
to the band around γ = 2/n, where n is positive integer.
Next, I show the map of the exponents for various
values of α on the γ–β plane. Figure 1(b) is the map at
α = 0.5, 1(c) is at α = 1.0, 1(d) is at α = 1.5, 1(e) is at
α = 2.0, and 1(f) is at α = 2.5. The step sizes in β and
γ are 0.05 in the numerical calculations for Figs. 1(b),
1(c), 1(d), 1(e) and 1(f). The color of a square is deter-
mined in the same manner as in Fig. 1(a). As shown in
Figs. 1(b), 1(c), 1(d), 1(e) and 1(f), the band structure
is destroyed by noise, and the values of the exponents
become large with α for many sets of (γ, β). However
it seems from these figures that the exponent on the
resonance band is not a monotonically increasing func-
tion of α. Moreover, the β dependence of the exponent
in Fig. 1(f) is weak as compared with those in other
figures: Figs. 1(a), 1(b) and 1(c). This fact in Fig. 1(f)
implies that the values of the exponents of the equation
with the periodic coefficient are close to those without
the periodic coefficient. (The values of the exponents
at β = 0 correspond to the values in the case of no
periodic coefficient.) It is evident that the effects of the
periodic coefficient become weak relatively.
Furthermore, I investigate the α dependence of the
exponent on the first and the second resonance bands.
I draw the α dependence of the exponent with the fixed
parameters, γ and β. I show the exponents for the set
(γ = 2, β = 2) on the first resonance band, and the set
(γ = 0.9, β = 2) on the second resonance band. Figure 2
shows the α dependences of the exponents. The cross
represents the data obtained by solving Eqs. (3a) and
(3b) numerically. The suppression by noise is clearly
seen and there is only one local minimum in each fig-
ure. The exponent decreases with α and reaches the
minimum. It continues to increase with α after that.
This behavior is interpreted as follows. The growth of
the amplitude depends on the mechanism of paramet-
ric resonance for small α. This mechanism is destroyed
by noise with the increase of α. Then the exponent de-
creases with α. Contrarily, the amplitude is amplified
by noise for large α, as shown in many researches. In
summary, the exponent decreases with α, reaches the
minimum, and increases after that. The exponents for
other parameter sets, (γ, β), on the resonance bands
behave similarly.
Finally, the minimum value of the exponent as a
function of α is estimated for various values of β and γ.
I denote the minimum value of the exponent estimated
numerically as smin. Clearly smin is a function of β and
γ. In these calculations, the range of α is set to [0, 2]
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Fig. 1 Exponents on the γ–β plane for various values of α. The exponents are calculated by solving the stochastic differential
equations numerically by the symplectic method. The parameters are (a)α = 0.0, (b)α = 0.5, (c)α = 1.0, (d)α = 1.5, (e)α = 2.0,
(f)α = 2.5 respectively.
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  1  2  3  4  5  6
α
(a)
Ex
po
ne
nt
s
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0  1  2  3  4  5  6
α
(b)
Ex
po
ne
nt
s
Fig. 2 Exponents on the resonance bands. The cross represents the data estimated numerically by solving the Eqs. (3a) and (3b).
(a) The values of the parameters, β and γ, are both 2. (b) The values of the parameters, β and γ, are 2 and 0.9 respectively.
6and the step size in α is set to 0.01. The range of γ is
set to [0.7, 2.7] and the step size in γ is set to 0.5. The
exponents for various values of α with the fixed β and
γ are estimated and smin is set to the minimum value
of these exponents. I calculate the quantity smin/s, be-
cause the exponent at α = 0, s, is also a function of
β and γ. I show the values smin/s for s ≥ 0.3 to com-
pare them with the value Gmin/s. The value Gmin/s is
approximately 0.893 from Eq. (19).
Figure 3 shows the values smin/s for s ≥ 0.3 and the
exponents s. The parameter β is set to 2.0 in Fig. 3(a)
and 1.5 in Fig. 3(b). Cross represents data points of
smin/s and broken line indicates Gmin/s. Asterisk rep-
resents data points of s. As seen in Figs. 1 and 2, noise
influences the values. Thus it is likely that the ratio
smin/s fluctuates and that the values smin/s around
the maximum of s are below the value Gmin/s. Thus
I calculate also the simple moving average of the ex-
ponents, and attempt to find the minimum value of
them. I take the average of n adjoining exponents and
denote this average as sSMAnmin . For example, the min-
imum of the averages of three adjoining exponents is
represented as sSMA3min . Figure 4 displays the s
SMA3
min /s
for s ≥ 0.3 and the exponents s. The parameter β is
set to 2.0 in Fig. 4(a) and 1.5 in Fig. 4(b). The sym-
bols in Figs. 4(a) and 4(b) are the same as in Figs. 3(a)
and 3(b). It is found from Figs. 3 and 4 that Gmin/s is
close to the values estimated by numerical calculations
around the peaks of s in the resonance regions.
4 Discussion and Conclusion
I studied the growth of the amplitude in the Mathieu-
like equation with multiplicative white noise. The ap-
proximate value of the exponent at the extremum was
obtained by introducing the width of time interval on
parametric resonance regions where parametric reso-
nance occurs when no noise exists. The exponents were
calculated by solving the stochastic differential equa-
tions numerically by the symplectic numerical method.
The intensity of noise and the strength of the coupling
between the noise and the variable are reflected to the
value of the parameter α. The value of α was restricted
not to be negative in the present equation, without loss
of generality. The behavior of the exponents as a func-
tion of α was shown roughly.
With regard to the effects of multiplicative white
noise on the growth, the band structure of the Mathieu
equation is destroyed when noise exists. The resonance
structure survives for small values of α, and this struc-
ture is lost for large values of α. In the previous paper
[32], I investigated the growth in a stochastic differen-
tial equation without a periodic coefficient, and found
that the exponent is a monotone increasing function of
α. In contrast, the exponent as a function of α has one
minimum on the parametric resonance region of α = 0.
This indicates the suppression of the growth by multi-
plicative white noise, and this suppression occurs when
the value of α is appropriate. Equation (17) can roughly
explain the behavior of the exponent as a function of α:
The exponent decreases with α, reaches the minimum
and increases after that.
One expects that the exponent as a function of the
intensity of noise has one minimum intuitively. However
the exponent may have some minima caused by noise.
Theoretical expression given by Eq. (18) indicates that
only one minimum exists. This fact is numerically sup-
ported too. It is shown theoretically and numerically in
the previous sections that the exponent as a function
of α has one minimum.
The minimum value of the exponent as a function of
α was estimated from the numerical calculations. I cal-
culated the ratio smin/s: the minimum value divided by
the exponent at α = 0, s. This ratio obtained numeri-
cally is in rough agreement with that obtained theoret-
ically around the peaks of s on the resonance regions.
The minimum value of the exponent is approximately
proportional to the exponent s. The relative variation is
of the order of 90%, as shown in the figures and Eq. (19).
It seems that the variation is small. Nevertheless, the
amplitude is affected, because this is the variation of
the exponent.
The decrease of Lyapunov exponent by noise was
found in the system of an inverted Duffing oscillator
with noise [33]. The mechanism of the growth in the
present case is different from that in the case of the
inverted Duffing oscillator, when noise is absent. How-
ever, the mechanism of the suppression is surely the
same. In both cases, the growth is suppressed by noise
when the intensity of noise is appropriate. The exponent
decreases with the intensity, and reaches the minimum.
After that, the exponent increases with the intensity.
The decrease of the exponent by white noise implies
the possibility of the large decrease by colored noise.
The system in which parametric resonance occurs may
be stabilized by colored noise, as found in the system
of the inverted Duffing oscillator.
The expression of the exponent obtained theoret-
ically includes the artificial parameter ∆z. Then the
value of α at the minimum of G depends on ∆z, while
the minimum value of G is independent of ∆z. I would
like to solve this problem in the future study.
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