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Abstract
In this paper, we consider a mathematical model for the invasion of host tissue by tumour cells in
a d-dimensional bounded domain, d ≤ 3. This model consists of a system of differential equations
describing the evolution of cancer cell density, the extracellular matrix protein density and the
matrix degrading enzyme concentration. We develop two fully discrete schemes for approximating
the solutions based on the Finite Element (FE) method. For the first numerical scheme, we use
a splitting technique to deal with the haptotaxis term, leading to introduce an equivalent system
with a new variable given by the gradient of extracellular matrix. This scheme is well-posed and
preserves the non-negativity of extracellular matrix and the degrading enzyme. We analyze error
estimates and convergence towards regular solutions. The second numerical scheme is based on an
equivalent formulation in which the cancer cell density equation is expressed in a divergence form
through a suitable change of variables. This second numerical scheme preserves the non-negativity
of all the discrete variables. Finally, we present some numerical simulations in agreement with the
theoretical analysis.
Keywords. Haptotaxis, tumoral invasion, finite elements, convergence rates, error estimates,
positivity.
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1 Introduction
Tissue invasion represents one of the most critical steps in cancer metastasis, which is characterized
essentially by four hallmark features, namely, the cancer cell adhesion to the surrounding tissue or
extracellular matrix, the secretion of the matrix degrading enzymes and the degradation of extracel-
lular matrix, the migration of the cancer cells, and the proliferation of tumor cells. In particular, the
degradation of the extracellular matrix by the degrading enzymes produces gradients of non-diffusible
molecules within extracellular matrix which direct the movement of invasive cells. This mobility mech-
anism is known as Haptotaxis.
In order to describe the cancer invasion mechanism, a variety of mathematical models have been
proposed, see for instance [1, 3, 4, 5, 10, 11, 16, 18, 21, 22, 23]. Gatenby and Gawlinski [10] consid-
ered a reaction-diffusion model to examine the tumor invasion of the surrounding tissue suggesting
that the cancer cells produce lactic acid toxic which alter the microenvironment of the normal tissue,
generating space for tumor cells to proliferate and invade the surrounding tissue. Perumpanani and
Byrne [21] suggest that other two mechanisms for invasion of the surrounding tissue are the proteases
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and the haptotactic movement of the cancer cells. The proteases production depends on the tumor
cell density and the collagen gel concentration [24]. In Anderson et al. [1], the authors presented two
mathematical models to describe the invasion of extracellular matrix by tumour cells. These models
consider the interaction between three variables, namely, the extracellular matrix, the tumour cells
and the matrix degrading enzymes. The first model focuses on the macro-scale structure (cell popu-
lation level) and consider the tumour as a single mass; meanwhile, the second model focusses on the
micro-scale (individual cell) level, which uses a discrete technique to model the migration and invasion
at the level of individual cells, in order to examine the implications of the metastatic spread. Anderson
and Chaplain [4] also proposed a mathematical model to describe the interactions between the tumor
and the surrounding tissue. The cancer cells produce degrading enzymes to debase the extracellular
matrix and originates the movement. An extension of the model proposed in [4] was presented by
Chaplain and Lolas [5]. Lachowicz [16] also proposed two mathematical models of tissue invasion of
tumours, which are defined at micro and meso-scale levels of description. Mathematical relationships
among these possible descriptions are formulated. More recently, several models have incorporated
new ingredients in the modelling of tumour invasion, including the cell-cell adhesion and cell-matrix
adhesion [6, 11], the competition for space [22], the influence of heat shock proteins [23], and so on.
The generic mathematical model proposed by Anderson et al [1] to describe the interaction between
the cancer cell density (denoted by u), the extracellular matrix protein density (denoted by v), and
the degrading enzyme concentration (denoted by m), is given by the following system of differential
equations:  ∂tu = Du∆u−∇ · (χ(v)u∇v) + F1(u, v,m),∂tv = F2(v,m),
∂tm = Dm∆m+ F3(u, v,m),
(1.1)
in Ω × (0, T ), Ω ⊂ Rd, d ≤ 3, and 0 < T ≤ ∞. The parameters Du, Dm represent the diffusion
coefficients of the cancer cells and the degrading enzyme, and the nonlinear term −∇ · (χ(v)u∇v)
represents diffusion by haptotaxis. The function χ(·) is called the sensitivity function which describes
the sensitivity of the cancer cells to the gradient of the extracellular matrix, meanwhile functions F1, F2
and F3 represent possible interactions between the variables. Depending on the kind of interaction
between u, v, and m, several submodels of (1.1) have been considered recently; although these models
are simplifications of real biophysical context, their solutions display complex dynamics and their
mathematical analysis is challenging. In this sense, an interesting particular case of the generic model
(1.1) is given by the following system [19]: ∂tu = Du∆u−∇ · (χ(v)u∇v) + µuu(1− u− v),∂tv = −αmv,
∂tm = Dm∆m− ρmm+ µmuv.
(1.2)
The term µuu(1 − u − v) represents the proliferation of cancer cells which follows a logistic growth
law accounting for the competition for space; the term −ρmm + µmuv indicates that there exists an
interaction between cancer cells and the extracellular matrix in the production of degrading enzimes,
and a self-degradation of enzymes, with some proportionality rates µm ≥ 0 y ρm ≥ 0, respectively.
Finally, the ODE (1.2)2 describes the dynamic of the extracellular matrix; it is assumed that the
extracellular matrix is degraded upon contact with the degrading enzyme secreted by the cancer cells
at the rate α > 0, and there is no spatial transport of the extracellular matrix. System (1.2) is
completed with the following initial and boundary data: [u(0, x), v(0, x),m(0, x)] = [u0(x), v0(x),m0(x)] , x ∈ Ω,Du ∂u(x,t)∂ν − χ(v)u∂v(x,t)∂ν = Dm∂m(x,t)∂ν = 0, x ∈ ∂Ω, t ∈ (0, T ), (1.3)
where ν denotes the unit outward normal vector to the boundary. A particular case of system (1.1)
obtained considering linear kinetics of the extracellular matrix, that is, F3 = −ρmm+ µmv, the sensi-
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tivity function being a positive constant, and considering only spatial transport of cancer cells, that is,
F1 = 0, was analyzed by Morales-Rodrigo in [20]. There, by using the Schauder fixed point theorem,
were proved the existence and uniqueness of local solutions in the class of Ho¨lder spaces. A simplified
system of (1.2)-(1.3) of two equations with F1 = 0 was also considered by Corrias, Perthame and Zaag
[7]. They analyzed the existence of global solutions in the framework of Lp-spaces, under smallness of
initial data. Szyman´ska et al. [22] considered a model with nonlocal (integral) cell kinetics, and proved
the existence of global solutions without imposing any smallness conditions on the initial data. The
complete system (1.2)-(1.3) was analyzed by Marciniak-Czochra and Ptashnyk in [19]. The authors
proved the existence and uniform boundedness of global solutions by showing a priori estimates for the
supremum norm and using the method of bounded invariant rectangles applied to the reformulated
system in divergence form with a diagonal diffusion matrix.
Although the qualitative analysis of (1.2)-(1.3) is quite aceptable, from a numerical point of view
there is a significant gap. Indeed, as far as we know, the literature related to the numerical analysis
of haptotaxis systems is scarce. We only known some numerical simulations in order to investigate
the pattern formation and predict numerically the nonlinear dynamic of the some haptotaxis systems,
mainly focused on the one-dimensional case, see for instance [1, 6, 10, 15, 19, 21, 23, 26].
Taking into account the lack of numerical analysis to approximate the solutions of haptotaxis mod-
els, the aim of this paper is to propose two numerical schemes to approximate the strong solutions
of (1.2)-(1.3), and develop the underlying numerical analysis. The main difficulties to deal with the
numerical analysis of (1.2)-(1.3) come from the strong coupling nonlinear term −∇·(χ(v)u∇v). Indeed,
it is not clear how to perform a convergence order analysis in a FE scheme based on the classical varia-
tional formulation, since using the v−equation (1.2)2, it is not possible to control this nonlinear term.
Thus, in order to overcome this difficulty, we use a splitting technique to deal with the haptotaxis term
in the cancer cell density equation, leading to introduce an equivalent system with a new variable given
by the gradient of extracellular matrix. This idea allows us to propose a first fully discrete numerical
scheme based on the Finite Element (FE) method, which is well-posed and preserves the non-negativity
of the discrete variables of the extracellular matrix and the degrading enzyme. For this scheme we
analyze error estimates and convergence towards regular solutions. On the other hand, based on an
equivalent formulation proposed in [19] to prove the existence and boundedness of global solutions, in
which the density of cancer cell density equation is expressed in a divergence form through a suitable
change of variables, we propose a second numerical scheme which is well-posed and preserve the non-
negativity for all the discrete variables. Some numerical simulations valide the theoretical analysis and
show that, in general, both numerical schemes have a similar behavior. As far as we know, this paper is
almost the only existing one dedicated to the analysis of numerical schemes for this haptotaxis problem.
The layout of this paper is as follows: In Section 2, we recall some existence and uniqueness results
of (1.2)-(1.3) in the continuous case. We also define an equivalent formulation of (1.2)-(1.3), which
will be used to construct the first numerical approximation. In Section 3, we define the first numerical
scheme for approximating the solutions of (1.2)-(1.3). That numerical scheme is constructed by using
FE approximations in space and finite differences in time; we first develop some preliminaries, and
establish the properties of well-posedness and positivity. We end Section 3 establishing the second
numerical scheme which is motivated by the equivalent weak formulation given in [19], which behaves
well from the point of view of the positivity for the discrete cancer cell density. In Section 4, we
obtain some uniform estimates and subsequently we develop the convergence analysis. In Section 5,
we provide some numerical simulations in agreement with the theoretical results.
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2 The continuous problem
In this section, we establish a variational formulation of (1.2)-(1.3) and two equivalent formulations of
(1.2)-(1.3) which will be used to construct the numerical schemes. After establishing the definition of
weak solution, we recall some existence results for d-dimensional bounded domains (d ≤ 3) obtained
in [19]. We start recalling some basic notations that will be used through this paper. We use the
standard Sobolev and Lebesgue spaces W k,p(Ω) and Lp(Ω), with respective norms ‖·‖Wk,p and ‖·‖Lp .
In particular, we denote W k,2(Ω) = Hk(Ω). The L2(Ω)-inner product will be represented by (·, ·).
Corresponding Sobolev spaces of vector valued functions will be denoted by Wk,p(Ω), Lp(Ω), and
so on. It is important to mention that the letters C,Ci,Ki will denote different positive constants
independent of discrete parameters which may change from line to line (or even within the same line).
Now we are in position to recall the definition of weak solution of (1.2)-(1.3). From now on, Ω is a
bounded domain of Rd, d ≤ 3, with boundary ∂Ω smooth enough.
Definition 2.1. (Weak solution of (1.2)-(1.3)) A weak solution of (1.2)-(1.3) is a triple [u, v,m] of
functions satisfying u, v,m ∈ L2(0, T ;H1(Ω)), u, v ∈ L∞(0, T ;L∞(Ω)) and ut, vt,mt ∈ L2(0, T ;L2(Ω))
such that∫ T
0
∫
Ω
(∂tuϕ1 +Du∇u · ∇ϕ1 − χ(v)u∇v · ∇ϕ1)dxdt = µu
∫ T
0
∫
Ω
u(1− u− v)ϕ1dxdt,∫ T
0
∫
Ω
(∂tvϕ2 + αmvϕ2)dxdt = 0,∫ T
0
∫
Ω
(∂tmϕ3 +Dm∇m · ∇ϕ3 + ρmmϕ3)dxdt = µm
∫ T
0
∫
Ω
uvϕ3dxdt,
for all ϕ1 ∈ L2(0, T ;H1(Ω)), ϕ2 ∈ L2(0, T ;L2(Ω)), ϕ3 ∈ L2(0, T ;H1(Ω)) and u, v,m satisfy initial
conditions (1.3), i.e. u→ u0, v → v0,m→ m0 in L2(Ω) as t→ 0.
In order to get the existence and boundedness of global weak solutions of (1.2)-(1.3), in [19] (see
also [7]), the authors considered an equivalent system where the first equation in (1.2) is expressed in a
divergence form. Explicitly, defining the auxiliary variable s = uφ(v) , where φ(v) = exp(
1
Du
∫ v
0
χ(v′)dv′),
the system (1.2) is rewritten as follows:
φ(v)∂ts = Du∇ · (φ(v)∇s) + sφ(v)
(
αχ(v)Du vm+ µu − µusφ(v)− µuv
)
,
∂tv = −αmv,
∂tm = Dm∆m− ρmm+ µmsφ(v)v,
(2.1)
with initial and boundary conditions [s(0, x), v(0, x),m(0, x)] =
[
s0(x) =
u0(x)
φ(v0(x))
, v0(x),m0(x)
]
, x ∈ Ω,
Du
φ(v)∂s(x,t)
∂ν = Dm
∂m(x,t)
∂ν = 0, x ∈ ∂Ω, t ∈ (0, T ).
(2.2)
The notion of weak solution considered for (2.1)-(2.2) is the following one:
Definition 2.2. (Weak solution of (2.1)-(2.2)) The triple (s, v,m) is called a weak solution of the
model (2.1)-(2.2) if s, v,m ∈ L2(0, T ;H1(Ω)), v ∈ L∞(0, T ;L∞(Ω)) and st, vt,mt ∈ L2(0, T ;L2(Ω))
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such that ∫ T
0
∫
Ω
(φ(v)∂tsϕ1 +Duφ(v)∇s · ∇ϕ1)dxdt
=
α
Du
∫ T
0
∫
Ω
χ(v)sφ(v)vmϕ1dxdt+ µu
∫ T
0
∫
Ω
sφ(v)(1− sφ(v)− v)ϕ1dxdt,∫ T
0
∫
Ω
(∂tvϕ2 + αmvϕ2)dxdt = 0,∫ T
0
∫
Ω
(∂tmϕ3 +Dm∇m · ∇ϕ3 + ρmmϕ3)dxdt = µm
∫ T
0
∫
Ω
sφ(v)vϕ3dxdt,
for all ϕ1 ∈ L2(0, T ;H1(Ω)), ϕ2 ∈ L2(0, T ;L2(Ω)), ϕ3 ∈ L2(0, T ;H1(Ω)) and s, v,m satisfy initial
conditions (2.2), i.e. s→ s0, v → v0,m→ m0 in L2(Ω) as t→ 0.
As pointed out in [19], if u, v ∈ L∞(0, T ;L∞(Ω)), the existence of weak solutions solutions of
system of (2.1)-(2.2) (in the sense of Definition 2.2) is equivalent to the existence of weak solutions
of (1.2)-(1.3) (in the sense of Definition 2.1). In [19], by using the Schauder fixed point theorem, the
following local existence of solutions of (2.1)-(2.2) was proved.
Theorem 2.3. ([19, Theorem 3.1.]) For s0 ≥ 0, m0 ≥ 0, v0 ≥ 0, s0, v0, m0 ∈ H1(Ω), v0 ∈ L∞(Ω)
and a continuous and positive χ, there exists a local in time, non-negative weak solution of system
(2.1)-(2.2) in the sense of Definition 2.2
Next, by using the “bounded invariant rectangles” method, the following global existence and
boundedness theorem for (1.2)-(1.3) was proved in [19].
Theorem 2.4. ([19, Theorems 3.2 and 3.3.]) For non-negative and bounded initial data u0, v0,
m0 ∈ H1(Ω), and a continuous and positive function χ, there exists a global solution of system (1.2)-
(1.3), in the sense of Definition 2.1, and it is uniformly bounded. In addition, if χ is locally Lipschitz-
continuous, and the initial data satisfy u0, v0,m0 ∈ L∞(Ω), ∇v0,∇m0 ∈ Lq(Ω), q ≥ d, ∇u0 ∈ L2(Ω),
the weak solution is unique, and v ∈ L∞(0, T ;W 1,q(Ω)), m ∈ Lq(0, T ;W 1,q(Ω)).
For regular initial data, the weak solutions are regular; more exactly, the following regularity result
can be established.
Theorem 2.5. Under the assumptions of Theorem 2.4, if χ ∈ C1 and u0,m0, v0 ∈ C2(Ω), then the
weak solution provided by Theorem 2.3 is classical.
Proof. The proof is essentially in [19], Section 5.2. For convenience of the reader, we detail it here.
From the regularity of weak solutions provided by Theorem 2.4, it holds, in particular, that ∇m ∈
Lq(0, T ;Lq(Ω)). Then, differentiating the v-equation in (1.2) with respect to xi, i = 1, ..., n, testing the
obtained equation by |vxi |q−2vxi and integrating in time one gets v ∈ L∞(0, T ;W 1,q(Ω)) (cf. Lemma
5.3 in [19]); moreover,
sup
0≤t≤T
‖∇v(t)‖qLq≤ C‖∇v0‖qLq+C‖v‖L∞(L∞)
∫ T
0
∫
Ω
|∇m|qdxdt.
From the regularity of weak solutions provided by Theorem 2.4, it holds, in particular, that −ρmm+
µmuv ∈ Lq(0, T ;Lq(Ω)). Thus, from the parabolic regularity applied to the m-equation in (1.2) (see
[9], Theorem 10.22, p. 344), one has m ∈ Lq(0, T ;W 2,q(Ω)). Differentiating the v-equation in (2.1)
with respect to xi and xj and testing the obtained equation by |vxixj |q−2vxixj we can obtain that
v ∈ Lq(W 2,q(Ω)) (cf. [19], Lemma 5.4), and the following estimate holds:
sup
0≤t≤T
‖D2v(t)‖qLq≤ ‖D2v0‖qLq+C‖v‖L∞(L∞)
∫ T
0
∫
Ω
(|∇m|2q+|∇v|2q+|D2m|q) dxdt.
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Since v ∈ L∞(0, T ;W 2,q(Ω)) and u ∈ L2(0, T ;H1(Ω)), from the equality s = uφ(v) , one has that
∇s ∈ L2(0, T ;L2(Ω)). Thus, rewriting the s-equation in (2.1) as
∂ts−Du∆s = Duφ
′(v)
φ(v)
∇v∇s+ s
(
α
χ(v)
Du
vm+ µu − µusφ(v)− µuv
)
, (2.3)
one gets that the right hand side of (2.3) belongs to L2(0, T ;L2(Ω)). Consequently, by parabolic regu-
larity (see [9], Theorem 10.22, p. 344) one deduces s ∈ L2(0, T ;H2(Ω))∩L∞(0, T ;H1(Ω)); thus, ∇s ∈
L2(0, T ;L6(Ω))∩L∞(0, T ;L2(Ω)). By Lebesgue interpolation one gets∇s ∈ Lq(0, T ;L 6q3q−4 (Ω)). Apply-
ing parabolic regularity again, one gets s ∈ Lq(0, T ;W 2, 6q3q−4 (Ω)), that is, ∇s ∈ Lq(0, T ;W 1, 6q3q−4 (Ω)).
If q ≤ 4, the last regularity implies, by Sobolev embeddings, that ∇s ∈ Lq(0, T ;Lq(Ω)). Otherwise,
if q > 4, one has ∇s ∈ Lq(0, T ;L 6qq−4 (Ω)). Then, applying parabolic regularity once more, one gets
s ∈ Lq(0, T ;W 2, 6qq−4 (Ω)), that is, ∇s ∈ Lq(0, T ;W 1, 6qq−4 (Ω)), which implies that ∇s ∈ Lq(0, T ;Lq(Ω)).
Now, differentiating equations (2.1)1 with respect to t, testing the obtained equation by |∂ts|q−2∂ts
and taking into account that ∇s ∈ Lq(0, T ;Lq(Ω)), it holds that ∂ts ∈ L∞(0, T ;Lq(Ω)) (cf. [19],
Lemma 5.5). Moreover, the following estimate is true
sup
0≤t≤T
‖∂ts(t)‖qLq≤ C
(‖[v,m, s]‖L∞(L∞), ‖s0‖W 2,q)+ C‖[v,m]‖L∞(L∞)∫ T
0
∫
Ω
|∇s|qdxdt. (2.4)
Analogously, differentiating (2.1)3 with respect to t, testing the obtained equation by |∂tm|q−2∂tm,
and using (2.4), it holds that ∂tm ∈ L∞(0, T ;Lq(Ω)) and
sup
0≤t≤T
‖∂tm(t)‖qLq≤ C
(‖[v,m, s]‖L∞(L∞), ‖m0‖W 2,q)+ C‖[v,m]‖L∞(L∞)∫ T
0
∫
Ω
|∂ts|qdxdt. (2.5)
Taking into account that u = φ(v)s, from (2.4) it holds that ∂tu ∈ L∞(0, T ;Lq(Ω)). On the other hand,
isolating the terms ∆m and ∆s in (2.1) and (2.3) respectively, and using (2.4)-(2.5), it is straightforward
to prove that s,m ∈ L∞(0, T ;W 2,q(Ω)) (cf. [19], Lemma 5.6). Furthermore, the following estimate
holds:
sup
0≤t≤T
‖∆s(t)‖qLq≤ C‖[v,m, s]‖L∞(L∞)
(
1 + sup
0≤t≤T
‖∇v(t)‖2qL2q+ sup
0≤t≤T
‖∂ts(t)‖qLq
)
,
sup
0≤t≤T
‖∆m(t)‖qLq≤ C‖[v,m, s]‖L∞(L∞)
(
1 + sup
0≤t≤T
‖∂tm(t)‖qLq
)
.
Since m, s ∈ L∞(0, T ;W 2,q(Ω)) and ∂tm, ∂ts ∈ L∞(0, T ;Lq(Ω)), then, in particular one has that
m, s ∈ C([0, T ];C(Ω)). Notice that the right hand side of (2.1)3 belongs to C([0, T ];C(Ω)). Thus, since
m0 ∈ C2(Ω), from the parabolic regularity (cf. [9], Theorem 10.23.) one gets m ∈ C([0, T ];C2(Ω))
and ∂tm ∈ C([0, T ];C(Ω)). Now, since
Du
φ′(v)
φ(v)
∇v +
(
α
χ(v)
Du
vm+ µu − µusφ(v)− µuv
)
∈ C([0, T ];C(Ω)),
and s0 ∈ C2(Ω), from the parabolic regularity (cf. [17]) one has s ∈ C([0, T ];C2(Ω)) and ∂ts ∈
C([0, T ];C(Ω)). Since s = uφ(v) one can conclude that
u ∈ C([0, T ];C2(Ω)), ∂tu ∈ C([0, T ];C(Ω)),
which conclude that the global solution is classical.
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A strong difficulty to deal with system (1.2)-(1.3) comes from the second order nonlinear term in
the cancer cell density equation. Thus, in order to control it numerically, following the ideas in [8], we
introduce the new variable σ = ∇v, which allows us to propose a FE scheme for which we can analyze
convergence rates. Specifically, we consider the following variational formulation:
(∂tm, m¯) +Dm(∇m,∇m¯) + ρm(m, m¯) = µm(uv, m¯),
∂tv = −αmv,
(∂tu, u¯) +Du(∇u,∇u¯) = (χ(v)uσ,∇u¯) + µu(u− u2 − uv, u¯),
(∂tσ, σ¯) + α(mσ, σ¯) = −α(v∇m, σ¯),
(2.6)
for all [m¯, u¯, σ¯] ∈ H1(Ω) ×H1(Ω) ×H1(Ω), where the equation (2.6)4 was obtained by applying the
gradient operator to equation (1.2)2. Then, the following result holds:
Lemma 2.6. If a triple [m, v, u] is a classical solution of (1.2)-(1.3), then [m, v, u,σ] is a smooth
solution of (2.6). Reciprocally, if [m, v, u,σ] is a smooth solution of (2.6), then [m, v, u] is a classical
solution of (1.2)-(1.3).
Proof. If [m, v, u] is a classical solution of (1.2)-(1.3), then defining σ = ∇v, previous procedure to get
(2.6) shows that [m, v, u,σ] is a smooth solution of (2.6). Reciprocally, assume that [m, v, u,σ] is a
smooth enough solution of (2.6). Then, computing the gradient in the ODE for v, and subtracting the
result from the σ-equation (2.6)4, one gets{
∂t(σ −∇v) = −αm(σ −∇v),
(σ −∇v)(0) = 0,
which implies that ∇v = σ. Finally, replacing ∇v = σ in (2.6)3, one can conclude that [m, v, u] is a
classical solution of (1.2)-(1.3).
3 Definition of the numerical schemes
In this section, we construct two numerical schemes approaching the weak solutions of the haptotaxis
for invasion system (1.2) with initial and boundary data (1.3). We use a mixed approximation by
applying finite element approximations in space and finite differences in time. For simplicity, we
assume a uniform partition of [0, T ] with time step ∆t = T/N : (tn = n∆t)
n=N
n=0 .
3.1 Scheme UVMσ
We construct the first scheme by considering the system (2.6), in which the auxiliary variable σ = ∇v is
introduced. Then, for the space discretization, we consider conforming FE spaces: Xm×Xv×Xu×Xσ ⊂
H1(Ω)3 ×H1(Ω), corresponding to a family of shape-regular and quasi-uniform triangulations of Ω,
{Th}h>0, made up of simplexes K (triangles in 2D and tetrahedra in 3D), such that Ω = ∪K∈ThK,
where h = maxK∈Th hK , with hK being the diameter of K. A possibility for choosing the discretization
is to approximate the spaces [Xm,Xv,Xu,Xσ] by Pr1 × Pr2 × Pr3 × Pr4 - continuous FE, with r1 = 1
and ri ≥ 1 (i = 2, 3, 4).
Remark 3.1. The condition r1 = 1 is needed to obtain an adequate formulation for m in order to
guarantee the non-negativity for the discrete solution (see (3.9)1, Remark 3.2 and Lemma 3.3).
3.1.1 Interpolation Operators
From now on, we consider the interpolation operator Pu : H1(Ω) → Xu, such that for all u ∈ H1(Ω),
Puu ∈ Xu, satisfies
(∇(Puu− u),∇u¯) + (Puu− u, u¯) = 0, ∀u¯ ∈ Xu. (3.1)
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It is not difficult to see that the interpolation operator Pu is well defined as consequence of the Lax-
Milgram Theorem. Moreover, it is well known that the following interpolation error holds:
‖u− Puu‖L2+h‖u− Puu‖H1≤ Chr3+1‖u‖Hr3+1 , ∀u ∈ Hr3+1(Ω). (3.2)
Also, the following stability properties hold
‖Puu‖H1≤ ‖u‖H1 and ‖Puu‖W 1,6≤ C‖u‖H2 . (3.3)
Inequality (3.3)1 can be deduced from (3.1), and (3.3)2 can be obtained from (3.2) using the inverse
inequality
‖uh‖W 1,6≤ Ch−p‖uh‖H1 for all uh ∈ Xu,
with p = 2/3 (in the 2D case) and p = 1 (in the 3D case), and comparing Pu with an average
interpolation of Clement or Scott-Zhang type (which are stable in W 1,6-norm). Moreover, we consider
interpolation operators Pm, Pv and Pσ such that: Pmm0 ≥ 0 (if m0 ≥ 0), Pvv0 ≥ 0 (if v0 ≥ 0), and
the following approximation properties
‖m− Pmm‖L2+h‖m− Pmm‖H1≤ Khr1+1‖m‖Hr1+1 , ∀m ∈ Hr1+1(Ω),
‖v − Pvv‖L2+h‖v − Pvv‖H1≤ Khr2+1‖v‖Hr2+1 , ∀v ∈ Hr2+1(Ω),
‖σ − Pσσ‖L2+h‖σ − Pσσ‖H1≤ Chr4+1‖σ‖Hr4+1 , ∀σ ∈ Hr4+1(Ω),
(3.4)
and stability properties
‖[Pmm,Pvv,Pσσ]‖H1≤ ‖[m, v,σ]‖H1 , (3.5)
‖[Pmm,Pvv,Pσσ]‖W 1,6≤ C‖[m, v,σ]‖H2 , (3.6)
hold. An example of interpolation operators satisfying the these properties are the nodal interpolation
operator or average interpolators of Clement or Scott-Zhang type.
We denote the nodal interpolation operator by Ih : C(Ω) → Xm, and we introduce the discrete
semi-inner product on C(Ω) (which is an inner product in Xm) and its induced discrete seminorm
(norm in Xm):
(u1, u2)
h :=
∫
Ω
Ih(u1u2), |u|h=
√
(u, u)h. (3.7)
Remark 3.2. In Xm, the norms |·|h and ‖·‖L2 are equivalent uniformly with respect to h (see [2]).
Moreover, the following property holds for all u1, u2 ∈ Xm:
|(u1, u2)h − (u1, u2)|≤ Ch‖u1‖L2‖∇u2‖L2 . (3.8)
3.1.2 Definition of the scheme
Considering the weak formulation (2.6), we consider the following first order in time, linear and de-
coupled numerical scheme (from now on, Scheme UVMσ):
Initialization: Let [m0h, v
0
h, u
0
h,σ
0
h] = [Pmm0,Pvv0,Puu0,Pσσ0] ∈ Xm ×Xv ×Xu ×Xσ.
Time step n: Given the vector [mn−1h , v
n−1
h , u
n−1
h ,σ
n−1
h ] ∈ Xm × Xv × Xu × Xσ, compute
[mnh, v
n
h , u
n
h,σ
n
h ] ∈ Xm ×Xv ×Xu ×Xσ such that
1) (δtm
n
h, m¯)
h +Dm(∇mnh,∇m¯) + ρm(mnh, m¯)h = µm([un−1h ]+vn−1h , m¯),
2) δtv
n
h = −αmnhvnh ,
3) (δtu
n
h, u¯) +Du(∇unh,∇u¯) = (χ(vnh)un−1h σn−1h ,∇u¯) + µu(un−1h − (un−1h )2 − unhvnh , u¯), (3.9)
4) (δtσ
n
h , σ¯) + α(m
n
hσ
n
h , σ¯) = −α(vnh∇mnh, σ¯),
for all [m¯, u¯, σ¯] ∈ Xm×Xu×Xσ; where, in general, we denote δtznh = z
n
h−zn−1h
∆t and z+ = max{z, 0} ≥ 0.
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3.1.3 Positivity and Well-posedness
We will prove the well-posedness of the scheme UVMσ, and non-negativity of the variables vnh and
mnh. From now on, we denote in general a− = min{a, 0} ≤ 0. We remark that it is not possible to
prove the positivity of unh in the scheme UVMσ.
Lemma 3.3. (Positivity of vnh and m
n
h) Let ([u
n
h, v
n
h ,σ
n
h ,m
n
h])n∈N the sequence defined in scheme
UVMσ. If vn−1h ,m
n−1
h ≥ 0, then vnh ,mnh ≥ 0.
Proof. Testing (3.9)1 by m¯ = Ih([m
n
h]−) ∈ Xm one has
(δtm
n
h, Ih([m
n
h]−))
h +Dm(∇mnh,∇Ih([mnh]−))
+ρm(m
n
h, Ih([m
n
h]−))
h = µm([u
n−1
h ]+v
n−1
h , Ih([m
n
h]−)). (3.10)
From the definition of the nodal interpolation operator Ih, the semi-inner product (·, ·)h (given in
(3.7)), using that (Ih(m))
2 ≤ Ih(m2) for all m ∈ C(Ω¯), and taking into account that mn−1h ≥ 0, one
gets
(δtm
n
h, Ih([m
n
h]−))
h =
1
∆t
∫
Ω
Ih([m
n
h]
2
−)dx−
1
∆t
∫
Ω
Ih(m
n−1
h [m
n
h]−)dx ≥
1
∆t
‖Ih([mnh]−)‖2L2 (3.11)
and
ρm(m
n
h, Ih([m
n
h]−))
h = ρm
∫
Ω
Ih(([m
n
h]−)
2)dx ≥ ρm‖Ih([mnh]−)‖2L2 . (3.12)
Also, recalling that mnh = Ih([m
n
h]+) + Ih([m
n
h]−), and using Proposition 2.5 of [12], one has
Dm(∇mnh,∇Ih([mnh]−)) = Dm(∇Ih([mnh]+),∇Ih([mnh]−)) +Dm(∇Ih([mnh]−),∇Ih([mnh]−))
≥ Dm‖∇Ih([mnh]−)‖2L2 . (3.13)
Then, from (3.10)-(3.13), using that vn−1h ≥ 0 one arrives at(
1
∆t
+ ρm
)
‖Ih([mnh]−)‖2L2+Dm‖∇Ih([mnh]−)‖2L2≤ µm
∫
Ω
[un−1h ]+v
n−1
h Ih([m
n
h]−) dx ≤ 0,
which implies that [mnh]− = 0, and thus m
n
h ≥ 0. Finally, from (3.9)2 and taking into account that
vn−1h ,m
n
h ≥ 0, it holds that
(1 + α∆tmnh) > 0 and v
n
h =
1
(1 + α∆tmnh)
vn−1h ≥ 0.
Proposition 3.4. (Well-posedness) There exists a unique [vnh , u
n
h,m
n
h,σ
n
h ] ∈ Xv × Xu × Xm × Xσ
solution of the scheme UVMσ.
Proof. First, in order to show that there exists a unique solution of mnh ∈ Xm of (3.9)1, it suffices to
prove the uniqueness (since (3.9)1 is linear). To this aim, suppose that there exist m
n
h,1,m
n
h,2 ∈ Xm
two possible solutions; then, denoting mnh = m
n
h,1−mnh,2, subtracting the two equations (3.9)1 satisfied
by mnh,1 and m
n
h,2, one gets
(mnh, m¯)
h + ∆tDm(∇mnh,∇m¯) + ρm∆t(mnh, m¯)h = 0, ∀m¯ ∈ Xm. (3.14)
Thus, taking m¯ = mnh in (3.14) and using Remark 3.2, one has
(1 + ρm∆t)‖mnh‖2L2+Dm∆t‖∇mnh‖2L2= 0,
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which implies that mnh = 0, or equivalently, m
n
h,1 = m
n
h,2. Now, knowing v
n−1
h and m
n
h, it is clear that
there exists a unique vnh ∈ Xv solution of (3.9)2. Finally, given [un−1h ,σn−1h ] and knowing the existence
and uniqueness of vnh ∈ Xv and mnh ∈ Xm, we have that there exists a unique [unh,σnh ] ∈ Xu × Xσ
solution of (3.9)3,4. In fact, suppose that exist [u
n
h,1,σ
n
h,1], [u
n
h,2,σ
n
h,2] ∈ Xu×Xσ two possible solutions
of (3.9)3,4. Then, denoting u
n
h = u
n
h,1 − unh,2, σnh = σnh,1 − σnh,2, subtracting (3.9)3,4 satisfied by
[unh,1,σ
n
h,1] and [u
n
h,2,σ
n
h,2], one gets
(σnh , σ¯) + α∆t(m
n
hσ
n
h , σ¯) = 0, ∀σ¯ ∈ Xσ, (3.15)
(unh, u¯) +Du∆t(∇unh,∇u¯) + µu∆t(unhvnh , u¯) = 0, ∀u¯ ∈ Xu. (3.16)
Thus, taking [u¯, σ¯] = [unh,σ
n
h ] in (3.15)-(3.16) and using that m
n
h, v
n
h ≥ 0 (see Lemma 3.3), one can
conclude that [unh,σ
n
h ] = [0,0], and taking into account that (3.9)3,4 is an algebraic linear system, one
deduce the existence and uniqueness of [unh,σ
n
h ] solution of (3.9)3,4.
3.2 Scheme UVMs
In this subsection, we propose another numerical scheme which guarantees the positivity for all dis-
crete variables, whose construction is motivated by the Definition 2.2, and where the auxiliary variable
s = u/φ(v) is considered. The spatial discretization is assumed as in the scheme UVMσ; but in this
case, instead to the FE-space Xσ, we consider the FE-space for the auxiliary variable s, denoted by
Xs, generated by P1-continuous. This last constraint is necessary to guarantee the positivity of the
discrete variable sh, and therefore, the positivity of uh.
Then, we consider the following first order in time, linear and decoupled numerical scheme (from
now on, Scheme UVMs):
Initialization: Let [s0h, v
0
h,m
0
h] = [Pss0,Pvv0,Pmm0] ∈ Xs ×Xv ×Xm, being Ps : H1(Ω)→ Xs an
interpolation operator.
Time step n: Given the vector [sn−1h , v
n−1
h ,m
n−1
h ] ∈ Xs × Xv × Xm, compute [snh, vnh ,mnh] ∈
Xs ×Xv ×Xm such that
1) (φ(vnh)δts
n
h, s¯)
h +Du(φ(v
n
h)∇snh,∇s¯) =
α
Du
(
sn−1h φ(v
n
h)χ(v
n
h)v
n
hm
n
h, s¯
)
+ µu(s
n−1
h φ(v
n
h), s¯)− µu(sn−1h snhφ(vnh)2, s¯)h − µu(snhφ(vnh)vnh , s¯)h,
2) δtv
n
h = −αmnhvnh , (3.17)
3) (δtm
n
h, m¯)
h +Dm(∇mnh,∇m¯) + ρm(mnh, m¯)h = µm(sn−1h φ(vn−1h )vn−1h , m¯),
for all [s¯, v¯, m¯] ∈ Xs×Xv×Xm. Recall that, in general, we denote δtznh = z
n
h−zn−1h
∆t , and the semi-inner
product (·, ·)h was defined in (3.7).
We can recover unh a posteriori, from the relation u
n
h = φ(v
n
h)s
n
h.
The numerical scheme UVMs is well-posed and preserves the positivity in all unknowns. This is
the content of next proposition.
Proposition 3.5. (Well-posedness and positivity of the scheme UVMs) There exists a unique
solution [snh, v
n
h ,m
n
h] ∈ Xs ×Xv ×Xm of the scheme UVMs. Moreover, if sn−1h , vn−1h ,mn−1h ≥ 0, then
snh, v
n
h ,m
n
h ≥ 0.
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Proof. First we prove the positivity of the possible solutions of (3.17). Following the proof of Lemma
3.3, one has that mnh ≥ 0 and vnh ≥ 0, taking into account that µm(sn−1h φ(vn−1h )vn−1h , Ih([mnh]−)) ≤ 0
since (sn−1h , v
n−1
h ≥ 0 and φ(v) ≥ 1 for all v ≥ 0). Now, testing (3.17)1 by s¯ = Ih([snh]−) ∈ Xs one has
(φ(vnh)δts
n
h, Ih([s
n
h]−))
h +Du(φ(v
n
h)∇snh,∇Ih([snh]−)) =
α
Du
(
sn−1h φ(v
n
h)χ(v
n
h)v
n
hm
n
h, Ih([s
n
h]−)
)
+µu(s
n−1
h φ(v
n
h), Ih([s
n
h]−))− µu(sn−1h snhφ(vnh)2, Ih([snh]−))h − µu(snhφ(vnh)vnh , Ih([snh]−))h. (3.18)
From the definition of the nodal interpolation operator Ih, the semi-inner product (·, ·)h (given in
(3.7)), using that (Ih(s))
2 ≤ Ih(s2) for all s ∈ C(Ω¯), and taking into account that sn−1h ≥ 0 and
φ(vnh) ≥ 1 (since vnh ≥ 0), one obtains
(φ(vnh)δts
n
h, Ih([s
n
h]−))
h =
1
∆t
∫
Ω
Ih(φ(v
n
h)[s
n
h]
2
−)dx−
1
∆t
∫
Ω
Ih(φ(v
n
h)s
n−1
h [s
n
h]−)dx
≥ 1
∆t
‖Ih(
√
φ(vnh)[s
n
h]−)‖2L2 . (3.19)
Also, recalling that snh = Ih([s
n
h]+) + Ih([s
n
h]−), and using Proposition 2.5 of [12], one gets
Du(∇snh,∇Ih([snh]−)) = Du(∇Ih([snh]+),∇Ih([snh]−)) +Du(∇Ih([snh]−),∇Ih([snh]−))
≥ Du‖∇Ih([snh]−)‖2L2
and, since φ(vnh) ≥ 1, one can conclude
Du(φ(v
n
h)∇snh,∇Ih([snh]−)) ≥ Du‖∇Ih([snh]−)‖2L2 . (3.20)
On the other hand, using that sn−1h , φ(v
n
h), χ(v
n
h), v
n
h ,m
n
h ≥ 0, one gets
α
Du
(
sn−1h φ(v
n
h)χ(v
n
h)v
n
hm
n
h, Ih([s
n
h]−)
)
+ µu(s
n−1
h φ(v
n
h), Ih([s
n
h]−)) ≤ 0, (3.21)
−µu(sn−1h snhφ(vnh)2, Ih([snh]−))h = −µu
∫
Ω
Ih(s
n−1
h φ(v
n
h)
2([snh]−)
2) ≤ 0, (3.22)
−µu(snhφ(vnh)vnh , Ih([snh]−))h = −µu
∫
Ω
Ih(φ(v
n
h)v
n
h([s
n
h]−)
2) ≤ 0. (3.23)
Then, from (3.18)-(3.23), one arrives at
1
∆t
‖Ih(
√
φ(vnh)[s
n
h]−)‖2L2+‖∇Ih([snh]−)‖2L2≤ 0,
which implies that [snh]− = 0, and thus s
n
h ≥ 0.
Now we prove the well-posedness. First, given sn−1h , v
n−1
h ,m
n−1
h , the existence and uniqueness of
mnh ∈ Xm solution of (3.17)3 can be proved as in Proposition 3.4; and, knowing vn−1h and mnh, it is
clear that there exists a unique vnh ∈ Xv solution of (3.17)2. Finally, given sn−1h ,mn−1h and knowing the
existence and uniqueness of [mnh, v
n
h ] ∈ Xm × Xv, one has that there exists a unique snh ∈ Xs solution
of (3.17)1. In fact, suppose that exist s
n
h,1, s
n
h,2 ∈ Xs two possible solutions of (3.17)1. Then, denoting
snh = s
n
h,1 − snh,2, subtracting (3.17)1 satisfied by snh,1 and snh,2, one gets
1
∆t
(φ(vnh)s
n
h, s¯)
h +Du(φ(v
n
h)∇snh,∇s¯) = −µu(sn−1h snhφ(vnh)2, s¯)h − µu(snhφ(vnh)vnh , s¯)h. (3.24)
Taking s¯ = snh in (3.24), recalling that φ(v
n
h) ≥ 1, vnh , sn−1h , snh ≥ 0, and using Remark 3.2 for Xs
instead of Xm, it holds
‖snh‖2L2+∆tDu‖∇snh‖2L2≤ 0,
which implies that snh = 0, that is, s
n
h,1 = s
n
h,2.
Remark 3.6. (Positivity of unh) Notice that, taking into account that s
n
h ≥ 0 and φ(vnh) ≥ 1 (since
vnh ≥ 0), one deduces that unh ≥ 0.
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4 Uniform estimates and convergence
In this section, we focus on the numerical analysis of the scheme UVMσ, obtaining some uniform
estimates for any solution of (3.9) that will be used in the convergence analysis. With this aim, we
make the following inductive hypothesis: there exists a positive constant K > 0, independent of n,
such that
‖[un−1h ,σn−1h ]‖L2×L4≤ K, ∀n ≥ 1. (4.1)
After the convergence analysis we verify the validity of (4.1) by following an inductive procedure.
Induction hypotheses in the convergence analysis of numerical schemes approaching nonlinear PDEs
have been considered by several authors (see for instance, [8, 25] and some references therein). How-
ever, it is worthwhile to remark that the inductive hypothesis (4.1) includes less restrictive spaces
than in the previous works mentioned. In fact, in [25] the authors use an inductive hypotheses of
kind ‖σnh‖W 1,∞≤ K to deal with a numerical scheme to approximate a 2D-Keller-Segel system; and
recently, in [8], the authors assume an inductive hypotheses of kind ‖[σn−1h , cm−1h ‖H1≤ K to carry
out a convergence analysis of a chemotaxis-Navier-Stokes system in three dimensional domains and
‖σn−1h ‖H1≤ K in two dimensional domains.
Additionally, we will use the following discrete Gronwall lemmas:
Lemma 4.1. ([13, p. 655]) Assume that ∆t, β,B > 0 and bk, dk ≥ 0 satisfy:
(1 + β∆t)dk+1 − dk + ∆tbk+1 ≤ B∆t, ∀k ≥ 0.
Then, it holds
dk + ∆t
k∑
i=1
(1 + β∆t)−(k+1−i)bi ≤ d0 + β−1B, ∀k ≥ 1.
Lemma 4.2. ([14, p. 369]) Assume that ∆t > 0 and B, bk, dk, gk, hk ≥ 0 satisfy:
dk+1 + ∆t
k∑
i=0
bi+1 ≤ ∆t
k∑
i=0
gi di + ∆t
k∑
i=0
hi +B, ∀k ≥ 0.
Then, it holds
dk+1 + ∆t
k∑
i=0
bi+1 ≤ exp
(
∆t
k∑
i=0
gi
) (
∆t
k∑
i=0
hi +B
)
, ∀k ≥ 0.
4.1 Uniform estimates
In order to develop the convergence analysis, some uniform estimates (in weak and strong norms) for
the discrete variables vnh and m
n
h are needed; these are natural estimates coming from the same analysis
as in the continuous problem.
Lemma 4.3. (Uniform estimate for vnh) If v
n
h is any solution of (3.9)2, then
‖vnh‖L∞≤ K0 ∀n ≥ 0.
Proof. From (3.9)2, taking into account that m
n
h, v
n
h ≥ 0 (see Lemma 3.3), one has that vnh −vn−1h ≤ 0,
and thus, adding from n = 1 to n = r, one arrives at
vrh ≤ v0h ∀r ≥ 1,
from which one deduces that supΩ v
n
h ≤ supΩ v0h := K0 for all n ≥ 0.
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Lemma 4.4. (Uniform weak estimates for mnh) Assume the inductive hypothesis (4.1). If m
n
h is
any solution of (3.9)1, then m
n
h is bounded in l
∞(L2) ∩ l2(H1).
Proof. Testing (3.9)1 by m¯ = m
n
h, using the Ho¨lder and Young inequalities, taking into account Remark
3.2, Lemma 4.3 and using the fact that ‖z+‖L2≤ ‖z‖L2 and the inductive hypothesis (4.1), one has
1
2
δt‖mnh‖2L2+
∆t
2
‖δtmnh‖2L2+Dm‖∇mnh‖2L2+ρm‖mnh‖2L2≤ µm‖[un−1h ]+‖L2‖vn−1h ‖L∞‖mnh‖L2
≤ ρm
4
‖mnh‖2L2+
Cµ2m
ρm
‖un−1h ‖2L2‖vn−1h ‖2L∞≤
ρm
4
‖mnh‖2L2+C. (4.2)
Then, multiplying (4.2) by 2∆t and denoting λm = min{Dm, ρm}, one arrives at(
1 +
∆t
2
)
‖mnh‖2L2−‖mn−1h ‖2L2+∆tλm‖mnh‖2H1≤ ∆tC,
and applying Lemma 4.1 the proof is concluded.
Now, in next lemma, some uniform strong estimates are proved for mnh, which will also be necessary
in the convergence analysis.
Lemma 4.5. (Uniform strong estimates for mnh) Assume the inductive hypothesis (4.1). If m
n
h
is any solution of (3.9)1, then the following estimate holds
‖mnh‖2H1+∆t
n∑
k=1
‖δtmkh‖2L2≤ C, ∀n ≥ 1, (4.3)
with the constant C > 0 depending on the data (µm, Dm, ρm,m0, v0, T,K), but independent of (∆t, h)
and n.
Proof. Testing (3.9)1 by m¯ = δtm
n
h ∈ Xm, and proceeding as in (4.2) one obtains
λm
2
δt‖mnh‖2H1+
∆tλm
2
‖δtmnh‖2H1+‖δtmnh‖2L2≤
1
2
‖δtmnh‖2L2+C. (4.4)
Then, multiplying (4.4) by ∆t and adding from n = 1 to n = r, (4.3) is concluded.
4.2 Error estimates in weak norms
In this section we derive error estimates for any solution [mnh, v
n
h , u
n
h,σ
n
h ] of the scheme UVMσ, with
respect to a smooth enough solution [m, v, u,σ] of (2.6). We will denote by C,Ci,Ki to different
positive constants possibly depending on the continuous solution (m, v, u,σ = ∇v), but independent
of the discrete parameters (k, h) and the time step n.
We start by establishing the following notation for the errors at time t = tn: e
n
m = m
n − mnh,
env = v
n − vnh , enu = un − unh and enσ = σn −σnh , where, in general, zn denote the value of z at time tn.
Taking the difference between scheme (3.9) and (2.6) at t = tn we get that [e
n
m, e
n
v , e
n
u, e
n
σ] satisfies:
(δte
n
m, m¯) +Dm(∇enm,∇m¯) + ρm(enm, m¯) = (ωnm, m¯) + (δtmnh + ρmmnh, m¯)h − (δtmnh + ρmmnh, m¯)
+µm((u
n− un−1)vn + un−1(vn − vn−1) + ([un−1]+ − [un−1h ]+)vn−1h + un−1en−1v , m¯), (4.5)
δte
n
v = −αmnenv − αvnhenm + ωnv , (4.6)
(δte
n
u, u¯) +Du(∇enu,∇u¯) = (ωnu , u¯) + (χ(vn)[(un − un−1)σn + un−1(σn − σn−1)],∇u¯)
+((χ(vn)− χ(vnh))un−1σn−1 + χ(vnh)un−1en−1σ + χ(vnh)en−1u σn−1h ,∇u¯) + µu(un − un−1 + en−1u , u¯)
−µu((un)2 − (un−1)2 + en−1u (un−1 + un−1h ), u¯)− µu(enuvnh + unenv , u¯), (4.7)
(δte
n
σ, σ¯) = (ω
n
σ, σ¯)− α(mnhenσ, σ¯)− α(σnenm, σ¯)− α(vnh∇enm, σ¯)− α(env∇mn, σ¯), (4.8)
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for all [m¯, u¯, σ¯] ∈ Xm × Xu × Xσ, where ωnm, ωnv , ωnu , ωnσ are the consistency errors associated to the
scheme UVMσ, that is, ωnm = δtm
n − (mt)n and so on.
With the help of the interpolation operators Pm,Pv,Pu,Pσ, defined in Subsection 3.1.1, we decom-
pose the total errors enm, e
n
v , e
n
u, e
n
σ, as the sum of interpolation and discrete errors as follows:
enm = (m
n − Pmmn) + (Pmmn −mnh) = θnm + ξnm, (4.9)
env = (v
n − Pvvn) + (Pvvn − vnh) = θnv + ξnv , (4.10)
enu = (u
n − Puun) + (Puun − unh) = θnu + ξnu , (4.11)
enσ = (σ
n − Pσσn) + (Pσσn − σnh) = θnσ + ξnσ, (4.12)
where, in general, θmz and ξ
m
z denote the interpolation and discrete errors (for the variable z), re-
spectively. Then, taking into account (4.5)-(4.8), (4.9)-(4.12) and the definition of the interpolation
operators given in Subsection 3.1.1, one gets
(δt ξ
n
m, m¯) +Dm(∇ξnm,∇m¯) + ρm(ξnm, m¯) = (ωnm − δtθnm, m¯) + (δtmnh, m¯)h − (δtmnh, m¯)
+ρm(m
n
h, m¯)
h − ρm(mnh, m¯)−Dm(∇θnm,∇m¯)− ρm(θnm, m¯) + µm((un− un−1)vn, m¯)
+µm(u
n−1(vn − vn−1)+([un−1]+−[un−1h ]+)vn−1h + un−1(ξn−1v + θn−1v ), m¯), (4.13)
δtξ
n
v = ω
n
v − δtθnv − αmn(ξnv + θnv )− αvnh(ξnm + θnm), (4.14)
(δtξ
n
u , u¯) +Du(∇ξnu ,∇u¯) = (ωnu − δtθnu , u¯) +Du(θnu , u¯) + (χ(vn)(un − un−1)σn,∇u¯)
+(χ(vn)un−1(σn − σn−1) + (χ(vn)− χ(vnh))un−1σn−1 + χ(vnh)un−1(ξn−1σ + θn−1σ ),∇u¯)
+(χ(vnh)(ξ
n−1
u + θ
n−1
u )σ
n−1
h ,∇u¯)) + µu(un − un−1 + ξn−1u + θn−1u , u¯)
−µu((un)2 − (un−1)2 + (ξn−1u + θn−1u )(un−1 + un−1h ) + (ξnu + θnu)vnh + un(ξnv + θnv ), u¯),(4.15)
(δtξ
n
σ , σ¯) = (ω
n
σ, σ¯)− (δtθnσ, σ¯)− α(mnh(ξnσ + θnσ), σ¯)
−α(σn(ξnm + θnm) + vnh(∇ξnm +∇θnm) + (ξnv + θnv )∇mn, σ¯). (4.16)
1. Error estimate for m
Taking m¯ = ξnm in (4.13) one gets
1
2
δt‖ξnm‖2L2+
∆t
2
‖δtξnm‖2L2+λm‖ξnm‖2H1≤ (ωnm, ξnm)− (δtθnm, ξnm) + (δtmnh, m¯)h − (δtmnh, ξnm)
+ρm(m
n
h, ξ
n
m)
h − ρm(mnh, ξnm)−Dm(∇θnm,∇ξnm)− ρm(θnm, ξnm) + µm((un− un−1)vn, ξnm)
+µm(u
n−1(vn − vn−1) + ([un−1]+ − [un−1h ]+)vn−1h + un−1(ξn−1v + θn−1v ), ξnm) =
10∑
k=1
Ik, (4.17)
(recall that λm = min{Dm, ρm}). Then, using the Ho¨lder and Young inequalities, (3.2) and (3.4)1−2,
the terms on the right hand side of (4.17) are bounded in the following way:
I1 ≤ λm
10
‖ξnm‖2H1+
C
λm
‖ωnm‖2(H1)′≤
λm
10
‖ξnm‖2H1+
C∆t
λm
∫ tn
tn−1
‖mtt(t)‖2(H1)′dt, (4.18)
I2 ≤ ‖ξnm‖L2‖(I − Pm)δtmn‖L2≤
λm
10
‖ξnm‖2H1+
Ch2(r1+1)
λm
‖δtmn‖2Hr1+1
≤ λm
10
‖ξnm‖2H1+
Ch2(r1+1)
λm∆t
∫ tn
tn−1
‖mt‖2Hr1+1dt, (4.19)
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I7 + I8 ≤ Dm‖∇θnm‖L2‖∇ξnm‖L2+ρm‖θnm‖L2‖ξnm‖L2
≤ λm
10
‖ξnm‖2H1+
C
λm
(D2mh
2r1 + ρ2mh
2(r1+1))‖mn‖2Hr1+1 , (4.20)
I9 +I10 ≤ µm‖[un−un−1, vn−vn−1]‖(H1)′‖[vn, un−1]‖L∞‖ξnm‖H1
+µm‖[ξn−1u , θn−1u , ξn−1v , θn−1v ]‖L2‖[un−1, vn−1h ]‖L∞‖ξnm‖L2
≤ λm
10
‖ξnm‖2H1+
Cµ2m
λm
(‖[un−un−1, vn−vn−1]‖2(H1)′+‖ξn−1u ‖2L2+‖ξn−1v ‖2L2)‖[vn, un−1, vn−1h ]‖2L∞
+
Cµ2m
λm
(h2(r2+1)‖vn−1‖2Hr2+1+h2(r3+1)‖un−1‖2Hr3+1)‖[vn, un−1, vn−1h ]‖2L∞ . (4.21)
Moreover, taking into account the property (3.8), one gets
I3 + I4 + I5 + I6≤ Chr1‖δtmnh‖L2‖∇ξnm‖L2+Cρmhr1‖mnh‖L2‖∇ξnm‖L2
≤ λm
10
‖ξnm‖2H1+
C
λm
h2r1(‖δtmnh‖2L2+ρ2m‖mnh‖2L2). (4.22)
Therefore, from (4.17)-(4.22), one arrives at
1
2
δt‖ξnm‖2L2+
∆t
2
‖δtξnm‖2L2+
λm
2
‖ξnm‖2H1≤ C
∫ tn
tn−1
(
h2(r1+1)
∆t
‖mt‖2Hr1+1+∆t‖mtt(t)‖2(H1)′
)
dt
+C(‖un−un−1‖2(H1)′+‖vn−vn−1‖2(H1)′+‖ξn−1u ‖2L2+‖ξn−1v ‖2L2)‖[vn, un−1, vn−1h ]‖2L∞
+C(h2(r2+1)‖vn−1‖2Hr2+1+h2(r3+1)‖un−1‖2Hr3+1)‖[vn, un−1, vn−1h ]‖2L∞
+C(h2r1 + h2(r1+1))‖mn‖2Hr1+1+Ch2r1(‖δtmnh‖2L2+‖mnh‖2L2). (4.23)
2. Error estimate for v
Testing (4.14) by ξnv ∈ Xv, using the Ho¨lder and Young inequalities and (3.4)1−2, one has
1
2
δt‖ξnv ‖2L2+
∆t
2
‖δtξnv ‖2L2+α
∫
Ω
mn(ξnv )
2 dx = (ωnv − δtθnv − αmnθnv − αvnh(ξnm + θnm), ξnv )
≤ (‖ωnv ‖L2+‖δtθnv ‖L2+α‖[mn, vnh ]‖L∞(‖θnv ‖L2+‖ξnm‖L2+‖θnm‖L2))‖ξnv ‖L2
≤ C‖ξnv ‖2L2+C(‖ωnv ‖2L2+‖δtθnv ‖2L2+α2‖[mn, vnh ]‖2L∞(‖θnv ‖2L2+‖ξnm‖2L2+‖θnm‖2L2))
≤ C‖ξnv ‖2L2+C
∫ tn
tn−1
(
h2(r2+1)
∆t
‖vt‖2Hr2+1+∆t‖vtt(t)‖2L2
)
dt+ C‖[mn, vnh ]‖2L∞‖ξnm‖2L2
+C‖[mn, vnh ]‖2L∞(h2(r2+1)‖vn‖2Hr2+1+h2(r1+1)‖mn‖2Hr1+1). (4.24)
3. Error estimate for u
Taking u¯ = ξnu in (4.15), one gets
1
2
δt‖ξnu‖2L2+
∆t
2
‖δtξnu‖2L2+Du‖∇ξnu‖2L2+µu
∫
Ω
vnh(ξ
n
u )
2 dx = (ωnu − δtθnu +Duθnu , ξnu )
+(χ(vn)(un − un−1)σn + χ(vn)un−1(σn − σn−1) + (χ(vn)− χ(vnh))un−1σn−1,∇ξnu )
+(χ(vnh)u
n−1(ξn−1σ + θ
n−1
σ ),∇ξnu ) + (χ(vnh)(ξn−1u + θn−1u )σn−1h ,∇ξnu )
+µu(u
n − un−1 + ξn−1u + θn−1u , ξnu )− µu((un)2 − (un−1)2 + (ξn−1u + θn−1u )(un−1 + un−1h ), ξnu )
−µu(θnuvnh + un(ξnv + θnv ), ξnu ) =
7∑
k=1
Jk. (4.25)
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Then, using the Ho¨lder and Young inequalities, (3.2) and (3.4)2−3, the terms on the right hand side
of (4.25) are bounded as follows:
J1 ≤ C‖ξnu‖H1‖ωnu‖(H1)′+C‖ξnu‖L2(Du‖θnu‖L2+‖δtθnu‖L2)
≤ Du
8
‖∇ξnu‖2L2+CDu‖ξnu‖2L2+
C
Du
∫ tn
tn−1
[
∆t‖utt(t)‖2(H1)′+
h2(r3+1)
∆t
‖ut‖2Hr3+1
]
dt
+CDuh
2(r3+1)‖un‖2Hr3+1 , (4.26)
J2 + J3 ≤ Du
8
‖∇ξnu‖2L2+
C
Du
‖[un − un−1,σn − σn−1]‖2L2‖[σn, un−1]‖2L∞‖χ(vn)‖2L∞
+
C
Du
(‖ξnv ‖2L2+‖ξn−1σ ‖2L2+h2(r2+1)‖vn‖2Hr2+1+h2(r4+1)‖σn−1‖2Hr4+1)‖un−1‖2L∞‖[χ(vnh),σn−1]‖2L∞ ,(4.27)
J5 + J7 ≤ C‖ξnu‖2L2+Cµ2u(‖un−un−1‖2L2+h2(r3+1)‖un−1‖2Hr3+1+‖ξn−1u ‖2L2)
+Cµ2u‖[vnh , un]‖2L∞(h2(r3+1)‖un‖2Hr3+1+‖ξnv ‖2L2+h2(r2+1)‖vn‖2Hr2+1). (4.28)
Moreover, using the 3D interpolation inequalities
‖u‖L4≤ C‖u‖1/4L2 ‖u‖3/4H1 and ‖u‖L3≤ ‖u‖1/2L2 ‖u‖1/2L6 for all u ∈ H1(Ω),
as well as the Ho¨lder and Young inequalities, (3.2), (3.3)2 and (3.6), one has
J4 = (χ(v
n
h)ξ
n−1
u σ
n−1
h ,∇ξnu )− (χ(vnh)θn−1u ξn−1σ ,∇ξnu ) + (χ(vnh)θn−1u Pσσn−1,∇ξnu )
≤ C(‖ξn−1u ‖1/4L2 ‖ξn−1u ‖3/4H1 ‖σn−1h ‖L4+‖ξn−1σ ‖L2‖θn−1u ‖L∞)‖∇ξnu‖L2‖χ(vnh)‖L∞
+C‖Pσσn−1‖L∞‖θn−1u ‖L2‖∇ξnu‖L2‖χ(vnh)‖L∞
≤ Du
8
‖∇ξnu‖2L2+
Du
8
‖∇ξn−1u ‖2L2+CDu‖ξn−1u ‖2L2+
C
D7u
‖ξn−1u ‖2L2‖χ(vnh)‖8L∞‖σn−1h ‖8L4
+
C
Du
‖χ(vnh)‖2L∞(‖un−1‖2H2‖ξn−1σ ‖2L2+h2(r3+1)‖σn−1‖2H2‖un−1‖2Hr3+1), (4.29)
J6 ≤ C‖ξnu‖2L2+Cµ2u(‖un−un−1‖2L2+‖ξn−1u ‖2L2+h2(r3+1)‖un−1‖2Hr3+1)‖[un + un−1, un−1]‖2L∞
+Cµ2u‖θn−1u ‖2L∞‖ξn−1u ‖2L2+Cµ2uh2(r3+1)‖Puun−1‖2L∞‖un−1‖2Hr3+1+
Du
8
‖∇ξnu‖2L2
+CDu‖ξnu‖2L2+
Du
8
‖∇ξn−1u ‖2L2+CDu‖ξn−1u ‖2L2+
Cµ4u
D3u
‖ξn−1u ‖2L2‖un−1h ‖4L2 . (4.30)
Therefore, from (4.25)-(4.30), using the inductive hypothesis (4.1) and taking into account that vnh ≥ 0,
one arrives at
1
2
δt‖ξnu‖2L2+
∆t
2
‖δtξnu‖2L2+
Du
2
‖∇ξnu‖2L2−
Du
4
‖∇ξn−1u ‖2L2≤ C‖ξnu‖2L2+C‖ξn−1u ‖2L2
+Ch2(r3+1)‖un‖2Hr3+1+C
∫ tn
tn−1
[
∆t‖utt(t)‖2(H1)′+
h2(r3+1)
∆t
‖ut‖2Hr3+1
]
dt
+C‖[un − un−1,σn − σn−1]‖2L2‖[σn, un−1]‖2L∞‖χ(vn)‖2L∞
+C(‖ξnv ‖2L2+‖ξn−1σ ‖2L2+h2(r2+1)‖vn‖2Hr2+1+h2(r4+1)‖σn−1‖2Hr4+1)‖un−1‖2L∞‖[χ(vnh),σn−1]‖2L∞
+C‖ξn−1u ‖2L2‖χ(vnh)‖8L∞+C‖χ(vnh)‖2L∞(‖un−1‖2H2‖ξn−1σ ‖2L2+h2(r3+1)‖σn−1‖2H2‖un−1‖2Hr3+1)
+C(‖un−un−1‖2L2+h2(r3+1)‖un−1‖2Hr3+1+‖ξn−1u ‖2L2)
+C‖[vnh , un]‖2L∞(h2(r3+1)‖un‖2Hr3+1+‖ξnv ‖2L2+h2(r2+1)‖vn‖2Hr2+1)
+C(‖un−un−1‖2L2+‖ξn−1u ‖2L2+h2(r3+1)‖un−1‖2Hr3+1)‖[un + un−1, un−1]‖2L∞
+C‖θn−1u ‖2L∞‖ξn−1u ‖2L2+Ch2(r3+1)‖Puun−1‖2L∞‖un−1‖2Hr3+1 . (4.31)
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4. Error estimate for σ
Taking σ¯ = ξnσ in (4.16), using the Ho¨lder and Young inequalities and (3.4)1−3, one arrives at
1
2
δt‖ξnσ‖2L2+
∆t
2
‖δtξnσ‖2L2+α
∫
Ω
mnh(ξ
n
σ)
2 dx = (ωnσ − δtθnσ, ξnσ)
−α(mnhθnσ, ξnσ)− α(σn(ξnm + θnm) + vnh(∇ξnm +∇θnm) + (ξnv + θnv )∇mn, ξnσ)
≤ C‖ξnσ‖2L2+C
∫ tn
tn−1
(
h2(r4+1)
∆t
‖σt‖2Hr4+1+∆t‖σtt(t)‖2L2
)
dt+ Cα2‖θnσ‖2L∞‖ξnm‖2L2
+Cα2h2(r4+1)‖Pmmn‖2L∞‖σn‖2Hr4+1+Cα2‖σn‖2L∞(‖ξnm‖2L2+h2(r1+1)‖mn‖2Hr1+1) +
λm
4
‖ξnm‖2H1
+Cα2‖[vnh ,∇mn]‖2L∞
( 1
λm
‖ξnσ‖2L2+h2r1‖mn‖2Hr1+1+‖ξnv ‖2L2+h2(r2+1)‖vn‖2Hr2+1
)
. (4.32)
5. Estimate for the terms ‖un − un−1‖(H1)′ , ‖vn − vn−1‖(H1)′ , ‖un − un−1‖L2 and ‖σn − σn−1]‖L2
Observe that the following estimates hold
∆t
r∑
n=1
‖[un − un−1, vn − vn−1]‖2(H1)′≤ C(∆t)4‖[utt, vtt]‖2L2((H1)′)+C(∆t)2‖[ut, vt]‖2L2((H1)′), (4.33)
∆t
r∑
n=1
‖[un − un−1,σn − σn−1]‖2L2≤ C(∆t)4‖[utt,σtt]‖2L2(L2)+C(∆t)2‖[ut,σt]‖2L2(L2). (4.34)
Indeed,
‖ωnu‖(H1)′= ‖δtun− (ut)n‖(H1)′=
∥∥∥ 1
∆t
(un−un−1)− (ut)n
∥∥∥
(H1)′
≤ C(∆t)1/2
(∫ tn
tn−1
‖utt(t)‖2(H1)′dt
)1/2
,
where the last inequality was obtained as in (4.26). Therefore, one can deduce
∆t
r∑
n=1
‖un − un−1‖2(H1)′≤ C(∆t)4‖utt‖2L2((H1)′)+C(∆t)2‖ut‖2L2((H1)′).
Analogously, we obtain the estimate for v given in (4.33) and the estimate for [u,σ] in the L2-norm
given in (4.34).
Then, we can prove the following result:
Theorem 4.6. Assume (4.1). Let [mnh, v
n
h , u
n
h,σ
n
h ] be any solution of the scheme UVMσ and consider
a sufficiently regular solution [m, c, u,σ] of (2.6). There exists a constant C (depending on the data of
the problem (2.6)) such that If ∆tC < 12 , the following estimate for the discrete errors holds
‖[ξnm, ξnv , ξnu , ξnσ]‖l∞(L2)+‖[ξnm, ξnu ]‖l2(H1)≤ C(T )
(
∆t+ max{hr1 , hr2+1, hr3+1, hr4+1}
)
. (4.35)
Proof. Adding (4.23), (4.24), (4.31) and (4.32), multiplying the resulting expression by ∆t, adding from
k = 1 to k = n, taking into account thatmn,mnh ≥ 0, using Lemmas 4.3-4.5, estimates (4.33)-(4.34) and
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the regularity for the exact solution given in Theroem 2.5, and recalling that [ξ0m, ξ
0
v , ξ
0
u, ξ
0
σ] = [0, 0, 0,0],
one has
‖[ξnm, ξnv , ξnu , ξnσ]‖2L2 +∆t
n∑
k=1
(Du
2
‖∇ξku‖2L2+
λm
2
‖ξkm‖2H1
)
≤ C1((∆t)2 + (∆t)4)
+C2(h
2(r1+1) + h2(r2+1) + h2(r3+1) + h2(r4+1) + h2r1) + C3∆t
n∑
k=1
‖[ξk−1m , ξk−1v , ξk−1u , ξk−1σ ]‖2L2
+C4∆t‖[ξnm, ξnv , ξnu , ξnσ]‖2L2 . (4.36)
Therefore, if ∆t is small enough such that 12 − C4∆t > 0, by appying Lemma 4.2 to (4.36), (4.35) is
concluded.
As a consequence of Theorem 4.6, the following results hold:
Corolary 4.7. Under hypotheses of Theorem 4.6, the following estimates for the total errors hold:
‖[enm, env , enu, enσ]‖l∞(L2)≤ C(T )
(
∆t+ max{hr1 , hr2+1, hr3+1, hr4+1}
)
,
‖[enm, enu]‖l2(H1)≤ C(T )
(
∆t+ max{hr1 , hr2+1, hr3 , hr4+1}
)
.
Corolary 4.8. Under hypotheses of Theorem 4.6. Then, [vnh ,σ
n
h ] converges to [v,σ] in L
∞(L2)-norm
and [mnh, u
n
h] converges to [m,u] in L
∞(L2), L2(H1)-norms, when the parameters ∆t and h go to 0.
Finally, it is clear that the error estimates were derived under the inductive hypothesis (4.1). Now
we have to check it. We derive (4.1) by using (4.35) recursively. Observe that
‖[un−1,σn−1]‖L2×L4≤ ‖[u,σ]‖L∞(H1×H1):= C0 ∀n ≥ 1,
and therefore, using the stability properties (3.3)1 and (3.5), one has
‖[u0h,σ0h]‖L2×L4= ‖[Puu0,Pσσ0]‖L2×L4≤ C0 ≤ C0 + 1 := K (4.37)
and
‖[un−1h ,σn−1h ]‖L2×L4≤ ‖[ξn−1u , ξn−1σ ]‖L2×L4+‖[Puun−1,Pσσn−1]‖L2×L4≤ ‖[ξn−1u , ξn−1σ ]‖L2×L4+C0.
Then, it is enough to show that ‖[ξn−1u , ξn−1σ ]‖L2×L4≤ 1, for each n ≥ 2. Notice that from (4.35) and
using (4.37), one has
‖ξ1u‖L2 ≤ C(T, ‖u0h‖L2 , ‖σ0h‖L4)(∆t+ max{hr1 , hr2+1, hr3+1, hr4+1})
≤ C(T,K)(∆t+ max{hr1 , hr2+1, hr3+1, hr4+1}) (4.38)
and
‖ξ1σ‖L4 ≤
1
hp
‖ξ1σ‖L2≤ C(T, ‖u0h‖L2 , ‖σ0h‖L4)
1
hp
(∆t+ max{hr1 , hr2+1, hr3+1, hr4+1})
≤ C(T,K)
( (∆t)p
hp
(∆t)1−p + max{hr1−p, hr2+1−p, hr3+1−p, hr4+1−p}
)
, (4.39)
where in (4.39) the inverse inequality ‖ξnσ‖L4≤ h−p‖ξnσ‖L2 (with p = 1/2 in 2D and p = 3/4 in 3D)
was used. Therefore, taking ∆t and h small enough with ∆t ≤ h, from (4.38)-(4.39) one can conclude
that ‖[ξ1u, ξ1σ]‖L2×L4≤ 1, which implies ‖[u1h,σ1h]‖L2×L4≤ K. Analogously, by using ‖[u1h,σ1h]‖L2×L4≤
K, one can obtain ‖[ξ2u, ξ2σ]‖L2×L4≤ 1, and therefore, ‖[u2h,σ2h]‖L2×L4≤ K. Arguing recursively we
conclude that ‖[un−1h ,σn−1h ]‖L2×L4≤ K, for all n ≥ 1.
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5 Numerical simulations
In this section, we present some numerical experiments in order to verify the good behavior of the
Schemes UVMσ and UVMs. All simulations were computed by using the software Freefem++. We
have considered the discrete spaces Xm,Xv,Xu,Xσ,Xs approximated by P1−continuous FE, the rect-
angular domain Ω = [0, 1]× [0, 1] and an unstructured mesh.
The aim of these experiments is to see the spatio-temporal evolution of the invasion of the extracel-
lular matrix by the cancer cells, considering two different types of extracellular matrix (homogeneous
and heterogeneous), comparing the behavior when there is absence and presence of cell proliferation.
These experiments are motivated by the two dimensional numerical simulations presented in [1], which
can be compared with experimental and clinical observations. For this reason, we have considered the
values for the parameters used in [1], that is, Dm = 0.001, ρm = 0, µm = 0.1, α = 10, Du = 0.001 and
χ = 0.005 in (1.2). Moreover, the discrete parameters are taken ∆t = 10−2 and h = 1/50; and the
simulations results are showed for the times t = 1, 5, 10, 15.
Test 1. Homogeneous extracellular matriz: The aim of this experiment is to show the behavior of
the schemes UVMσ and UVMs in the context of a homogeneous extracellular matriz (see Figure
1(b)). In order to simulate the absence and presence of cell proliferation , we consider µu = 0 and
µu = 2 respectively; and we consider the following initial conditions (see Figure 1):
u0 = exp(−400(x− 0.5)2 − 400(y − 0.5)2),
m0 = 0.5u0 and v0 = 1− u0.
(a) Cell density (b) Extracellular matrix (c) Degrading enzyme
Figure 1: Initial conditions in Test 1
The evolution results for the case µu = 0 are showed in Figures 2 and 3 for the schemes UVMσ
and UVMs, respectively. The behavior of the cell density reproduces the pattern observed in [1].
The ring of cells that makes up the tumor body at the beginning invades the extracellular matrix,
while a correlated increase of the degrading enzyme occurs. In this case, we can see some of the
main characteristics of the invasion of a solid tumor in its avascular phase: diffusion, random motility,
movement along the gradient of the density of adhesive components of extracellular matrix (haptotaxis)
and extracellular matrix degradation. The numerical simulations for both schemes show a very similar
behavior; with the difference that the cell density computed with the scheme UVMσ takes negative
values (very small) in some times, while in the scheme UVMs the cell density is always positive
(see Figures 2, 3 and 6). This fact is in agreement with the theoretical positivity results obtained in
Subsection 3.1.3.
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Figure 2: Behavior of the scheme UVMσ in Test 1 for µu = 0.
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Figure 3: Behavior of the scheme UVMs in Test 1 for µu = 0.
In Figures 4 and 5 we show the spatio-temporal evolution of the invasion of the extracellular
matrix by the cancer cells with proliferation coefficient µu = 2, for the schemes UVMσ and UVMs,
respectively. The tumor growth (via proliferation) repopulates the regions where cancer cells were
lacking, and it becomes more invasive. Like the case of no proliferation, the numerical simulations for
both schemes show a very similar behavior; with the difference of the negative values taken of the cell
density computed with the scheme UVMσ, contrasted with the positivity always evidenced by the
scheme UVMs (see Figures 4, 5 and 6); which is in agreement with the theoretical positivity results
proved in Subsection 3.1.3. We highlight that the negative values taken for the scheme UVMσ are
very small (of order 10−5) which do not cause a significant distortion in the discrete variables obtained
(for example, no spurious oscillations are evident as a result of these negative values or another strange
behaviors).
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Figure 4: Behavior of the scheme UVMσ in Test 1 for µu = 2.
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Figure 5: Behavior of the scheme UVMs in Test 1 for µu = 2.
Test 2. Heterogeneous extracellular matrix: In this experiment we show the behavior of the schemes
UVMσ and UVMs in the context of a heterogeneous extracellular matrix (see Figure 7). We also
simulate the absence and presence of cell proliferation; for that, we consider µu = 0 and µu = 2
respectively, and the following initial conditions (see Figure 7):
u0 = exp(−400(x− 0.5)2 − 400(y − 0.5)2), m0 = 0.5u0,
v0 = 1−
7∑
i=1
exp(−bi(x− xi)2 − ci(y − yi)2),
where b1 = b2 = 800, b3 = b4 = b5 = 600, b6 = 400, b7 = 100, c1 = c2 = 100, c3 = c4 = c5 = 200,
c6 = 300, c7 = 50, x1 = y1 = y5 = 0.2, x2 = x6 = y3 = 0.5, y2 = 0.1, x3 = 0.3, x4 = 0.6, y4 = y7 = 0.7,
x5 = x7 = 0.8 and y6 = 0.9.
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Figure 6: Minimum values of the discrete cell density unh computed with the schemes UVMσ and UVMs in
Test 1.
(a) Cell density (b) Extracellular matrix (c) Degrading enzyme
Figure 7: Initial conditions in Test 2
The evolution results for the case µu = 0 are showed in Figures 9 and 10 for the schemes UVMσ
and UVMs, respectively. The behavior of the cell density also reproduces the pattern reported in [1]
in the context of heterogeneous extracellular matrix. A deterioration of the matrix is observed; sets of
cancer cells emerge from the tumor body in its beginning, invading the extracellular matrix leading to
possible metastasis. The effect of the heterogeneous matrix on the cancer cell dynamics can be seen as
the cancer cells approach their steady distribution. Again, the behavior of evolution of the unknowns
in both schemes is similar, except in terms of the positivity of unh (see Figures 8, 9 and 10). On the
other hand, Figures 11 and 12 show the complementary effect of cell proliferation.
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Figure 8: Minimum values of the discrete cell density unh computed with the schemes UVMσ and UVMs in
Test 2.
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Figure 9: Behavior of the scheme UVMσ in Test 2 for µu = 0.
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Figure 10: Behavior of the scheme UVMs in Test 2 for µu = 0.
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Figure 11: Behavior of the scheme UVMσ in Test 2 for µu = 2.
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Figure 12: Behavior of the scheme UVMs in Test 2 for µu = 2.
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