Abstract -In this paper an analogue of the Schwarz alternating method is considered and a minimal eigenvalue and its corresponding eigenvector of the generalized symmetric eigenvalue problem are found. The technique suggested is based on decomposition of the original domain into overlapping subdomains and on consideration of local eigenvalue problems in subdomains. Both multiplicative and additive variations of the method are constructed and studied.
In this paper we propose an analogue of the Schwarz alternating method to evaluate the principal eigenvalue and its corresponding eigenfunction of a second-order symmetric elliptic operator in a bounded domain in R d . The technique suggested is based on decomposition of the original domain into overlapping subdomains and on consideration of local eigenvalue problems in subspaces connected with these subdomains.
Domain decomposition methods (DD) are powerful techniques for solving boundary value problems. Currently DD algorithms have become increasingly popular because they take full advantage of modern parallel computing technology. Although there are many papers on domain decomposition for the linear applications (see, e.g., [1, 5, 9, 13] ), there are relatively few results concerning the application of DD methods to eigenvalue problems.
One of the approaches is presented in [11] , where an approximation to the principal eigenpair is computed by solving a sequence of linear problems in the subdomains. Several other domain decomposition methods, which also use linearization, were proposed in [10, 15] . These works are based on a nonoverlapping partitioning of the computational domain and on the use of some iterative techniques for the Schur complement of the block corresponding to the interface variables. Another way to apply the domain decomposition idea to an eigenvalue problem is a divide-and-conquer method proposed in [4] . The authors introduced a parallel algorithm for computing all the eigenpairs of the symmetric and positive definite matrix, first, by parallelizing the Householder transformation and then providing the multilevel parallel method of solving an eigenvalue problem for a three-diagonal symmetric matrix.
A different approach was presented by the author in the earlier work [12] , where only a multiplicative algorithm and its discretization were described with some limiting assumptions. In that algorithm an approximation to the principal eigenpair is computed by solving sequentially a series of minimization problems for the Rayleigh quotient in the subdomains. On the algebraic level, this method is equivalent to the one developed in 5 . Yu. Maliassov [8] and can be considered as a generalization of the block coordinate relaxation applied directly to a matrix eigenvalue problem [6] . An important feature of this approach is that the subspace problems are also generalized eigenvalue problems, which allows us to apply the algorithm recursively. The recursive implementation of this method was proposed in [2] , where, based on [12] and [8] , the authors presented a multilevel algorithm of optimal complexity. Due to a minor flaw in the proof of the multiplicative Schwarz method in [12] , the convergence of the sequence of ftmctions to the eigenfunction is not obvious in some cases. For this reason in the present work the author provides another proof for the multiplicative method, presents an additive version of the algorithm, and also extends the area of application of the method.
The theory developed in this paper provides an approach in which domain decomposition methods, namely the Schwarz alternating methods, both multiplicative and additive, can be used to solve spectral problems. It is shown that the discretization of the multiplicative variation of the Schwarz method is equivalent to the block coordinate relaxation method. An additive variation of the method is suitable for realization on parallel architecture.
The outline of the paper is as follows. In Section 1 we pose the problem, formulate the Schwarz alternating method, and prove its convergence. In Section 2 we provide an additive version of the algorithm. In Section 3 discretizations of the developed methods are considered.
MULTIPLICATIVE SCHWARZ METHOD
Let Ω be a bounded domain in \R d with a Lipschitz boundary. We consider an eigenvalue problem for uniformly elliptic symmetric positive definite operator £ with homogeneous Dirichlet boundary conditions:
Note that the eigenvalue problems with different types of boundary conditions on some subsets of 9Ω can be treated in a similar way but for the sake of simplicity we do not describe them here. Since the operator £ is positive definite, on its domain
we define the energy inner product [7] [u,v] = (£u,v) Vu,t;6/?(£) (1.2) and the corresponding energy norm
, we define the energy space H of the operator £.
The Rayleigh quotient of the problem (1.1) has the form [14] where || · || is the usual norm in Ι 2 (Ω). The eigenvalues of (1.1) are defined by the expressions:
, fa,ii) = 0, i = Ι,...,Λ-l = where \\φ^\ = l, k > 1. Here we assume that the eigenspace corresponding to λι is described by only one eigenfunction φ\.
Let the domain Ω be represented as a union of the finite number of overlapping subdomains ΩΙ, . . . , O m with the Lipschitz boundaries 5Ωι, . . . , d m : t=l We define in Η the closed subspaces
The Schwarz alternating method for evaluating the principal eigenvalue and its corresponding eigenfunction of the problem (1.1) has the following form. Let the function U Q e H \ {0} be defined in such a way that AI < R(u G ) < A 2 . Then the sequence of functions {u a } is constructed by solving the following problems:
...... Hm ||t**-ti*|| =0,
Remark 1.1. The proof of this lemma is analogous to that of Lemma 3 in Chapter VI of [14] and provided here for completeness.
Proof. First we show that lim
Since for all u G U we have R(u) > b and u k G U for any k y we have R(u k + au m ) > 6 for any a e K. It implies the inequality
which holds true for any α only if the discriminant of the quadratic function in the left-hand side is nonpositive, i.e.
Using these two limits, it is easy to conclude that Proof. From the variational definition of the eigenvalues [14] it follows that the sequence {λ η }£°= 0 is a nonincreasing one. Since it is bounded from below by AI, it is convergent. Let \ = lim^oo A n . Then AI < A < A 2 . Fix an integer i = 1,..., m, and consider the minimization problem for the Rayleigh quotient on the subspace u n+(t " 1)/m + Hi. Let u n+i/Tn be a solution to this problem. It implies that u\ is an eigenfunction of the problem (1.1), which ^corresponds to the eigenvalue λ. By the variational principle, for eigenvalues we have λ = Αχ and ui = φι. Thus, the sequence {λ η } converges to AI, i.e.
n-*oo
Now let us show that the entire sequence {w n }~= 0 defined by (1.4) converges in the energy norm.
First we claim that , um --------ι .
-co u n
For convenience of presentation the proof of the claim is provided at the end of this section. Assuming for the moment that this claim is true, we complete the proof.
For any index η such that (η η ,φ\) < 0 we can take (-u n ) instead of u n . It is easy to see that this procedure does not affect algorithm (1.4). For such a new sequence we have lim " " " " = = (λ* -Since \\φι\\ = 1 and ||u n || = 1 for all n, using (1.11) and (1.12), we take the limit in (1.13) as η -> oo. Then n limK-y?i] 2 = 0 (1.14)
which completes the proof. Now we provide the proof of the claim. 
IM -INI '
Using an orthogonalization, we define the function φ 2 = u* -ay?i such that ||</? 2 || = 1 and (φ\,φ2) = 0. Obviously Β{ψ2) = AI. Thus, we get the eigenspace corresponding to AI, the basis of which contains at least two functions. That result contradicts the assumption as to the size of the eigenspace corresponding to AI. Hence, It implies that there exists some positive constant C such that [u n ] < C for any n, i.e. the sequence {u n }£°= 0 is bounded in the energy norm. Hence this sequence is compact in Ι 2 (Ω), and we can choose a subsequence {^η*}Γ=ο which is convergent in Ζ, 2 (Ω) to some element u*. Since lim^-,οο R(u nk ) = A, by Lemma 1.1 we have R(u*) = A. Now we show that (A,it*) is an eigenpair of L. Let Vi be an arbitrary element from Hi such that [υ $ ·] < c = const. Then for any α G K we have
Since {u nfc }£°= 0 is convergent both in Ζ/ 2 (Ω) and H, we can take the limit in (2.3) as k -> oo. Then we get R(u* + m;,) > A or Using the same arguments as in the proof of Theorem 1.1 and an analogue of Lemma 1.2 for algorithm (2.1), it is easy to check that the entire sequence {u n }£°= 0 can be defined by (2.1) in such a way that it converges in the energy norm.
MATRIX FORMULATION OF THE SCHWARZ METHOD
Now we consider a discretization of the methods described in the previous sections. Let ). We assume that the triangulation of the whole domain Ω can be defined as a union of the triangulations of the subdomains, i.e.
We denote by H h and Hf, i = 1, . . . , m, the finite element subspaces of Η and //,·, i = 1, . . . , m, respectively, which consist of continuous piecewise linear on each simplex r functions [3] .
The finite element approximation to the problem (1.1) has the following form
where we set \\φ%\\ = 1 for all k. We assume that Af is a simple eigenvalue. .
Note that the method in the given formulation is equivalent to the method of group relaxation [6] and the method of alternating subspace iteration [8] ,
Now we describe the discrete analogue of the additive Schwarz method (2.1). Normalize y* so that \\y k \\M = 1.
The minimization problems (3.5) at Step 1 of Algorithm 3.2 can be solved independently. The minimization problem (3.6) at Step 2 has the dimension m, which can be rather small in comparison with the sizes of subdomain problems. Thus, this algorithm is suitable for parallelization.
For Algorithms 3.1 and 3.2 we formulate the following statement. The proof of this statement for Algorithm 3.1 is given in [12] . Also, the main ideas of it can be found in [6] and [8] .
Below we give the proof of Theorem 3.1 for Algorithm 3.2.
Proof. From the variational definition (3.5) of the eigenvalues /^'' it follows that μ^1 < A*~\ j = 1,...,m. From (3.6) we conclude that X k < μ*'* for any i = Ι,.,.,τη. Thus, the sequence {A*}£°= 1 is a nonincreasing one. Since it is bounded from below by Af, it converges to some number A. Obviously Af < A < A£.
Let us consider the sequence {y k }f,i. Since ||y*||Af = 1, we have ||y*| = A^ and consequently From (3.8) it follows that (A,yi) is the eigenpair of the problem (3.2). By the variational principle, for eigenvalues we must have λ = Aj and yi = ui. Thus, the sequence {A*} converges to Aj. Now we have to show that the entire sequence {y*} defined by Algorithm 3.2 converges to ui. It is easy to check that we can use the approach described in the proof of Theorem 1.1.
First, using the assumption of multiplicity of Af (it is a simple eigenvalue), we can show that Um l(y*.ui)Ml =1 *-» l|y*lk · llmlk Then using an analogue of (1.13) for the finite dimensional norm || · \\ A , we can demonstrate that lim||y t -u 1 |U = k-»c» which completes the proof.
Remark 3.1. Algorithms 3.1, 3.2 can be extended to the case of multiple eigenvalues, in particular, when the eigenspace corresponding to Aj has a finite dimension r > 1. Instead of the elements y™ in the definition of the algorithm we have to consider the subspaces £™ which are defined by r linearly independent vectors.
Remark 32. The modified versions of the algorithms can also be used to find λ£, ρ > 1, and their corresponding eigenspace, provided that all the eigenspaces £,·, i = 1, ...,p-1, corresponding to the eigenvalues λ*, i = l,...,p -1, are known. In this case instead of the space R N in the algorithms we have to use the space |u6R", (u,v) = 0 Vv€£,·, i = !,...,?-l}.
