Abstract-Increasing the contact bandwidth in delay tolerant networks (DTNs) via multicopy routing leads to a decrease in data delivery delay and an improvement in throughput. In DTNs, in which nodes have both radio frequency (RF) and free space optical (FSO) PHY layers, contact bandwidth can be increased by using the FSO PHY as the data channel and performing multicasting. As we show in this paper, due to the highly directional nature of FSO, a naïve broadcast strategy where the beam divergence includes all nodes in the broadcast set, it does not always result in the minimization of data delivery delay and the maximization of delivery probability. To this end, we develop multicast strategies for hybrid RF/FSO DTNs via an emulation of static conditions in mobile DTNs in which RF is primarily used for control. We show that the optimal multicast problem in static environments is an abstraction of the minimum weighted set cover problem, which is known to be NP-hard. To save on computation time, we propose a greedy local optimum heuristic. Performance of the various multicast techniques is comprehensively evaluated in a DTN simulator, using the Epidemic routing protocol. These evaluations show that our computationally cheap solution yields results identical to optimal while not compromising the performance of the DTN.
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I. INTRODUCTION
I t is estimated that global data traffic will increase threefold from 2016 to 2021 and will be around 3.3 ZB by 2021 [1] . Traditional communication systems such as cellular and Wi-Fi typically use the spectrally congested 300 MHz-5 GHz frequency bands, prompting researchers to explore other portions of the electromagnetic spectrum. For example, 5G cellular and 802.11ad [2, 3] are designed to use mm wave frequencies at the PHY. Using much higher frequencies in the electromagnetic spectrum, visible light communications [4] , light-fidelity (Li-Fi) [5] , and free space optics (FSO) [6, 7] have also been explored as high bandwidth alternatives to RF. FSO, which operates at nearinfrared frequencies, possesses superior attributes such as high degree of spatial confinement leading to virtually unlimited frequency reuse, very large bandwidth, robustness to electromagnetic interference, and low probability of detection/interception [8, 9] . However, it suffers from drawbacks such as requiring near-perfect alignment of both transmitter and receiver as well as susceptibility to atmospheric absorption and turbulence.
Delay tolerant networks (DTNs) [10] cover large geographical areas in which node density is sparse but node mobility is high (e.g., space networks). Node inter-contact opportunities are limited due to low node density and low transmission range. Therefore, for successful delivery of packets, DTN protocols rely on multicopy routing [11] and store-carry-forward approaches. By replicating a packet onto multiple nodes, the packet delivery probability is increased. The number of nodes onto which packets are replicated during a contact opportunity is proportional to the contact bandwidth, and it is well known [12] that the contact bandwidth influences the performance of a DTN. Therefore, any DTN routing protocol will benefit from increased contact bandwidth.
The use of high bandwidth FSO (or hybrid RF/FSO) links in DTNs has been proposed before [13] , along with, similarly, directional RF [14] . While FSO has high data rates as compared with RF, it is also highly directional, which makes broadcasting or multicasting inefficient. Consequently, the contact bandwidth decreases, and the DTN suffers a performance hit. In this paper, we investigate how a PHY layer "knob" that is unique to FSO can be used to increase the contact bandwidth. Visible light communication PHY radios such as LEDs [15] have divergence angles (defined in Subsection III.A) in the tens of degree range, while those used by NASA are measured in microradians [7] . As we will show, simply increasing the divergence angle to include many nodes in the broadcast set will result in a reduction of the data rate. At the same time, performing a "multiple unicast" is not optimal because the time taken to realign the transmitter and receiver after each transmission is nonzero. Therefore, there is an inherent trade-off between increasing the divergence angle to cover multiple nodes versus unicasting to multiple nodes.
A classic example of mobile ad hoc networks with nodes equipped with RF and optical capabilities, which would benefit from optimal multicast, is an aerial network, where unmanned aerial vehicles (UAVs) capture and send video over the network. UAVs capture large amounts of data, and any PHY should be able to transmit this data to the next hop almost instantaneously. Because nodes are mobile, contact periods should be fully optimized to reduce data loss as a result of misalignment or the node moving out of radio range. FSO is a suitable candidate as a traffic channel for such applications due to its high bandwidth.
Many research efforts have addressed multicast in RF mobile ad hoc networks/DTNs; however, to the best our knowledge, apart from our previous work in [16, 17] , the issue of optimal multicast in hybrid RF/FSO DTNs has not been dealt with. We extend our work [16, 17] by implementing the proposed schemes in a DTN simulator. The rest of this paper is organized as follows: We motivate the need for our research-and review-related work in Section II. In Section III, we present the optimal multicast algorithm. A performance evaluation of the optimal solution, the standard approximation algorithm for the multicast problem, a computationally cheap heuristic, and other schemes are presented in Section IV, after which we provide a conclusion.
II. MOTIVATION, RELATED WORK, AND CONTRIBUTIONS
In this section, we first motivate our work by emphasizing the importance of increasing the number of contact opportunities in DTNs and by demonstrating the viability of FSO communications. Next, we place our work in context by discussing recent research related to multicasting in DTNs.
It has been shown in [12] that increasing the number of contact opportunities results in lower delay and higher throughput. Mobility further reduces contact duration; therefore, using a PHY with high effective data rates (e.g., FSO) is desirable. Broadcasting data with FSO might not always be optimal because a large divergence angle leads to low transmission rates. In our previous work [16] , we developed a new optical multicast strategy, which outperformed naïve broadcast; however, the performance was evaluated for static scenarios only. This paper is motivated by the possible performance gains in a mobile scenario. Therefore, we integrate the proposed optimal multicast strategies into a DTN simulator, after which we compare the performance of the various schemes.
Related Work: There has been a large body of work regarding DTNs with nodes equipped with RF-only transceivers. These protocols have been based on flooding (e.g., Epidemic [18] ), limited message replication (e.g., Spray and Wait [19] ), historic contact information (e.g., PRoPHET [20] , MaxProp [21] ), and the optimization of a routing metric (e.g., RAPID [22] ). These state-of-art routing protocols relay messages using unicast connections. DTNs can benefit from a reduction in delivery delay if messages are sent to a collection of nodes at once. To exploit the benefits of multicasting, several enhancements have been proposed to RF-only routing protocols. With quota-based multicast routing (QBMR) [23] , before a message is replicated, its quota value is adjusted relative to the state of the network, and update decisions are made depending on an average buffer occupancy threshold. Encounter-based multicast routing (EBMR) [24] uses node delivery predictability to determine whether or not to replicate a packet destined to a group of nodes to be sent via a neighbor. This approach is similar to PRoPHET with the major difference being that, instead of considering delivery predictability of just a single node, the delivery predictabilities of final recipients are factored into the replication decision. Situational awareness is leveraged in [25] to develop a treebased multicast scheme, whereby nodes build up trees rooted at themselves to each and every destination. A combination of local node density and two-hop neighbor contact estimation, route discovery, and repair is used in contextaware multicast routing (CAMR) [26] to replicate messages. With CAMR, based on the average number of neighbors within a node's RF range, a decision is made whether or not to bump up transmit power. A multicast throughput upper bound for DTNs is derived in [27] , and the authors show that RelayCast, a two-hop relay-based protocol, meets this bound. An analysis is performed in [28] on the effect of buffer management on multicast routing in DTNs. The social characteristics of some DTNs are exploited in [29, 30] in the development of multicast schemes.
Multicast and broadcast algorithms for ad hoc networks with directional RF antennas have been investigated by a number of researchers. In [31] [32] [33] , the authors develop and evaluate broadcast and multicast heuristics for a network consisting of power-constrained devices using tree construction algorithms. This approach is not suitable for intermittently connected mobile networks because it is difficult to construct and maintain trees in networks whose topology is fast changing. This difficulty is due to the added complexity in frequently updating time-dependent edge weights when building the tree. Unlike in static networks, whereby edge costs do not change, in mobile settings, the cost of sending data from a mobile sender to a mobile receiver depends on time-varying node positions. A multihop relaying scheme was employed in [34, 35] to develop an online heuristic for multicast routing with the objective of reducing energy consumption and prolonging network lifetime. Particle swarm optimization is used in [36] to develop a multicast algorithm with delay constraints. These efforts, however, do not address wireless optical broadcast.
In the area of ad hoc networks in which nodes have FSO capability, a lot of research has been conducted. In [37] [38] [39] [40] , the authors introduce and implement an FSO node design in which spherical surfaces are tessellated with several transceivers to achieve near omnidirectional node coverage.over long distances. A distance vector approach to routing in an ad hoc hybrid network is explored and developed in [44, 45] . The multipath protocol ad hoc on-demand distance vector routing for hybrid nodes (AODVH) is designed to give preference to FSO-only routes relative to routes containing both FSO and RF links. Clearly [44, 45] are not suitable for DTNs because there is no guaranteed path from source to destination.
In this paper, we build on our previous efforts in [16, 17] . In [16] , we considered only optimal multicasting in static scenarios considering schemes such as naïve broadcast, multiple unicast, the exact set cover solution, and the heuristic. In [17] , we emulated static conditions in mobile delay tolerant networks. The most notable differences between this expanded paper and our effort in [17] is with respect to bug fixes and an expanded performance evaluation. We discovered a bug in [17] , whereby nodes could arbitrarily change the MAC indices of their neighbors for medium access. This represents a problematic situation in that there is the possibility that a node could simultaneously be a transmitter and a receiver. In highly directional networks with multiple nodes, effective multicast requires near perfect TX-RX alignment. Any error in determining who is currently transmitting could potentially result in TX-RX links breaking down, leading to multicast disruptions. Another bug we discovered in [17] pertains to the collection of nodes used to compute multicast sets. Because we are only interested in nodes that currently do not have a copy of a particular message M, the right input to any of the multicast techniques should be a subset of neighbors, which have not yet seen message M. In this paper, we fix these bugs, and included in our performance analysis are results for a multicasting technique based on the best-known set cover approximation algorithm.
Contributions: The work we present in this paper is different from previous research efforts in the area of multicast in directional RF ad hoc networks, omnidirectional FSO ad hoc networks, and hybrid RF/DTNs. To the best of our knowledge, this expanded version of our previous effort in [17] is the first to address the optimal multicast problem in hybrid RF/FSO DTNs in which RF is used only as a control channel, with high-capacity FSO-only links used to send high-speed data. We assume that FSO channels with divergences of a few microradians have channel capacities several orders of magnitude greater than RF channels. Our contributions are as follows: 1) state-of-art DTN routing protocols such as Epidemic, Spray and Wait, PRoPHET, RAPID, and MaxProp do not support the simultaneous transmission of messages to either all or a collection of nodes within RF range. Message replication is achieved by performing a pairwise exchange of unseen messages. In ad hoc network scenarios, in which node mobility is coordinated, we investigate and implement a message transmission scheme in which messages can be sent to a collection of recipients with just one transmission. 2) We show that the optimal multicast problem in hybrid RF/FSO ad hoc networks is an abstraction of the minimum weighted set cover problem, which is known to be NP-hard. A computationally cheap greedy local optimum heuristic is proposed with extensive evaluations performed using data delivery delay, number of relayed messages, data delivery probability, and overhead as metrics. 3) In [16] , we considered instances whereby the maximum divergence angle of the transmitting node was limited to 90 deg. This assumption restricts all receiving neighbor nodes to just a quadrant. Our previous work was a proof of concept and did not represent a realistic scenario in which neighbor location is unrestricted. In this paper, we extend our work in [16] by performing more practical simulations by removing the 90 deg assumption. In addition, in [16] , we did not integrate mobility into our simulations. In this work, we develop multicast models suitable for any DTN routing protocol and integrate our hybrid RF/FSO multicast approach into Epidemic. 4) In [17] , we do not consider the performance of a multicast scheme based on the standard approximation algorithm for the problem. In this paper, we compare the performance of our computationally cheap heuristic to this well-known algorithm.
III. OPTIMAL MULTICAST ALGORITHM
In this section, we present our optimal multicast algorithm. First, we provide some background into understanding the FSO PHY. Then, the problem formulation is posed. We then show that the problem is equivalent to the minimum weighted set cover, which is NP-hard. Three solutions are proposed: a slower integer programming solution, which achieves the best-known solution, the best-known approximation algorithm for the integer programming formulation of the problem, and a fast greedy-based heuristic.
A. Technical Background
In free space optical communication, photons are generated at the source and are collected by a receiver at the destination. Modulation is accomplished by either modulating multiple bits onto each photon [46] or through photon counting. In the latter, the receiver records a binary 1 only when a certain number of photons are counted in a time period. The generated light beam either diverges due to physical imperfections in the source or can be made to diverge using a lens; this angle of divergence is defined as the beam divergence angle.
An FSO link is depicted in Fig. 1(a) . The beam divergence angle is denoted as θ (in radians), and L is the Euclidean distance (in meters) between the sender and receiver. Given these parameters, the received power P r is expressed [8] as
where P t is the transmitted power in watts, D is the receiver diameter in meters, L tp and L rp are the pointing losses resulting from imperfect alignment of the transmitter and receiver, respectively, η t and η r are the transmitter and receiver optical efficiencies, respectively, and α is the atmospheric attenuation factor in dB/km. The photodetector sensitivity N b (in photons per bit) is the number of photons required to register a binary 1 at a specified bit error rate. With a light source of frequency f, the effective data rate R b at a divergence angle of θ is
where h is Planck's constant.
Based on the above theory, a system model is developed and is shown in Fig. 1 . We assume that nodes [A, B, C, D, and E in Fig. 1(b) ] are equipped with an omnidirectional RF radio as well as a directional FSO radio. Nodes are able to obtain their position, and they broadcast it periodically using the RF radio. We account for possible positioning errors [dotted line around nodes in Fig. 1(b) ], motivated by the fact that GPS systems currently have a 3 m position accuracy g, 95% of the time. Therefore, the nodes have to set the beam divergence angle θ such that any error in localization does not lead to link misalignment. For a particular node, θ can be easily calculated by finding tangents to the circle around it, whose radius represents the location accuracy. Therefore, we assume that nodes outside the RF radio range [B in Fig. 1(b) ] are not neighbors w.r.t. FSO because their location cannot be obtained.
B. Broadcast Versus Multiple Unicast
The broadcast primitive can be implemented in FSO by changing a node's divergence angle (Fig. 2) . For example, node A intends to broadcast data to nodes B and C. Node A can deliver data to B and C simultaneously by increasing its θ such that B and C lie within the beam [ Fig. 2(a) ]. However, the data rate R b of optical wireless links varies inversely with the square of the beam divergence angle [Eq. (2)]. Therefore, in general, arbitrarily increasing θ to include all nodes will result in high transmission delay due to low data rates. One might think that, to reduce the total broadcast delay, multiple unicast [ Fig. 2(b) ] might be a viable alternative. Node A first transmits to B using θ θ 1 and subsequently to C with θ θ 2 . Clearly, θ > θ 1 θ 2 ; therefore, R b θ is in general not equal to R b θ 1 R b θ 2 . Moreover, with multiple unicast, the sender has to always realign its laser transmitter after each transmission. Even though multiple unicast may result in low per-node transmission delays, achieving perfect alignment is challenging and introduces non-zero alignment delay. We define alignment delay d al as the time it takes a node to perfectly reorient its laser transmitter in the direction of another node.
With the aforementioned challenges, a broadcast strategy that minimizes the data delivery delay is necessary. Such a strategy would group nodes in a manner that maximizes the data rate for each group as well as minimizes the number of groups (to avoid d al ). In formulating such a strategy, we first define a universe U of nodes to receive broadcast data. A set S i is a group of nodes in the network, whereby exactly one transmission is required to multicast to each of its elements. In other words, within a set, the sender does not realign its optical transmitter. It is easily seen that the union of all sets S i should be equal to the universe U.
We use Fig. 3 to reinforce the notion of a universe and set. Here, node A broadcasts data to U fB; C; D; Eg. There are different ways to build U, by considering different combinations of sets S i . In Fig. 3(a) , a single set S 1 fB; C; D; Eg is sufficient. In Fig. 3(b) , we use two sets, S 2 fB; Cg and S 3 fD; Eg, each containing two elements. In Fig. 3(c) , there are again two sets, one of size 3 (S 4 fB; C; Dg) and the other of size 1 (S 5 fEg). We see from the three examples that, while the union of sets is always equal to U, the divergence angles (and hence the data rates) are different. An interesting property of this notion of sets in FSO is also highlighted. Supposing that we sort the nodes in order of decreasing azimuth from the origin (where node A is located), for four nodes, a clockwise azimuthal ordering would be C, D, E, B. We notice that any set containing any two receivers must contain all intermediate receivers between those two receivers when a clockwise or anticlockwise ordering of all receivers is performed. For example, a set fC; Eg is an invalid set. This is because, in the clockwise direction and starting from C, any transmission to just C and E would reach D, so a valid set is fC; D; Eg. In the anticlockwise direction and starting from C, any transmission to just C and E would reach B, so another valid set is fC; B; Eg. The intuition lies in the fact that a beam, which extends to any two receivers, is guaranteed to extend to all intermediate receivers when receivers are azimuthally ordered in a given direction with respect to the sender. This is the case in Fig. 3(a) . A similar example is highlighted in Fig. 3(c) , where set S 4 containing nodes B and D also contains node C. This structure leads us to develop our problem formulation. Node A is able to deliver data to nodes B and C in both cases, but because θ > θ 1 θ 2 , aggregate R b in both cases might not be equal.
C. Problem Formulation
In enumerating all possible sets for a given U from Fig. 3 , we see that there are exactly four sets of cardinality 1 (not shown in Fig. 3 ): fBg; fCg; fDg and fEg. Similarly, there are also exactly four sets of cardinality 2: fB; Cg; fC; Dg; fD; Eg; fE; Bg, exactly four sets of cardinality 3: fB; C; Dg; fC; D; Eg; fD; E; Bg; fE; B; Cg, and exactly one set of cardinality 4. Therefore, generally, to broadcast to N nodes, there are exactly N sets of cardinality 1 through to cardinality N − 1, and exactly one set of cardinality N, for a total of K N 2 − N 1.
The FSO optimal multicast problem can be stated as follows: given a universe U fn 1 ; n 2 ; …; n N g of N nodes, a collection S fS 1 ; S 2 ; …; S K g of K N 2 − N 1 sets can be constructed. The cost of broadcasting data to a set S i is the data delivery delay d i , which depends on R b for that set, which, in turn, depends on the required θ. The objective is to find S 0 ∈ S with minimum total delay such that all N nodes are covered. The delivery delay d i for a set S i is computed using the size of the broadcast data Q, the minimum divergence angle θ i required for all member nodes to be in the transmitter's footprint, and alignment delay d al . Using Eq. (2), d i is calculated as
where R b θ i is calculated for each node j ∈ S i using different values of distance L j . The delay d i;j associated with each individual receiving node j in set S i is basically
We formulate the optimal FSO multicast problem as a 0/1 integer problem. Each set S i is assigned a binary decision variable: x i is 1 if S i ∈ S 0 , and 0 otherwise. The problem can now be formulated as follows:
subject to ⋃ S j U ∀ S j ∈ S 0 ; where S i ∈ S 0 if x i 1:
In the objective [Eq. (5)], the delay d i of each set is the cost [Eq. (3)] of broadcasting data to all nodes in that set. Equation (6) stipulates that each node has to be in at least one set (i.e., every node receives the broadcast data).
D. Solution: Set Cover
In this subsection, we translate the optimal multicast problem into a weighted set cover problem. Formally, the minimum weighted set cover problem is as follows. Given a universe U of N elements, and a collection S fS 1 ; S 2 ; …; S K g of sets whose elements are in U, where each set S i is assigned a weight w i , the objective is to find a subset S 0 of S with minimum total weight such that each element in U exists in at least one set in S 0 (i.e., all elements are "covered"). We can easily see that the optimal multicast problem in 3.3 is equivalent to the minimum weighted set cover problem. The set U of N nodes maps to the universe U of elements; the delay d i associated with each subset S i maps to the weight w i in the weighted set cover problem. The CPLEX Optimization Studio [47] was used to solve this integer programming instance of the optimal multicast problem.
E. Solution: Set Cover Approximation and Heuristic
Due to the computational complexity of solving both the above integer program and the best-known set cover approximation algorithm with an approximation factor of Olog N [48], we provide a computationally cheap greedy heuristic. The best set cover approximation algorithm picks sets greedily by choosing the most costeffective set required to cover nodes not currently in the set cover in each iteration until all nodes are covered. The motivation for using our proposed heuristic lies in time complexity relative to forming multicast sets. In networks in which topology changes are frequent, it is imperative to use algorithms that find the grouping of multicast sets almost instantaneously while not compromising network performance. This is necessary because there is no guarantee that the state of the network's topology after the sets are computed would remain the same as that prior to when the set formation algorithm started to run. The best-known set cover approximation algorithm has a time complexity of ON 2 if linear search is used to obtain the most cost effective set relative to covering previously uncovered nodes. With the case of our proposed heuristic, the time complexity is ON because N comparisons are needed to form multicast sets. The heuristic builds a set by greedily comparing the cost of broadcasting to the cost of performing multiple unicasts to a pair of adjacent nodes. The delay d i 0 ;i 0 1 associated with broadcasting to a pair of adjacent nodes n i 0 and n i 0 1 is defined as the weight d [Eq. S fn i 0 ; n i 0 1 g. Similarly, the delay d i 0 associated with unicasting to a node n i 0 is defined as Q∕R b θ i 0 .
The heuristic presented in Algorithm 1 takes as input the node coordinates, alignment delay d al , and packet size Q. x 0 and y 0 are the coordinates of the sender. In lines 1 to 3, the sender sorts the receiving nodes in clockwise order of azimuth ϕ i from the origin (where the sender is located). A set is then created, and the first node in the array of sorted nodes is placed in it (lines 4 and 5). In lines 6 to 11, the algorithm compares the delay associated with broadcasting to a pair of adjacent nodes to that of multiple unicast with alignment delay d al accounted for. If broadcast is cheaper, both nodes are placed in the same set S j (line 8). On the other hand, if unicast is cheaper, each node in the pair is placed in separate sets (lines 9 through 11). On the next iteration, the same process is repeated with the next node in the sorted array either being placed in the set containing its neighbor or a new set, depending on whether broadcast or multiple unicast is cheaper. When a broadcast to N nodes is required, N − 1 such comparisons are made, meaning that the heuristic runs in ON time.
Algorithm 1: Greedy Local Optimum Heuristic
Input: Location (x i , y i ) for nodes n 1 to n N , Q, d al Output: Sets containing nodes in multicast group
3 Sort nodes in clockwise order of ϕ i to obtain n 1
IV. PERFORMANCE EVALUATION
In this section, we analyze and compare simulation results for various schemes: multiple unicast (MU), which performs N unicast transmissions, our proposed heuristic (HEU, Algorithm 1), the Olog N set cover approximation algorithm (AP), and the integer programming based set cover solution (SC). We provide a description on how the simulation is set up, the values of parameters used, and the metrics of interest.
A. Simulation Setup
For the evaluation of the various multicast schemes in a DTN environment, we built a simulator in the ONE [49] integrated with a session-based MAC protocol. In highly directional mobile networks, a MAC protocol is critical because the existence of wireless optical links is based on near-perfect TX-RX alignment. A MAC protocol helps in knowing who the current transmitter is, with all other receivers within range of the transmitter aligning the receiver field of view to point in the direction of the transmitter. In our work, all MAC information is disseminated over RF. We do not cover the details of the MAC protocol in this paper. For details on how the session-based MAC protocol works, we refer the reader to our work in [17] . The simulation area is 1500 m × 1000 m with nodes running Reference Point Group Mobility (RPGM) [50] . We use BonnMotion's [51] implementation of RPGM. This mobility model is suitable for scenarios whereby node mobility is coordinated, e.g., search and rescue missions, ad hoc networks for military reconnaissance, and intelligence gathering, amongst others. With this model, nodes in the network are partitioned into groups with each group having a leader (reference node). Mobility of the leader determines the mobility of other nodes located randomly in the group. The nodes move with a default speed of 6 m/s and each group on average consists of four nodes. The simulation is run for 1200 s, with the following traffic generation pattern. In the first 1000 s, a message is created every second by a randomly chosen source node with a buffer size of 2 TB to a randomly chosen destination, after which a further 200 s elapses to facilitate message delivery.
We evaluate the performance of the various multicast schemes using number of relayed messages, data delivery probability and delay, and overhead as metrics. The set cover is implemented using the CPLEX Optimization Studio within the simulator. The simulations are performed using an RF range of 100 m. Each data point is the result of an average of 100 random simulation runs. The parameters we use for the analysis are data size Q, alignment delay d al , FSO transmit power P t , and number of node groups N g . The realistic default values (and ranges) used are Q 6 GB (2-10 GB), d al 3 s (1-5 s), P t 60 mW (20-100 mW), N g 6 (2-10). In addition to these parameters, we used a wavelength c∕f 1550 nm, a receiver diameter D 12 mm, photodetector (Rx) sensitivity N b 6 photons∕bit, GPS error g 3 m, and 1 Gbps RF control channels.
B. Computational Complexity and Static Scenarios
Before we evaluate the performance of the multicast schemes on a DTN, we motivate the need for a computationally cheap solution. We create a simple static scenario, in which a sender is required to relay data to N nodes. We then compare across all schemes the time it takes to compute the collection of multicast sets. In Fig. 4 , we observe that SC takes the most time to find the optimum collection of multicast sets with AP, HEU, and MU following in that order. The CPLEX-based ILP implementation of SC uses branch and bound to obtain the optimal solution. With branch and bound, a sequence of subproblems are formed, which converge to the optimal solution. The results presented in Fig. 4(c) are particularly significant. As the number of receivers N increases, the number of sets K in the integer program increases quadratically. The large computational time of SC is indicative of the problem being NPhard. AP has a time complexity of ON 2 if linear search is used to obtain the most cost effective set relative to covering previously uncovered elements (nodes). In the case of our proposed heuristic, the time complexity is ON because N comparisons are needed to form multicast sets. It is clear that, as the set of receivers grows, our heuristic computes the collection of multicast sets faster than AP. As expected in Figs. 4(a) , 4(b), and 4(d), data size Q, alignment delay d al , and transmit power P t do not have any significant impact on computational complexity of the multicast approaches. Further results in Fig. 5 reveal that HEU does not take a performance hit relative to SC or AP. In other words, our proposed heuristic (HEU) does not sacrifice performance for cheap computation.
C. Relayed Messages
The number of relayed messages represents the total number of successful transmissions between nodes in the network. In Fig. 6 , we observe that the number of relayed messages for the set cover ILP (SC), approximate SC algorithm (AP), and the heuristic (HEU) is similar for all parameters. When the number of recipients is low, as is the case in DTNs, the heuristic produces a solution close to optimal because the number of input sets to the set cover solution is also considerably low. For multiple unicast (MU), the number of relayed packets is less than optimum because it suffers from N − 1d al realignment delays. For example, in Fig. 6(b) , MU relayed an average of 6% fewer messages compared with SC, AP, and HEU. An increase in alignment delay d al [ Fig. 6(b) ] leads to a decrease in the number of relayed messages across SC, AP, HEU, and MU. This is because, as d al increases, the time it takes the sender to transmit data to all receiving nodes within its radio range also increases. In DTNs, because contact opportunities are limited due the sparse nature of the network, early reception of a message translates directly to the number of nodes that a message can be forwarded to before the message gets delivered to the destination. Therefore, the smaller the delay associated with sending data to all receivers in radio range of the sender, the faster it takes for messages to be replicated to a greater number of nodes in the networks. This explains why the number of relayed messages decreases as d al increases. As the number of node groups N g increases in Fig. 6(c) , the number of relayed messages increases across SC, AP, HEU, and MU. This is fairly obvious because increasing N g means increasing the number of nodes in the network, thereby making it denser. The denser the network, the larger the number of possible relay agents; hence the greater the message replication. An increase in transmit power P t leads to an increase in message replication. This is because, as P t increases, the larger R b becomes, leading to a smaller transmission delay. With a smaller transmission delay, senders are able to transmit data to a one hop receiver faster. The quicker the message relay process to a receiver located a hop away is, the higher the probability of more copies of a message getting replicated before the message is finally delivered to the destination.
D. Data Delivery Probability
The data delivery probability (DDP) metric is a measure of the ratio of delivered to created messages. From the results presented in Fig. 7 , the heuristic (HEU) has a comparable DDP to the exact (SC) and approximate (AP) set cover solutions. Multiple unicast (MU) has a slightly lower DDP performance. For instance, in Fig. 7(b) , MU delivered an average of 1.2% fewer messages compared with SC, AP, and HEU. The reason for the similarity in results among SC, AP, and HEU stems from the fact that, in sparse networks, the sets selected from the three approaches tend to be similar because the union of possible sets that can be chosen is small to begin with. In Fig. 7(a) , we observe that, for all approaches, DDP decreases as data size Q increases. The reason for this is as follows. As Q increases, the per-hop transmission delay increases, resulting in an increase in the time it takes a message to get relayed. Fast per-hop relay completion implies a higher message replication in the network. The DDP for SC, AP, and HEU are slightly better relative to MU because the former approaches do not have to incur N − 1d al realignment delays because messages to multiple nodes in the sets produced by those methods can be sent in one transmission. There is a decrease in DDP as alignment delay d al increases [ Fig. 7(b) ]. This is fairly obvious because the longer it takes to realign the transmitter, the longer it takes for the last bit to be received. An observation we make from [ Fig. 7(b) ] is that as d al → 0 s, SC, AP, HEU, and MU converge. This is to be expected because, at d al 0 s, the optimum solution has exactly 1 node per set (which is MU).
The result in Fig. 7(c) shows that increasing the number of node groups N g leads to a higher delivery probability for SC, AP, HEU, and MU. An increase in N g makes the DTN denser with the additional nodes serving as extra relay agents. As previously explained, message replication is significantly improved in all of these schemes (SC, AP, HEU, and MU) when N g increases. The greater the message replication, the greater the delivery probability because messages have a higher probability of reaching their intended destinations due to a larger number of message carriers. In Fig. 7(d) , the higher the transmit power P t , the higher the delivery probability for all of these multicast schemes. The explanation of this trend is directly related to P t being directly proportional to R b , which, in turn, is inversely related to the per-hop transmission delay. The smaller this delay is, the bigger the probability of messages reaching their intended targets because replication can be done faster. The higher the R b , the lower the per-hop transmission delay and vice versa. A decrease in per-hop delay leads to an improvement in message replication, resulting in higher DDP as is evident in Fig. 7(d) .
E. Data Delivery Delay
Data delivery delay (DDD) is defined as the average time it takes to send all created packets to their final destinations. With sufficient time and buffer space, DTN routing protocols eventually deliver 100% of created messages. The delays reported here are those relative to only delivered messages in the simulation period.
In Fig. 8 , we see that, in general, the exact set cover solution (SC), the approximate set cover solution (AP), and the computationally efficient greedy heuristic (HEU) offer the best (least) delay, with multiple unicast (MU) lagging slightly behind. For instance, in Fig. 8 average source to destination latency of about 2% more than that of SC, AP, and HEU. HEU and AP results are identical to that of SC because, in highly sparse networks, the number of receiving nodes is small, leading to a few recipient host combinations S to pick the optimal cover from. In these circumstances, discovering the optimal S 0 is identical to finding local optimal solutions. SC, AP, and HEU perform slightly better than MU, which suffers from N − 1d al realignment delays. In Fig. 8(a) , as data size Q increases, total delay also increases. Transmission delay represents a major component of total delay, and it is directly proportional to Q. Therefore, as Q increases, transmission delay per set increases, leading to an overall increase in delivery delay. The total delay increases as alignment delay d al increases [ Fig. 8(b) ]. This is fairly obvious, because the longer it takes to realign the transmitter, the longer it takes for the last bit to be received. In Fig. 8(d) , an increase in transmit power P t leads to an increase in R b . The higher the R b , the lower the per-hop transmission delay and vice versa. A smaller per-hop transmission delay means that messages are replicated faster. The greater the amount of message replication, the greater the probability of messages reaching their intended targets more quickly, thereby yielding a smaller data delivery delay.
The result in Fig. 8(c) is particularly interesting. For SC, AP, HEU, and MU, it is observed that there is a rise in DDD from N g 2 to N g 4 and a subsequent drop in DDD for N g > 4. In ascribing reasons for this behavior, one has to understand how the mobility and message generation models work. With RPGM, nodes are divided into groups, with each node in a group following the mobility pattern of the group leader. With the message generation mechanism, a message is created every 1 s at a randomly chosen source to a randomly chosen destination. When there are just two equal-size node groups, the probability of a node in node group 1 N g1 creating and sending a message to a node in its group is 0.5 (the same probability as a node sending to a destination in N g2 ). With the probability of 0.5, messages are generated for destinations in the same N g . Because nodes in a N g are normally mostly in radio range of each other, the message delivery latency is low because messages are not replicated to nodes in N g2 , which might not currently be in radio range of the transmitter. As N g increases, the probability of a created message having a destination within the same N g decreases (e.g., the probabilities at N g 3 and N g 10 are 0.33 and 0.1, respectively). Therefore, as N g increases, node density becomes the bigger influence in determining message replication and DDD, as opposed to messages merely being sent to destinations in a 1 hop fashion with a probability of 0.5 when N g 2.
We do not present analysis for throughput because the results are identical to results for DDD except for the fact that the graphs are inverted. That is, throughput is inversely proportional to DDD when the same number of messages are delivered. Having said that, it is expected that the realizable AP, SC, and HEU DTN throughputs would be identical to one another with the MU throughput being a bit lower than that of the aforementioned schemes.
F. Overhead Ratio
This metric quantifies the average number of replicas required to deliver a message. The greater the packet replication, the greater the possibility of a message getting delivered to the final destination. For the data delivery probabilities reported in Fig. 7 , SC, AP, and HEU have higher overheads relative to MU. Because the overhead ratio is tied to message replication, explanation for the trends in Figs. 9(a), 9(b), and 9(d) are identical to previous explanations for the variations of the number of relayed messages with the same parameters as covered in Subsection IV.C.
V. CONCLUSION
In this paper, we presented various multicast schemes that can be used for message replication in hybrid RF/ FSO delay tolerant networks (DTNs) in which high bandwidth FSO-only channels are used to carry data with RF acting as the control channel. Arbitrarily increasing the beam divergence of an optical link leads to low data rates, so naïve broadcast does not always result in optimal relay performance. We showed that the hybrid RF/FSO multicast problem is an abstraction of the minimum weighted set cover problem, which is known to be NP-hard. We developed various multicast schemes (naïve broadcast, multiple unicast, exact, and approximate set cover solutions and a computationally cheap heuristic) for DTN routing. We integrated our schemes into the Epidemic routing protocol and evaluated the performance of the different approaches. We observed that the heuristic provided a performance identical to either the exact or approximate set cover formulations of the problem while taking considerably less time to find the collection of multicast sets.
