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We study one-dimensional disordered fermions that either undergo metal-insulator transitions or
topological phase transitions to become trivial Anderson insulators. We focus on using entanglement
to elucidate how the spatial, momentum, and internal degrees of freedom of fermions are affected
by the presence of disorder in such cases. We develop entanglement tools that reveal the existence
of metallic states in the presence of disorder and further show clear signatures of the corresponding
localization transition even in the presence of interactions. In systems where the internal degrees
of freedom are coupled with the motion of the electrons, topological phases develop. We subject a
topological insulator model to different types of disorder and discuss how the topological aspects of
the system can be captured through entanglement, even at strong disorder.
I. INTRODUCTION
The physics of Anderson localization transitions has
been intensively studied for almost half a century, yet
new aspects of this phenomenon continue to emerge1.
Among many recent developments, the theory of An-
derson transitions has been used to classify topological
insulators and analyze their robust properties2, and to
study thermalization behavior in many-body interact-
ing systems3,4. Furthermore, new systems have been
proposed that exhibit Anderson localization physics, for
example in photonic systems5 and ultra-cold atoms in
optical lattices6,7.
One approach that has recently been applied to study
Anderson transitions has been the use of quantum in-
formation and entanglement measures to probe the cor-
relations of many-body states. For example, the spatial
entanglement of quantum states reveals the non-local
properties of many-body wave functions8,9 which natu-
rally suggests its usefulness for identifying localized and
delocalized states. Additionally, entanglement is partic-
ularly useful in capturing universal properties that can-
not be obtained through the expectation value of local
operators10,11. In particular, it has been used in con-
densed matter systems to gain insight into the nature
of different phases of matter and the critical points that
separate them12.
Over the past few years there have been a number of
articles that focus on applying entanglement methods to
disordered fermion systems. In [13], for example, the
scaling of the entanglement entropy was studied to un-
derstand a disordered system at criticality. In [14], the
von Neumann entanglement entropy was analyzed us-
ing the multi-fractal spectrum of critical wave functions
at localization transitions, and in [15], the multi-fractal
spectrum of disordered systems was shown to have con-
nections with the Re´nyi entropy of the single-particle
states. In [16] and [17], relations were found between
the level spacing statistics of the Hamiltonians of disor-
dered topological insulators and of their corresponding
spatial entanglement spectrum from which critical delo-
calized states were identified. Recent work has also con-
sidered the entanglement properties of low-dimensional
systems with correlated disorder18–20.
In this article, we complement these studies by ana-
lyzing the utility of several different entanglement meth-
ods for determining signatures of Anderson localiza-
tion transitions. Spatial entanglement methods, such
as those used in Refs. [14–17, and 19] have given in-
sight into metal-insulator transitions and topological-to-
Anderson-insulator transitions. Recently, in Ref. [18],
the momentum entanglement spectrum was proposed
and used to elucidate the nature of metal-insulator
transitions in one-dimensional disordered fermion sys-
tems. This was followed by a recent article which uses
momentum-entanglement to study correlated disorder
in low-dimensional models20. In our work we will focus
solely on one-dimensional fermionic models. We study
a particular set of models with Anderson transitions that
can be precisely determined either analytically or numer-
ically in order to calibrate our entanglement techniques.
Although most of the focus is on free-fermion models,
we also perform calculations on an interacting model,
and discuss a generalization of the single-particle entan-
glement signatures to the many-body case.
The outline of this work is as follows. We begin in
Section II by reviewing the notion of bipartite quantum
entanglement for generic systems and the simpler case
of free-fermion models. We discuss the different types of
entanglement partitions that we will apply in our analy-
sis, and the dual nature of spatial and momentum entan-
glement for disordered systems. After developing this
intuition we move on to some explicit calculations. In
Section III we discuss two types of one-dimensional lat-
tice models (i) the random n-mer models which have cor-
related disorder and (ii) the quasi-crystal Aubry-Andre´
model. The localization transitions in these models have
been previously studied and identified, and we evalu-
ate several different types of entanglement measures to
study the critical behavior. After calibrating with these
two models we add interactions to the Aubry-Andre´
model and study its entanglement properties. Finally in
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2Section IV we study a disordered topological insulator
model and develop a hybrid momentum-orbital entan-
glement partition that clearly illustrates the localization
transition.
II. QUANTIFYING THE ENTANGLEMENT OF
FERMIONIC SYSTEMS
A. Bipartite entanglement
Let us briefly review how bipartite entanglement of a
given quantum state |Ω〉 is quantified. We start by di-
viding the Hilbert space of many-body states into two
subspaces, sayA andB, such that: (1) no states are shared
between both subspaces; and (2) their union reproduces
the original Hilbert space of the system. Given this parti-
tion, bipartite entanglement can be quantified using the
so-called von-Neumann entropy, which is defined as
SA = −TrA (ρA logρA) , (1)
where the reduced density matrix ρA is obtained by first
constructing the density matrix ρ = |Ω〉〈Ω| of the full
system, and then tracing out the degrees of freedom that
correspond to the subspace B.
To see why Eq. 1 is connected with the concept of
entanglement, we can make use of the so-called Schmidt
decomposition of |Ω〉. Given |Ω〉, we can always find its
Schmidt decomposition, which reads
|Ω〉 =
∑
n
λn|φAn 〉|φBn〉, (2)
where {|φAn 〉} and {|φBn〉} are sets of many-body basis states
that span the subspaces A and B, respectively. From
this expression, we see that the set of eigenvalues {λn}
controls the degree to which |Ω〉 can be factorized into
states from the subspaces A and B. In other words, the
set {λn} controls the degree of quantum entanglement of
the state |Ω〉. For example, we can use Eq. 2 to explicitly
compute the reduced density matrix of subspace A. This
leads to the expression
ρA = TrB [|Ω〉〈Ω|] =
∑
n
λ2n|φAn 〉〈φAn |, (3)
from which we conclude, using Eq.1, that
SA = −
∑
n
λ2n logλ
2
n. (4)
The von-Neumann entanglement entropy is a single
number one can calculate from the λn but the full set,
which is the so-called “entanglement-spectrum” repre-
sents the full information about the wavefunction under
the A-B partitioning10.
B. Single-particle entanglement spectrum
The calculation of the entanglement spectrum and SA
can be simplified for non-interacting fermions21,22. In the
absence of interactions, the quantum state of the full sys-
tem A∪B can always be written as a Slater determinant.
A consequence of this is that any correlation function
can be expressed in terms of the correlation matrix
[C]i j = 〈Ω|c†i c j|Ω〉 = Tr
(
ρc†i c j
)
, (5)
using Wick’s theorem; here i, j represent some fermion
degrees of freedom, e.g., lattice site, momentum, spin etc.
Since the reduced density matrix ρA must also reproduce
Wick’s theorem when the indices are restricted such that
i, j ∈ A, then it can be shown21,22 that the reduced density
matrix must take the exponential form
ρA = Ke−Hent , Hent =
∑
aa′
haa′c†aca′ , (6)
whereK is a normalization factor that ensures TrρA = 1,
and the indices a, a′ label states within A. Hent is often
referred to as the entanglement Hamiltonian, and the
matrix h is determined by the correlation matrix through
the expression
[C]aa′ = Tr
(
ρAc†aca′
)
=
[ 1
eh + 1
]
aa′
. (7)
From this construction we can define several sets of use-
ful eigenvalue spectra. Since the correlation matrix C is
Hermitian, then h is also Hermitian. In practice one typi-
cally diagonalizesC to obtain the eigenvalues {ζi} (which
lie between 0 and 1) commonly referred to as the single-
particle entanglement spectra. From the {ζi} one can con-
struct the eigenvalues of h to obtain the set {εi} (which lie
between −∞ and +∞) which are commonly referred to
as the single-particle entanglement energies. From the
{εi} one can derive the (many-body) entanglement spec-
trum {χi} of ρA through the relation χ j = ∑i εin( j)i , where
j indicates a many-body state of of Hent with occupa-
tion numbers {n( j)i } for each single-particle entanglement
energy state i with energy εi.
The entanglement entropy can generically be written
as
SA = −
∑
i
Pi logPi, Pi =
e−χi∑
i e−χi
. (8)
Using the expressions for χi in terms of εi (which in turn
can be written in terms of of the eigenvalues {ζi} of C)
one finally obtains the simplified expression21,22
S =
∑
i
{−ζi ln ζi − (1 − ζi) ln(1 − ζi)} . (9)
The entanglement entropy, and additionally, all entan-
glement quantities of a free-fermion ground state |Ω〉 can
3thus be understood by analyzing the ζi. Note that, from
Eq. 7, the eigenvalues {ζi} always lie between 0 and 1.
Because of this, the entanglement of a system is deter-
mined by how close the ζi get to 1/2.We will make use of
the single-particle entanglement spectrum to analyze the
entanglement of the free-fermion models we study here
in addition to the entanglement entropy itself. For in-
teracting models this simplification no longer holds and
one must calculate the χ j directly from the many-body
reduced density matrix.
C. Possible entanglement cuts
In this paper, we refer to the partition of the Hilbert
space as an entanglement cut that is performed on the
system. Going back to the expression Eq. 2, we note
that the degree to which |Ω〉 is close to being factorizable
in the partitioned basis is sensitive to the type of parti-
tion that is chosen. For example, if we were to choose
a partition A and B for which all but one (say n=1) of
the λn’s in the Schmidt-decomposition are zero, then
|Ω〉 = |φA1 〉|φB1 〉. In such a case, the state |Ω〉would not be
entangled with respect to the partition that was chosen.
But if we were to change the partition and choose differ-
ent subspaces A′ and B′ we could find a partition such
that all the λn’s are equal in magnitude, and then we
would find |Ω〉 ∝ ∑n |φA′n 〉|φB′n 〉, which is a highly entan-
gled state. Because of this sensitivity of the entanglement
to the choice of partition, we can obtain a more complete
picture of the quantum properties of |Ω〉 by making ap-
propriate variations of the entanglement cut. Typically,
physical motivation will guide this choice. Some types
of partitions, other than the conventional spatial cut, that
have been studied in previous work include orbital23,24,
particle25, spin26 and momentum18,20,27.
In the case of one-dimensional disordered fermions,
there are a number of possible cuts that can be consid-
ered which are physically relevant. Spatial entanglement
is the most conventional possibility. It is a basic measure
of localization because it probes the degree to which ex-
tended states are able to correlate the two parts of the
system. At the same time, localization is related with the
interference between forward and backward traveling
states that ultimately is at the heart of disorder-induced
localization. Hence, momentum entanglement will also
serve as an insightful and complementary way to study
the disordered ground state. Finally, interesting Ander-
son transitions occur in systems with internal degrees
of freedom that are correlated with the electron motion,
such as in topological insulators. Performing entangle-
ment cuts with respect to such internal degrees of free-
dom will also exhibit interesting behavior as the system
transits into the localized phase. We consider all of these
cases below.
D. Comments on entanglement induced by disorder
Before we begin our main discussion, let us briefly
build up some simple intuition about how entanglement
encodes information relevant to disordered fermions. To
begin, we consider how localization is exemplified in the
spatial and momentum entanglement spectrum.
The simplest situation we can consider is a quantum
state of a single particle that is spatially delocalized. In
other words, the particle moves freely throughout the
system. The simplest example of this type of state is,
of course, a plane-wave given by |k〉 = c†k |0〉, where k is
the momentum wave vector and 〈x|k〉 ∼ eikx. The corre-
sponding spatial correlation matrix reads
Crir j = 〈k|c†ricr j |k〉 =
e−ik(ri−r j)
N
. (10)
We want to cut the system in half, which is effected by re-
stricting the indices to the range [1,N/2] . TheN/2 entan-
glement modes that result from the eigenvalues of this
correlation matrix, for any choice of k, are 1/2 and 0, with
the latter being (N2 − 1)-fold degenerate. It follows that a
single particle in a plane-wave state hasS = log(2) spatial
entanglement entropy when the system is partitioned in
half. This illustrates the intuition that generic delocal-
ized states typically contribute order log(2) entropy to
the spatial entanglement entropy, which indicates that
the two halves of the system become correlated.
On the other hand, the corresponding momentum en-
tanglement correlation matrix for the same state reads
Ckik j = 〈k|c†kick j |k〉 = δkikδk jk. (11)
As an example, we can choose to trace out momentum
states in the range k ∈ [0, pi] , one reason being that, in
some of the models that we will consider, this range cor-
responds to left-moving states and the remaining modes
are all right-moving. Hence, we are essentially prob-
ing correlations between right and left movers. Us-
ing this type of partition, the momentum entanglement
modes are 1 and 0, with again the latter being (N2 − 1)-
degenerate. We thus obtain a momentum entanglement
entropy S = 0. This is, of course, a trivial result because
the state |k〉 is trivially a product state in momentum
space.
Now, upon the introduction of disorder, such plane
wave states will scatter and eventually localize at suffi-
ciently strong disorder. We should then contrast the case
of a delocalized state with that of a completely localized
state at a position r given by |r〉 = c†r |0〉. In this case, the
spatial and momentum correlation matrices read
Criri = 〈r|c†ricr j |r〉 = δrirδr jr (12)
Ck jk j = 〈r|c†kick j |r〉 =
eir(ki−k j)
N
. (13)
In this completely localized case, it is the spatial entan-
glement entropy which vanishes. The momentum en-
tanglement, on the other hand, has a 1/2 entanglement
4mode that leads to a momentum entanglement entropy
S = log(2) when using the same cut as above. Hence, the
spatial and momentum entanglement behave in a dual
fashion with respect to localized and delocalized states.
In the general situation of an occupied Fermi sea there
will be more than one single-particle state filled. In this
case, one might conjecture that a ground state with more
than one delocalized particle will increase the spatial
entanglement in an additive manner, for example, each
additional occupied plane wave state could add an extra
log(2) contribution when cut in half. It turns out, how-
ever, that the behavior for more than one particle can
be affected significantly due to interference effects. The
spatial correlation matrix for the case of n particles occu-
pying plane-wave states with wave vectors {k1, . . . kn} is
given by
Crir j =
∑
k∈occ.
e−ik(ri−r j)
N
. (14)
Each matrix element represents a sum of phases that
depend on the particular choice of the set {k1, . . . kn}. Be-
cause of this, the matrix elements of the correlation ma-
trix can be either enhanced or suppressed depending
on which states are occupied. An analogous case oc-
curs for momentum entanglement when more than one
spatially localized state is occupied. So, while the con-
nection between localization/delocalization and entan-
glement immediately seems plausible, the details can be
complicated. In this work we will study some interest-
ing effects that this interference in the correlation matrix
can have on the entanglement of the system.
Finally, we mention how the entanglement can carry
signatures of the configuration of the internal degrees
of freedom in the presence of disorder. In practice, this
will be particularly relevant when the momentum vector
and the internal degree of freedom are correlated, such
as what occurs in systems with spin-orbit coupling. One
simple family of states we can consider is a spin 1/2 par-
ticle in a state parameterized by momentum k, given by
|ψk〉 = cos k|k ↑〉 + sin k|k ↓〉. That is, this state is such
that the spin rotates throughout the BZ and is explicitly
entangled in the spin degree of freedom in a momen-
tum dependent way. As we will discuss later, this type
of rotation property in momentum space can have an
important impact on the physics of the system.
If we introduce disorder, one might suspect that scat-
tering processes can potentially destroy the correlation
between the spin and the momentum degree of free-
dom. For example, as localization is induced, there will
be a corresponding broadening of the momentum space
features, and the specific configuration of the internal
degree of freedom in momentum space might become
blurred. If this happens, we then expect that such an
effect will be apparent in the structure of both the orbital
and momentum entanglement. To what extent this hap-
pens is something that we wish to understand in this
work and will discuss in Section IV.
Now that we have introduced the notation, the con-
cept of different entanglement cuts, and some simple
examples, we will move on to discuss the entanglement
properties of several types of 1D free-fermion models.
In Sec. III we will discuss the random n-mer models and
the Aubry-Andre´ model, both of which exhibit metal-
insulator transitions and have only a single on-site de-
gree of freedom. We also discuss some effects of inter-
actions on the Aubry-Andre´ model. In Sec. IV we will
discuss a chiral symmetric topological insulator model
in the AIII class in the presence of disorder potentials
that preserve the chiral symmetry. This type of model,
in addition to having interesting momentum and spatial
entanglement structure, will also yield orbital entangle-
ment since there are two degrees of freedom per site.
III. EFFECT OF DISORDER ON THEMOTION OF
FERMIONS
In this section we focus on one-dimensional disor-
dered models with delocalized states that can exhibit
metal-insulator transitions. One dimensional disor-
dered systems generically exhibit localization for any
disorder strength as long as the system does not obey
any particular symmetry28. This would seem to imply
that it is not possible to study delocalization transitions
at a finite disorder strength in 1D. It has been shown,
however, that there are special models with correlated
disorder that preempt the occurrence of Anderson local-
ization, and thus possess metallic ground states. An ex-
ample is the so-called Random Dimer Model (RDM)29,30
and its generalizations, and the quasi-periodic system
referred to as the Aubry-Andre´ model (AAM)31. Al-
though the AAM is not actually a disordered system, it
does have a localization transition for reasons similar to
that of the RDM. Both models exhibit metallic behav-
ior at finite disorder potential strengths, and eventually
become Anderson insulators.
We will thus explore the localization properties of
these models using entanglement techniques. For such
systems, there are two natural ways in which the Hilbert
space can be partitioned, namely the spatial and mo-
mentum entanglement cuts we mentioned previously.
Because of the nature of the delocalized state, it will turn
out that for these classes of models the momentum en-
tanglement cut will prove particularly insightful.
A. Correlated disorder potential
1. The random dimer model and its generalizations
The random n-mer models describe some of the sim-
plest one-dimensional systems with disorder that allow
for a metallic phase in one dimension29,30. The Hamilto-
5nian of the general model is
H = −
N∑
m=1
t
(
c†m+1cm + c
†
mcm+1
)
+
N∑
m=1
Vmc†mcm, (15)
where m labels the lattice sites, N is the lattice size, t
is the tunneling matrix element between nearest neigh-
bors, and Vm takes on two values a and b. The im-
portant property of Vm is that the value a always has
to be placed on n consecutive sites so that “n-mers” are
distributed throughout the lattice. The key to explain
why this type of disorder leads to delocalized states in
the energy spectrum is the fact that there is a complete
suppression of scattering between certain momenta. To
see this, note that the Fourier elements of the disorder
potential Vm are given by
V∆k = (b − a) [δk,k′ + f (∆k, {ri})S(∆k)] , (16)
where ∆k = k′ − k, the ri denote the random posi-
tions of the n-mers, f (∆k, {ri}) = 1√N
∑
i eiri(k−k
′) depends
on the particular disorder realization, and Sn(∆k) =
1√
N
∑n−1
m=0 eim(k−k
′) is independent of any randomness. The
key observation is that the structure factor S(∆k) has ze-
roes at Qn(m) = 2pim/n, m = 1, · · · ,n − 1. Scattering is
consequently suppressed for all ∆k = Qn(m). If we cal-
culate the energies of the points in the translationally
invariant bandstructure that are nested by the Qn(m) of
these suppressed scattering events we obtain
En(m) = a − 2t cos
(
pim
n
)
. (17)
In other words, near each of these special energies En(m)
there will be a suppression of left and right-mover scat-
tering. This suggests that localization is inhibited for
states near the energies En(m), which is indeed the case.
Furthermore, it can be shown that in the neighborhood
of these so-called resonant energies, a finite fraction of
the eigenstates have a localization length of the order
of the lattice size. Thus, the n − 1 zeroes of V∆k lead to
metallic phases in one-dimensional disordered fermions
when E f is tuned to the neighborhood of En(m).
If the disorder becomes sufficiently strong, all single-
particle states will localize even at the resonant energies.
For the n-mer models, the delocalized states exist up to
critical values of the disorder strength b − a given by29
− 2t
{
1 + cos
(
`pi
n
)}
≤ b − a ≤ 2t
{
1 − cos
(
`pi
n
)}
, (18)
where ` = 1, · · · ,n − 1. In what follows, we will set t = 1
and a = 0, so that the disorder strength will be measured
by b. We will focus on the n=1 (uncorrelated disorder),
n=2 (random dimer model), and n=3 (random trimer
model) cases. The RDM has an extended state at E = 0
which survives up to the critical disorder b = ±2. For
the random trimer model (RTM) there are two extended-
state regions, but we will focus on the extended state that
exists at E = +1 which survives for b ∈ [−3, 1].
2. Entanglement signatures of the localization transition
Having discussed the basic aspects of the random n-
mer models, we now analyze how the metal-insulator
transition manifests itself in the entanglement proper-
ties. The momentum entanglement and some spatial
entanglement for these models was studied earlier in
Ref. [18], and additionally the spatial entanglement was
considered in Ref. [19]. To study these models, there are
two parameters at our disposal that allow us to tune the
localization transitions, namely the Fermi energy E f and
the disorder strength b. By varying both of these param-
eters, we can drive the system between the metallic and
insulating states.
We will start with the Fermi energy E f . In Fig. 1,
we show four columns: (i) the Fourier components of
the scattering potential showing the zeroes of scattering,
(ii, iii) the spatial and momentum entanglement spec-
trum as the Fermi level is varied, and (iv) the localiza-
tion length as a function of energy. In Appendix A we
explain how the localization length is calculated. The
rows correspond to the system with uncorrelated dis-
order (first row), the RDM (second row), and the RTM
(third row). For all of these plots, the disorder strength
is b = −0.5t, which means that both the RDM and the
RTM have resonant states in their energy spectrum. The
localization length is shown here to confirm the energies
for which delocalization occurs.
From the spatial entanglement spectra in Fig. 1, one
can see by eye that the entanglement modes exhibit level
repulsion when the Fermi-level is in the delocalized re-
gion, i.e., when the ground state is metallic. This is
consistent with the results of Ref. [16] which made sim-
ilar observations when the Fermi-level was tuned to a
delocalized state in a Chern insulator band. The level
repulsion causes the entire region between [0, 1] to be
filled with eigenvalues since the levels are more rigidly
spaced. In regions near the edges of the bandwidth,
where localized states should dominate, the entangle-
ment eigenvalues do not appear to have any particular
structure. The filling of the region between [0, 1] is much
more sparse as the levels can cluster together since they
are not repelling. For the case of uncorrelated disorder
(n = 1) there are no obvious features in the entanglement
nor in the localization length.
Although the signatures in the spatial entanglement
spectrum do not appear to be particularly clear, the
disorder-averaged entanglement entropy does reveal the
delocalized nature of the extended state. In particular, it
is well known that the entanglement entropy in a critical
state of a subsystem of size ` (with total system size N)
varies as
S =
c
3
log
[N
pi
sin
(
pi`
N
)]
+ s0, (19)
where s0 is a non-universal constant, and c is a univer-
sal coefficient that depends on the critical properties of
the ground state (and is the central charge when consid-
6FIG. 1. Fourier components of the scattering potential (black, column 1), the spatial (blue, column 2) and momentum (red, column
3) entanglement spectrum, and the localization length (green, column 4) for three models: uncorrelated disorder (a),(b),(c),(d);
RDM (e),(f),(g),(h); and RTM (i),(j),(k),(l). For all of these plots, the disorder strength was fixed at b = −0.5t and the lattice size is
N = 1000.
ering conformal field theories). We show the disorder-
averaged spatial entanglement entropy for the RDM and
RTM in Fig. 2a,b. The scaling function is shown as the
red curve, and the blue dots are the numerical calcula-
tion when E f is at aligned to the delocalized resonant
state. The green dots correspond to when the disorder
strength is strong enough to localize everything. The
match between the scaling function and the numerical
calculation is clear. For the clean system, i.e., the 1D
tight-binding chain, c = 1 for all Fermi-energies away
from the band-edges. In certain disordered systems,
such as the disordered XX spin-1/2 chain, this coefficient
acquires an additional log 2 factor32. For the RDM and
RTM, however, we obtain c = 1 even with disorder. This
result is also obtained in Ref. 19. The simple reason
that we find this result is due to the fact that the RDM
and RTM potentials do not couple the states at the reso-
nance energy and thus these fermions remain free. The
low-energy theory will remain a c = 1 Dirac fermion.
Let us now proceed to discuss the momentum entan-
glement in these models. The momentum entanglement
spectrum shows much sharper behavior than the spa-
tial entanglement spectrum: in the metallic state the en-
tanglement modes are largely clustered near 0 and 1,
whereas they fill the region in between 0 and 1 as the
Fermi level is moved away from resonance and into lo-
calized states. As we mentioned before, the scattering
profiles of the RDM and RTM potentials exhibit exact ze-
roes in the Fourier components which are responsible for
stabilizing the delocalized states of such models. In par-
ticular, there is a clear connection between the existence
of the metallic phase at finite disorder, and the behavior
of its corresponding momentum entanglement. Since
momentum entanglement yields information about the
build up of correlations between left and right movers,
the fact that momentum entanglement is suppressed in
the metallic state can be interpreted as a decrease of cor-
relations between left and right movers, which thus pre-
empts the Anderson insulator at these energies. This
connection is natural, since the return probability is an
important ingredient in the localization transition33.
Note that, in all of these examples, the momentum
entanglement turns out to be sharply suppressed even
though the occupied Fermi sea of the ground state con-
tains single-particle states below the resonant energies
that are actually localized. As we mentioned in a pre-
vious section, a single localized state by itself leads to
an entanglement of order log 2 for this type of cut. One
would naturally expect that all of the entanglement from
the entire set of occupied localized states would add up.
7However, the fact that there is not a large accumulation
of entanglement when E f is at resonance suggests that
there is significant destructive interference in the corre-
lation matrix similar to what we discussed for Eq. 14.
To understand this observation, one can think of the
zeroes of the scattering potential as a mechanism that
prevents mixing between states in the energy spectrum
that are separated by the resonant energies. For exam-
ple, for the case of the RDM, the suppressed scattering
in the neighborhood of E = 0 is very effective in keeping
states below and above this resonant energy from mixing
with the opposite group at weak disorder. As a conse-
quence, the set of states below zero energy (call this set
Λ) hybridize primarily among themselves. Effectively,
the absolute suppression at E = 0 divides the spectrum
into two pieces E < 0 and E > 0 that are not mixed for
weak-disorder. This means that, upon constructing a
FIG. 2. Disorder-averaged scaling of the spatial entanglement
entropy for a sub-system region of size ` for the (a) RDM and
the (b) RTM . The blue dots denote the numerical calculation
when there are extended states in the system and the Fermi-
level is tuned to the delocalized resonance state (with b = −0.5
for the RDM and b = 1.0 for the RTM), the red line denotes
the corresponding analytical expression and the green dots
denote the result when the disorder strength is strong enough
to localize all states. The number of sites for this calculation is
N = 200, and the number of disorder realizations used is 100.
Slater determinant with E f = 0, we can approximate the
single-particle states by γ†n ≈
∑
k∈Λ αn(k)c†k . As a result,
there is a significant simplification in the form of the
Slater determinant ground state
|Ω〉 ≈
∏
n∈occ.
γ†n|0〉 =
∏
n∈occ.
∑
k∈Λ
αn(k)c†k
 |0〉 = ∏
k∈Λ
c†k |0〉 (20)
where the last equality is true up to a global phase (which
does not enter the calculation of the density matrix). In
other words, the Fermi sea will approximately reproduce
the ground state of delocalized states of the clean system.
In fact, while the energies of the states belowE f will be af-
fected by disorder, the same orbitals that were occupied
in the clean-limit will be occupied in the weak-disorder
limit. In terms of the correlation matrix, when E f is set
at resonance, this is equivalent to saying that contribu-
tions from localized wave functions in the momentum
correlation matrix interfere destructively, because for ev-
ery k, −k is included, and this leads to a matrix that is
approximately diagonal in momentum space.
Parallel to this, we note that there are single momen-
tum entanglement modes at 1/2 in all of the examples we
present here (see e.g., Fig. 3b). Although it is hard to see
by eye in the figures we present here, closer inspection re-
veals that these 1/2 modes depend on whether the num-
ber of occupied states is even or odd. To understand this
behavior, consider the weak disorder limit. In this case,
the degenerate plane waves at k and −k will hybridize
easily and form the states γ†± = 1√2
(
c†k ± c†−k
)
which are
split in energy by an amount that is linear in the disorder
strength (though the effective disorder strength vanishes
if 2k = Qn(m)). Now, if the ground state only has one of
these excitations occupied, say the state |ψ〉 = γ†−|0〉, then
the momentum entanglement spectrum will automati-
cally have a 1/2 mode. However, if the ground state
has both states filled, then we obtain the factorized state
|ψ〉 = γ†+γ†−|0〉 = c†kc†−k|0〉, which has zero momentum en-
tanglement. By successively filling the hybridized γ†±
states, we will thus obtain a sequence of 1/2 modes for
an odd number of occupied states regardless of the scat-
tering properties of the disorder potential. Since the hy-
bridization is immediate for the degenerate modes, even
for extremely small disorder, they will appear as soon
as the disorder is increased from zero. Eventually, when
the disorder is strong enough to make scattering between
k-states at different energies play a more important role,
such entanglement modes are obscured because of new
entanglement modes entering from the edges near 0 and
1 to fill the region near 1/2.
After our discussion of the effects of tuning E f we now
turn to the description of the metal-insulator transition
as the disorder strength b is varied to tune the transition.
We take the RDM as an example and set the Fermi energy
at its resonant value E f = 0. Fig. 3a,f shows the momen-
tum entanglement spectrum and entropy, respectively
as a function of b. Fig. 3b,c,d,e shows the entanglement
8FIG. 3. Momentum entanglement spectrum and entropy of the random dimer model: The momentum entanglement spectrum
is shown in (a) as a function of the disorder strength and (b) (c) (d) (e) as a function of the Fermi energy for different disorder
strengths. The momentum entanglement entropy is shown in (f) as a function of the disorder strength and (g) (h) (i) (j) as a
function of the Fermi energy for different disorder strengths. The different disorder strengths are correlated with the locations of
the horizontal lines in (a), (f) and the colors of the lower plots correspond to the colored dashed lines in the top plots. For all of
these plots, we used N = 1000.
spectrum as a function of Fermi energy for a few se-
lected disorder strengths referenced by dashed lines in
figures Fig. 3a. We show a similar array of figures for
the momentum entanglement entropy calculated from
these same entanglement spectra in Fig. 3f as a function
of disorder strength and Fig. 3g,h,i,j as a function of
Fermi energy for different disorder strengths.
From Fig. 3a we see that, as the disorder strength
b is varied, the momentum entanglement modes can
change quite drastically. Near the clean limit (b = 0)
there is minimal entanglement and the eigenvalues are
accumulated near 1 and 0, as expected. As b increases,
the entanglement modes begin to spread out smoothly
from 0 and 1 toward 1/2, which indicates an increase in
momentum entanglement. Correspondingly, the entan-
glement entropy grows smoothly until the point where
the delocalized states disappear (b = 2). At this criti-
cal disorder strength, a number of entanglement modes
reach 1/2 and there is a discontinuous change in the
slope of the entanglement entropy as a function of b.
This seems to indicate that the Anderson insulator tran-
sition occurs when there is a saturation of momentum
entanglement modes near 1/2 followed by a slowdown
in the rate of increase of momentum entanglement. This
qualitative change suggests itself as a way to character-
ize the Anderson localization transition. We note that all
of this structure is apparent without having to perform
disorder averages, as all of these figures are for a sin-
gle disorder realization. The qualitative change in the
entanglement entropy could be useful, and efficient, to
determine the phase diagram of systems that undergo
Anderson transitions. We will explore this possibility
further in later sections.
9B. Quasiperiodic potential
1. The Aubry-Andre´ model
We will now move on to discuss another special 1D
free-fermion model, namely the Aubry-Andre´ model
(AAM). The Hamiltonian for this system consists of one-
dimensional fermions in a quasicrystal potential and has
the form
H = −
N∑
m=1
t
(
c†m+1cm + c
†
mcm+1
)
+
N∑
m=1
Wmc†mcm, (21)
where the Aubry-Andre´ potential is given by
Wn = W cos (2piαn) . (22)
Here, α is conventionally chosen to be an irrational num-
ber, usually the golden ratio. The main property of such
a quasicrystal is that it leads to a localization transition
when the potential strength is tuned past a known value.
This can be shown by comparing the spatial and mo-
mentum space versions of the Hamiltonian and noting
that both models are dual to each other: low values
of W lead to localization in momentum space whereas
high enough values of W lead to localization in posi-
tion space. The self-dual point is consequently Wc = 2t,
which is the critical point (we will usually set t = 1). With
the potential turned off the system is simply a single-
band tight-binding Hamiltonian with the conventional
dispersion E(k) = −2t cos k. For this dispersion the states
for k ∈ (−pi, 0) are left-movers and those from k ∈ (0, pi)
are right-movers. Thus, when we perform a momen-
tum space partition we will pick region A to be one of
these subspaces, and region B to be the other so that we
FIG. 4. (a) Aubry-Andre´ potential in position space. (b) The
corresponding Fourier components. (c) Momentum entangle-
ment spectrum as a function of the Fermi energy. (d) Localiza-
tion length as a function of energy. Subfigures (c), (d) are for
W = 1.
separate the left-movers from the right-movers. Addi-
tionally, there is one important subtlety to note: since
in a finite lattice with periodic boundary conditions we
must have Wn+N = Wn, we have to approximate α using
a fraction of relative prime numbers. For this work, we
will use a lattice size N = 102 for the non-interacting
calculations, which means that the best approximation
to the golden ratio using periodic boundary conditions
is α = 167/102 ≈ 1.637. For the interacting case we use
N = 14 at half-filling, and choose α = 24/14 ≈ 1.64.
To compare with our previous analysis for the random
n-mer models, the potential profile and the correspond-
ing Fourier components of the Aubry-Andre´ potential
are shown in Figs. 4 a,b. Furthermore, in Figs. 4c,d we
show the momentum entanglement spectrum as a func-
tion of Fermi energy as well as the localization length as
a function of energy, both for the case W = 1. The energy
gaps that we see in Fig. 4c correspond to actual gaps in
the single-particle energy spectrum of the system. These
gaps are created by the nonzero scattering elements of
the disorder potential shown in Fig. 4b. Within each of
the resulting energy bands the scattering is suppressed,
which leads to delocalized states in each band. This is
evidenced by the divergence of the localization length
in each band. In this sense, the AAM shares some sim-
ilarities with the n-mer models. There is, however, an
important difference: it is a well-known property of the
AAM that all single-particle states remain delocalized
when W < Wc, which means that there is no mobility
gap and thus no mobility edge in the spectrum. It is only
when W crosses the critical point that all single-particle
states in the energy spectrum become localized.
An additional goal of this section is to use the AAM to
explore the effect of interactions on the momentum en-
tanglement at the localization transition. Knowing the
location of the critical point (Wc) in the noninteracting
system will simplify the identification of the signatures
in the entanglement which are relevant to the localiza-
tion transition; and it is known that the AAM exhibits
a localization transition even in the interacting case34.
Interestingly, we will find that both spatial and momen-
tum entanglement are still viable tools for identifying
this transition, even though it is not at all obvious that
the useful momentum-entanglement characteristics will
survive when interactions are turned on. However, be-
fore we move on to the interacting case, let us narrow
down some qualitative features of the entanglement of
the non-interacting AAM that will be useful for an inter-
acting generalization.
2. Signatures of the phase transition in the non-interacting
Aubry-Andre´ model
We now consider signatures of the disorder-induced
phase transition in the entanglement of the system. In
Fig. 5, we show both the spatial and momentum entan-
glement spectra (Fig. 5a,b) and entanglement entropies
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FIG. 5. Entanglement of the Aubry-Andre´ model: (a) and (b)
show the momentum and spatial entanglement spectrum as
a function of the AAM potential height; (c) and (d) show the
corresponding momentum and spatial entanglement entropy;
(e) and (f) show the derivative of the momentum and spatial
entanglement entropies with respect toW, both showing peaks
at the phase transition when Wc = 2.
(Fig. 5c,d) as a function of disorder (W) for E f = 0. For
this particular model, there is a clear signature of the
localization transition in the entanglement spectrum for
both types of entanglement cuts.
The spatial entanglement shows a pattern of modes
very similar to the case of a translationally invariant sys-
tem for weak potential strength. That is, in the trans-
lationally invariant limit, or for weak disorder, most of
the modes are clustered near 0 and 1 except a few that
have peeled off from the unentangled “band-edges” and
additionally O(1) modes that lie in the mid-gap region.
Toward the critical potential value, the entanglement
modes start to deviate sharply toward one and zero,
indicating that the eigenstates localize in the system in
a sharp manner at the transition point. The spatial en-
tanglement entropy appears to be discontinuous at the
transition, and the first derivative of the entanglement
entropy clearly shows a sharp peak precisely at Wc as
evidenced in Fig. 5e.
The momentum entanglement spectrum, for weak po-
tential strength, is largely clustered toward one and zero
in the delocalized state with no mid-gap modes, and
has very little entropy. As the potential strength is in-
creased toward the transition point, the entanglement
FIG. 6. The top two figures show (a) the log of the
configuration-basis inverse participation ratio η and (b) the
change in ground state energy after twisting the boundary con-
ditions |∆E|, both as a function of disorder strength. Each curve
corresponds to a Hubbard interaction U = 0.0, 0.5, 1.0, 2.0, with
the arrow denoting the sense in which the interaction increases.
The two lower plots show the corresponding derivative of each
curve so as to highlight the point where the transition occurs
and how it shifts as the interaction is increased.
modes gradually start spreading toward a value of 1/2.
At the transition point, there is a sharp increase of the
density of mid-gap entanglement modes near 1/2, very
reminiscent of what we observed in the random n-mer
models. The first derivative of the momentum entangle-
ment entropy correspondingly shows a maximum at the
transition point as evidenced in Fig. 5f.
Since we know the exact location of the critical point,
we can try to use the non-interacting signatures near
W = Wc (e.g., the trends of the spatial and momentum
entanglement entropy) to help identify a localization
transition when interactions are included. We turn to
this case now.
3. Entanglement properties of the interacting model
After clearly illustrating the behavior of the non-
interacting AAM we now move on to the case with re-
pulsive interactions. The simplest type of interaction
that we can consider for spinless electrons is a nearest-
neighbor Hubbard interaction of the form
Hint =
∑
i
Unˆnnˆi+1 (23)
where ni is the particle density on site i.As we mentioned
previously, we numerically diagonalize a system of size
N = 14 at half-filling, and choose α = 24/14 ≈ 1.64.
There have been several studies on the AAM with inter-
actions including Ref. [35] where a two-particle AAM
with interactions was studied, and Ref. [36] where the
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FIG. 7. Many-body entanglement spectrum of the interacting Aubry-Andre´ model for: (top row) a spatial entanglement cut and
(bottom row) a momentum entanglement cut. Each column corresponds to a Hubbard interaction strength U = 0.0, 0.5, 1.0, 2.0
respectively.
interacting AAM was studied at infinite temperature in
the context of many-body localization.
In order to correlate the behavior of the spatial and
momentum entanglement with whether there is a ten-
dency for localization in the system, we compute two
additional independent quantities that are not directly
related to entanglement. One if these is the so-called
configuration-basis inverse participation ratio computed
in Ref. 36. If we express the ground state in terms of
Slater determinants in the spatial basis, we can schemat-
ically write this as |Ω〉 = ∑c ψ(c)|c〉, where c corresponds
to a specific spatial configuration of the fermions in the
lattice. The normalized configuration-basis participa-
tion ratio is then given by η = 1NP , where P =
∑
c |ψ(c)|4
andN is the number of basis states. This quantity mea-
sures the weight distribution of the ground state in the
basis of spatial Slater determinants. In the delocalized
state, η is expected to be of order 1, whereas in the lo-
calized state η should become vanishingly small. The
second quantity we compute to probe localization is the
change in ground state energy |∆E| = |E(pi) − E(0)| after
twisting of the boundary conditions from 0 to pi. In this
case, |∆E| should be nonzero in the delocalized state and
it should become vanishingly small in the localized state.
In Fig. 6a,b we show the results of calculating log η
and |∆E| as a function of disorder strength for four val-
ues of the Hubbard interaction U = 0.0, 0.5, 1.0, 2.0. For
the non-interacting case U = 0.0, we obtain the behavior
we expect as the system crosses the localization transi-
tion: there is a significant decrease in both quantities
at the phase transition. As the interaction strength is
increased, the curves maintain their overall shape, ex-
cept that they appear to shift towards higher values of
the disorder. The two lower plots Figs. 6c,d, show the
derivatives of log η and |∆E|with respect to the disorder
strength. These plots exhibit a dip, which approximately
corresponds to the point at which localization transition
occurs. The dip moves toward higher values of the dis-
order strength with increasing U, which indicates that
as the interaction is increased, the parameter space over
which delocalization is obtained is enlarged by interac-
tions. We should emphasize that this conclusion might
not extrapolate to the thermodynamic limit as there has
been some evidence that the enhancement of delocaliza-
tion in two-particle interacting AAM models vanishes
in this limit35. Notwithstanding this, it will be useful to
consider these finite-size results, and to try to correlate
the behavior of log η and |∆E| with both the spatial and
momentum entanglement.
Now we are will calculate the entanglement proper-
ties of the interacting AAM. As we mentioned previously
for interacting systems, the simple relation between the
eigenvalues of the correlation matrix and the entangle-
ment entropy does not hold because the ground state
will not, in general, be a single Slater determinant. In-
stead, it is necessary to compute the eigenvalues of the
reduced density matrix of the many-body system in or-
der to obtain the entanglement entropy. We will briefly
present here the method for calculating the many-body
momentum entanglement.
To calculate the many-body momentum entanglement
spectrum we start by writing the ground state as
|Ω〉 =
∑
KL,KR
ψ(KL,KR)|KL,KR〉 (24)
where |KL,KR〉 = |kL1 . . . kLnL , kR1 . . . kRnR〉 =[∏nL
k∈KL c
†
k
] [∏nR
k′∈KR c
†
k′
]
|0〉, and nL (nR) is the number
of left (right) movers in a given basis state |KL,KR〉. The
matrix elements of the density matrix ρ = |Ω〉〈Ω| are
then given by
[
ρ
]K′R,K′L
KR,KL
= ψ∗(KR,KL)ψ(K′R,K
′
L) (25)
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and so the reduced density matrix for the left movers is[
ρL
]K′L
KL
=
∑
KR
ψ∗(KR,KL)ψ(KR,K′L) (26)
which describes the left-moving part of the interacting
ground state |Ω〉. The set of eigenvalues of ρL which we
previously called
{
λ2i
}
from the Schmidt-decomposition,
are then used to compute the entanglement entropy via
S = −∑i λ2i logλ2i . An analogous calculation can be per-
formed for the spatial entanglement entropy.
Let us now compute the entanglement for the same
values of the Hubbard interaction we have used in Fig.
6. We start by analyzing the spatial and momentum
many-body entanglement spectra {χi} as a function of
disorder potential strength. In Fig. 7, we show the set
{− logχi} as is customary in the literature. The closer
the (− logχi) for each mode gets to 1, the higher the
entanglement corresponding to that mode.
In the spatial entanglement modes, where we have cut
the system in half, the overall structure appears quali-
tatively the same for the four values of the interaction
strength: in the region W < Wc(= 2), the modes are
spread out, with some modes near − logχi = 1, whereas
for W > Wc the modes appear to move to higher (less
entangled) values. The main effect of the interactions is
to lower the entanglement modes toward − logχi = 1
for all potential strengths. It is not, however, clear from
these figures whether there is a definite behavior as the
interaction strength is increased. The entanglement en-
tropy computed using these modes will provide a clearer
picture as we see below in Fig. 8.
In the momentum entanglement spectrum, on the
other hand, there appears to be a gap around− logχi = 1
when the system is in the delocalized state. In the
localized state there is a large shift of many-body en-
tanglement modes toward − logχi = 1, which signals
a significant increase in momentum entanglement since
the system is becoming localized. The main effect of
the Hubbard interactions appears to be to systematically
increase the momentum entanglement for all potential
strengths. In particular, note that the momentum entan-
glement gap around − logχi = 1 gets smaller as the po-
tential strength is increased. In parallel to this, however,
one can see that the gap actually increases slightly in the
region W > Wc as the interaction becomes larger. Since
we know from the non-entanglement quantities log η
and |∆E| that interactions shift the point at which local-
ization occurs toward higher values of W, the behavior
of the momentum entanglement spectrum suggests that
this entanglement gap is tracking the delocalized phase.
This would constitute a generalization to interacting sys-
tems of the connection between suppressed momentum
entanglement and the metallic state.
Having made these observations about the many-
body entanglement spectra, let us now take a look at the
corresponding entanglement entropies. This is shown
in Fig. 8a,b. It is clear that there is a drop (rise) in spatial
FIG. 8. Entanglement entropies for the interacting Aubry-
Andre´ model: (a) and (b) show the spatial and momentum
entanglement entropy, respectively, as a function of disorder
strength for U = 0.0, 0.5, 1.0, 2.0. The arrow shows the direc-
tion of increase of the interaction strength. (c) and (d) show
the derivative of both types of entanglement entropy, which
illustrate how the transition point shifts as a function of the
interaction strength.
(momentum) entanglement for all values of the interac-
tion strength in the neighborhood of the non-interacting
Wc, which we expect should be connected with the lo-
calization transition. By taking the derivative of these
curves, which we show in Fig. 8c,d, we can track the
disorder strength for which both types of entanglement
change their trend. In the derivative of the spatial entan-
glement we observe a dip and in that of the momentum
entanglement, we observe a peak. Both the dip and the
peak shift toward larger values of the disorder strength
as a function of the Hubbard interaction strength.
The behavior of the entanglement entropies is consis-
tent with that of log η and |∆E|. This instills confidence
that both the spatial and the momentum entanglement
are able to track the tendency to localize in the interacting
system. In particular, the many-body momentum entan-
glement spectrum and the corresponding entanglement
entropy appears to yield clear signatures of localization
in such an interacting system even though the interac-
tions will generate scattering between all momentum
states. It is probable that there are other systems for
which this behavior will also hold, especially in other
interacting one-dimensional models.
IV. EFFECT OF DISORDER ON THE INTERNAL
CONFIGURATION OF DISORDERED FERMIONS
We are now going to switch gears to study a slightly
different problem. Whereas so far we have been consid-
ering the dual relationships between the spatial and mo-
mentum entanglement in simple models, we will now
study a model that has internal degrees of freedom which
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are correlated with the single-particle momentum. In
these systems we will explore how disorder affects the
internal configurations of one-dimensional fermions. To
study this, we will focus on disorder-induced phase tran-
sitions between two distinct insulating phases. A par-
ticular example of this type of transition is that which
occurs between a topological insulator and trivial An-
derson insulator. Topological states of non-interacting
fermions in translationally invariant systems typically
arise because of a coupling between the momentum and
the internal spin/orbital space. The mapping between
the Brillouin zone momentum and the orbitals of the
particular occupied states via the Bloch functions can
endow the electronic structure with robust topological
properties. A natural question is then, upon disorder-
ing the system, how robust is the entanglement between
the momenta and the internal degrees of freedom? We
will see that entanglement, and in particular a hybrid
momentum/orbital partition, even without translation
invariance, will be useful. Let us now move on to dis-
cuss a specific example.
A. Topological insulator model with entangled internal
degrees of freedom
If we restrict ourselves to non-spatial discrete sym-
metries (namely particle-hole, time-reversal or chiral
symmetry), there exist five classes that realize nontriv-
ial ground states in one dimension and they are either
classified by a Z or a Z2 topological invariant. The two
simplest classes are the ones that only realize one of these
symmetries: class D which satisfies exclusively particle-
hole symmetry and class AIII which satisfies exclusively
chiral symmetry (Hamiltonians with only time-reversal
symmetry are all trivial in 1D). To simplify our discus-
sion, we will focus on the latter.
Systems belonging to class AIII are those described
by Hamiltonians that anti-commute with an operator S.
The simplest such model in this class can be represented
by a two-band model. Systems with more bands can be
adiabatically deformed so that the topological properties
are determined by copies of such a two-band model. We
thus consider the following Hamiltonian
H =
∑
k
c†k [h(k)] ck =
∑
k
c†k
∑
a
da(k)σa
 ck (27)
where σa (a = 0, 1, 2, 3) are the identity and the Pauli
matrices, and da(k) is a momentum-dependent, real, four-
component vector. This Hamiltonian has two energy
bands given by ±(k) = d0(k) ±
√∑3
i=1 d
2
i (k). Since the
Pauli matrices anti-commute, chiral symmetry can be
realized by setting d0(k) = 0 and any one of the remaining
di components to zero. Although this choice is arbitrary,
we choose to set d2(k) = 0 for convenience. For this
choice, the chiral operator is S = σ2. A simple model
in class AIII that has a non-trivial topological insulator
phase is given by the Bloch Hamiltonian
h(k) = cos kσ1 + (m + sin k)σ3. (28)
Depending on the value of the parameter m, the ground
state will either be a trivial band insulator (m < −1 and
1 < m) or a topological insulator (−1 < m < 1) protected
by chiral symmetry.
This symmetry class has an integer topological invari-
ant ν, and in the two-band model we will discuss, the
invariant is given by the expression
ν =
1
2pi
∫ 2pi
0
dk i jdˆi∂kdˆ j, (29)
which counts the number of times the dˆ vector winds
around the unit circle in dˆ-space as k traverses the Bril-
louin zone. This is the topological invariant that charac-
terizes the nontrivial nature of the ground state. In the
topological phase (−1 < m < 1) our model has ν = 1.One
physical manifestation of a nonzero ν is the formation of
protected boundary states when the system has open
boundaries. These boundary modes indicate a non-zero
charge polarization equal to P = 12 (ν mod1) as shown in
Ref. [37]. Since we will focus on the case ν = 1 case, the
system will have P = 1/2. In Appendix B, we explain
how we can compute P when the system is disordered,
which we will do to determine the topological phase
boundary for strong disorder. More generally one can
use the real-space winding number invariant introduced
in Ref. [37]. When ν , 0 the winding indicates that in the
clean system the internal degree of freedom is entangled
with the momentum, and we will use this idea to explore
the entanglement properties of the disordered system.
We will add chiral-symmetry preserving disorder via
the on-site potential given by
Hdis =
∑
n
c†nσ
[
wnσ3σσ′
]
cnσ′ . (30)
For simplicity, we will primarily use the Aubry-Andre´
quasicrystal potential for wn because there is no need
to disorder-average. We will also show some results
for the case in which wn represents uncorrelated disor-
der towards the end of the discussion as a comparison.
We proceed by showing the results of spatial, momen-
tum, and orbital entanglement cuts and use the results
to generate a hybrid entanglement cut that combines a
momentum and orbital cut.
B. Conventional entanglement cuts
In this section we perform three types of entanglement
cuts, namely the same spatial and momentum entangle-
ment cuts we made in previous sections and, in addition,
we calculate the orbital entanglement by tracing out one
of the components of the internal degree of freedom. As
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FIG. 9. Entanglement of a chiral topological insulator in class AIII subjected to an Aubry-Andre´ potential. We show the spatial
(left column), momentum (center column) and orbital (right column) entanglement plots. The top row corresponds to each type
of entanglement in the mvs.W parameter space. The overlayed black curves denote the boundary of the region where the system
is topological according to the nontrivial polarization of the system. The second, third and fourth rows show the entanglement
spectra as a function of W, for three values of the mass parameter which are shown in the top row by the colored lines.
mentioned, the results in this section will further mo-
tivate a fourth type of entanglement cut that mixes the
momentum and orbital cuts.
Before proceeding, we should emphasize that the spa-
tial entanglement spectrum has been widely used to
characterize topological insulator states16,38–47. When the
system is topological, the spatial entanglement spectrum
exhibits single-particle mid-gap entanglement modes
that are topologically protected. The fundamental rea-
son for these modes is that the correlation matrix is
equivalent to a spectrally flattened version of the Hamil-
tonian, so that upon an entanglement cut, boundary
modes naturally arise40,41,44. We will focus more on the
momentum and orbital cuts since those have not been
emphasized as much in the literature.
In Figs. 9a,b,c we show density plots of the the spa-
tial, momentum, and orbital entanglement entropy, re-
spectively, over the (W,m) parameter space. The phase
boundary is given by the thick black line in each plot,
which we obtained by calculating the polarization of
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FIG. 10. Orbital entanglement spectrum of the lattice Dirac
model in the clean limit as a function of the mass parameter.
Each line corresponds to a fixed value of the momentum k in
the range [0, 2pi].
the system numerically. The topological state is real-
ized when the parameters are set within this black line
where the polarization is exactly P = 1/2, and the rest
of parameter space corresponds to a trivial state where
P = 0.
From these plots, it seems clear that the phase dia-
gram is most clearly identified in the spatial entangle-
ment and orbital entanglement plots. When the system
is topological there is a nearly constant, nonzero spatial
entanglement entropy, as well as a significant degree of
orbital entanglement. When the parameters cross the
phase boundary, these two types of entanglement de-
crease significantly and become vanishingly small. The
match is not exact however, since there are some regions
that appear to have spatial entanglement which lie out-
side of the topological phase boundary. It is unclear if
these regions of nonzero spatial entanglement outside
the topological regime are a peculiarity of the model, or
are a signature of something more interesting. We leave
this for future work.
In contrast to these two types of entanglement, the
momentum entanglement entropy does not appear to
correlate clearly with the presence of the topological
state. What appears to happen is that the momentum
entanglement starts off from zero, as it must in the clean
limit, and increases as the disorder strength increases.
There is a region in the parameter space at which the
momentum entanglement exhibits a marked increase,
which suggests that the Anderson insulator is realized
beyond those points. However, this surge in momentum
entanglement occurs regardless of whether the system
begins in the topological or trivial phase. For example, if
one fixesm to lie deep in the topological or trivial regimes
the momentum entanglement entropy eventually surges
as W is increased for both cases.
To better understand our observations about the en-
tanglement entropy maps, let us take a look at the en-
tanglement spectra for a few cases. We show examples
of the spectra plotted vs. W for three fixed values of the
mass parameter in Figs. 9d-l in the phase diagram. The
particular choices of the mass are indicated with hori-
zontal lines in the corresponding Figs. 9a,b,c. Let us
discuss the notable features observed in these figures.
The first line we consider is m = 0.0 which is deep
in the topological phase for weak disorder. The entan-
glement spectra for this line is given by the blue plots
(second row): Fig.9d,e,f. Along this line, the topolog-
ical phase transition occurs at around W = 2.0. Up to
this value of disorder, we observe entanglement prop-
erties which are reminiscent of the clean system: the
spatial entanglement receives contributions almost ex-
clusively from two 1/2 modes; the momentum entan-
glement remains largely suppressed, albeit increasing
gradually with disorder; and the orbital entanglement
modes evenly occupy the whole region between 0 and 1
(compare the disordered orbital entanglement with the
clean system shown in Fig. 10). As the disorder gets
close to Wc, there are also clear signatures of when the
topological phase transition occurs: at the critical point,
the spatial and orbital entanglement modes begin to di-
verge toward 0 and 1, while the momentum entangle-
ment modes collapse toward 1/2. This is the type of
behavior that is expected for the system as it transits
toward the trivial Anderson insulator phase.
The second mass line we consider is m = 1.4 at which
something interesting occurs. For this value of the mass
parameter, the system is in the trivial phase at zero disor-
der. What is special about this value of the mass param-
eter is that, although it starts off from a trivial phase, the
disorder is able to induce a topological state that occurs
approximately between W1 ≈ 1.2 and W2 ≈ 2.0. The
entanglement spectra for this line are shown in red plots
(third row) in Fig. 9g,h,i. In this region of intermediate
disorder, all three types of entanglement spectra exhibit
the type of behavior we observed for the m = 0.0 case in
the topological regime. Beyond W2, the trivial Anderson
insulator is obtained, with the corresponding entangle-
ment properties matching the expected behavior for such
a phase.
The final line we consider has m = 2.5. For this value
of the mass parameter, the system is in the trivial phase
at zero disorder, and remains in that phase for all values
of the disorder strength. The entanglement spectra for
this line is given by the green plots (fourth row) in Fig.
9j,k,l. The behavior for all three types of entanglement is
the same as what we would expect for a localized insu-
lator. In the momentum entanglement spectrum in Fig.
9k we see the feature on which we commented earlier,
namely that even when starting in the trivial insulator
phase there is a surge of momentum entanglement, pre-
sumably due to the transition from a band insulator to a
localized Anderson insulator.
From these results, we would like to bring attention
to the behavior of both the momentum and orbital en-
tanglement, as this will help motivate another type of
entanglement cut. First, note that, even though the mo-
mentum entanglement does not reveal clearly the dif-
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FIG. 11. The top plot shows the spatial entanglement spectrum as a function of the mass parameter when the system is clean, for
a lattice size N = 102. The lower red plots show the hybrid momentum-orbital entanglement spectrum for various mass values
shown on the horizontal axis of top figure.
ference between the topological and trivial states clearly
even at zero disorder, it does appear to reveal the point
at which the trivial Anderson insulator is obtained when
the disorder becomes strong enough. This is a nontriv-
ial result, because even while the system is topological,
the single-particle states are localized (they can be rep-
resented as exponentially localized Wannier functions) ,
which might naively have led us to assume that the mo-
mentum entanglement spectrum should saturate at 1/2
even for weak disorder. However, from our results it is
clear that the saturation near 1/2 occurs only at a finite
disorder strength. The connection of momentum en-
tanglement saturation with the occurrence of the trivial
Anderson insulator is consistent with what we observed
for the metal-insulator insulator transitions of the previ-
ous sections. This thus suggests that this connection is
generic, at least for one-dimensional systems. We will
exploit this observation in what follows.
Regarding the orbital entanglement, we now argue
that this type of entanglement is intimately related with
the winding property of the ground state. To understand
this, let us consider the orbital entanglement in the clean
limit. Since the wave functions of the clean system can
be computed analytically, the orbital entanglement can
be obtained explicitly as
ζ(k,m) =
1
2
1 − m + sin k√cos2 k + (m + sin k)2
 . (31)
We show the orbital entanglement as a function of the
mass parameter in Fig. 10. The curves followed by
the orbital entanglement modes are very reminiscent of
the behavior observed in Figs. 9 f,i,l, with the important
difference that in the earlier set of figures it is the disorder
which is being varied, whereas in the clean limit we only
vary the mass parameter.
We thus see that the entanglement modes ζ(k,m) ex-
hibit spectral flow from 0 up until 1 as k goes from 0 to
2pi only when m ∈ (−1, 1), i.e., in the topological phase.
Since the momentum part of the correlation matrix is di-
agonal in the clean limit, these entanglement modes orig-
inate exclusively from the entanglement of the internal
degree of freedom at each value of k. Furthermore, the
flow of entanglement modes when the system is topo-
logical occurs essentially because of the winding of the
dˆ vector as the Brillouin zone is traversed. This suggests
that the flow of entanglement modes in Figs.9 f,i,l are
describing the unwinding of the internal degree of free-
dom as the system transits from a topological to a trivial
state. Observations of this nature were also pointed out
for two-dimensional topological models in Ref. [24], al-
beit exclusively for clean systems. This, together with
the behavior of the momentum entanglement, suggests
a useful quantity would be a mixed type entanglement
which we discuss in the next section.
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FIG. 12. (a) The large blue plot shows the spatial entanglement spectrum as a function of disorder when the mass parameter is set
at m = 0 for a lattice size N = 102 and for the AA potential. The lower red plots show the hybrid momentum-orbital entanglement
spectrum for various disorder strengths shown on the horizontal axis of top figure. (b) This set of subfigures correspond to the
case when we use uncorrelated disorder with N = 150 and m = 0.
C. Variation of the entanglement cut: winding in the
momentum entanglement
To define the hybrid momentum-orbital entanglement
let us start by considering the clean system. Let us al-
low for the variation of the momentum wave vector kc
at which we perform the entanglement cut in the Bril-
louin zone, so that we keep k ∈ [0, kc]. In our partition we
keep all k-states between [0, kc] and we keep all the corre-
sponding orbital degrees of freedom except for k = kc for
which we also remove one of the orbitals. Thus, in one
subspace we have NA = 2Nkc − 1 states where Nkc is the
number of allowed momenta in the set [0, kc], and in the
other subspace we have NB = 2(N − Nkc ) + 1 remaining
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states whereN = 12 (NA+NB) is the total number of lattice
sites.
In the clean case, the correlation matrix is block-
diagonal in the momentum k so the the entanglement
spectrum is composed of the set entanglement modes
{1, 0, ζ(kc,m)} at each k where 1(0) is NA − 1(NB)-fold de-
generate and the non-trivial eigenvalue ζ(kc,m) arises
from the orbital cut at kc. In Fig. 11, we make a compar-
ison between the spatial entanglement and the hybrid
entanglement as a function of the mass parameter when
the disorder is set to zero. In the hybrid entanglement
there is a flow of entanglement modes between 0 and
1 when the system is topological as expected from Eq.
31. In the trivial phase there is not a complete spectral
flow as a function of kc. This cut is not so revealing in the
clean system as it just re-expresses Eq. 31 if we plot the
entanglement spectra for the whole range of possible kc.
Let us now add disorder to the system. We consider
the Aubry-Andre´ potential first. In the sequence of plots
shown in Fig. 12a, we vary the disorder strength. For
weak disorder, the entanglement spectrum largely re-
tains the same structure we found in the clean system.
As the disorder keeps increasing, and localization sets
in, the momentum entanglement modes that were at 1
and 0 start to drift towards 1/2, signaling an increase in
momentum entanglement. Interestingly, the entangle-
ment modes that traverse the entanglement gap are still
present, and suggest that the system is still topological.
This is corroborated with a calculation of the topolog-
ical invariant, which is still quantized to ν = 1 at that
disorder strength. Finally, when the disorder strength
crosses the critical point, the momentum entanglement
modes fill the gap. For comparison, and to illustrate
the generality of our observations, we also show the the
case of uncorrelated disorder, for one disorder configu-
ration, in Fig. 12b. It is nice to confirm that this type of
entanglement can also be illustrative without disorder
averaging. The overall behavior of the Anderson transi-
tion for uncorrelated disorder matches what is observed
for the transition in the Aubry-Andre´ potential for the
topological insulator.
From these observations, we find that there is a real
sense in which the topological winding of the ground
state is still encoded in the disordered system. Even
though the disorder induces scattering and tends to ran-
domize the internal configuration of the single-particle
states, the correlation between momentum and internal
degree of freedom persists throughout the topological
state. This manifests itself consistently as a spectral flow
of orbital entanglement modes as a function of the mo-
mentum entanglement cut. The topological phase tran-
sition toward the trivial state eventually occurs when
the scattering is strong enough that entanglement modes
saturate 1/2, which we have identified throughout this
work as leading to the trivial Anderson insulator. It
would be interesting to see how these results can be
applied to higher-dimensional topological systems. In
higher dimensions the scattering kinematics are much
less constrained and it is not clear how well the topolog-
ical information would be encoded in the momentum
entanglement. However, here we see that we can cap-
ture the correlations between the momentum and the
internal degrees of freedom which is a fundamental fea-
ture of free-fermion topological phases, so perhaps this
tool will still be useful. It may also be useful to con-
sider this type of hybrid cut for numerically identifying
1D interacting topological phases of fermions or even in
spin-systems.
V. CONCLUSIONS
In this work we have discussed the signatures in the
entanglement of disordered fermions when they un-
dergo Anderson localization transitions. Disordered
metallic states in 1D that have suppressed scattering ex-
hibit marked signatures in the momentum entanglement
spectrum. Delocalized states occur when momentum
entanglement is suppressed and the Anderson insula-
tor is obtained when there is a saturation of momentum
entanglement modes near 1/2. The momentum entan-
glement entropy is able to yield the disorder strength
for which localization occurs, even in the presence of
Hubbard-type interactions. Regarding disordered 1D
topological states, we have found that the nontrivial na-
ture of the ground state can be captured by performing
an appropriate simultaneous entanglement cut in mo-
mentum and orbital space. This type of entanglement
cut suggests that the ground state still has some corre-
lation between the momentum and the orbital degree of
freedom which manifests in the nontrivial topological
boundary states of the system.
It would be interesting to further extend this study
to higher-dimensional systems and with other symme-
tries. In 2D and in 3D there are interesting models that
exhibit metal-insulator transitions as well as diverse non-
trivial topological properties. Consequently, one might
encounter further interesting and useful features in the
momentum entanglement that probe the quantum prop-
erties of the ground state. However, because of the much
wider range of scattering kinematics, we expect that the
extension of the pure momentum entanglement will be
challenging. Some work in this direction was carried out
recently in Ref. [20] where indeed they find the higher-
dimensional extension to be challenging.
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Appendix A: Calculation of the localization length
In order to compute the localization length, we follow
the calculation in terms of transfer matrices detailed in48.
This can be achieved by first computing numerically the
matrix Λ given by
Λ = lim
L→∞
 L∏
n=1
Tn
1∏
n=L
T†n

1/2L
(A1)
where the transfer matrix Tn at the position n and energy
E is given by
Tn =
(
E−wn
t −1
1 0
)
. (A2)
The eigenvalue of the matrix Λ which is closest to
unity can be written as eλ(E). Finally, the exponent λ(E)
is the so-called Lyapunov exponent which is related to
the localization length by ξ(E) = λ−1(E).
Appendix B: Calculation of the polarization of 1D fermions
We can obtain the polarization of a system of 1D
fermions by computing the eigenvalues of the projected
position operator
XP = PXP (B1)
where P is the projection operator of the occupied states
and X is the position operator. In a finite system with
periodic boundary conditions, the position operator is
written in the exponential form
X =
∑
R
e
2piR
N i|R〉〈R|. (B2)
where {|R〉} are single-particle position basis states. Us-
ing the set of eigenvalues {ξn} of XP, the polarization is
then given by
P =
∑
n
( 1
2pi
Im log ξn − nN
)
(B3)
which just measures the relative shift of the Wannier
centers with respect to the lattice sites.
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