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Abstract
Despite the recent global economic downturn, longer term growth is anticipated for
aviation with an increasing environmental impact, specifically in the areas of noise,
air quality, and climate change. To ensure sustainable growth for aviation, decision-
makers and stake-holders need to be armed with information on balancing environ-
mental and economic interests. The main objective of this thesis is to address key
shortcomings in current decision-making practices for aviation environmental poli-
cies. This work demonstrates how the inclusion of environmental impact assessment
and quantification of modeling uncertainties can enable a more comprehensive evalu-
ation of aviation environmental policy measures. A comparison is presented between
the conventional cost-effectiveness analysis and an illustrative cost-benefit analysis
focused on assessing a subset of the engine NO, emissions certification stringency op-
tions under consideration for the upcoming eighth meeting of the International Civil
Aviation Organization's Committee on Aviation Environmental Protection.
The Aviation environmental Portfolio Management Tool (APMT) is employed to
conduct the aforementioned policy assessments. Monte Carlo methods are adopted
to explicitly quantify uncertainties in the modeling process. To enable the aviation
climate impact assessment required by the policy analysis, a separate component
of this work focuses on advancing the climate impact modeling capabilities within
APMT. Major contributions towards assessing aviation climate impacts in APMT
include: improved characterization of uncertainty for NO1 -related effects and for
aviation climate damages, introduction of a reduced-order methodology for assessing
climate impacts of methane emissions from the processing of alternative jet fuels, and
comparison and validation of APMT results with external sources.
This work also discusses the importance of uncertainty assessment for understand-
ing the sensitivity of policy analysis outcomes to input and model parameter vari-
ability and identifying areas of future work. An uncertainty analysis for the APMT
Climate Module is presented. Radiative forcing from short-lived effects, climate sen-
sitivity, damage function, and discount rate are identified to be the model parameters
with the greatest contribution to output variability for the Climate Module for any
given aviation scenario. Key contributors to uncertainty in the difference between pol-
icy and baseline scenarios are determined by the nature of the policy. For the NO,
stringency analysis, the NO. radiative forcing and associated efficacies are significant
contributors to uncertainty in analysis outcomes. Information based on model uncer-
tainty assessment is also used for distilling and communicating key analysis results to
the relevant stake-holders and policy-makers through the development of the lens con-
cept. The lens, defined as a combination of inputs and model parameters representing
a particular perspective for conducting policy analysis, is applied in conducting the
engine NO, stringency policy assessment.
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Chapter 1
Introduction
1.1 Background
Environmental impacts of aviation have become increasingly important over the last
50 years with the rapid growth of commercial jet aviation. Aircraft noise, with the
most distinctly perceived community impact, was the first area to be regulated in the
1960s by the International Civil Aviation Organization (ICAO). ICAO published the
Annex 16: Environmental Protection, Volume I - International Noise Standards in
1971 which has subsequently been updated for newer technology aircraft [1]. Emis-
sions standards were next to follow with the implementation of ICAO Standards and
Recommended Practices for aircraft emissions in the 1980s to improve air quality in
the vicinity of airports. ICAO emissions standards are summarized in the Annex 16:
Environmental Protection, Volume II - Aircraft Engine Emissions [2] for nitrogen
oxides (NO,), hydrocarbons (HC), carbon monoxide (CO) and smoke.
In response to growing concerns about aviation's impact on climate change, the
ICAO recently established the Group on International Aviation and Climate Change,
which is responsible for providing policy guidance to the ICAO for addressing inter-
national commercial aviation's climate change impacts [3]. The United States Federal
Aviation Administration (FAA) has recently developed the Aviation Climate Change
Research Initiative with participation from the National Aeronautics and Space Ad-
ministration (NASA), the National Oceanic and Atmospheric Administration and
the United States Environmental Protection Agency (US EPA) with the aim of pro-
moting aviation-related climate change research to support decision-making [4]. The
European Commission has issued a directive that requires the inclusion of aviation
in the EU emissions trading system as a part of a post-Kyoto agreement for the next
commitment period starting in 2012 [5]. This new directive targets all flights arriving
to and departing from airports located in EU Member States with some exceptions.
The European Commission has published a list of expected participating aircraft op-
erators along with guidelines for monitoring and reporting fuel usage, CO 2 emissions,
and distance flown in a given year with reporting set to begin in 2010 [6, 7]. Within
the United States, the EPA has published an advance notice of proposed rule-making
inviting public comments on the implications of regulating greenhouse gases under
the Clean Air Act which also includes mobile sources [8]. The US EPA has also pro-
posed a rule requiring mandatory reporting of greenhouse gas emissions from large
sources including aircraft engines to collect data for informing future policy decisions
with reporting to begin in 2011 [9].
While the IPCC cites a projected growth rate of about 5% [10] for aviation over
the next 20-25 years, the recent global economic downturn is expected to dampen
growth in the near future [11]. However, given that longer term growth is antici-
pated for aviation as the world economy rebounds and continues to grow [11], what
are the appropriate measures to ensure that this growth balances both economic and
environmental interests? Which aircraft and engine technologies, air traffic manage-
ment strategies, and government policies should be employed to satisfy the growing
demand, while, at the same time, reducing significant environmental impacts in abso-
lute terms? Answering these questions requires understanding the trade-offs among
technologies, operations, policies, market conditions, manufacturer and airline eco-
nomics, and environmental impacts including noise, air quality, and climate change.
Conventionally, the Committee on Aviation Environmental Protection (CAEP)
within ICAO has addressed aircraft noise and emissions impacts independently of
each other through measures such as engine NO, emissions certification standards or
aircraft noise certification standards. Regulatory decisions have been based on cost-
effectiveness measures where reductions in aircraft noise or emissions are weighed
relative to the expected implementation costs of a proposed policy. There has been
no explicit estimation of the environmental benefits of proposed measures and un-
certainties involved in regulatory analysis have been treated in a limited manner.
The shortcomings of current decision-making practices have been recognized both
within and beyond the ICAO-CAEP. The seventh meeting of ICAO-CAEP held in
2007 recognized the necessity for comprehensive analyses that assess the tradeoffs be-
tween noise and emissions impacts and economic costs to better inform policymaking
decisions [12]. Policymakers need to be armed with information on balancing envi-
ronmental and economic interests to better evaluate proposed environmental policy
measures for aviation. Developing tools and metrics to assess and communicate avia-
tion's environmental impacts is also one of the recommendations made in the Report
to the U.S. Congress on aviation and the environment [13].
The main objective of this thesis is to address shortcomings in current decision-
making practices and illustrate how the inclusion of environmental impact assessment
can lead to different conclusions about selected environmental policy options for avi-
ation. This work demonstrates interdependencies among the different environmental
impacts of aviation and tradeoffs between environmental and economic performance
through an assessment of some of the engine NO, emissions certification stringency
options under consideration for the upcoming eighth meeting of the ICAO-CAEP.
The Aviation environmental Portfolio Management Tool (APMT) which is a com-
ponent of the aviation environmental tool suite being developed by the Federal Avi-
ation Administration's Office of Environment and Energy (FAA-AEE) has been em-
ployed to analyze the selected policy measures. To facilitate the climate impact
assessment required by the aforementioned policy analysis, a separate component of
the research effort contributes to advancing the aviation climate impact modeling
capabilities within APMT. APMT Climate Module enhancements include improved
characterization of uncertainties in aircraft NO-related impacts and uncertainties
in estimating societal damages from climate change, a reduced-order methodology
for estimating the climate impacts of the well-to-tank methane(CH 4) emissions from
processing alternative jet fuels and comparison and validation of results with external
sources. In addition to providing environmental and economic impact estimates, this
work also quantifies uncertainties throughout the policy analysis process and explores
the sensitivity of results to variability in model inputs and parameters. Finally, is-
sues in communicating key results from a comprehensive policy analysis given various
sources of uncertainty are also discussed.
1.2 Thesis Organization
This section provides a brief description of the organization and structure of the
different chapters of the thesis. There are seven chapters; the contents of each chapter
are outlined below.
Chapter 2:
Chapter 2 provides the motivation for this thesis work through a discussion of the
key environmental impacts of commercial aviation and by highlighting the shortcom-
ings in current decision-making practices. First, an overview of the different health
and welfare impacts of aircraft noise and emissions is presented. Next, the chapter
reviews recommended practices for economic analysis of environmental regulations
and describes current practices within ICAO-CAEP for aviation-specific environmen-
tal policies. Finally, the analysis developed by ICAO-CAEP to support consideration
of increased engine NO, emissions certification stringency at the sixth meeting of the
CAEP is discussed to identify important shortcomings in current practices.
Chapter 3:
Chapter 3 discusses estimation methods for aviation environmental impacts em-
ployed within APMT. This chapter also provides a brief overview of the aviation
environmental tool suite being developed by the FAA-AEE in collaboration with the
National Aeronautics and Space Administration and Transport Canada.
Chapter 4:
A literature review of the climate change impacts of commercial aviation is pre-
sented in Chapter 4 along with a discussion of the key issues in modeling physical
and monetized climate impacts. Chapter 4 also highlights the contributions of this
thesis in expanding the capabilities of the APMT Climate Module. More specifically,
this chapter discusses the modified NO, and damage function uncertainty characteri-
zation, the simplified modeling methodology adopted in APMT for assessing climate
impacts of well-to-tank methane emissions and validation of APMT results with ex-
ternal sources.
Chapter 5:
Chapter 5 discusses the role of model assessment and quantification of uncertain-
ties in policy analysis, and highlights the issues concerning the communication of
results from such a set of analysis. An uncertainty analysis of the APMT-Impacts
Climate Module that ranks inputs and model parameters based on their contributions
to output variability is presented in this chapter. Chapter 5 also introduces the anal-
ysis framework designated as the lens concept for selecting a particular combination
of input and model parameters for assessing proposed policy measures.
Chapter 6:
Chapter 6 is focused on the ICAO-CAEP engine NO, emissions stringency analysis
with a comparison between the baseline - unregulated case and two policy scenarios.
This chapter provides results that demonstrate improvements in the decision-making
process in the aviation context when using the cost-benefit approach to assess the
proposed policy measures as compared to the cost-effectiveness approach.
Chapter 7:
Finally, Chapter 7 provides a summary and key conclusions from the work de-
scribed in this thesis.
1.3 Key Contributions
This research effort is one component of a large-scale initiative by the FAA-AEE
for developing an integrated assessment capability to estimate the environmental
impacts of aviation. Listed below are the contributions of this thesis work in the area
of aviation-related environmental impacts and policy assessment.
" An assessment of selected aviation environmental policy measures that demon-
strates an improvement in the current decision-making process by incorporating
more information about both economic and environmental impacts of the pol-
icy and associated uncertainties as compared to a conventional cost-effectiveness
approach. The policy analysis presented in this thesis evaluates the economic
costs and environmental benefits of a subset of the engine NO, emissions certifi-
cation stringency options under consideration for the next ICAO-CAEP meeting
to be held in 2010.
" Development of climate modeling capabilities within APMT to enable the afore-
mentioned and anticipated policy assessments:
- Improved characterization of uncertainty associated with climate effects of
aircraft NO, emissions
- Improved characterization of uncertainty for estimating societal damages
attributed to aviation-related climate change
- Incorporation of a simplified methodology for assessing impacts of well-to-
tank methane emissions from the processing of alternative jet fuels
- Comparison and validation of APMT results with external sources such as
the Model for the Assessment of Greenhouse-Gas Induced Climate Change
(MAGICC)
Chapter 2
Aviation Environmental Impacts
and Current Decision-making
Practices
This chapter serves as the motivation for the remainder of the thesis by summarizing
key environmental impacts of aircraft activity and illustrating the shortcomings in
current approaches for evaluating proposed aviation environmental policies. First,
an overview of the environmental and health impacts attributed to aviation in the
areas of community noise, air quality, and climate change is provided. Water quality
impacts associated with airport storm-water runoff are not addressed here. Methods
for estimating aviation noise and air quality impacts in both physical and monetary
metrics are discussed in Chapter 3. Climate impacts of aviation are discussed in de-
tail in Chapter 4. Second, this chapter reviews common approaches for conducting
economic analysis to better inform regulatory decisions. The economic analysis devel-
oped by ICAO-CAEP for engine NO, emissions certification standards for the sixth
meeting of the CAEP is discussed as an example of common practices for aviation
environmental policies.
2.1 Aviation Environmental Impacts: an Overview
2.1.1 Noise Impacts
Being an easily perceived direct impact of aviation activity, aviation noise is the most
significant objection of local communities to airport expansion projects [13]. While
there are multiple noise sources at airports, this discussion is limited to aircraft-related
noise. This section presents commonly-used noise scales and metrics first, followed
by a discussion of noise impacts. Noise is measured in decibels and is typically
scaled to reflect the sensitivity of human perception to different frequencies. Two
widely-used frequency-weighted scales are the A-weighted scale and the tone-corrected
perceived noise level. The A-weighted scale weights different frequencies with respect
to the frequency sensitivity of the human ear and is the preferred scale for noise
impact assessments and the generation of noise exposure area maps or contours. Tone-
corrected perceived noise levels account for human perception of pure tones and other
spectral irregularities and are used in aircraft design and ICAO noise certification
standards [14].
Aircraft noise metrics are classified as either single-event or cumulative metrics.
Single-event metrics measure the direct effects of a single aircraft movement and
include metrics such as the Maximum A-weighted Sound Level, the Sound Exposure
Level and the Effective Perceived Noise Level (EPNL). The Maximum A-weighted
Sound Level is commonly used for airport noise monitoring while the EPNL metric
is used by ICAO for its certification standards for new aircraft. Cumulative noise
metrics are of interest when determining long-term exposure to aircraft noise based
on an aggregation of all the single events indicating overall airport activity. The
Equivalent Sound Level which indicates the average single-event noise level of all
the single events experienced during a given time period is a common cumulative
noise metric. The Day-Night-Level (DNL) derived from the Equivalent Sound Level
averages noise over a 24-hour period and applies a 10 dB penalty for night-time events.
The A-weighted DNL is used widely for noise impact assessments [14].
Both behavioral and physiological impacts on people from long- and short-term
exposure to aircraft noise have been studied extensively. Behavioral impacts include
general annoyance, sleep disturbance, disruption of work performance and learning,
while physiological effects range from stress-related health effects from hypertension
to hormone changes and mental health effects. Attributing behavioral impacts is
difficult due to the confounding effects of both acoustical factors such as time variation
in noise levels and ambient noise levels and non-acoustical effects such as lifestyle,
attitude to noise, income-level, etc. Community annoyance and sleep disturbance
are some of the better understood behavioral impacts of aircraft noise exposure with
well-defined exposure-response relationships in literature. Figure 2-1 lists the varying
impacts of aircraft noise on people in residential areas for different day-night average
noise exposure levels [15].
Effects Hearing Loss Annoyance
Day-Night % of
Average Qualitative Population Avege General Community
Sound Level Description Highly Community Attitude Towards Area
in Decibels Annoyed Reaction
75 and May begin 37% Very severe Noise is likely to be the most important of all adverse
above to occur aspects of the community environment
70 Will not 22% Severe Noise is one of the most important adverse aspects
likely occur of the community environment
65 Will not 12% Significant Noise is one of the important adverse aspects of the
occur community environment
60 Will not 7% Moderate Noise may be considered an adverse aspect of the
occur to slight community environment
55 and Will not 3% Moderate Noise considered no more important than various
below occur to slight other environmental factors
Figure 2-1: Aircraft noise effects on residential areas [15]
Data obtained from annoyance surveys have been used to derive exposure-response
functions for quantifying the number of people affected by a given noise level (for in-
stance, see [16, 17, 18, 19]. Similarly for sleep disturbance, there have been several
studies that assess impacts in terms of sleep awakenings from aircraft noise and pro-
vide exposure-response functions. While there has been extensive research on sleep
awakenings from single-events, few studies focus on awakenings from a full night of
aircraft noise - which is a more relevant metric for policy analysis (see [20] and [21]).
Aircraft noise has been strongly linked to learning disruption in students with effects
such as lower reading comprehension and performance on tests, but there are cur-
rently no exposure-response functions to quantify this impact ([22], [23], [24], [25]).
Physiological impacts such as hypertension are better understood as compared to
mental health effects and hormone changes, which currently lack conclusive evidence
to establish a strong causal relationship with aircraft noise [26, 15]. Hypertension
has been closely linked to aircraft noise as shown by several studies, but no exposure-
response functions have been estimated ([27], [28]).
2.1.2 Air Quality Impacts
Emissions from aircraft jet engines include carbon dioxide (CO 2 ), water vapor (H20),
nitrogen oxides (NO,), carbon monoxide (CO), sulfur oxides (SO,), unburned hydro-
carbons or volatile organic compounds (VOCs), particulates, and other trace com-
pounds. Approximately 70% of aircraft emissions are CO 2 emissions; H20 makes up
slightly less than 30% while the rest of the pollutant species amount to less than
1% each of the total emissions [29]. Aircraft emissions of NOT, CO, SOT, VOCs,
and particulates are of particular interest for air quality impacts in the vicinity of
airports as most of them are designated as "criteria pollutants" by the US EPA and
are associated with adverse health impacts. The US EPA under the Clean Air Act is
required to set National Ambient Air Quality Standards for six principal pollutants
which include CO, lead (Pb), nitrogen dioxide (NO 2 ), 03, particulate matter (PM),
and sulfur dioxide (SO 2 ). The following discussion provides a brief overview of each of
the aviation pollutants linked to air quality impacts based on recent US EPA findings.
e Nitrogen oxides (NOx):
The atmospheric modeling community defines oxides of nitrogen (NOx) as both
NO and NO 2 which are by-products of high pressure and high temperature com-
bustion such as in jet engines. Based on both epidemiological or observation
data, and human and animal clinical studies, the recent US EPA integrated sci-
ence assessment of NO 2 concludes that there is a positive association between
short-term exposure to gaseous NO 2 and respiratory morbidity [30]. However,
recent evidence does not clearly establish whether the association is solely due
to NO 2 or whether NO 2 is a surrogate for impacts related to a different pol-
lutant. Additionally, a concentration-response relationship between NO 2 and
respiratory morbidity cannot be clearly defined based on current health data.
However, NO, along with VOCs, hydrocarbons, and CO leads to the formation
of ozone and NO, is also a precursor for other organic and inorganic oxidized
nitrogen compounds contributing to ambient PM [30]. In the aviation context,
ozone-related health impacts are insignificant as compared to PM impacts (less
than 8%) and will not be discussed further here ([31], [32]).
* Carbon monoxide (CO):
CO emissions form as a result of incomplete combustion of fossil fuels. The
EPA reports no significant health risks from CO based on current ambient
concentrations in the US [33].
" Sulfur oxides (SO,):
Combustion of sulfur containing fossil fuels leads to the formation of sulfur
dioxide (SO 2 ), sulfur trioxide (SO3 ), and gas-phase sulfuric acid (H2SO 4) which
are referred to as sulfur oxides or SO,. SO2 is the dominant species with trace
concentrations of SO3 and H2 SO 4 . SO2 can also be transformed into secondary
sulfate particles depending on atmospheric conditions thereby leading to PM
formation. The recent US EPA integrated science assessment for SO, states
that evidence from health studies points to a "causal relationship between res-
piratory morbidity and short-term exposure to SO," and is "suggestive of a
causal relationship between short-term exposure to SO, and mortality" [34].
However, uncertainties in the magnitude of health effect estimates and in deter-
mining whether impacts are due to SO, alone or from a mixture of pollutants
prevents a robust quantification of a concentration-response relationship [34].
" Particulate matter (PM):
Particulate matter emissions from aircraft are in the form of fine particles or
PM2.5 where the aerodynamic diameter of the particles is less than 2.5pm [32].
Aircraft PM2 .5 emissions result from direct emissions of non-volatile PM as well
as through secondary PM formation from precursor emissions of NOT, SOT,
and hydrocarbons in the form of ammonium sulfates and ammonium nitrates
[35, 32]. Aircraft PM emissions largely comprise of secondary PM from emis-
sions of NO, and SO. with minor contributions from non-volatile PM. Fig-
ure 2-2 shows the changes in annual PM2 .5 concentrations in the US (in g/m 3 )
attributed to aircraft emissions taken from the forthcoming Energy Policy Act
Study [36]. The US EPA sets the National Ambient Air Quality Standard for
PM2.5 at 15 g/m 3 . These results were obtained based on emissions below 3000
feet for aircraft operations from June 2005 to May 2006 at 325 US commercial
airports representing 95% of US operations with filed flight plans. The changes
in ambient PM 2.5 concentrations were modeled with the high fidelity Commu-
nity Multiscale Air Quality (CMAQ) simulation system used by the US EPA
for its regulatory impact analyses. Aircraft emissions were found to increase av-
erage annual PM2 .5 concentrations by <0.1%. PM2 .5 increases are also strongly
regional in nature with high impacts seen in California in Figure 2-2.
Changes in ambient PM2 .5 concentrations can be related to health impacts
through concentration-response functions derived for different health end-points
based on epidemiological studies. Exposure to PM2.5 has been linked to prema-
ture mortality and morbidity effects including cardiovascular and respiratory
ailments [37]. The US EPA uses the Environmental Benefits Mapping Pro-
gram (BenMAP) for performing health impact analyses to evaluate incidences
and costs of different health effects [38]. The Energy Policy Act Study esti-
mates aviation-related risk of premature mortality to be 64-270 yearly deaths
using BenMAP [36]. Recent work by Brunelle-Yeung estimates 210 incidences
of premature mortality attributable to aircraft PM emission in year 2005 (90%
confidence interval of 130-340 yearly deaths). These premature mortality im-
pacts are dominated by secondary PM formation from precursor NO, and SO,
emissions, with relatively minor contributions from non-volatile PM and sec-
ondary PM from hydrocarbons [39]. Several studies in literature indicate that
health impacts from aircraft PM emissions outweigh impacts from other aircraft
pollutant species (see [32, 39, 31]).
With aircraf With aircraft
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(pg/m 3) removed Change
Non-Attainment 17.76 17.75 -0.06%
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All Counties 12.60 12.59 -0.08%
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Figure 2-2: Changes in annual PM2 .5 concentrations attributed to aircraft emissions
[36]
Conventionally, air quality impact analysis for aviation has been focused on land-
ing and takeoff emissions below 3000 feet. The ICAO-CAEP emissions certification
standards are for landing and takeoff emissions owing to air quality concerns around
airports. However, recent research indicates that aircraft cruise emissions (above
3000 feet) constitute a substantial portion of the total air quality health impacts of
aviation. Barrett et al. in a forthcoming: paper estimate that premature mortality
impacts from global aircraft cruise emissions comprise 80-90% of the total health im-
pacts of aviation [40]. With further research, future assessments of aviation air quality
impacts may need to include both landing and takeoff as well as cruise emissions to
account for the full impact of aviation emissions.
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2.1.3 Climate Impacts
The Intergovernmental Panel on Climate Change (IPCC) has published a comprehen-
sive report on the climate impacts of aviation identifying the main pathways through
which aviation perturbs the planetary radiative balance [41]. The IPCC defines ra-
diative forcing (RF) as a "measure of the influence that a factor has in altering the
balance of incoming and outgoing energy in the Earth-atmosphere system" [42]. A
positive RF implies a warming effect, while a negative RF indicates a cooling ef-
fect. The more recent IPCC Fourth Assessment Report estimates the total radiative
forcing attributed to subsonic aviation in 2005 to be about 3% of the total anthro-
pogenic radiative forcing not accounting for cirrus cloud enhancement (with a range
of 2-9% skewed towards lower percentages) [42]. The aviation-specific climate im-
pacts described here focus on commercial subsonic aviation where aircraft typically
fly in the upper troposphere and the lower stratosphere between an altitude range
of 9-13 km. Aviation emissions directly or indirectly perturb the planetary radiation
balance through effects that are diverse in terms of time-scales and spatial variations
involved. Next, a brief description of the characteristics of the different forcing agents
associated with aviation emissions is provided. Chapter 4 presents a more detailed
literature review of aviation climate impact assessment methods.
" Carbon dioxide (C0 2 ):
Aviation CO 2 emissions have the same climate change impacts as CO 2 emissions
from any other sources given that CO 2 is a long-lived, well-mixed greenhouse
gas. CO 2 emissions have a net warming effect with a positive radiative forcing.
CO 2 emissions lead to spatially homogeneous impacts and have an atmospheric
residence time on the order of centuries [41].
" Water vapor (H 2 0):
H2 0 emissions have a direct warming effect with a lifetime on the order of days.
Water vapor emissions in the troposphere due to aviation do not have a major
climate impact, however, for supersonic aircraft which fly in the stratosphere,
H20 can be a significant greenhouse gas [41].
9 Nitrogen oxides (NO,):
NO, emissions have two indirect effects - warming from ozone production and
cooling from the destruction of methane. NO, emissions produce OH radi-
cals which increase the oxidative capacity of the atmosphere; this decreases
methane (CH 4) concentrations and has an associated primary-mode reaction
that suppresses methane-related tropospheric ozone formation in the long run.
NO-related radiative forcing perturbations strongly depend on seasonal varia-
tions in solar insolation and background NOx and HOx concentrations and show
large spatial variations in radiative impacts [41]. The short-lived 03 warming
effect from NOx emissions lasts on the order of a few months while the longer-
lived NOx-CH 4-0 3 cooling effect has a decadal lifetime [43, 44]. At a globally-
averaged scale the short-lived NOx-0 3 and the long-lived NOX-CH 4-0 3 are of
roughly equal magnitude with opposite signs with a net impact close to zero;
however regional variations can be significant.
" Contrails and aviation-induced cirrus:
The formation of linear contrails and aviation induced cirrus from persisting
linear contrails is a warming impact unique to aviation and depends on water
vapor emissions, ambient conditions (pressure, temperature and relative humid-
ity), and the overall propulsive efficiency of the aircraft. Linear contrails can
persist for hours while cirrus can persist from several hours to days [41].
* Sulfate aerosols and particulate matter:
Sulfate aerosols from aircraft reflect sunlight with a cooling effect; black carbon
or soot on the other hand absorbs sunlight and has a warming effect. Sulfates
and black carbon have a residence time lasting from days to weeks. Aerosol
emissions from aircraft may also serve as cloud condensation nuclei or alter
the microphysical properties of cirrus clouds thereby modifying their radiative
impact; this is an area of ongoing research [41].
" Carbon monoxide (CO) and volatile organic compounds (VOCs):
CO emissions from aircraft are significantly smaller in magnitude as compared
to other sources of CO and are generally considered to have a negligible impact
on tropospheric ozone chemistry. Aircraft unburned hydrocarbons or VOCs are
also found to have a negligible climate perturbation [41].
Current scientific understanding of the different climate change mechanisms at-
tributed to aviation varies across the different effects described. The most recent
updates to radiative forcing estimates from the IPCC [41] are provided by Lee et al.
[45], shown in Figure 2-3. Figure 2-3 identifies the main effects and indicates the un-
certainties associated with each impact. CO 2 has a relatively well understood impact
while the aviation-induced cirrus effect has the highest uncertainties. Figure 2-3 does
not provide a mean estimate for the cirrus effect but provides bounds on the radia-
tive forcing reflecting the poorly understood processes that lead to cirrus formation
and the resulting impacts. The indirect effect of aerosols on cirrus properties is not
indicated on this chart. The level of understanding for NO-related effects is rated as
medium to low while that of all other effects is rated as being low by Lee et al. [45].
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NO, reuto (0.0104) Global d
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Figure 2-3: Radiative forcing from aircraft emissions in 2005 [45]
2.2 Current Decision-making Practices for Avia-
tion Environmental Policies
2.2.1 Common Approaches for Economic Policy Analysis
Regulatory agencies in many world regions use economic analysis to guide policy
decisions through an explicit accounting of the costs and benefits associated with a
regulatory change. Economic policy evaluation approaches commonly used in pol-
icy assessments include cost-benefit, costieffectiveness, and distributional analyses.
A cost-benefit analysis (CBA) requires that the effect of a policy relative to a well-
defined baseline scenario be calculated in c<nsistent units, typically monetary, making
costs and benefits directly comparable. The cost-benefit approach is aimed at max-
imizing the net social benefit of regulation, where the net benefit is defined as the
benefits of the regulation (e.g. number of people removed from a certain noise level)
minus the costs of the regulation (e.g. the additional costs of technology) [46, 47].
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Cost-effectiveness analysis (CEA) is meant to be used for evaluating policies with
very similar expected benefits; a policy that achieves the expected benefits with the
least costs is the preferred policy [47]. Finally, a distributional analysis is meant to
address the question of who benefits and who bears the costs of the proposed policies
[48].
Within the United States, all federal agencies are mandated to evaluate costs
and benefits of regulatory measures including environmental measures as issued by
executive orders and directives from the Office of Budget and Management [48, 49]
. Although CBA is the recommended basis for assessing policy alternatives in many
governments (see, for example: [50], p59; [51], p2-3; [49], p11; [52], p23; and [53], p22),
other forms of economic analysis are used in the absence of adequate information
to quantify costs and/or benefits. A common method is CEA, where policies are
compared on the basis of cost when similar benefit outcomes are expected. In practice
within the ICAO-CAEP for example, some analysis is carried out under the heading
of CEA where benefits are quantified in terms of a physical measure, such as tons
of NO, reduced, or number of people removed from a certain noise level even when
similar benefit outcomes are not expected. The next section discusses the methods
adopted by the ICAO-CAEP and illustrates the shortcomings in adopting the CEA
approach for aviation environmental policy analysis.
2.2.2 ICAO-CAEP Environmental Policy Analysis
The International Civil Aviation Organization (ICAO) established under the Chicago
Convention in 1944, is a specialized agency within the United Nations charged with
fostering a safe and orderly development of the technical and operational aspects of
international civil aviation [54]. The ICAO establishes Standards and Recommended
Practices which not only include the environment but also focus on safety, personnel
licensing, operation of aircraft, airports, air traffic services, and accident investiga-
tion. Within ICAO, the Committee on Aviation Environmental Protection, CAEP,
oversees the technical work in the environmental area for aircraft noise and emissions.
CAEP consists of five working groups and one support group. Two of the working
groups deal with aircraft noise issues, while the remaining three focus on the technical
and operational aspects of aircraft engine emissions; the support group provides in-
formation on economic costs and environmental benefits of proposed regulations [55].
Next, an overview of conventional ICAO practices for conducting economic policy
analysis is presented through considering the most recent NO. stringency analysis.
The NO. stringency analysis refers to a consideration of technology changes nec-
essary and additional costs incurred for lowering the current allowable level of NO,
emission from aircraft engines. All aircraft engines are required to be tested and
certified to have NO. emissions below the latest CAEP standard expressed in terms
of grams of NO, emissions during the landing-takeoff cycle normalized by the maxi-
mum engine takeoff thrust rating. The new increased NO stringency level is typically
applicable to new engines being introduced into the fleet, but may also lead to an
early retirement of non-compliant engines. Chapter 6 provides a brief overview of
aircraft engine NO emissions standards. In support of the CAEP standards on NO,
emissions for the sixth meeting of the CAEP, the Forecasting and Economic Analysis
Support Group (FESG) within CAEP presented a cost-effectiveness analysis of NO,
emission stringency options (to be referred to as CAEP/6 -IP/13) [56]. The CAEP/6
NO, stringency analysis considered lowering the allowable level of NO, emissions by
increments of between 5% and 35% with implementation in 2008 or 2012. Outcomes
of this analysis as well as negotiations with stakeholder resulted in the decision to
reduce certified emissions levels for new engines by 12% starting in 2008.
The CAEP/6-IP/13 analysis conducted a comprehensive costs analysis that ac-
counted for both non-recurring and recurring manufacturer and operator costs and
loss in value of the existing fleet. Non-recurring manufacturer costs varied by the
level of technology change necessary for different non-compliant engine families while
recurring manufacturing costs accounted for higher production costs resulting from
increased complexity and the use of more expensive materials. Recurring operator
costs included the cost of additional fuel and the cost of additional maximum take-off
weight to preserve mission capability for those engine families that incurred a fuel
burn penalty from technology change. Additionally, recurring operator costs also in-
cluded increased landing fees from additional take-off weight of aircraft, changes in
maintenance costs, and increases in maintaining spare engine inventories due to loss
of fleet commonality from stringency compliance. The loss in fleet value accounted
for costs of retrofitting existing engine types to make them compliant with the new
stringency standards. The analysis did not pass costs on to passengers through in-
creased fares as the impacts of increased fares on consumer demand were assumed to
be negligible.
On the benefits side, the FESG estimated reductions in NO, emissions over the
landing and take-off cycle resulting from technology changes. The analysis also re-
ported changes in CO 2 emissions resulting from a fuel burn penalty for some engine
families. Impacts of the fuel burn penalty were accounted for on the costs side, but
not on the benefits side. The benefits or reductions in NO, emissions were not mone-
tized for a direct comparison with the costs. The analysis did not explicitly evaluate
the health and welfare impacts of changes in air quality and climate that would be
associated with increased NO, certification stringency. The fuel burn penalty for the
lower NO, technology engines was assumed to lead to increases in aircraft weight
in order to preserve aircraft payload-range capabilities; these increases in aircraft
weight may result in increased noise levels. The FESG study did not account for in-
terdependencies between noise and emissions stringency standards. Figure 2-4 shows
the results from the CAEP/6 IP/13 analysis; stringency levels ranging from 5% to
35% relative to CAEP/4 standards for two implementation years 2008 and 2012 were
assessed.
Based on the assumptions described previously, for a 3% discount rate, the 10%
stringency option implemented in year 2008 was found to be the most cost-effective
scenario at $30,000/tonne-NO,. However, the conclusions from the cost-effectiveness
analysis can be misleading if there is a non-linear relationship between the interme-
diate physical measure of the benefits (in this case reductions in NO, emissions) and
the ultimate health and welfare benefits. Additionally, the cost-effectiveness ranking
of a policy measure does not indicate whether the net benefits of the policy measure
exceed the anticipated benefits. The US EPA guidelines for economic analysis state
that "Cost-effectiveness analysis does not: necessarily reveal what level of control is
reasonable, nor can it be used to directly compare situations with different benefit
streams" [50]. In the case of a NO. stringency analysis, reductions in NO- emissions
alone do not provide an estimate of the resulting impacts on air quality and climate
nor an assessment of whether or not the $30,000/tonne-NO, costs are justified.
Cost-effectiveness estimates
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Figure 2-4: CAEP/6 FESG economic analysis [56]
Growing uncertainty in estimating policy impacts is the reason commonly cited
for not including environmental impact assessment in the policy analysis process.
As policy impacts are estimated further along the impact pathway (e.g. going from
emissions inventories, to physical changes in the atmosphere, to health impacts, to
monetary estimates), uncertainty in the estimated impacts increases. Moving further
down the impact pathway involves incorporating knowledge from several disciplines
which in turn brings along uncertainties f om different fields. Evaluating monetized
environmental impacts not only includes uncertainties associated with estimating
emissions inventories but also related to the current understanding of atmospheric
processes and associated health impacts as well as valuation approaches. However,
when considering uncertainties, it is impo tant to recognize the distinction between
uncertainties in the modeling methods and uncertainties in the decision-making pro-
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cess. While the modeling uncertainty grows further down the impact pathway, the
uncertainty in the decision-making process typically decreases as better estimates of
both the uncertainties, and of the ultimate impacts of the policy option, are made.
Moving further down the impact pathway despite the modeling uncertainties makes
impact estimates more relevant for policymakers as they represent direct changes in
human health and welfare. This is shown schematically in Figure 2-5 using notional
uncertainty distributions.
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Figure 2-5: Scientific vs. policy-making perspectives on uncertainty
For example, CAEP has historically taken action to reduce NO, emissions because
of the relationship between NO. and poor air quality, especially ozone. However, anal-
yses such as those presented by the EU CAFE program, and by the US EPA, suggest
that the dominant health impact of NO2 is through serving as a precursor for the
formation of secondary ambient particulate matter. Relative to particulate matter
impacts, the impacts of NOx on ozone are much smaller (and may be positive or nega-
tive depending on the location) [31, 32, 30]. Moreover, it is now recognized that NOx
has both positive and negative impacts on radiative forcing and thus also contributes
to climate change. NOx may lead to detrimental impacts through multiple environ-
mental pathways such secondary particulate matter formation, positive and negative
effects on radiative forcing, and positive and negative effects on ozone. Consequently,
it is not possible to evaluate the benefits of a policy by only considering changes in
NO, emissions inventories. More information (i.e., moving from inventories to im-
pacts), even though it is more uncertain, improves the decision-making process. Also,
such benefits assessments are required in many cases for comparing different policies
- for example comparing the benefits of a low sulfur fuel standard to the benefits of
NO. stringency. Emissions inventories alone do not allow such a comparison, which
necessitates comparison of health benefits.
Chapter 6 presents both cost-benefit and cost-effectiveness analyses for a subset
of NO, stringency options that the ICAO-CAEP is considering for its eighth meeting
in 2010. The illustrative CAEP/8 NO. stringency analysis explicitly models environ-
mental impacts in the areas of noise, air quality, and climate change and accounts for
economic impacts captured through the producer and consumer surplus. Chapter 6
seeks to highlight the differences between cost-effectiveness and cost-benefit analyses
and show how different conclusions can be drawn about the same policy measures
depending on the selected economic analysis approach.
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Chapter 3
Methods for Assessing Tradeoffs
between Aviation Environmental
and Economic Impacts
Chapter 2 provided an overview of key aviation environmental impacts and empha-
sized the need for comprehensive analyses that address tradeoffs between environmen-
tal and economic objectives. There are several research initiatives that are focused on
improving the understanding of aviation environmental impacts, exploring mitigative
policy options, and supporting the decision-making process. A large portion of work in
this area falls under the auspices of two major research programs - the Partnership for
Air Transportation Noise and Emissions Reduction (PARTNER) Center of Excellence
in the US and the Opportunities for Meeting the Environmental Challenges of Growth
in Aviation (OMEGA) in the UK. The PARTNER Center of Excellence, supported
by the US Federal Aviation Administration, the National Aeronautics and Space
Administration, and Transport Canada is a consortium of members from academia,
industry, and government that conducts basic and applied research on aviation envi-
ronmental impacts and mitigative measures. The UK government funded OMEGA
program is an alliance among nine UK universities to study scientific, operational,
and policy-relevant aspects of the environmental impacts of aviation [551.
In terms of developing tools to assess the tradeoffs between environmental and
economic impacts of aviation, two major research initiatives are currently in place.
The first one is the Cambridge University (UK)-Aviation Integrated Modeling (AIM)
project that is developing a policy assessment capability which accounts for envi-
ronmental and economic impacts of aviation [57]. The AIM framework consists of
inter-linked models that address aircraft and engine technology changes, demand for
air transport, airport activity and operations, global climate change, local air quality
and noise impacts as well as regional economic impacts of aviation activity. The sec-
ond initiative involves a joint venture by the FAA's Office of Environment and Energy
(FAA-AEE), NASA, and Transport Canada through the PARTNER Center aimed
at developing a comprehensive suite of tools to thoroughly assess the environmental
impacts of aviation activity.
For the analysis conducted in this thesis, the Aviation environmental Portfolio
Management Tool (APMT) is employed. APMT is focused on the economic analy-
sis and environmental impact assessment functions within the FAA-NASA-Transport
Canada aviation environmental tool suite. APMT aims to better inform decision-
makers by providing the capability to assess different policy measures in terms of their
implementation costs, environmental benefits, and associated uncertainties. This
chapter is devoted to an overview of the air quality, noise, and economics modeling
methods within APMT while Chapter 4 explores climate modeling methods in APMT
in detail. Chapter 5 addresses the challenges in uncertainty assessment and communi-
cation of results for complex models like APMT. The FAA-NASA-Transport Canada
aviation environmental tool suite also consists of two other tools - the Aviation En-
vironmental Design Tool (AEDT) and the Environmental Design Space (EDS) which
are described in Appendix A. Figure 3-1 presents a schematic of the APMT, AEDT,
and EDS framework.
APMT development was preceded by an extensive survey of guidance documents
on current practices for environmental policy analysis. Some of the key documents
consulted include EPA Guidelines for Preparing Economic Analyses [50], OMB Cir-
cular A-4, Best Practices for Regulatory Analysis [49], UK HM Treasury Green Book
on Appraisal and Evaluation in Central Government [53], UK Cabinet Office, Bet-
ter Regulation Executive Regulatory Impact Assessment Guidance [58], OECD The
economic appraisal of environmental projects and policies - A practical guide [52],
Transport Canada Guide to Benefit Cost Analysis in Transport Canada [59], WHO
Air Quality Guidelines for Europe [601, Resources for the Future, Cost Benefit Analy-
sis and Regulatory Reform: An Assessment of the Science of the Art [4 7], Peer Review
of the Methodology of Cost-Benefit Analysis of the Clean Air for Europe Programme
[61], and Clean Air for Europe (CAFE) Programme Methodology for the Cost-Benefit
Analysis for CAFE Vol. 1 [62]. The survey findings have been summarized in the
Requirements Document for the Aviation environmental Portfolio Management Tool
[63] and were reviewed by the Transportation Research Board of the US National
Academies [64]. The requirements document laid out detailed functional require-
ments and provided guidance on implementation, presented supporting discussions
to place requirements within context of current practice, recommended time frames
for development and defined the geographical and economic scope for analyses.
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Figure 3-1: The FAA-NASA-Transport Canada Aviation Environmental Tool Suite
APMT has a modular arrangement consisting of two different modules: the Eco-
nomics module, which models the economics of the aviation industry, and the Impacts
module, which estimates environmental impacts. The economic cost outputs from
APMT-Economics and environmental impact estimates from APMT-Impacts are in-
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tegrated to enable comprehensive cost-benefit and cost-effectiveness analyses. As per
conventional economics terminology, monetary flows are defined as costs and environ-
mental impacts that are not directly measured in monetary terms (e.g. health impacts
or noise exposure) as benefits. Both costs and benefits can be positive or negative.
Next, an overview of the modeling methodology adopted in APMT is provided.
3.1 APMT-Impacts
The APMT-Impacts module assesses the physical and socio-economic environmental
impacts of aviation using noise and emissions inventories as the primary inputs. Im-
pacts and associated uncertainties are simulated based on a probabilistic approach
using Monte Carlo methods. APMT-Impacts is further sub-divided into three dif-
ferent modules: Noise, Air Quality, and Climate. Table 3-2 lists the effects modeled
under each impact area and corresponding metrics. This section describes the mod-
eling approaches utilized in the Noise and Air Quality modules; the Climate Module
is discussed in Chapter 4. Note that the APMT-Impacts module was referred to as
the Benefits Valuation Block in earlier documentation of APMT.
Impact type Effects modeled Primary Metrics
Physical Monetary
Noise Population exposure to noise, number of Number of people Net present value
people highly annoyed
Housing value depreciation, rental loss
Air Quality Primary particulate matter (PM), Incidences of Net present value
Secondary PM by NOX and SO mortality and
morbidity
Climate CO 2  Globally-averaged Net present value
Non-CO2: NOO 3, Cirrus, Sulfates, surface temperature
Soot, H20, Contrails, NOX-CH 4, NOX-0 3  change
long
Figure 3-2: Overview of environmental impacts modeled in APMT
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3.1.1 APMT-Impacts: Noise Module
Section 2.1.1 addressed the physical impacts associated with exposure to aircraft
noise characterized by behavioral and physiological effects. Monetary impacts of
noise exposure are commonly attributed to costs from noise-related health effects,
loss of work productivity, and depreciation of property values around airports [65].
The APMT-Noise Module estimates global impacts of aviation noise in terms of both
physical and monetary metrics for 181 airports located in 38 countries around the
world. Physical metrics in the Noise Module include estimates of population exposure
to a given noise level and the number of people highly annoyed due to aircraft noise.
The Noise Module also computes housing value depreciation and rent changes around
airports, which are used as a proxy for the complex set of health and welfare impacts
associated with aircraft noise. Kish [66] can be consulted for additional details.
The APMT-Noise Module accepts noise contours of the day-night average sound
level (dB DNL) around airports as inputs; the noise contours are overlaid on popula-
tion and housing data to estimate the physical and monetary impacts. The exposed
population is determined simply by counting the people inside the given contour.
The number of people who are highly annoyed is determined using Miedema & Oud-
shoorn's exposure-response function for the percent of people highly annoyed at each
day-night average sound level [16]. Noise impacts on housing prices are estimated
based on hedonic pricing analyses from the literature using the concept of a Noise
Depreciation Index (NDI). In the hedonic method, the value people associate with
noise exposure is inferred from the housing price difference between two communities
with different airport noise exposure after correcting for other differentiating factors.
The NDI is defined as a coefficient relating the percentage loss in housing price to
a unit decibel change in noise exposure. APMT currently uses US national average
NDI values based on a meta-analysis conducted by Nelson using NDI estimates at
23 different airports in the United States and Canada [67]. These NDI values were
compared by Kish to 28 other international willingness-to-pay and hedonic valua-
tion studies and were found to represent the mean of reported responses well [66].
APMT currently applies the NDI values developed by Nelson for the United States
and Canada to the rest of the world. Noise contours are superimposed on housing val-
ues from the 2000 SF3 US Census database [68]; applying the NDI gives an estimate
of housing value loss.
The loss in housing value is only realized when the owner decides to sell the
property and is therefore a one-time loss. Housing depreciation may vary from year
to year due to changes in noise levels as well as changes in housing prices due to
other factors. The losses are summed around each airport and future marginal losses
are discounted to provide a net present value of housing depreciation. Only one of
the studies examined by Nelson used rental prices, and too few other studies have
measured the effect of aircraft noise on rents to determine how, if at all, noise reduces
rent differently than the price of owner-occupied houses. Therefore, Nelson's NDI
value is also used for the reduction in value of rental properties. For airports outside
of the United States and the UK, detailed housing value data is not available. For
countries other than the US and UK, it is necessary to develop a model that estimates
house prices around an airport. Additionally, all airports outside the United States
require a model to estimate rental values. Detailed descriptions of these housing
price and rental value models as developed with the assistance of ICF International
are available in [66].
Future updates to the APMT-Noise Module will include the capability to quantify
other supplemental impact metrics such as sleep disturbance and learning impairment.
The NDI approach in APMT necessitates the use of housing price data which is dif-
ficult to estimate in several parts of the world. On-going research within APMT is
exploring the potential for adopting willingness-to-pay (WTP) estimates from litera-
ture that would be a function of income level, largely because income levels are more
readily available for many parts of the world than are housing price data.
3.1.2 APMT-Impacts: Air Quality Module
The Air Quality Module within APMT-Impacts estimates the health impacts due
to primary particulate matter (primarily soot) and secondary particulate matter
(aerosols formed from SOT, NO., and gaseous hydrocarbon emissions) emissions from
aircraft for the landing-takeoff cycle. As discussed in Section 2.1.2, ozone-related
health impacts are not considered here as they are estimated to be insignificant rel-
ative to PM-related impacts (less than 8%) both by internal studies within APMT
[see for example, [32]] and external studies such as the Clean Air for Europe Baseline
Analysis [31]. APMT quantifies PM-related health impacts in terms of incidences
of premature adult mortality, infant mortality, chronic bronchitis, respiratory and
cardiovascular hospital admissions, emergency room visits for asthma and minor re-
stricted activity days and their associated costs. Rojo [32], Masek [69], and Brunelle-
Yeung [39] provide detailed information on the modeling methodology for the Air
Quality Module (with the latest methods being those described by Brunelle-Yeung
[39]).
The impact pathway within the Air Quality Module begins with aircraft emissions
(NOr, SOX, non-volatile PM, and fuelburn) inputs for below 3000ft. The contribution
of cruise emissions to air quality impacts is not presently considered and is an area of
active research for APMT-Impacts. Aviation emissions are related to changes in am-
bient concentrations of particulate matter through a response surface model (RSM)
developed using the high fidelity Community Multiscale Air Quality (CMAQ) simu-
lation model. CMAQ is the air quality modeling tool used by the US Environmental
Protection Agency for its regulatory impact analyses. Spatial resolution for both the
RSM and CMAQ is a 36X36 km grid resolution over the continental US. The RSM
captures complex chemistry modeled by CMAQ through statistical linear regressions
derived from 25 CMAQ simulations for each grid-cell; the RSM design space was
selected to capture likely aircraft emissions scenarios over the next 20 years. National
impacts are estimated by aggregating impacts over all grid cells. The 25 CMAQ sim-
ulations used to develop the RSM uniformly varied emissions across the US making
the RSM an appropriate tool for assessing policies implemented at the national level;
in order to conduct regional analyses, additional CMAQ runs will have to be incorpo-
rated in the RSM design space. The RSM yields a root-mean-square prediction error
of approximately 3.5% for total PM2.5 , thereby providing a reliable surrogate for the
computationally expensive CMAQ model for estimating national impacts [39].
The RSM computes changes in ambient PM2.5 concentrations broken down into
four different PM species: 1. elemental carbon (non-volatile primary PM), 2. organic
PM (from volatile organic PM or VOCs), 3. ammonium-nitrate (NH 4NO 3), and 4.
ammonium-sulfate ((NH 4 )2 SO 4 ) and sulfuric acid (H2 SO4). The RSM estimates
the breakdown of total aviation PM impacts approximately as follows - 70% due to
NO, emissions, 14% from non-volatile PM, 12% from SO, emissions, and another
4% from PM formation from hydrocarbons [39]. Note that currently the RSM does
not employ the US EPA-recommended Speciated Modeled Attainment Test (SMAT)
approach which seeks to reconcile PM concentrations estimated by models such as
CMAQ with data from air quality monitors [39, 70]. Incorporating the SMATing
process in the APMT modeling methodology is an area of on-going research and is
expected to alter the apportionment of PM impacts across the different PM species
modeled such as that secondary PM formation from SO, emissions makes the largest
contribution to total aviation PM [39].
The framework used for the health impact analysis is based on the review of
the best practices for air quality policy making both in Europe (ExternE program
[71]) and the United States (EPA analyses using BenMAP [38]). Changes in ambi-
ent PM concentrations estimated by the RSM are related to incidences of mortality
and morbidity are by using grid-level population data and linear concentration re-
sponse functions (CRFs) derived from epidemiological studies that relate population
exposure to particulate matter to health endpoints. The RSM does not differentiate
between PM species in terms of the CRFs used; an equal toxicity is assumed for the
different PM species given the lack of species-specific CRFs. The final step in the
analysis is the valuation of the health incidences in monetary terms using the US
Department of Transportation (DOT) [72] recommended Value of a Statistical Life
(VSL) and willingness-to-pay (WTP) and cost-of-illness (COI) estimates from liter-
ature. The Air Quality Module uses a VSL of 6.3 million US$2000 with a standard
deviation of 2.8 million US$2000 which is based on US DOT recommendations and
adjusted to be in 2000 US dollars [39, 72]. Rojo provides detailed information on the
valuation of other health endpoints which were derived from an extensive literature
survey of current U.S. and European methodologies [32].
Major limitations of the APMT-Air Quality module include the scope of geo-
graphic coverage and consideration of health impacts from landing and takeoff emis-
sions only. Future work plans for APMT-Impacts include developing a response sur-
face model for Europe, incorporating health impacts of cruise emissions, and adopting
the US EPA-SMATing process in the RSM.
3.2 APMT-Economics
The APMT-Economics Module models air transport supply and demand responses
necessary at the regional and global levels to meet future growth demand. Given
growth or policy-related changes in the aviation market, the Economics Module
matches supply and demand to attain a partial equilibrium; impacts on other markets
are not captured. The matching of supply and demand is based on input information
about projected demand growth scenarios and changes in fleet capacity derived from
retirement of aircraft currently in the fleet as well as replacement by existing and new
technology aircraft. Three different categories of policy measures can be modeled
within APMT-Economics - regulation policies that specify stringency levels for noise
or emissions, financial policies that levy fees or taxes, and operational policies that
require changes in flight operations. Responses to policy measures are categorized as
supply side, demand side, and operational responses. Airlines may change their fleet
mix or characteristics of aircraft in their fleet in response to a policy measure and
this constitutes the supply side response. Policies that impact airline costs will also
impact how those costs are passed on to passengers through fare changes inducing a
change in passenger demand. Finally, airlines may change operational procedures to
minimize costs in response to a policy.
The Economics Module begins by modeling the Datum year (currently set at
2006) demand, fleet and operations and operating costs. Next, the baseline or no
policy measure scenario is modeled using the Datum year as the starting point. The
baseline scenario development uses demand and capacity forecasts and retirement
curves as inputs along with information on availability of future aircraft types. The
policy scenario development requires information on policy type, announcement and
implementation years in addition to the inputs necessary for the baseline scenario.
Replacement aircraft available in the policy case may be different from the baseline
case depending on the nature of the policy. Changes in costs can be passed down
to passengers through fare changes which may in turn alter the future air travel
demand - this process closes the loop between projected demand and the impact of
anticipated changes in supply and costs on the projected demand. APMT-Economics
outputs include disaggregated operations data, operator costs and revenues, and fares.
Operating costs and revenues can also be used to determine economic impacts on
other stakeholders such as manufacturers, airports, air traffic control, the repair,
overhaul and maintenance sector, as well as consumers and governments. Policy
impacts relative to the baseline are quantified in terms of changes in producer and
consumer surplus. Additional information about the APMT-Economics module can
be found in [73, 74]. Note that the APMT-Economics module was referred to as the
Partial Equilibrium Block in previous documentation of APMT.
The primary focus in the development of the APMT-Economics module has been
supporting the NO, stringency economic analysis for the upcoming eighth meeting
of the CAEP in 2010, and as such the module has been extensively compared with
previous CAEP economic analysis tools such as the AERO-MS model [75]. Future
work entails developing modeling capabilities to address other types of policy options
such as market-based measures.
Chapter 4
Aviation and Climate Change
While Chapter 2 provided a brief overview of the different mechanisms through which
aircraft emissions directly or indirectly contribute to climate change, this chapter
delves into methods for estimating aviation-related climate change impacts. First, a
brief overview of aviation-specific modeling approaches in literature is provided fol-
lowed by a description of the APMT-Impacts Climate Module. Next, results from the
APMT Climate Module are validated through comparisons with estimates provided
by the Intergovernmental Panel on Climate Change (IPCC) and other models. Fi-
nally, the key sources of uncertainty within the APMT Climate module are discussed
which identify limitations and avenues for future work.
4.1 Overview of Aviation Climate Impact Model-
ing Methods
The impacts pathway for aviation-related climate change starts with emissions and
culminates at societal impacts as seen in Figure 4-1 [4]. This impacts pathway is
not unique to aviation effects, but is described here in the aviation context. Direct
emissions of C0 2, NO,, H2 0, SO,, HC, and black carbon or soot from aircraft engines
lead to perturbations in the planetary radiation budget through mechanisms described
in Section 2.1.3. Radiative forcing from these aviation effects alters the physical
climate system as measured by changes in indicators such as surface temperature,
sea-level, precipitation patterns, ice or snow cover, etc. Surface temperature is a
commonly-used metric for understanding changes in the physical climate system.
These physical changes further result in impacts that directly or indirectly affect
human as well as global biological systems and can be classified as market or non-
market impacts.
Aircraft emissions and climate change
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Market impacts refer to impacts on goods or services that are typically traded in
markets. Some examples of market impacts related to anthropogenic activity include
agriculture, forestry, livestock, fisheries, energy production, construction, tourism,
insurance, etc. Non-market impacts are impacts on biological systems or human
welfare that are not typically expressed in monetary terms. Non-market impacts
can include loss of human life, changes in ecosystems, species extinction, increases in
risk of hunger, distributional inequity with some regions facing more severe impacts
than others, and so on. Estimating non-market impacts that are more intangible in
nature can involve ethical judgments which makes it harder to reach consensus on
the magnitude of these impacts [10]. Finally, both market and non-market impacts
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can result in societal damage or welfare loss which may be quantified in monetary
units. As one proceeds from emissions to estimating societal impacts, the information
collected becomes increasingly relevant to the policymaking community. However,
uncertainties associated with impact estimates also increase as one proceeds further
down the impact pathway.
Next, an overview of methods for estimating physical climate change impacts is
provided in Section 4.1.1, followed by a discussion on relating physical changes to
market and non-market impacts and societal damages in Section 4.1.2.
4.1.1 Physical impacts
Climate models are utilized for estimating impacts of all anthropogenic activities in-
cluding aviation. These models aim to capture the essential characteristics and key
interactions among the different components of the climate system which include the
atmosphere, oceans, terrestrial biosphere, glaciers, ice sheets, and land surface. Sev-
eral different approaches can be used to model the behavior of the climate system and
the questions one seeks to answer determine the selection of the appropriate method.
Climate models are of varying complexity in terms of dimensionality or spatial reso-
lution, characterization of physical processes at the sub-grid level (parametrization),
and computational costs [76].
Atmosphere-ocean general circulation models (AOGCMs) are at one end of the
complexity spectrum, being the most comprehensive models that aim to simulate the
physical world as closely as possible with high fidelity [77]. The basic idea behind
AOGCMs is to solve the equations of the atmosphere and oceans derived from con-
servation of mass, momentum, and energy by dividing the planet into boxes or grids
over which the conservation equations are integrated. The spatial resolution of a
given AOGCM is determined by the size of the grid; physical processes that occur
at a smaller spatial scale relative to the grid are captured through parametrizations.
The IPCC Fourth Assessment Report compares 23 different AOGCMs for their multi-
decadal climate impact analyses. However, higher spatial resolution and complexity
make AOGCMs computationally very expensive and unsuitable for simulations that
involve century long time scales for assessing climate change into the future [42, 76].
Earth System Models of Intermediate Complexity (EMICs) are next in the hierar-
chy of climate models and typically comprise simplified atmospheric and/or oceanic
components with a lower spatial resolution as compared to AOGCMs. EMICs are
typically used for better understanding large-scale processes and feedbacks within
the climate system [42]. Other types of intermediate complexity models can also be
found which focus on individual components of the climate system with parametriza-
tions to represent interactions with other components. For instance, Chemical Trans-
port Models (CTMs) and Climate-Chemistry Models (CCMs) model atmospheric
dynamics and chemistry respectively and are coupled with offline meteorological data
from global climate models. CTMs and CCMs enable 2-D and 3-D computations of
chemical processes in the atmosphere; however they can also require long run times
depending on the scope of the model and may be unsuitable for long term, global
projections.
Finally, simplified climate models lie at the other extreme on the complexity scale
relative to AOGCMs. Simplified climate models tend to quantify climate impacts at
a global, hemispherical, or zonally-averaged spatial scale and involve parameteriza-
tions derived from AOGCMs or CTMs. Simplified climate models are better suited
for investigating future trends in climate impacts on a large spatial scale and for a
range of emissions scenarios. There are several categories of simplified climate mod-
els including but not limited to upwelling-diffusion ocean models and energy balance
models which are tuned to results from AOGCMs such that they can reproduce key
interactions captured by the AOGCMs even at a much lower spatial resolution. The
IPCC Fourth Assessment Report used a simplified climate model - Model for the
Assessment of Greenhouse-gas Induced Climate Change (MAGICC), tuned to out-
puts from 19 different AOGCMs for making future projections of climate change for
different emissions scenarios [42].
Reduced-order approaches for climate impact modeling are also used in integrated
assessment models (IAMs) that evaluate both physical and socioeconomic impacts of
anthropogenic activity on climate change. Simplified approaches used in IAMs gener-
ally produce results at the globally-averaged scale and are also tuned to more complex
models. Some such approaches include systems-dynamics models, reservoir models
and impulse-response functions. Systems-dynamics models characterize the climate
system through stocks and flows between different components with associated feed-
backs and lags [78]. Reservoir models are also very similar to the systems-dynamics
models in representing flows of stock pollutants like CO 2 in the climate system through
different reservoirs or boxes representing the atmosphere and the different layers of
the oceans [79, 80]. An impulse response function (also known as Green's function)
is an analytical expression representing the response of the climate system to a small
perturbation (unit-delta function forcing) and is empirically derived from numerical
experiments using AOGCMs. The impulse response function is expressed as a sum
of exponentials that correspond to the different modes of the system response [81].
Table 4.1 lists several different simple climate models found in literature.
AirClim Aviation Global, zonally- Impulse response
(Grewe, 2007) averaged
LinClim Aviation Global Impulse response
(Lim et al, 2007)
Schwartz, 2009 Aviation Global Impulse-response
OMEGA-MAGICC Aviation Global Modified MAGICC model
(Meinshausen, 2009)
APMT Aviation Global Impulse response
(Marais, 2008)
IPCC MAGICC All sources Global, regional Tuned to 19 AOGCMs
(IPCC AR4, 2007)
C-ROADS All sources Global Systems-dynamics model
(Fiddaman, 2009)
FUND All sources Global, regional Reservoir model
(Anthoff, 2008)
DICE All sources Global Reservoir model calibrated to
(Nordhaus, 2007) MAGICC
Berntsen, 2008 Transportation Global Impulse-response
Table 4.1: Simple climate models [82, 83, 84, 85, 86, 42, 78, 80, 87, 88]
Hasselmann et al. [89] propose a general framework not specific to aviation for
CO 2 impacts based on impulse response models derived from carbon-cycle models
and AOGCMs. Impulse response functions (IRFs) derived from carbon-cycle models
are used for estimating atmospheric CO 2 concentration changes following emissions
of C0 2 , while IRFs derived from AOGCMs relate changes in radiative forcing to
changes in climate change impacts such as surface temperature or sea-level rise [89,
90]. Sausen et al. [91] extend this approach to assessing impacts of aviation CO 2
and NO, (warming 03 effect) emissions on globally-averaged surface temperature
and sea level. Radiative forcing estimates for non-CO2 effects such as NO. on 03
and CH 4 , contrails, aviation-induced cirrus, sulfates, soot, and H2 0 are derived from
Chemical Transport Models (CTMs), Climate-Chemistry Models (CCMs) as well as
from observational data [92, 41].
Given aviation's relatively small contribution to total anthropogenic radiative forc-
ing (~2-4%), the impulse response approach has been commonly used for estimating
future climate impacts of aviation activity. See Table 4.1 for aviation-specific cli-
mate models that use IRFs such as AirClim, LinClim, APMT, and work by Schwartz
et al. [82, 83, 86, 84]. The AirClim model uses 3-D aircraft emissions along with
pre-calculated atmospheric data from CCM E39/C to estimate global mean surface
temperature changes for the C0 2 , H20, CH 4, 03, and contrails effects, thereby ac-
counting for differing global impacts of aviation emissions depending on the region
of emissions [82]. LinClim is another simplified climate model that assesses global
radiative forcing and temperature impacts of aviation C0 2 , 03, CH 4, sulphate, soot
and contrails effects [83]. The APMT-Impacts Climate module uses the Bern carbon-
cycle impulse response function along with a simplified analytical temperature change
model to provide climate impacts for aviation CO 2 and non-CO 2 effects. APMT eval-
uates impacts in terms of physical metrics (RF, global temperature change) as well as
monetary metrics (world gross domestic product (GDP) loss and net present value of
damages) [86]. Schwartz et al. [84] also use IRFs for estimating global climate change
impacts of aviation CO 2 and non-CO 2 effects and include altitude dependence for ef-
fects such as NO, contrails, and cirrus. All four models - AirClim, LinClim, APMT,
and Schwartz et al. [84] are extensions of the Sausen et al. framework [91]. The
OMEGA-MAGICC model listed in Table 4-1 takes a different approach for estimat-
ing aviation impacts by modifying the MAGICC model to capture altitude dependent
characteristics of aircraft NO, emissions [85].
4.1.2 Monetary Impacts
The discussion presented here is not unique to aviation-related impacts but is inclusive
of all anthropogenic activities that perturb the physical state of the climate system
and in turn affect societal well-being. Societal impacts include, but are not limited to
impact areas such as health, agriculture, forestry, coastal land loss, loss of ecosystems,
etc. Valuation of damages generally involves estimating impacts in monetary units
to facilitate cost-benefit analysis as discussed in Section 2.2.1. Societal welfare loss
can then be compared with the costs of avoiding climate change for decision-making
purposes.
Establishing a causal relationship between climate change and societal damages
is fraught with uncertainties and challenges. Uncertainties arise from two modeling
aspects - assessment of climate change impacts resulting from physical changes in
the climate system and valuation of these climate change impacts in monetary terms.
Predicting climate change impacts involves relating changes in surface temperature
or sea-level to impacts such as potential threats to vulnerable species or ecosystems,
severity and frequency of storms, droughts, etc., and low-probability high-impact
events that can drastically alter the climate system with catastrophic consequences
(such as changes in the North Atlantic thermohaline circulation or collapse of polar
ice sheets) [93]. Valuation of climate change impacts incorporates both market and
non-market impacts. Impacts areas that can be related to market goods and associ-
ated prices (for instance agriculture or forestry) are in general better understood as
compared to those environmental impact areas that are not traded in conventional
markets. Monetization of non-market impacts has also received criticism on the
grounds of morality that valuing items deemed "priceless" (e.g. human life or wilder-
ness areas) will diminish their value [94]. However, counter-arguments presented have
made a distinction between pricing and commodification. Many goods are already
price without diminishing their inherent value such as pets, homes, medical care, life
insurance, etc. [46].
There are two basic approaches for monetizing non-market damages from climate
change: revealed preference and stated preference. Revealed preference methods infer
the value people place on the environment through the choices they make. There are
two main methods within the revealed preference approach: hedonics and household
production. In the hedonics method the change in price of a conventional good is
correlated to changes in environmental characteristics associated with that good us-
ing statistical analysis to infer the value of that environmental characteristic. The
household production method assumes that consumers will purchase complementary
goods to either offset damages from environmental problems or maintain benefits
derived from environmental sources. Major challenges associated with the revealed
preference methods are finding data that allow for isolating the environmental effect
while controlling for all other factors that contribute to price changes. The hedonic
approach has been criticized for its underlying assumption that inferred values based
on present day studies will be applicable to values future generations will place on en-
vironmental amenities [95]. The stated preference approach on the other hand, relies
on directly asking people about how they value an environmental good. Contingent
valuation (CV) is the dominant method within the stated preference approach. The
CV method constructs a hypothetical market for environmental goods and derives
information on the value of the good through opinion polls and surveys. The stated
preference methods are somewhat controversial as they are based on hypothetical sit-
uations and do not reflect real choices that consumers make when faced with tradeoffs
between money and the environment [96].
Several studies have been conducted on valuing the damages from climate change
using the methods described previously with some studies focused on specific sec-
tors while others have estimated damages aggregated across several sectors [97, 79,
98, 99, 100, 87, 101, 102]. Given that aviation-specific climate impacts are gener-
ally presented as aggregated estimates, the discussion here is limited to aggregated
climate damages. For a detailed discussion on sectoral or regional vulnerabilities to
damages from climate change, the reader is referred to the most recent IPCC report
on impacts, adaptation, and vulnerability [10]. Aggregated damage estimates are
commonly quantified as total damages expressed as a percentage of gross domestic
product (GDP), or as marginal damages in the form of the social cost of pollutants.
There are several estimates of damage functions that compute impacts in terms of
percentage of GDP as a function of changes in global mean temperature. Aggregated
impacts computed by these damage functions range from 1.5% to 3.5% of world GDP
for a doubling of CO 2 concentrations relative to pre-industrial times [10]. The more
recent Stern report estimates impacts in terms of an average reduction in per capita
consumption ranging from 5-20% of global GDP depending on assumptions about
non-market impacts, positive feedbacks in the climate system, and the use of equity
weights for aggregating impacts to a global level [101]. Impacts can also be estimated
in terms of the social cost of a pollutant which is defined as the marginal impact of
one ton of emissions of the pollutant or the marginal benefit of reducing one ton of
emissions of the pollutant at a given point in time. Estimates of the social cost of
a pollutant are more easily applicable to a long-lived, well-mixed pollutant such as
CO 2 with no spatial variability in terms of the magnitude of impacts. Peer-reviewed
studies estimate the social cost of carbon (SCC) to have a mean value of US$43 and
a standard deviation of US$83 per ton of carbon with the SCC likely to grow at a
rate of 2-4% per year [10].
Differences among damage estimates in the literature arise not only due to a
poor understanding of potential long term impacts of climate change and challenges
associated with valuing non-market impacts, but also from varying modeling as-
sumptions and methodologies. Two important sources of uncertainty in damage
estimates include ethical issues involved with spatial and temporal aggregation of
impacts [103, 10]. Spatial aggregation challenges here refers to equity issues related
to summing up damages across different parts of the world. A simple sum of dam-
ages across different regions converted to one currency such as US dollars leads to
differential treatment of similar impacts. Under the simple sum approach impacts in
rich countries get a higher valuation than those in poor countries despite the under-
standing that poor countries are more vulnerable to damages from climate change.
Assigning equity weights derived from a global social welfare function to impacts is
one way of accounting for the geographical differences in valuation of impacts. How-
ever, the implicit choice of a welfare function for deriving equity weights is a value
judgment that can lead to large differences in impact estimates found in literature
[104, 103]. Climate change impacts from present day emissions can be felt for several
centuries making it an inter-generational problem. Consequently, temporal aggrega-
tion of climate change impacts raises ethical questions about inter-generational equity
- how can one balance costs of emissions reductions today with benefits experienced
in the distant future? How does one value impacts in the distant future relative to
impacts that occur in the near future? Discounting methods are used for converting
future monetary impacts into present day terms and the selection of a discount rate
is a topic of debate among economists. In the context of monetized climate dam-
ages, a zero discount rate equally weights damages today and in the future while a
high positive discount rate lowers the value placed on impacts in the future. Vary-
ing assumptions about discounting methods are a major source of differences among
damage estimates found in literature [105, 103, 87, 106, 107].
4.2 APMT-Impacts: Climate
As indicated in Figure 3-2, the APMT Climate Module estimates CO 2 and non-CO 2
impacts using both physical and monetary metrics. Given the need for a capabil-
ity to analyze several different scenarios within the broader APMT policy analysis
context, APMT uses computationally inexpensive reduced-order methods for esti-
mating physical metrics of climate change. The APMT Climate Module adopts the
impulse response modeling approach based on the work by Hasselmann et al. [89],
Sausen et al. [91], Fuglestvedt et al. [108] and Shine et al. [109]. The temporal
resolution of the APMT Climate Module is one year while the spatial resolution is
at a highly aggregated global mean level. The aviation effects modeled include long-
lived C0 2, and short-lived effects including the short-lived impact of NO, on ozone
(NO.-0 3 short), cirrus, sulfates, soot, H20, and contrails. Also included are the
NO2-CH 4 interaction and the associated primary mode NO2-0 3 effect (referred to as
NO.-0 3 long). The APMT-Impacts Climate Module described here is built upon the
work presented in Marais et al. [86] and Jun [110]. Updates to the APMT-Impacts
Climate Module through the work presented in this thesis include: improved charac-
terization of uncertainties in aircraft NO-related impacts and in the damage function
employed, a reduced-order methodology for estimating the climate impacts of well-to-
tank methane (CH 4) emissions from processing alternative jet fuels comparison and
validation of results with external sources. Figure 4-2 provides a schematic of the
APMT-Impacts Climate Module.
Figure 4-2: APMT-Impacts Climate Module (adapted from Marais et al. [86])
The APMT-Impacts Climate Module evaluates impacts using Monte Carlo ap-
proaches by expressing inputs and model parameters as probabilistic distributions
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where possible and propagating uncertainties to the outputs of the module. Sec-
tion 4.2.4 provides detailed information about key inputs and model parameters for
the APMT-Impacts Climate Module. Starting with fleet-level aviation emissions,
APMT modeling methods proceed along the impact pathway to globally-averaged
radiative forcing (RF) and surface temperature change. For CO 2 impacts, impulse
response functions derived from complex carbon cycle models are used to calculate
atmospheric concentration changes. The RF due to CO 2 is estimated based on a loga-
rithmic relationship between concentration changes and RF. The RF due to non-CO 2
effects is scaled based on most recent RF estimates from Sausen et al. [92], Wild et al.
[44], Stevenson et al. [43], and Hoor et al. [111]. To compute globally-averaged sur-
face temperature change from the estimated radiative forcing, a simplified analytical
model by Shine et al. [109] is used.
Next, the health, welfare and ecological impacts are modeled using damage func-
tions and discounting methods in terms of percentage change of world GDP and net
present value of damages. Uncertainty in damage estimates is captured by sampling
uniformly between the DICE-2007 damage function, twice, and half the DICE-2007
damage function [87]. APMT uses a range of constant discount rates from 2% to
5% following the recommendations of the US Office of Management and Budget (US
OMB) to estimate the net present value of future impacts [49]. The following sections
describe each component of the APMT Climate Module in greater detail and provide
relevant equations where necessary.
4.2.1 Radiative Forcing
This section presents the methodology adopted in the APMT-Impacts Climate Mod-
ule for estimating the direct and indirect radiative forcing impacts associated with
the different aircraft emissions as well as methane emissions from the processing of al-
ternative jet fuels. Figure 4-3 shows the methodology for computing radiative forcing
estimates for the different aviation effects considered in APMT.
Figure 4-3: APMT-Impacts Climate Module radiative forcing
Aircraft emissions are treated as pulse emissions emitted each year during a sce-
nario which ultimately lead to changes in mean surface temperature. Pulses of aircraft
CO 2 and NO, emissions lead to direct and indirect radiative forcing effects related to
these species. Aircraft fuel burn is used as a surrogate for other short-lived climate
effects such as contrails, cirrus, water vapor, black carbon, and sulfates. Longer-lived
radiative forcing impacts associated with yearly pulses of CO2 and NO, emissions de-
cay according to their e-folding times, while the RF from short-lived effects including
the warming NO2-0 3 effect is assumed to last only during the year of emissions. A
superposition of decaying pulses or a convolution of the perturbation with the im-
pulse response function of the system provides the temporal variation in the different
effects modeled. Next each of the different boxes shown in Figure 4-3 is discussed
and relevant equations are provided.
4.2.1.1 CO 2 Impacts
As shown in Figure 4-3, the APMT-Impacts Climate Module takes aircraft CO2
emissions as inputs and estimates changes in atmospheric CO 2 concentrations through
an impulse response function (IRF) fit to a more complex carbon-cycle model. The
carbon-cycle describes the exchange of carbon between the terrestrial biosphere, the
atmosphere and the oceans. The APMT Climate Module uses the impulse response
function fit to the Bern carbon-cycle model with a background CO 2 concentration of
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378 ppm as a nominal selection [42]. The IPCC also uses the Bern carbon-cycle IRF
for estimating global warming potentials (GWPs) in their fourth assessment report
[42]. APMT also provides the capability of exploring the impact of the choice of IRF
on model results by incorporating other IRFs from literature in the Climate Module
[89, 90, 81]. Equation 4.1 shows the Bern carbon-cycle model IRF expressed as a sum
of exponentials [86, 42] while Equation 4.2 shows the how the IRF is incorporated in
APMT.
3
Gc = ao + ai - e t/T (4.1)
i=1
where:
ao = 0.217, ai = 0.259, a2 = 0.338, a3 = 0.186, and
ri = 172.9 years, T2 = 18.51 years, T3 = 1.186 years
AXco 2 (t') = Q 0 0 2 (t") -Gc(t' - t") dt"
N-I
~ E Qco 2 (to + nAt) - Gc(t' - to - nAt) . At
n=O
N = (t' - to)/At (4.2)
In Equation 4.2, AXco 2 is the change in atmospheric CO 2 concentrations in parts per
million (ppm), Qco 2 are CO 2 emissions in TgC emitted in one year, and GC0 2 is the
IRF from Equation 4.1. A conversion factor of 2123 ppm/TgC is used to compute CO 2
concentrations in units of ppm [89]. The time step in the computations is one year.
CO 2 RF is based on a simplified logarithmic relationship between CO 2 concentrations
and radiative forcing as indicated by the IPCC [42]. CO 2 RF is normalized such that
a doubling of CO 2 concentrations relative to pre-industrial times gives a normalized
RFco2 of 1 as seen in Equation 4.3 [86].
RF*(t') = log2 (XC0 2 (present) + AXc0 2(t') (4.3)(X0Xc 0 2 (1750)
where Xco2 (o7 5 0) is the pre-industrial atmospheric CO 2 concentration and is taken to
be 278ppm [42]. Given the non-linearities in estimating C0 2-related impacts, APMT
estimates climate impacts attributed to aircraft CO 2 emissions through a residual
analysis. Impacts from aircraft CO 2 emissions are estimated as the difference between
impacts due to all anthropogenic CO 2 emissions and all anthropogenic CO 2 minus
aircraft CO 2 emissions [86]. Future projections of all anthropogenic CO 2 emissions
and corresponding economic growth are obtained from the Intergovernmental Panel
on Climate Change - Special Report on Emissions Scenarios (IPCC-SRES) [112].
4.2.1.2 Other Short-lived Effects
For non-CO 2 and non-NOr effects, fuel burn is used as a surrogate to scale radiative
forcing estimates from literature. The APMT-Impacts Climate Module follows the
approach of Sausen et al. [91] and scales literature RF estimates with respect to fuel
burn, accounts for efficacies from Hansen et al. [113] and the latest IPCC assessment
report [42] and normalizes by the RF for a doubling of CO 2 concentrations relative
to pre-industrial times [86]. Scaling contrails and cirrus effects linearly with respect
to fuelburn is appropriate as a first order assumption, however, the formation of
contrails and aviation-induced cirrus also depends on atmospheric conditions and
engine propulsive efficiency [86]. Table 4.2 shows the reference radiative forcing for
the different effects for aviation operations for year 2000 from Sausen et al. [92] and
associated efficacies [113, 42].
H20 2.0 1
Sulfates -3.5 0.68-1.09
Soot 2.5 0.62-1.29
Contrails 10.0 0.59-1
Cirrus 30.0 1
Table 4.2: Aviation short-lived effects radiative forcing and efficacies [92, 113, 42]
These reference RF values shown in Table 4.2 are scaled and normalized according
to Equation 4.4. RF associated with these short-lived effects are assumed to persist
only for the year of emissions.
/ A~hO Rref
RFO,( ort,j Mshort,j Qshortj (44)Aco2  RF2xco2  QC02 C02 short, j
In Equation 4.4, the ratio Ashort,j/Aco 2 refers to the efficacy of a given effect with
values listed in Table 4.2 [113, 42]. Efficacy is defined as the global temperature
response per unit radiative forcing for a given species relative to that resulting from
a CO 2 forcing. Q7f is 169 Tg and is the fuelburn associated with the Sausen et
al. [92] aviation RF estimates. Finally, RF2xco2 is the RF from a doubling of CO 2
concentrations relative to pre-industrial times is estimated to be 3.7 W/m 2 by the
IPCC [42].
4.2.1.3 NO. Impacts
NO, being a short-lived species does not have a well defined gas-cycle like the carbon
cycle; APMT therefore estimates radiative forcing for NO, effects by linearly scaling
RF estimates from literature with respect to NO, emissions. As shown by K6hler et
al. [114], 03 and CH 4 perturbations related to aircraft NO, emissions scale linearly
with emissions provided that there are no significant changes in flight routing. To
capture uncertainties arising from experimental or model differences, RF estimates
from three sources - Stevenson et al. [43], Wild et al. [44] (as corrected in Stevenson
et al. [43]) and Hoor et al. [111] are used.
Stevenson et al. [43] and Wild et al. [44] RF estimates are based on pulse re-
sponse studies that track the transient behavior of pulses of NO, emissions emitted
throughout the year or as a one year long pulse to capture seasonal variations in the
03 and CH 4 responses. RF estimates from these two pulse experiments are provided
as the integrated response of the pulse decay over 100 years. Hoor et al. [111] on
the other hand provide the steady-state response associated with sustained aircraft
emissions. At infinite time horizons, the steady response of a sustained perturbation
approaches the integrated response of a pulse perturbation; this is also approximately
true when the integration time horizon is much greater than the lifetime of the species
concerned [115]. For a pulse of 1kg of a pollutant with a specific radiative forcing
RFo (W/m 2 /kg), and species lifetime of T (years), the temporal evolution of RF
(W/m 2 /kg-year) can be expressed as shown below.
RF(t) = RFo e-/
RF(t)dt = RF0 T (4.5)
While for sustained emissions of 1kg/year, the system response is given by:
RF(t) = RFo T (1 - e-t/r)
As t -* oc, RF(t) -- RF 0 T (4.6)
In using the pulse approach in APMT where the total system response is a superposi-
tion of pulses emitted each year, the specific radiative forcing, RFO in Equation 4.5 or
4.6 is required. This information is extracted from aforementioned literature sources
that use both the integrated pulse response RF estimates as well as steady state RF
and is designated as the reference specific radiative forcing or RFO"f. For the pulse
response estimates Equation 4.5 is integrated to calculate RFoef from the 100-year
integrated value provided by Stevenson et al. and Wild et al. [43, 44]. For the Hoor
et al. steady-state RF estimates, RFo"r is calculated as the ratio of the steady-state
value and the perturbation lifetime of the species. Table 4.3 lists the RF estimates
and methane perturbation lifetime employed in APMT to derive specific radiative
forcing RFJe!. Note that the values listed in Table 4.3 are normalized by emissions
and indicate the 100-year integrated pulse response for Stevenson et al. and Wild et
al. and steady-state values for Hoor et al. [43, 111, 44].
The short-lived 03 warming RF is assumed to last only during the year of emis-
sions, while the longer-lived cooling RF from CH 4 reduction and the corresponding 03
reduction decay with CH 4 perturbation lifetime listed in Table 4.3. The CH 4 pertur-
bation lifetime is different from its atmospheric lifetime owing to chemical feedbacks
with the OH radical. This discussion is deferred to Section 4.2.1.4, however, it is
important to note that the lifetimes listed in Table 4.3 account for the feedbacks with
the OH radical and the stratospheric and soil sinks of CH 4 . Stevenson et al. [43]
provide CH 4 perturbation lifetime corrected for the OH feedback and the other sinks
for their work as well as the work by Wild et al. [44]. The Hoor et al. [111] lifetime
had to be corrected for the feedback factor and other sinks following the approach
taken by the IPCC [42]:
( 1 1 1 )-1
Tcorrected ~ - +----
TTHoor * 1.4 Tsoil Tstratospheric
THoor ~ Tbase * percent change from aviation NO, (4.7)
Here the Tbase is 8.97 years and refers to the mean atmospheric lifetime derived from
simulations conducted by Hoor et al. [111]; initial perturbation to this lifetime from
aviation NO. emissions results in a mean lifetime change of 1.04% resulting in a value
of 9.06 years for TH00 . Hoor et al. use the IPCC estimated factor of 1.4 to account
for the long-term OH feedback in estimating their steady state RF values, which is
used here to derive a Tcorrected value of 10.7 years [111]. T-soi is assumed to be 120
years and Tstratospheric is 160 years following Stevenson et al. [43].
NOX-O 3short NOX-CH 4 NO-0 3long
Stevenson et al. (2004) 5.06 -4.2 -0.95 11.53
Hoor et al. (2009) 7.4 -4.3 -1.8 10.7
Wild et al. (2001) 7.9 -4.6 -1.5 11.8
Table 4.3: Aviation NO, radiative forcing [43, 111, 44]
Having determined the specific radiative forcing for NO-related effects, RFOef,
from literature the approach of Sausen et al. [91] is followed by accounting for ef-
ficacies and scaling with respect to NO, emissions to produce normalized RF for
NO.. The efficacy for NOx-O 3 ranges from 0.75-1 and is assumed be 1 for NO-CH4
[113, 42]. The normalized specific RF for NO,-CH4 is given by Equation 4.8a, which
scales RFoef by the efficacy of the NO, effect and NO, emissions (QNOX in year t')
and normalizes by the RF2xco2 similar to the approach taken for other short-lived
effects. Equation 4.8b captures the temporal evolution of the normalized specific RF
based on the decay time of the NO. perturbation.
RWref
RFO, NQO-CH 4 (t ANOX-CH 4  R ,NO,-CH4  Q !t) (4.8a)AC0 2  RF2xCO2
R cH4 (t') F - t RFo -CH 4(t") e t (48b)
While Equation 4.8 is specific to the long-lived NO,-CH 4 effect, this approach is
also employed for the long-lived 03 effect which decays with the same perturbation
lifetime. Equation 4.8a is also applicable in the case of the short-lived warming NO,-
03 effect, however, APMT assumes that the RF only lasts for the year of emissions.
4.2.1.4 CH 4 Impacts from Well-to-tank Emissions
Well-to-tank emissions arise from fuel processing steps which include extraction,
transportation to processing facility, processing or refining to the final product, and
finally transportation and distribution to desired locations. Greenhouse gas emissions
from the processing of fuels include C0 2 , CH 4 , and N2 0 emission with greater con-
tribution from CO 2 and CH 4 as compared to N20 emissions [116]. CO 2 emissions
from well-to-tank processes are treated in the same manner as aircraft CO 2 emissions.
This section focuses on methane emissions from the processing of aviation jet fuels.
In order to enable an assessment of methane-related climate impacts of well-to-
tank emissions, a new component is introduced to the APMT-Impacts Climate Mod-
ule that can model changes in atmospheric methane concentrations and associated
radiative forcing. Methane is a well-mixed, long-lived greenhouse gas with both di-
rect and indirect radiative forcing impacts. Major sources of CH 4 include biogenic
sources such as wetlands, rice agriculture, biomass burning, ruminant animals as well
as industrial sources such as fossil fuel mining and processing. The largest sink for
CH 4 is the hydroxyl free radical or OH which is photochemically produced in the at-
mosphere; other sinks include stratospheric and soil processes [42]. While the soil and
stratospheric CH 4 sinks are considered fairly stable, the OH sink strongly depends
on ambient CH 4 concentrations [117, 118, 42, 119]. As briefly discussed previously in
Section 4.2.1.3, CH 4 global atmospheric lifetime is given by:
TCH4 , global - + I + T (4.9)
TO7H TSOIL TSTRAT)
Under steady state conditions, the IPCC estimates TCH 4 ,global to be 8.7 years ± 1.3
years. The atmospheric lifetime or the e-folding time of a species is the time required
for the global atmospheric burden to decrease by a factor of e. For many species
including CH 4 , the atmospheric lifetime is dependent on the global atmospheric con-
centration of the particular species. For CH 4 , the perturbation lifetime is defined
as the lifetime for a pulse of methane emissions to decay. CH 4 emissions suppress
OH abundance in the atmosphere which is the primary sink for CH 4 with a positive
feedback that leads to a longer lifetime for CH 4 relative to the unperturbed state.
Based on an ensemble of experiments, the IPCC estimates the ratio between the per-
turbed lifetime and unperturbed lifetime for methane to be 1.4 [42]. Emissions of
other chemically reactive species, namely, CO, volatile organic compounds (VOCs),
and NO, emissions also perturb the atmospheric abundance of OH radicals thereby
indirectly impacting CH 4 lifetime. CH 4 , CO, and VOCs all deplete the atmospheric
abundance of free OH radicals, while NO, emissions lead to the formation of OH
radicals [117, 118, 42, 119].
A simple mass balance approach following Wigley et al. [117] is employed that
estimates changes in atmospheric CH 4 concentrations based on the balance between
CH 4 sources and sinks. Equation 4.10 shows the basic mass balance between CH 4
sources and sinks while Equation 4.11 shows the changes in TOH from emissions of
reactive species and ambient CH 4 concentrations [117].
dC E 1 1 1 (4.10)
dt 2.78 \TOH TSTRAT TSOIL /
d(tnOH) d(InC) + dE(NOx) + dE(CO) d dE(VOC)
dt dt dt dt dt
where:
a = -0.32, b = 0.0042, c = -0.000105, d = -0.000315
C in Equation 4.10 is the global atmospheric concentration of CH 4 in ppb, E (in
Tg/yr) represents annual CH 4 emissions from both natural and anthropogenic sources,
while 2.78Tg/ppb is a conversion factor. TSTRAT is estimated to be 120 years while
TSOIL is 160 years [117], while OH-related lifetime, TOH is inversely related to OH
abundance [120]. APMT uses projections of CH 4 , CO, VOC, NO, emissions from
IPCC-SRES scenarios to estimate future concentrations of CH 4. Equations 4.10 and
4.11 are integrated out to future years using initial conditions for year 2000 - intital
CH 4 abundance of 1764 ppb, TOH of 9.6 years with an average growth rate from 2000-
2005 of 0.2ppb/year [42, 117]. A constant CH 4 emissions offset is applied to all years
to balance the mass budget to match the initial conditions. Natural emissions of CH 4,
CO, VOC, NO, are assumed to be constant such that all changes in emissions are
described by the IPCC-SRES scenarios. Similar to CO 2 impacts, a residual method
is applied to estimate impacts of aviation well-to-tank emissions.
Radiative forcing from CH 4 concentration changes is estimated based on a sim-
plified expression provided by the IPCC [121] as shown in Equation 4.12.
AF = 0.036 ( M - Io) - (f (M, N0 ) - f (Mo, N))
f (M, N) = 0.47 ln[1 + 2.01 x 10 5 (MN) 0.75 + 5.31 x 10- 15 M(MN)1 52 ] (4.12)
where M refers to atmospheric CH 4 concentrations in ppb, Mo and No are the pre-
industrial CH 4 and N20 concentrations estimated to be 715 ppb and 270 ppb respec-
tively [42]. In addition to the direct radiative forcing effect of CH 4 and the OH-lifetime
feedback, there are three other indirect RF impacts attributed to CH 4. These include
RF due to CH 4-related changes in tropospheric ozone, increases in stratospheric wa-
ter vapor, and production of CO 2 [42, 118]. The indirect ozone effect is the most
significant and highly uncertain as depends on tropospheric OH concentrations and
emissions of other reactive species. CH 4 oxidation also leads to the formation of wa-
ter vapor in the stratosphere where water vapor has significant radiative impacts and
finally CH 4 oxidation is also a source of CO 2 . Given that the complex chemical pro-
cesses involved with these indirect effects are beyond the scope of the APMT model
fidelity, the approach adopted by the IPCC in estimating the CH 4 Global Warming
Potential (GWP) is used. The IPCC estimates the ozone effect to be approximately
25% and the stratospheric water vapor impact is 15% of the direct and OH-lifetime
CH 4 RF [42]. The CO 2 effect is not included to prevent double counting of radiative
impacts attributed to CO 2 as it may be already included in estimating CO 2 impacts.
The total direct and indirect RF from CH 4 is estimated in APMT as the RF calcu-
lated from Equation 4.12 increased by a factor of 1.4 (a 40% increase to include the
tropospheric ozone and stratospheric water vapor effects).
4.2.2 Surface Temperature Change
Radiative forcing estimates for aviation emissions evaluated using the methodology
presented in Section 4.2.1 are related to changes in globally-averaged surface tem-
perature as the next step in the impact pathway for climate change. While impulse
response functions fit to complex AOGCMs are available in literature similar to the
Bern carbon-cycle IRF presented in Section 4.2.1.1, a simple analytical model is
employed in the APMT-Impacts Climate Module to estimate surface temperature
impacts. IRFs from literature are generally fit to particular AOGCMs and have an
implicit climate sensitivity associated with the AOGCM that cannot be varied exoge-
nously [90, 89]. Climate sensitivity is defined as the equilibrium global mean annual
surface temperature change resulting from a doubling of CO 2 concentrations relative
to pre-industrial times. Climate sensitivity is measure of the responsiveness of the
global climate system to any forcing; a higher climate sensitivity value results in a
greater climate response to a given forcing. Variability in climate sensitivity across
models due to differences in modeling feedback processes is one of the major sources
of uncertainty in determining potential future climate change.
In order to assess the importance of variability in climate sensitivity on aviation-
specific climate impact estimates, the approach proposed by Shine et al. [109] is used.
Other IRFs from literature are also incorporated in the Climate Module to explore
the variability in results based on the method of choice for estimating temperature
changes [90, 89]. This simple analytical model presented in Equation 4.13 enables us
to express climate sensitivity as a random variable and propagate uncertainties to the
outputs [109, 86, 110].
AT' (t) =- AF(t ,)exp t t)diC It* - C
A* ARF2Xco 2
AF(t') = RF*(t') -RF2xco 2
T = A* -C (4.13)
Here, C is the ocean heat capacity for a global ocean mixed layer of 100 m depth
(4.2 x 108 J/Km2). A* is the climate sensitivity parameter, which is the the climate
sensitivity (A) normalized by the RF2Xco 2 . Equation 4.13 relates the normalized
radiative forcing described in Section 4.2.1 for different aviation effects to surface
temperature change (AT (K)) by accounting for the time constant of the climate
system, r [109, 86].
4.2.3 Valuation
This section is focused on relating physical impacts of climate change expressed as
changes in globally-averaged surface temperature change to societal impacts in mon-
etary terms. As mentioned previously, APMT employs the general analytical frame-
work of the damage function from the latest version of the Dynamic Integrated model
of Climate and the Economy (DICE-2007) to estimate aviation-specific climate dam-
ages [87]. The DICE-2007 model is an integrated assessment model that couples
economic growth with environmental constraints to assess optimal growth trajecto-
ries in the future and impacts of potential policy measures. APMT only uses the
damage function approach within the DICE-2007 model, which builds upon the pre-
vious versions of the DICE model [87, 79].
The DICE-2007 damage function includes both market and non-market impacts
along with an estimation of impacts related to catastrophic events. Impacts sec-
tors covered by DICE-2007 include agriculture, sea-level rise, other market impacts,
health, non-market amenity impacts, human settlements and ecosystems, and catas-
trophic events [79]. The Nordhaus approach has received criticism for its simplifying
assumptions such as excluding some non-market impacts (for instance, loss of natural
beauty or extinction of species) [122]. However, estimating non-market impacts is
a contentious issue faced by the broader environmental impact assessment commu-
nity and is not unique to the DICE-2007 model [10]. Equation 4.14 provides the
DICE-2007 damage function; damages for the different aviation effects are estimated
through a residual analysis given the non-linear form of the damage function.
D(t) a1AT 9 00(t)
Dj (t) =DArt,,t.1(t) - DAoal _Ar (M (4.14)
The coefficient a1 in Equation 4.14 is 0.0028388 with units of %GDP/K 2 . The DICE-
2007 function estimates climate damages in terms of percentage of world GDP. APMT
uses the simplified analytical framework of the DICE-2007 damage function with
climate damages that are proportional to the square of the change in global mean
temperature. However, the coefficient a1 is varied in APMT-Impacts to capture
uncertainties in damage estimates as presented by other damage functions found in
the literature; a comparison is provided in Section 4.2.5.3.
Climate damages estimated as percentage of GDP are transformed into monetary
units by multiplying through with future projections of GDP growth from IPCC-
SRES scenarios. Discounting is applied to future damages to convert them to present
monetary measures and sum them up to a net present value of damages. The selection
of a discounting approach is topic of debate in the literature and several different
discounting methods have been proposed including various types of declining discount
rates (see Weitzmann [123], Groom et al. [107], the UK Treasury [53], Guo et al. [124],
etc.) as well as constant discount rates. The US OMB requires that federal agencies
show analyses using discount rates of 3% and 7% for near term impacts experienced
by the current generation. For assessing impacts on future generations, the US OMB
recommends sensitivity analyses using lower discount rates [48]. APMT uses a range
of constant discount rates to estimate the net present value of climate damages as
shown in Equation 4.15.
Damages(t) (4.15)NPV =Z(.5
t (1 + r)t-to
where, r is the discount rate and Damages(t) are monetized climate damages in the
future.
4.2.4 Characterization of Uncertainties
Section 4.2.3 described the modeling methodology employed in the APMT-Impacts
Climate Module; here the focus is on the characterization of uncertainties involved
throughout the modeling process. APMT uses Monte Carlo methods to propagate
uncertainties in inputs and model parameters to outputs and this requires expressing
inputs and parameters as random variables when possible. Sources of uncertainty in
aviation-specific climate impacts can be found along all steps in the impact pathway
shown in Figure 4-1. Tables 4.3 and 4.4 list the pertinent inputs and model parameters
in the APMT-Impacts Climate Module and the associated approach for characterizing
uncertainty.
For further details about the different input and model parameter distributions,
the reader is referred to Marais et al. [86] and Jun et al. [125]. Parametric uncertainty
analysis conducted on a previous version of the APMT-Impacts Climate Module
indicated that climate sensitivity and RF from short-lived effects are the biggest
contributors to uncertainties in temperature change estimates, while the net present
value of climate damage is most sensitive to assumptions about discount rate, damage
coefficient, climate sensitivity, and RF from short-lived effects. Chapter 5 presents
an uncertainty analysis conducted on the updated APMT-Impacts Climate Module
described in this thesis.
Aviation fuel burn Emissions inventories of fuel bum, Uniform distribution [-5% to +5%]
and CO 2 emissions and CO 2
Aviation NOX Emissions inventories of NOX Uniform distribution [-10% to +10%]
emissions
Anthropogenic Future projections of anthropogenic Select among IPCC-SRES scenarios: Al B, A2,
emissions CO2 emissions B1, B2
GDP projection Extrapolated based on selected Select among IPCC-SRES scenarios: A1B, A2,
SRES scenario B1, B2
Table 4.4: APMT-Impacts Climate Module inputs
4.2.5 Validation of Results
This section presents comparisons of results from the APMT-Impacts Climate Module
with external sources as a validation exercise for the Climate Module. First, the im-
pacts of long-lived species - CO 2 and CH 4 from APMT are compared with the IPCC
MAGICC model. Next, this section provides Global Warming Potentials (GWPs) for
NOx-related impacts, followed by an assessment of APMT climate damage estimates
through a comparison with other damage functions from literature. Other aviation
short-lived effects modeled by APMT are set by modeling assumptions and Equa-
tion 4.4 to replicate RF values from Sausen et al. [92] and therefore are not assessed
independently.
4.2.5.1 Comparison with the IPCC MAGICC Model
The Model for the Assessment of Greenhouse-gas Induced Climate Change (MAG-
ICC) is a simplified climate model tuned to the outputs of more complex models
and has been used in make future projections of climate change in the most recent
IPCC report [42, 126]. First, a comparison of the CO 2 concentration and RF esti-
mates from APMT with results from the MAGICC model version 5.3.v2 is provided
Carbon cycle model choice Impulse response functions capturing main
features of a complex carbon cycle model
Select between different IRFs fit to carbon
cycle models
Temperature response Approach for estimating surface temperature Select between different IRFs fit to GCMs
model choice change or the simplified analytical model
Climate sensitivity Climate sensitivity for CO2 doubling relative Triangular distribution
to 1750 levels, taken from IPCC (2007) [mode = 2.0K, range = 3.0 - 4.5K]
RF for doubling CO2 Radiative forcing from a doubling of C02 Triangular distribution:
concentrations relative to pre-industrial times [mode = 3.7, range = 3.5 - 4.2] W/m 2
taken from IPCC (2007)
RF value for short-lived Radiative forcing for [H20; sulfate; soot; Triangular distribution: mode, range
non-CO 2 effects contrails; Cirrus] from Sausen et al. (2005) [ 2, 0-6; -3.5, -10-0; 2.5, 0-10; 10, 0-30; 30,
0-80] mW/m 2
Efficacies for non-CO- 2  Efficacies for [H20; sulfate; soot; contrails; Uniform distribution:
effects Cirrus] from Hansen et al.(2005), IPCC [1; 0.68-1.09; 0.62-1.29; 0.59-1; 1]
(2007)
RF for NO-CH , NO-long- Radiative forcing for NOrrelated impacts Uniform discrete distribution:
term 03, and NOCshort- [Stevenson et al. 2004, Hoor et al. 2009
term 03 and Wild et al. 2001]
Reference temperature Reference temperature change in damage Triangular distribution:
change since pre-industrial function from IPCC TAR [mode = 0.4K, range = 0.6 - 0.8K]
times
Damage function Climate damages in terms of percentage of Uniform discrete distribution:
GDP [DICE-2007, 1/2 DICE-2007, 2XDICE-2007]
Discount rate Discount future impacts to present monetary Assess for different values of discount rate
terms
Table 4.5: APMT-Impacts Climate Module parameters, adapted from [86]
and then a similar comparison is conducted for CH 4 impacts. While APMT uses the
Bern carbon-cycle impulse response function to estimate CO2 concentration changes,
the MAGICC carbon-cycle model is tuned to results from the Coupled Carbon-Cycle
Climate Model Intercomparison Project (C4 MIP) [42, 127]. Figures 4-4a and 4-4b
show APMT and MAGICC results for IPCC SRES scenario A1B.
Both sets of results from Figure 4-4 show APMT results to be in good agreement
with the MAGICC CO 2 results for the IPCC-SRES AiB scenario. The APMT results
are obtained with inputs and parameters set at mid-range values, while the MAGICC
results are for default settings of the model. Minor difference between these two sets
of results can be attributed to inter-model differences and the inclusion of climate
feedbacks in the MAGICC model whereas the APMT Bern carbon-cycle IRF assumes
a fixed background CO2 concentration of 378 ppm [126, 42]. Next, CH 4 concentration
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Figure 4-4: Comparison of CO 2 results from APMT and MAGICC (a) CO 2 Concen-
trations [ppm], (b) CO2 radiative forcing [W/m 2]
and radiative forcing results from APMT are compared with those from MAGICC.
Both models follow the simplified mass balance approach of Wigley et al. [117] and
therefore APMT results are anticipated to be in good agreement with the MAGICC
results. Figures 4-5a and 4-5b show the CH 4 concentrations and RF for IPCC-SRES
scenario AIB respectively.
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Figure 4-5: Comparison of CH4 results from APMT and MAGICC (a) CH 4 Concen-
trations [ppb], (b) CH 4 radiative forcing [W/m 2]
The general trends of results from APMT and MAGICC compare well and the
discrepancies can be explained by differences in modeling assumptions; the blue circle
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indicates the latest IPCC estimate for year 2005. The CH 4 concentration results
from APMT and MAGICC are similar in magnitude with differences arising from
assumptions about the initial atmospheric CH 4 growth rate which is used to balance
the CH 4 mass budget and integrate the mass balance equation (Equation 4.10) out to
future years. The MAGICC model uses a previous growth rate estimate of 3.5ppb/yr,
while APMT uses the most recent IPCC estimate of 0.2ppb/year over the period 2000-
2005 [126, 42]. The difference in RF estimates are much larger due to the differences in
which direct and indirect components of CH 4 RF are included in these results. The
IPCC AR4 estimate indicated by the blue circle only includes the direct radiative
forcing from CH 4 , the MAGICC estimate includes the direct effect, the OH-lifetime
feedback and the stratospheric water vapor effect, while the APMT values include all
direct and indirect RF effects of CH 4 except CO 2 production. Note that the MAGICC
model approximates the stratospheric water vapor effect as being 5% of the direct
and the OH-lifetime feedback effects summed based on information from the IPCC
Third Assessment Report [126, 121]. APMT models indirect CH 4 forcing effects based
on the more recent IPCC Fourth Assessment Report as described in Section 4.2.1.4.
Figure 4-6 compares APMT CH 4 and MAGICC results with the APMT modeling
assumptions aligned with MAGICC assumptions thereby diminishing differences in
results from the two models. In summary, both sets of comparisons for CO 2 and CH 4
results indicate that APMT results agree well with those estimated by the MAGICC
model.
4.2.5.2 Global Warming Potentials for NO.
In this section APMT estimates of Global Warming Potentials (GWPs) for NO,
effects are compared with those provided by the IPCC [42] and work presented by
Fuglestvedt et al. [115] which use the same aviation-specific NO, studies as APMT.
These studies include the work by Stevenson et al. [43] and Wild et al. [44] discussed
previously in Section 4.2.1.3. GWPs are defined as an index that quantifies the time-
integrated global mean radiative forcing of a pulse of 1kg of a species relative to that
of 1 kg of a reference gas which is typically selected to be CO 2. GWPs are intended
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Figure 4-6: Comparison of CH4 results from APMT and MAGICC with similar as-
sumptions (a) CH 4 Concentrations [ppb], (b) CH 4 radiative forcing [W/m 2]
to be used as an equivalency metric across different greenhouse gases to quantify the
tradeoffs involved in multi-component climate change abatement strategies [42].
1-5
Wild et al. (2001) 130 71 93
Table 4.6: Aviation NO, Global Warming Potentials [42, 115]
While GWPs have already been used in the Kyoto Protocol to compare climate
impacts of long-lived greenhouse gases such as CH 4 , N20, HFCs, SF6 , PFCs with
those from CO 2, several studies have also pointed out key inadequacies with the GWP
concept. Some criticisms include the dependence of the GWP metric on the choice of
time horizon for integration, the differences in temporal trends of climate impacts for
two GWP-equivalent species, evaluation of impacts relative to a fixed background,
etc. (see [108, 128, 42] for a detailed discussion). GWPs for short-lived species like
NO, are highly uncertain as compared to long-lived greenhouse gases as the short-
lived impacts vary with time and place of emissions [129, 42]. Here an estimate of
aviation NO. GWP is provided as a means of comparing model performance with
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external sources. Table 4.6 lists GWPs from the IPCC [42], Fuglestvedt et al. [115]
and APMT.
The differences between APMT and other literature estimates are largely ex-
plained by the methodology for computing CO 2 impacts. The IPCC and Fuglestvedt
estimates follow the conventional definition of GWPs and compute CO 2 impacts with
a constant radiative efficiency (1.82W/m 2/kgCO 2) corresponding to a constant back-
ground concentration for CO 2 of 378ppm. While the Bern carbon-cyle IRF parameters
in APMT are also tuned to a constant background concentration of 378 ppm, CO 2
RF is computed as a function of changing atmospheric concentrations. Since CO 2
RF has a logarithmic dependence on CO 2 concentrations, APMT estimates have a
declining CO 2 radiative efficiency as background concentrations grow in the future.
When APMT GWPs are computed with a fixed CO 2 radiative efficiency, results are
found to be within 5% for the Fuglestvedt et al. estimates using Wild et al. RF
values and within 50% of the Stevenson et al. estimates [115, 43, 44]. The differences
with Stevenson et al. results are amplified given that they are very close to zero. The
APMT results identically match the IPCC GWPs for Stevenson et al. when the CO 2
methodological differences are accounted for [42, 43]. Both APMT and Fuglestvedt
et al. [115] results for Wild et al. [44] differ from the IPCC estimates even with
a constant radiative efficiency as the IPCC uses RF values from the original Wild
et al. [44] study, while the other two use corrected Wild et al. results presented in
Stevenson et al. [43].
4.2.5.3 Comparison with Other Damage Functions
This section compares the APMT valuation approach based on the DICE-2007 dam-
age function [87] with other literature estimates. As discussed previously in Sec-
tion 4.2.3, the DICE-2007 damage function estimates both market and non-market
impacts as well as impacts related to catastrophic events. DICE along with other
damage functions in literature express societal damages as a function of changes in
mean surface temperature. Figure 4-7 taken from the most recent IPCC report [10]
compares results from a previous version of the DICE model (DICE-99) [79] with those
from the other damage functions including the Model for Evaluating Regional and
Global Effects of GHG reduction policies (MERGE) [130], the Climate Framework for
Uncertainty, Negotiation and Distribution (FUND) [80], and the Policy Analysis of
the Greenhouse Effect (PAGE2002) model used in the Stern Review [101]. Differences
in damage estimates arise from varying assumptions about market and non-market
impacts, catastrophic events, discounting methods, equity weights, climate system
feedbacks and so on [10].
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Figure 4-7: Damage estimates from literature [10]
Figure 4-8 shows the temperature dependence for the latest version of the DICE-
2007 damage function described in Section 4.2.3. Also plotted along with the original
DICE-2007 damage function are the half and twice the damage estimates relative to
DICE-2007. APMT captures uncertainties in damage function estimates by sampling
uniformly between the three different damage estimates shown in Figure 4-8. This
band of damage estimates shown in Figure 4-8 is representative of the behavior of
other damage functions and encompasses the range of estimates presented in Figure 4-
7. The shaded area in Figure 4-8 indicates the range of damage estimates from the
literature presented by the IPCC and provided in Figure 4-7.
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Figure 4-8: DICE-2007 implementation in APMT
4.2.6 Limitations
This section focuses on a discussion of some key limitations of the APMT-Impacts
Climate Module which sheds light on current gaps in functionality and identifies future
areas of research. Listed below are some of major limitations of the APMT-Impacts
Climate Module:
Spatial resolution: APMT currently estimates aviation-specific impacts at a
globally-averaged spatial scale. However, this does not capture the spatially hetero-
geneous nature of aviation effects such as contrails, cirrus, black carbon, sulfates, and
the short-lived NO,-0 3 effect. All these effects are short-lived with residence times on
the order of days to weeks and therefore are strongly felt in the region of emissions.
Globally-averaged result do not capture the potential large regional variations in im-
pacts from short-lived species. APMT is constrained to globally-averaged metrics
given the high uncertainties in and lack of literature estimates for regional radiative
forcing impacts from aviation. While there are several studies in literature that as-
sess the impacts of regional perturbations of aviation emissions on global impacts
(see [131, 114, 82]), there are virtually no robust estimates of regional variations of
............................... .. .... . ............. ............... ................... ............................ .............. 
aviation climate impacts.
Using globally averaged impact estimates from APMT, this work presents a first
order assessment of the magnitude of impacts when spatial heterogeneity of avia-
tion short-lived effects is taken into consideration. Given greater aviation activity in
the northern hemisphere, aviation short-lived effects have a stronger impact in the
northern hemisphere as compared to the southern hemisphere. This is shown in Fig-
ures 4-9a and 4-9b for radiative forcing from the warming NO,-0 3 effect and contrails
respectively [131, 114]. Assuming globally-uniform impacts from short-lived effects
does not capture the spatial variation shown in Figure 4-9 and may underestimate
impacts from aviation. This is can be seen in the case of NO-related impacts. As
described earlier, the short-lived, regional, NO,-O 3 warming RF roughly balances the
longer-lived, globally-uniform, NO,-CH 4-0 3 cooling RF when integrated globally and
over the full time horizon of impacts [43, 44, 111]. This indicates a negligible impact
from NO, effects, however, spatial and temporal heterogeneity of aviation NO. im-
pacts may lead to warming in the northern hemisphere and cooling in the southern
hemisphere.
An upper bound conservative estimate of total aviation impacts can therefore be
made by estimating impacts only in the northern hemisphere and assuming that all
the short-lived effects of aviation are confined to the northern hemisphere. Aviation
short-lived RF in the northern hemisphere can be estimated by scaling the globally-
averaged APMT estimates by a factor of 2 based on area weighting (assuming no
short-lived impacts in southern hemisphere). Longer-lived CO 2 and NO,-CH 4-0 3 RF
for the northern hemisphere would be identical to APMT RF estimates as they are
globally uniform effects. Given current modeling limitations within APMT, this es-
timation of physical impacts in the northern hemisphere is intended to illustrate the
difference in impact estimates when spatially heterogeneity is accounted for. Damage
estimates in the northern hemisphere can be estimated by using global damage func-
tions. This is a fair first order approximation given that the northern hemisphere has
greater land mass, population, and economic activity as compared to the southern
hemisphere. A detailed regional assessment of aviation climate impacts using more
complex climate models with greater spatial resolution and regional damage functions
would be necessary to model more accurate estimates of spatial variations in aviation
impacts. The fidelity and modeling complexity required by a regional analysis is be-
yond the scope of this work and for the purposes of this thesis illustrative results are
presented in Chapter 6 for the case where only impacts in the northern hemisphere
are considered.
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Figure 4-9: Global distribution of 03 and contrails annual mean radiative forcing
from air traffic in 2002
Climate feedbacks: The use of impulse response functions and a simple analyti-
cal climate model in APMT does not enable an assessment of the impact of feedbacks
within the climate system which may enhance or mitigate the climate impacts asso-
ciated with aviation emissions. The impulse response coefficients are fit to complex
climate models assuming a fixed atmosphere and do not capture changes in chemical
or dynamic processes from future climate change. Some of these feedbacks are bet-
ter understood as compared to other - for instance, the C4MIP Project indicates a
positive feedback (of uncertain magnitude) within the coupled climate-carbon cycle
system with future increases in atmospheric CO 2 concentrations leading to changes
in oceanic and biological uptakes of carbon and in turn leading to higher atmospheric
CO 2 concentrations [42]. However, feedbacks associated with other short-lived species
are poorly understood in terms of uncertainties with respect to both the sign and the
magnitude of the feedbacks [42].
Independent treatment of aviation effects: Presently, different aviation ef-
fects within APMT are treated as being independent of each other. All NO-related
impacts scale with aviation NO. emissions, short-lived impacts with fuel burn, CO 2
impacts with CO 2 emissions in APMT. While this approach provides a first-order
estimate of the major impacts of each effect, it does not capture potential interac-
tions among the different effects. Some of these interactions include contributions of
aerosol particles to cirrus formation, impacts of sulfates and water-ice particles on
tropospheric ozone, etc. which are highly uncertain in magnitude [41].
Changes in future flight operations: Impacts are estimated with the implicit
assumption that future operational changes involve no significant changes in flight
routes and are only linear increases in operations and consequently in emissions.
Impacts associated with NO. emissions as well as contrails and cirrus are strongly
dependent on flight routes and current RF estimates cannot be linearly scaled if large
deviations from present day flight routing are to be expected [131, 114]. Similarly
the APMT-Impacts Climate Module currently does not provide the capability for
estimating impacts of a future supersonic fleet with stratospheric flight altitudes.
There are some important differences in the behavior of aircraft emissions in the
stratosphere as compared to the UTLS region where subsonic aircraft fly, for instance,
water vapor is significant greenhouse gas in the stratosphere while its direct radiative
impacts in troposphere are negligible [41].
4.2.7 Future Work
Future work for the APMT-Impacts Climate Module should focus on addressing cur-
rent gaps in functionality highlighted in the previous section. These future work tasks
can be separated into short-term and long-term goals for APMT development. Assess-
ing regional climate impacts of aviation emissions and incorporating climate feedbacks
into the Climate Module are developmental issues with high uncertainty and can be
labeled as long-term research tasks that are driven by advances in climate science. On
the other hand, incorporating altitude dependence of NO, and contrails/cirrus effects
can be a near term research item based on recent studies [131, 114]. Comparisons
of APMT results with those from a complex AOGCM can be conducted to improve
characterization of uncertainties as well as test the robustness of the assumption of
independence of effects. Finally, routine updates to the Module can be expected as
improved IRFs and radiative forcing estimates become available in the literature.
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Chapter 5
Uncertainty Assessment and
Communication of Results
The previous chapters identified major environmental impacts attributed to aviation
and indicated key shortcomings in current decision-making practices, namely, lack
of impact assessment or evaluation of environmental tradeoffs, and limited treat-
ment of uncertainties. Chapters 3 and 4 discussed methods for conducting a more
comprehensive aviation environmental and economic impact analysis; this Chapter
addresses the treatment of uncertainties and communication of pertinent results to
aid the decision-making process. The focus of this discussion is on challenges faced
in providing relevant information to support decision-making; this chapter does not
delve into decision theory or formal methods for evaluating optimal policies.
There is a substantial body of literature that addresses challenges associated with
using formal policy analysis models as aids in decision-making and communication
issues at the science-policy interface. Recommendations from literature have strongly
emphasized effective communication of uncertainties in results and findings [132, 133,
134, 135]. The public and policy-makers form opinions about the likelihood of events,
in this case about the environmental impacts of aviation, and it is important that these
opinions are based on the state of current knowledge. Uncertainty assessments help
describe the nature of the problem even if the information presented is imperfect [133].
Among other challenges in their experience with the EU Water Framework Directive,
Brugnach et al. [134] state that "the overriding remaining issue was the need for a
more explicit and comprehensive statement of a model's assumptions and limitations
and better information provided on the sensitivity and uncertainty inherent in the
model outputs."
Model development efforts within the FAA-NASA-Transport Canada aviation en-
vironmental tool suite place a strong emphasis on both quantitative and qualitative
assessment of the tools and their functionality. There are multiple sources of uncer-
tainties associated with the different components of the tool suite; here the discussion
is limited to assessment activities specific to APMT. Key objectives of APMT assess-
ment activities include developing an understanding of how uncertainties in inputs
and model parameters contribute to variability in model outputs, and identifying
limitations in model functionality that may impose restrictions on tool applicability.
Assessment efforts also highlight areas for further research for reducing uncertainties
in the outputs and expanding modeling capabilities.
APMT assessment involves separate quantitative and qualitative procedures for
APMT-Economics and the three APMT-Impacts modules [136]. Quantitative meth-
ods include formal parametric sensitivity studies and uncertainty analyses, and ca-
pability demonstrator and sample problems. Capability demonstrator problems were
used when the tool components being tested were still under development. Sam-
ple problems were used with components that were relatively well developed and
need limited changes to be able to fully address the problem. Qualitative assessment
methods such as external reviews by experts in the respective modeling domains are
also employed. System-level assessment is an area of future research that will focus
on the integrated tool suite and will incorporate lessons learned from the module-
level assessment studies. For APMT-Economics an additional assessment component
was included which was a model scope comparison between APMT-Economics and
AERO-MS. AERO-MS is a comprehensive economic modeling tool that has been used
extensively in previous ICAO-CAEP analyses. Details of the APMT-Economics and
AERO-MS comparison can be found in [75].
The final step in the policy analysis process is the distillation and communica-
tion of key results to the relevant stake-holders and policy-makers. Model assessment
plays an important role in facilitating the transfer of high-level policy relevant in-
formation. It sheds light on the most critical inputs and assumptions that drive
impact estimation and influence the conclusions that can be drawn about proposed
policy measures. Policy evaluation through APMT provides information on the en-
vironmental benefits and economic costs resulting from the implementation of the
policy relative to the unregulated baseline scenario. In conveying this information
to decision-makers, also indicated are the uncertainties in the quantified impacts and
the key assumptions about inputs and model parameters, which produce the particu-
lar set of results shown. Impact estimates are strongly driven by assumptions about
inputs and model parameters made prior to the analysis, therefore it is important to
provide transparency into the modeling process. This allows for a better understand-
ing of how APMT models impacts and provides users with an opportunity to modify
inputs and model parameters to match their preferences. Section 5.1 presents the
APMT approach for conducting uncertainty analysis, Section 5.2 presents an uncer-
tainty analysis for the APMT-Impacts Climate Module, while Section 5.3 discusses
the challenges associated with communication of results in greater detail.
5.1 Methods for Conducting Uncertainty Analysis
Uncertainty is broadly categorized as either epistemic, which is related to limitations
in the current state of knowledge, or aleatory, which refers to natural randomness
[136]. The fundamental tool for conducting uncertainty analysis in APMT is the
Monte Carlo simulation. Inputs and model parameters are defined as random vari-
ables with probability distributions when possible. Certain types of inputs and model
parameters that fall under the epistemic classification cannot be defined as random
variables such as projections of future anthropogenic activity. For such parameters,
results are simulated using different realizations of epistemic modeling uncertainties
to capture uncertainty in the parameter as suggested in [136]. For instance, to capture
uncertainties in future anthropogenic emissions growth scenarios four different scenar-
ios are used that represent a range of expected growth rates. Model calculations are
performed using random draws from the defined parameter distributions to produce
outputs for a given sampling of model parameters. Hundreds to thousands of trials of
model calculations are run, each being a different draw from model parameters dis-
tributions, thereby producing a distribution for the desired output. Running several
computational trials with inputs and model parameters defined as random variables
is the defining characteristic of Monte Carlo methods [137]. The output distribution
computed is then used to determine the statistical properties of the output such as
the mean and the variance.
Using Monte Carlo methods in assessing policy impacts relative to the baseline
reduces uncertainties in outputs as many modeling uncertainties are common to both
scenarios. In estimating policy impacts, a paired sampling approach is used where
the same random draws for model parameters are applied to both the baseline and
the policy scenarios. The only difference between the two scenarios is driven by the
effect of the policy such as a change in the emissions inventory. Figure 5-1 provides
an illustration of the paired sampling concept for a simple linear model. The output,
y, can be determined either by generating a common sample (paired sampling) of the
model parameter, a, or by generating two separate samples for two sets of baseline
and policy inputs i.e. unpaired sampling. The model output shown as the difference
between the policy and baseline cases is seen to have a larger variance or spread for the
unpaired sampling analysis as compared to the paired sampling analysis. Since the
uncertainty associated with model parameter, a, is common to both the baseline and
the policy analysis, following the paired sampling approach avoids double-counting
uncertainties thereby reducing the spread in the policy impact results.
Monte Carlo methods are also used to conduct global and local sensitivity analysis;
the reader is referred to [136] for details on the sensitivity analysis approaches. The
assessment process is conducted following a double-loop approach (see [136, 138] for
further details). The inner loop sampling or the global sensitivity analysis (GSA)
apportions output uncertainty among different inputs and model parameters that
can be expressed as random variables with probability distributions. Contribution of
a parameter to output variability is expressed in terms of its main and total effect
sensitivity indices. The main effect sensitivity index of a parameter refers to the
contribution to output variance due to that parameter alone while the total effect
sensitivity index shows the contribution of a parameter and its interactions with other
parameters to output variability [139, 140]. Results from a GSA analysis can then be
used to rank inputs and model parameters that can expressed as random variables in
terms of their influence on output variance. GSA analyses were conducted separately
for each of the APMT-Impacts modules and for APMT-Economics, which helped
identify the most influential inputs and model parameters for each component (see
[39, 66, 136, 110, 141] for more details).
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Figure 5-1: Paired sampling for Monte Carlo analysis
The outer-loop sampling designated as the local sensitivity analysis (LSA) as-
sesses variability in outputs resulting from different realizations of certain epistemic
modeling uncertainties that are expressed as modeling choices and are not captured
through probabilistic distributions. Examples of parameters included in the LSA for
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the APMT-Impacts Climate Module include future anthropogenic growth scenarios,
discount rate, choice of a carbon-cycle impulse response function, etc. Also included
in the LSA are those parameters identified by the inner-loop GSA to be significant
contributors to output variance. Monte Carlo simulations are conducted by shift-
ing each parameter one at a time while holding all other model parameters at their
nominal values. For certain parameters such as climate sensitivity, the LSA involves
shifting the parameter value to its possible minimum and maximum values. For other
parameters such as future growth scenarios values are shifted to all possible realiza-
tions while holding all other parameters at their nominal values. Other inputs and
model parameters not examined through the LSA are treated as random variables
and sampled from their distributions through the Monte Carlo analysis. Together
the LSA and GSA identify the most influential inputs and model parameters in each
of the modules that determine the environmental and economic impacts estimated
and uncertainties in those impacts.
Based on GSA and LSA approaches, influential contributors to output uncertainty
can be grouped into different categories of uncertainty. These categories are listed
below.
" Scenario: The scenario category includes alternative forecasts of future an-
thropogenic activity, such as aviation demand growth, population estimates,
GDP projections, and background emissions levels.
" Scientific and modeling uncertainties: Scientific and modeling uncertain-
ties are epistemic in nature and arise from the limitations in scientific knowledge
or the modeling approaches.
" Valuation assumptions: The valuation category refers to monetization meth-
ods used to quantify noise, air quality, climate impacts, and depends on the
selection of parameters such as the discount rate and value of a statistical life
(VSL).
" Behavioral assumptions: The behavioral category relates to different as-
sumptions about economic behavior of aviation producers, operators, and con-
sumers that may be employed in APMT-Economics. Some examples include
assumptions about the percentage of producer and operator costs passed down
to consumers through fare changes and the consumer demand response to fare
changes.
This categorization helps separate modeling uncertainties which arise from lack of
scientific understanding versus those which are inherently dependent on user prefer-
ences. Epistemic uncertainties that fall into the scientific and valuation categories
can be expected to reduce in the future as the state of knowledge improves. However,
uncertainties in parameters that are policymaker choices can only be addressed by
evaluating policies using different parameter values as further research is not expected
to shed light on reducing uncertainties; some examples of such parameters include
discount rate and future anthropogenic growth scenarios. The next section presents
the GSA and LSA for the APMT-Impacts Climate Module and classifies inputs and
model parameters into the uncertainty categories described above.
5.2 Uncertainty Analysis for the APMT-Impacts
Climate Module
5.2.1 Global Sensitivity Analysis
Chapter 4 provides a detailed description of the APMT Climate Module with key
inputs and model parameters listed in Tables 4.4 and 4.5. The inner-loop GSA is
conducted for those inputs and model parameters that can be expressed through
probabilistic distributions. Total sensitivity indices are provided for the GSA in Ta-
ble 5.1 and are presented graphically in Figure 5-2. The total sensitivity index (TSI)
is estimated following the mean-subtracted alternative GSA approach presented in
[110, 142]. The TSI for each model parameter is computed by re-sampling the distri-
bution for the given parameter while holding the distributions for other parameters
fixed at their base sampled values. Given the tradeoff between desired accuracy and
computational time, 10,000 Monte Carlo simulations were used to estimate the TSI.
While additional Monte Carlo draws can improve the accuracy of the TSI estimates,
the ranking of inputs in terms of their contributions to output variability is not ex-
pected to change.
TSI are presented in Table 5.1 and Figure 5-2 for temperature change and net
present value of damages from aviation climate impacts. While Table 5.1 lists TSI
for all model parameters include in the GSA, Figure 5-2 only presents the most
important contributors to output variability and combines the minor effects in a single
category labeled as Others. This uncertainty analysis is conducted using the aviation
scenarios for the CAEP/8 NO, Stringency Analysis described in detail in Chapter 6.
The baseline TSI presented here refers to the unconstrained future growth scenario
for aviation, while the policy impact TSI is the difference between the policy and
baseline scenarios. The policy scenario corresponds to a 20% increase in engine NO.
stringency certification standards implemented in 2012 (referred to as Scenario 10 in
Chapter 6).
Baseline Policy Impact Baseline Policy Impact
Fuelburn and CO 2emissions multiplier 0.018 0.001 0.003 0.0004
NOX emissions multiplier 0.00002 0.004 0.00001 0.003
RF for doubling CO2  0.013 0.001 0.008 0.004
RF value for short-lived effects 0.363 0.029 0.112 0.020
RF for NOX effects 0.003 0.695 0.001 0.426
Efficacies for non-CO 2 effects 0.006 0.240 0.002 0.168
Climate sensitivity 0.612 0.050 0.256 0.155
Reference temperature change since
pre-industrial times 0 0 0.002 0.001
Damage function 0 0 0.696 0.422
Total 1.015 1.021 1.080 1.199
Table 5.1: Global sensitivity analysis for the APMT-Impacts Climate Module - total
sensitivity indices for model parameters with probability distributions
Climate sensitivity is the most important contributor to uncertainty in baseline
temperature change followed by radiative forcing due to non-NO, and non-CO2 short-
lived effects (contrails, cirrus, H2 0, SO,, and soot) and other model parameters. Note
that damage function and reference temperature change since pre-industrial times
do not contribute to uncertainty in temperature change as these model parameters
are not used for computing temperature change. For the baseline net present value
(NPV) of climate damages, the TSI rank the damage function, climate sensitivity,
and RF from short-lived effects as the three most important contributors to output
variability. The sum of all TSI for the NPV of climate damages is greater than that
for temperature change indicating stronger interaction effects.
The paired Monte Carlo analysis approach is used to conduct the GSA for the
baseline and policy scenarios and the TSI for the policy impact are computed by
subtracting the baseline results from the policy results. The policy scenario for this
analysis results in decreased NO, emissions and increased fuel burn relative to the
baseline case (see Chapter 6 for further details). Consequently, in apportioning uncer-
tainties in the policy impact among model parameters, model parameters associated
with NO-related effects are seen to have more significant impacts for the policy
impact as compared to the baseline case. Table 5.1 and Figure 5-2 indicate that for
the policy impact temperature change the NO,-related RF and associated efficacy are
major contributors to uncertainty followed by climate sensitivity, RF from short-lived
effects and other model parameters. Similarly, for the policy impact NPV, the NO,-
related RF, damage function, efficacy, and climate sensitivity are the most significant
outputs in terms of uncertainty apportionment.
5.2.2 Local Sensitivity Analysis
The outer-loop LSA is focused on other model parameters within the APMT Cli-
mate Module that are selected as distinct values from a range of potential options.
These include the carbon-cycle impulse response function, the temperature response
approach, scenarios of future anthropogenic growth, and discount rate. Variability in
outputs arising from these model parameter choices cannot be apportioned through
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Figure 5-2: Global sensitivity analysis for the APMT-Impacts Climate Module - total
sensitivity indices for key model parameters
a GSA, therefore a local sensitivity analysis is conducted to quantify changes in the
outputs when each of these parameters are perturbed from the nominal selection.
Key probabilistic parameters identified by the GSA are also included in the LSA to
provide a comparison with the deterministic parameters.
Figure 5-3 shows LSA results for the APMT-Impacts Climate Module through a
tornado chart. The selected output is the net present value of climate damages and
is indicated by the x-axis. The vertical line designated as the nominal case represents
results with model parameters set at their nominal values listed in Table 5.2. Each of
the horizontal bars indicates the variability in NPV when the corresponding model
parameter is perturbed from its nominal value while fixing all other model parameters
at their nominal values. The perturbed model parameter values are provided in
Figure 5-3 with the low and high NO, and short-lived RF values corresponding to
the low and high assumptions described in Chapter 6 (see Table 6.6). Note that
model parameters not listed in Figure 5-3 are treated as being probabilistic and
are sampled from their respective distributions. Figure 5-3 shows the discount rate
to have the largest contribution to NPV variability. Climate sensitivity, damage
function, and RF from short-lived effects are the next set of model parameters that
influence NPV variability with approximately comparable magnitudes. Following
these parameters are the temperature response approach, the anthropogenic growth
scenario, the carbon cycle IRF, and the NO, related RF values in terms of their
impact on NPV uncertainty.
Discount rate 3%
Damage function DICE 2007
Anthropogenic growth scenario IPCC SIRES A 1B
Temperature response approach Shine et al. 2005
Carbon cycle IRF Bern carbon cycle coefficients
Climate sensitivity 3K
RF for NOX effects Hoor et al. 2009
RF value for short-lived effects Sausen et al. 2005
[H2O; sulfate; soot; contrails; cirrus] [ 2; -3.5; 2.5; 10; 30] mW/m2
Table 5.2: Local sensitivity analysis nominal model parameters
The model parameters examined in Figure 5-3 are also grouped into the uncer-
tainty categories described in Section 5.1, namely, valuation, scenario, and scientific
and modeling uncertainties. Discount rate, which is typically is policy-maker choice
and damage function with its associated ecological and economic uncertainties fall
within the valuation category. Anthropogenic growth scenarios which estimate future
economic activity and corresponding CO 2 emissions belong to the scenario uncertainty
category. Finally, the scientific and modeling uncertainty category comprises the
temperature response approach, carbon cycle IRF, climate sensitivity, NOT-related
RF, and RF from short-lived effects. The modeling and scientific uncertainties can
further be separated into uncertainties that are common to global climate change
impact modeling versus those that pertain specifically to aviation. This classification
of uncertainties can also aid in setting research priorities for reducing uncertainties in
output estimates. While scientific and modeling uncertainties as well as damage func-
............ . . .......................................................   
tion related uncertainty can be reduced with further research, uncertainties related
to the discount rate choice and future anthropogenic growth are based on alternative
projections of the future and ethical judgment and do not depend on the current state
of scientific or economic knowledge.
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Figure 5-3: Local sensitivity analysis for the APMT-Impacts Climate Module
5.3 Communication of Results
Given the complex nature of APMT with several inputs and model parameters that
are highly influential in determining the results of any policy analysis, conveying all
the critical policy-relevant information in a clear, concise manner becomes a challeng-
ing task. A strong emphasis is placed on relaying three different kinds of information
for any policy analysis: quantified environmental and economic impacts, uncertain-
ties in these impact estimates, and the inputs and model parameters that provided
these set of results. In providing this information, the assessment efforts described in
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Section 5.1 are important foundational elements.
The assessment activities allow for a distillation of the large amounts of data
accumulated through multiple Monte Carlo runs. For all components of APMT as-
sessment results indicate five to six inputs and model parameters to which the re-
spective outputs are most sensitive. Based on this condensed information, the APMT
decision-making framework specifically targeted toward policymakers or other stake-
holders is developed. This framework enables an interactive application of APMT to
aid decision-making, where the users dictate the terms of analysis to be conducted
depending on their preferences and perspectives. The selection of each of these influ-
ential parameters is described through a lens; Section 5.3.1 describes the lens concept
in further detail.
A second issue of concern with the communication of results has to do with the
selection of a time-frame over which the impacts of a proposed policy are evaluated.
Given the different temporal characteristics of the various environmental impacts,
not all the impacts from aviation activity are realized in an immediate time-frame.
For instance, CO 2 impacts tend to accrue over several centuries and this needs to
be factored in to the decision-making process. Section 5.3.2 delves further into the
selection of timescales for policy analysis.
5.3.1 Decision-making Framework - Lens
As mentioned previously, there are about five to six influential parameters for each
APMT module, which determine the magnitude of the estimated impacts and asso-
ciated uncertainties. These influential parameters are derived from global and local
sensitivity analysis conducted separately for each module that ranks parameters in
terms of their contribution to output variability [39, 66, 136, 110, 141]. Impacts can
be represented in physical or monetary metrics, with the monetary metrics having
a few more parameters in addition to the parameters necessary to compute physical
metrics such as valuation parameters and discount rate. Depending on the user pref-
erences for each of these inputs and model parameters, one can conceive of thousands
of unique combinations of inputs and model parameters that may be of interest in
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assessing different policy options.
In order to extract meaningful insights about the possible costs and benefits of
a policy, it is helpful if the analysis options are synthesized into a set of pre-defined
combinations of inputs and assumptions. These combinations of inputs and model
parameters each describe a particular point of view or perspective on conducting the
policy analysis. Each of these combinations is designated as a lens as it symbolizes
a particular viewpoint through which one can assess a given policy option. A similar
approach has been used by the IPCC in their Special Report on Emissions Scenarios
(IPCC-SRES) in formulating future anthropogenic growth scenarios which represent
different storylines or perspectives about key factors that determine future growth
trajectories [112]. The IPCC-SRES narrative storyline approach takes into account
demographic, social, economic, technological, and environmental factors that deter-
mine future anthropogenic emissions and economic growth with each storyline based
on internally consistent assumptions. The lens concept introduced here also groups
inputs and model parameters into specific combinations that define the analysis per-
spective. Some example lenses include a lens with mid-range environmental impacts
and economic impacts; one with conservative or worst-case environmental impacts
and mid-range economic impacts or vice-versa; one focused on short or long-term
environmental impacts; or one that adopts a conservative perspective on one impact
while keeping a mid-range perspective on others. Several lenses can be decided upon
prior to policy assessment with guidance from users to evaluate a given policy from
different perspectives or what if scenarios.
Figure 5-4 shows a lens with mid-range assumptions for all inputs. Each box
shown represents a different impact area with its respective influential parameters.
The lens worksheet also provides the shapes of input distributions with appropriate
values; inputs with no distributions are shown as discrete choices (see for instance, the
discount rate). Inputs that are discretely selected have blue boxes drawn around them
while inputs that are randomly drawn from their distributions have their distributions
highlighted in blue. Discount rate is a common influential input for all impacts -
it is used to convert future costs and benefits to their net present value. Table 5.3
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provides a short description of the different inputs graphically represented in Figure 5-
4. Influential parameters for APMT-Economics are determined by the policy analysis
under consideration and depend on whether the development of a future fleet forecast
is done internally within APMT-Economics or externally. It is important to note that
each of APMT modules involves more inputs and model parameters than those shown
in Figure 5-4; only those inputs and model parameters critical to output variability
are presented here. Chapter 6 demonstrates how the lens formulation can be utilized
through an illustrative engine NO, stringency analysis.
Preliminary experience in applying the lens concept for APMT policy analysis thus
far has indicated a mixed response by users. The lenses are received well by users
of the tool familiar with the overall modeling approaches within APMT. However,
the lenses were perceived as being too detailed and inaccessible by decision-makers
and other users unfamiliar with APMT modeling methods. A further distilled and
simplified explanation with descriptive names for the lenses was found to be more de-
sirable by decision-makers. An important area of future work would be to investigate
how the environmental benefit and economic cost information provided by APMT
is adopted by decision-makers in their policy-making processes. This activity can
provide valuable information for developing communication strategies for conveying
policy-relevant APMT results to decision-makers.
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Figure 5-4: Mid-range lens
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Recurring costs Recurring costs for manufacturers and operators
Fuel costs Uncertainty in future fuel prices
Consumer impacts Fraction of recurring costs passed on to consumers through fare changes
Noise Depreciation Index (NDI) Index relating housing price change to noise level changes
Background noise level Noise level above which aircraft noise affects housing value
Housing growth rate Growth rate for future housing prices
Significance level Noise level above which housing impacts are included in benefits estimation
Contour uncertainty Uncertainty in the magnitude of noise contours
Population growth Growth in population in the future
Emissions multipliers Multipliers to capture uncertainty in fuelburn; SOx; NOx; nvPM
Adult premature mortality CRF Concentration response function relating PM exposure to mortality
Value of a statistical life Value of statistical life used for estimating monetary impacts
Climate sensitivity Climate sensitivity for CO2 doubling relative to 1750 levels
NOj-related effects Uncertainty for aviation-NOr RF
Short-lived effects RF Uncertainty for other aviation effects RF - cirrus, sulfates, soot, H20, contrails
Anthropogenic growth scenario Anthropogenic C02 emissions and GDP growth scenario
Aviation scenario Aviation growth scenario
Damage coefficient Uncertainty in estimating societal damages
Table 5.3: APMT lens inputs and model parameters
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Non-recurring costs One-time costs for manufacturers
5.3.2 Timescales
Defining timescales over which the policy analysis is conducted and over which the
costs and benefits are accrued is an important issue in the communication of results.
Selection of the analysis timescale can significantly alter the conclusions drawn about
the efficacy of a proposed policy measure and therefore warrants a brief discussion
here. There are two timescales embedded in a policy analysis. The first timescale is
the policy influence time period which is the duration over which a policy influences
the current fleet mix. The second timescale is the impacts time period over which
the impacts of the different environmental effects attributed to the activity of the
current fleet persist. As illustrated in Figure 5-5, in order to evaluate the impacts of
a proposed policy measure relative to a baseline scenario, aviation activity is modeled
for the duration of the policy influence time period where the policy impacts are
expected to be significant. This does not imply that aviation activity ceases after the
policy impact time period; as shown in Figure 5-5, aviation continues, but the policy
is assumed to no longer influence the fleet mix.
Period over which
policy is expected to Aviation continues, policy
have a significant impact does not
Aviation impact on the
activity emissions source
(emissions source)
In analyzing a policy, we seek to
understand the difference between a
policy scenario and a baseline
scenario
2005 2035 Years
Figure 5-5: Timescales in policy analysis
The policy influence time period may or may not coincide with the impacts time
period depending on the nature of the environmental effects considered. For exam-
ple, climate change impacts include short-lived and long-lived effects as described in
Chapter 2. A policy that aims to decrease the long-lived CO 2 emissions may modify
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fleet characteristics for 30-40 years. However, the emissions from the fleet during the
policy influence time period may persist in the atmosphere for a significantly longer
time period due to the long atmospheric residence time of CO 2 (on the order of cen-
turies). In this case the environmental impacts of CO 2 emissions are not fully realized
in the 30-40 year span and continue well beyond the policy influence period.
Distinctions between the timescales discussed previously become important when
one wishes to aggregate economic costs and environmental benefits resulting from
a proposed policy measure relative to a baseline scenario. The time period over
which the costs and benefits are accrued may change the balance between costs and
benefits making a policy seem more or less desirable. For the policy analysis presented
in Chapter 6, costs and benefits aggregated over the full impacts time period are
compared, which extends well beyond the policy influence period. The policy influence
time period is typically chosen to be 30 years which is consistent with the ICAO-CAEP
forecasting and analysis practice for assessing policy measures, and approximately
the same as the time-scale for the development, adoption, and significant use of new
technology in the fleet.
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Chapter 6
NO, Stringency Policy Analysis
As described in Chapter 2, NO, emissions include both NO and NO 2 and are a
byproduct of combustion at high temperatures and high pressures such as in jet en-
gines. NO, emissions are of concern for both air quality and climate impacts. There
is limited scientific evidence indicating the direct health impacts of NO. however it
plays an important role as it perturbs atmospheric ozone chemistry and is a precur-
sor to particulate matter in the form of nitrates [71]. In terms of climate impacts,
NO, leads to ozone production at altitude with a short-lived warming effect and also
increases the abundance of OH radicals in the atmosphere which reduces CH 4 con-
centrations. The NO,-related CH 4 reduction is a long-lived effect with a e-folding
time of order of a decade ([43, 111, 44]) and also has an associated 03 reduction
effect. This long-lived NO,-CH 4-0 3 effect has a cooling impact that to a large extent
counter-balances the short-lived warming 03 effect when integrated globally.
ICAO has regulated aircraft NO. emissions from the 1980s to improve air quality
in the vicinity of airports with increasingly stringent standards over the years. The
ICAO NO_ emissions standards only apply to engines with a thrust rating of greater
than 26.7kN. Figure 6-1 provides an overview of the increasingly stringent CAEP
standards for engine NO. emissions for engines with a high thrust rating (greater
than 89kN)[143]. The standards control the engine NOX characteristic or D,/FO,
which is the ratio of NO2 emissions over the landing-takeoff cycle normalized by the
maximum takeoff thrust rating for the engine. The first NO. certification standard
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was adopted in 1981 by the ICAO Committee on Aviation Engine Emissions. The
CAEP/2 meeting made the first standard more stringent by 20% for newly certified
engines produced after December 31, 1999. The next stringency increase was agreed
upon at the CAEP/4 meeting to be 16% greater than the CAEP/2 standard for
engines certified after December 31, 2003. Finally, the latest NO, standard was set
at the 6th meeting of the CAEP in 2004 where the NO, standard was increased by 12
percent as compared to CAEP/4 for engines manufactured after December 2007 [144].
The stringency increase typically refers to the value at an overall pressure ratio of
30 for high-thrust engines (greater than 89kN). The change in stringency varies with
the overall engine pressure ratio (OPR) and thrust rating (F,,), with an allowance
for engines with higher OPR values to emit more NO,.
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Figure 6-1: ICAO-CAEP NOX stringency standards [143]
As discussed in Section 2.2, the decision-making process for the CAEP/6 NOx
emissions standard selected the most cost-effective stringency option among the op-
tions analyzed by the FESG. The CAEP/6 FESG analysis described in Section 2.2.2
found the 10% stringency level implemented in 2008 to be most cost-effective option,
however, negotiations with stakeholders lead to an agreement over a stringency in-
crease of 12% relative to CAEP/4 standards as the new CAEP/6 standard [144]. The
CAEP/6 NOx stringency analysis did not explicitly model health and welfare impacts
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of reductions in NO, emissions or account for interdependencies between noise and
emissions impacts [56]. The ICAO-CAEP will hold its eighth meeting in 2010 and
will revisit engine NO2- emissions stringency standards as a part of its work program.
This chapter analyzes a subset of engine NO, emissions stringency options being
considered for the CAEP/8. A comparison of the key policy insights obtained from
the conventional cost-effectiveness approach with a more comprehensive cost-benefit
approach that incorporates the following elements is provided:
* Estimation of the physical and monetized noise, air quality, and climate change
impacts from reductions in NO. emissions and the associated fuel burn and
noise penalties
* Quantification of uncertainties in modeling both environmental and economic
impacts attributed to aviation activity
" Assessment of tradeoffs between environmental benefits and economic costs as-
sociated with the proposed NO, emissions stringency options
Using the APMT tool described in Chapters 3 and 4, this chapter illustrates
how the inclusion of health and welfare impacts through a cost-benefit analysis is a
substantial improvement in the evaluation process for aviation environmental policies.
The following sections first discuss the CAEP/8 NO, Stringency scenarios, present key
modeling assumptions within APMT and finally present cost-effectiveness and cost-
benefit results. This work also tests the sensitivity of results to modeling assumptions
made both within APMT and in developing the CAEP NOX stringency options.
6.1 CAEP/8 NOX Stringency Options
One of the outcomes of the CAEP/6 meeting was an agreement to consider more
stringent engine NO, emissions standards in the eighth meeting of the CAEP in
2010. In preparation for the CAEP/8 meeting, there has been a substantial work
effort dedicated to the evaluation of more stringent NOx policy options relative to
CAEP/6. There have been several changes to the analysis procedure employed for the
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CAEP/8 process as compared to the CAEP/6 analysis. Some of the major changes
include:
e Establishment of the Modeling and Database Task Force (MODTF) at the
7th CAEP meeting in 2007 to facilitate the evaluation of candidate models for
analyses that will be required as a part of the work program for the 8th meeting
of the CAEP [55].
" NO, stringency analysis derived from several different models as compared to
the CAEP/6 analysis which solely used the FAA Emission and Dispersion Mod-
eling System tool for environmental benefits modeling and the FESG model for
economic costs. A list of the models exercised for the NO, analysis can be found
in [145].
" Modeling of tradeoffs between emissions and noise by capturing the impact
of fuel burn and noise penalties associated with some of the NO. stringency
options.
The NO. stringency analysis requires coordination and data flow among the var-
ious working groups in the CAEP, the MODTF, and the FESG. The process can be
briefly described as follows - Working Groups 1 and 3 within the CAEP provide key
inputs to the MODTF and FESG that enable the modeling of environmental and
economic impacts of the different policy options. The Working Groups provide in-
puts including information on existing engines affected by different stringency levels,
the engine emissions databank with data on emissions indices, the aircraft noise and
performance database, the fleet growth and replacement database, the Campbell-Hill
database with aircraft noise and emissions certification data and technology response
data that quantifies tradeoffs among NO, emissions, fuel burn, noise, and costs. This
information is then used by the FESG to develop future fleet and traffic forecasts
and fleet retirement curves. The MODTF uses inputs on future operations from the
FESG and the Working Groups to model environmental benefits in terms of terminal
area noise and emissions as well as full mission fuel burn and emissions. Finally,
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the FESG conducts its economic cost-effectiveness analysis using environmental ben-
efits modeled by the MODTF and costs incurred by manufacturers and operators for
future operations determined by their response to the NO, stringency level.
To ensure good coordination among the different groups involved and refine mod-
eling assumptions, the groups engaged in several sample problem analyses and con-
ducted two rounds of modeling for the NO, stringency assessment. Here the analysis
focuses on the final round of modeling for the NO. stringency analysis. The next sec-
tions provide a brief overview of the modeling assumptions utilized by the MODTF
and the FESG as relevant to the policy analysis presented in this thesis. For addi-
tional details on the databases and assumptions used in the CAEP/8 NO, stringency
analysis, the reader is referred to [145].
6.1.1 NO. Stringency Scenarios
The CAEP/8 NO. stringency options range from 5% to 20% stringency increases
relative to CAEP/6 standards in increments of 5%. The ten different scenarios under
consideration are shown in Table 6.1 with stringency levels listed by engine categories;
the analysis is conducted for both the small and large engine categories separately
and for all engines combined. Small engines are defined as having a thrust rating
between 26.7kN and 89kN, while large engines have a thrust rating of greater than
89kN. Table 6.1 also indicates the slope of the stringency limit when plotting D,/FO
as a function of the overall engine pressure ratio for the large engines. The analysis
presented in this chapter includes both small and large engines.
Environmental and economic results provided by the MODTF and the FESG for
the baseline or no stringency case are modeled for years 2006, 2016, 2026, and 2036.
The stringency options have two different implementation years - 2012 and 2016.
Policy options implemented in year 2012 are modeled for years 2016, 2026, and 2036,
and policy options with an implementation year of 2016 are modeled for years 2026
and 2036. Results for the in-between years are interpolated using a cubic spline fit
such that the policy and no stringency cases have identical noise and emissions inven-
tories till the policy implementation year. For the purposes of this chapter, the most
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stringent scenario from the ten options listed in Table 6.1 is selected. The analysis
presented later in this chapter compares the environmental benefits and economic
costs of Scenario 10 relative to the no stringency case for both implementation years.
Scenario 10 involves a 20% increase in stringency for all engines relative to CAEP/6
standards. Next, the FESG modeling process and assumptions for developing the
future traffic and fleet forecast underlying the stringency options are discussed [145].
Small Engine
Scenario (26.7kN / 89kN Foo) Large Engine (Slope>300PR)
1 -5%/-5% -5% 2
2 -10%/-10% -10% 2.2
3 -10%/-10% -10% 2
4 -5%/-15% -15% 2.2
5 -15%/-15% -15% 2.2
6 -5%/-15% -15% 2
7 -15%/-15% -15% 2
8 -10%/-20% -20% 2.2
9 -15%/-20% -20% 2.2
10 -20% / -20% -20% 2.2
Table 6.1: CAEP/8 NO, stringency scenarios [145]
6.1.2 FESG Fleet and Traffic Forecast
The FESG fleet and traffic forecast is based on an assumption of unconstrained growth
in the future which implies no physical (airport-level) or operational (airspace) con-
straints to air traffic growth. The FESG forecast includes a passenger traffic forecast
in revenue passenger kilometers, a passenger fleet mix forecast, forecast for aircraft
less than 20 seats and a freighter traffic and fleet forecast. Aircraft with less than 20
seats are not modeled by the MODTF group in the environmental assessment and
will not be discussed further here.
The passenger traffic forecast is based on scheduled operations of commercial civil
aviation aircraft and chartered flights but does not include general aviation or military
operations. The FESG traffic forecast is a consensus-based forecast with inputs from
ICAO and the industry and is developed for the period 2006-2026; a 10-year extension
to the base forecast to 2036 is also estimated. The forecast estimates average annual
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traffic growth for 23 major international and domestic route groups to be 4.9% over
2006-2026 and 4.4% from 2026-2036. The forecast extension is based on differences
in market maturity across the globe modeled by applying a growth decline factor to
the consensus-based forecast for different route groups [146].
The FESG models the passenger fleet mix over a 30-year period from 2006-2036
using the Airbus corporate model. Fleet growth modeling requires passenger traffic
growth as an input along with assumptions about seat categories, load factors, and
aircraft utilization over the forecast period. The passenger fleet forecast shows an
annual average fleet growth rate of 3 to 3.2% between 2006 to 2036 resulting in a
doubling of the fleet by 2026 relative to 2006 and the fleet in 2036 being 2.5 times
that in 2006. The FESG also develops retirement curves for passenger aircraft in
service to determine the number of aircraft to be replaced in the current fleet over
the 30 year period in consideration [146].
Finally, the freighter traffic forecast from 2006-2036 is developed using a modified
version of the Boeing corporate forecast methodology. The freighter traffic is expected
to grow at an average annual rate of 6% over these 30 years. The freighter fleet
mix composed of currently in-service aircraft, new aircraft, and passenger aircraft
converted to freighter is based on assumptions about seat categories, load factors,
and an average retirement age of 40 years [146].
It is important to note that the FESG fleet and traffic forecast used for the
CAEP/8 NO, stringency analysis conducted in this thesis does not reflect the re-
cent global economic downturn which is expected to dampen air traffic growth in the
near future [11]. This FESG forecast was developed prior to the economic downturn
in 2008 and was not revised to account for recent changes for the purposes for the
NO, stringency analysis. However, the anticipated decline in growth does not impact
the cost-benefit analysis methodologies presented in this thesis.
6.1.3 Noise and Emissions Modeling
The starting point for all noise and emissions modeling within the MODTF is the
Common Operations Database (COD) for year 2006. The COD consists of detailed
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operations data for year 2006 based on information from EUROCONTROL's En-
hanced Traffic Flight Management System, the FAA's Enhanced Traffic Management
System and the International Offical Airline Guide's 2006 schedule. The NOX strin-
gency assessment is based on operations data from six representative weeks from the
COD scaled up to represent operations for one year. Future fleet and operations are
modeled by the AEDT Fleet and Operations Module (FOM) that uses the FESG fleet
and traffic forecast, aircraft retirement curves, and the aircraft growth and replace-
ment database. The AEDT-FOM provides all emissions and noise modelers with
the flight operations data to simulate noise contours and emissions inventories for
the baseline and stringency options under consideration. Noise and emissions mod-
elers also use information on the technology response by the different engine families
affected by the new NO2 stringency to compute future noise and emissions. Sec-
tion 6.1.4 discusses the different technology response categories and associated costs,
fuel burn, and noise penalties [145].
Noise and emissions modeling is limited to the aircraft level, no other airport
sources are modeled. Several noise and emissions models have been used for the
CAEP/8 NOx stringency analysis, however, for the purposes of this chapter results
provided by the Aviation Environmental Design Tool (AEDT) are used. Noise re-
sults are provided by the AEDT/Model for Assessing Global Exposure from Noise
of Transport Airplanes (MAGENTA) version 7.0, which is consistent with both the
Society of Automotive Engineers Procedure for the Calculation of Airplane Noise in
the Vicinity of Airports, AIR-1845 [147] and the European Civil Aviation Conference
Document 29 [14] in its methodologies. AEDT/MAGENTA provides results in the
form of population exposure to and noise contours for 55, 60, and 65 dB DNL noise
levels for 210 airports worldwide.
Emissions modeling is broken down into air quality (AQ) or terminal area emis-
sions and greenhouse gas or full mission emissions. AQ emissions are provided by
the AEDT/Emissions and Dispersion Modeling System and full mission emissions
are provided by the AEDT/System for assessing Aviation's Global Emissions. The
AEDT models aircraft emissions including carbon dioxide (CO 2 ), water (H20), sul-
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fur oxides (SO,), nitrogen oxides (NO,), total hydrocarbons (HC), carbon monoxide
(CO), particulate matter (PM), non-methane hydrocarbons (NMHC), and volatile
organic compounds (VOC) for all flight segments. A brief description of the AEDT
tool can be found in Appendix A. AQ emissions are modeled using ICAO times in
mode for the taxi, takeoff, climb-out, and approach flight segments below 3000 feet.
Full mission emissions are based on great circle trajectories and do not use radar track
data for determining flight tracks [145].
While emissions and noise data are provided on a global basis, for the analysis
presented in Section 6.3 US-centric results are utilized given APMT data limitations.
AEDT environmental results used for modeling noise, air quality, and climate impacts
in APMT are presented in Section 6.3.
6.1.4 Technology Response
Future fleet composition under increased NO2 stringency is based on the assumption
that any in-production aircraft-engine combination that fails the new stringency will
either undergo necessary modifications to comply or will no longer be a part of the
future fleet. The primary engine design tradeoffs involved in reducing NO, emissions
include penalties in fuel efficiency leading to the formation of other pollutants such as
soot, CO, C0 2 , HC, and detrimental impacts on stable and reliable engine operation
across the flight envelope. NO. formation occurs at high temperatures in the com-
bustor and technologies to reduce NO. emissions tend to focus on lowering combustor
temperatures and/or reducing the residence time of gases in the combustor. CAEP
Working Groups 1 and 3 provide information on the technology response required
by the different engine families for the stringency options under consideration. Any
proposed changes are assumed to be applicable to the entire engine family to reduce
costs. Here only the technical aspects of the technology response are discussed, the
associated costs are provided in Section 6.1.5. Three different categories of technology
response designated as "Modification Status" or MS levels are described in [145]:
1. MS1 - Minor Change
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As the name suggests, the MS1 level refers to minor changes to existing engines
that are expected to result in NO. reductions of about 1-5%. Some examples
of minor modifications include changes to cooling flows around the combustor
and to the engine control system resulting in changes in engine performance
and potentially requiring additional testing and re-certification.
2. MS2 - Scaled Proven Technology
The MS2 level is applied in the case where an engine manufacturer can apply
its best-proven certified combustor technology which is in use in a different
engine family to an engine family that fails the new NO, stringency. The MS2
modification is expected to require significant modeling and design work along
with ground as well as flight testing of the modified engines. NO, reductions
are anticipated to be at least 6% for the MS2 level.
3. MS3 - New Technology Applying Combustor from Research Programs
The MS3 level requires significant investment in development time and costs for
new technology acquisition either from other manufacturers or through research
programs. NO, reductions of atleast 10% are feasible through a MS3 change.
Radical design changes are necessary in the case of the MS3 which necessitate
extensive iterative analysis and testing. The MS3 level is the only technology
response level with an associated fuel burn penalty of 0-0.5% and a noise penalty
of 0-1dB. Noise penalties are modeled either as changes in noise levels or as costs
incurred to mitigate the expected noise increases. For the analysis presented in
Section 6.4.2 the noise penalty is expressed through changes in noise levels and
resulting changes in population impacts and housing value and rental loss.
6.1.5 Costs of Stringency Options
Costs related to the different stringency options are classified as recurring or non-
recurring and associated with engine manufacturers or airline operators. These dis-
tinctions also prevent the possibility of any double-counting in the economic analysis.
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Table 6.2 lists the different cost categories by the different MS levels [148] and the fol-
lowing discussion briefly describes each of the cost categories. It is important to note
that only those cost assumptions included in the analysis presented in this thesis are
shown in Table 6.2. The FESG also plans to include additional costs impacts such as
costs from having additional spare engines, and loss in fleet value for affected engines
in their NO, stringency cost-effectiveness analysis for CAEP/8. The spare engine in-
ventory of airlines is expected to change at the MS3 level where the modified engines
are substantially different from existing engines leading to a loss in fleet commonality.
The lost asset value category refers to the loss in fleet value for those engines that are
delivered before the stringency implementation date and will have to be retrofitted
to comply with the new standard. However, at the time of this analysis, those data
were not available and were therefore not included in the cost estimates.
Engineering and
development
[$M]
Incremental engine
production
[$1
Fuel burn
penalty*
[%]
Engine
maintenance
[$/EFH]
Lost revenue
payload/range
constraints*
MS1 8(1-15) 0 0 0 0
MS2 75 (50-100) 20,000 0 1 0
MS3 300 (100-500) 40,000 0.5% 2 5% twin-aisle
aircraft operations
to offload 7501b of
cargo, 0.5% of
single-aisle
aircraft to offload
1 passenger
* Cost of additional fuel based on an average fuel price of $100/barrel with a high estimate of $150/barrel
** Based on average yield assumptions of 9.3 cents/passenger km in 2006 and 10.2 cents/passenger km
(2016, 2026, 2036); 28.8 cents/tonne km in 2006 and 32.6 cents/tonne km (2016, 2026, 2036)
Table 6.2: Costs of CAEP/8 NO, stringency options [148]
1. Non-recurring costs
Non-recurring engineering and development costs are incurred by manufactur-
ers in adopting the required MS level technology changes for affected engine
families. Cost estimates are listed with a central value in Table 6.2 and a range
provided in parentheses [148].
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2. Recurring costs
There are four different cost categories included under recurring costs as shown
in Table 6.2. Manufacturer recurring costs are related to higher production
costs for modified engines which have increased complexity and require the
use of more expensive materials. For airline operators recurring costs include
costs of additional fuel resulting from the MS3 fuel penalty, increased engine
maintenance costs, and lost revenue from changes in payload-range capability.
Costs of additional fuel are specific to the MS3 level and are estimated using
an average fuel price of $100/barrel (a high fuel price estimate of $150/barrel is
also used). Increased maintenance costs for the modified engines with increased
complexity are listed as costs per engine flight hour in Table 6.2. For long
range missions operated at the margins of the aircraft payload-range capability,
the MS3 fuel penalty requires offloading of passengers or cargo to carry the
additional fuel necessary resulting in revenue loss. This loss in revenue from
the MS3 incremental fuel burn impact depends on average aircraft utilization
at the payload-range limit and airline yields [148].
6.2 APMT Modeling Assumptions
Section 6.1 discussed modeling assumptions upstream of APMT within the CAEP
analysis groups; here a description of modeling assumptions within APMT-Economics
and APMT-Impacts is provided. The APMT NO. stringency analysis presented in
this thesis is limited to US-related impacts given the geographic scope of the air
quality modeling within APMT to ensure that the economic costs and environmental
benefits are compared in a consistent manner. There are several key sources of uncer-
tainty involved in conducting an economic analysis of the CAEP/8 NO, stringency
options. These uncertainties can stem from the CAEP/8 modeling process such as
from developing future aviation growth scenarios, technology response and cost as-
sumptions, and modeling noise contours and emissions inventories, as well as from
the APMT model. While investigating the uncertainties in the CAEP/8 modeling
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process described in Section 6.1 is constrained by the data available from the CAEP
analysis, the impacts of uncertainties related to the APMT model can be explored in
greater detail by utilizing the extensive assessment efforts described in Chapter 5.
This section describes the lenses selected for conducting a cost-benefit analysis
using the APMT model (see Chapter 5 for a discussion on the lens concept). Three
different lenses capturing low, mid-range, and high impact estimates are presented for
both APMT-Impacts and APMT-Economics, where low, mid-range, and high input
and model parameter assumptions in each impact category are grouped together.
Also presented is an illustrative lens that makes first order estimates of air quality and
climate impacts not currently modeled using detailed methods in APMT. The lenses
selected for the purposes of the CAEP/8 NO, stringency analysis serve as sample
lenses that limit the results discussion to a few analysis perspectives and highlight
the main features of the approach. However, one can envision several different lenses
for conducting any given policy assessment, for instance, lenses can be defined based
on different combinations of low, mid-range, and high assumptions for the impact
areas.
6.2.1 APMT-Economics
The APMT-Economics results presented in Section 6.4 have been provided by MVA
Consultancy, UK. Inputs to the APMT-Economics Module include operations data
from the AEDT Fleet and Operations Module and technology response and cost
assumptions from the CAEP Working Groups. As mentioned earlier in Section 6.1.1,
this chapter analyzes Scenario 10 from the CAEP/8 scenarios for both 2012 and 2016
implementation years. The analysis presented here is focused on US-related impacts
where US-related is defined as flight operations having the US as a destination or
origin point. Table 6.3 lists the key assumptions for APMT-Economics for the low,
mid-range, and high lenses. Only those assumptions that differ among lenses are
shown in Table 6.3; the remaining cost assumptions are set as defined in Table 6.2.
Sections 6.4.2 and 6.4.3 explore the variability in outputs attributed to the APMT-
Economics lens assumptions from Table 6.3.
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The mid-range lens uses central cost assumptions shown in Table 6.2 with a dis-
count rate of 3%. The low lens uses low range non-recurring engineering and develop-
ment cost assumptions with a discount rate of 5%, while the high lens corresponds to
a higher fuel price and a 2% discount rate. Estimated costs are expressed as changes
in producer and consumer surplus attributed to the implementation of the policy
measure relative to the no stringency case. Changes in producer surplus include pol-
icy costs borne by manufacturers and airlines, while changes in consumer surplus
measure policy costs borne by consumers. Producer surplus for manufacturers in-
cludes non-recurring engineering and development costs; producer surplus for airlines
incorporates recurring costs associated with revenue loss from changes in the payload-
range capability. The other recurring cost categories listed in Table 6.2, namely, the
engine production costs, fuel costs, and engine maintenance costs are passed on from
manufacturers to operators through engine price changes and from airline operators
to passengers through airfare changes. APMT-Economics assumes that 100% of these
three recurring cost categories are passed on to consumers. Furthermore, this analy-
sis also assumes that air travel demand is completely inelastic such that passengers
continue to travel despite fare changes with no impacts on demand. This assumption
is reasonable for cases where fare increases are minor as in this analysis.
APMT-Economics Low Mid-range High
Assumptions
Non-recurring costs MS1 - $1M MS1 - $8M MS1 - $8M
MS2 - $50M MS2 - $75M MS2 - $75M
MS3 - $100M MS3 - $300M MS3 - $300M
Fuel price $100/barrel $100/barrel $150/barrel
Discount rate 5% 3% 2%
Table 6.3: APMT-Economics CAEP/8 NO. stringency assumptions
6.2.2 APMT-Impacts
This section describes the high, mid-range, and low lenses within APMT-Impacts.
Tables 6.4, 6.5, and 6.6 show the lens assumptions for the Noise, Air Quality, and
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Climate Modules respectively. The illustrative lens analyzes the NO, stringency
options assuming conservative upper bound estimates for air quality and climate
impacts. More specifically, the illustrative lens seeks to capture effects currently not
modeled in APMT with detailed methods which include air quality health impacts
from cruise emissions and spatial heterogeneity of aviation climate impacts. Air
quality health impacts of cruise emissions are approximated by scaling the results
provided by Barrett et al. [40]. The spatial heterogeneity of short-lived climate
effects of aircraft emissions is accounted for by considering aviation impacts only in
the northern hemisphere as described in Chapter 4. For details on the selection of key
parameters for the different lenses see Chapter 5. Chapters 3 and 4 provide relevant
information on the inputs and model parameters for the APMT-Impacts Modules.
Noise and air quality impacts are modeled over the 30-year period from 2006
to 2036. Climate impacts are modeled over their full time horizon lasting for 800
years following the 30-year aviation activity period to capture impacts from long-
lived effects such as CO 2. Impacts are expressed in both physical and monetary
metrics.
Noise Depreciation 0.56% (mean - std) Normal distribution 0.77% (mean + std)
Index (NDI) mean = 0.6651%, std = 0.104%
Background noise 55 dB Triangular distribution 50 dB
level (mode = 52.5, range = 50-55) dB
Housing growth rate Historic distribution Historic distribution Historic distribution
(mean shift -2%) (mean shift +2%)
Significance level 65 dB 55 dB 55 dB
Contour uncertainty -2 dB Triangular distribution 2 dB
(mode = 0, range = -2 to 2) dB
Discount rate 5% 3% 2%
Table 6.4: APMT-Impacts Noise assumptions for the CAEP/8 NO, stringency anal-
ysis
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Population growth No growth US Census estimate 2 x US Census
estimate
Emissions multipliers 1. 0.92 1. Uniform [0.92 1.12] 1. 1.12
1. Fuel burn 2. 0.0066 (5th 2. Weibull [mean = 0.0627, std = 2. 0.154 (9 5th
2. SOx percentile) 1.2683] percentile)
3. NOx 3. 0.83 3. Uniform [0.83 1.23] 3. 1.23
4. Non-volatile PM 4. 0.52 4. Uniform [0.52 2.06] 4. 2.06
Adult premature 0.6 Triangular distribution 1.7
mortality CRF (mode = 1, range = 0.6-1.7)
Value of a statistical life $2.9 M (US 2000) Lognormal distribution (US 2000) $12 M (US 2000)
90% Cl lower mean= $6.3M, std = $2.8M 90% Cl upper
Discount rate 5% 3% 2%
Table 6.5: APMT-Impacts
analysis
Climate sensitivity
Air Quality assumptions for the CAEP/8 NO, stringency
Triangular distribution (mode, range)
[3.0, 2.0-4.5] K
4.5K
NOx-related effects Stevenson et al. Discrete uniform distribution (Stevenson Wild et al.
et al., Hoor et al., Wild et al.)
Short-lived effects RF [0, 0, 0, 0, 0, 0] Triangular distribution (mode, range) [50, 80, -10, 10,
[Cirrus, Sulfates, mW/m 2  [30 (0 - 50), -3.5 (-10 - 0), 2.5 (0 - 10), 6, 30] mW/m 2
Soot, H20, Contrails] 2.0 (0 - 6.0), 10 (0 - 30)] mW/m 2
Background scenario IPCC SRES A1B IPCC SRES A1B IPCC SRES A1B
Aviation scenario CAEP/8 scenario CAEP/8 scenario CAEP/8 scenario
Damage coefficient % x DICE-2007 Discrete uniform distribution (DICE- 2 x DICE-2007
2007, 2 x DICE 2007, % DICE-2007)
Discount rate 5% 3% 2%
Table 6.6: APMT-Impacts Climate assumptions for the CAEP/8
analysis
NO, stringency
6.3 AEDT Noise and Emission Inputs
AEDT noise inputs for this analysis are noise contours around 91 US airports ex-
pressed in terms of the average day-night noise level at the 55dB, 60dB, and 65dB
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levels. These US airports are a part of 185 AEDT/MAGENTA Shell-1 airports world-
wide that account for 91% of total global noise exposure (102 of the Shell-1 airports
are located in North America). [149]. Figure 6-2a shows the growth in total area
exposure to aircraft noise at three noise levels from 2006-2036 for the unconstrained
baseline case. Figure 6-2b shows growth in area exposure for Scenario 10 options
relative to the baseline case summed over the 30 years of the scenario. Operational
growth leads to increasing area exposure to aircraft noise at all three noise levels for
the baseline case in Figure 6-2a with the most growth seen at the 55dB DNL noise
level. The noise penalty for the MS3 technology response described in Section 6.1.4
leads to minor increases in area exposure (<0.1%) for Scenario 10 over the 30 year
period as shown in Figure 6-2b. As expected, the Scenario 10 option implemented in
2012 is seen to have a greater noise penalty as compared to the 2016 implementation
option.
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-~~ 5 d DN 55dB DNL00
"8000 -60dB DNL 0.06% - 60dB DNLE~ -65BDN 0N
600 -65dB DNL 0.5 - 65dB DNLC.X 0.05%
6000- W
In 20.04%-
4000 E 0.03%-
2000 C 0.02% -
00.01%-0 T
2006 2012 2018 2024 2030 2036 0.00%
Years Scenario 10, 2012 Scenario 10, 2016
(a) Baseline yearly area exposure to aircraft noise (b) %A area exposure to aircraft noise summed
over 30 years
Figure 6-2: AEDT noise inputs for the NOX stringency analysis
AEDT inputs to the APMT-Impacts Air Quality Module include fuel burn and
emissions of NOW, SOT, and non-volatile PM below 3000 feet for the landing and
takeoff flight segments. Growth in future emissions for the baseline case is shown
in Figures 6-3a and 6-3b while Figures 6-4a and 6-4b show changes in total landing
and takeoff (LTO) emissions for Scenario 10 relative to the baseline summed over
the policy period. Air quality emissions inputs for 313 US airports are incorporated
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in this analysis. Similar to trends in aircraft noise, LTO emissions are seen to grow
in the future for the baseline case. Fuel burn, non-volatile PM, SO, emissions are
greater for Scenario 10 relative to the baseline as a result of the MS3 fuel burn
penalty. SO, emissions scale directly with fuel burn with an emissions index (El) of
1.1712 g/kg fuel burn based on a fuel sulfur content of 600ppm. Reductions in NO,
emissions and increases in fuel burn and other emissions are greater for the policy
option implemented in 2012.
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Figure 6-3: AEDT baseline air quality inputs for the NOX stringency analysis
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Emissions inputs for the APMT-Impacts Climate Module include fuel burn, C0 2,
and NO, emissions. CO 2 emissions scale directly with fuel burn with an El of
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3155g/kg fuel burn and are not present here. Figure 6-5a and 6-5b show the temporal
trends in full mission fuel burn and NO_ respectively for the baseline scenario reflect-
ing growth in operations. AEDT results for full mission emissions are provided for
North America and US emissions have been scaled from AEDT results assuming that
US operations account for roughly 93% of North American operations. This scaling
is based on year 2005 results from the second round of the NO. Sample Problem
analysis conducted by the MODTF in preparation for CAEP/8 [150]. Figures 6-6a
and 6-6b show the differences in Scenario 10 emissions relative to the baseline case.
The MS3 fuel penalty drives fuel burn increases in Scenario 10 while increased engine
NO, stringency lowers NO, emissions.
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Figure 6-5: AEDT baseline climate inputs
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6.4 Results
The goal of the policy analysis presented in this section is to examine the environ-
mental benefits and economic costs of Scenario 10 options relative to the baseline no
stringency case. First the baseline temporal trends in noise, air quality, and climate
impacts in physical metrics are presented in Section 6.4.1. Section 6.4.2 discusses key
results from an aggregated cost benefit analysis and examines the sensitivity of anal-
ysis outcomes to variability in inputs and model parameters. Section 6.4.3 evaluates
Scenario 10 options from the perspective of a conventional cost-effectiveness analysis.
Finally, Section 6.5 presents key policy insights based on results from the cost-benefit
and cost-effectiveness analysis. The analysis is conducted using Monte Carlo methods
and the results represent the mean of several thousand Monte Carlo runs.
6.4.1 APMT-Impacts Baseline Results
The baseline results provided are for the mid-range lens assumptions and model pa-
rameters presented in Section 6.2.2. First this section presents physical impacts of
noise in terms of number of people exposed to noise levels of 55dB DNL and above
and number of people highly annoyed. Figures 6-7a and 6-7b show temporal trends
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Scenario 10, 2016
in baseline physical impacts. Growth in future operations leads to increases in area
exposure to aircraft noise as shown in Section 6.3 and consequently to increases in
number of people exposed to and highly annoyed by aircraft noise.
Baseline air quality impacts expressed in terms of incidences of premature mor-
tality attributed to exposure to aircraft particulate matter emissions are shown in
Figure 6-8. Only the incidences of premature mortality attributed to particulate
matter are presented as they constitute more than 95% of the total monetized air
quality health impacts [32]. These impacts are due to aircraft emissions below 3000
feet and do not account for impacts of cruise PM emissions. Impacts are apportioned
to the different aircraft emissions species contributing to changes in ambient partic-
ulate matter concentrations. Nitrates are seen to dominate the total impacts with
smaller contributions from elemental carbon or soot, sulfates, and organics. Note that
the apportionment determined by the APMT-Impacts Air Quality Module does not
include the EPA-SMATing process or particle-bound water as discussed in Chapter 3
and this may significantly alter the distribution of impacts across the different species
placing more emphasis on sulfates as compared to nitrates [39].
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Figure 6-7: NO, stringency - baseline yearly noise physical impacts
Figure 6-9 presents baseline climate impacts in terms of changes in globally-
averaged surface temperature. Aviation accounts for roughly 2-3% of all anthro-
pogenic greenhouse gas emissions, which explains the relatively small magnitude of
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the temperature change attributed to aviation. Longer-lived aviation-related climate
impacts such as the warming CO 2 effect and the cooling effects of NO.-CH 4 and
NO.-0 3 long continue well beyond year 2036 - the last year for which aviation emis-
sions are modeled. Short-lived effects including NOx-O 3 short, cirrus, sulfates, soot,
H20 and contrails decay within 20 years after the 30 year scenario. For noise and
air quality impacts, the duration over which the selected policy influences the fleet
mix (2006-2036 in this case) coincides with the time period over which the impacts
persist. However, climate impacts as seen in Figure 6-9 persist for several centuries
past the last of the scenario.
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Figure 6-8: NO, stringency - baseline yearly air quality physical impacts
Figures 6-7 through 6-9 indicate that growth in operations will lead to increasing
environmental impacts in the future in the absence of any mitigative environmental
policies. As seen in Section 6.3, implementation of the NO, stringency Scenario 10
options leads to decreases in NO, emissions, and increases in fuel burn and area expo-
sure to aircraft noise. The next section examines how these changes in fleet noise and
emissions performance relate to changes in noise, air quality, and climate impacts.
However, it is not possible to directly compare aviation-related noise, air quality,
and climate impacts given the disparate nature of impacts and different timescales
involved. This motivates the need for adopting a common metric to enable a com-
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parison not only of all the environmental benefits of a policy measure but also of the
economic costs incurred by producers, operators, and consumers. The next section
presents an aggregated cost-benefit analysis comparing the environmental benefits
and economic costs of Scenario 10 options relative to the baseline case using moneti-
zation methods described in Chapters 3 and 4.
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Figure 6-9: NO, stringency - baseline yearly climate physical impacts
6.4.2 Cost-Benefit Analysis
The results presented here employ the mid-range lens assumptions presented in Sec-
tions 6.2.1 and 6.2.2 for both environmental and economic impact assessment. Mon-
etized environmental impacts along with industry impacts in terms of producer and
consumer surplus for the mid-range lens are shown in Figure 6-10. The results in
Figure 6-10 represent the difference between Scenario 10 and the baseline case. The
net impact for monetized results is calculated by summing the three environmental
impacts: noise, air quality, and climate, with the two economic impacts: consumer
and producer surplus. The uncertainties for the environmental impacts are estimated
through Monte Carlo methods. Details on the treatment of uncertainties in the differ-
ent APMT modules can be found Chapter 5. While all these impacts and associated
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uncertainties have common assumptions and are not entirely independent of each
other, for a first order estimate it is assumed that they are statistically independent
effects. All of the mean impacts are summed to get the net impact and all their
variances are summed to get the variance and standard deviation of the net impact.
The height of the bars indicates the mean value and the error bars represent one
standard deviation. Note that Figure 6-10 presents policy minus baseline results and
therefore a positive change is considered detrimental while a negative change is seen
as being beneficial. The two different bar colors correspond to the two options within
Scenario 10 - one with implementation in year 2012 and the second option with an
implementation year of 2016.
The MS3 noise penalty leads to increased area exposure and correspondingly pop-
ulation exposure for the stringency option as shown in Figure 6-2a. However, as seen
in Figure 6-10, the housing and rental value impacts are minor when compared to air
quality and climate impacts. The primary environmental tradeoff in implementing
the NO, stringency scenario under consideration is between reduced air quality and
increased climate impacts. Reductions in air quality impacts are from lower NO.
emissions and therefore lower nitrates formation. Higher climate impacts are a result
of the MS3 fuel burn penalty that leads to increased warming from CO 2 and short-
lived climate effects. While there are reductions in full mission NO, emissions for
Scenario 10, there are no reductions in climate impacts since at the globally-averaged
scale the warming NO,-0 3 effect roughly balances the NO,-CH 4-0 3 cooling effect.
Consequently, the increased warming from higher fuel burn for Scenario 10 outweighs
the NO. climate effects leading to detrimental climate impacts.
Economic costs are separated into producer surplus changes for manufacturers and
airlines and consumer surplus impacts with a positive change indicating detrimental
changes or increased costs. Manufacturer producer surplus changes arise from non-
recurring engineering and development costs for producing engines that comply with
the increased NO, stringency for Scenario 10. The airlines producer surplus changes
or increased costs are from revenue loss resulting from operations with decreased
payload-range capability as described in Section 6.1.5. Finally, other recurring costs
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such as incremental manufacturing costs, fuel costs, and engine maintenance costs
are passed on to consumers through fare increases and are expressed as changes in
consumer surplus. For mid-range assumptions, Figure 6-10 shows that stringency
costs are split approximately evenly between consumer impacts and total producer
impacts.
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Figure 6-10: NO, stringency Scenario 10 minus Baseline impacts, mid-range lens
assumptions
Figure 6-10 indicates that for mid-range inputs and model parameters, implemen-
tation of the Scenario 10 options leads to detrimental effects in all impact areas with
the exception of air quality. Reductions in air quality impacts are outweighed by
detrimental impacts in other areas leading to a net detrimental impact of the Sce-
nario 10 option relative to the baseline case. Scenario 10 implemented in 2012 has
a mean net impact of roughly $6 billion (US 2006), while an implementation year
of 2016 has an impact of approximately $4.5 billion (US 2006). The results indicate
that the impacts of the 2012 implementation option are more detrimental relative to
the 2016 option with greater than 99% probability. This assessment is based on the
output distributions of the two policy impact results assuming statistical indepen-
dence. Note that these conclusions are based on results from the mid-range lens; the
next section explores the sensitivity of cost-benefit results to variability in inputs and
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model parameters through different lenses.
6.4.2.1 Lens Analysis
The sensitivity analysis presented here focuses on two aspects - variability in results
depending on selection of inputs and model parameters within APMT and from ef-
fects not currently captured by APMT. The first source of variability is explored using
the low and high lenses described in Section 6.2. The second source of variability is
expressed by making first order estimates of important effects described in the liter-
ature but not captured by detailed models in APMT; this assessment also identifies
areas of future work for APMT.
Figure 6-11 presents results for the low lens while Figure 6-12 shows results for
the high lens. Similar to the mid-range lens results presented in the previous section,
net impacts for both the low and high lens assumptions indicate detrimental impacts
associated with the implementation of the Scenario 10 options relative to the baseline
case. However, the magnitude of the net impact varies significantly and the contri-
butions of the different environmental and economic impact areas are also different
in comparison to the mid-range lens. Note also, the one-sigma uncertainty bounds
on the low and high lenses are narrower in comparison to that of the mid-range lens
as some inputs are fixed at their low or high bounds as opposed to being sampled
from a distribution. For instance as shown in Table 6.6, climate sensitivity is fixed as
2K for the low lens and at 4.5K for the high lens, but is sampled from a triangular
distribution for the mid-range lens.
The low lens assumptions lead to air quality and climate impacts of opposite but
comparable magnitudes; noise impacts are approximately three orders of magnitude
lower and are therefore not visible in Figure 6-11. Consumer surplus impacts dominate
the total economic impacts for the low lens since the low lens assumptions involve
lower engineering and development costs for the manufacturers, but retain all other
assumptions from the mid-range lens. Overall, incremental economic costs of Scenario
10 are seen to make a greater contribution to the net policy impact as compared to
environmental impacts. Lower impact estimates for all impact categories for the low
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lens arise not only from using lower-bound estimates of input parameters but also from
a higher discount rate of 5% which reduces the monetized value of future impacts.
The net impact of Scenario 10, implemented in 2012 is seen to be approximately $2.4
billion (US 2006) while that of implementation year 2016 is $1.8 billion (US 2006).
The net policy impact of the 2012 implementation option is greater than that of the
2016 implementation with greater than 99% probability.
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Figure 6-11: NO. stringency Scenario 10 minus Baseline impacts, low lens assump-
tions
The high lens results shown in Figure 6-12 also indicatesS net detrimental impacts
of approximately $21 billion (US 2006) and $17.5 billion (US 2006) associated with
implementing Scenario 10 options in years 2012 and 2016 respectively. Again the
policy impact of the 2012 option is seen to be greater than that of the 2016 option
with greater than 99% probability. Environmental impact categories are seen to make
a large contribution to the net impacts of the policy options. The net impacts are
largely driven by high-end assumptions about climate impacts and the use of a low
discount rate which places greater value on future impacts relative to the mid-range
lens. Economic costs are borne mostly by consumers as the high fuel price assumption
for the high lens results in recurring airline costs that passed on through fare changes.
Airlines also face increased costs through greater losses in revenue for operations with
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reduced payload-range capability.
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Figure 6-12: NO, stringency Scenario 10 minus Baseline impacts, high lens assump-
tions
The final lens results presented in Figure 6-13 are meant to be illustrative of the
magnitude of key effects not currently accounted for by detailed models in APMT-
Impacts for air quality and climate. As such, they represent simplified first order
estimates and should be interpreted as conservative upper bound estimates for air
quality and climate impacts. All other impact categories, namely, noise and economic
costs are based on the mid-range lens assumptions. Air quality impacts include both
LTO and cruise emissions and are determined by scaling the mid-range lens impact
estimate by a factor of 4. This scaling is based on an upper bound estimate of avia-
tion premature mortality effects by Barrett et al. [40] for US health impacts resulting
from LTO and cruise emissions from US operations. Climate impacts are presented
for a simplifying assumption of limiting the impacts of short-lived effects from US
operations to regions of maximum aviation activity, that is, the north hemisphere.
Chapter 4 provides a detailed discussion of this simplifying assumption which allows
for an estimation of non-uniform hemispherical effects of aviation activity. This esti-
mate is obtained by scaling the short-lived effects by a factor of 2 to account for area
weighting. Since APMT-Impacts provides globally-averaged impacts, by assuming
136
that all short-lived effects are confined to the north hemisphere, a first order esti-
mate of north hemisphere impacts can be made by multiplying the globally-averaged
results by 2. This is a highly simplified estimation of the heterogeneity of aviation
climate impacts; however, it provides a means for exploring the importance of the
assumption of spatial homogeneity currently employed in APMT. As mentioned pre-
viously, globally-averaged impact estimates do not capture the greater warming effect
experienced in the north hemisphere as shown by several studies [114, 131].
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Figure 6-13: NOX stringency Scenario 10 minus Baseline impacts, mid-range lens with
conservative upper bound assumptions for air quality and climate impacts
Figure 6-13 indicates that these upper bound conservative estimates for air quality
and climate impacts significantly alter the results of the policy analysis. Most notably,
the net impact of implementing Scenario 10 options relative to the baseline are seen
to be beneficial. Results indicate that the impacts of the 2012 option are more
beneficial relative to the 2016 option with greater than 90% probability. Reductions
in air quality impacts upon the incorporation of cruise emissions impacts fall in the
range between mid-range and high lens estimates provided in the previous section.
Climate impacts in the north hemisphere show a net reduction from the reduction
of NO, emissions despite the MS3 fuel penalty. If only the AQ cruise emissions
impacts are considered keeping all other impact categories at the mid-range level,
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the NO, stringency policy options would still indicate a net detrimental impact. On
the other hand, if conservative climate impacts are considered while maintaining
all other impacts as mid-range, the net impact of the Scenario 10 options is seen
to be beneficial. These illustrative set of assumptions highlight the importance of
addressing key model limitations within APMT.
Two of these limitations, namely, air quality impacts of cruise emissions and spa-
tial heterogeneity are explored through this illustrative lens. Another effect currently
not included in APMT methods that may impact the outcome of this analysis is the
EPA-SMATing process which may alter the distribution of mortality impacts across
PM species. As discussed in Chapter 2, the US EPA-SMATing process shifts the dis-
tribution of impacts such that a large fraction of impacts are attributed to sulfates;
this may lower the benefits realized from increased NO, stringency. Second, inclusion
of health costs associated with increased population exposure to noise may increase
monetized impacts of noise from the MS3 noise penalty. Finally, the FESG is ex-
pected to include additional costs such as costs from having additional spare engines,
and loss in fleet value for affected engines in their NO. stringency cost-effectiveness
analysis for CAEP/8, which will increase the costs estimates presented here.
Low 2012 -3.6E-04 3.6E-04 -0.11 1.1E-03 0.09 0.07
2016 8.8E-05 3.7E-04 -0.08 8.2E-04 0.6 0.05
Mid-range 2012 0.05 0.02 -1.1 0.57 2.5 2.6
2016 0.06 0.02 -0.8 0.44 1.9 2.0
High 2012 0.33 0.09 -6.0 0.13 20 4.9
2016 0.34 0.08 -5.0 0.10 17 3.8
Illustrative air quality 2012 0.05 0.02 -4.3 0 -9.6 8.0
and climate impacts 2016 0.06 0.02 -3.4 0 -7.2 6.1
Table 6.7: APMT-Impacts results for the CAEP/8 NO. stringency analysis
The lenses described in this section and associated results are summarized in the
tables presented below. First, Table 6.7 provides noise, air quality, and climate im-
138
pacts and uncertainties for the low, mid-range, high, and illustrative lenses described
previously. Next, Table 6.8 lists low, mid-range, and high estimates of changes in
producer and consumer surplus from implementing the policy scenarios. Finally,
Table 6.9 provides the net cost-benefit impacts of the two policy scenarios under
consideration along with uncertainty estimates.
Low 2012 0.53 | 0.20
Mid-range 2012 0.82 0.91 2.6
2016 0.63 0.81 1.9
High 2012 1.4 0.95 4.4
2016 1.1 0.88 3.2
Table 6.8: APMT-Economics results for the CAEP/8 NO, stringency analysis
Low Low 2012
2016 4.5 2.0
Mid-range Mid-range 2012 21 4.9
2016 17 3.8
High High 2012 2.4 0.1
2016 1.8 0.1
Illustrative air quality Mid-range 2012 -9.6 8.0
and climate impacts 2016 -7.2 6.1
Table 6.9: APMT cost-benefit results for the CAEP/8 NO, stringency analysis
6.4.3 Cost-Effectiveness Analysis
This section shifts the presentation of results from a economic costs and environmental
benefits framework to the conventional CAEP approach of cost-effectiveness analysis.
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2016 0.40 0.17 1.2
Cost-effectiveness results are provided for the low, mid-range, and high cost assump-
tions listed in Table 6.3. Cost-effectiveness for a given policy option is measured by
the ratio of total costs, in this case the sum of producer and consumer surplus, and
the total reduction in LTO NO, over the 30-year policy period. This ratio is provided
in Figure 6-14 for both Scenario 10 policy options. The cost-effectiveness results for
the low, mid-range, and high analysis assumptions are also listed in Table 6.10.
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Figure 6-14: NO2 stringency Scenario 10 cost-effectiveness results
Low, 2012 2.4 -130000
14000-1750002016 1.8
Mid-range 2012 4.3 -175000 25000
2016 3.3 -130000 26000
High 2012 6.7 -175000 38000
2016 5.3 -175000 40000
Table 6.10: APMT cost-effectiveness results for the CAEP/8 NO, stringency analysis
The 2012 implementation year option is seen to be marginally more cost-effective
than the 2016 option for high and mid-range cost assumptions. The two options are
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indistinguishable under low cost assumptions. Based on this information the Sce-
nario 10 option implemented in 2012 appears to the policy of choice. However, this
analysis conveys no information about health and welfare impacts of reductions in
NO, emissions and if the costs incurred are justified in terms of expected environ-
mental benefits. The cost-effectiveness analysis also does not provide a distributional
breakdown of economic costs across producers, operators, and consumers. When
cost-benefit results from Section 6.4.2 are examined, neither options seem desirable
given net detrimental impacts relative to the baseline case for all three lenses. There-
fore, different conclusions may be drawn about the same policy options depending on
whether benefits and interdependencies are estimated in terms of health and welfare
impacts as compared to measuring benefits in terms of changes in NO. emissions. The
cost-benefit analysis despite the uncertainties in impact estimates relays more rele-
vant information about the potential impacts of the NO, stringency options in terms
of different environmental and economic impact categories and therefore provides a
more comprehensive assessment of the policy options under consideration.
6.5 Key Policy Insights
Having provided both cost-benefit and cost-effectiveness assessments of the CAEP/8
NO. stringency Scenario 10 options, this chapter concludes with reflections on key
policy and analysis insights. First, it should be noted that only two of the 20 CAEP/8
NO stringency scenarios are considered in the analysis presented in this chapter, so
one should not interpret the conclusions presented here as the conclusions for CAEP/8
policy decisions. Rather, the intention is to highlight the benefits and challenges of
moving from a cost-effectiveness framework to a cost-benefit framework, and the two
CAEP/8 scenarios analyzed are meant to serve as an illustrative example. Also, the
FESG forecast underlying the CAEP/8 NO, stringency scenarios analyzed in this
chapter does not reflect the decline in aviation activity following the recent global
economic downturn; however, changes to the FESG forecast are not expected to affect
the cost-benefit analysis methodologies presented here. The following discussion first
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presents conclusions on the economic costs and environmental benefits of the policy
scenarios as evaluated through the analysis presented in this chapter. Second, the
key differences between the cost-benefit and cost-effectiveness analysis are discussed.
Economic cost and environmental benefit evaluation in Section 6.4.2 indicates that
for low, mid-range, and high lens assumptions the stringency scenario shows detri-
mental net impacts relative to the baseline case. Reductions in air quality impacts
from LTO NO. reductions are outweighed by other environmental impacts and eco-
nomic costs. The magnitude of net impacts and distribution across impact categories
varies by lens assumptions. For the low, mid-range, and high lenses the net impact
of the 2012 stringency option is greater than that of the 2016 option with greater
than 99% probability. These results are strongly driven by CAEP assumptions about
noise and fuel burn penalties and costs incurred by manufacturers, operators, and
consumers. Section 6.4.2 also presents an illustrative analysis that makes first order
conservative upper bound estimates of health impacts of cruise emissions and spatially
heterogeneous aviation climate impacts from short-lived effects. This illustrative lens
demonstrates that based on a conservative first order analysis, the stringency scenario
may result in air quality and climate benefits that outweigh the noise penalty and
economic costs leading to a net beneficial impact of the policy scenarios. The main
purpose behind this illustrative lens presentation is to highlight areas of modeling
limitations within APMT that have significant impacts on the policy analysis out-
comes. The cost-effectiveness analysis presented in Section 6.4.3 shows that for all
lens assumptions, Scenario 10 implemented in 2012 is more cost-effective. The cost-
effective analysis identifies the policy scenario which achieves LTO NO, reductions
for least costs.
As discussed in Chapter 2, while the cost-effectiveness approach allows for a se-
lection among different policies based on a measure of which policy achieves a given
objective for the least cost, it does not assess whether the costs incurred are justified
in light of the benefits expected. In the case of the NO, stringency analysis reductions
in LTO NO. alone are not a sufficient measure of benefits expected given the com-
plex mechanisms through which NO, emissions lead to both air quality and climate
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impacts. The cost-effectiveness analysis also does not directly take into consideration
tradeoffs with noise and climate impacts as a decision criterion. The MS3 fuel burn
tradeoff is indirectly accounted for by incorporating increased fuel costs in the cost-
effectiveness analysis but the environmental impacts of increased fuel burn are not
considered. Ranking policies based on cost-effectiveness would result in the selection
of the Scenario 10 option implemented in 2012 as the policy of choice. However, the
cost-benefit assessment for low, mid-range, and high lens assumptions indicates that
neither policy options result in net beneficial impacts. Thus, the decision outcome
regarding the same policy scenarios differs depending on the analysis approach taken.
The cost-benefit analysis presents a more comprehensive assessment of the given pol-
icy by identifying the different impact categories for the given policy. The results
of this chapter indicate that a cost-effectiveness approach alone does not provide all
the relevant information essential for understanding the potential environmental and
economic impacts of policy measures.
The trends in uncertainties in impact estimates observed through this analysis also
correspond to the discussion provided in Section 2.2.2 through Figure 2-5. Uncertain-
ties in impact estimates are seen to grow as one proceeds from looking at differences
between baseline and policy emissions inventories or noise contours to changes in
environmental and economic impacts. However, uncertainties in understanding envi-
ronmental and economic effects associated with the different scenarios decrease when
one considers both physical and monetized impact estimates as opposed to only look-
ing at inventory-level results. This work shows that incorporating information about
economic costs and environmental benefits will improve the decision-making process
for aviation environmental policies by providing more complete information to pol-
icymakers and other stake-holders. In some cases, the more complete information
can make the "best" policy choice less obvious, but that is a direct outcome of the
scientific and economic uncertainties of the underlying impacts. Clearly articulating
the range of possible outcomes of a policy choice is in itself a valuable contribution
of the cost-benefit analysis.
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Chapter 7
Conclusions and Future Work
The primary focus of this work was to identify key shortcomings in current decision-
making practices for aviation environmental polices and demonstrate how the inclu-
sion of environmental impact assessment and quantification of modeling uncertainties
can enable a more comprehensive evaluation of policy measures. The Aviation envi-
ronmental Portfolio Management Tool (APMT) was employed to conduct an illustra-
tive analysis of a subset of engine NO, stringency policy options under consideration
for the eighth meeting of the ICAO-CAEP. A separate component of this work con-
tributed to advancing aviation climate impact modeling capabilities within APMT.
An uncertainty analysis for the APMT-Impacts Climate Module was presented and
issues in communicating key results and uncertainties from a complex policy analysis
tool were also discussed. This chapter offers concluding thoughts based on the work
presented in this thesis and identifies opportunities for future work.
7.1 Summary and Conclusions
While cost-benefit analysis (CBA) is the recommended practice for conducting eco-
nomic analysis of proposed policy measures including environmental policies by sev-
eral regulatory agencies around the world, the ICAO-CAEP has conventionally adopted
the cost-effectiveness analysis (CEA) approach for aviation environmental policies.
Shortcomings of the cost-effectiveness analysis approach as identified both within and
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outside of ICAO were highlighted through a discussion of the most recent CAEP/6
engine NO, emissions certification standards for the sixth meeting of the CAEP.
Lack of estimation of health and welfare impacts of proposed policy measures and of
tradeoffs among different environmental impacts, and limited treatment of modeling
uncertainties were some of the major shortcomings of the CAEP cost-effectiveness
analysis approach. As demonstrated by the CAEP/6 NO, stringency analysis, CEA
does not reveal whether anticipated benefits from the policy exceed the costs incurred.
In practice, the CEA approach is often preferred over the CBA approach given
the greater modeling uncertainties associated with environmental impact assessment.
Here, a distinction was made between modeling and decision-making perspectives on
uncertainty. While modeling uncertainties grow as one proceeds down the impact
pathway toward impact metrics of increasing relevance to decision-makers, decision-
making uncertainty decreases as one gains a better understanding of the ultimate im-
pacts of the policy on human health and welfare. This work proposed improvements
in current decision-making practices for aviation environmental policies through the
inclusion of environmental impact assessment and explicit quantification of uncertain-
ties. An illustrative analysis of a subset of engine NO, stringency policy options under
consideration for the upcoming eighth meeting of ICAO-CAEP in 2010 was presented
to demonstrate the CBA approach and provide a comparison between CBA and CEA
outcomes. While the FESG forecast used for modeling future aviation activity for the
CAEP/8 NO, stringency analysis did not reflect the recent global economic down-
turn, the cost-benefit modeling methodologies presented in this thesis are not affected
by changes in the aviation forecast. This CAEP/8 NO, stringency analysis was con-
ducted by employing APMT, which is a component of the FAA-NASA-Transport
Canada aviation environmental tool suite. An overview of key environmental im-
pacts of aviation and a description of modeling methods adopted in APMT were also
included in this thesis.
A separate component of this thesis focused on advancing aviation climate im-
pact assessment methods within APMT. Major contributions towards assessing avia-
tion climate impacts in APMT include: improved characterization of uncertainty for
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NOx-related effects and for aviation climate damages, introduction of a reduced-order
methodology for assessing climate impacts of methane emissions from the processing
of alternative jet fuels, and comparison and validation of APMT results with external
sources. APMT validation exercises focused on CO 2 and CH 4 impacts, NOx global
warming potentials, and damage estimates and indicated that APMT results are in
agreement with other climate impact assessments in the literature. An uncertainty
assessment of the updated APMT-Impacts Climate Module was also presented as a
part of this thesis. Climate sensitivity and RF from short-lived effects were found
to be the most significant contributors to uncertainty in temperature change esti-
mates based on a global sensitivity analysis for the baseline case. Global and local
sensitivity analysis indicated that the net present value of baseline climate damages
was most sensitive to assumptions about the discount rate, damage function, climate
sensitivity, and RF from short-lived effects. For the policy impact of the Scenario 10
NOx stringency option implemented in 2012, the NO, RF and related efficacies were
also significant contributors to uncertainty in both temperature change and NPV of
climate damages along with other key model parameters.
This work also discussed the importance of uncertainty assessment for gaining a
better understanding of the variability in outputs, identifying areas of future work as
well as for communicating results from a complex policy analysis tool such as APMT.
The qualitative and quantitative methods for uncertainty assessment adopted within
APMT were described. Modeling uncertainties arising from different aspects of the
policy analysis process were grouped into categories including scenarios, modeling
and scientific uncertainties, valuation assumptions, and behavioral assumptions to
help identify areas of focus for future research. Outcomes of the formal parametric
uncertainty assessments conducted for each of the APMT modules were used to de-
velop the lens concept. The lens, defined as a combination of inputs and assumptions
representing a particular perspective for conducting policy analysis, was introduced
to facilitate distillation of policy analysis results from APMT.
An application of the lens framework was provided through the aforementioned
cost-benefit and cost-effectiveness analysis of selected CAEP/8 NOx stringency op-
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tions. More specifically, three sample lenses estimating low, mid-range, and high
impacts were defined for the purposes of this analysis. The environmental benefits
and economic costs associated with the CAEP/8 Scenario 10 options relative to the
baseline case were analyzed for the US. The Scenario 10 policy scenarios represent
a 20% increase in NO. stringency relative to CAEP/6 standards with two different
implementation years - 2012 and 2016. Both policy and baseline scenarios were mod-
eled for 30 years of aviation activity extending over the period from 2006 to 2036.
The NO. stringency Scenario 10 involved reductions in LTO and full mission NO,
mission with an associated fuel burn and noise penalty. Environmental impacts were
modeled using APMT-Impacts in physical and monetary impacts. Economic costs
were modeled as changes in producer surplus for manufacturers and airlines and in
consumer surplus resulting from increased costs for complying with the increased
stringency levels.
CBA results for all three lenses indicated that reductions in air quality impacts
from lower Scenario 10 NO, emissions were outweighed by detrimental effects in
other environmental and economic impact categories leading to net detrimental im-
pacts from the policy relative to the baseline. Net impacts of the policy scenario
were estimated by summing impacts in all categories and results were presented with
uncertainty bounds. Mean net impacts for the 2012 implementation year ranged from
approximately $2.4 - $21 billion (US 2006) while those for the 2016 implementation
ranged from roughly $1.8 - $17.5 billion (US 2006). The 2012 implementation option
showed greater net impacts as compared to the 2016 option for the low, mid-range,
and high lenses with greater than 99% probability. Here a positive impact indicated
a detrimental effect while a negative impact referred to a beneficial effect. The CBA
was also conducted for an illustrative lens that made first order estimates of physical
effects not captured by detailed models in APMT. These physical effects included air
quality impacts of cruise emissions and spatial heterogeneity of short-lived climate
impacts. Incorporation of these effects led to a net beneficial impact from the in-
creased NO, stringency. The illustrative lens was primarily used to demonstrate the
significance of current modeling limitations within APMT and identify areas of future
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work.
CBA results for Scenario 10 options were also compared with CEA results. CEA
results identified the 2012 implementation policy to be more cost effective as com-
pared to the 2016 option. While the CEA ranked one policy option to be more cost-
effective, it does not take into consideration any environmental tradeoffs or health
and welfare impacts of the NO, reductions and therefore does not indicate whether
the costs incurred are justified in terms of benefits anticipated. The CBA assessed
both environmental and economic impact categories and evaluated both policy op-
tions as having a net detrimental impact. Thus, the decision outcome regarding the
same policy scenarios differed depending on the analysis approach taken. The CEA
and CBA comparison presented in this thesis demonstrates the CBA approach to
be more comprehensive and an improvement over the conventional CEA approach
adopted for aviation environmental policies. Note that the CBA and CEA results are
also strongly driven by CAEP/8 assumptions about technology response by engine
manufacturers, cost of technology, and fuel burn and noise penalties. Results pre-
sented here represent a small subset of the CAEP/8 NO, stringency scenarios and
should not be used for policy-making purposes. The next section discusses areas of
future work as identified by this research.
7.2 Future Work
Three broad areas of future work have been identified here associated with APMT
development, communication of results to decision-makers, and improvements to the
cost-benefit analysis approach presented here. The policy analysis presented in this
thesis identified some key modeling limitations within APMT. Areas of future work for
the APMT Noise Module include estimating other supplemental impact metrics such
as sleep disturbance and learning impairment, and adopting willingness-to-pay mea-
sures to quantify monetary impacts of aircraft noise. Future work for the Air Quality
Module incorporates expanding the geographical scope of the model beyond the US,
assessing health impacts of cruise emissions, and adopting the US EPA-SMATing
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process within the Air Quality Module. For the Climate Module, short-term research
areas include incorporating altitude dependence for NO. and contrails effects and con-
ducting comparisons with more complex climate models to improve characterization
of uncertainties as well as test the robustness of the assumption of independence of
effects. An important long-term research area for the APMT Climate module would
involve implementing modeling approaches that enable a regional assessment of avi-
ation climate impacts. For APMT-Economics, future developmental work involves
expanding model capabilities to evaluate other categories of policy options including
market-based measures.
The lens concept was introduced to facilitate communication of APMT results to
decision-makers while enabling transparency into the inputs and model parameters
that drive key outcomes for a given policy analysis. However, experience thus far
in implementing the lenses for APMT analysis has indicated that the level of detail
provided through the lenses may need to distilled further to improve communication
with users unfamiliar with APMT. An important area of further research would be
to investigate how cost-benefit information from APMT is received by users and
incorporated in decision-making processes. This research into the applicability of
APMT for decision-making purposes will provide valuable feedback for improving
communication approaches for APMT.
The applicability of a cost-benefit approach was demonstrated here for a strin-
gency policy, however, the same approach can also be employed for other categories
of policy measures including operational and market-based measures. It is impor-
tant to note that the policy under consideration may demand analysis of additional
elements not covered by the cost-benefit analysis presented here. For instance, a pol-
icy introducing alternative jet fuels will require an estimation of infrastructure and
processing costs of alternative fuels and environmental impacts of the well-to-tank
emissions from processing the new fuels in addition to considering aircraft level im-
pacts. Similarly, assessing market-based measures such as the EU ETS will require an
expansion of the scope of the APMT economic analysis to include impacts on sectors
other than the aviation industry. Finally, another aspect of future work for advancing
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the CBA approach presented here is to consider the distributional aspects of the costs
and benefits of a proposed policy measure across stake-holders, which relates back to
developing regional modeling capability in APMT.
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Appendix A
The FAA-NASA-Transport Canada
Aviation Environmental Tool Suite
The FAA-NASA-Transport Canada Aviation Environmental Tool Suite consists of
two other tools - the Aviation Environmental Design Tool (AEDT) and the Environ-
mental Design Space (EDS) in addition to the Economics and Impacts Modules of
the Aviation environmental Portfolio Management Tool. Here the AEDT and EDS
are described as they interface with APMT in the broader context of conducting
comprehensive policy analyses.
Modeling approaches and assessment efforts vary across the different modules of
the tool suite as they entail different modeling domains. AEDT provides APMT
with noise and emissions inventories while EDS conducts detailed aircraft and engine
analyses, providing technology and cost tradeoffs. APMT is also capable of accepting
inputs from other emissions and noise inventory tools, and also of accepting alternative
aircraft and engine technology assumptions (in place of those provided by EDS).
Integrating APMT, AEDT and EDS enables aviation-related environmental impact
assessment at the global, regional, and local-airport spatial scales.
The flow of information within the tool suite is as follows. The APMT-Economics
module produces future fleet and operations scenarios and associated costs and rev-
enues in the aviation market for cases with and without policy intervention. It takes
inputs from the Forecasting and Economic Sub-Group (FESG) within CAEP on fu-
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ture demand and capacity requirements, and from EDS or industry sources on the
nature of available future replacement aircraft. It provides detailed flight schedules to
AEDT based on different policy and market scenarios and fleet information. AEDT
then computes noise and emissions inventories at the local and global levels based
on inputs from APMT-Economics. Alternatively, APMT-Economics can use external
forecasts of future aviation activity and compute the costs incurred by the produc-
ers, operators and consumers. The APMT-Impacts module uses noise and emissions
inventory data from AEDT to calculate environmental impacts in physical and mon-
etary metrics. This process is conducted for the baseline, unregulated scenario, as
well as for the scenario with a proposed policy measure. The difference between these
two cases gives the marginal impacts of a policy scenario relative to the baseline case
for aviation activity.
The modular framework of the EDS-AEDT-APMT tool suite enables indepen-
dent, stand-alone functionality for the three tools and sub-modules within the tools.
Depending on user needs, APMT-Economics and APMT-Impacts can be decoupled
from each other and simulations can be conducted that provide economic or environ-
mental impacts separately. For instance, as noted above, APMT-Impacts is capable
of accepting emissions and noise inventories generated by external tools other than
AEDT. A modular setup also facilitates updates to all sub-modules as more informa-
tion becomes available without affecting the overall tool architecture. Next, a brief
description of the AEDT and EDS tools is provided.
A.1 Aviation Environmental Design Tool
The Aviation Environmental Design Tool (AEDT) aims to provide an integrated avi-
ation noise and emissions estimation capability at the local and global levels for the
international fleet. AEDT provides the capability for estimating emissions not only
from aircraft but also from other airport sources such ground support equipment,
on-road vehicles and stationary sources using publicly available and internationally
recognized methods. Common modules and databases within AEDT enable the as-
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sessment of interdependencies between emissions and noise effects by integrating exist-
ing tools. The existing tools include the Integrated Noise Model (INM), the Emissions
and Dispersion Modeling System for local noise and emissions analysis respectively
and the Model for Assessing Global Exposure from Noise of Transport Airplanes and
the System for assessing Aviation's Global Emissions for global noise and emissions
analysis respectively [151, 152, 153]. These legacy tools are in the process of being
integrated into a set of five main modules that forecast fleet operations and conduct
noise, emissions and performance calculations - the Fleet and Operations Module,
the Aircraft Acoustics Module, the Aircraft Emissions Module, the Aircraft Perfor-
mance Module and the Emissions Dispersion Module. These modules interface with
a common set of databases including the Airports, Fleet, Movements, and the FESG
Retirements-Replacements-Growth databases.
The AEDT models aircraft emissions including carbon dioxide (C0 2), water vapor
(H20), sulfur oxides (SO,), nitrogen oxides (NO,), total hydrocarbons (HC), carbon
monoxide (CO), particulate matter (PM) for all flight segments. C0 2 , H20, and
SO, are scaled relative to fuel flow using constant emissions indices while NO,, CO,
and HC are calculated using the Boeing Fuel Flow Method 2 (BFFM2) [154]. PM
below 3000 ft is calculated using the First Order Approximation version 3 (FOA3)
[155] while PM above 3000 ft is calculated using constant emissions indices. Noise
computation in AEDT includes exposure-based, maximum noise level, and time-above
specified noise level metrics based on INM version 7 methods. The AEDT System
Architecture document [156] provides further information on the AEDT framework
and component modules, while the AEDT NO. Demonstration Analysis report [157]
illustrates how the modules and databases work together through a sample analysis.
A.2 Environmental Design Space
Aircraft and engine level design trade-offs are estimated by the Environmental Design
Space (EDS) tool using non-proprietary methods. EDS estimates source noise, emis-
sions, performance, and vehicle cost characteristics for existing and future aircraft.
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EDS captures future aircraft technology trends either by considering new aircraft de-
signs or by incorporating new technology on existing aircraft based on extensive input
from industry experts. AEDT receives input on vehicle characteristics such as perfor-
mance, noise and emissions from EDS while APMT-Economics receives information
on vehicle cost parameters and performance. EDS provides estimates for existing
vehicles as well as on potential future replacement aircraft. Alternatively, AEDT
and APMT can use data directly provided by external sources such as the FESG or
industry. EDS consists of five different modules for aircraft and engine performance
and design analysis; the CMPGEN module, the Numerical Propulsion Systems Sim-
ulator (version 1.6.4), the Weight Analysis of Turbine Engines module, the FLight
OPtimization System and the Aircraft NOise Prediction Program. Additional details
on EDS methodology and capabilities can be found in [158].
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