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Feedback Control of the National Airspace System
Jerome Le Ny∗
University of Pennsylvania, Philadelphia, PA 19104, USA
Hamsa Balakrishnan†
Massachusetts Institute of Technology, Cambridge, MA 02139, USA
This paper proposes a general modeling framework adapted to the feedback control of traffic flows in
Eulerian models of the National Airspace System (NAS). It is shown that the problems of scheduling and
routing aircraft flows in the NAS can be posed as the control of a network of queues with load-dependent service
rates. We can then focus on developing techniques to ensure that the aircraft queues in each airspace sector,
which are an indicator of the air traffic controller workloads, are kept small. This paper uses the proposed
framework to develop control laws that help prepare the NAS for fast recovery from a weather event, given a
probabilistic forecast of capacities. In particular, the model includes the management of airport arrivals and
departures subject to runway capacity constraints, which are highly sensitive to weather disruptions.
I. Introduction
The frequent occurrence of air traffic delays in the National Airspace System (NAS), along with the projected
increase in demand, motivate the scheduling of flight operations to better utilize available system resources. The
process of planning operations in order to balance the available capacity and the demand for resources is known as
Traffic Flow Management (TFM). This task is currently conducted manually by air traffic controllers (ATC), and
contributes significantly to their workload. In order to meet the increasing traffic demand, there is a desire to introduce
a greater level of automation and decision support for air traffic management.
Research on the TFM problem has traditionally focused on developing open-loop policies for scheduling aircraft
operations. Due to the typical travel times of cross-country flights, open-loop traffic flow management policies need
to be determined 5-6 hours ahead of the time of operations. Such policies prescribe the position of each aircraft in the
system at each instant, and are obtained by solving large-scale integer programs.4, 37 This approach is difficult to scale
to the scheduling of approximately 40,000 flights a day, and typically does not address the many sources of uncertainty
present in the system. Weather, in particular, is a major source of disruption that requires constant adjustment of the
schedules. For instance, 66% of all NAS delays in 2009 were attributed to weather.7 Moreover, open-loop traffic flow
management algorithms require weather forecasts several hours ahead of time, which are arguably beyond the limits
of even state-of-the-art weather forecasting tools.23
The disturbance attenuation properties of feedback control make closed-loop control policies for the NAS very at-
tractive. Attempts have been made to introduce some feedback in the decision algorithms while still trying to optimize
each aircraft trajectory.26, 39 More recently, researchers have started developing new models that are more tractable
for the purpose of control, which only record aircraft counts in specific control volumes of airspace rather than follow
individual aircraft. These aggregate flow models, called Eulerian models, are gaining popularity.20, 21, 30, 33, 35 They
have been shown to have reasonable predictive capabilities35 and are compatible with today’s traffic flow manage-
ment system, which regulates traffic flow rates rather than planning for individual aircraft.33 Airport operations in the
∗Postdoctoral Researcher, Department of Electrical Engineering. Levine Hall L465, 3330 Walnut Street, Philadelphia, PA 19104. AIAA
Member.
†Assistant Professor, Department of Aeronautics and Astronautics. 77 Massachusetts Avenue, Room 33-328, Cambridge, MA 02139. AIAA
Member.
1
presence of adverse weather are currently planned using the Collaborative Decision Making (CDM) paradigm, under
which airlines are allocated landing slots for their flights, given the planned arrival rates at the airport.2 Eulerian mod-
els that determine arrival rates at airports therefore can be used within the CDM framework. Prior queuing network
models of the NAS have generally been developed with a view towards performance prediction and analysis, and not
control,8, 18, 19, 30 which is our objective in this work.
Feedback control schemes using Eulerian models have been previously proposed, both in the context of centralized
traffic flow management,21, 25 and in a decentralized setting for networks with a single origin and destination.1 In this
paper, we present a new Eulerian model for TFM in the spirit of the two-dimensional Eulerian model of Menon et
al.21 However, in contrast to most prior work, our model can be used to control all resources of the NAS, rather than
focusing on high-altitude traffic.20, 21, 35 The inclusion of airports is particularly important because they are typically
the bottlenecks of the system. Moreover, as shown in Section II.D, our general model captures as special cases other
recent Eulerian models such as the CTM(L) model,35 while offering additional modeling flexibility.
Eulerian models suggest strong parallels between approaches to air traffic flow management and the control of
stochastic networks. A survey of control approaches for other complex networks, such as semiconductor manufactur-
ing systems or the Internet,22 shows that discrete formulations (typically based on deterministic integer programs or
stochastic controlled Markov chains) have been considered intractable and too detailed for the purpose of controlling
realistic networks. As a first approximation, the discrete effects are usually neglected and continuous traffic flows
are considered instead, much like Eulerian models of the NAS. For stochastic networks, these continuous traffic flow
models used for control purposes are also called fluid models. However, unlike some Eulerian models of the NAS
that involve Partial Differential Equations,35 fluid models for stochastic networks yield Ordinary Differential Equa-
tions (ODEs), thereby simplifying the analysis and control synthesis tasks significantly. Such fluid models attempt
to capture the average behavior of the system, and are usually sufficiently tractable to design a rudimentary control
policy. Unmodeled components and variability in the dynamics are accounted for by appropriately modifying this
basic policy. Our model is adaptable to the use of standard network control tools, and in particular we present the
MaxWeight policy36 that results in distributed feedback control laws for traffic flow planning at different facilities.
This policy reflects the control structure in the current system,16, 27 in which facility (airport or sector)-level traffic
planning is done locally through coordination with neighboring facilities.
At the TFM level, our model provides high-level directives to air traffic controllers (ATCs) prescribing the desired
flow rates of aircraft traveling through constrained resources in the NAS. These resources can be runways, metering
points at certain airspace fixes, sectors, or flow constrained areas during Airspace Flow Programs (AFPs).29 ATCs
can implement these directives by issuing orders at the path planning level, such as aircraft speed changes, vector
for spacing or holding patterns, which modify the time that an aircraft takes to travel between control boundaries.
The specific choices adopted by the ATC at the tactical level depend on the spatial configuration of aircraft at the
time of operations, and are not specified at the TFM level. As a consequence of this hierarchical decomposition, a
TFM directive may be modified by the ATC during a given period, for example, due to path-planning or separation
constraints. The deviation of the ATC actions with respect to the TFM directives are treated as disturbances at the TFM
level, and are accounted for by the feedback form of the traffic flow control policies proposed. It is therefore important
to develop sufficiently precise models for TFM in order to minimize the impact of these lower level disturbances. As
demonstrated in this paper, our model can also be used to prepare the system for disturbances of larger magnitude,
for example due to weather events, by integrating probabilistic weather forecasts. This is arguably the most desirable
feature of TFM procedures, since local weather events can be greatly amplified by network effects in the absence of
proper congestion control.
The rest of the paper is organized as follows. Section II describes the general Eulerian model that we use for TFM.
We show how various capacity-limited NAS resources, including airports, can be easily modeled in our framework. We
also discuss how our model generalizes some previously proposed Eulerian models. Section III describes a few natural
control policies for this model, including the MaxWeight policy (a distributed network control policy), and a strategy
based on Model Predictive Control (MPC). In Section IV, the model is modified to accommodate probabilistic capacity
forecasts. We describe how it can then be used to mitigate the impact of weather disruptions, given such probabilistic
forecasts. Finally, we present simulation results for the TFM problem over part of the Western United States, and
compare the different control strategies.
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II. Eulerian Model of the NAS for Network Control
In this section, we propose an Eulerian Model of the NAS that lends itself to network control approaches. We also
show that our model generalizes other existing Eulerian models of the air traffic system.35
To construct the network model that we use for TFM, we start by deciding the points or lines through which
traffic flow rates need to be determined. These boundaries, henceforth called control boundaries, can consist of sector
boundaries, runways, airspace fixes, intersections of major jet routes, or other metering points. Adding more control
boundaries provides more decision support, but decreases the flexibility to adapt (at the tactical level) to factors not
precisely modeled at the TFM level. Each control boundary has an associated traffic flow direction (therefore physical
boundaries such as those of sectors correspond to two control boundaries, one for each flow direction).
In developing Eulerian models, we are interested in controlling the aircraft counts in certain control volumes rather
than individual aircraft trajectories. A control volume is delimited by an input and output control boundary, that is,
all the traffic associated with it enters through the same control boundary and exits through the same one. Control
volumes can overlap, for example, due to intersecting traffic flows. Within a control volume, we have one or more
queues, also called buffers. Using several queues in the same control volume allows us to separate the traffic based
on distinct characteristics, such as destinations. Figure 1 shows an example of an Eulerian model with five control
volumes and two distinct flows.
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Figure 1. Five control volumes and their corresponding abstract buffer model. The situation depicted here corresponds to two routes merging and then
diverging. Each control volume except E supports two flows with distinct characteristics (e.g., different destinations, as described Section II.B.1), and each
flow is associated with one buffer. Buffers 8 and 9 have the same flow type (destination), which allows us to include routing decisions at the output boundary of
volumeC. Each buffer has an associated maximum throughput function, as discussed in Section II.A. In this case, the buffers associated with the same control
volume have the same maximum throughput function. Thick gray lines represent additional resource constraints coupling the control variables of different
buffers, as described in Sections II.B.1 and II.B.2.
II.A. Maximum Throughput of a Single Buffer
We consider discrete-time models, and choose a suitable time-discretization T to model the system dynamics. This
time period also determines the frequency of updates to flow rate directives. The number of aircraft in buffer i at time
kT , k ∈ N , is denoted Qi(k). Every buffer is associated with a control volume (see Figure 1), and hence to an input
and an output boundary. The maximum rate at which traffic can flow out of a buffer during any time period depends
on the number of aircraft that it contains. The aircraft count associated with buffer i follows the dynamics
Qi(k + 1) = Qi(k) +Ai(k) +
∑
j∈Ji Uj(k)− Ui(k), (1)
0 ≤ Ui(k) ≤ Di(k), ∀k ≥ 0. (2)
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Here, Ai(k) is the number of external arrivals in buffer i during the the (k + 1)th period (that is, time interval
[kT, (k + 1)T )), originating from unmodeled parts of the system (e.g., pushbacks from airport gates). Ui(k) is the
number of departures from buffer i during the same period, and is controlled by the ATC. Ji is the set of buffers
sending aircraft to buffer i. These terms will be discussed in more detail later. In this section, we focus on the quantity
Di(k), which is the maximum possible number of departures from buffer i during the (k+ 1)th period. Note that there
is an additional nonnegativity constraint, Qi(k) ≥ 0, which will generally be automatically satisfied by imposing the
condition Di(k) ≤ Qi(k) +Ai(k). We assume that Ui(k) can depend on Qi(k) as well as Ai(k) and Di(k), therefore
these quantities must be determined prior to determining Ui(k). Calculating Di(k) requires the accurate prediction
of the maximum number of aircraft from buffer i that can cross the exit boundary of the control volume during the
(k + 1)th period, a simple trajectory prediction problem for the typical values of T used in flow control (1-15 min).
In general, the travel times of aircraft through a control volume vary due to differences in speeds, trajectories and
environmental factors such as wind speed. Since it is not tractable to keep track of all these variations exactly, we
treat them as disturbances on a nominal aggregate model. We assume a stochastic model of the number of arrivals
{Ai(k)}k∈N and maximum number of departures {Di(k)}k∈N in Equations (1) and (2). Moreover, we assume that
for a given load level Qi(k) = Qi, the variables Di(k) have the same conditional expectation denoted µi(Qi) =
E[Di(k)|Qi(k) = Qi]. We call the function µi the maximum throughput function for buffer i. Usually, the same
function µi can be used for all buffers in the same control volume, unless traffic flows are differentiated based on
characteristics such as aggregate trajectories or velocities. In order for this to be a reasonable model of the maximum
number of aircraft departures in a period, the control volume should be large enough relative to the sampling period
that aircraft cannot typically enter and leave the volume during the same period. A significant number of such aircraft
would require modifying the model such that the function µ depends on A(k).
Intuitively, µi should increase withQi, since an increase in traffic in a volume reduces the time between departures
from the volume. However, µi remains bounded due to the minimum required separation distance between aircraft,
which limits the rate at which aircraft can cross the exit boundary of the control volume. In general, we expect µi to
be a concave saturating function, as depicted on Figure 2. The exact values of the function depend on the geometry of
the control volume and the typical aircraft trajectories between its boundaries. The maximum throughput curve for a
given buffer or control volume can be obtained via simulation, by fitting empirical data, or a combination of the two.
Note that µ(0) = 0, and µ(1) is approximately inversely proportional to the typical minimum travel time of an aircraft
through the region (measured in increments of length T ). For the simulation results shown on Figure 2, we assume that
aircraft can travel at up to 500 knots, that the control volume length is 100 nm with a simple narrow linear geometry
in which all aircraft strictly follow each other, and use ATC directives asking that aircraft entering the volume set their
velocity to the maximum possible while respecting the separation constraint with the previous aircraft. The sampling
period T is 10 min. Note that for the purpose of evaluating µi, we can consider the situation where the control volume
contains only buffer i. The interactions among flows of different buffers within the same control volume are modeled
as additional constraints on the control variables Ui, as discussed in Section II.B.1.
Figure 2 also assumes that successive aircraft crossing the exit boundary of this control volume are separated by at
least 2 min. This results in the saturation of the curve at 5 departures per time period. For control volumes that are not
subject to such explicit metering constraints, the saturation phenomenon still persists due to the mandatory minimum
separation between aircraft (currently 5 nm in enroute airspace). In our example, this would result in a curve saturating
at a value of at most 16 aircraft per period instead of 5. Finally, we note that if the length of the time period (T ) is
changed from T1 to T2, the resulting curve µi(Qi) can be obtained by scaling the curve for T1 by T2/T1.
II.B. Additional Resource Constraints
We construct a network model of the NAS using control volumes containing buffers that follow the dynamics of
Equations (1) and (2) as building blocks. Traffic flows in different buffers compete for limited airspace resources,
resulting in additional linear constraints on the control variables, which are described in the following paragraphs.
II.B.1. Shared Buffers within a Control Volume
For a control volume containing m buffers, the control vector for the exit boundary is denoted by
U(k) = [U1(k), . . . , Um(k)]
T .
4
2 min
100 nm
Figure 2. Maximum throughput for the exit boundary of a simple linear control volume. The empirical curve of the mean number of departures per period
was obtained via discrete-event simulation, with random arrivals. The error bars show the empirical variance of the number of departures per period. In this
example, the exit boundary includes an explicit metering constraint, specifying a mandatory minimum separation of 2 min between successive aircraft.
If several distinct flows carry a significant number of aircraft, the boundsDi(k) in Equation (2) can be large for several
values of the index i and the exit boundary of the volume might not be able to accommodate
∑m
i=1Di(k) departures
in a single period. It may therefore be necessary to give priority to certain flows over others, i.e., to schedule the flows
at the control boundaries. We add scheduling constraints of the form
cTU(k) =
m∑
i=1
ciUi(k) ≤ r, ∀k ≥ 0. (3)
In general we take ci = 1 for all i, and then r is simply the maximum number of aircraft that can cross the boundary
per period. However, we may prioritize certain flows by varying ci, and adjust r appropriately.
II.B.2. Intersecting and Merging Flows
Consider the scenario depicted in Figure 1. The input boundary of sector C coincides with the output boundaries of
sectors A and B. U (1) and U (2) denote the control vectors associated with sectors A and B respectively, which support
two flows each. At the merge point, suppose we cannot accommodate the sum of the maximum flow rates of A and
B, and increasing the flow rate out of one volume requires reducing the flow rate out of the other. This aspect can be
incorporated by imposing linear constraints on the control vectors of the form
cT1 U
(1)(k) + cT2 U
(2)(k) ≤ r, (4)
for some vectors c1, c2, and some scalar r. Here again c1, c2 can be all-one vectors, in which case r represents the
maximum number of aircraft that can enter volume C per period. Note that constraint (4) is not active if the volumes
are only lightly loaded and the resulting bounds Di(k) in Equation (2) are small.
Intersections of major jet routes can be handled similarly, and competition between flows for passage through
limited airspace resources can be modeled by additional linear constraints of the form
CU(k) ≤ R, (5)
where C is a matrix, U is the vector of all control variables for the problem, and R is a vector. Each limited resource
contributes one or more constraints to Equations (5).
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II.B.3. Routing
We can easily can incorporate routing decisions into the proposed scheduling model by adding control variables.
Allowing ATCs to make tactical routing decisions can help accommodate dynamically changing conditions in the
network, such as the impact of weather on capacities.25 In the model shown in Figure 1, aircraft from buffer 6 in
control volume C can enter buffer 8 or 9. The dynamics of buffer 6 are then
Q6(k + 1) = Q6(k) +A6(k) + U2(k) + U4(k)− (U6,8(k) + U6,9(k))
U6,8(k) ≥ 0, U6,9(k) ≥ 0, U6,8(k) + U6,9(k) ≤ D6(k).
Here U6,8 (resp. U6,9) represents the number of aircraft routed by the ATC from buffer 6 to buffer 8 (resp. 9).
II.B.4. Sector Load Capacities
We can add bounds on the vectors Q(k) to impose limits on the sector capacities. In general, these constraints take the
linear form
MQ(k) ≤ S, (6)
where M is a matrix and S a vector. However, it is difficult to enforce such constraints explicitly in many control
algorithms. In these cases, we resort to an iterative process where the control law is developed without enforcing the
constraint (6), and then modified until these constraints are approximately satisfied.
II.B.5. Airport Resources
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Figure 3. Capacity envelope observed at Newark airport, under optimal conditions.38 Any pair of arrival/departure allocation rates within the polytope is
achievable. This polytope corresponds to constraints of the form (5), and depends on the airport runway configuration.13
An airport is modeled using arrival queues (aircraft waiting to land, which are associated with air traffic flows in
the close vicinity of the airport), and one or more departure queues (aircraft on the ground waiting to take-off). All
queues have dynamics of the form given by Equations (1) and (2). Since arrivals and departures at an airport share
ground resources, the arrival and departure control vectors are also subject to resource constraints. If Ud is the control
vector for the departure queues and Ua is the control vector for the arrival queues, the global vector U = [UTa , U
T
d ]
T
is again subject to linear constraints of the form (5), as discussed by Gilbo.13, 14 These constraints depend on runway
configurations and can be determined empirically or analytically.13, 38 An example is shown in Figure 3. These linear
constraints (5) are not necessarily active in low traffic conditions due to the potentially more restrictive conditions
(2). For the maximum departure throughput µd, we can consider a model incorporating aircraft from the time they
pushback from the gate.31, 32 The airport transit zone then constitutes the control volume. In this model, we have a
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nonlinear maximal throughput curve for departures that depends on the number of aircraft in transit between the gates
and the runway, and has the form shown in Figure 2.28, 31, 32
II.B.6. Building Larger Models
Using the basic building blocks presented in the previous sections, it is straightforward to construct larger networks
adapted to the control of traffic flows in the NAS. We illustrate this using an example in Subection IV.C. Consider, for
example, a model incorporating the scheduling and routing of aircraft between origin-destination (O-D) pairs along
a set of possible preferred routes. Within each control volume, we separate flows into distinct buffers based on their
O-D pair, indexed by m. A flight trajectory corresponds to a path through the set of control boundaries. We can index
buffers by their associated input and output boundaries as well as O-D pair, in other words,Qmij (k) is the load at period
k for O-D pair m in the control volume going from boundary i to boundary j. The dynamics of this buffer are then
given by
Qmij (k + 1) = Q
m
ij (k) +A
m
ij (k) +
∑
s∈I(i,m)
Umsij(k)−
∑
t∈O(j,m)
Umijt(k), (7)∑
t∈O(j,m)
Umijt(k) ≤ Dmij (k), 0 ≤ Umijt(k), ∀t ∈ O(j,m),
where I(i,m) and O(j,m) are the set of all control boundaries preceding i, and the set of all control boundaries
following j respectively, that are on an allowed route between the OD pair m. Amij denotes the number of external
arrivals of O-D pair m in the control volume going from boundary i to boundary j. The variable Umijt corresponds to
aircraft of O-D pair m routed through the control boundaries i, j and then through the control boundary t. We note
that other choices of models are clearly possible;17 for example, one can use the index m to differentiate buffers in
control volumes based only on the destination airport rather than the OD pair.
II.C. General Discrete Model
In previous sections we have seen that, after discretization of the airspace into control volumes carrying flows separated
based on characteristics relevant to the TFM problem, we obtain a network model with dynamics that can be written
in matrix form as
Q(k + 1) = Q(k) +B U(k) +A(k), ∀k ≥ 0 (8)
MQ(k) ≤ S, ∀k ≥ 0 (9)
C1U(k) ≤ D(k), ∀k ≥ 0 (10)
C2U(k) ≤ R, ∀k ≥ 0 (11)
U(k) ≥ 0, ∀k ≥ 0. (12)
The matrix B consists of +1’s and −1’s and is the incidence matrix11 for a graph whose nodes are the buffers and
whose edges connect successive buffers. In addition, there are nonnegativity constraints Q(k) ≥ 0, which can usually
be automatically enforced through the constraints (10) (see Subsection II.A). The difference between model (8) and
queueing network models studied in the literature on communication or manufacturing networks22 is the addition of
the load dependent constraint (10), modeling the fact that the number of aircraft in a sector influences the maximum
rate at which aircraft can leave the sector. However, we note that if all components of Q(k) are large, then D(k) tends
to a constant vector. Therefore, for high loads and when considering stability issues, we expect the analysis to be close
to the one developed for standard queueing network models.
II.D. Comparison with Other Eulerian Traffic Flow Management Models
In recent years, several Eulerian models have been proposed for air traffic flow management.20, 21, 30, 33–35 While some
previous work has focused on the capabilities of Eulerian models30, 33, 35 to predict aircraft counts in control volumes,
7
these models are less precise than trajectory-based simulation tools such as FACET5 for high-fidelity system simula-
tion. On the other hand, their advantage is that they are sufficiently tractable and flexible for the development of flow
control policies, and can provide insight into system behavior.
Several previous Eulerian models can be represented as special cases of our model (8), which is not surprising
since the latter only depends on the flow-balance equation (1), and makes no other assumptions on the dynamics of
the system. Menon et al.20 propose a model inspired by the the Lighthill-Whitham-Richards (LWR) partial differ-
ential equation (PDE), traditionally used to model road traffic, and its discretization known as the Cell Transmission
Model9, 10 (CTM). The control strategies they propose rely on linear systems theory, and do not account for crucial
state and control constraints present in the system. A refined model is presented in a later paper by the same authors,21
and a model predictive control strategy is proposed to handle these constraints. Similar models are used by Sridhar
et al.,33 and by Sun and Bayen.34 These models tend to emphasize particular choices (based on geometry, size, etc.)
of control volumes, whereas our discussion in the previous sections left these choices largely open, depending on the
particular region and problem under consideration (a detailed modeling example is presented in Section IV.C). More
important, in our view, is the fact that the dynamics in all these cases can be represented by the flow-balance equation
(8), with a proper choice of control variables.
For example, let us see how we can write the recently proposed CTM(L) model34 as a special case of our model.
Flights going from one boundary of a sector to another are aggregated, and the model represents these flights along
the links of a graph. Only traffic above 24000ft is considered, and aircraft climbing to and descending from this
altitude are represented as external arriving and departing flows.34 All aircraft in a given link fly at an aggregate speed,
obtained from historical ASDI/ETMS data. A link is divided into cells, where each cell corresponds to one minute of
flight time. For example, if it takes 10 minutes for a flight to cross a link, then the link is divided into 10 cells. A link
is thus a linear succession of cells. The state of each cell is the number of aircraft in that cell. If link i is decomposed
into mi cells, then we can write the dynamics of cell p ∈ {1, . . . ,mi} as
Qip(t+ 1) = Q
i
p(t) +A
i
p(t) + U
i
p−1,p(t)− U ip,p+1(t), (13)
where the superscript indicates the link and the subscript the cell number. The external arrivals Aip(t) come from
aircraft ascending to the altitude considered. Descending aircraft which exit the flow can be easily taken into account
by adding to a term −U ip,exit(t) to Equation (13). For the boundary cells p = 1 in (13), p − 1 represents the last
cell of the previous link traversed by the aircraft, and similarly for p = mi, p + 1 is the first cell of the next link. In
Sun and Bayen,34 the authors choose to control the number of aircraft delayed (i.e., the number of aircraft remaining
in the same cell for the next time step), hence their control variables are U˜ ip−1,p(t) = Q
i
p−1(t) − U ip−1,p(t) and
U˜ ip,p+1(t) = Q
i
p(t)− U ip,p+1(t). Equation (13) then yields
Qip(t+ 1) = Q
i
p−1(t)− U˜ ip−1,p(t) + U˜ ip,p+1(t) +Aip(t). (14)
These are, in fact, the exact dynamics presented by Sun et al.34 (Section III.A.1) at the link level (see also Equation
(9) in their paper). The saturation constraint (10) is omitted however, and replaced by the simpler linear constraint
U ip,p+1(t) ≤ Qip(t). This forces the authors to use very small control volumes (of the order of about 10 nautical
miles) in order to obtain a reasonable model. With small control volumes, each cell contains very few aircraft, and
hence operates in the linear part of the throughput curve. The drawbacks of such a model are the large number of
control volumes, most of which remain empty most of the time, and the inflexibility introduced at the interface with
the tactical level, since with such small volumes, the Eulerian model effectively attempts to control each aircraft
individually, rather than leaving this task to the ATC.
To our knowledge, the saturation constraint (10) described in Figure 2 and in references28, 31, 32 is in fact ignored in
all prior Eulerian models of the NAS, yielding particularly unrealistic models in the case of high-density operations.
Moreover, many Eulerian models consider a single type of flow, with the exception of the CTM(L) model,34 which
differentiates aircraft based on their OD pairs. Even in the CTM(L) model, the interactions between different flows,
leading to the scheduling, routing, and other resource constraints (11), are not included. Note that the possibility
of prioritizing certain flows over others is crucial for proper congestion control across a network in general.22 This
possibility is also easier to exploit in air traffic than in road traffic due to the prevailing control structure.
Other models proposed Ball et al.,2 and Mukherjee and Hansen25 are also Eulerian models, since they regulate air-
craft counts rather than optimize individual aircraft trajectories. Our model is a generalization of the ones presented in
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these papers, which in particular consider a single destination airport, and focus on integer programming formulations
that can efficiently solve the TFM problem in this setting. In contrast, we treat the various quantities as continuous in
our optimization, and use naive rounding techniques for those quantities that require an integer solution. The rationale
for this is that the TFM model (8) is intended to be an approximation of the system dynamics, and the actual dynamics
is expected to deviate from this model at the tactical level. Under such conditions, the actual impact of obtaining and
implementing the optimal integer solution of the full, disaggregate TFM model is not easy to quantify.
III. Control Strategies
Having presented an Eulerian model of NAS operations, we now develop algorithms to determine appropriate
decisions U(k) for the closed loop control of the system (8)-(12). A number of control techniques for such network
models have been investigated in the past decades, particularly in the context of communication and semiconductor
manufacturing systems.22 We note that the state and control constraints in particular, neglected in the original work
of Menon et al.,20 play a fundamental role in the analysis of a network’s stability and performance. For example,
simple scheduling problems typically correspond to a square invertible constant matrix B, which in turn implies the
controllability of a version of the model that neglects the control constraints; yet in practice not all such models are
stabilizable.
In this paper, we describe two natural control strategies, each with very different computation and implementation
requirements, that can be used for scheduling and routing aircraft through the NAS. The first strategy, the MaxWeight
policy,36 is a distributed policy with very few implementation requirements that can be used under nominal conditions.
In contrast, the second approach is a Model Predictive Control (MPC) strategy that has greater implementation re-
quirement, and is more suitable for use in rapidly-changing capacity scenarios such as bad weather days, as discussed
in Section IV.
III.A. Distributed MaxWeight Policy
The celebrated MaxWeight or maximum back pressure policy for network control,36 which was previously proposed
by the authors for air traffic control,17 can be obtained as follows. We assume that the sector capacity constraints (9)
are not present. At period k, in state Q(k) = Q of the network, with right-hand sides D(k) = D in (10), and R in
(11), we apply the control
UMW (Q) ∈ arg min
U∈U
〈BU,ΞQ〉 = arg min
U∈U
QTΞBU, (15)
where U = {U |C1U ≤ D,C2U ≤ R,U ≥ 0}, and Ξ is a diagonal weighting matrix with positive coefficients ξi.
The choice of Ξ is left open here and allows the controller to prioritize certain flows over others.17 For the simulation
results of Section IV.C, we set Ξ to be the identity matrix.
One possible motivation for this control law is the following. To the discrete-time dynamics (8), we can associate
the following continuous-time model, called the fluid model22
dq
dt
= Bζ(t) + α(t)
C1ζ ≤ µ,C2ζ ≤ R, ζ ≥ 0,
with control vector ζ. Suppose we consider the quadratic Lyapunov function
V (q) =
1
2
qTΞq. (16)
The MaxWeight policy maximizes the rate of decrease (given by the Lie derivative) of V , since
d
dt
V (q(t)) = 〈Bζ,Ξq〉+ 〈α,Ξq〉, (17)
and the second term of Equation (17) is independent of ζ.
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III.A.1. Implementation Requirements of MaxWeight
The interesting fact about the MaxWeight policy, as given by Equation (15), is that the minimization can be performed
in a distributed way, due to the sparsity pattern of the matrices B,C1, C2. Recall that B is the incidence matrix of
a directed graph whose nodes are the buffers and edges are present between successive buffers. Moreover, note that
exactly one control variable is associated with each such edge, specifying the number of aircraft that are allowed to
transit from one buffer to the next. Denoting the set of edges by E , Equation (15) can be written explicitly as
UMW (Q) ∈ arg min
U∈U
∑
e∈E
Ue(ξe+Qe+ − ξe−Qe−), or,
UMW (Q) ∈ arg max
U∈U
∑
e∈E
Ue(ξe−Qe− − ξe+Qe+), (18)
where e− and e+ denote the buffers at the beginning and end of edge e respectively. Let pie(Q) = ξe−Qe− − ξe+Qe+
denote the (weighted) “pressure” on edge e when the network is in state Q. We see then from Equation (18) that each
control variable Ue for which pie < 0 should be set to 0.
The control variables for the edges for which pie ≥ 0 can be determined by solving local linear programs in which
priority is given to edges that are subject to higher pressure. Firstly, for each buffer it is necessary to know the load in
the downstream buffers in order to compute the pressure on each of the edges involving this buffer. Two different ATCs
might be in charge of two successive buffers, but these controllers can easily communicate to determine the pressure
on the edge between them, since successive buffers are in neighboring control volumes. Secondly, the nonzero entries
in the rows of C1 and C2 can couple control variables that involve shared resources. The linear program (18) can then
be separated into independent linear programs, each involving a set of coupled control constraints. In the constraints
described in Section II, the rows of C1 couple only the routing decision variables for the same buffer, if two or more
downstream buffers are available. The rows of C2 are scheduling constraints for resources that can accommodate
limited traffic flows. A control variable is only coupled with those other control variables with which it competes
for resources. For example in Figure 1, the controllers in charge of sectors A,B and C need to communicate with
each other to determine the pressures and their control variables, but the controllers of sectors A and B need not
communicate with the controllers of sectors D and E in order to implement the MaxWeight policy.
Finally, in many cases, the local optimization problems do not require any computation or explicit optimization
procedure. Consider for example a pure scheduling constraint of the form
N∑
i=1
Uei ≤ R, (19)
where the control variables are Uei do not appear in any other constraints in (11) and are only subject to the throughput
constraints 0 ≤ Uei ≤ Dei (i.e., no routing variables are involved). The controllers must then optimize the correspond-
ing part of the objective function
∑N
i=1 pieiUei , subject to the constraint (19). Assume, for simplicity of notation, that
pie1 ≥ pie2 ≥ pieN , and assume pie1 ≥ 0. Then the MaxWeight policy proceeds iteratively as follows: It first sets Ue1
to min{De1 , R}. At step l, it has set the variables Ue1 , . . . , Uel−1 with the highest pressure to their maximum value
Dei , except for Uel−1 if constraint (19) became active. If this constraint is not yet active and if piel ≥ 0, it sets Uel
to min{Del , R −
∑l−1
i=1 Uei}. For many situations of interest, the local decisions for the MaxWeight policy can be
similarly obtained without explicitly solving a linear program.
Remark Instead of the implementation described in the previous paragraph, we can consider the following variation
of MaxWeight for scheduling a utilization-limited resource, which might be preferable from the perspective of fairness
between different flows. We increase the variables by unit increments, until none of them can be increased any further
because some constraint would then be violated or all the pressures are negative. At each step, we increment the control
variable e for which the pressure pie is maximum, and update the state of the queues accordingly, by subtracting 1 from
Qe− and adding 1 to Qe+ . We then update the pressure values and repeat the process.
It is worth emphasizing again that the implementation of the MaxWeight policy requires very little information,
in contrast to the more demanding MPC control law presented next, for example. In particular, we do not need to
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know the departure rates at airports, or the shape of the maximum throughput functions, throughout the network. We
have seen that decisions are based only on the local information regarding the loads of the queues. These minimal
information requirements can be an advantage, providing an inexpensive yet efficient way to guide TFM decisions
under nominal conditions. For complex scenarios involving significant weather perturbations, where non-local policies
such as ground holding programs must be implemented based on geographically-distributed information, such a policy
becomes less effective. Simulation results illustrating this point are presented in Section IV.
III.A.2. Stability of MaxWeight
Asymptotic stability considerations for the NAS do not appear to be relevant at first glance, since the system could
always be drained of the remaining aircraft overnight, when no new departures are scheduled. However, for network
models such as (8)-(12), asymptotic stability results provide some insight about the short term behavior of the system
as well. For example, an single unstable queue (i.e., a queue for which the arrival rate is strictly larger than the service
rate) simply builds up load linearly with time on average, and hence becomes quickly unmanageable in a system like
the NAS, where buffers have limited capacity. The behavior for a network of queues is similar,22 and in an unstable
network some queues will quickly become unacceptably large. For this reason, it is useful to know if a TFM control
policy can stabilize the NAS under nominal conditions.
Let us assume that the arrival vectors are independent and identically distributed, with E[A(k)] = α, ∀k. Under
the MaxWeight policy, the state vector Q(k) evolves as a Markov chain. The network is said to be stable if for each
initial condition Q(0) = x, the average cost
ηx = lim sup
n→∞
1
n
n−1∑
k=0
E[‖Q(k)‖∞], (20)
is finite. In the absence of the capacity constraints (9) and the throughput constraints (10), the MaxWeight policy is
known to be stabilizing for any network that is stabilizable.22 As in the previous subsection, we continue to ignore the
capacity constraint (9). The throughput constraints (10) force the flow rate out of a buffer to be small when the buffer
is lightly loaded. With these low throughputs at light loads, the number of aircraft in the system can grow. At high
loads, the throughputs increase and approach their saturation values, and for the network to be stable these saturation
rates should be sufficiently high to keep the queues bounded.
Define
δ(x) = E
 min
U≥0:C1U≤D,
C2U≤R
〈BU +A(k),ΞQ(k)〉
∣∣∣Q(k) = x
 ,
which intuitively represents the average decrease per period of the Lyapunov function (16) due to the MaxWeight
policy. Next assume that there is a positive constant K and  > 0 such that for all x with ‖x‖∞ > C, we have
δ(x) < −‖x‖∞. This assumption generalizes a standard stability condition for networks that are not subject to the
saturation constraint (10).22
Theorem 1 Under the preceding assumptions, the network model (8)-(12) is stabilized by the MaxWeight policy.
Proof Consider the Lyapunov function (16) and the Lyapunov drift under the MaxWeight policy
DV (x) = E[V (Q(k + 1))− V (Q(k))|Q(k) = x].
Then with our hypothesis on δ(x), it is not hard to see that
DV (x) ≤ −‖x‖∞ + b, ∀‖x‖∞ > C, (21)
where
b =
1
2
max
x,u
E[(Q(k + 1)−Q(k))TΞ(Q(k + 1)−Q(k))|Q(k) = x, U(k) = u].
Here b is a finite constant because the maximization is over the feasible control vectors, which is a bounded set.
Equation (21) implies the stability of the network as a consequence of the Foster-Lyapunov criterion (Theorem 8.0.3
in Meyn22).
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III.B. Model Predictive Control
Model Predictive control (MPC)12 is a general tool that is well suited for the feedback control of constrained systems
of the form (8)-(12). Menon et al. previously proposed to use MPC to control a deterministic Eulerian model of the
NAS.21 We also use MPC for the weather scenario considered in Section IV. To obtain a feedback control law via MPC
for the general problem (8)-(12), we proceed as follows. We fix a time horizon length of K ≥ 0. At period k0, we
can observe the state Q(k0), the number of arrivals A(k0), and maximum number of departures D(k0) for the period.
We determine U(k0) by solving the following convex program with variables Q = {Qk}k0+1≤k≤k0+K+1,U =
{Uk}k0≤k≤k0+K
min
Q,U
f(Q) (22)
subject to (23)
Qk0+1 = Q(k0) +BUk0 +A(k0)
Qk+1 = Qk +BUk + α(k), k0 + 1 ≤ k ≤ k0 +K
MQk ≤ S, k0 + 1 ≤ k ≤ k0 +K + 1 (24)
C1Uk0 ≤ D(k0) (25)
C1Uk ≤ µ(Qk), k0 + 1 ≤ k ≤ k0 +K (26)
C2Uk ≤ R, k0 ≤ k ≤ k0 +K, (27)
Uk ≥ 0, k0 ≤ k ≤ k0 +K,
where f is chosen to be a convex function ofQ, for example a linear objective
f(Q) :=
K∑
k=k0+1
γTk Qk + γ
T
K+1QK+1, (28)
for some positive vectors {γk}k. We use the certainty-equivalence heuristic3 which consists of replacing A(k) and
D(k) of (8) and (10) by their average values α(k) and µ(Qk) for k > k0. The program (22) is convex if we assume
that µ is concave, which is generally true, as seen, for example, in Figure 2.
Upon solving the optimization problem (22), we obtain a sequence of vectors Uk0 , . . . , Uk0+K , which are real-
valued. We round-off the first vector Uk0 , and use it as a control directive U(k0) = Uk0 for the current period. We
discard the other vectors Uk0+1, . . . , Uk0+K . At the next period, we repeat the procedure to obtain a new control
vector, after observing the new values of Q, A and D. The convex program (22) can be solved using efficient interior
point methods for various choices of objective and throughput functions.6 For example, we can consider the linear
objective function (28), and an approximation of the maximal throughput functions of the piecewise linear form
µi(Qi) = min
1≤j≤mi
{aTijQi + bij , µi,sat}.
Then the constraint cTi U ≤ µi(Qi) can be rewritten as mi affine constraints (see Figure 4 for the case mi = 1).
cTi U ≤ aTijQi + bij , j = 1, . . . ,mi (29)
cTi U ≤ µi,sat.
In this case, the constraints (26) are replaced by linear constraints and the program (22) becomes a linear program.
The hard constraint (24) is usually removed to avoid infeasibility issues in the optimization procedure. Instead, we
can try to respect capacity constraints by penalizing large sector loads in the objective function.
As mentioned in Section II.D, we use a naive rounding procedure to obtain an integer-valued control vector U at
each period (making sure that the constraints (25) and (27) for k = k0 are satisfied). An alternative approach would
be to solve the program (22)-(27) as an integer program, producing directly an integer solution for Uk0 . In view of
the heuristic nature of the MPC approach, and because the TFM model is itself only an approximation of the real
system dynamics, quantifying the performance impact of using a better rounding procedure is complicated and hard
12
Qμ(Q)
Figure 4. Simple piecewise-linear approximation of the throughput curves used in the MPC optimization step, see (29).
to justify. The feasibility of the MPC approach requires that the ATCs have enough time to implement the directives.
Therefore, we need the computation of (22) to be finished in a time much shorter than the time period T , which is in
general not possible using integer programming. This requirement also necessitates a model that is not too large, or
a discretization that is not too fine, as our model allows. MPC can also potentially benefit from recent advances in
convex optimization in solving large-scale problems.40
IV. Weather Management
Our discussion so far assumed that parameters such as the average capacities at control boundaries were known
constants. However, if a region experiences bad weather, its capacity to accommodate traffic flows can be greatly
reduced. Weather forecasts useful for detailed aircraft route planning are becoming increasingly available for TFM.24
In this section, we consider the systematic integration of probabilistic weather forecasts within TFM decision-making
in the NAS. Currently, some limited forms of flow management procedures take weather into account, such as Ground
Delay Programs (GDPs) and Airspace Flow Programs (AFPs),29 but we would like to generalize and coordinate such
programs in a more systematic way, while incorporating real-time information in a feedback loop. We extend the
MPC approach of Section III.B to the situation where the capacity constraints evolve randomly in time according to a
probabilistic weather forecast.
IV.A. A Model Integrating Weather Uncertainty
We assume that the weather state evolves as a Markov chain {w(k)}k≥0 on a finite state-spaceW, with time-varying
transition matrix P(w(k + 1) = w′|w(k) = w) = [P (k)]ww′ . The transition matrix is assumed known, determined
from probabilistic weather forecasts. Note that we can use such a model to represent weather scenarios of the form
considered by Ball et al. or Terrab and Odoni,2, 37 for example. The weather state influences the parameters appearing
in the constraints (9)-(11) of the model described in Section II.C, namely the capacity vectors S,R and the matrices
C1, C2,M . The vector R describes the number of aircraft that control boundaries can accomodate, and therefore
depends on the weather state, and is decided by traffic management initiatives such as AFPs.29 That the matrix C2
changes with the weather state is evident from the fact that this matrix includes the models of the capacity envelopes
of airports (see Section II.B.5). These envelopes vary in shape according to the weather state.38 Hence we replace
the constraints (11) by C2(w(k))U(k) ≤ R(w(k)). We can also include weather-related changes in the throughput
function µ to obtain a function µ(Q,w) depending on the load and weather state.
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IV.B. Certainty-Equivalent MPC
We can now develop a certainty-equivalent model predictive controller (CE-MPC) similar to the one described in
Section III.B. Namely, at period k0, we observe the weather state w(k0), and we replace the constraints (24)-(27) by
E[M(w(k))|w(k0)]Q(k) ≤ E[S(k)|w(k0)], k0 + 1 ≤ k ≤ k0 +K (30)
C1(w(k0))Uk0 ≤ D(k0)
E[C1(w(k))|w(k0)]Uk ≤ E[µ(Qk, w(k))|w(k0)], k0 + 1 ≤ k ≤ k0 +K (31)
C2(w(k0))Uk0 ≤ R(w(k0))
E[C2(w(k))|w(k0)]Uk ≤ E[R(k)|w(k0)], k0 + 1 ≤ k ≤ k0 +K, (32)
where the expectations in the constraints (30), (31), (32) can be computed recursively for the next K stages at the
cost of essentially K matrix multiplications of size |W| × |W|. The optimization problem is still convex, and a linear
program under the assumptions stated in Section III.B. In our experiments described in the next section, we did not
include the state constraint (30), which can lead to potentially infeasible programs, and we assumed that the throughput
function µ of the buffers was independent of the weather state, using constraint (26) rather than (31).
IV.C. Simulation Results
We consider the TFM problem over a portion of the western part of the United States. The airspace modeled is
primarily within the Oakland Air Route Traffic Control Center (ZOA), and we consider the airports at Los Angeles
(LAX), San Francisco (SFO), Seattle (SEA), Portland (PDX), and Las Vegas (LAS). External traffic also enters the
system, mainly via the major routes coming from the east towards SFO, LAX and SEA. After identifying the major
routes supporting most of the traffic, we define control boundaries at which we would like to regulate traffic rates, and
the corresponding control volumes. The resulting queueing network is shown in Figure 5. It consists of 50 queues,
with most of the control variables consisting of scheduling decisions, and with a few routing decisions available. The
capacity envelopes for the airports are obtained from the 2004 Airport Capacity Benchmark Report.38 The throughput
functions for the control volumes are only approximately identified, based on the length of the control volumes, the
required separation distance (5 nm), and assuming simple linear traffic flows in the volumes, as in Figure 2. In order
to solve the MPC optimization problem as a linear program, these traffic curves are then approximated by piecewise
linear functions consisting of just two pieces, as shown in Figure 4. The departure rates at airports and other external
arrival rates are time-varying and oscillate around the values provided in Figure 5.
For this system, we simulate a bad weather event around San Francisco that changes the capacity envelope at
SFO airport according to the data given in the 2004 Airport Capacity Benchmark Report.38 The event also reduces
the capacity in certain other regions in a more limited fashion, in particular at the major traffic intersection East of
SFO, and at LAX. We assume that after some initial period during which the system operates at optimal capacity, the
weather changes to one of 3 states: low (L), medium (M) or high (H) weather impact. In the H state, SFO allows no
departures and accepts only 10 arrivals per hour; L corresponds to IFR conditions and M to Marginal conditions.38
The Markov chain can jump between these 3 states for some time, but eventually reaches a final absorbing state, in
which the capacity is again optimal. The transition structure of the chain modeling the weather dynamics is shown in
Figure 5.
We use the CE-MPC controller in the linear programming form described in Section IV.B. The time-discretization
T is set to 4 minutes, simulations are run for a 6 hour duration, i.e., 90 periods. The horizon K for MPC is set
to 32, 92 and 152 minutes in 3 different sets of experiments (hence K = 8, 23 and 38 time periods, respectively).
The cost function we wish to optimize is also used as the MPC objective (28), and consists of a time-invariant cost
γ1 = . . . = γ91, with coordinates γk,i = 0.5 if queue i is in a control volume on the ground (departure queues
at airports), γk,i = 2 if queue i is in a terminal area (arrival queues in the airspace around airports) and γk,i = 1
otherwise. The purpose of using a higher cost in terminal areas is to reduce congestion in these regions, where the
control volumes support many incoming traffic flows.
At each time period, the MPC algorithm involves solving a linear program with a few thousand variables and
constraints, a computation that can be done in a few seconds, as summarized in Table 1. We solve the linear programs
with Matlab and the optimization modeling package CVX,15 without trying to improve the computational performance
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Table 1. Typical computational requirements per period to solve the linear program for the MPC heuristic. Computations were done using MATLAB and
CVX15 on a standard desktop with a 3.06GHz Intel Core 2 Duo processor and 4GB of RAM.
K Nb variables Nb constraints Computation time (s)
8 (32 min) 2120 744 ≤ 1s
23 (92 min) 6063 2227 ≤ 3s
38 (152 min) 9995 3699 ≤ 5s
by employing a more sophisticated LP solver. Once the MPC control directive for the period is obtained, the rest of
the period would be available for the ATC to implement it, which is compatible with the short computation time of the
MPC heuristic. The simulation results, obtained from 100 simulations in each set of experiments, are shown in Figure
6. We also show the performance of the MaxWeight policy for this example, which can be computed at negligible cost.
Note that MaxWeight has no direct means of distinguishing different costs for aircraft waiting at different queues. In
particular, the fact that the cost for a unit of ground delay is smaller than the cost of a unit of air delay cannot easily
be taken into account by MaxWeight, but is the main reason (along with safety concerns) for implementing ground
holding programs. Because MaxWeight uses only local information, it pushes aircraft out of airports as soon as the
loads in neighboring sectors allow it. Hence it is not surprising that MPC performs better than MaxWeight for the
weighted objective, by actively reducing the departure rates at airport in order to avoid air congestion. It is interesting
to remark however that essentially no performance gain is obtained by increasing the MPC horizon beyond 32 minutes.
This suggests that at the levels of uncertainty considered in this scenario, open-loop planning for larger horizons based
on expected average dynamics provides no useful additional information. In Figure 7, we show the results for the same
system and a scenario with no weather perturbation. In this case, increasing the planning horizon of MPC beyond 30
min has some performance impact, although not particularly large. The gap between the performance of MPC and
MaxWeight for the weighted cost becomes smaller, as MaxWeight is able to clear the airspace traffic faster.
On the right of Figures 6 and 7, we also show the total number of aircraft in the system during the simulations,
independently of their position (ground, terminal airspace or non-terminal airspace). This corresponds to the objective
(28) with an all-one cost vector at each step. For this metric (which, note, is different from the cost function optimized
by MPC), we see that MaxWeight outperforms the MPC solution with a 30 min planning horizon. Better performance
is obtained for the MPC solution with larger planning horizons. This suggests that the different MPC policies, despite
having similar total weighted cost, can behave differently with respect to other metrics, by distributing aircraft differ-
ently in the system. It appears that increasing the planning horizon makes the MPC solution more robust to changes
in the objective function.
V. Conclusion
This paper presented an improved Eulerian model that can be used to develop closed-loop control policies for
the NAS and that takes into account all air traffic resources, including airport capacity envelopes. The model is very
flexible and provides decision support to air traffic controllers to control traffic flow rates at the control boundaries of
their choice. We present simulation results for the performance of two natural control strategies for the system, with
different information requirements. We believe that the proposed model is particularly useful in developing planning
strategies during extreme weather events. Future work will consider the interface between the TFM level and the lower
tactical level, in order to properly identify the maximum throughput curves required by our model, and to validate the
developed control laws using more precise trajectory-based simulations.
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Figure 5. Network model for TFM in the simulated system. Thick gray lines correspond to control variables coupled via the linear constraints (10), (11). All
queues start initially empty. We also show the automaton describing the probabilistic weather evolution as well as a sample trajectory of a queue in the system.
The red dashed line shows the evolution of the weather state for that sample, namely S −H −M −H − T .
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Figure 6. Histograms of the performance results for 100 simulations, for a scenario with probabilistic forecasts as described on Fig. 5. Each simulation
corresponds to a 6 hour interval. On the left, the cost at each period during a simulation is 0.5 per aircraft on the ground, 2 per aircraft in the terminal
airspace arriving at airports, and 1 for other airborne aircraft. This is also the cost used in the MPC optimization step (see objective (28)). The performance
of MaxWeight (with ξi = 1 for all i) is shown as well, although this policy does not take into account the weather forecasts, the knowledge of the future
arrival rates, or the difference in cost between ground and airborne delays. On the right, we show the total cumulative number of aircraft in the system
during the 6 hour period of the simulation (in other words, an aircraft is counted once for every period in which it remains in the system). Under this metric,
the performance of the MaxWeight policy is close to the best performance achievable by the MPC solution. Note however that the performance of the MPC
solution could be improved for this metric by changing the cost function (28), taking the vectors γk to be all-one vectors.
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Figure 7. Simulation results as for Figure 6, for a scenario with no reduction in capacity (no weather event). With the reduced uncertainty, increasing the MPC
planning horizon from 30 min to 1.5 hour improves the performance more significantly for the weighted objective compared to Figure 6.
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