p(d) Φ o(d m log d).
Recently Hickerson [1] has proved that p(d) -O(d 1/2+δ ) for every δ > 0, and in fact a result somewhat more precise than this. Lehmer [2] has suggested that for arbitrarily large d, p(d) might be as large as 0.30c£ 1/2 log d, and if this is indeed the case then Theorem 1 is almost the best possible result. In fact it is easy to show that p(d) = O(d 1/2 log d) using known results regarding log ε, but the constant in Theorem 1 improves the best obtainable in this way.
Let ε 0 denote the fundamental unit in the field Q(d 1/2 ), [a 0 , a 19 α 2 , • a P (d)-ι> 2α 0 ] the continued fraction for d 1/2 and P r /Q r its rth convergent. Then as is well known ε = ε 0 or ε*. Thus by the result of Stephens [3] , log ε ^ 3 log ε 0 ^ A(i _ /log d, and it will be shown that this can be improved at 
2 -cί?/ 2 = 0(mod 4) and both x and y are odd, c? = l(mod4) whence {xy~1) 2 = l(mod 4), i.e., xy~x = ±l(mod4), i.e., α;^/" 1 = ±l(modp s ) (c) if s ^ 3, then d Ξ I(mod8) and now (xy' 1 )
. Combining (i), (ii), and (iii) and using the Chinese Remainder Theorem, we see that xy~ι is congruent to one of at most and X + Yd 112 belong to the same class K. For denote their quotient, we find that B equals either an integer or else half an odd integer. In the former case the result follows as above. In the latter case we find (2A) 2 = d{2Bf + 4 and since now 2B is an odd integer and 4 \ d, 2A is also an odd integer, whence d = 5(mod 8). But this is inconsistent with x 2 -dy 9 = 0(mod 8) where (x, y) = 1 and so this latter case does not arise. This concludes the proof. 
Thus A(2x) + A(x) = 2A(a;) + 2J5(α;) = 2F(x). We now prove by induction that
For, if a? = 1, the result is clearly true since both sides vanish, and then if true for x <> x 0 , we have for x <; 2x 0 , which is again of the required form, and this completes the induction. Now F(y) -0 if y < 1 and so we have
A(x) =
where ,
Γloga Ί Llog2J
Now by (1) for some constant C and all y > 1. Thus and so (2) follows.
(
3) now follows since B(x) -F(x) -A(x).
(4) follows since
(5) and (6) Proof of Theorem 1. The idea of the proof is to combine the results of Lemmas 3-6. We have immediately that
and the remainder of the proof deals with reducing the constant in the above. There are two ways of doing this; in the first place if 2\\N, then the upper bound 2 ω{N) appearing above can immediately be halved in view of Lemmas 3 and 4; secondly depending upon the value of d, there are certain residue classes modulo 16 such that for any N belonging to one of them, the equation x 2 -dy 2 = N cannot have any primitive solutions at all. In each case, it is not possible to dispose of all the odd values of N in this way, and corresponding to these we always obtain a term Σ 2 ω{N) -B(2d 1/2 ) .
There are various cases to consider. (a) d = I(mod8). In this case, since x and y cannot both be even, we find that x 2 -dy 2 = JV is either odd or divisible by 8. Thus we
In this case, we find that if N is even, then 2 2 ||iV, and accordingly
(c) If d Ξ= 2 or 3(mod4) then N can be even only if 2\\N and we obtain
Δ It is to be noted for future reference that if 4|c£, then the 7c/12 of the theorem can be improved to l/2c. (d) If d ΞΞ 0(mod 4), then for a primitive solution of x 2 -dy 2 = N we must have either that x is odd, in which case N is also odd, or else x is even, y odd and A\N. In the latter case we find that (l/2a;) 2 - ( In the first case we obtain
and in the second ease we obtain similarly
which concludes the proof. and so to complete the proof it suffices to show that
where n - [(log x/log p) ].
Now for all y > 1, we have for some constant A, cy log y -Ay < F(y) < cy log y + Ay .
Thus log ^ Σ (a*? log α + < p og^ (ca? log a? + Aa?) • cα; log α + p -1 as
On the other hand
as jθ -»• 1, since x lies between /Γ and p n+ί . Also
and so the result follows. Proof. These results follow from Lemma 7 in exactly the same way as the corresponding results follow from Lemma 6(1).
Proof of Theorem 2. We have for each convergent 1/2 ]. Then the result for this case follows by descent since now log ε <^ 2 log η.
This concludes the proof of Theorem 2.
Proof of Theorem 3. We have as before 
