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THE CONE OF LOWER SEMICONTINUOUS TRACES ON A
C*-ALGEBRA
GEORGE. A. ELLIOTT, LEONEL ROBERT, AND LUIS SANTIAGO
Abstract. The cone of lower semicontinuous traces is studied with a view
to its use as an invariant. Its properties include compactness, Hausdorff-
ness, and continuity with respect to inductive limits. A suitable notion of
dual cone is given. The cone of lower semicontinuous 2-quasitraces on a
(non-exact) C*-algebra is considered as well. These results are applied to
the study of the Cuntz semigroup. It is shown that if a C*-algebra absorbs
the Jiang-Su algebra, then the subsemigroup of its Cuntz semigroup con-
sisting of the purely non-compact elements is isomorphic to the dual cone
of the cone of lower semicontinuous 2-quasitraces. This yields a computa-
tion of the Cuntz semigroup for the following two classes of C*-algebras:
C*-algebras that absorb the Jiang-Su algebra and have no non-zero simple
subquotients, and simple C*-algebras that absorb the Jiang-Su algebra.
1. Introduction
The most standard invariants in the classification of nuclear, simple, C*-
algebras are their K-groups and their traces. The traces are assumed to be
bounded in the unital case, and lower semicontinuous and densely finite in the
non-unital case. If one has in mind the classification of non-simple C*-algebras,
it is clear that these two kinds of traces will not suffice and a broader class
should be considered. In this paper we study the properties of the cone of all
lower semicontinuous traces on a C*-algebra, with the purpose of applying our
results to questions in the classification of non-simple C*-algebras. We also
consider lower semicontinuous 2-quasitraces, since they appear naturally as
functionals on the Cuntz semigroup of the algebra. If the algebra is exact (this
is the case that we are mostly concerned with in the classification program),
then lower semicontinuous traces and 2-quasitraces coincide. However, some of
our considerations apply equally to traces and 2-quasitraces without assuming
exactness of the C*-algebra. Thus, we treat both classes for arbitrary C*-
algebras.
Recall that a trace on a C*-algebra A is a linear map τ on the positive
elements of A, with values in [0,∞], that vanishes at 0 and satisfies the trace
identity τ(xx∗) = τ(x∗x) (see [8]). Every trace on A extends to a trace on
A ⊗ K. A 2-quasitrace on A is a map on (A ⊗ K)+, with values in [0,∞],
that vanishes at 0, satisfies the trace identity, and is linear on pairs of posi-
tive elements that commute (see [1, Definition 2.22] and [1, Proposition 2.24]).
If a trace or 2-quasitrace is lower semicontinuous, then it is invariant under
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approximately inner automorphisms. This makes the cones of lower semicon-
tinuous traces and 2-quasitraces on a C*-algebra A—let us denote these cones
by T(A) and QT2(A)—natural classification invariants associated to A.
In Section 2 of this paper we study the basic properties of the cone T(A).
Even though various classes of traces have been studied in the past (e.g., [8],
[13], [14]), we have found no bibliographic source for the properties of T(A).
On the other hand, the subcone of T(A) consisting of densely finite traces has
been studied more thoroughly (e.g., in [13] and [14]). We will show that some
well known properties of the cone of densely finite traces persist as properties
of T(A). Furthermore, some properties appear that are not present in the
cone of densely finite traces, notably, the compactness of T(A) (in a suitable
topology).
In Section 3 we turn our attention to QT2(A). By results of Blanchard and
Kirchberg (see [1, Proposition 2.24]), which in turn extend work by Cuntz,
Blackadar, Handelman, and Goodearl, the lower semicontinuous 2-quasitraces
are in bijective correspondence with the additive, order-preserving, extended
positive real-valued maps on the Cuntz semigroup that vanish at 0 and pre-
serve the suprema of increasing sequences—which henceforth we shall just call
functionals. Thus, we may think of QT2(A) as the cone of functionals on the
Cuntz semigroup.
Section 4 contains the description of suitable dual cones for QT2(A) and
T(A). The main results of this section, Theorem 5.7 and Theorem 5.12, re-
late the dual cones of QT2(A) and T(A) with the functions that the positive
elements of A induce on QT2(A) and T(A).
The last section contains applications of our results to understanding the
structure of the Cuntz semigroup of certain C*-algebras, in particular those
C*-algebras that absorb the Jiang-Su algebra. For this class, we identify a
natural subsemigroup of the Cuntz semigroup that is isomorphic to the dual
cone of QT2(A). The complement of this subsemigroup consists of the elements
that become compact, and not a multiple of infinity, after passing to the
quotient by some closed two-sided ideal. The last result of the paper is the
computation of the Cuntz semigroup for two (disjoint) classes of C*-algebras:
C*-algebras that absorb the Jiang-Su algebra and have no non-zero simple
subquotients, and simple C*-algebras that absorb the Jiang-Su algebra. The
computation of the Cuntz semigroup for the latter class extends a previous
result of Brown, Perera, and Toms (see [2]); in their computation they made
the additional assumptions that the algebra was unital, exact, and of stable
rank one.
2. Preliminary results
2.1. The Cuntz-Pedersen equivalence relation. Let A be a C*-algebra
and let a and b be positive elements of A. Let us say that a is Cuntz-Pedersen
equivalent to b, and write a ∼ b, if a =
∑∞
i=1 xix
∗
i and b =
∑∞
i=1 x
∗
ixi for some
sequence xi ∈ A, i = 1, 2, . . . . Let us say that a is Cuntz-Pedersen smaller
than b if a ∼ a′ for some a′ ∈ A+ with a′ ≤ b. In this case let us write a 4 b. In
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[7] Cuntz and Pedersen showed that the relations ∼ and 4 are transitive. This
is a consequence of the following result of Pedersen ([13, Proposition 1.1]).
Proposition 2.1. (Riesz-Pedersen decomposition property.) Suppose that
xi, yi ∈ A, i = 1, 2 . . . , are such that
∑∞
i=1 xix
∗
i =
∑∞
i=1 y
∗
i yi. Then there
are elements zi,j, i, j = 1, 2 . . . , such that x
∗
ixi =
∑∞
j=1 z
∗
i,jzi,j and yjy
∗
j =∑∞
i=1 zi,jz
∗
i,j, for all i, j ≥ 1.
Lemma 2.2. Let a, b ∈ A+ be such that ‖a− b‖ < ǫ. Then (a− ǫ)+ 4 b.
Proof. By [10, Lemma 2.2], there is d ∈ A with ‖d‖ ≤ 1 and (a− ǫ)+ = dbd
∗.
Hence, (a− ǫ)+ ∼ b
1/2d∗db1/2 ≤ b. 
The following proposition is a summary of the properties of the relations 4
and ∼ between positive elements of A that will be needed later.
Proposition 2.3. (i) For every ǫ > 0 there is ǫ′ > 0 such that
(a1 + a2 − ǫ)+ 4 (a1 − ǫ
′)+ + (a2 − ǫ
′)+,(2.1)
(a1 − ǫ)+ + (a2 − ǫ)+ 4 (a1 + a2 − ǫ
′)+.(2.2)
(ii) For every ǫ > 0 and x ∈ A we have (xx∗ − ǫ)+ ∼ (x
∗x− ǫ)+.
(iii) (Riesz decomposition property.) Suppose that
∑∞
i=1 ai ∼
∑∞
i=1 bi. Then
there are elements wi,j, i, j = 1, 2, . . . , such that ai ∼
∑∞
j=1wi,j and bj ∼∑∞
i=1wi,j.
Proof. (i) Since (a1− ǫ
′)+ + (a2− ǫ
′)+ tends to a1 + a2 as ǫ
′ tends to 0, we get
(2.1) from Lemma 2.2.
Let us prove (2.2). Let (en) be an approximate unit for (a1 + a2)A(a1 + a2)
such that en(a1 + a2)en ≤ (a1 + a2 − 1/n)+ (e.g., en = φn(a1 + a2), with
φn(t) =
1
t
(t − 1/n)+). Since ena1en → a1 and ena2en → a2, by Lemma 2.2
there exists n such that (a1−ǫ)++(a2−ǫ)+ 4 en(a1+a2)en ≤ (a1+a2−1/n)+.
(ii) Let us show that (x∗x − ǫ)+ is Murray-von Neumann equivalent to
(xx∗ − ǫ)+ (i.e., Cuntz-Pedersen equivalent by means of a single element).
Consider the polar decomposition x = u|x| of x in the bidual of A. The
element y = u(x∗x − ǫ)
1/2
+ belongs to A, and we have y
∗y = (x∗x − ǫ)+ and
yy∗ = (xx∗ − ǫ)+.
(iii) Suppose that
∑
i ai =
∑
j x
∗
jxj and
∑
k bk =
∑
j xjx
∗
j . By the Riesz-
Pedersen decomposition property, there are yi,js such that ai =
∑
j y
∗
i,jyi,j and
xjx
∗
j =
∑
i yi,jy
∗
i,j. We have
∑
i,j yi,jy
∗
i,j =
∑
k bk. Therefore, there are zi,j,ks
such that bk =
∑
i,j z
∗
i,j,kzi,j,k and y
∗
i,jyi,j =
∑
k zi,j,kz
∗
i,j,k. Set
∑
j z
∗
i,j,kzi,j,k =
wi,k. Then
∑
k wi,k =
∑
j,k z
∗
i,j,kzi,j,k ∼
∑
j y
∗
i,jyi,j = ai. Also,
∑
i wi,k ∼∑
i,j zi,j,kz
∗
i,j,k = bk. 
2.2. Non-cancellative cones. Let us introduce the terminology non-cancellative
cone for an abelian semigroup endowed with a scalar multiplication by strictly
positive real numbers. The semigroup may not have cancellation, that is to
say, τ + τ1 = τ + τ2 may not imply that τ1 = τ2. However, we will often refer
to non-cancellative cones simply as cones, and refer to standard cones that
embed in a vector space as cancellative cones.
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Notice that we have not included scalar multiplication by 0 or ∞ in the
definition of non-cancellative cone. For some of the cones that we shall consider
here—of traces and, more generally, of 2-quasitraces—we will be able to extend
the scalar multiplication to include 0 and ∞. However, it will not necessarily
be the case that scalar multiplication by 0 will result in the zero element of
the cone (see (3.4)).
Non-cancellative cones satisfy the following form of restricted cancellation.
Lemma 2.4. (Cancellation lemma.) Let S be a non-cancellative cone. Sup-
pose that x + z = y + z for some z such that z + z1 = nx and z + z2 = ny.
Then x = y.
Proof. By induction we have nx + z = ny + z. So let us assume that n = 1.
Then x+ y = x+ z + z2 = y + z + z2 = 2y. In the same way x+ y = 2x, and
so x = y. 
3. The cone of lower semicontinuous traces
3.1. The cone T(A). Let A be a C*-algebra. Let us say that τ : A+ → [0,∞]
is a trace on A if τ is linear (i.e., additive, homogeneous with respect to
strictly positive scalars, and vanishing at 0) and satisfies the trace identity
τ(xx∗) = τ(x∗x).
The following lemma is well known (see [1, Remark 2.27 (iv)]).
Lemma 3.1. If τ : A+ → [0,∞] is a trace then τ˜ defined by τ˜ (a) := supǫ>0 τ((a−
ǫ)+) is a lower semicontinuous trace, and is the largest such trace majorized
by τ .
Proof. By parts (i) and (ii) of Proposition 2.3 we have that τ˜ is a trace. We
also have that τ˜(a) = supǫ>0 τ˜((a− ǫ)+). Let us show that this implies that τ˜
is lower semicontinuous. Suppose that τ˜(a) > α for some α ≥ 0. Let ǫ > 0 be
such that τ˜ ((a− ǫ)+) > α. By Lemma 2.2, if ‖a
′ − a‖ < ǫ then (a− ǫ)+ 4 a
′,
whence τ˜ (a′) ≥ τ˜ ((a − ǫ)+) > α. If σ is another lower semicontinuous trace
with σ ≤ τ , then for any a ∈ A+,
σ(a) = sup
ǫ>0
σ((a− ǫ)+) ≤ sup
ǫ>0
τ((a− ǫ)+) = τ˜ (a) 
Let us denote by T(A) the collection of all lower semicontinuous traces of A.
This set is a non-cancellative cone endowed with the operations of pointwise
addition and pointwise scalar multiplication by strictly positive real numbers.
(We will later extend the scalar multiplication to include 0 and ∞.) We shall
also consider T(A) endowed with the order induced by its addition operation.
(When we consider the dual cone of T(A) in Section 5 below, we shall also
need to consider its pointwise order, but, as we shall now show, for T(A) itself
this is determined by addition.)
The following proposition is well known for various classes of traces on a
C*-algebra (e.g., see [8, Proposition 6]).
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Proposition 3.2. Let τ1, τ2 ∈ T(A). Suppose that τ1(x) ≤ τ2(x) for all x ∈
A+. Then there exists τ3 ∈ T(A) such that τ1 + τ3 = τ2.
Proof. Define τ : A+ → [0,∞] as follows:
τ(x) :=
{
τ2(x)− τ1(x) if τ2(x) <∞,
∞ otherwise.
It is easily verified that τ is linear, satisfies the trace identity, and satisfies
τ1 + τ = τ2. Set τ˜ = τ3, where τ˜ is the lower semicontinuous regularization of
τ described in Lemma 3.1. Taking the suprema of both sides with respect to
ǫ in the equation
τ1((a− ǫ)+) + τ((a− ǫ)+) = τ2((a− ǫ)+),
we get that τ1 + τ3 = τ2. 
In [13, Theorem 3.1], Pedersen used the Riesz-Pedersen property to show
that the cone of densely finite lower semicontinuous traces is a lattice. We
shall follow a similar method here to show that the whole of T(A) is a lattice,
and is in fact complete.
Theorem 3.3. The cone T(A) is a complete lattice with respect to the order
determined by addition (equivalently, by Proposition 3.2, the pointwise order).
For all τ1, τ2, τ3 ∈ T(A) we have
τ1 ∨ τ2 + τ3 = (τ1 + τ3) ∨ (τ2 + τ3),(3.1)
τ1 ∧ τ2 + τ3 = (τ1 + τ3) ∧ (τ2 + τ3).(3.2)
Proof. The properties of lower semicontinuity and linearity, and also the trace
identity, are preserved under passing to the pointwise supremum of an upward
directed collection of lower semicontinuous traces. Thus, T(A) is closed under
passage to directed suprema. In order to prove that T(A) is a complete lattice
it is then enough to show that the supremum of any two lower semicontinuous
traces exists. (The supremum of any non-empty set will then exist, and the
supremum of the empty set is 0. It follows that the infimum of any set also
exists.)
Let τ1 and τ2 be in T(A). Define τ : A
+ → [0,∞] by the Riesz-Kantorovich
formula:
τ(x) := sup{ τ1(x1) + τ2(x2) | x1 + x2 ∼ x }.
We clearly have τ(xx∗) = τ(x∗x). The linearity of τ follows from the Riesz
decomposition property (i.e., Proposition 2.3 (iii)), by a standard argument
that goes back to Riesz (see [15, Theorem 1]). It is clear that τ1 ≤ τ , τ2 ≤
τ , and that any trace that majorizes τ1 and τ2 is greater than or equal to
τ . With τ˜ the lower semicontinuous regularization of τ of Lemma 3.1, i.e.,
τ˜(a) = supǫ>0 τ((a − ǫ)+), we have τ˜ ≤ τ , and, furthermore, both τ1 ≤ τ˜ and
τ2 ≤ τ˜ (as τi = supǫ>0 τi((a − ǫ)+) ≤ supǫ>0 τ((a − ǫ)+) = τ˜(a)). Therefore,
τ ≤ τ˜ , and so τ = τ˜ ; in other words, the supremum of τ1 and τ2 in the cone of
all traces belongs to T(A).
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The identity (3.1) follows from the Riesz-Kantorovich formula for the supre-
mum of two traces in T(A). (Note that we have shown that this formula does
describe the supremum in T(A).)
Consider now τ : A+ → [0,∞] defined by
τ(x) := inf{ τ1(x1) + τ2(x2) | x1 + x2 ∼ x }.
By the Riesz decomposition property τ is a trace. Very much as shown above
for the supremum, τ is seen to be lower semicontinuous and to be the infimum
of τ1 and τ2 in T(A). The identity (3.2) now follows from the Riesz-Kantorovich
formula that we have just established for the infimum of τ1 and τ2 in T(A). 
Vector lattices, i.e., ordered vector spaces that are lattices with respect
to their order, have a number of properties that are implied by their lattice
structure. For example, a vector lattice is always distributive and satisfies the
identities (3.1) and (3.2) (see [11]). The cone T(A) cannot be embedded in
a vector space since it is not cancellative. For instance, if I denotes a closed
two-sided ideal of A then τI defined by
τI(x) :=
{
0 x ∈ I+,
∞ x /∈ I+,
is a lower semicontinuous trace and satisfies τI + τI = τI . Indeed, the lower
semicontinuous traces with the only possible values 0 and∞—i.e., that satisfy
τ + τ = τ—are, as is easily seen, in order reversing bijection with the closed
two-sided ideals of A by the map I 7→ τI .
Making use of equations (3.1) and (3.2), and the restricted cancellation of
Lemma 2.4, we can show that T(A) has some of the properties of a vector
lattice.
Proposition 3.4. (i) We have τ1 ∨ τ2 + τ1 ∧ τ2 = τ1 + τ2 for all τ1 and τ2 in
T(A).
(ii) T(A) is a distributive lattice.
Proof. (i) Taking τ3 = τ1 ∧ τ2 in (3.1) yields
τ1 ∨ τ2 + τ1 ∧ τ2 = (τ1 + τ1 ∧ τ2) ∨ (τ2 + τ1 ∧ τ2) ≤ τ1 + τ2.
Taking τ3 = τ1 ∨ τ2 in (3.2) yields
τ1 ∧ τ2 + τ1 ∨ τ2 = (τ1 + τ1 ∨ τ2) ∧ (τ2 + τ1 ∨ τ2) ≥ τ1 + τ2.
(ii) Let us prove that (τ1 ∨ τ2) ∧ τ3 = (τ1 ∧ τ3) ∨ (τ2 ∧ τ3). It is enough to
prove this equality after adding τ1 ∧ τ2 ∧ τ3 to both sides, since this term may
be cancelled by Lemma 2.4. Considering the right-hand side, we have
(τ1 ∧ τ3) ∨ (τ2 ∧ τ3) + τ1 ∧ τ2 ∧ τ3 = τ1 ∧ τ3 + τ2 ∧ τ3
= (τ1 + τ2 ∧ τ3) ∧ (τ3 + τ2 ∧ τ3)
= (τ1 + τ2) ∧ (τ1 + τ3) ∧ (τ2 + τ3) ∧ 2τ3.
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Considering the left-hand side, we obtain the same quantity:
(τ1 ∨ τ2) ∧ τ3 + τ1 ∧ τ2 ∧ τ3 = (τ1 ∨ τ2 + τ1 ∧ τ2 ∧ τ3) ∧ (τ3 + τ1 ∧ τ2 ∧ τ3)
= (τ1 + τ2) ∧ (τ1 ∨ τ2 + τ3) ∧ (τ3 + τ1 ∧ τ2 ∧ τ3)
= (τ1 + τ2) ∧ (τ3 + τ1 ∧ τ2 ∧ τ3)
= (τ1 + τ2) ∧ (τ1 + τ3) ∧ (τ2 + τ3) ∧ 2τ3. 
3.2. The topology on T(A). Let us endow the cone T(A) with the topology
in which the net (τi) converges to τ if
lim sup τi((a− ǫ)+) ≤ τ(a) ≤ lim inf τi(a)(3.3)
for any a ∈ A+ and ǫ > 0. Equivalently (by Lemma 3.1—both parts—
combined with compactness of the infinite product of copies of [0,∞]—one
for each a ∈ A+), τi → τ if, whenever a subnet of (τi) converges pointwise to a
trace σ, the regularization σ˜ of σ given by Lemma 3.1 is equal to τ (cf. proof
of Theorem 3.7, below). A sub-basis of neighbourhoods for the trace τ is given
by the sets
U(τ ; a, ǫ) := { τ ′ ∈ T(A) | τ((a− ǫ)+) ≤ τ
′(a) + ǫ or τ ′(a) >
1
ǫ
},
V (τ ; a, ǫ) := { τ ′ ∈ T(A) | τ ′((a− ǫ)+) ≤ τ(a) + ǫ }.
Remark 3.5. In order to define the topology of T(A) the element a can be
restricted to vary in a dense subset S of A+ such that a ∈ S implies that
(a − 1/n)+ ∈ S for all n ≥ 1. Let us verify this. Let S be such a set. Let
a ∈ A+ and ǫ > 0. Choose a′ ∈ S and n ∈ N such that ‖a− (a′ − 2/n)+‖ < ǫ
and ‖a− a′‖ < 1/n. By Lemma 2.2 (applied twice), we have
(a− ǫ)+ 4 (a
′ −
2
n
)+ 4 (a
′ −
1
n
)+ 4 a.
Hence, U(τ ; (a′ − 1
n
)+,
1
n
) ⊆ U(τ ; a, ǫ) and V (τ ; (a′ − 1
n
)+,
1
n
) ⊆ V (τ ; a, ǫ).
One can verify using (3.3) that ατ → τker τ when α→∞. One also verifies
that ατ → τfin τ when α→ 0, where fin τ is the closed two-sided ideal spanned
by { x ∈ A+ | τ(x) < ∞}. (In the terminology of [8], fin τ is the closure of
the ideal of definition of τ ; we shall refer to this ideal as the (closed) ideal of
finiteness of τ .) In view of these computations, we may extend by continuity
the scalar multiplication in order to include the scalars 0 and ∞:
(3.4) 0 · τ = τfin τ , ∞ · τ = τker τ .
Proposition 3.6. Addition and (extended) scalar multiplication in T(A) are
jointly continuous.
Proof. We will prove here that if τi → τ then 0 · τi → 0 · τ . The other parts of
the proposition are easily verified from the definition of the topology of T(A)
by the inequalities (3.3).
Let us show that lim sup(0 · τi)((a − ǫ)+) ≤ (0 · τ)(a) for all a ∈ A
+ and
ǫ > 0. If (0 · τ)(a) = ∞ this is obvious. Suppose that (0 · τ)(a) = 0. Then
a ∈ fin τ , and so τ((a − ǫ)+) < ∞ for all ǫ > 0. Since τi → τ , we have
7
lim sup τi((a − ǫ)+) ≤ τ((a − ǫ/2)+) < ∞. Hence (0 · τi)((a− ǫ)+) = 0 for all
i ≥ i0 for some i0, and from this the desired inequality follows.
Let us show now that (0 · τ)(a) ≤ lim inf(0 · τi)(a) for all a ∈ A
+. If τ((a−
ǫ)+) <∞ for all ǫ > 0 then (0 · τ)(a) = 0, and so the desired inequality clearly
holds. Suppose that τ((a− ǫ)+) =∞ for some ǫ > 0. Then τi((a− ǫ)+) =∞
for all i ≥ i0, for some i0. Hence (0 · τi)(a) = ∞ for all i ≥ i0, and from this
the desired inequality follows. 
Theorem 3.7. T(A) is a compact Hausdorff space. If A is separable then
T(A) has a countable basis.
Proof. Let us show that T(A) is Hausdorff. Let τ1 and τ2 be distinct points in
T(A). Since either τ1  τ2 or τ2  τ1, we may suppose that we are in the first
case. Then there are a ∈ A+ and ǫ > 0 such that τ1((a− ǫ)+)  τ2(a) + ǫ. Let
us choose ǫ > 0 such that τ2(a) < 2/ǫ− ǫ/2 (this is possible since, necessarily,
τ2(a) <∞). Then the sets U(τ1; (a− ǫ/2)+, ǫ/2) and V (τ2; a, ǫ/2) are disjoint
neighbourhoods of τ1 and τ2 respectively. For suppose that τ belongs to their
intersection. Then, either
τ1((a− ǫ)+) ≤ τ((a− ǫ/2)+) + ǫ/2 ≤ τ2(a) + ǫ
or
2
ǫ
< τ((a− ǫ/2)+) ≤ τ2(a) +
ǫ
2
.
In either case, this is a contradiction.
The following simple proof of the compactness of T(A) was suggested to us
by E. Kirchberg (our original proof was much longer).
Let (τi)i∈Λ be a net of traces in T(A). By Tychonoff’s theorem (using the
compactness of [0,∞]), we can choose a subnet (τi)i∈Λ′ converging pointwise to
σ. The function σ : A+ → [0,∞] is linear and satisfies the trace identity. With
σ˜ the lower semicontinuous trace of Lemma 3.1, i.e., σ˜(a) = supǫ>0 σ((a−ǫ)+),
let us show that (τi)i∈Λ′ converges to σ˜ in T(A) (i.e., the inequalities (3.3) are
satisfied for all a ∈ A+ and ǫ > 0). Let a ∈ A+ and let ǫ > 0. Then
lim sup
i∈Λ′
τi((a− ǫ)+) = σ((a− ǫ)+) ≤ σ˜(a) ≤ σ(a) = lim inf
i∈Λ′
τi(a).
(This convergence is also immediate from the alternative form of the defini-
tion.) This shows that T(A) is compact.
Now suppose that A is separable. It follows from the remark made after
the definition of the topology of T(A) that if A is separable then T(A) is first
countable, and in fact there is a countable basis of symmetric entourages for a
uniform structure giving rise to the topology of T(A); let us choose such a basis.
Inspection of the entourages described shows that not only are they symmetric
but also the corresponding neighbourhoods in the topology are open; we shall
assume therefore that our countable basis consists of such entourages.
Separability of A also implies that there is a countable dense subset of T(A):
as a set of maps from A+ to [0,∞], we may naturally identify T(A) with a
subset of Πa∈A+ [0,∞], and (since the maps in T(A) are lower semicontinuous)
in fact, as we shall now show, with a subset of Πa∈S [0,∞] where S is a suitable
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countable dense subset of A+. Since lower semicontinuous functions are not
determined on just any dense subset, we must choose S to consist of a countable
dense subset of A+ (any such subset) together with, for each a ∈ S, the set of
all elements (a− ǫ)+ with ǫ = 1/n, n = 1, 2, 3, . . .. (It follows from Lemma 2.2
that S separates elements of T(A): if τ, τ ′ ∈ T(A) and τ and τ ′ agree on S,
then for any a ∈ A+, with b ∈ S such that ‖a− b‖ < ǫ, we have (b− ǫ)+  a,
in the sense of Cuntz and Pedersen, and so
τ(b) = sup
n≥1
τ((b− 1/n)+) = sup
n≥1
τ ′((b− 1/n)+) ≤ τ
′(b).
In other words, τ ≤ τ ′, and so by symmetry τ = τ ′.)
Not only is the embedding of T(A) in Πa∈S[0,∞] injective, but also by the
alternative definition of the topology on T(A) the inverse of this map, from
the image with the coordinate-wise topology, is continuous. In other words, as
we shall now show, if τi(a) → τ(a) for all a ∈ S, with τi and τ in T(A), then
τi → τ in T(A). It is enough to show that if τ
′ is a trace and τi → τ
′ pointwise
on A+ then (τ ′)∼ = τ . By hypothesis, τ ′ agrees with τ on S. By the choice
of S, (τ ′)∼ also coincides with τ on S, and therefore by injectivity (τ ′)∼ = τ
in T(A). Hence, one obtains a countable dense subset of T(A) as the image
under the inverse map of a countable dense subset of its domain—which exists
as the countable Cartesian product is a metrizable compact space.
It follows that T(A) has a countable basis for the topology under consider-
ation, namely, the collection of all neighbourhoods of a fixed dense sequence
τ1, τ2, . . . in T(A) corresponding to the countable basis of symmetric entourages
for the uniform structure referred to above. (The proof of this is just as if the
entourages were determined by a metric, as the degrees of closeness correspond-
ing to a sequence of distances converging to zero. Let τ be a point in T(A), and
let W be an arbitrary open neighbourhood of a symmetric entourage U such
that if (τ, s) ∈ U then s ∈ W . Choose an entourage V such that if (τ, τ ′) ∈ V
and (τ ′, σ) ∈ V then (τ, σ) ∈ U . We may choose V to be one of the countable
basis of symmetric entourages chosen above and in particular such that the
neighbourhood of any point determined by V is open. Choose n such that
(τ, τn) ∈ V . The neighbourhood of τn determined by the symmetric entourage
V then both includes the point τ and is included in the neighbourhood of τ
determined by U , and therefore also in the given open neighbourhood W of
τ . Since this neighbourhood is open by the choice of V , we have identified a
countable basis of open sets (the neighbourhoods of τ1, τ2, · · · determined by
the chosen countable basis of entourages).) 
Proposition 3.8. (i) The order relation in T(A) is continuous (i.e., the set
{(τ1, τ2) | τ1 ≤ τ2} is closed in T(A)× T(A)).
(ii) An upward directed subset of T(A) converges to its supremum (when
indexed by itself), and a downward directed subset converges to its infimum.
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(iii) The complete, distributive, lattice T(A) is join continuous; that is, for
any subset S of T(A), and for any τ ∈ T(A),
(
∧
σ∈S
σ) ∨ τ =
∧
σ∈S
(σ ∨ τ).
Proof. (i) Let ((τi, µi)) be a net converging to (τ, µ) and suppose that τi ≤ µi
for all i. Then µi = τi + µ
′
i for some µ
′
i. Passing to a convergent subnet of µ
′
i
(by compactness) and then passing to the limit we get that µ = τ+µ′, whence
τ ≤ µ.
(ii) Let (τi)i∈Λ be a decreasing net with infimum τ . It is enough by com-
pactness to show that every convergent subnet of (τi)i∈Λ converges to τ , and
so we may assume without loss of generality that (τi)i∈Λ converges to τ
′. For
every i we have τ ≤ τi. Thus, passing to the limit and using part (i) of this
proposition we conclude that τ ≤ τ ′. On the other hand, for every i and j
with i ≤ j we have τj ≤ τi. Fixing i and passing to the limit in j we obtain
τ ′ ≤ τi. Since this holds for all i we conclude that τ
′ ≤ τ .
One may proceed in a similar way for upward directed subsets of T(A).
(iii) By the distributivity of T(A) we have
(
∧
i∈F
τi) ∨ τ =
∧
i∈F
(τi ∨ τ)
for every finite subset F of S. Let us consider both sides as downward directed
families of traces indexed by the finite subsets of S. The infimum of the right
side is
∧
i∈Λ(τi ∨ τ). Set
∧
i∈F τi = µF . It is enough to prove that if the
downward directed subset {µF} has infimum µ, then the infimum of {µF ∨ τ}
is µ ∨ τ . By Proposition 3.4 (i), we have µF ∨ τ + µF ∧ τ = µF + τ . By
(ii) together with Proposition 3.6, for any two downward directed sets S1
and S2,
∧
(S1 + S2) =
∧
S1 +
∧
S2. Hence, taking infima on both sides of
µF ∨ τ + µF ∧ τ = µF + τ we get∧
F
(µF ∨ τ) +
∧
F
(µF ∧ τ) =
∧
F
µF + τ = (
∧
F
µF ) ∧ τ + (
∧
F
µF ) ∨ τ.
Cancelling (
∧
F µF )∧τ (using Lemma 2.4 with n = 1) we obtain
∧
F (µF ∨τ) =
(
∧
F µF ) ∨ τ , as desired. 
Remark 3.9. Proposition 3.8 (i) and (ii) may be proved directly from the
definition of the topology of T(A). The proof given above, however, applies to
an arbitrary topological cone that is a complete lattice, and is compact and
Hausdorff. The infinite distributivity of Proposition 3.8 (iii) implies that the
lattice obtained by reversing the order of T(A) is a continuous lattice (in the
sense of [9]; see [9, Theorem I-2.7]). Since the map I 7→ τI is an order reversing
embedding of Lat(A) as a subcomplete sublattice of T(A), we deduce from
Proposition 3.8 (iii) the well known fact that Lat(A) is a continuous lattice.
Question. Is the map µ 7→ µ∨ τ continuous in the topology of T(A)? Is the
topology of T(A) the Fell-Lawson topology of the complete lattice obtained
by reversing the order of T(A)?
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Let us write TI(A) for the subcone of T(A) of traces with ideal of finiteness
I (i.e., τ with fin τ = I). The subcone TI(A) is in bijective correspondence
with the densely finite lower semicontinuous traces on the ideal I, because for
every such trace we get a trace in TI(A) by setting it equal to ∞ outside I
+.
Proposition 3.10. (i) For each ideal I of A, the relative topology on the
subcone TI(A) of T(A) is the topology of pointwise convergence on the positive
elements of the Pedersen ideal of I.
(ii) The relative topology on the subset Lat(A) of T(A)—the image of the
embedding I 7→ τI—is the Fell-Lawson topology.
Proof. (i) Let τ ∈ TI(A) and let (τi) be a net in TI(A) converging to τ in the
topology of T(A). Let us show that τi(a)→ τ(a) for all a ∈ Ped(I)
+. By the
alternative definition of limit in T(A) as the regularization of every pointwise
convergent subnet, it is sufficient to show that an arbitrary densely finite trace
σ on I+ satisfies σ = supǫ>0 σ((a − ǫ)+) for each a ∈ Ped(I)
+. This holds by
[12, Corollary 3.2].
Now suppose that we have a net (τi) of traces in TI(A) converging pointwise
on Ped(I)+ to a trace τ , also in TI(A). Let a ∈ A
+ and ǫ > 0. We need
to show that the inequalities (3.3) hold. If a /∈ I+ then this is true, since
τi(a) = τ(a) =∞ for all i. Suppose that a ∈ I
+. Then (a− ǫ)+ ∈ Ped(I)
+ for
all ǫ > 0. So
lim sup τi((a− ǫ)+) = τ((a− ǫ)+) ≤ τ(a),
and
τ((a− ǫ)+) = lim inf τi((a− ǫ)+) ≤ lim inf τi(a),
for all ǫ > 0.
(ii) The traces that are a multiple of 0 form a closed subset of T(A). Hence
Lat(A) is compact and Hausdorff in the relative topology inherited from T(A).
Let us show that this topology is finer than the Fell-Lawson topology. This
will give the desired result, since Lat(A) is compact and Hausdorff in both
topologies.
Recall that the Fell-Lawson topology has the sub-basis of open sets UI =
{J ∈ Lat(A) | I  J}, and VI = {J ∈ Lat(A) | I ≪ J}, where I ranges
in Lat(A). Here we have denoted by ≪ the (countable) far below relation in
the ordered set Lat(A); see Section 4.2 below (cf. also [9], where uncountable
increasing nets are allowed). Suppose that (Ji)i∈Λ is a net converging to J in
the relative topology, and J ∈ UI . If we have I ≤ Ji for a subnet (Ji)i∈Λ′, then
τJi ≤ τI for all i ∈ Λ
′, whence τJ ≤ τI . This contradicts the relation I  J .
Therefore, there exists i0 such that I  Ji for all i ≥ i0. This shows that the
set UI is open in the relative topology.
Let J ∈ VI . For every b ∈ J
+ and ǫ > 0 consider the ideal Jb,ǫ = Ideal((b−
ǫ)+). By Proposition 2.3 (i), the ideals Jb,ǫ form an upward directed subset
of Lat(A). Since they have supremum J , we must have I ⊆ Ideal((b − ǫ)+)
for some b ∈ J+ and ǫ > 0. If (Ji) is a net such that Ji → J in the relative
topology, then lim sup τJi((b− ǫ/2)+) ≤ τJ(b) = 0. Thus (b− ǫ/2)+ ∈ Ji for all
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i ≥ i0, for some i0. In other words, I ⊆ Ideal((b−ǫ)+)≪ Ideal((b−ǫ/2)+) ⊆ Ji
for all i ≥ i0. This shows that the set VI is open in the relative topology. 
3.3. The functor T(·). Homomorphisms between C*-algebras induce mor-
phisms in the opposite direction between their cones of traces; given φ : A→ B
the map T(φ) : T(B)→ T(A) is defined by T(φ)(τ) = τ ◦φ. It is easily verified
that T(φ) is linear and continuous.
Let us denote by C the category of compact Hausdorff non-cancellative cones
with jointly continuous addition and jointly continuous scalar multiplication
by [0,∞], with, as morphisms, continuous linear maps between cones. (Here,
linear means additive, homogeneous with respect to scalars in [0,∞], and takes
0 into 0.) By Proposition 3.6 and Theorem 3.7, the cone T(A) is in the category
C.
Theorem 3.11. T(·) is a continuous contravariant functor from the category
of C*-algebras to the category C.
Proof. It is straightforward that T(·) is a functor. (If φ : A → B) is a homo-
morphism of C*-algebras and τi → τ in T(B), then to show that τiφ→ τφ in
T(A), passing to a subnet with τiφ converging pointwise to σ we must show
that σ˜ = τφ. We may suppose that τi → σ
′ pointwise, so σ = σ′φ, and since
(σ′)∼ = τ , we have (σ′φ)∼ = (σ′)∼φ = τφ, as desired.) Let A = lim
−→
(Ai, φi,j)
be an inductive limit of C*-algebras. N.B: we will not assume that the in-
dex set in this inductive system is countable. Let C denote the subset of
the Cartesian product
∏
iT(Ai) of vectors (τi) compatible with the projec-
tive system (T(Ai),T(φi,j)); that is, τi = T(φi,j)(τj) for all i < j. Denote by
µi : C → T(Ai) the projection onto the ith coordinate. It is well known that C
is the projective limit of (T(Ai),T(φi,j)) in the category of compact Hausdorff
spaces. It is easily verified that C is a cone when endowed with the operations
of coordinate-wise addition and scalar multiplication, that C belongs to the
category C, and that (C, µi) is in fact the projective limit of the system of
cones (T(Ai),T(φi,j)) in the category C.
Let m : T(A)→ C denote the map given by m(τ) := (T(φi,∞(τ))). In order
to show that T(A) and C are isomorphic, it is enough to prove that m is
bijective, since a continuous bijection between compact Hausdorff spaces has
continuous inverse.
Suppose that τ1 and τ2 are traces in T(A) such that m(τ1) = m(τ2), i.e.,
τ1 ◦ φi,∞ = τ2 ◦ φi,∞ for all i. Then τ1 and τ2 agree on the set
⋃
i φi,∞(A
+
i )
of positive elements coming from the algebras Ai. Let us call this set B. We
have that B is dense in A+ and is such that if a ∈ B then (a − ǫ)+ ∈ B for
all ǫ > 0. It follows, by Remark 3.5, that τ1 and τ2 cannot be separated in the
topology of T(A). Since T(A) is Hausdorff (by Theorem 3.7), this shows that
τ1 = τ2.
Let (τi) be a vector in C. Let us find a trace τ such that m(τ) = (τi). For
a ∈ A+i write τi(a) = τ(φi,∞(a)). Let us show that τ is well defined on the set
B. Suppose that φi,∞(a) = φi,∞(b). For every ǫ > 0 there exists j such that
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‖φi,j(a)− φi,j(b)‖ < ǫ. Using Lemma 2.2 we get
τi((a− ǫ)+) = τj(φi,j((a− ǫ)+)) ≤ τj(φi,j(b)) = τi(b).
In the limit as ǫ→ 0 we obtain τi(a) ≤ τi(b). Hence by symmetry, τi(a) = τi(b).
So τ is well defined on B.
Let us extend τ from B to A+ as follows. Define τ˜ : A+ → [0,∞] by
τ˜ (a) := sup{ τ(a′) | a′ ∈ B, a′ 4 (a− ǫ)+ for some ǫ > 0 }.
Let us show that τ˜ is a trace; clearly, it extends τ . For every a′ ∈ B and ǫ > 0
such that a′ 4 (a − ǫ)+ we have τ˜(a
′) ≤ τ˜ ((a − ǫ/2)+). It follows from this
that τ˜ (a) = supǫ>0 τ˜((a − ǫ)+). Since (xx
∗ − ǫ)+ ∼ (x
∗x − ǫ)+ for all ǫ > 0
and x ∈ A, we have τ˜(xx∗) = τ˜ (x∗x). Also, it can be shown using (2.1) (see
Proposition 2.3 (i)) that τ˜ is superadditive, i.e., τ˜ (a) + τ˜(b) ≤ τ˜(a + b). In
particular τ˜ is increasing.
It remains to show that τ is subadditive. (Homogeneity is clear.) Before
proceeding with the proof of the subadditivity of τ let us prove a preliminary
fact. Suppose that c, c′ ∈ A+ are such that ‖c − c′‖ < ǫ. By [10, Lemma
2.2] there exists a contraction d ∈ A such that (c − ǫ)+ = dc
′d∗. Since τ is
increasing and satisfies the trace identity, it follows that τ˜((c − ǫ)+) ≤ τ˜ (c
′)
whenever ‖c− c′‖ < ǫ.
Let us show that τ is subadditive. Let a, b ∈ A+ and ǫ > 0 and assume, as
we may without loss of generality, that ‖a‖, ‖b‖ ≤ 1. Choose a′, b′ ∈ B such
that ‖a− a′‖ < ǫ/4 and ‖b− b′‖ < ǫ/4. Then
τ˜ ((a+ b− ǫ)+) ≤ τ˜ ((a
′ −
ǫ
2
)+ + (b
′ −
ǫ
2
)+) =
= τ˜((a′ −
ǫ
2
)+) + τ˜((b
′ −
ǫ
2
)+) ≤ τ˜ (a) + τ˜(b).
Passing to the supremum on the left side with respect to ǫ, we deduce that τ˜
is subadditive. This shows that τ˜ is a trace. That τ˜ is lower semicontinuous
follows from Lemma 3.1 and the equation τ˜(a) = supǫ>0 τ˜ ((a− ǫ)+). 
Remark 3.12. In addition to being an object in the category C, we have seen
that the cone T(A) is a complete lattice and satisfies the identities (3.1) and
(3.2). Inspection of the proofs of Propositions 3.4 and 3.8 shows that they also
hold on replacing T(A) by any topological cone in C that is a complete lattice
and satisfies the identities (3.1) and (3.2). Is Proposition 3.10 (i) true for such
cones too?
4. Functionals on the Cuntz Semigroup
4.1. Quasitraces and functionals. Let Cu(A) denote the stabilized Cuntz
semigroup of A, i.e., the ordered semigroup of Cuntz equivalence classes of
positive elements in A ⊗ K (see [6] and [18]). Given τ ∈ T(A ⊗ K) let us
define the function λτ ([a]) := supn τ(a
1/n), where [a] ∈ Cu(A) denotes the
equivalence class of a ∈ (A⊗K)+. This is known to be a well defined function
on Cu(A) with values in [0,∞] and with the following properties:
(1) λτ is additive and order preserving, and λτ (0) = 0,
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(2) λτ preserves the suprema of increasing sequences.
Let us refer to a function λ : Cu(A) → [0,∞] with the properties (1) and
(2) as a functional on Cu(A).
Lemma 4.1. If τ : A+ → [0,∞] is a quasitrace then τ˜ defined by τ˜ (a) =
supǫ>0 τ((a−ǫ)+) is a lower semicontinuous quasitrace on A, and is the largest
such quasitrace majorized by τ .
Proof. If B is a commutative sub-C*-algebra of A, then the restriction τ |B of
τ to B is a trace on B, and the restriction of τ˜ to B is the lower semicontinuous
regularization (τ |B)∼ of Lemma 3.1. This shows that τ˜ is additive on elements
that commute. Since for every x ∈ A and ǫ > 0 there is y ∈ A such that
(x∗x− ǫ)+ = y
∗y and (xx∗ − ǫ)+ = yy
∗ (see the proof of Proposition 2.3 (ii)),
we have τ˜ (x∗x) = τ˜ (xx∗) for all x ∈ A. So τ˜ is a quasitrace. This, together
with the defining equation τ˜ (a) = supǫ>0 τ((a − ǫ)+), implies that τ˜ is lower
semicontinuous (see the last remark in [1, Definition 2.2]). If σ is another lower
semicontinuous quasitrace with σ ≤ τ , then (as in the proof of Lemma 3.1),
for any a ∈ A+,
σ(a) = sup
ǫ>0
σ((a− ǫ)+) ≤ sup
ǫ>0
τ(a− ǫ)+) = τ(a). 
To repeat, we shall denote by QT2(A) the cone of lower semicontinuous
quasitraces of A ⊗ K. The notation QT2(A) is explained by the result of
Blanchard and Kirchberg that every lower semicontinuous 2-quasitrace of A
extends to a lower semicontinuous quasitrace of A ⊗ K; see [1, Remark 2.27
(viii)]). Let F(Cu(A)) denote the cone of functionals on Cu(A), as defined
above.
Proposition 4.2. Given τ ∈ QT2(A) the function λτ ([a]) := supn τ(a
1/n) is
well defined and gives a functional on Cu(A), i.e., an element of F(Cu(A)).
Given λ ∈ F(Cu(A)) the function τλ(a) =
∫∞
0
λ([(a− t)+]) dt is a lower semi-
continuous quasitrace on A⊗K, i.e., an element of QT2(A). The maps τ 7→ λτ
and λ 7→ τλ are the inverses of each other.
Proof. Let τ ∈ QT2(A) and set supn τ(a
1/n) = D(a), for a ∈ (A ⊗ K)+.
The restriction of τ to a commutative sub-C*-algebra B of A ⊗ K consists
of integration by some measure on the spectrum of B. If a ∈ B+ then D(a)
is the measure of the open subset of the spectrum of B consisting of points
where a does not vanish. From this observation it follows that (1) D(a+ b) =
D(a) + D(b) if a and b are orthogonal, (2) D(a) ≤ D(b) if a and b commute
and a ≤Mb for some M > 0, and (3) D(a) = supǫ>0D((a− ǫ)+).
Let us show that D is constant on the Cuntz equivalence classes of positive
elements. First, note that for any x ∈ A⊗K and g ∈ C0(R+) there is y such
that g(x∗x) = y∗y and g(xx∗) = yy∗. Therefore, D(x∗x) = D(xx∗). Suppose
now that a is Cuntz smaller than b, i.e., d∗nbdn → a for some sequence (dn).
Let ǫ > 0. Choose d ∈ A ⊗ K and δ > 0 such that ‖a − d∗(b − δ)+d‖ <
ǫ. By the proof of Lemma 2.2, there is y such that (a − ǫ)+ = y
∗y and
yy∗ ≤ (b − δ)+. Choose a continuous function g with g(0) = 0 such that
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g(b) ≤ Mb for some M > 0 and g(b)(b − δ)+ = (b − δ)+. We have g(b)yy
∗ =
yy∗g(b) = yy∗. In particular, yy∗ and g(b) commute and yy∗ ≤ ‖y‖2g(b).
Hence D(yy∗) ≤ D(g(b)) ≤ D(b), by (2) of the previous paragraph. Thus,
D((a − ǫ)+) = D(yy
∗) ≤ D(b). Letting ǫ tend to 0 and applying (3) of the
previous paragraph we obtain D(a) ≤ D(b).
It follows from the previous discussion that λ defined by λ([a]) := D(a) is
well defined on Cu(A), additive, order preserving, takes 0 into 0, and satisfies
λ([a]) = supǫ>0 λ([(a− ǫ)+]). In order to show that λ is a functional it remains
to show that it preserves the suprema of arbitrary increasing sequences. Let
([an]) be increasing with supremum [a]. It is known that [(a− ǫ)+]≪ [a] (see
the first paragraph of the next subsection for the definition of the relation≪—
and see [6] for the statement [(a−ǫ)+]≪ [a]). This implies that [(a−ǫ)+] ≤ [an]
for some n. Thus, λ([a − ǫ)+]) ≤ supn λ[an]), and letting ǫ go to 0 we get
λ([a]) ≤ supn λ([an]). The reverse inequality is clearly true, since λ is order
preserving.
Let us now start with a functional λ and let τλ be defined as in the statement
of the proposition. If B is commutative sub-C*-algebra of A⊗K, and a ∈ B+,
then λ([a]) depends only on the set of points in the spectrum of B where a
does not vanish. Moreover, λ defines a Borel measure on the spectrum of B in
this way. By Fubini’s theorem, τλ(a) is the integral of a with respect to that
measure. Therefore, τλ is additive on B and τλ(a) = supǫ>0 τλ((a− ǫ)+).
For every x ∈ A ⊗ K and ǫ > 0 there exists y such that (x∗x − ǫ)+ =
y∗y and (xx∗ − ǫ)+ = yy
∗. Hence λ([x∗x − ǫ)+]) = λ([xx
∗ − ǫ)+]), and so
τλ(x
∗x) = τλ(xx
∗). It follows that τλ is a quasitrace. We also know that
τλ(a) = supǫ>0 τλ((a− ǫ)+). This implies that τλ is lower semicontinuous (see
[1, Definition 2.22]).
Finally, we need to show that the maps τ 7→ τλ and λ 7→ λτ are inverse
to each other. It is immediate from the definitions of these two maps that
it is enough to prove this on the commutative sub-C*-algebra generated by a
positive element. In this case the result follows from standard results in the
theory of integration. 
Remark 4.3. A theorem of Haagerup says that if A is exact and unital then
every bounded 2-quasitrace on A is a trace. It was observed in [1, Remark
2.29 (i)] that after a number of elementary reductions this theorem can be
extended to obtain that every lower semicontinuous 2-quasitrace on an exact
C*-algebra must be a trace. It follows that if A is exact then every functional
on Cu(A) arises from a lower semicontinuous trace.
Let us endow QT2(A) with the topology in which the net (τi) converges to
τ if
(4.1) lim sup τi((a− ǫ)+) ≤ τ(a) ≤ lim inf τi(a)
for all a ∈ (A⊗K)+ and ǫ > 0. Alternatively (as for T(A)), τi → τ if, whenever
a subnet of (τi) converges pointwise to a function σ : (A ⊗K)
+ → [0,∞], the
regularization σ˜ of σ given by Lemma 4.1 above is equal to τ . A neighbour-
hood basis of a point of QT2(A) (or for a uniform structure determining the
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topology) can be described just as before for T(A). Notice that the relative
topology of T(A ⊗ K), as a subset of QT2(A), is the same topology that we
assigned to T(A⊗K) in the previous section.
Let us say that the net (λi) converges to λ on the cone F(Cu(A)) of func-
tionals on Cu(A) if
lim supλi([(a− ǫ)+]) ≤ λ([a]) ≤ lim inf λi([a])
for all [a] ∈ Cu(A) and ǫ > 0. Alternatively (as for T(A)), λi → λ if λ([a]) =
supǫ>0 λ
′([(a− ǫ)+]) for all a ∈ (A⊗K)
+, whenever a subnet of (λi) converges
pointwise to a function λ′ : Cu(A)→ [0,∞].
Theorem 4.4. The cones QT2(A) and F(Cu(A)) are compact and Hausdorff,
and the map τ 7→ λτ is a a homeomorphism between them.
Proof. The proof that QT2(A) is compact and Hausdorff is similar to the proof
given above for T(A) (Theorem 3.7). This is also the case for the proof that
F(Cu(A)) is compact and Hausdorff (see Theorem 4.8 below for a generaliza-
tion of this). In order to show that τ 7→ λτ is a homeomorphism it is enough
to show that it is continuous. Let (τi) be a net in QT2(A) such that τi → τ in
QT2(A). Let [a] ∈ Cu(A). We have
τ(a1/n) ≤ lim inf τi(a
1/n) ≤ lim inf λτi([a]),
for all n. Therefore, λτ ([a]) ≤ lim inf λτi([a]).
Let ǫ > 0. Choose f ∈ C0(R+) such that 0 ≤ f ≤ 1 and f(t) = 1 for
t ∈ [ǫ, ‖a‖]. Set f(a) = a′. We have
(1− ǫ) lim supλτi([(a− ǫ)+]) ≤ lim sup τi(a
′ − ǫ)+ ≤ τ(a
′) ≤ λτ ([a]),
for all ǫ > 0. This implies that lim supλτi([(a− ǫ)+]) ≤ λτ ([a]). 
Remark 4.5. If A is exact then T(A⊗K) = QT2(A) (see Remark 4.3). Since
it is always the case that T(A) ∼= T(A ⊗ K), we have that if A is exact then
T(A) ∼= T(A⊗K) = QT2(A)
∼= F(Cu(A)).
4.2. The category Cu. In [6], Coward, Elliott, and Ivanescu showed that
Cu(A) belongs to a particular category of ordered semigroups denoted by Cu.
Let us recall the definition of this category here.
For elements a and b of an ordered set, let us say that a is far below b, and
write a ≪ b, if for any increasing sequence (bn) with supremum greater than
or equal to b there exists n such that a ≤ bn. (Then in particular a ≤ b.) The
category Cu has for objects the ordered semigroups S with 0 such that
(1) increasing sequences in S have a supremum,
(2) for every a ∈ S there is a sequence a1, a2, . . . with supremum a such
that an ≪ an+1 for all n,
(3) if a1 ≪ b1 and a2 ≪ b2 then a1 + a2 ≪ b1 + b2, and
(4) if (an) and (bn) are increasing sequences then sup(an + bn) = sup an +
sup bn.
The morphisms of the category Cu are the ordered semigroup morphisms
(i.e., the additive and order preserving maps) that preserve suprema of in-
creasing sequences and the far below relation.
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Remark 4.6. The far below relation (also referred to as the way below relation,
or, more formally, compact containment), is usually defined with respect to
increasing nets (bi) instead of increasing (countable) sequences (bn). Never-
theless, it is (countable) increasing sequences that we wish to consider here.
To avoid confusion we might say countable compact containment.
Let S be a semigroup in the category Cu. Let us call functionals on S those
additive and order preserving functions from S to [0,∞] that take 0 into 0 and
preserve the suprema of increasing sequences. Let us denote by F(S) the cone
of functionals on S endowed with pointwise addition and scalar multiplication
by strictly positive real numbers. Let us consider F(S) with the topology in
which a net (λi) converges to a point λ if
lim supλi(x) ≤ λ(y) ≤ lim inf λi(y)(4.2)
for all x, y ∈ S such that x ≪ y. If φ : S → T is a morphism in the category
Cu then F(φ)(λ) := λ ◦ φ, λ ∈ F(T ), is a continuous linear map from F(T ) to
F(S).
Lemma 4.7. Let S be a semigroup in the category Cu and let λ : S → [0,∞]
be an additive map on S. Then λ˜ defined by λ˜(x) := sup{ λ(z) | z ≪ x } is a
functional on S, and is the largest functional majorized by λ.
Proof. If x ≤ y and x′ ≪ x then x′ ≪ y. This allows us to conclude that
λ˜(x) ≤ λ˜(y). If x′ ≪ x and y′ ≪ y then x′ + y′ ≪ x+ y, and so λ˜(x) + λ˜(y) ≤
λ˜(x+y). If z ≪ x+y then there are x′ ≪ x and y′ ≪ y such that z ≪ x′+y′. It
follows that λ˜(x+y) ≤ λ˜(x)+ λ˜(y). Finally, let (xn) be an increasing sequence
with supremum x. Since λ˜ is order preserving we have sup λ˜(xn) ≤ λ˜(x). On
the other hand, for all x′ ≪ x we have x′ ≪ xn ≤ x for some n. Therefore,
λ˜(x) ≤ sup λ˜(xn). The last statement is proved as in 3.1 and 4.1. 
The order of pointwise comparison of functionals in F(S) is the same as the
order arising from the semigroup structure. The proof of this is identical to
the proof for T(A) (see Proposition 3.2), provided that Lemma 4.7 is used
instead of Lemma 3.1.
Just as with T(A), we may extend the scalar multiplication of F(S) to
include 0 and ∞:
(∞ · λ)(x) := 0 if λ(x) = 0, and (∞ · λ)(x) :=∞ otherwise,(4.3)
(0 · λ)(x) := 0 if λ(z) <∞, ∀z ≪ x, and (0 · λ)(x) =∞ otherwise.(4.4)
Notice that 0 · λ is the regularization (as in the statement of Lemma 4.7) of
the additive map x 7→ 0 · λ(x), where 0 · ∞ is taken to be ∞. Notice also
that αλ → 0 · λ and 1
α
λ → ∞ · λ as α → 0, and, indeed, extended scalar
multiplication is (jointly) continuous overall.
Theorem 4.8. F(·) is a sequentially continuous contravariant functor from
the category Cu to the category of topological cones C.
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Proof. The proof that F(S) is compact and Hausdorff is similar to the proof
for T(A) (cf. also Theorem 4.4). We use Lemma 4.7 instead of Lemma 3.1.
Let us show that F(·) is a sequentially continuous functor. As can be seen
from the construction given in [6], inductive limits in the category Cu are
characterized as follows: S is the inductive limit of (Si, φi,j) if
(1) every element of S is supremum of an increasing sequence of elements
coming from the Sis,
(2) if x, y ∈ Si are such that φi,∞(x) ≤ φi,∞(y) in the limit, then for all
z ≪ x in Si there is n ≥ i such that φi,n(z) ≤ φi,n(y) in Sn.
Let C denote the projective limit of (F(Si),F(φi,j)) in the category C (cf.
proof of Theorem 3.11). If λ1 and λ2 are two functionals on S that agree
on the elements coming from finite stages, then λ1 and λ2 are equal by the
property (1) above of inductive limits in Cu. Thus, the map from C to F(S)
is in injective. In order to see that this map is surjective we need to show
that for any sequence of functionals λi ∈ F(Si) compatible with the inductive
limit, there is λ ∈ F(S) such that F(φi,∞)(λ) = λi. Let us define λ on the
subsemigroup
⋃
i φi,∞(Si) of S by λ(φi,∞(x)) = λi(x). Let us check that this
map is well defined. Suppose that φi,∞(x) = φi,∞(y). Then by the property
(2) of inductive limits in the category Cu, for every z ≪ x there is n such
that φi,n(x) ≤ φi,n(y). So λi(z) = λn(φi,n(z)) ≤ λn(φi,n(y)) = λi(y). Since this
holds for all z ≪ x we have λi(x) ≤ λi(y), whence, by symmetry, λi(x) = λi(y).
Let us write T =
⋃
i φi,∞(Si). Let us extend λ from T to all of S as follows:
λ˜(x) = sup{ λ(x′) | x′ ≪ x, x′ ∈ T }.
One can now show that λ˜ is a functional on S that extends λ. We will only
show here that λ˜ is additive. Let x, y ∈ S. Let x′ ≪ x, y′ ≪ y and x′, y′ ∈ T .
Then x′ + y′ ≪ x + y and x′ + y′ ∈ T . This implies that λ˜ is superadditive.
On the other hand, if z′ ≪ x+ y , z′ ∈ T , then there are x′, y′ ∈ T such that
z ≤ x′ + y′ ≪ x + y and x′ ≪ x, y′ ≪ y. From this we conclude that λ˜ is
subadditive. 
Remark 4.9. It was shown in [6] that Cu(·) is a sequentially continuous covari-
ant functor from the category of C*-algebras to the category Cu. Therefore,
by Theorem 4.8, F(Cu(·)) is a sequentially continuous contravariant functor
from the category of C*-algebras to the category C.
5. Dual cones for F(Cu(A)) and T(A)
5.1. The space L(F(Cu(A))). Before discussing the dual cone of the cone
F(Cu(A)) let us begin with some general considerations concerning the cones
in the category C.
Let C be a cone in the category C. Let Lsc(C) denote the set of lower
semicontinuous functions on C with values in [0,∞] that are additive, homo-
geneous (with respect to the scalar multiplication by R+), and take 0 into 0.
We shall regard Lsc(C) as a non-cancellative cone endowed with the operations
of pointwise addition and pointwise multiplication by strictly positive scalars.
We shall also consider Lsc(C) as ordered by the order of pointwise comparison
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of functions. Notice that Lsc(C) is closed under passage to suprema of upward
directed sets. Thus, we can extend the scalar multiplication to include ∞ by
setting supn n · f = ∞ · f . For functions f and g in Lsc(C) we shall write
f ≪ g if for every increasing sequence (gn) such that g ≤ sup gn there is gn0
such that f ≤ gn0.
Let us denote by L(C) the subset of Lsc(C) composed of those functions f
for which there is an increasing sequence (hn), hn ∈ Lsc(C), with the following
two properties:
(I) the supremum of the hns is f ,
(II) hn is continuous at each point where hn+1 is finite.
The definition of L(C) is motivated by Proposition 5.3 below. It is shown
there that the functions arising from the positive elements of a C*-algebra
A (and of A ⊗ K) on the cones T(A) and F(Cu(A)) satisfy (I) and (II) (for
suitable increasing sequences).
For f ∈ Lsc(C) let us write Set(f) = { λ ∈ C | f(λ) > 1 }. Notice that
f ≤ g if and only if Set(f) ⊆ Set(g).
Proposition 5.1. Let f and g be in Lsc(C).
(i) If f ≤ (1−µ)g for some µ > 0, and f is continuous at each point where
g is finite, then Set(f) ⊆ Set(g).
(ii) If Set(f) ⊆ Set(g) then f ≪ g in Lsc(C).
(iii) L(C) is a subcone of Lsc(F(Cu(A))) closed under passage to suprema
of increasing sequences.
Proof. (i) Let (λi) be a net in C such that λi → λ and λi ∈ Set(f). If g(λ) <∞
then f(λ) = lim f(λi) ≥ 1, and so g(λ) > 1.
(ii) Let (gn) be an increasing sequence of functions in Lsc(C) with pointwise
supremum greater than or equal to g. Then Set(g) ⊆
⋃
n Set(gn). Since Set(f)
is compact, we must have that Set(f) ⊆ Set(gn0) for some n0. Therefore,
f ≤ gn0.
(iii) It follows easily from its definition that L(C) is closed under addition
and multiplication by strictly positive scalars.
Let (fn) be an increasing sequence of functions in L(C) with supremum f .
For every fn let (h
n
k)
∞
k=1 be a choice of the corresponding sequence satisfying
(I) and (II). We may assume without loss of generality that hnk ≤ (1−µ
n
k)h
n
k+1
for some µnk > 0. Let k1 = 1. Since h
1
k1+1
≪ f2 on Lsc(C) (by (i) and
(ii)), there is h2k2 such that h
1
k1+1
≤ h2k2 . In the same way we may find h
3
k3
such that h2k2+1 ≤ h
3
k3
. Continue in this way to obtain a sequence (hnkn) such
that hikn+1 ≤ h
n+1
kn+1
. By proceeding as in the proof of [6, Theorem 1 (i)], we
can choose this sequence so that its supremum is f . If hn+1kn+1(λ) < ∞ then
hnkn+1(λ) < ∞, and it follows that h
n
kn
is continuous at λ. This shows that f
belongs to L(C). 
Remark 5.2. The cone L(C) is not to be confused with a cone belonging to the
category C. In particular, no topology will be defined on L(C). Instead, we
shall consider L(C) as a non-cancellative cone endowed with an order—that
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of pointwise comparison of functions—which may not coincide with the order
arising from the addition operation of L(C). Also, we shall not define a scalar
multiplication by 0 in L(C).
Let us now specialize the study of L(C) to the case that C = F(Cu(A))
for some C*-algebra A. Our main result is Theorem 5.7. As applications of
this theorem we will obtain that L(F(Cu(A))) is an ordered semigroup in the
category Cu and that L(F(Cu(·))) is a sequentially continuous functor from
the category of C*-algebras to the category Cu. We will also make use of
this theorem in the next section when we look at the structure of the Cuntz
semigroup for certain C*-algebras.
Let A be a C*-algebra and a be a positive element of A ⊗ K. The Cuntz
semigroup element [a] and the positive element a give rise to functions on
F(Cu(A)):
[̂a](λ) := λ([a]),(5.1)
â(λ) := τλ(a) =
∫ ∞
0
λ([(a− t)+]) dt,(5.2)
where λ ∈ F(Cu(A)) and τλ is the quasitrace associated to λ by Proposition
4.2. The function [̂a] belongs to Lsc(F(Cu(A))) by the inequalities (4.2) that
define the topology on F(Cu(A))). The function â belongs to Lsc(F(Cu(A)))
by the inequalities that define the topology on QT2(A) and the isomorphism
between F(Cu(A)) and QT2(A).
For the rest of this section if a is a positive element of a C*-algebra we will
use the notation aǫ to mean the positive element (a− ǫ)+.
Proposition 5.3. For all a ∈ A+ and ǫ > 0 the function âǫ is continuous at
each point where â is finite.
Proof. Let λ be such that â(λ) < ∞ and let (λi) be a net in F(Cu(A)) that
converges to λ. We have τλ(aǫ) ≤ lim inf τλi(aǫ). Let µ > 0 and set a
′ = aǫ+µa.
There is ǫ′ > 0 such that aǫ ≤ a
′
ǫ′ (this is easily verified in C
∗(a)). Therefore,
lim sup τλi(aǫ) ≤ τλ(a
′) = τλ(aǫ) + µτλ(a). This is true for all µ > 0. Since
τλ(a) is finite we conclude that lim sup τλi(aǫ) ≤ τλ(aǫ). 
Proposition 5.3 implies that â is in L(F(Cu(A))) for every a ∈ (A ⊗ K)+.
Since [̂a] = supn (̂a
1/n) and L(F(Cu(A))) is closed under passage to suprema
of increasing sequences, [̂a] is in L(F(Cu(A))) too. Notice also that since
âǫ ≤ (1− ǫ)â, we have that âǫ ≪ â, by Propositions 5.1 and 5.3.
Let I be a closed two-sided ideal of A ⊗ K. Let fI : F(Cu(A)) → [0,∞]
denote the function given by
fI(λ) =
{
0 if λ([a]) = 0 for all a ∈ I+,
∞ otherwise.
(5.3)
It can be verified that fI is in Lsc(F(Cu(A))). Moreover, every function in
Lsc(F(Cu(A))) with the only possible values 0 and ∞ has the form fI for
some ideal I. For f ∈ Lsc(F(Cu(A))) let us write Ideal(f) for the ideal of
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A ⊗ K such that ∞ · f = fIdeal(f). If a is a positive element then Ideal(â) is
the closed two-sided ideal generated by a (i.e., Ideal(a)).
Lemma 5.4. Let f, g ∈ Lsc(F(Cu(A))). If Set(f) ⊆ Set(g) then Ideal(f) ≪
Ideal(g) (in Lat(A)).
Proof. Let (Ii) be an upward directed collection of ideals with supremum
Ideal(g). The functions fIi form an upward directed subset of Lsc(F(Cu(A)))
with supremum∞·g, and so Set(∞·g) =
⋃
i Set(fIi). Since Set(f) is compact
and Set(f) ⊆ Set(g) ⊆ Set(∞ · g) (as g ≤ ∞ · g), we have Set(f) ⊆ Set(fIi0 )
for some i0. From this we get ∞ · f ≤ fIi0 that is to say, Ideal(f) ⊆ Ii0 . 
The following proposition relies on a result in the duality theory of topolog-
ical vector spaces.
Proposition 5.5. Let FA(Cu(A)) denote the subcone of F(Cu(A)) of func-
tionals such that 0 · λ = 0. Let V(FA(Cu(A))) denote the ordered vector space
of linear, real-valued, continuous functions on FA(Cu(A)). Then for every
positive linear functional Λ: V(FA(Cu(A)))→ R there is λ ∈ FA(Cu(A)) such
that Λ(f) = f(λ).
Proof. By (4.4), 0 · λ = 0 if and only if λ([aǫ]) < ∞ for all a ∈ (A ⊗ K)
+
and ǫ > 0. Let us identify—via Proposition 4.2—the subcone FA(Cu(A)) with
the quasitraces of A ⊗ K that are densely finite. Notice that FA(Cu(A)) is a
cancellative cone, since the quasitraces in it are densely finite.
Let us show that the relative topology on FA(Cu(A)) induced by the topol-
ogy of F(Cu(A)) is the topology of pointwise convergence on the set { aǫ |
a ∈ (A ⊗ K)+, ǫ > 0 }. Let (λi) be a net in FA(Cu(A)) and λ ∈ FA(Cu(A)).
Suppose that λi → λ in the topology of F(Cu(A)). Since âǫ/2(λ) < ∞ for
all a ∈ (A ⊗ K)+ and ǫ > 0, by Proposition 5.3 âǫ(λi) → âǫ(λ). Suppose on
the other hand that âǫ(λi) → âǫ(λ) for all a ∈ A
+ and ǫ > 0. Then we may
proceed as in the proof of Proposition 3.10 (i) to conclude that λi → λ in the
relative topology of FA(Cu(A)).
We conclude that the relative topology on FA(Cu(A)) is the weak*-topology
of pointwise convergence on the set { aǫ | a ∈ (A⊗K)
+ }. Therefore, FA(Cu(A))
is a weakly complete cancellative cone in the class S of Choquet (see [3,
page 194]). Now the theorem follows from [3, Proposition 30.7]. 
Lemma 5.6. Let h1, h2, h3 ∈ Lsc(F(Cu(A))) be such that hi ≤ (1 − µi)hi+1
and hi is continuous at each point where hi+1 is finite, for i = 1, 2 and some
µ1, µ2 > 0. Then for every δ > 0 there is a ∈ (A⊗ K)
+ such that â ≤ h3 and
h1 ≤ δh3 + â.
Proof. We may assume without loss of generality that Ideal(h3) = A⊗K, i.e.,
h3(λ) > 0 unless λ = 0. Then we have b̂ ≤ ∞ · h3 for every b ∈ (A ⊗ K)
+.
Since b̂ǫ ≪ b̂ for every ǫ > 0, we obtain that b̂ǫ ≤Mh3 for some finite M > 0.
Set K = { λ ∈ F(Cu(A)) | h3(λ) ≤ 1 }. By Proposition 5.3, the function b̂ǫ is
continuous on K for all b ∈ (A⊗K)+ and all ǫ > 0. Also, by hypothesis, h1 is
continuous on K.
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Let us show that h1 can be uniformly approximated on K by convex com-
binations of functions of the form b̂ǫ. Suppose the contrary. Then there is a
real measure m on K such that
∫
b̂ǫ dm = 0 for all b ∈ (A ⊗ K)
+ and ǫ > 0,
and
∫
h1 dm = 1. Let m = m+ −m− denote the Jordan decomposition of m.
Then∫
h1 dm+ =
∫
h1 dm− + 1 and
∫
b̂ǫ dm+ =
∫
b̂ǫ dm−, for all b, ǫ.
For λ ∈ K we have h3(0 · λ) = 0, and since Ideal(h3) = A ⊗ K, we conclude
that 0 · λ = 0. Therefore, K is contained in FA(Cu(A)), with FA(Cu(A)) as
defined in Proposition 5.5. So we can define positive linear functionals Λ+, Λ−
on the vector space V(FA(Cu(A))) by Λ+(f) =
∫
fdm+ and Λ− =
∫
f dm−.
By Proposition 5.5, Λ+ and Λ− are given by evaluation on functionals λ+
and λ− belonging to FA(Cu(A)). For all b ∈ (A ⊗ K)
+ and ǫ > 0 we have
bǫ ∈ V(FA(Cu(A))). So b̂ǫ(λ+) = b̂ǫ(λ−) for all b and ǫ. This implies that
λ+ = λ−.
Let us show that the restriction of h1 to FA(Cu(A)) is also in V(FA(Cu(A))).
Let λ ∈ FA(Cu(A)), i.e., 0 · λ = 0. If h2(λ) =∞ then h2(λ/n) =∞ for all n.
Since Set(h2) ⊆ Set(h3) (by Proposition 5.1 (i)), 0 · λ ∈ Set(h3). This implies
that h3(0 ·λ) =∞, which contradicts the equation 0 ·λ = 0. We conclude that
h2(λ) <∞ for all λ ∈ FA(Cu(A)), and so h1 is continuous on FA(Cu(A)).
We now have h1(λ+) = h1(λ−) + 1. This contradicts the earlier conclusion
λ+ = λ−. Therefore, the restriction of h1 to K belongs to the closure of the
convex set spanned by the functions b̂ǫ. Hence, for every δ > 0 there exists a
positive element a such that ‖h1 − a‖K < δ. Equivalently, h1 ≤ â + δh3 and
â ≤ h1 + δh3 on K. It is easily shown that these inequalities also hold on all
F(Cu(A)). Changing â to â/(1 + δ) we can arrange that â ≤ h3. 
Theorem 5.7. Let f be in L(F(Cu(A))). Then f is the supremum of an
increasing sequence of âs (a ∈ (A ⊗ K)+). Such a sequence may even be
chosen to be rapidly increasing: a1 ≪ a2 ≪ · · · .
Proof. Let (hn) be a an increasing sequence satisfying (I) and (II). We may
assume without loss of generality that hn ≤ (1 − µn)hn+1 for some µn > 0,
for all n. By Proposition 5.1, Set(hn) ⊆ Set(hn+1) and hn ≪ hn+1 for all
n. Hence, by Lemma 5.4, Ideal(hn) ≪ Ideal(hn+1) in Lat(A) for all n. Let
us choose b ∈ (A ⊗ K)+ and ǫ0 > 0 such that Ideal(h4) ⊆ Ideal(bǫ0) and
Ideal(b) ⊆ Ideal(h5). We have that h4 ≤ ∞ · b̂ǫ0 and b̂ ≤ ∞ · h5. Therefore,
there is a constant M > 0 such that h2 ≤Mb̂ǫ0 and b̂ǫ0 ≤Mh5. Let us choose
δ such that δM < µ3. Finally, using Lemma 5.6, let us find a in (A ⊗ K)
+
such that â ≤ h3 and h1 ≤ (δ/M)h3 + â.
By the stability of A⊗K, we may assume that the positive elements a and b
that we found in the previous paragraph are orthogonal to each other. (If they
are not, we may replace them by Murray-von Neumann equivalent elements
that are orthogonal.) Let a1 = a + δbǫ0. Then
â1 = â + δb̂ǫ0 ≤ (1− µ3 + δM)h5 ≤ h5.
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Also
â1 = â + δb̂ǫ0 ≥ â +
δ
M
h3 ≥ h1.
So h1 ≤ â1 ≤ h5. In the same way we may find â2 such that h5 ≤ â2 ≤ h9.
Continuing in this way we get the desired sequence—by Proposition 5.1 (i)
and (ii) even rapidly increasing. 
Corollary 5.8. Every function in L(F(Cu(A))) is the supremum of an increas-
ing (even rapidly increasing) sequence of functions of the form
∑n
i=1 αi[̂ci],
where αi ∈ R+ and [ci] ∈ Cu(A) for i = 1, . . . , n.
Proof. By (5.2)—cf. Proposition 4.2—, the function â is the supremum of
the increasing sequence of Riemann sums
∑2n
i=1 1/2
n ̂[(a− i/2n)]. Let f be an
arbitrary function in L(F(Cu(A))). Then by Theorem 5.7 there is a rapidly
increasing sequence (âi), with ai ∈ (A ⊗ K)
+, such that f = sup âi. We may
now interpolate between âi and âi+i an element of the form
∑n
i=1 αi[̂ci]. This
proves the result. 
Corollary 5.9. For every functional Λ: L(F(Cu(A)))→ [0,∞] (i.e, additive,
order-preserving map, taking 0 into 0, and preserving suprema of increasing
sequences) there is λ ∈ F(Cu(A)) such that Λ(f) = f(λ).
Proof. Set Λ([̂a]) = λ([a]). Then Λ(f) = f(λ) for every f of the form [̂a]. By
the previous corollary this equality also holds all f ∈ L(F(Cu(A))). 
Let φ : A → B be homomorphism of C*-algebras. Recall that F(φ) is a
continuous linear map from F(Cu(B)) to F(Cu(A)). It follows that f 7→
f ◦ F(φ) maps Lsc(F(Cu(A))) to Lsc(F(Cu(B))). Moreover, in this way â is
mapped to φ̂(a). Thus, by Theorem 5.7, L(F(Cu(φ)))(f) := f ◦ F(Cu(φ)) is a
map from L(F(Cu(A))) to L(F(Cu(A))).
Theorem 5.10. L(F(Cu(·))) is a sequentially continuous covariant functor
from the category of C*-algebras to the category Cu.
Proof. Let us first show that L(F(Cu(A))) is an ordered semigroup in the cat-
egory Cu. We have already seen that the supremum of an increasing sequence
in L(F(Cu(A))), with respect to the pointwise order under consideration, ex-
ists, and is equal to the pointwise supremum of the sequence. By Theorem
5.7 every element is the supremum of a rapidly increasing sequence (i.e., a
sequence satisfying the axiom (2) of the category Cu) of functions that also
belong to L(F(Cu(A))). We clearly have the axiom (3) of the category Cu too,
since the supremum of an increasing sequence of functions in L(F(Cu(A))) is
the pointwise supremum of the sequence. Suppose that f1 ≪ g1 and f2 ≪ g2
in L(F(Cu(A))). Let h1 be such that f1 ≤ h1 ≤ (1−µ)g1, and h1 is continuous
at each point where g1 is finite. Suppose that h2 is in the same relationship
with respect to f2 and g2. Then f1+f2 ≤ h1+h2 ≤ (1−µ)(g1+g2), and h1+h2
is continuous at the points where g1 + g2 is finite. Hence, f1 + f2 ≪ g1 + g2.
This shows that L(F(Cu(A))) is in Cu.
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If φ : A→ B is a homomorphism of C*-algebras then F(Cu(φ)) is continuous
and linear. Keeping this in mind, it is easy to show that L(F(Cu(φ))) preserves
suprema of increasing sequences and the relation ≪.
Let A = lim
−→
(Ai, φi,j, i, j ∈ N) be a sequential inductive limit of C*-algebras.
Recall from the proof of Theorem 4.8 the two conditions (1) and (2) that char-
acterize inductive limits in the category Cu. In order to show that L(F(Cu(A)))
is the inductive limit of the L(F(Cu(Ai)))s it is enough to show that these
conditions are satisfied with respect to L(F(Cu(A))) and the inductive system
(L(F(Cu(Ai))),L(F(Cu(φi,j))).
Let us show that the condition (1) is satisfied. It was shown in [6, Theorem
2] that Cu(A) = lim
−→
(Cu(Ai),Cu(φi,j), i, j ∈ N) in the category Cu. Thus, for
every [c] in Cu(A) there is an increasing sequence ([an]) of elements coming
from the finite stages of the limit and with supremum [c]. It follows that
the same is true for every element of L(F(Cu(A))) of the form
∑m
i=1 αi [̂ci].
Finally, since, by Corollary 5.8, every f ∈ L(F(Cu(A))) is the supremum
of an increasing—even rapidly increasing—sequence of functions of the form∑m
i=1 αi[̂ci], we deduce by a standard argument that f is also the supremum
of an increasing sequence of elements coming from finite stages.
Let us now show that the condition (2) of the proof of Theorem 4.8 is
satisfied. For h ∈ L(F(Cu(A1))) let us denote L(F(Cu(φ1,i)))(h) by hi, for
i = 2, . . . ,∞. Let f ′, f, g ∈ L(F(Cu(A1))) be such that f
′ ≪ f and f∞ ≤
g∞. Then the compact sets Set(f ′i) ∩ Set(gi)
c have as projective limit the set
Set(f ′∞) ∩ Set(g∞)
c. This last set is empty, since f ′∞ ≪ g∞. Therefore, for
some i we must have Set(f ′i) ⊆ Set(gi), and so f
′
i ≤ gi. 
The following lemma will be used in the next section.
Lemma 5.11. If [a]≪ [b] then [̂a]≪ (1 + δ)[̂b] for all δ > 0.
Proof. By Proposition 5.1 (ii), it is sufficient to show that Set([̂a]) ⊆ Set((1 +
δ)[̂b]). Let (λi) be a net in Set([̂a]) converging to λ. By the definition of the
topology of F(Cu(A)) we have 1 ≤ lim supλi[a] ≤ λ([b]). So λ ∈ Set((1+δ)[̂b])
for any δ > 0. 
5.2. The space L(T(A)). Here we briefly review the properties of the space
L(T(A)).
If a ∈ A+ then a¯(τ) = τ(a) defines a lower semicontinuous function in
L(T(A)). All the propositions and lemmas that were proved before for the
ordered cone L(F(Cu(A))) have obvious counterparts for L(T(A)). The proofs
of these results are entirely analogous to the ones that we have seen above.
We therefore have the following theorem:
Theorem 5.12. Let f be in L(T(A)). Then f is the supremum of an increas-
ing sequence (a¯n), with an ∈ A
+.
Remark 5.13. Notice that the positive elements an are now chosen in the C*-
algebra A and not in A⊗K (unlike in Theorem 5.7). The stability of A⊗ K
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was used in the proof of Theorem 5.7 to find orthogonal elements a and b that
were Murray-von Neumann equivalent to two given elements. This step is not
needed in proving Theorem 5.12, since the additivity on pairs of orthogonal
elements of quasitraces is now replaced by the full additivity of traces.
Remark 5.14. As was done before for L(F(Cu(A))), Theorem 5.12 may be used
to show that L(T(A)) is an ordered semigroup in the category Cu and L(T(·))
is a continuous functor from the category of C*-algebras to the category Cu.
Theorem 5.12 is also used, and at the same time improved, in [16, Theorem
2]. It is shown there that if A is stable then f ∈ L(T(A)) if and only if f = a¯
for some a ∈ A+.
6. The structure of the Cuntz semigroups of certain
C*-algebras
Let us apply the results of the previous sections to study the structure of
the Cuntz semigroup, in certain well-behaved cases.
Proposition 6.1. Suppose that A is an AH C*-algebra with no dimension
growth. Then there is a constant M such that for all [a] and [b] in Cu(A) we
have [̂a] ≤ [̂b] if and only if k[a] ≤ (k +M)[b] for all k ∈ N.
Proof. First suppose that A is a direct sum of homogeneous algebras. For
a ∈ (A ⊗ K)+ let rank([a]) denote the lower semicontinuous function on the
spectrum of A given by rank([a])(x) := rank(a(x)). In this case we shall
obtain the desired result as a corollary of the following theorem of Toms (see
[19, Theorem 3.15]):
There is a constant K such that for every finite dimensional compact Haus-
dorff space X, if [a], [b] ∈ Cu(C0(X)) satisfy rank[a] + K dimX ≤ rank[b],
then [a] ≤ [b].
Let us see how. Suppose that [̂a] ≤ [̂b]. This implies that rank[a] ≤ rank[b].
So k · rank[a] + K dimX ≤ k · rank[b] + K dimX for all k ∈ N. We may
assume without loss of generality that b(x) 6= 0 for all x. So rank b ≥ 1 and
k · rank[a] + K dimX ≤ (k + K dimX) · rank[b]. We conclude that k[a] ≤
(k +M)[b] for M = K dimX and all k ∈ N.
Let A be an AH algebra with no dimension growth. Suppose that A =
lim
−→
(Ai, φi,j, i, j ∈ N) where the Ais are homogeneous algebras with spectra of
bounded dimension. Since L(F(Cu(·))) is a sequentially continuous functor,
L(F(Cu(A))) is the limit of the L(F(Cu(Ai)))s in the category Cu. First let us
suppose that [a] and [b] come from finite stages of the sequence (Ai), say, [a] =
φ1,∞([a1]) and [b] = φ1,∞([b1]). Let us write an = φ1,n(a1) and bn = φ1,n(b1).
For every ǫ > 0 and k > 0 we have ̂[(a1 − ǫ)+] ≪ (1 + 1/k)[̂a1] by Lemma
5.11. By the condition (2) for inductive limits in the category Cu (see proof
of Theorem 4.8), there is n such that ̂[(an − ǫ)+] ≤ (1 + 1/k)[̂bn]. Therefore,
k ̂[(an − ǫ)+] ≤ (k+1)[̂bn]. We have already established that as this is at a finite
stage of the sequence (Ai) this implies that k[(an−ǫ)+] ≤ (k+M)[bn], whereM
depends only on the bound on the dimensions of the spectra of this Ais—and,
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as we may take the best choice for different inductive limit decompositions,
therefore depends only on A. Recalling that an and bn map into [a] and [b] in
A, we have k[(a− ǫ)+] ≤ (k +M)[b].
Let us consider the case that [a] and [b] do not necessarily come from finite
stages. Let [fi] and [gi], i = 1, 2, . . . , be increasing sequences of elements
coming from finite stages and with suprema [a] and [b] respectively. Since
[̂fi] ≪ [̂a] ≤ [̂b], there is [gj ] such that [̂fi] ≤ [̂gj]. Hence as before, k[fi] ≤
(k + C)[gj] ≤ (k +M)[b]. Passing to the supremum with respect to i we get
that k[a] ≤ (k +M)[b]. 
We now turn to the setting of arbitrary C*-algebras with almost unperfo-
rated Cuntz semigroup. Recall from [18] that an ordered semigroup is said to
be almost unperforated if the inequality (k+1)x ≤ ky for some k ∈ N implies
that x ≤ y.
The following proposition is an improvement of [18, Proposition 3.2] for
ordered semigroups in the category Cu.
Proposition 6.2. Let S be an ordered semigroup in the category Cu. Then S
is almost unperforated if and only if the following condition is fulfilled: for all
x and y in S with x ≤ ∞ · y and λ(x) < λ(y) for any functional on S such
that λ(y) = 1, one has x ≤ y.
Proof. Suppose that S satisfies the condition of comparison of elements by
functionals described in the statement of the proposition (this condition is
often referred to as “strict comparison”). If (k + 1)x ≤ ky then λ(x) ≤
k/(k + 1) < λ(y) for any λ such that λ(y) = 1. Since x ≤ ky ≤ ∞ · y, we
conclude that x ≤ y, as desired.
Suppose that S is almost unperforated. Let x, y ∈ S be such that x ≤ ∞· y
and λ(x) < λ(y) for all λ such that 0 < λ(y) < ∞. Let z ≪ x. Then z ≤ ky
for some k. We shall prove that for every additive, order preserving, function
D on S—not necessarily preserving suprema of increasing sequences—such
that D(y) = 1, we have D(z) < D(y). By [18, Proposition 3.2], this will imply
that z ≤ y, from which the desired result will follow on taking the supremum
over all z that are far below x.
Let D : S → [0,∞] be additive, order preserving, and such that D(y) = 1.
Set D˜w := sup{Dw′ | w′ ≪ w }, for each w ∈ S. By Lemma 4.7, D˜ is a
functional on S, and it is clear that D˜(y) ≤ 1 <∞.
Case 1. Suppose that D˜y 6= 0. Then
D(z) ≤ D˜(x) < D˜(y) ≤ D(y).
Case 2. Suppose that D˜y = 0. Then D˜x = 0 (because x ≤ ∞ · y), and so
D(z) ≤ D˜(x) = 0 < D(y). 
Corollary 6.3. Let S be an almost unperforated ordered semigroup in the
category Cu. Let x, y ∈ S. Then λ(x) ≤ λ(y) for every functional λ on S if
and only if kx ≤ (k + 1)y for all k ∈ N.
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Proof. The implication that λ(x) ≤ λ(y) for every functional λ if kx ≤ (k+1)y
for all k ∈ N is obvious. Let us prove the converse.
By considering functionals with the only possible values 0 or∞ we conclude
that x ≤ ∞y. We may now apply the previous proposition with kx and (k+1)y
in place of x and y, respectively. 
By a theorem of Rørdam (see [18, Theorem 4.5]), the Cuntz semigroup of
a C*-algebra that absorbs the Jiang-Su algebra is almost unperforated. It
follows by Corollary 6.3 that if A absorbs the Jiang-Su algebra then [̂a] ≤ [̂b]
if and only if k[a] ≤ (k + 1)[b] for all k ∈ N. In the sequel we shall denote the
Jiang-Su algebra by the letter Z.
Let us now try to identify L(F(Cu(A))) with a subsemigroup of Cu(A).
Notice that if f ∈ L(F(Cu(A))) is compact (i.e., f ≪ f in L(F(Cu(A)))) then
(1 − ǫ)f = f for some 0 6= ǫ 6= 1 and so f takes 0 and ∞ as its only possible
values. This observation suggests the following definition.
Let us say that [a] ∈ Cu(A) is purely non-compact if it has the property
that if the image of [a] in the quotient by some ideal I—let us denote this
by [aI ]—is compact (i.e., [aI ] ≪ [aI ]), then [aI ] is a multiple of infinity (i.e.,
2[aI ] = [aI ]).
Proposition 6.4. (i) The purely non-compact elements of Cu(A) form a sub-
object of Cu(A), i.e., a subsemigroup closed under the passage to suprema of
increasing sequences.
(ii) If [a] is purely non-compact then for all [b], with [b] ≪ [a], and for all
M ∈ N, we have (k +M)[b] ≤ k[a] for all sufficiently large k.
(iii) If Cu(A) is almost unperforated the converse of (ii) is true.
(iv) If A is simple then every element of Cu(A) is purely non-compact except
for the element [p] where p is any non-zero finite projection.
(v) If [a] =
∑∞
i=1[ci] and Ideal(ci) = Ideal(a), then [a] is purely non-compact.
Proof. Before proving the proposition we need some preliminary formulas.
Suppose that [a] is purely non-compact. Let ǫ > 0 and choose a positive
function cǫ(t) different from 0 precisely on the interval (0, ǫ). Then (a − ǫ)+
and cǫ(a) are orthogonal and (a− ǫ)+ + cǫ(a) ≤ C1a ≤ C2((a− ǫ/2)+ + cǫ(a))
for some positive scalars C1 and C2. Hence,
(6.1) [(a− ǫ)+] + [cǫ(a)] ≤ [a] ≤ [(a− ǫ/2)+] + [cǫ(a)].
These inequalities imply that [a] is compact after passing to the quotient by the
ideal Ideal(cǫ(a)). Let us call this ideal I and let us denote with the subscript
I the images of elements of A in A/I. We have that 2[aI ] = [((a− ǫ)+)I ]. By
[5, Theorem 1], this means that 2[a] ≤ [(a − ǫ)+] + [g] for some [g] such that
Ideal(g) = I. Since [(a− ǫ)+] ≪ [a] and [g] is the supremum of an increasing
sequence [gi] with [gi]≪ [g], so that also 2[(a− ǫ)+]≪ 2[a] ≤ [(a− ǫ)+]+ [g] =
supi([(a− ǫ)+]+ [gi]), there is [g
′]≪ [g] such that 2[(a− ǫ)+] ≤ [(a− ǫ)+]+ [g
′].
Since [g′]≪∞[cǫ(a)], there is k ∈ N such that [g′] ≤ k[cǫ(a)]. Thus,
(6.2) 2[(a− ǫ)+] ≤ [(a− ǫ)+] + k[cǫ(a)]
for sufficiently large k.
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(i) Suppose that [ai] is an increasing sequence of purely non-compact ele-
ments with supremum [a], and that [a] is compact in Cu(A/I) for some ideal I.
Without loss of generality, in order to prove that [aI ] is a multiple of infinity,
we may assume that I = 0. Thus, [a] is compact, and so [a] = [ai0 ] for some i0.
Since [ai0 ] is purely non-compact, [ai0 ] is a multiple of infinity, and therefore
so also is [a], as desired.
Let [a] and [b] be purely non-compact and suppose that [a] + [b] is compact
in Cu(A/I) for some ideal I. Again we may assume that I = 0. Thus, [a]+ [b]
is compact, and so
[(a− ǫ)+] + [(b− ǫ)+] + [cǫ(a)] + [cǫ(b)] ≤ [a] + [b] = [(a− ǫ)+] + [(b− ǫ)+]
for some ǫ. Let k be such that (6.2) holds both for [a] and for [b]. Then we
have
[a] + [b] = [(a− ǫ)+] + [(b− ǫ)+] + k([cǫ(a)] + [cǫ(b)]) ≥ 2([a] + [b]).
Therefore, [a] + [b] is a multiple of infinity, as desired.
(ii) It is enough to assume that [b] = [(a − ǫ)+]. From (6.2) we get by
induction that for every M ∈ N we have M [(a− ǫ)+] ≤ [(a− ǫ)+]+k[cǫ(a)] for
sufficiently large k. On the other hand we deduce from (6.1) that k[(a− ǫ)+]+
k[cǫ(a)] ≤ k[a]. Combining these two equations we get the desired result.
(iii) Suppose that Cu(A) is almost unperforated and let [a] be such that for
every ǫ > 0 we have k[(a−ǫ)+] ≤ (k+1)[a] for k large enough. Suppose that [a]
is compact. Then for some ǫ > 0 we have [(a− ǫ)+] = [a]. So (k+1)[a] = k[a],
and this implies that 2(k + 1)[a] = k[a]. Since Cu(A) is almost unperforated
it follows that 2[a] = [a]. The same implication holds in any quotient of A.
(iv) Suppose that A is simple. Then for any 0 6= a ∈ (A⊗K)+ the element
∞· [a] of Cu(A) is the same, and is the largest element of Cu(A). (In general,
the Cuntz semigroup may not have a largest element.)
Fix a ∈ (A⊗ K)+. The element [a] of Cu(A) is purely non-compact unless
[a] is compact and not equal either to 0 or to the largest element of Cu(A).
Suppose that the latter is true, i.e., that [a] is compact and different from both
zero and the largest element of Cu(A). For some ǫ > 0 we have [(a−ǫ)+] = [a].
By (6.1) we have [a] + [cǫ(a)] = [a]. If cǫ(a) were non-zero then, again as A is
simple, ∞· [cǫ(a)] would be the largest element of Cu(A), and hence [a] would
be the largest element of Cu(A). Therefore, cǫ(a) = 0, and so [a] = [p] for
some non-zero projection p. The projection p must be finite, as otherwise [p]
would be the largest element of Cu(A).
(v) Suppose that [a] is compact. Then [a] = [s] + [r] = [s] for some
[r], [s] ∈ Cu(A) such that Ideal(r) = Ideal(s) = Ideal(a) ([s] may be cho-
sen as a partial sum in the given representation of [a] as an infinite series and
[r] as the remainder term). Since Ideal(r) = Ideal(a) we have [a] ≤ ∞[r].
Since [a] is compact we therefore have [a] ≤ k[r] for some k ∈ N. We now have
[a] = [s] + k[r] ≥ 2[a]. The same implication holds in any quotient of A. 
Lemma 6.5. If A absorbs the Jiang-Su algebra then for every a ∈ (A⊗ K)+
there is [c] ∈ Cu(A) such that â = [̂c]. One can always choose [c] to be purely
non-compact.
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Proof. First let us prove that if the existence of [c] is guaranteed (in general),
then we can always choose it so that it is purely non-compact. Let [ci], i =
1, 2, . . . , be such that â/2i = [̂ci] for all i. Then [c] =
∑∞
i=1[ci] is purely
non-compact by Proposition 6.4 (v), and [̂c] =
∑∞
i=1 [̂ci] = â.
Let us now prove that [c] exists with [̂c] = â. Every positive element of
A⊗K⊗Z is approximately unitarily equivalent to one of the form b⊗ 1 with
b ∈ (A ⊗K)+ (see the proof of [2, Theorem 5.5]). Therefore, we may assume
that the given positive element a has the form b ⊗ 1 ∈ (A ⊗ K) ⊗ Z. Recall
that
(̂b⊗ 1)(λ) =
∫ ∞
0
λ([(b− t)+ ⊗ 1]) dt.
Since t 7→ λ([(b− t)+]) is a decreasing function of t, the Riemann sums
2n∑
i=1
1
2n
λ([(b−
i
2n
)+ ⊗ 1])
converge to the integral. Choose a positive element e1/2n of the Jiang-Su
algebra with rank 1/2n. (That such an element exists follows, for instance, by
the computation of the Cuntz semigroup of the Jiang-Su algebra obtained in
[2].) Then the Riemann sum above is equal to
λ
(
2n∑
i=1
[(b−
i
2n
)+ ⊗ e1/2n ]
)
.
Let us show that the Cuntz semigroup elements
2n∑
i=1
[(b−
i
2n
)+ ⊗ e1/2n ](6.3)
form an increasing sequence. Comparing two consecutive terms of this se-
quence we see that it is enough to show that [(b − i/2n)+ ⊗ e1/2n ] = 2[(b −
i/2n)+ ⊗ e1/2n+1 ]. This is true, since [e1/2n ] = 2[e1/2n+1 ], as follows from the
computation of Cu(Z) in [2]. We have b̂⊗ 1 = [̂c], with [c] the supremum of
the sequence (6.3). 
Theorem 6.6. Let A be a C*-algebra. Suppose that Cu(A) is almost unperfo-
rated. If [a] and [b] are in Cu(A) and [a] is purely non-compact, then [a] ≤ [b]
if and only if [̂a] ≤ [̂b].
Suppose further that A absorbs the Jiang-Su algebra. Then the map [a] 7→ [̂a]
is an isomorphism of the ordered semigroups of purely non-compact elements
of Cu(A) and of L(F(Cu(A))).
Proof. Suppose that [a] is purely non-compact, [b] ∈ Cu(A), and [̂a] ≤ [̂b]. By
Corollary 6.3, for every k ∈ N we have k[a] ≤ (k + 1)[b]. On the other hand,
by Proposition 6.4 (ii), for every ǫ > 0 there exists k such that (k + 2)[(a −
ǫ)+] ≤ k[a] ≤ (k + 1)[b]. Since Cu(A) is almost unperforated, it follows that
[(a− ǫ)+] ≤ [b] for all ǫ > 0. Hence, [a] ≤ [b].
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Let us now prove that the map [a] 7→ [̂a] is a surjection from the purely non-
compact elements to L(F(Cu(A))). Let f ∈ L(F(Cu(A))). By Theorem 5.7
there exists an increasing sequence (âi) with supremum f , where ai ∈ (A⊗K)
+.
By Lemma 6.5, for each i = 1, 2, . . . there exists a purely non-compact element
[ci] ∈ Cu(A) such that âi = [̂ci]. We have [̂ci] ≤ [̂ci+1], and so as shown above
[ci] ≤ [ci+1]; that is, [ci], i = 1, . . . , is an increasing sequence. Set sup[ci] = [c].
Since the map [a] 7→ [̂a] preserves suprema of increasing sequences, we have
f = [̂c]. In order to ensure that [c] is purely non-compact let us choose [c′i]
such that 1/2if = [̂c′i] for all i = 1, 2, . . . . Then [c
′] =
∑∞
i=1[c
′
i] is purely
non-compact by Proposition 6.4 (i), and f = [̂c′]. 
Corollary 6.7. Let A be a C*-algebra that absorbs the Jiang-Su algebra. If A
has no non-zero simple subquotients then Cu(A) ∼= L(F(Cu(A))). (Here by ∼=
is meant a natural isomorphism of functors into the category Cu.)
Proof. If A has no non-zero simple subquotients then no non-zero element of
Cu(A), or of Cu(A/I) for an ideal I, is compact (and in particular, every
element of Cu(A) is purely non-compact, as desired). For if [a] is compact and
non-zero then [a] = [(a−ǫ)+] for some ǫ > 0, whence Ideal(a) = Ideal((a−ǫ)+).
It follows, for instance from Lemma 2.2, that Ideal(a) is a compact ideal of
A (a compact element of Lat(A)). (Here we do not mean only countable
compactness; however, that would be sufficient for our purposes since Ideal(a)
is singly generated.) Hence, Ideal(a)/J is simple for any maximal proper ideal
J of Ideal(a) (J exists, by Zorn’s Lemma, since Ideal(a) is compact and non-
zero). 
As another corollary of Theorem 6.6, let us give a computation of the Cuntz
semigroup of a simple C*-algebra absorbing the Jiang-Su algebra (this com-
putation was previously obtained in [2] with the additional assumptions that
the algebra was unital, exact, and of stable rank one). Let A be a simple
C*-algebra absorbing the Jiang-Su algebra. Let V(A) denote the semigroup of
Murray-von Neumann equivalence classes of projections of A⊗K. Let us de-
fine on the abstract disjoint union (V(A)\{0})⊔L(F(Cu(A))) an order and an
addition operation, making it what might be called the lexicographic ordered
semigroup disjoint union. Inside the two subsets (V(A)\{0}) and L(F(Cu(A)))
let us retain the order and addition with which these sets are endowed. Let
[p] ∈ V(A)\{0} and f ∈ L(F(Cu(A))). Let us define f + [p] ∈ L(F(Cu(A))) as
the function f+[̂p] if f 6= 0, and as the class [p] if f = 0. Let us say that f ≤ [p]
if f ≤ [̂p], and that [p] ≤ f if [̂p] + g = f for some 0 6= g ∈ L(F (Cu(A))). It is
not difficult to verify that (V(A)\{0}) ⊔ L(F(Cu(A))) is an object in Cu.
Corollary 6.8. Let A be a simple C*-algebra absorbing the Jiang-Su algebra.
Then either A is purely infinite and Cu(A) ∼= {0,∞}, or every projection in
A⊗K is finite and Cu(A) ∼= (V(A)\{0})⊔L(F(Cu(A))). (Here by ∼= is meant
a natural isomorphism of functors into the category Cu.)
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Proof. If F(Cu(A)) ∼= {0,∞} then by Proposition 6.2, Cu(A) ∼= {0,∞}, in
other words, A is purely infinite (this is also obtained in [18, Corollary 5.1]). If,
on the other hand, F(Cu(A)) contains a non-trivial functional, i.e., a functional
with a non-zero finite value, then every projection in A ⊗ K must be finite.
Indeed, if λ is a non-trivial functional, and p is a projection in A ⊗ K, then,
by [6], the class [p] is compact in Cu(A), and so by simplicity is majorized
by a finite multiple of any non-zero element, and hence is finite on λ. Again
by simplicity, Ker λ = 0, and it follows that if [p] + [a] = [p] in Cu(A) then
[a] = 0, and in particular the projection p is finite.
Suppose that every projection of A⊗K is finite. By Proposition 6.4 (iv), the
complement of the set of purely non-compact elements of Cu(A), in the case
of a simple C*-algebra, is the set of elements [p] such that p is a non-zero finite
projection. It is easy to show (and well known) that among finite projections
Cuntz equivalence amounts to Murray-von Neumann equivalence. Therefore,
by Theorem 6.6, the map from Cu(A) to (V(A)\{0})⊔ L(F(Cu(A))) given by
[p] 7→ [p] if p is a projection, and [a] 7→ [̂a] if [a] is purely non-compact, is a
bijection.
To prove that that this (natural) map is an isomorphism of ordered semi-
groups, let 0 6= p ∈ A ⊗K be a projection and let 0 6= a ∈ (A× K)+ be such
that [a] is purely non-compact in Cu(A). The sum [p] + [a] in Cu(A) is then
also purely non-compact. (By 6.4 (iv) it is enough to show that [p] + [a] is
not the class of a non-zero finite projection, if [a] itself is not the class of a
non-zero finite projection. We may assume that pa = 0. If [p] + [a] = [p + a]
is the class of a non-zero finite projection, say q, then, by the formulation
of Cuntz equivalence given in [6], and since, also by [6], [q] is compact, and
supǫ>0[(a − ǫ)+] = [a], whence supǫ>0[p + (a − ǫ)+] = [p + a], the Hilbert
A-module qA is (by compactness) isomorphic to a sub Hilbert module X of
((p + (a − ǫ)+)A)
− for some ǫ > 0, and (for any ǫ > 0) ((p + (a − ǫ)+)A)
−
is isomorphic to a sub Hilbert module Y of qA. Hence, if X ′ denotes the
isomorphic copy of X contained in ((p + (a − ǫ)+)A)
−, and X ′′ and Y ′ the
resulting isomorphic images of X ′ and Y in qA, so that X ′′ ⊆ Y ′ ⊆ qA and
X ′′ is isomorphic to qA, by finiteness of q it follows that X ′′ = qA—so that in
particular Y = qA, and so ((p+(a−ǫ)+)A)
− = q′A for some projection q′ = q′ǫ.
Then necessarily p+(a−ǫ)+ = q
′, i.e., (a−ǫ)+ is a projection (namely, q
′−p).
Since ǫ > 0 may be arbitrarily small, it follows that a itself is a projection,
equal to (a− ǫ)+ for some ǫ > 0, and therefore ≤ q
′
ǫ for that ǫ; and therefore
finite. By hypothesis, [a] 6= 0; we have therefore proved the contrapositive.)
It follows that the image of [p] + [a] in the disjoint union is ([p] + [a])∧. On
the other hand, the image of [p] is [p] and the image of [a] is [̂a], and the sum of
[p] and [̂a] in the (lexicographic) disjoint union is by definition [̂p] + [̂a], which
is equal to ([p] + [a])∧. The one case remaining in which to check additivity,
that the first element is [p] and the second is the purely non-compact element
0 ∈ CuA, is trivial: the sum of these elements is [p], and the sum of the images,
[̂p] and 0, is [̂p], the image of the sum.
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It remains to verify that the relation [a] ≤ [p] or [p] ≤ [a] in Cu(A) implies
the relation [̂a] ≤ [p] or [p] ≤ [̂a] for the images in the disjoint union, and
conversely (with p and a still as above). If [a] ≤ [p] in Cu(A) then [̂a] ≤ [̂p]
in L(F (Cu(A))), which is just the definition of [̂a] ≤ [p] in the disjoint union.
Conversely, if [̂a] ≤ [p] in the disjoint union, i.e., if [̂a] ≤ [̂p] in L(F (Cu(A)),
then, as a is purely non-compact, by Theorem 6.6, [a] ≤ [p].
If [p] ≤ [a] in Cu(A), then the compact Hilbert module pA is isomorphic
(by [6]) to a sub Hilbert module of (aA)−, necessarily complemented: (aA)− ∼=
pA ⊕ (bA)− (with, e.g., b = (1 − p)a). Since a is non-zero and purely non-
compact, b 6= 0. Hence, [̂a] = [̂p] + g with 0 6= g = [̂b] ∈ L(F (Cu(A))),
i.e., [p] ≤ [̂a] in the disjoint union. Conversely, if [̂a] = [̂p] + g with 0 6= g ∈
L(F (Cu(A))), then by Theorem 6.6 there exists a purely non-compact element
0 6= [b] ∈ Cu(A) such that [̂b] = g. Then, as shown above, also [p] + [b] is
purely non-compact, and since [̂a] = [̂p] + [̂b] = ([p] + [b])∧, and also [a] is
non-compact, by Theorem 6.6, [a] = [p] + [q], and in particular [p] ≤ [a] in
Cu(A). 
Remark 6.9. Certain C*-algebras with no non-zero simple subquotients were
considered by the second author in [17]—these were closed two-sided ideals of
AI algebras—and were classified by means of tracial data. (The techniques of
[17] apply in fact to arbitrary ideals of AI algebras with no non-zero simple
subquotients—equivalently, with the K1-group of every ideal equal to zero.)
For these algebras, the results of [17] may therefore be viewed as a determi-
nation of the Cuntz semigroup in terms of tracial data, although the way this
ordered semigroup is determined is only implicit. Note that, in [4], the Cuntz
semigroup, together with the special element consisting of the class of the
strictly positive elements, was shown to be a complete invariant for arbitrary
AI algebras, or ideals of AI algebras. The results of [17] could be deduced from
this together with Corollary 6.7. The problem of describing the Cuntz semi-
group in terms of K-theoretical and tracial data in this more general setting
would seem to be very interesting.
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