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Executive Summary 
 In many high-stakes tests, subsets of questions (i.e., items) grouped around a 
common stimulus are often utilized to increase testing efficiency. These subsets of 
items are commonly called testlets. Since responses to items belonging to the same 
testlet not only depend on the test taker’s ability, but also on the correct reading, 
understanding, and interpretation of the stimulus, the assumption that the responses 
to these items are independent of one another does not always hold. 
 A mathematical model called item response theory is often applied in automated 
test assembly (ATA) with testlets. Testlet response theory (TRT) models have been 
developed to deal with dependency among items within a testlet. This report 
addresses some of the questions that arise in the application of TRT models to ATA. 
Specifically, a robust ATA method is applied. The results obtained by this method, as 
well as the advantages it offers, are discussed. Finally, recommendations about the 
use of the new method are given. 
Introduction 
 In many tests, a reading passage, graph, video fragment, or simulation is 
presented to a test taker, and after reading the passage, studying the graph, 
watching the video fragment, or participating in the simulation, the test taker is 
presented with a number of items pertaining to the stimulus. Such a group of items 
can be referred to as a testlet (Wainer & Kiely, 1987). The responses of the 
candidates to items in the testlet depend on the correct reading, interpretation, and 
understanding of the stimulus. This causes a dependency among the responses 
given to the items pertaining to the same stimulus. The dependency has to be taken 
into account when the ability of the candidates is estimated; otherwise, the 
measurement precision is overestimated. To deal with these kinds of issues, testlet 
response theory (TRT; Wainer, Bradlow, & Wang, 2007) models were proposed. The 
dependency between responses to items in the same testlet is modeled by adding a 
testlet effect to the item response theory (IRT) models that accounts for the excess 
within-testlet variation. 
 Applying these TRT models to practical testing problems was found to reduce 
overestimation of the precision of the ability estimates (e.g., Paap, Glas, He, & 
Veldkamp, 2012). On the other hand it led to new questions. For example, in many 
large-scale tests, automated test assembly (ATA) methods are applied to select 
items from an item bank to build new test forms. Depending on the amount of 
information they provide, items are generally selected either consecutively (e.g., 
Lord, 1977) or simultaneously (e.g., van der Linden, 2005). For some test assembly 
problems, the amount of information in the test has to be maximized, whereas for 
other test assembly problems, the amount of information has to meet a prespecified 
target. Van der Linden (2005, chap. 1) describes how targets might vary depending 
2 
 
on the goal of testing. For making pass/fail decisions, the target information function 
(TIF) has to be peaked around the cutoff score, while for broad ability testing, the TIF 
might be uniform for all relevant ability values. One of the main assumptions of ATA 
is that the coefficients of the test assembly models are fixed and known. In TRT this 
might be a problem, because the random testlet effects cause uncertainty in the 
information functions. The question arises: How can we assemble test forms when 
Fisher information varies from person to person?  
 To answer this question, first TRT models will be presented in more detail. After 
that, a method for robust ATA will be presented. It will then be applied in the context 
of a high-stakes testing program. The resulting test forms will be compared for 
various settings of the method. Finally, implications of this new method for ATA with 
testlets will be discussed, and recommendations will be given. 
Testlet Response Theory 
 TRT models are special types of IRT models. Generally, IRT models share a 
number of assumptions: unidimensionality, shape of the item characteristic curves, 
and local independence (e.g., Hambleton, Swaminathan, & Rogers, 1991). 
Unidimensionality implies that one dominant latent ability is assumed to account for 
the response behavior of the candidates. For the shape of the item characteristic 
curves, it should hold that they define the probability of a correct response for every 
value of the ability continuum, they are increasing in ability, they are continuously 
differentiable for all ability values, their lower asymptote equals zero, and their upper 
asymptote equals one. Finally, the assumption of local independence states that the 
observed responses to items are independent of each other given a candidate’s 
score on the latent ability. In the case of polytomous items or multidimensional 
constructs, the assumptions have to be modified accordingly. 
 For testlets, the assumption of local independence does not hold. Besides the 
latent ability, the responses also depend on a common stimulus. To account for this 
dependency, a testlet effect can be added to a response model. For example, let the 
response behavior of a candidate be described by the three-parameter logistic (3PL) 
model. Define 
 
           ( ),ij i j ia b                  (1) 
 
where ia  denotes the discrimination parameter of item i , ib  denotes the difficulty 
parameter, and j  the latent ability of person .j  When ic  denotes the guessing 
parameter for item i , the 3PL model can be formulated as: 
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To extend the 3PL model to a 3PL testlet (3PL-T) model, a random testlet effect 
    2~ 0,jt i t iN   for person j  on testlet  t i , where  2t i  indicates the strength of the 
testlet effect, can be added to the exponent: 
 
          
( )( ).ij i j i jt ia b               (3) 
 
Several procedures for estimating TRT models have been developed, and 
applications of TRT have been studied (Glas, Wainer, & Bradlow, 2000; Wainer et 
al., 2007). Recently, Paap et al. (2012) proposed reducing the variance of the testlet 
effect by adding a fixed effect to the model in Equation (3) that depended on features 
that described the stimulus (e.g., word diversity, topic, structure of the stimulus): 
 
        
( ) ( )( ),ij i j i t i q jq jt i
q
a b x                (4) 
 
where  2~ 0,jq qN   models the variation in the effects of the testlet features over 
respondents (see also Glas, 2012a). 
 TRT can be used to estimate the latent abilities more realistically, by taking the 
dependency between the items into account. Glas et al. (2000) showed that ignoring 
the bias in the parameter estimates resulted in a reduction of measurement 
precision. Wang, Bradlow, and Wainer (2002) illustrated that ignoring testlet effects 
provides standard errors that will be potentially too small when the testlet effect is 
neglected. They also illustrated that the amount of information in the test is 
overestimated when the testlet effect is ignored.  
 
Fisher Information 
 
 Fisher Information is defined as the negative inverse of the asymptotic variance. 
For the 3PL-T model, Fisher information for item i  at ability level j  can be 
formulated as: 
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where ij  is the same latent linear predictor as before. An interesting feature of this 
information function is that it has some uncertainty in it due to the probabilistic nature 
of the testlet effect. On an individual level, the location of the information function 
varies based on the testlet effect.  
 Maximum Fisher information is obtained for 
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In other words, depending on the testlet effect, the maximum amount of information 
is obtained for different levels of the ability parameter .j  Besides, given an ability 
level, it can be deducted that the larger the testlet effect, the larger the deviation in 
Fisher information between TRT models that take the effect into account 
( )( 0),jt i   
and IRT models that assume 
( ) 0.jt i   In the next section, a method is introduced to 
deal with this uncertainty in the ATA process.  
Robust Automated Test Assembly 
 In ATA, items are selected from an item bank based on their properties. In this  
selection process, 0-1 Linear Programming techniques are generally applied (e.g., 
van der Linden, 2005). The first step in ATA is to formulate the test assembly 
problem as a linear programming model. These models are characterized by 
decision variable  0,1  for 1, , ,ix i I    that denotes whether an item i  is selected for 
the test ( 1)ix   or not ( 0).ix   An objective function (e.g., to maximize the amount of 
information in a test or to minimize the deviation from a TIF) is defined, and 
restrictions related to the test specifications are imposed.  
 Let 
 
c   be the vector of coefficients of the objective function; 
A   be a matrix of coefficients of the various constraints; 
b   be a vector of bounds; 
I   be the number of items in the bank; 
x   be a vector of decision variables. 
 
A general model for ATA can now be formulated as: 
 
            max Tc x             (7) 
 
subject to 
 
            Ax b             (8) 
 
                {0,1} .Ix             (9) 
 
For an extensive introduction to the problem of model building in 0-1 linear 
programming (0-1 LP), see Williams (1999) or van der Linden (2005, chap. 2–3). 
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These optimization problems are solved either by applying branch-and-bound based 
solvers that search for optimal solutions (van der Linden, 2005, chap. 4), by Network 
Flow Programming (e.g., Armstrong, Jones, & Wang, 1995); or by using heuristic 
approaches (e.g., Luecht, 1998, Swanson & Stocking, 1993, Veldkamp, 2002; 
Verschoor, 2007).  
 
Automated Test Assembly With Testlets 
 
 The model in Equations (7)–(9) has been formulated to select individual items 
from an item bank. However, in some tests, the item bank is more structured. Items 
might be grouped in sets that share a common reading passage. These sets are 
referred to as testlets (Wainer & Kiely, 1987). To deal with the testlet structure during 
test assembly, additional constraints might have to be added to the test assembly 
model: (a) the number of testlets to be selected for a test is bounded  
by a minimum or a maximum, and (b) for every testlet that is selected for the test,  
a minimum and/or maximum number of items has to be selected from the 
corresponding set.  
 To model these limitations, an additional set of decision variables 
 0,1  for 1, , ,sz s S    has to be defined that denotes whether testlet s  is selected 
for the test ( 1)sz   or not ( 0).sz   Imposing the additional constraints on the general 
model for test assembly in Equations (7)–(9) comes down to adding the following 
constraints: 
 
           1TZl Zub z b               (10) 
 
         
s
sl s i su s
i V
n z x n z s

                (11) 
 
             {0,1} ,Sz               (12) 
 
where 
 
1  denotes the unity vector; 
s   is an indicator for the testlets; 
z   is a vector of decision variables ;sz  
Zlb   is a lower bound on the number of testlets in a test; 
Zub   is an upper bound on the number of testlets in a test; 
sV   set of items belonging to testlet ;s  
sln   is the minimum number of items to be selected for testlet s  once the testlet is 
selected; 
sun   is the maximum number of items to be selected for testlet s  once the testlet 
 is selected. 
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Please note that a testlet can be seen as a special type of item set. For an overview 
of how to model ATA problems with item sets, see van der Linden (2005, chap. 5). 
 
Robust Automated Test Assembly With Testlets 
 
 When TRT is used to model the responses, the coefficients of Fisher information 
have uncertainty in them, as illustrated in Equation (5). So either the coefficients of 
the objective function Tc x  become uncertain, or the coefficients of some of the 
constraints Ax b  are affected. Several methods for dealing with uncertainty in 0-1 
LP models have been proposed in the literature. Soyster (1973) proposed taking the 
maximum level of uncertainty into account in the 0-1 LP model. For large problems 
with uncertainty in many parameters, this method turned out to be very conservative. 
In the case of ATA with testlets, it would imply that minus three times the standard 
deviation of the testlet effect would be subtracted in Equation (5), and the resulting 
value for the information function would be close to zero. A less conservative 
alternative was proposed by De Jong, Steenkamp, and Veldkamp (2009), where only 
one standard deviation was subtracted. Veldkamp, Matteucci, and de Jong (2013) 
studied the de Jong et al. (2009) method in more detail.  
 Soyster (1973) based methods assume all the uncertain coefficient parameters 
have maximum impact on the solution of a 0-1 LP problem, which is usually not the 
case in practice. Bertsimas and Sim (2003) observed that it hardly ever occurs that 
uncertainties in all coefficients impact the solution. They developed a method for 
solving 0-1 LP optimization problems with uncertainty in the parameters. They 
proved that when uncertainty in some of the coefficients affects the solution, 0-1 LP 
problems with uncertainty in the coefficients can be solved as a set of 0-1 LP 
problems without uncertainty in the coefficients. Veldkamp (2013) applied their 
method to ATA problems.  
 Let 
 
   denote the protection level, that is the number of items for which uncertainty 
impacts the solution (this number has to be specified by the user); 
id   represent the uncertainty in the coefficients of the objective function ;ic  
ika   represent the uncertainty in the coefficients ika  of constraint .k  
 
 The first step in modeling ATA problems with testlets is to reorder the items 
according to their maximum amount of uncertainty 1 2 ,nd d d   and define 
1 0.nd    Note that for every item belonging to the same testlet, the deviations id  are 
identical. Once the items have been reordered, the following sets can be defined. Let 
 
lS  be the subset of items with ;i ld d  
lkS  be the subset of items with ik lka a   
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Following Veldkamp (2013), a generic model for robust ATA problems with 
protection level   can be formulated as: 
 
      
1,..., 1max max ( ) ,
l
T
l n l i l i
i S
c x d d d x 

  
   
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           (13) 
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i
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         1 2 , ,j ik ik i lkh H y i S k               (15) 
 
            ,x y                (16) 
 
           1TZl Zub z b               (17) 
 
          
s
sl s i su s
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
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            1 2, , 0,h H y               (19) 
 
            {0,1} ,Sz              (20) 
 
            {0,1} ,Ix              (21) 
 
where 
 
1h  is an auxiliary vector; 
2H  is an auxiliary matrix; 
y  is a vector of auxiliary decision variables. 
 
 In this model, the original objective function max Tc x  is corrected for uncertainty. 
For each of the subsequent optimization problems 1, , 1,l n    the correction term 
is equal to   times the maximum deviation of the l th item plus an additional 
correction when some of the items with a larger maximum deviation than item l  are 
selected. For example, let the protection level Γ 5.  This implies that the uncertainty 
in at most five of the items is assumed to impact the test assembly problem. To solve 
the second optimization problem, the set  2 1 ,S   since only item 1 has a larger 
maximum deviation than item 2 in the reordered item bank. Therefore, the correction 
term for this problem is equal to    2 1 2 15* .d d d x   To deal with uncertainties in the 
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constraints, the same logic is applied. But since the items cannot be reordered for 
every constraint, the auxiliary matrix and vectors are needed in the model 
formulation. 
 Uncertainty due to the testlet effects affects either the objective function when 
Fisher information is maximized, or the constraints when Fisher information has to 
meet specific bounds for the TIF. Since Fisher information is a function of ability and 
is not a scalar, it is generally discretized and the optimization problem is solved as a 
maximin problem over a number of ability values (Boekkooi-Timminga & van der 
Linden, 1989). Instead of deviations ,id  deviations ikd  have to be defined that 
denote the deviation from the objective function for ,k  where 1, , ,k K   and k  
denote the evaluation points of the information function at the ability scale. 
 A notion can be made on the computational complexity. Robust ATA methods 
solve a series of  1n  optimization problems and select the maximum solution over 
this series. For large optimization problems with many parameters, like the testlet-
based test assembly problem, a heuristic search might be applied among the  1n  
optimization problems in order to reduce the computational efforts needed to find the 
optimal solution. 
 
A Different Approach for Defining Deviations     
 
 In both Bertsimas and Sim (2003) and Veldkamp (2013), the deviations are 
related to the maximum uncertainty for item .i  For the problem at hand, this might be 
far too drastic. In ATA with testlets, the uncertainty is caused by normally distributed 
testlet effects     2~ 0, .jt i t iN   This implies that a testlet effect might be equal to 
three times the standard deviation. However, setting the deviation to its maximum 
uncertainty decimates the contribution of the items belonging to this testlet to the 
objective function. This is not realistic, since such deviations are only expected to 
occur for 2.5% of the test takers. 
 Besides, most tests consist of a limited number of testlets. The Analytical 
Reasoning (AR) section of the Law School Admission Test (LSAT), for example, 
consists of four stimuli. Veldkamp (2012) already suggested replacing the maximum 
uncertainty by the expected maximum uncertainty. For testlets, this would imply that 
the deviations id  are based on the expected maximum absolute value of a number 
draws from normally distributed testlet effects with mean equal to zero and known 
standard deviations, where the number of draws equals the number of testlets in the 
test. Tippett (1925) demonstrated that the extreme value of a number of draws from 
a normal distribution does not have a normal distribution, and that it is far from 
straightforward to calculate them analytically. For a table of the maximum number of 
draws from a normal distribution, see, for example, Harter (1960). If there are four 
testlets, for example, the expected maximum equals 1.027 standard deviations. This 
is much smaller than these 3 standard deviations. The impact of various settings of 
the deviations id  is illustrated in the Numerical Examples section below. 
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Numerical Examples 
Testlet Pool 
 
 The item bank consists of 594 items nested within 100 testlets. The bank came 
from the AR section of the LSAT. Pretesting data were gathered in an incomplete 
design, where 49,256 candidates each responded to four testlets. Bayesian 
estimates of the parameters were made using Markov chain Monte Carlo 
methodology (Glas, 2012a). The number of respondents varied from 1,500 to 2,500 
per item. Descriptive statistics on the item parameters are provided in Table 1.  
 
TABLE 1 
Descriptive statistics testlet pool 
 Minimum Maximum Average SE 
Item discrimination   0.077 3.361 1.260 0.079 
Item difficulty −1.482 3.188 0.605 0.136 
Item guessing   0.036 0.865 0.222 0.035 
Testlet effect   0.428 1.289 0.707 0.063 
 
The average standard error of estimation (SE) of the parameters was quite 
reasonable given the small number of respondents per item. Glas (2012b) 
demonstrated that the TRT model had an acceptable fit. For the purpose of this 
study, the parameters were transformed from the three-parameter normal ogive 
testlet (3PNO-T) framework (Glas 2012b) to a 3PL-T framework, applying 1.702D    
 
Simulation Conditions 
 
 In this study, the impacts of various settings of algorithms for test assembly are 
compared. The resulting test had to meet the following specifications. First of all, a 
TIF was defined. For five theta values, both a lower and an upper bound for Fisher 
information in the test were imposed. The TIF was formulated based on the average 
amount of information provided by the items in the bank.  
 Furthermore, several test specifications were imposed. For the items in the  
bank, several item types were distinguished. The number of testlets per subtype  
was fixed. In addition, the number of testlets per test was set equal to four, and the 
number of items per test was set equal to 24. Because of this, the total number  
of constraints was equal to 16. For the test assembly model, this implied that 
uncertainties just played a role in the constraints related to the TIF. For these 
constraints, ik  represents the uncertainty in Fisher information for item i  at ability 
level  0.5, 0, 0.5,1 ,1 .5 .k    Due to the effects of uncertainty on Fisher information, it 
might be possible that either the lower bounds imposed by the TIF, the upper 
bounds, or both, can no longer be met. The ATA models might then become 
infeasible. Following Huitzing, Veldkamp, and Verschoor (2005) and Veldkamp 
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(1999), we forced a solution in these cases by minimizing the sum of violations of 
these bounds. The violations were defined as the absolute difference between Fisher 
information and its bound. 
 To assemble tests, robust ATA algorithms were applied. Several conditions were 
compared. In Condition 1, no uncertainty due to testlet effects was taken into 
account. This condition was used as a benchmark. In Condition 2, the Veldkamp 
(2013) approach with deviations ik  equal to their maximum values was applied. We 
compared four different settings, where uncertainty due to the testlet effect in one, 
two, three, or all four testlets was assumed to have an impact on the Fisher 
information of the test. In the original Bertsimas and Sim (2003) approach and in the 
Veldkamp (2013) approach, the maximum number of items for which uncertainty was 
assumed to have an impact on the objective function (i.e., on the test information 
function) had to be specified at item level. But considering the nested nature of items 
within testlets, and since the uncertainty was caused by a parameter at testlet level, 
we decided to model the impact of uncertainty at testlet level as well. As a 
consequence,   was only allowed to take values equal to the total number of items 
in the affected testlets, and the deviations for the items belonging to the same testlet 
were identical. In Condition 3, the modified version of the Veldkamp (2013) approach 
was implemented, where the expected maximum deviation was used to calculate the 
deviations .ik  The same settings as in Condition 2 were applied and compared. The 
impact of uncertainty on one, two, three, or all four testlets was studied.  
 The resulting tests were compared based on the sums of violations of the upper 
and lower bounds of the TIF over the five ability values .k  
Results 
 In the test assembly process, both a lower and an upper bound for the TIF had to 
be met. The information functions of the test assembled without taking uncertainties 
due to testlet effects into account (Condition 1) is shown in Figure 1. The grey lines 
in Figure 1 represent the TIF and both bounds. It should be mentioned that any test 
that met the specifications would have been acceptable as a solution to the first test 
assembly model. The current solution was randomly drawn from the set of feasible 
solutions by the test assembly algorithm. The information function is close to the TIF, 
and none of the bounds is violated. Since the target was defined based on the 
average amount of information provided by the items in the bank, neither the very 
informative testlets nor the uninformative testlets were selected for this test. The 
testlet effects for this solution varied from 5 0,469   to 33 0,995.   
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FIGURE 1. Test information function for Condition 1 
 
 In Condition 2, the Bertsimas and Sim (2003) algorithm was applied, where 
uncertainty due to testlet effects was assumed to affect the solution for at most one, 
two, three, or four testlets. These settings are denoted by  1,2,3,4tA   in Figure 2. 
For the problem denoted by 1,tA   uncertainty played a role in one testlet. In the 
optimization model (13)–(21),   was set equal to the number of items in the testlet; 
for all items in this testlet, the deviations ik  for  0.5, 0, 0.5,1 ,1 .5k    were calculated 
by setting the testlet effect equal to    3*jt i t i   in Equation (5), and calculating the 
difference with   0.jt i   For the problem denoted by 2,tA     was set equal to the 
sum of the number of items in both the affected testlets, and so on. 
 Taking the uncertainty into account results in a decreasing contribution of the 
affected testlets to the objective function. Defining ik  based on maximum deviations 
resulted in an average loss of information of 85%. For some items, the information 
was reduced by 66%, but especially for those testlets that were informative at a 
specific range of the ability scale, the amount of information was reduced by almost 
95%.  
 For 1,tA   the consequence was that one testlet only contributed at most 33% of 
its information to the objective function. The test assembly algorithm could 
compensate for this by selecting more informative testlets, or testlets with smaller 
testlet effects. One alternative testlet was selected, and the maximum testlet effect 
reduced to 92 0,789.   
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FIGURE 2. Test information functions for Condition 2 (  1tA   with small dots,  2tA   with small 
dashes,  3tA   with medium dashes,  4tA   with dashes/dots) 
 
 
 When the number of testlets for which uncertainty was assumed to play a role 
increased, larger violations and a greater number of violations of the lower bound for 
the TIF occurred. For 2,tA   only one (larger) violation occurred. For 3tA   and 
4,tA   the lower bound was violated for all five evaluation points .k  Different testlets 
were selected, and the maximum testlet effect of the selected testlets reduced to 
74 0,518.   
 In Condition 3, the deviations ik  were defined based on the maximum expected 
effect of four draws from a standard normal distribution. This resulted in an average 
loss of information of 64%. For some items, the information was reduced by 30%, 
and for those testlets that were informative at a specific range of the ability scale, the 
amount of information was still reduced by almost 85%. The information functions of 
the resulting tests for  1,2,3,4tA   are shown in Figure 3. By selecting different 
testlets that were more informative and had smaller testlet effects, a feasible test 
was assembled in the case of 1.tA   For 2,tA   only one violation occurred. For 
3,tA   four violations occurred. Finally, for 4,tA   the lower bound was violated for 
all five evaluation points. The same testlets were selected for  2,3,4tA   in 
Conditions 2 and 3. The reason is that even though the size of the deviations ik  
differed, the relative order of the testlets did not. 
 
0
1
2
3
4
5
6
7
-1 -0.5 0 0.5 1 1.5 2
In
f(
θ
) 
θ 
13 
 
 
 
FIGURE 3. Test information functions for Condition 3 (  1tA   with small dots,  2tA   with small 
dashes,  3tA   with medium dashes,  4tA   with dashes/dots) 
Discussion 
 Taking the testlet effect into account in estimating the ability level prevents 
putting too much confidence in estimated ability levels (e.g., Wainer et al., 2007). In 
other words, small measurement errors might be a statistical artifact when testlet 
effects are neglected. In this paper, it was illustrated how the presence of testlet 
effects in IRT models introduces uncertainty in Fisher item information at the 
individual level and affects ATA. Testlet effects can be seen as an interaction effect 
between a person and a stimulus, modeling that one candidate perceives the items 
within one testlet as more difficult or less difficult in comparison to other candidates, 
depending on characteristics of the stimulus. The testlet parameter  jt i  is normally 
distributed around zero, but for individual persons within a population, it might have 
an effect, and the amount of Fisher information can decrease as a consequence. A 
model was presented to take this uncertainty into account during test assembly.  
 The Veldkamp (2013) method for robust ATA was applied. The results showed 
that straightforward implementation of this method might be too conservative. Cases 
were compared where uncertainty was assumed to play a role in one, two, three, or 
all four testlets. In cases where uncertainty was assumed to play a role, the ATA 
models turned out to be infeasible. This means that the testlet effects caused so 
much uncertainty that it turned out to be impossible to assemble a test with a desired 
test information function. The method was then modified to be suitable for robust 
ATA. When a test only consists of a limited number of testlets, it might be unrealistic 
to assume that maximum uncertainty plays a role for some of these testlets. Using 
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the expected maximum uncertainty as an alternative measure for deviations seemed 
to be more realistic, because it is based on the expected maximum draw from a 
normal distribution. Results illustrate how uncertainty can be taken into account 
without being overly conservative. Especially in the case where maximum 
uncertainty in only one testlet is assumed to influence the amount of information in 
the test, the modified approach resulted in a test that met the specifications. 
 The method proposed in this report does depend on choices made during 
formulation of the test assembly model. Choices can be made with respect to 
definition of the deviations .ijd  In addition, a reasonable value has to be chosen for 
,  the number of items for which uncertainty is assumed to play a role. In this report, 
several values were chosen to illustrate the impact of both kinds of parameters on 
the resulting tests. A balance has to be found between obtaining a feasible solution 
and objective value correction, where large values for   prevent overestimation of 
the precision of the ability estimate but might result in infeasible ATA problems. 
Bertsimas calls this the price of robustness. For testlet assembly problems where 
uncertainty is related to a normally distributed testlet effect, the most reasonable 
value for   depends on the number of testlets in the test. For the numerical example 
at hand, it seems most reasonable to assume an effect for uncertainty in only one or 
two of the testlets, since the probability of three or four draws of at least ijd  from a 
standard normal distribution, given the total number of four draws, is very small. 
 In previous papers about robust ATA (de Jong, et al., 2009, Veldkamp, 2012, 
Veldkamp et al., 2012) uncertainty in test assembly was always related to 
uncertainty in the item parameter estimates. In the current paper, uncertainty was 
related to the violation of the assumption of local independence and the presence of 
testlet effects in TRT models. Even though different kinds of uncertainty were 
modeled, the same methods for robust ATA were applicable. One could even decide 
to take the uncertainty in both the item and the testlet parameters into account in 
ATA, and to model both kinds of uncertainty. The result would be that more 
uncertainty would be present in the ATA models, and as a consequence, the 
resulting tests would be assembled based on a more conservative estimate of the 
measurement precision. The precise implementation, however, is a topic of further 
research. 
 Overall, it can be concluded that robust ATA can be applied to prevent 
overestimation of the information in the test due to testlet effects. It results in a lower 
bound for the true information for all candidates in the final test. In this way, robust 
ATA provides test developers with the tools to handle testlet effects during test 
assembly, and it gives a greater level of certainty as to the true quality of the 
resulting test. 
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