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ABSTRACT 
A sufficient condition for a doubly nonnegative matrix to be completely positive is 
given, in terms of the positivity of the least squares solution of a linear system 
associated to the matrix. Some known results on completely positive matrices are 
derived by this condition. 
INTRODUCTION 
A real n x n matrix A is completely positive if there exists a real 
nonnegative n X k matrix B such that A = BB?‘; equivalently, if A = 
EIGiGkb,b:‘, where b,,...,bk are the column vectors of B. Completely 
positive matrices have applications in the study of block designs [6], modeling 
of energy demand, and statistics [4]. 
Clearly, a completely positive matrix is doubly nonnegative, i.e. (element- 
wise) nonnegative and positive semidefinite. The converse is not generally 
true: Hall first gave an example [5] of a doubly nonnegative 5 X 5 matrix 
which fails to be completely positive; other examples of this kind of matrices 
can be found in [2] and [8]. Thus a natural question is under which conditions 
the converse is true. 
Two different types of conditions have been introduced and used by many 
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authors. The conditions of the first type are of arithmetical character, and are 
investigated specially by Berman and Hershkowitz [2] and Kaykobad [9]. The 
conditions of the second type are of geometrical character; in fact, the 
complete positivity of a doubly nonnegative n X n matrix A heavily depends 
on its zero pattern, i.e. on the pattern of the graph I’(A) associated to the 
matrix, defined by having as set of vertices V(T( A)) = {I, 2, , n}, and as 
set of edges E(lY(A)) = {(i,j): i fj, ajj # 0). 
The second type of investigations, after contributions by many authors 
(see Diananda [3], Hall and Newman [7], Maxfield and Mint [ll], Gray and 
Wilson [4], Berman and Hershkowitz [2], Berman and Grone [l]), reached 
recently its conclusion in a paper by Kogan and Berman [lo]. In that paper 
they completed the proof of the following remarkable result: a graph r 
satisfies the property that every doubly nonnegative matrix A with associated 
graph I’(A) = I . 1s completely positive if and only if I does not contain odd 
cycles of length greater than 4. 
In this paper we present a sufficient condition which forces a doubly 
nonnegative matrix to be completely positive; it is given in terms of the 
positivity of the least squares solution of a suitable linear system associated to 
the matrix. This condition is related to both arithmetical and geometrical 
conditions previously investigated; in fact, we shall prove that it is possible to 
deduce from our result: (i) a sufficient arithmetical condition for complete 
positivity first proved by Berman and Hershkowitz [2]; (ii) a considerable 
simplification of the geometric proof given by Gray and Wilson in [4] of the 
fact that doubly nonnegative matrices of order 4 are completely positive; (iii) 
the complete positivity of doubly nonnegative matrices whose associated 
graphs are subgraphs of stars of 4-cliques, or the graphs T,, (n > 1) consid- 
ered by Kogan and Berman [lo], consisting of n triangles with a common 
base. We shall also prove that Kaykobad’s result in [9], namely that diagonally 
dominant doubly nonnegative matrices are completely positive, is an easy 
consequence of the result by Berman and Hershkowitz just mentioned. 
Even if we are able to show that there are plenty of completely positive 
matrices cogredient to matrices satisfying our condition of positivity of least 
squares solutions, this condition has an intrinsic weakness, due to the fact that 
it is not invariant under similarities by permutation matrices, as we will show 
by an example, and that it is difficult to check if it is satisfied by a general 
matrix. 
1. DOUBLY NONNEGATIVE AND COMPLETELY POSITIVE 
BORDERED MATRICES 
We use standard notation of matrix theory; in particular, if A is a real 
m x n matrix, then .&A) and 9’(A) d eno e t respectively the null space and 
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the range of A; A’ denotes the (Moore-Penrose) pseudoinverse of A. We 
recall that A+ is the unique matrix, whose existence can be proved in various 
ways, satisfying the four conditions 
AA+A = A, A+AA+= A+, AA+= (AA+)r, A+A = ( A+A)r. 
One of the main utilities of the pseudoinverse A+ is that the least squares 
solution of the linear system Ax = b (x E R”, b E Rm> can be immediately 
computed as the vector A+b. Recall that A+b is characterized as the unique 
solution in 9( AT > (the row space of A) of the “normal equations” associated 
to the linear system Ax = b, i.e.of the new linear system ATAx = ATb. 
We shall use the following well-known equalities, which involve the 
pseudoinverse and the transpose of A: 
ATM’= AT = A%AT and (AT)+ = (A+)r. 
Given a vector x E [w”, lbll will always denote its euclidean norm. We 
shall use later the following result. 
LEMMA 1.1. Let X be a real n X n matrix such that X = YY ?‘ for some 
matrix Y, and let c E R”. Then: 
(a) X+ = (Y T)+Y+; 
(b) llY+cI12 = crX+cc. 
Proof. (a): Using the equalities 
yTyy+= yT = y+yyT 
it is immediate to verify that the four equalities defining X+ are satisfied by 
the matrix (Y T)+Y+. 
(b): By(a) we get llY+cl12 = c~(Y+)~Y+c = cT(Y T)+Y+~ = cTX+c. n 
We shall make free use of some well-known facts concerning doubly 
nonnegative and completely positive matrices; for instance, a row of a doubly 
nonnegative matrix is the zero vector if the diagonal entry in it is zero; 
moreover, if A is a doubly nonnegative or, respectively, a completely positive 
matrix, and if B is cogredient to A (i.e. B = PAPT for a permutation matrix 
P), then I3 is also doubly nonnegative or, respectively, completely positive. 
We shall use the notation Pij for the permutation matrix which exchanges the 
ith and the jth row. 
We shall always denote by A a symmetric real matrix of order n > 1; we 
think of A as obtained by bordering a submatrix of order n - 1, and 
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hence we write A in the block form 
A= “, 
[ 1 
iT 
1 
(1) 
The sufficient condition for a doubly nonnegative matrix to be completely 
positive, which is our main result in the next section, is based on the 
following results concerning doubly nonnegative and completely positive 
bordered matrices. 
PROPOSITION 1.2. Let A be a symmetric n x n real matrix in the block 
form (1). Then the following are equivalent: 
(i) A is positive semidefinite (and nonnegative); 
(ii) there exist an (n - 1) x k matrix C and a vector x E Rk such that 
A, = CCT,c = Cx, a = lb]12 (and c and A, are nonnegative). 
Proof. (i) * (ii): Since A is positive semidefinite, we can write A = 
BBT, where B = [b,, . . . , bk]. For all i = 1,. . . , k, let 
bT = [xi+;], 
where xi E R and ci E [w”- ‘. From A = c, <i < k bib: we get . . 
From (2) we obtain A, = CCT, where C = [c,, . . . , ck], c = Cx with xT = 
lx,, . . . , xk], and a = xi X: = lb112, as desired. 
(ii) * (i): The equalities (2) show that A = Xi bib:, where the vectors 
b: are defined as bT = [xi, CT], i.e. A = BBT, with B = [b,, . . , b,]; hence 
A is positive semidefinite. The assertions concerning the nonnegativity of A, 
A,, and c are immediate. n 
Condition (ii) in Proposition 1.1 obviously implies that a > J(C + c (I’, since 
C+c is the least squares solution of the linear system Cx = c. This condition, 
as well as the condition c E 9’(C), can be made independent of the matrix C 
that factorizes A,. 
COROLLARY 1.3. Let A be a symmetric nonnegative n x n real matrix in 
the block form (1). Then A is doubly nonnegative if and only if A, is positive 
semidejnite, c Ed?, and a > cTA:c. 
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Proof. Let A be doubly nonnegative. Then A, is obviously positive 
semidefinite. By Proposition 1.2 we know that there exists a matrix C such 
that A, = CCr andc ES(C). ButJZ/(A,) =&CT), so that SCAT) =9(C); 
A, is symmetric, hence 9I?( A,) =9’(C), so that c E.J%( A,). The inequality 
a > c’A:c follows from Proposition 1.2 and Lemma I.I(b). Conversely, if 
A, is positive semidefinite, there exists a matrix C such that A, = CCT. 
Since c ~9’( A,) =9(C), we have c = CC+c, so that the matrix 
is doubly nonnegative, by Proposition 1.2; but llC+c112 = cTA:c by Lemma 
1.1; therefore the matrix A, being the sum of B and of the matrix uuT, 
where uT = [(a - c?‘A:c)~/‘, 0, . . . , O]r, is also doubly nonnegative. n 
The same proof as for Proposition 1.2, using the further conditions that 
B, C, and x are nonnegative, yields the following 
PROPOSITION 1.4. Let A be a symmetric n x n real matrix in the block 
form (1). Then the following facts are equivalent: 
(i) A is completely positive; 
(ii) A, is completely positive, and there exist a nonnegative (n - 1) X k 
matrix C and a nonnegative vector x E Rk such that A, = CCT, c = Cx, 
and a = 11~11~. 
REMARK. The above characterizing result for complete positivity relies 
on expressing the vector c as a nonnegative linear combination of the 
columns of C. In the next section we will give a sufficient condition, where 
the non-negative vector x is the least squares solution C+c of the linear 
system Cg = c. This condition is not necessary, as Example 2.3 will show; 
hence it is weaker than condition (ii) in Proposition 1.4; consequently, it is 
easier to check. We shall make a crucial use of it in the following, to prove 
that many classes of doubly nonnegative matrices are actually completely 
positive. 
2. PROPERTY PLSS 
In this section we shall always denote by A a symmetric nonnegative real 
matrix of order n > 1; as in the preceding section, we write A in the block 
form (1). 
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DEFINITION. We say that the symmetric nonnegative matrix A satisfies 
property PLSS ( positivity of least squares solution) if there exists a nonnega- 
tive (n - 1) X k matrix C such that A, = CCT and C+c 2 0. 
We give now some examples of matrices satisfying property PLSS. 
EXAMPLES. 
(1) Let A, be a completely positive matrix. Then the matrix A in (11, 
with a = 0 and c = 0, trivially satisfies property PLSS. 
(2) Let A, = diag(a,, . . . , 
diag(&, . , &I, 
a,,), with ai > 0 for all i. Setting C = 
we have that A, = CCT and Cf= diag(b,, . . , b,,), 
where bi = 0 if a, = 0, and bi = l/ fi if ai # 0. It follows that each 
nonnegative matrix A in the block form (11, with A, diagonal, satisfies 
property PLSS. 
(3) Let A, be a symmetric nonnegative matrix of rank 1. Then A, = uuT 
for a suitable nonnegative vector u, and u+ = ll~ll-~u~ is nonnegative; hence 
each nonnegative matrix A in the block form (11, with A, of rank 1, satisfies 
property PLSS. 
The following theorem, which is our main result in this section, shows 
how the property PLSS fits in the theory of completely positive matrices. Its 
proof is very similar to that of Corollary 1.3. 
THEOREM 2.1. Let A be a doubly nonnegative matrix satisfying property 
PLSS. Then A is completely positive. 
Proof. By property PLSS we have that A, = CC?‘ and C+c 2 0 for a 
suitable nonnegative matrix C. From Lemma 1.1 we know that c’A:c = 
jlC+clj2; Corollary 1.3 shows that u > IICfcl12 and c Ed =9(C); 
hence C+c is a nonnegative solution of the linear system Cx = c. If we set 
a’ = a - llC+c112, then we get 
A = [\I;ET,o’]?‘[a,tl’] + [ llC+y ;;I, 
where the second summand is completely positive by Proposition 1.4. We 
conclude that A is completely positive, as desired. n 
An interesting observation follows from Theorem 2.1. Let us suppose that 
a completely positive matrix A, of order n - 1 is assigned, and we want to 
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choose a > 0 and c l 9(Ai) such that the bordered matrix A in the block 
form (1) is doubly nonnegative but not completely positive (the first possible 
case is for n = 5). Then from Theorem 2.1 we see that the vector c must be 
chosen in such a way that, if A, = CCr with C > 0, then C+c has some 
strictly negative coordinate. 
Another noteworthy observation is contained in the following 
REMARK. Looking at the preceding definition of property PLSS, one can 
ask whether there exists another nonnegative n x h matrix D such that 
A, = DDT and D’c > 0; if h > k, this is equivalent to the existence of a 
k X h matrix Q with orthonormal rows (i.e. QQ’ = I) such that CQ = D 
and QTC+c > 0. From this fact one can easily deduce that the matrix C in 
the above definition is never uniquely determined. 
In view of Examples 2 and 3, an immediate consequence of Theorem 2.1 
is the following 
COROLLARY 2.2. Let A be a doubly nonnegative matrix in the block form 
(1). Zf A, is either diagonal or rank 1, then A is completely positice. 
Note that if A is completely positive, then A = C, < i < k bib:, with bi 
nonnegative for each i. Therefore, by Corollary 2.2, A is asum of completely 
positive matrices satisfying property PLSS. One could ask if each completely 
positive matrix is cogredient to a matrix satisfying property PLSS. This is not 
the case, as is shown in the following example. 
EXAMPLE 2.3. We shall prove that the matrix 
I 
2 1 0 0 1 
1 2 1 0 0 
A= 0 1 2 1 0 
0 0 1 2 1 
1 0 0 1 3 1 
is completely positive, but it is not cogredient to a matrix satisfying property 
PLSS. The complete uositivitv of A holds because A is diagonally dominant 
L L i 
(see [9]). Recall now that the matrix 
I 
1 1 0 0 1 
1 2 1 0 0 
B= 0 12 10 
0 0 1 2 1 
1 0 0 1 3 
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is doubly nonnegative and not completely positive (see [2, Example 3.121). 
This implies that A does not satisfy property PLSS; otherwise B would also 
satisfy PLSS, hence it would be completely positive by Theorem 2.1: absurd. 
We examine now the matrices cogredient to A; as we shall see in the 
following Proposition 2.5, it is enough to consider the matrices 
Ai = PljAPli (2 < i < 5). 
For i = 2,3,4, let Bi = Plj BP1,. The same argument used in Example 3.12 
in [2] shows that each Bi fails to be completely positive; reasoning as above, 
we deduce that the matrices Ai, for i = 2,3,4, cannot satisfy property PLSS. 
It remains to consider the matrix 
3 0 0 1 1 
0 2 1 0 1 
The idea is again to find a > 0 such that the matrix 
i 
a 0 0 1 1 
0 2 1 0 1 
B,= 0 1 2 1 0 
1 0 1 2 0 
1 1 0 0 2 1 
is doubly nonnegative but not completely positive; it will follow that also A, 
does not satisfy property PLSS. 
By direct computation, we see that B, is doubly nonnegative if and only if 
det B, 2 0, which is equivalent to a > z. Set a = 2. Following Berman and 
Hershkowitz (Example 3.12 and Theorem 3.5 in [2]), we have that B, is 
completely positive if and only if there exist two positive real numbers d, e 
such that 2 > (l/d) + (l/e>, and the submatrix 
is completely positive. If T is completely positive, then the determinants of 
the two submatrices of T obtained by deleting the first and the last rows and 
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columns and by deleting the second row and column are nonnegative. These 
determiants are 3 - 2e, 9 - 3d - 2, respectively; we deduce that 
l/e>+ and l/d>+. 
But then (l/e) + (l/d) > 2; h ence B, cannot be completely positive, as 
desired. 
We now show, by an easy example, that a matrix cogredient to a matrix 
satisfying PLSS does not necessarily satisfy PLSS. 
EXAMPLE 2.4. Let A be as in Example 2.3. Let us consider the matrix 
B= 0 o1 
[ 1 0 A’ 
As was shown in Example 1 at the beginning of this section, B satisfies PLLS, 
since A is completely positive. The matrix 
is cogredient to B; it is now easy to verify that, since A does not satisfy PLSS, 
B, cannot satisfy PLSS. 
In view of the preceding example, it is natural to ask when a matrix B 
which is cogredient to a matrix A satisfying property PLSS also satisfies it. 
Since a permutation matrix P is a product of transposition matrices Pjj, we 
can confine ourselves to matrices B = Pij APij. We give only a partial answer 
to this question in the following proposition, which was already used in 
Example 2.3. 
PROPOSITION 2.5. Let i, j > 1. Then A satisfies PLSS $ and only if 
Pij APij satisfies PLSS. 
Proof. Let A be in the block form (l), and let Pij be in the block form 
Pij = l OT .
[ I 0 P’ 
210 
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PijAPij = pYc 
cTp rl 
I ptA,pt . 
Then C is nonnegative and satisfies A, = CCr and C+c > 0 if and only if 
D = P’C is nonnegative and satisfies P’A,P’ = DD?‘ and D+P’c = 
C+P’TP’C = c+c > 0. n 
3. REVISITING SOME KNOWN RESULTS THROUGH PROPERTY 
PLSS 
The goal of this section is to use property PLSS to give new proofs of 
some known results, concerning completely positive matrices, which are 
simpler than the original ones; in certain cases we actually prove that some 
classes of doubly nonnegative matrices satisfy property PLSS. 
The first result is due to Berman and Hershkowitz (see Theorem 3.1 
in [2]>. 
THEOREM 3.1 [2]. Let A be a doubly nonnegative n X n matrix written 
in the block form (l), with cT = [c,, . . . , CT,,]. If there exists a diagonal matrix 
D = diag(d,, . . . , d,) such that A, - D is completely positive, di is nonzero 
if ci is nonzero, and a > C,,$ f O cf/di, then A is completely positive. 
Proof. Since we have 
it is enough to prove that the first summand is completely positive; in view of 
Corollary 2.2, it is enough to prove that it is doubly nonnegative. By Corollary 
1.3, since D is obviously positive semidefinite, it is enough to show that 
c E B( 0) and a > cTD+c. The first fact follows from the hypothesis that di 
is nonzero if ci is nonzero. Since Df = diag(&, . . , S,), where ai = l/d, if 
di # 0, and 6, = 0 if d, = 0, the last inequality coincides with the inequality 
a 3 &, + o cF/di in the hypothesis. n 
The next result is due to Kaykobad (see Theorem 1 in [9]), who proved it 
by means of the weighted vertex-edge incidence matrix associated to a 
particular multigraph obtained from the given matrix. Recall that a square 
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matrix A = [aij] is said to be diagonaZEy dominant if, for all indices i, 
a,, > Cj + i]uji]. A nonnegative symmetric diagonally dominant matrix is nec- 
essarily doubly nonnegative. 
COROLLARY 3.2 [9]. A nonnegative symmetric diagonally dominant mu- 
trix is completely positive. 
Proof. Let A = [uij] b e an n X n doubly nonnegative diagonally domi- 
nant matrix. We prove the claim by induction on n. The case n = 1 being 
trivial, let us assume n > 1 and the claim true for n - 1. Set D = 
d$$a,, , u13, . , a,,); if A is in the block form (11, with a = a,, and 
er = [a 13>“‘, a,,], it is immediate to verify that A, - D is nonnegative and 
diagonally dominant; by the inductive hypothesis, A, - D is completely 
positive, so by Theorem 2.1 it is enough to check that 
2 
uli 
a,, 2 c - = c qi. 
a,,+0 uli a,,#0 
But this inequality does hold, the matrix being diagonally dominant. n 
The proof given above shows that Kaykobad’s result is a consequence of 
Theorem 2.1 proved by Berman and Hershkowitz; the connection between 
these two results is not quoted in the two contemporaneous papers [2] and 
191. 
We want to reconsider now the classical result that a 4 X 4 doubly 
nonnegative matrix is completely positive. This fact was proved by many 
authors (see [3, 4, 7, 111). 0 ur u p rp ose is to give a considerable simplification, 
using our Theorem 2.1, of the geometric proof given by Gray and Wilson in 
[4]. They prove (see the proposition in [4]) that, given four vectors in R4 
whose pairwise products are nonnegative, there exists an orthogonal transfor- 
mation which maps all four vectors into the positive orthant. 
First of all, it is convenient to record the following well-known result. 
LEMMA 3.3 [4]. A doubly nonnegative 3 X 3 matrix A is completely 
positive; actually, there exists a 3 X 3 nonnegative matrix C such that 
A = CC”. 
The following result is also due to Gray and Wilson, though not explicitly 
stated by them. 
LEMMA 3.4 141. Given four vectors in R3 whose pairwise inner products 
are nonnegutive, there exists a 4 x 3 matrix with orthonormul columns, 
mapping the four vectors into the positive orthunt of R4. 
The proof of this lemma is part of the proof of the proposition in [4]; if we 
examine that proof, we realize that the main difficulty consists in the 
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reduction to the case considered in Lemma 3.4, whose proof is neither long 
nor difficult. 
Once we have Lemma 3.4, it is easy to prove the following 
THEOREM 3.5. A doubly nonnegative 4 X 4 matrix satisfies property 
PLSS; hence it is completely positive. 
Proof. Let A be doubly nonnegative of order 4 in the block form (1). 
A, is doubly nonnegative; hence, by Lemma 3.3, A, = CCr for a suitable 
nonnegative 3 x 3 matrix C. Write CT = [vl, v2, vs], where vi E [w3, and let 
y = C+c. Since the inner products of the four vectors vi and y are nonnega- 
tive, by Lemma 3.4 there exists a 4 X 3 matrix Q with orthonormal columns, 
such that Qvi > 0 for all i, and Qy > 0. Set C, = CQr; then C, > 0, 
C,Cl = CQrQC“ = CCr = A,, and x = C,‘c = QC+c = Qy > 0. Hence 
A satisfies property PLSS, and, applying Theorem 2.1, we get that A is 
completely positive. n 
REMARK. The proof of Theorem 3.5 makes evident a further point of 
interest. Recall that the factorization in&x of a completely positive n X n 
matrix A, denoted by +(A), is the minimal k such that there exists a 
nonnegative n X k matrix D such that A = DDT (see [7], [S], and [2]). It is 
natural to ask what kind of relations there are between the factorization 
indices of A and A, and the minimal number a( A) of columns of a matrix 
C satisfying the requirements of property PLSS. Obviously +(A,) < (T(A), 
and from the proof of Theorem 2.1 it is immediate to deduce that 
$(A) =G a(A) + 1. 
On the other hand, using the first example in Section II of [4] and following 
the proof of Theorem 3.5, one can construct a 4 X 4 matrix A with 
+(A) = 4, +(A,) = 3, and U(A) = 4, so that the above inequality can be 
strict. 
We recall now the result already quoted in the introduction, whose proof 
was recently completed by Kogan and Berman in [lo], after contributions by 
many authors; namely, a graph I satisfies the property that every doubly 
nonnegative matrix A with associated graph I( A) = I is completely positive 
if and only if I does not contain odd cycles of length greater than 4. 
In the rest of this section we will show that two classes of graphs of the 
above type actually satisfy a stronger property; in fact we will show that a 
suitable choice of the enumeration of the vertices forces a doubly nonnega- 
tive matrix with associated graph in these classes to satisfy property PLSS. 
The first class of graphs that we are interested in is the class of subgraphs 
of stars of 4-cliques, i.e of complete graphs on four vertices. 
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THEOREM 3.6. Let A be a doubly nonnegative matrix such that its 
associated graph T(A) is a subgraph of a 4-clique star. Then, if the first 
vertex is the center of the star, A satisfies property PLSS. 
Proof. We relabel the vertices of I( A), except the first one, in such a 
way that in each subgraph of a 4-clique the vertices different from the first 
one are consecutive; since the first vertex is not involved in this operation 
(which corresponds to operating simultaneous permutations on rows and 
columns of A), Proposition 2.5 shows that A satisfies PLSS if and only if its 
cogredient matrix B, obtained at the end of this relabeling process, also 
satisfies PLSS. The matrix B takes the form 
a T T Cl c2 *** 4 
Cl B, 0 ... 0 
B = c2 0 B, ... 0 , 
. . . . . . 
c, 0 0 ..+ B, 
where the block diagonal matrix A, = diag( B,, B,, . . . , B,) consists of square 
diagonal bl oc s o size < 3, and ci E 9( Bi) for all i < m. By Theorem 3.5, k f . 
for all i there exists a nonnegative matrix Ci such that Bi = CiCT and 
C+ci > 0. Let C = diag(C,, C,, . . . , C,). Then A, = CCT, and if we set 
CT = [CT&.., c’,], then C+c is nonnegative. It follows that A satisfies 
PLSS. n 
The second class of graphs that we consider here consists of the graphs, 
denoted by T, (n > 1) by Kogan and Berman in [lo], formed by n triangles 
with a common base. It is proved in [lo] that a doubly nonnegative matrix A 
with I’( A) = T,, for some n is completely positive. We improve that result by 
the following theorem. 
THEOREM 3.7. Let A be a doubly nonnegative matrix such that T(A) = 
T, (n 2 1). Zf the first vertex is one of the two extremes of the common base, 
then A satisfies property PLSS. 
Proof. The matrix A has the following block form: 
A= 
I 
a11 ; bT 
----r------- 
l 
1 az2 CT 
b j 
1 c D 
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where a,,, a22 > 0, b, c > 0, and D = diag(a,,, . . , an”), with a,, > 0 for 
all i > 3. Let A, be the bottom-right square block of order n - 1. It is easy 
to see that A, = CCr, where C is of the form 
C= 
a Ye Y3 *** Yr 
0 c2 0 *** 0 
0 0 c3 *** 0 
. . . . . 
(j 0 (j ,.. c; 
with a 2 0, yi > 0, and ci > 0 for all i. Let C+ b = x = [x1, . . . , x,lT; if 
x > 0, then we are done. If it is not true that x > 0, then since b EL%?(C), it 
is straightforward to verify, using the form of C, that the entries of x satisfy 
the following inequalities: xi < 0, xi 2 0 for i > 1. We shall prove that there 
exists a 2(r - 1) x r matrix Q, with orthonormal columns, such that QV > 0, 
where vT = [a, yz, . . . , y,], Qei > 0 for i = 2,. . . , r, and QX > 0. Then we 
shall reach the desired conclusion by using the new matrix C, = CQ’ instead 
of c. 
First suppose that a = 0; then we can obviously choose Q = i-e,, 
e2,..., e,]. Let us suppose now a > 0; we can assume, without loss of 
generality, that a = -xi = 1. The condition vTx > 0 becomes 
1 < yzxz + ..’ +yrq. (3) 
From (3) it follows that there exist h,, , h, > 0 such that 
1 = h, + .-- +h, and h, Q yixi (i = Z,...,r). (4) 
For i = 2, . . . , r we set Qej = fi, the vector of [Wzr-’ whose (2i - 31th 
entry is 
whose (2i - 2)th entry is 
4; = (I - #J;)“e, 
and with all other entries equal to zero. Then it is obvious that f’f, = ~3~~ for 
COMPLETELY POSITIVE MATRICES 215 
all indices i and j from 2 to r. Let us define now Qe, = f,; the (2i - 3)th 
and (2 i - 2)th entries of f 1 are, respectively, 
vi = (hi + ~2)~” - yi+! and q’ = -yi$+‘. 
Then we get 
llf,l12 = c (7); + 77,‘2) = c hi = 1, 
2<i<r 26i<r 
and, if j # 1, frf, = vj~j + vj’+.’ = 0. Hence Q has orthonormal columns. 
Finally, we must check that t h e entries of QV and Qx are nonnegative. 
The entries of QV = Q(e, + Ci yiei) are either q + yi#+ = (hi + yz)‘/’ > 
0 or q’ + yi+/ = 0. The entries of Qx = -f, + & xifi are either 
-vi + Xi+i = -(hi + tj2)1’2 + +j( yj + ‘i> 
= -(h, + yy2 + y,(h, + ypy( yi + Xi) 2 0, 
since hi < xi yi for i = 2,. . , r, or 
- 7); + Xi& = 4i’( xi + yi) 2 0. 
We thank the referee for his helpful and stimulating comments. 
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