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Abstract
We prove polynomial upper bounds of geometric Ramsey numbers of pathwidth-
2 outerplanar triangulations in both convex and general cases. We also prove that
the geometric Ramsey numbers of the ladder graph on 2n vertices are bounded by
O(n3) and O(n10), in the convex and general case, respectively. We then apply similar
methods to prove an nO(log(n)) upper bound on the Ramsey number of a path with n
ordered vertices.
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1 Introduction and basic definitions
A finite set P ⊂ R2 of points is in a general position if no three points of P are collinear.
The complete geometric graph on P , denoted by KP , is the complete graph with vertex set
P , whose edges are drawn as the straight-line segments between pairs of points of P .
The set of points P is in convex position if P is the set of vertices of a convex polygon.
If P is in convex position, we say that KP is a convex complete geometric graph.
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Ka´rolyi, Pach and To´th [10] introduced the concept of Ramsey numbers for geometric
graphs as follows. Given a graph G, the geometric Ramsey number of G, denoted by Rg(G),
is the smallest integer n such that every complete geometric graph KP on n vertices with
edges arbitrarily coloured by two colours contains a monochromatic non-crossing copy of G.
The convex geometric Ramsey number of G, Rc(G), is defined the same way except that KP
is restricted to the convex complete geometric graph. A graph G is said to be outerplanar if
G can be drawn in the plane without any edge crossing and with all vertices of G incident
to the unbounded face. Apparently, the numbers Rg(G) and Rc(G) are finite only if G is
outerplanar: consider a planar but not outerplanar graph G, then it is easy to see that one
cannot find a non-crossing monochromatic copy of G in a convex complete graph. Also, it
follows immediately from the definitions that Rc(G) ≤ Rg(G) for every outerplanar graph
G.
The Ramsey numbers of outerplanar graphs, as well as of all planar graphs, are bounded
by a function linear in the number of vertices by a result of Chen and Schelp [5]. In contrast,
the only known general upper bound on the geometric Ramsey numbers of outerplanar
graphs is exponential in the number of vertices. This bound follows from the exponential
upper bound on the Ramsey numbers for cliques since a monochromatic clique on n points
implies a monochromatic non-crossing occurrence of every outerplanar graph on n vertices
by the result of Gritzmann et al. [8] (see Lemma 2).
The geometric Ramsey numbers of some outerplanar graphs are known to be both larger
than linear and smaller than exponential, and it remains open whether there is a general
polynomial bound for all outerplanar graphs. By a simple constructive proof, it is easy to see
that for every n ≥ 3, the cycle graph Cn on n vertices satisfies Rc(Cn) ≥ (n−1)2+1. Balko
and Kra´l [2] constructed colourings that improve this bound to Rc(G) ≥ 2(n−2)(n−1)+2.
This bound is tight both in the convex and general geometric setting by an earlier result
Rg(Cn) ≤ 2(n − 2)(n − 1) + 2 of Ka´rolyi, Pach, To´th and Valtr [11], This shows that
one cannot have geometric Ramsey numbers for general outerplanar graphs asymptotically
smaller than Ω(n2). Ka´rolyi et al. [11] found the exact value Rc(Pn) = 2n − 3 and the
upper bound Rg(Pn) ∈ O(n3/2), where Pn is the path on n > 2 vertices. The bounds
2n − 3 ≤ Rg(Pn) ≤ O(n3/2) remain the best known bounds on the geometric Ramsey
number of paths. Further results and open problems on the geometric Ramsey numbers can
be found in the survey of Ka´rolyi [9].
The ladder graphs are defined as follows.
Definition 1. For any integer n ≥ 1, the ladder graph on 2n vertices, denoted by L2n, is the
graph composed of two paths (ui)
n
i=1 and (vi)
n
i=1, together with the set of edges {uivi : i ∈ [n]}.
See an example in Fig. 1.
u1 u2 u3 u4 u5 u6 u7
v1 v2 v3 v4 v5 v6 v7
Figure 1: The ladder graph L14.
In this paper, we contribute to this subject by showing polynomial upper bounds on the
geometric Ramsey numbers of the ladder graphs, and their generalisation. In Section 2, we
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show that the geometric Ramsey numbers of the ladder graph on 2n vertices are bounded
by 32n3 and O(n10) in the convex and general case, respectively. In Section 3, we generalise
the polynomial upper bounds to the class of all subgraphs of pathwidth-2 outerplanar trian-
gulations, see Definition 15. These bounds are 20n7 and O(n22) in the convex and general
case, respectively
In Section 2.2, we consider the closely related area of the ordered Ramsey theory. The
ordered Ramsey theory recently gained a lot of attention [7, 14, 13, 2], mainly in the more
general hypergraph setting. An ordered graph G is a graph with a total order ≺ on the
vertices of G. We say that an ordered graph G is a subgraph of an ordered graph H if
the vertices of G can be injectively mapped to the vertices of H while preserving both the
ordering and the edges of G. The ordered Ramsey number Ro(F,G) of ordered graphs F
and G is the smallest number N such that every 2-colouring of the edges of the ordered
complete graph KN on N vertices either contains a blue copy of F or a red copy of G.
The proof of the upper bound on the convex geometric Ramsey number of the ladder
graph in Section 2.1 can be extended to show that the ordered Ramsey number Ro(L2n, L2n)
of the ladder graph L2n with specifically ordered vertices is at most 32n
3. The ideas of the
proof are applied in Section 2.2 to give an nO(log(m)) upper bound on the ordered Ramsey
number Ro(Kn, Pm), where Kn is the ordered complete graph on n vertices and Pm is an
arbitrarily ordered path on m vertices.
We note here that all colourings in this paper, unless specified, refer to edge colourings.
As a convention, in any 2-colouring, we assume that the colours used are blue and red.
When c is a colour, we say that v is a c-neighbour of u if the edge {u, v} has colour c.
Let Nc(v) be the set of c-neighbours of a vertex v. We abbreviate the set {1, 2, . . . , k} with
[k] and {l, l + 1, . . . , k} with [l, k]. We write (xi)ki=1 for the sequence x1, x2, . . . , xk. The
sequence of vertices (vi)
ℓ+1
i=1 is a path of colour c and length ℓ if every pair {vivi+1}, i ∈ [ℓ] is
an edge and has colour c. A sequence (Ai)
k
i=1 is said to be a partition of A if Ai are pairwise
disjoint and ∪ki=1Ai = A.
2 Ladder graphs
In Subsections 2.1 and 2.3, we prove upper bounds on the convex and geometric Ramsey
numbers Rc(L2n) and Rg(L2n) of ladder graphs L2n. Both proofs use the following lemma
due to Gritzmann et al. [8].
Lemma 2 (Gritzmann et al. 1991 [8]). Let G be an outerplanar graph on n vertices and let
P be a set of n points in general position. Then KP contains a non-crossing copy of G.
In Subsection 2.2, a small change to the proof of the upper bound on the convex Ramsey
number is shown to give an upper bound on the ordered Ramsey number of paths.
2.1 Convex position
Theorem 3. For every n ≥ 1, Rc(L2n) ≤ 32n3.
In this section, let C denote a set of 32n3 points in convex position. That is, C is the
set of vertices of some convex polygon. We label the vertices v1, v2, . . . , v|C| in the clockwise
order starting at an arbitrarily chosen vertex v1. We write vi ≺ vj if and only if i < j. Let
A,B ⊂ C. We say that A precedes B and write A ≺ B if and only if for every u ∈ A and
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every v ∈ B, u ≺ v. Notice that if A ≺ B, then the sets A and B can be separated by a
line.
For a pair of disjoint vertex sets (L,R), L ⊂ C, R ⊂ C, the complete bipartite graph
on (L,R), denoted by KL,R, is the set of edges {u, v}, where u ∈ L and v ∈ R. A complete
bipartite graph KL,R is said to be well-split if L ≺ R or R ≺ L. A well-split Km,n is a
well-split KL,R, for some L and R such that |L| = m, |R| = n.
The following lemma and its generalisation (stated in Corollary 19 in the next section)
are used frequently in later proofs.
Lemma 4. If a 2-colouring of KC contains a monochromatic well-split K2n2,2n2, then it
contains a monochromatic non-crossing copy of L2n.
Proof. Let A1 and A2 be the two vertex parts of the monochromatic well-split K2n2,2n2.
Without loss of generality, we assume that all the edges between A1 and A2 are coloured
blue.
We use an idea that was used to prove a quadratic upper bound on Rg(Cn) and other
results on geometric Ramsey numbers [10, 11]. We define partial orders <1 on A1 and <2 on
A2 as follows. A path (pi)
ℓ
i=1 on the vertices of Ai is an increasing path if p1 ≺ p2 ≺ · · · ≺ pℓ.
Let u <i v for u, v ∈ Ai if and only if there exists an increasing blue path starting in u and
ending at v. Since |Ai| = 2n2 for i = 1, 2, by a lemma of Dilworth [6], each of (Ai, <i) has
either a chain on n elements or an antichain on 2n elements.
By the definition of (Ai, <i), any two vertices that are incomparable in Ai are connected
by a red edge. Therefore, if (Ai, <i) contains an antichain with 2n elements, then there
exists a red convex complete geometric graph on 2n vertices. By Lemma 2, KC contains a
red non-crossing copy of L2n.
Thus, we may assume that none of (Ai, <i) contains an antichain with 2n elements.
Then both (Ai, <i) contain a chain with n elements, implying that each of Ai contains an
increasing blue path with n vertices. Let (ui)
n
i=1 and (vi)
n
i=1 be the increasing blue paths on
A1 and A2, respectively. These two paths together with the blue edges {un+1−i, vi}, i ∈ [n]
form a blue non-crossing copy of L2n. 
Lemma 5. Let N and n be positive integers. Let G be the complete graph on a set A of at
least nN vertices and let (Ai)
n
i=1 be a partition of A with |Ai| ≥ N for every i ∈ [n]. Then
for any 2-colouring of the edges of G, either there is a red path (ui)
n
i=1 with ui ∈ Ai for each
i ∈ [n] or for some i ∈ [n − 1] there exists a blue KBi,Bi+1 with Bi ⊆ Ai, Bi+1 ⊆ Ai+1 and
min{|Bi|, |Bi+1|} ≥ N/2.
Proof. Assume that there is no red path (vi)
n
i=1 with vi ∈ Ai for each i ∈ [n]. We call a
vertex v ∈ Aj good if there is a red path (vi)ji=1 with vj = v and vi ∈ Ai for every i ∈ [j−1].
Every vertex in A1 is good and all vertices in An are bad. Let i be the largest integer such
that at least half of the vertices of Ai are good. Then by the choice of i, at least half of
the vertices of Ai+1 are bad. Let Bi denote the set of good vertices in Ai and Bi+1 the set
of bad vertices in Ai+1. It follows that both Bi and Bi+1 have size at least N/2 and all the
edges between Bi and Bi+1 are blue. 
Proof of Theorem 3 Let C denote a set of 32n3 points in convex position. Arbitrarily
choose a line that partitions C into C1 and C2 each containing exactly 16n
3 points. Further,
partition C1 into (Ai)
2n
i=1 with A1 ≺ A2 ≺ · · · ≺ A2n and |Ai| = 8n2 for each i ∈ [2n].
Partition C2 into (Bi)
2n
i=1 with B2n ≺ B2n−1 ≺ · · · ≺ B1 and |Bi| = 8n2 for each i ∈ [2n].
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Colour each vertex v ∈ Ai red if it is adjacent to at least half of the vertices in Bi by a
red edge. Otherwise, colour it blue. We say that Ai is red if at least half of the vertices in
Ai are coloured red. Otherwise, we say that Ai is blue.
Without loss of generality, at least half of the sets Ai are red. Let (ji)
n
i=1 be an increasing
sequence of indices such that each Aji is red. Let Di ⊂ Aji be the set of red vertices of Aji.
Thus |Di| ≥ |Aji|/2 = 4n2 and for every vertex v from Di, |Bji ∩Nred(v)| ≥ 4n2.
If for some i ∈ [n − 1], there exists a blue KTi,Ti+1 with Ti ⊆ Di, Ti+1 ⊆ Di+1 and
min{|Ti|, |Ti+1|} ≥ 2n2, then KC contains a blue non-crossing copy of L2n by Lemma 4.
Thus, by Lemma 5, we can assume that we have a red path (vi)
n
i=1 with vi ∈ Di for every
i ∈ [n]. So v1 ≺ v2 ≺ · · · ≺ vn. For each i ∈ [n], let Fi = Bji ∩ Nred(vi). So |Fi| ≥ 4n2. If
there exists a blue KTi,Ti+1 with Ti ⊆ Fi, Ti+1 ⊆ Fi+1 and min{|Ti|, |Ti+1|} ≥ 2n2, then the
proof is complete by Lemma 4. Thus by Lemma 5, we only need to consider the case when
there is a red path (wi)
n
i=1 with wi ∈ Fi for every i ∈ [n]. We have wn ≺ wn−1 ≺ · · ·w1
and so the two paths (vi)
n
i=1 and (wi)
n
i=1 together with the edges {vi, wi}, i ∈ [n] form a red
non-crossing copy of L2n. 
2.2 Ordered Ramsey theory
The proof of Theorem 3 shows that the ordered Ramsey number Ro(L2n, L2n) of the ladder
graph L2n with vertices ordered v1 ≺ v2 ≺ · · · ≺ vn ≺ un ≺ un−1 ≺ · · · ≺ u1 is at most
32n3. The ideas used in the proof of Theorem 3 can be applied to give a subexponential
upper bound on the ordered Ramsey numbers of arbitrarily ordered paths.
Theorem 6. Let Kn be the ordered complete graph on n vertices and let Pm be an arbitrarily
ordered path on m vertices. Then Ro(Kn, Pm) ≤ 2⌈log2(n)⌉·(⌈log2(m)⌉+1).
Proof. If n ≤ 2, the claim holds trivially. We proceed by induction on n while m remains
fixed.
It is enough to show that Ro(Kn, Pm) ≤ 2log2(n)·(log2(m)+1) for values n and m of the form
n = 2k and m = 2ℓ for some integers k and ℓ. Let R = 2k·(ℓ+1). Let KR be the complete or-
dered graph on R vertices with 2-coloured edges. We split the vertices ofKR intom intervals
V1, . . . , Vm, each containing 2
(k−1)·(ℓ+1)+1 consecutive vertices. Let p1 ≺ p2 ≺ . . . ≺ pm be the
vertices of Pm. Then the edges of Pm are {pπ(1), pπ(2)}, {pπ(2), pπ(3)}, . . . , {pπ(m−1), pπ(m)} for
some permutation π : [m]→ [m]. We let Ai = Vπ(i) for every i ∈ [n]. By Lemma 5, we either
find a red copy of Pm, in which case the claim holds, or we find a pair of intervals Ai, Ai+1
satisfying the following. There are sets L ⊂ Ai and R ⊂ Ai+1 of size |L|, |R| ≥ 2(k−1)·(ℓ+1)
such that all the edges between L and R are blue.
By the induction hypothesis, Ro(Kn/2, Pm) ≤ 2(k−1)·(ℓ+1). Thus in each of L and R, we
either find a red copy of Pm, or a blue copy of Kn/2. If either L or R contains a red copy of
Pm, the claim holds. Otherwise both L and R contain a blue copy of Kn/2 and so L ∪ R is
a blue copy of Kn. 
Corollary 7. Let Pn be a path on n arbitrarily ordered vertices. Then Ro(Pn, Pn) ≤
2⌈log2(n)⌉·(⌈log2(n)⌉+1).
2.3 General geometric position
Theorem 8. The geometric Ramsey number of the ladder graph L2n satisfies Rg(L2n) =
O(n10).
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Definition 9. Two sets of points A and B in the plane are mutually avoiding if |A|, |B| ≥ 2
and no line subtended by a pair of points in A intersects the convex hull of B, and vice versa.
See Fig. 2.
u1 u2
u3
u4 u5 u6 u7
v1
v2
v3 v4 v5
v6 v7
A
B
Figure 2: An example of mutually avoiding sets A and B. Some lines subtended by pairs
of points from A and pairs of points from B are shown.
A simple example of a pair of mutually avoiding sets are sets A and B such that A ∪B
is in convex position and A and B can be separated by a straight line.
Observe that for any mutually avoiding pair (A,B), every point in A “sees” all the
vertices in B in the same order and vice versa. That is, there are unique total orders
u1 ≺ u2 ≺ · · · ≺ u|A| of the points in A and v1 ≺ v2 ≺ · · · ≺ v|B| of the the points in B such
that every point in B “sees” u1, . . . , u|A| consecutively in a clockwise order before seeing any
vertex in B, whereas every point in A “sees” v1, . . . , v|B| consecutively in a counterclockwise
order before seeing any vertex in A. A path (pi)
ℓ
i=1 in either A or B is an increasing path if
p1 ≺ p2 ≺ · · · ≺ pℓ.
For any two sets of vertices A1, A2 both contained in A (or B), we write A1 ≺ A2 if and
only if for every u ∈ A1 and v ∈ A2, u ≺ v. Let U be A or B. A sequence (Ui)ki=1 of subsets
of U is an increasing sequence if U1 ≺ · · · ≺ Uk. An increasing sequence (Ui)ki=1 of subsets
of U is an increasing partition of U if
⋃
i∈[k]Ui = U .
The following proposition follows from the definition of a pair of mutually avoiding sets.
Proposition 10. Assume A and B are mutually avoiding. Then
1. An increasing path (pi)
ℓ
i=1 does not cross itself.
2. Let u, u′ ∈ A with u ≺ u′ and let v, v′ ∈ B. Then the two edges {u, v} and {u′, v′}
cross if and only if v′ ≺ v.
3. Let u, u′ ∈ A with u ≺ u′ and let w ∈ A such that w ≺ u or u′ ≺ w or w ∈ {u, u′}.
Let v ∈ B. Then the two edges {u, u′} and {w, v} do not cross.
The following corollary follows directly from Proposition 10.
Corollary 11. Assume A and B are mutually avoiding. Let Pu = (xi)
n
i=1 be an increasing
path in A and let Pv = (yi)
n
i=1 be an increasing path in B. Then the ladder graph composed
of the paths Pu and Pv and edges {{xi, yi} : i ∈ [n]} is non-crossing.
Given a set of points in general position, the following theorem guarantees the existence
of two mutually avoiding subsets of relatively large sizes.
Theorem 12 (Aronov et al. 1994 [1]). Let A′ and B′ be two sets of points separated by a
line, each of size 6n2. Then there exist mutually avoiding sets A ⊂ A′ and B ⊂ B′ such
that A and B are both of size n.
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An embedding of the complete bipartite graph Km,n on a set of points in general position
is well-split if the two sets of points representing the two vertex parts are mutually avoiding.
By Lemma 2 and Corollary 11, we have the following generalisation of Lemma 4.
Lemma 13. If a 2-colouring of KP contains a monochromatic well-split K2n2,2n2, then it
contains a monochromatic non-crossing L2n.
Proof. Let A1 and A2 be the two vertex parts of the monochromatic well-split K2n2,2n2.
Without loss of generality, assume KA1,A2 is blue. By applying the Dilworth’s lemma [6] in
the same way as in the proof of Lemma 4, we either find a red K2n or blue increasing paths
(ui)
n
i=1 in A1 and (vi)
n
i=1 in A2. In the first case, we get a red L2n by Lemma 2 and in the
second case a blue L2n by Corollary 11. 
A complete geometric bipartite graph KL,R is said to be separable if L and R can be
separated by a line. Notice that if L∪R is in convex position, then KL,R is separable if and
only if it is well-split. Obviously, every complete bipartite geometric graph KL,R contains
a separable complete bipartite graph with parts of sizes |L|/2 and |R|/2. However, all
complete bipartite geometric graphs that we encounter in subsequent proofs are separable,
so we state the following corollary of Theorem 12 and Lemma 13 for separable complete
bipartite graphs only.
Corollary 14. Every 2-colouring of KP containing a monochromatic separable K24n4,24n4
contains a monochromatic non-crossing copy of L2n.
Proof of Theorem 8. Let G be the complete geometric graph on vertex set P , where P is
a set of cn10 points in general position, where c is some sufficiently large absolute constant.
By Theorem 12, there exist two subsets Su, Sv ⊂ P , such that Su and Sv are mutually
avoiding and |Su| = |Sv| = c1n5 for some c1 ≥
√
c/6.
The proof of Theorem 8 is analogous to that of Theorem 3 with Su and Sv having the
role of C1 and C2. Let (Ai)
2n
i=1 be the increasing partition of Su with |Ai| = c1n4/2 for each
i ∈ [2n]. Let (Bi)2ni=1 be the increasing partition of Sv with |Bi| = c1n4/2 for each i ∈ [2n].
As in the proof of Theorem 3, we find one colour, that we assume to be red, an increasing
sequence (Di)
n
i=1 of subsets of Sv and an increasing sequence (ji)
n
i=1 of integers from [2n]
satisfying the following. For every i ∈ [n], |Di| ≥ c1n4/4 and every vertex in Di is adjacent
to at least half of the vertices of Bji by a red edge. By Lemma 5 either there is a blue copy
of Kc2n4,c2n4, where c2 ≥ c1/8 ≥
√
c/(16
√
3) or there is a red path (vi)
n
i=1 with vi ∈ Di for
every i ∈ [n]. In the first case the proof is complete by Corollary 14. In the second case we
let Ti = Bji ∩Nred(vi). Now we apply Lemma 5 on (Ti)ni=1 and either find a blue Kc2n4,c2n4
or a red path (wi)
n
i=1 with wi ∈ Ti for every i ∈ [n]. In the first case the proof is complete
by Corollary 14 and in the second by Corollary 11 using (vi)
n
i=1 and (wi)
n
i=1 as the two paths
of the ladder graph. 
3 Generalisation to pathwidth-2 outerplanar triangu-
lations
An outerplanar triangulation G is a planar graph that can be drawn in the plane in such a
way that the outer face is incident with all the vertices of G and every other face is incident
with exactly three vertices.
The pathwidth of a graph was first defined by Robertson and Seymour [16] as follows.
A path decomposition of a graph G is a sequence (Gi)
m
i=1 of subgraphs of G such that each
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edge of G is in at least one of Gi and for every vertex v of G, the set of graphs Gi containing
v forms a contiguous subsequence of (Gi)
m
i=1. The pathwidth of a graph G is the smallest k
such that G has a path decomposition in which every Gi has at most k + 1 vertices. Let
pw(G) denote the pathwidth of G. A pathwidth-k graph is a graph of pathwidth at most k.
For every k, the class of graphs of pathwidth at most k is a minor-closed class. Every
such class can be characterised by a finite list of forbidden minors by the graph minor
theorem [15]. A characterisation of the class of pathwidth-2 graphs with 110 forbidden
minors was provided by Kinnersley and Langston [12].
Simplified characterisations of pathwidth-2 graphs were obtained recently by Bara´t, Ha-
jnal, Lin and Young [3] and Biro´, Keller and Young [4]. We use these characterisations to
provide an equivalent definition of pathwidth-2 outerplanar triangulations that will be used
in our proofs.
Definition 15. Let PW2(n) be the class of outerplanar triangulations G on n vertices whose
vertices can be decomposed into two disjoint sets Vu ∪ Vv = V (G) such that the subgraphs
induced by the two sets, Pu = G[Vu] and Pv = G[Vv], are paths. See an example in Fig. 3.
x2 x3 x5
y1
x1 x4 x6
y2 y3 y4 y5 y6 y7 y8
Figure 3: An example of a pathwidth-2 outerplanar triangulation.
Proposition 16. A graph G is a pathwidth-2 outerplanar triangulation if and only if G ∈
PW2(n).
Proof. A track is a graph composed of two rails and several cross-ties. The two rails are
paths (xi)
n1
i=1 and (yi)
n2
i=1. A cross-tie is a path of length one or two that connects xi with
yj, for some i ∈ [n1] and j ∈ [n2]. The cross-ties further satisfy that for every i, i′, j, j′
with i < i′, whenever one cross-tie connects xi to yj and another connects xi′ to yj′, then
j ≤ j′. The middle vertex of a cross-tie of length two has no neighbours other than xi and
yj. Additionally, there always is a cross-tie of length one connecting x1 to y1 and another
connecting xn1 to yn2. Bara´t et al. [3] prove that a graph is a 2-connected pathwidth-2 graph
if and only if it is a track.
Notice that every outerplanar triangulation is Hamiltonian and thus 2-connected. Ob-
serve also that every G ∈ PW2(n) satisfies the definition of a track. It remains to show that
if a track G on n vertices is an outerplanar triangulation then G ∈ PW2(n).
If the track G has a cross-tie of length two between x1 and y1, then the middle vertex t of
the cross-tie can be added to one of the tracks to form, for example, the track t, x1, . . . , xn1.
Thus we can assume, that the track G has no cross-tie of length two connecting x1 to y1 or
xn1 to yn2. Then, since G is outerplanar, it has no cross-tie of length two. Therefore the
outerplanar triangulation G satisfies the definition of graphs from PW2(n). 
The following is a corollary of Property 10.
Corollary 17. Let G ∈ PW2(n) and let G be composed of induced paths Pu = (xi)n1i=1,
Pv = (yi)
n2
i=1 and edges between vertices of Pu and vertices of Pv. Let (A,B) be a pair of
mutually avoiding sets. Let (ui)
n1
i=1 be an increasing path in A and (vi)
n2
i=1 an increasing
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path in B. Then by mapping every xi on ui and every yi on vi we obtain a non-crossing
embedding of G.
By Corollary 17, Lemma 4 generalises to an arbitrary graph G ∈ PW2(n).
Corollary 18. If KP with 2-coloured edges contains a monochromatic well-split Kn2,n2, then
it contains a monochromatic non-crossing copy of every G from PW2(n).
Then, by Theorem 12, we also generalise Corollary 14.
Corollary 19. If KP with 2-coloured edges contains a monochromatic separable K6n4,6n4,
then it contains a monochromatic non-crossing copy of every G from PW2(n).
We obtain upper bounds for the geometric Ramsey numbers of graphs G ∈ PW2(n),
both in the convex case and in the general case. These two upper bounds follow directly
from the following key lemma.
Lemma 20. Let G be a subgraph of a graph G′ ∈ PW2(n). Let m ≥ n2 and let Su and Sv be
two mutually avoiding sets of 10m2n3 points each. Then every 2-colouring of the complete
geometric graph on Su∪Sv either contains a monochromatic G or a monochromatic separable
Km,m.
We leave the technical proof of Lemma 20 to the next section.
Theorem 21. For any G ⊆ G′ ∈ PW2(n), Rc(G) ≤ 20n7.
Proof. Let S be a set of 20n7 points in convex position. We cut the set S by a line into
sets Su and Sv of size 10n
7 each. Then Su and Sv are mutually avoiding. Moreover if either
Su or Sv contains a monochromatic separable and thus well-split Kn2,n2, then S contains a
monochromatic non-crossing G by Corollary 18.
Therefore, by Lemma 20 with m = n2, S contains a monochromatic non-crossing copy
of G. 
Theorem 22. For any G ⊆ G′ ∈ PW2(n), Rg(G) ≤ O(n22).
Proof. Let S be a set of 10265n22 points in general position. By Theorem 12, S contains
mutually avoiding sets Su and Sv of size 10 · 62n11 each. If S contains a monochromatic
separableK6n4,6n4, then it contains a monochromatic non-crossing copy of G by Corollary 19.
Therefore, by Lemma 20 with m = 6n4, S contains a monochromatic non-crossing copy
of G. 
Remark. Notice that not every pathwidth-2 outerplanar graph is a subgraph of a pathwidth-2
outerplanar triangulation. See Fig. 4.
Figure 4: A pathwidth-2 outerplanar graph that is not a subgraph of a pathwidth-2 outer-
planar triangulation.
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4 Proof of Lemma 20
Without loss of generality, we only need to consider G ∈ PW2(n).
If n ≤ 3 then the result is trivial, so we assume n ≥ 4, which will be used in several
estimates.
Let (ui)
ℓ−1
i=1 and (vi)
ℓ
i=1 be sequences of vertices such that ui ∈ Pu and vi ∈ Pv for every
i ∈ [ℓ], v1 = y1, vℓ = yn2 and the alternating sequence of vertices v1, u1, v2, u2, . . . , uℓ−1, vℓ
forms a path in G. Note that 2ℓ − 1 ≤ n and that such a path is unique and can be
constructed by starting at y1 and always continuing to the largest neighbour in the other of
the sets Pu, Pv until reaching yn2 . Vertices u1, . . . uℓ−1, v1, . . . vℓ are called the stem vertices
and all the other vertices of G are the leaf vertices. Notice that every leaf vertex of Pu has
exactly one neighbour in Pv and vice versa.
u1 u2 u3
v1 v2 v3 v4
Q1 Q2 Q3 = ∅
U1 U2 U3
Pu
Pv
Figure 5: Labelling and grouping of the vertices of the graph from Fig. 3, which is in
PW2(14). The path connecting stem vertices is represented by a heavier line.
Refer to Fig. 5. We cut Pu into a sequence of subpaths (Ui)
ℓ−1
i=1 , where U1 contains u1
and all the vertices preceding u1 on Pu, Uℓ−1 contains all the vertices after uℓ−2 and for
i ∈ [2, ℓ−2], Ui contains ui and the vertices strictly between ui−1 and ui. Let (Qi)ℓ−1i=1 be the
sequence of subpaths created by removing vertices vi from Pv. That is, for every i ∈ [ℓ− 1],
Qi contains the leaf vertices in between vi and vi+1. Let fi = |Qi|.
Claim 23. There exists a colour c ∈ {blue,red} and sequences of vertex sets A′1, . . . , A′ℓ ⊂ Sv,
M1, . . . ,Mℓ−1 ⊂ Sv and B1, . . . , Bℓ−1 ⊂ Su with
B1 ≺ B2 ≺ · · · ≺ Bℓ−1
A′1 ≺M1 ≺ A′2 ≺ · · · ≺ A′ℓ−1 ≺Mℓ−1 ≺ A′ℓ
that satisfy the following conditions.
1. ∀i ∈ [ℓ− 1] : |Bi| = 8mn3;
2. ∀i ∈ [ℓ] : |A′i| = 4mn2;
3. ∀i ∈ [ℓ− 1] : |Mi| = 9m2n2;
4. ∀i ∈ [ℓ− 1] : ∀v ∈ A′i : |Nc(v) ∩Bi| ≥ |Bi|/2.
Proof. Let (Zk)
2ℓ−1
k=1 be the increasing partition of Su with parts of size 8mn
3. Then we take
sequences (Dk)
2ℓ−1
k=1 , (Ck)
2ℓ−2
k=1 of subsets of Sv satisfying D1 ≺ C1 ≺ D2 ≺ · · · ≺ D2ℓ−2 ≺
C2ℓ−2 ≺ D2ℓ−1 with |Dk| = 8mn2 for every k ∈ [2ℓ − 1] and |Ck| = 9m2n2 whenever
k ∈ [2ℓ− 2].
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The colour of a vertex v ∈ Dk is the colour of the majority of the edges between v and
the vertices of Zk and it is red in case of a tie. The colour of Dk is the colour of the majority
of the vertices v ∈ Dk and it is red in case of a tie.
We fix c to be the colour such that at least half of the sets Dk have colour c. Let (ki)
ℓ
i=1
be an increasing sequence of indices such that for every i ∈ [ℓ], Dki has colour c. For each
i ∈ [ℓ] let A′i be the set of vertices of Dki with colour c. Then |A′i| ≥ 4mn2. Let Bi = Zki
for every i ∈ [ℓ− 1] and Mi = Cki for every i ∈ [ℓ− 1]. It is easy to verify that the sets A′i,
Bi and Mi satisfy the requirements. 
Observation 24. Let N , k and t be positive integers. Let S be a set of size N and let
T1, . . . , Tk be sets such that |S ∩ Ti| ≤ t for every i ∈ [k]. Then
|S \
k⋃
i=1
Ti| = |
k⋂
i=1
(S \ Ti)| ≥ N − tk.
The observation is applied several times for some colour c and a set V of vertices in the
following way. We set Ti = Nc(vi) where {v1, . . . , vk} are the vertices of V with the fewest
c-neighbours in S. The observation says that if k is large and every vi has few c-neighbours
in S, then we find a large complete bipartite graph in the other colour.
Without loss of generality, we assume that Claim 23 holds with c = red. Let (A′i)
ℓ
i=1,
(Bi)
ℓ
i=1 and (Mi)
ℓ−1
i=1 be the sequences that satisfy the conditions of the claim.
The rest of the proof proceeds in several phases. In each phase we either immediately
find a blue well-split Kn2,n2 implying a monochromatic G, a blue separable Km,m, or we
move closer to finding a non-crossing embedding φ : V (G) → Su ∪ Sv of G with all edges
red. The mapping φ maps vi on some point of A
′
i for each i ∈ [ℓ] and for each i ∈ [ℓ − 1],
the vertices of Ui are mapped on some points of Bi and vertices of Qi on some points of Mi.
In some phases, the embedding of some vertices of G is selected and this will then remain
fixed for the rest of the proof.
Claim 25. Either the complete geometric graph on Su ∪ Sv contains a monochromatic
noncrossing G or there is a sequence of sets (Ai)
ℓ
i=1 with Ai ⊆ A′i for every i ∈ [ℓ] that
satisfies the following conditions.
1. ∀i : |Ai| = 2m;
2. ∀i ∈ [ℓ − 1], ∀u ∈ Ai, ∀v ∈ Ai+1 : u and v have at least 3nm common red neighbours
in Bi;
Proof. To find the sets Ai, we proceed in ℓ steps, unless we find a red G earlier.
In the first step, we let the set A1 be an arbitrary subset of A
′
1 of size 2m.
At the beginning of step j, j > 1, we have sets A1, . . . , Aj−1 each of size 2m and such that
the requirement 2 of the claim is satisfied for all i < j − 1. A vertex w ∈ A′j is compatible
with v ∈ Aj−1 if u and v have at least 3nm common red neighbours in Bj . We distinguish
two cases.
The first case occurs when there is a vertex v ∈ Aj−1 and a set W = {w1, . . . , wn2}
of vertices of A′j incompatible with v. Let S = Nred(v) ∩ Bj and for every i ∈ [n2], let
Ti = Nred(wi) ∩ Bj . Let C = S \
⋃n2
i=1 Ti. Since the vertices of W are incompatible with v,
we can apply Observation 24 on S and {T1, . . . , Tn2} with t = 3nm, N = 4mn3 and k = n2
and obtain |C| ≥ 4mn3 − 3mn3 ≥ n2. All edges between W and C are blue, thus KW,C
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forms a blue well-split Kn2,n2 and so KSu∪Sv contains a monochromatic noncrossing G by
Corollary 18.
In the second case, for every vertex u ∈ Aj−1 at most n2 vertices of A′j are incompatible.
Thus the number of vertices of A′j compatible with every u ∈ Aj−1 is at least 4mn2−2mn2 ≥
2m. We can thus let Aj be the set of some 2m vertices of A
′
j compatible with every
v ∈ Aj−1. 
Let (Ai)
ℓ
i=1 be the sequence of sets satisfying the conditions of Claim 25.
To provide an exposition of the rest of the proof, we first prove Lemma 20 for the case
when there is no leaf vertex on Pv.
Claim 26. Assume Pv contains no leaf vertices, then there exists a blue separable Km,m or
a monochromatic non-crossing G.
Proof. We assume that neither Su nor Sv contains a blue separable Km,m. By Lemma 5,
we find a red path (ai)
ℓ
i=1, where each ai ∈ Ai. Then for every i ∈ [ℓ − 1] we take the set
Ri ⊆ Bi of 3nm common red neighbours of ai and ai+1. For every i ∈ [ℓ− 1], let Ri be an
increasing partition of Ri with |Ui| parts of size at least 2m each. By Lemma 5 we find an
increasing red path (ri)
|Pu|
i=1 with exactly one vertex in each set in
⋃ℓ
i=1Ri. Then we map
every ui on ri and every xi on ai to obtain a red copy of G. 
The rest of this section deals with the leaf vertices on Pv.
For each i ∈ [ℓ − 1] such that fi > 1, we take an increasing partition (Mi,j)fij=1 of Mi
with |Mi,1|, |Mi,fi| ≥ 4m2n2 and |Mi,j| ≥ 3mn2 for every j ∈ [2, fi − 1].
Let γ be the colouring of the edges of KSu∪Sv . We define a new edge colouring γ
′ of the
edges of KSu∪Sv according to the following cases.
1. The edge e connects a vertex v ∈ Ai and a vertex w ∈ Ai+1 such that fi = 1. We
colour e red if and only if v and w have at least n2 common red neighbours in Mi.
2. The edge e connects a vertex v ∈ Ai and a vertex w ∈ Ai+1 such that fi ≥ 2. We
colour e red if and only if |Nred(v) ∩Mi,1| ≥ 3mn2 and |Nred(w) ∩Mi,fi| ≥ 3mn2.
3. Otherwise γ′(e) = γ(e).
Claim 27. If there exist sets L ⊆ Ai and R ⊆ Ai+1 with |L| = |R| = m and all edges
between L and R blue under γ′, then there exists a blue separable Km,m in Sv under γ.
Proof. We distinguish three cases.
1. We have fi = 1. If every v ∈ L has fewer than 2n2m red neighbours in Mi under γ,
then there are at least 9m2n2 − 2n2m ·m ≥ m vertices in Mi that are connected by
blue edges to every vertex in L under γ. This implies the existence of a blue separable
Km,m in Sv. Otherwise, there exists a vertex v ∈ L with at least 2n2m red neighbours
in Mi. Let N ⊆Mi denote the set of these neighbours of v. Since every edge between
L and R is blue under γ′, each w ∈ R is connected by red edges to at most n2 vertices
in N . Thus there are at least 2n2m− n2 ·m ≥ m vertices of N that are connected by
blue edges to each vertex in R. Thus we have a blue separable Km,m in Sv under γ.
2. We have fi ≥ 2. Either each point of L has fewer than 3mn2 red neighbours in Mi,1
or each point of R has fewer than 3mn2 red neighbours in Mi,f(i). Without loss of
generality, the first case occurs and then there are at least 4m2n2 − 3mn2 · m ≥ m
points in Mi,1 connected by blue edges to every point of L.
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3. We have fi = 0. Then γ
′ is equal to γ on all the edges between Ai and Ai+1. This
implies the existence of a blue separable Km,m. 
By Claim 27, we may assume that under γ′, there exists no i ∈ [ℓ] for which some two
sets L ⊆ Ai and R ⊆ Ai+1 with |L| = |R| = m would form a blue Km,m. Then by Lemma 5,
we can map each vertex vi on some point φ(vi) ∈ Ai in such a way that (φ(vi))ℓi=1 is a red
path under γ′. For every i ∈ [ℓ − 1], let H ′i ⊆ Bi be a set of 3nm common red neighbours
of φ(vi) and φ(vi+1) and let H
′
ℓ = Bℓ ∩Nred(φ(vℓ)).
In what follows, for each i ∈ [ℓ − 1] we define a vertex set Hi ⊆ H ′i in which we then
embed Ui. If fi = 1 we define a vertex set M˜i ⊂ Mi in which we embed the only vertex of
Qi. If fi ≥ 2 we define a sequence of vertex sets M̂i,1, . . . , M̂i,fi ⊂ Mi, and on each one of
these sets, we embed one of the leaf vertices from Qi. Refer to Fig. 6.
H1 H
′
1 B1 H3 = H
′
3
B3
M̂1,1
M1,1
M̂1,3
M1,3
M1
Su
Sv
φ(v2)
A2
A′
2
M˜2
M2
M3
φ(v3)
A3
A′
3
M̂1,2 =
=M1,2φ(v1)
A1
A′
1
H2 H
′
2 B2
φ(v4)
A4
A′
4
Figure 6: Embedded vertices v1, . . . , v4 of the graph from Fig. 5. This embedding fixes sets
M˜i, M̂i,j and Hi. The dashed lines form a red path in the colouring γ
′.
If fi = 0, we let Hi = H
′
i.
If fi = 1, then let M˜i ⊆ Mi be a set of n2 common red neighbours of φ(vi) and φ(vi+1).
We let Hi be the subset of H
′
i formed by the vertices connected by at least one red edge to
a vertex in M˜i. If |H ′i \Hi| > n2, then we have a blue well-split Kn2,n2 with parts |H ′i \Hi|
and M˜i. By Corollary 18, this implies a monochromatic non-crossing G. Otherwise we have
|Hi| ≥ 2mn.
If fi ≥ 2, let M̂i,1 = Mi,1 ∩ Nred(φ(vi)) and M̂i,fi = Mi,fi ∩ Nred(φ(vi+1)). For every
j ∈ [2, fi − 1] let M̂i,j =Mi,j. Thus, |M̂i,j| ≥ 3mn2 for every j ∈ [fi].
Claim 28. When fi ≥ 2, then either there is a monochromatic non-crossing G or there
exists a set Hi ⊆ H ′i of size 2nm such that for every j ∈ [fi], every point of Hi has 2m red
neighbours in M̂i,j.
Proof. We call a vertex in H ′i good, if it has at least 2m red neighbours in M̂i,j for every
j ∈ [fi] and bad otherwise. We assume that the number of good vertices is smaller than
2nm. The claim will be proven by finding a monochromatic non-crossing copy of G.
The number of bad vertices in H ′i is at least |H ′i| − 2nm ≥ 3nm − 2nm = nm. For
each bad vertex h, label h by j if Nred(h) ∩ M̂i,j < 2m. Since fi ≤ n, there exists an
index j ∈ [fi] such that the number of bad vertices labelled j is at least nm/fi ≥ m ≥ n2.
Consider the set M̂i,j and a set W of n
2 bad vertices in Hi labelled j. For each w ∈ W ,
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we have |Nred(w) ∩ M̂i,j | ≤ 2m and we also have |M̂i,j| ≥ 3mn2. Then by Observation 24,
|M̂i,j \
⋃
w∈W Nred(w)| ≥ 3mn2 − 2m · n2 ≥ n2. All the edges between M̂i,j \
⋃
w∈W Nred(w)
andW are blue. This implies the occurrence of a well-split blue Kn2,n2 and a monochromatic
non-crossing G by Corollary 18. 
Hence we can assume that for every i with fi ≥ 2 there is a set Hi ⊆ H ′i of 2nm points
each having 2m red neighbours in each of M̂i,1, . . . , M̂i,fi. This completes the definition of
Hi for every i ∈ [ℓ − 1]. Next we take an increasing partition of each Hi into |Ui| parts,
each of size at least 2m. By Lemma 5, we either find a blue separable Km,m or embed the
red path Pu = (yi)
n2
i=1 on Su in such a way that (φ(yi))
n2
i=1 is a red increasing path with
every vertex of Ui mapped on some point of Hi. We consider every star centred at some
ui. If fi = 1, then φ(ui) has a red neighbour in M˜i and we map the only vertex of Qi on
this red neighbour. If fi ≥ 2, let M ′i,j be the 2m red neighbours of φ(ui) in M̂i,j, for every
j ∈ [fi]. We assume that there is no blue separable Km,m. Recall that red edges connect all
the vertices of M̂i,1 to φ(vi) and all the vertices of M̂i,fi to φ(vi+1). This fact and Lemma 5
imply the existence of a red increasing path between φ(vi) and φ(vi+1) visiting every M
′
i,j
exactly once. This completes the embedding of the vertices of G on Su ∪ Sv that yields a
monochromatic non-crossing graph isomorphic to G. See Fig. 7.
φ(u1)
H1
φ(u2)
H2
φ(u3)
H3
M ′
1,1
M̂1,1
M ′
1,3
M̂1,3
M ′
1,2
M̂1,2
Su
Sv
φ(v1) φ(v2) φ(v3) φ(v4)
M˜2
Figure 7: Full lines form a red occurrence of the graph from Fig. 5. Dashed lines are other
edges known to be red in the colouring γ.
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