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Abstract
The choice of the parameter value for regularized inverse problems is critical to the results and
remains a topic of interest. This article explores a criterion for selecting the right parameter value
by maximizing the probability of the data, with no prior knowledge of the noise variance. These
concepts are developed for `2 and consequently `1 regularization models by way of their Bayesian
interpretations. Based on these concepts, an iterative scheme is proposed and demonstrated to
converge accurately, and analytical convergence results are provided that substantiate these
empirical observations. The computational concerns associated with the algorithm are carefully
addressed, and methods for significant acceleration of the algorithm are provided for denoising
and deconvolution problems. A robust set of 1D and 2D numerical simulations confirm the
effectiveness of the proposed approach.
1 Introduction
Image and signal denoising and reconstruction problems are important research topics due to their
wide range of applications, including medical diagnosis, defense, and basic scientific research [17,
18, 19, 2, 14, 16]. These problems arise when an object or image, which we denote by u, cannot
easily be observed in a straightforward manner, e.g. brain imaging. In a linear model, when u must
be measured in a indirect fashion, measurements of u are encoded into a data vector of the form
b = Au+ , where A is a linear operator and  is a noise term inherent to the sensing mechanism of
the application. We assume  is a vector of i.i.d. mean zero Gaussians, i.e.  ∼ N(0, σ2I) implying
that b ∼ N(Au, σ2I). Then the image reconstruction problem is to recover or decode the most
accurate representation of u given A ∈ Rm×n and b, and any additional prior information.
Inverse problems are typically characterized as ill-posed, resulting in solution maps that are
sensitive to the noise term. To alleviate this issue, it is common to implement regularization
techniques that promote favorable solutions based on prior knowledge of the behavior of the target
signal. For example, in the continuous formulation, an order 1 Tikhonov regularization scheme
sets R(u) =
∫
Ω(u
′(x))2 dx, and the model minimizes a weighted sum of R(u) with ‖Au − b‖22.
This formulation intuitively recovers smooth solutions with small variation [28]. The regularized
solutions considered in this article takes the form
uλ = arg min
u∈Rn
‖Au− b‖22 + λ‖Tu‖pp, (1)
for p = 1, 2. The case p = 2 is again Tikhonov regularization, and finite difference matrices are
often used for T to approximate derivatives [23, 4, 25]. The case p = 1 is typically referred to as the
compressed sensing formulation when m < n [7, 6]. While the Tikhonov case is less computationally
expensive using conjugate gradient (CG) methods, it is well documented that in many applications
the `1 regularized solutions can be superior, hence they will be of interest in the current work.
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The main focus of this article is the choice of the important parameter λ > 0 that weights the
regularization. It is generally recognized that λ should be larger for smaller signal-to-noise ratio
(SNR) in b, and vice versa. The SNR is unknown for most applications, and even when it is this does
not immediately inform us what value λ should take. Perhaps most commonly researchers choose
λ based on “experience.” While this approach often leads to suitably pleasing results, having a
robust automated approach eliminates any user bias, provides more broadly applicable results, and
saves time for the users. There have been a number of automated and semi-automated approaches
proposed for choosing this parameter [29], which rely on various different criteria that characterize
the suitable parameter choice. These include the L-curve method [13, 5] and generalized cross
validation (GCV) [12]. The L-curve method is mainly an empirical method, while GCV provides a
reasonable criterion based on having a model where solutions from subsets of data fit complimentary
data sets. There is also the discrepancy principle, which enforces the condition that the regularized
solution matches the assumed known noise variance so that ‖Au− b‖22 ≈ mσ2. This method is not
generally preferred due to unfavorable empirical evidence [29, 11].
The leading criteria for parameter selection are the unbiased predictive risk estimator (UPRE)
[20] and Stein’s unbiased risk estimator (SURE)[27], which provide unbiased estimates of a squared
error as a goal for minimization. Denoting the true solution by v, UPRE gives an estimate of the
predictive error by
E‖A(uλ − v)‖22 = −mσ2 + ‖Auλ − b‖22 + 2σ2trace(ABλ), (2)
where Bλ is the linear solution map, i.e. uλ = Bλb. The UPRE method has usually been applied
to Tikhonov regularization [22], hence Bλ = (A
TA + λTTT )−1AT, although it is applicable more
generally to problems where the solution depends linearly on the data. The method also assumes
i.i.d. Gaussian noise and prior knowledge of the variance σ2, and the minimization of UPRE
typically requires an exhaustive search over λ [29], similar to procedures for the L-curve method.
The SURE estimator is similar but more general than UPRE due to its application to nonlinear
inverse models. In fact, the UPRE method just described can be easily derived from SURE,
although the pure form of SURE for inverse problems was originally considered for denoising and
threshold selection [9, 31]. The fact that SURE can be applied to nonlinear solutions has generated
interest for its application to `1 regularization models [32, 9, 21]. More recent developments [10,
11] have generalized SURE (GSURE) to minimize the expectation of ‖P (uλ − v)‖22, where P =
AT(ATA)−1A is the projection operator onto the range of AT. This same work further extends
the method to families of exponentials (e.g. non-i.i.d. noise models), which is outside the scope of
this work. As observed in [21], UPRE and the projected GSURE are both estimators of particular
instances of weighted error norms. Likewise to UPRE, the literature on SURE always assumes the
noise variance (or covariance matrix) is known a priori. For a more detailed discussion and review
of these topics, see [21] and the references therein.
This article proposes new criterion and procedures for the parameter selection, which uses
the equivalent maximum a posteriori (MAP) interpretation of regularized inverse problems for a
fully Bayesian approach [15]. Using the MAP interpretation of (1), we consider the parameter λ
to be optimal when providing maximum evidence (ME), i.e. it maximizes the likelihood of the
data, b, which is related to a marginalized maximum likelihood (ML) estimation [3, 8]. In light
of this, we provide several theoretical results that inform us of when the chosen parameters yield
ME. Then, based on these ME equations, we propose a fixed point iterative scheme that updates
two parameters, σ and η, that together determine λ. The value σ2 is again the variance on the
random noise vector , which, contrary to most parameter selection methods, we assume to have
no prior knowledge of. The parameter η is related to the regularity of the solution, and we call
2
η2 the variance of the signal. The fixed point updates for these parameters have precise formulas
that are based on expectations from the solution from the previous parameters. This iterative
scheme is developed for the Tikhonov regularized problem and is shown to converge accurately in
relatively few iterations (e.g. 5 or 10). As a standard for comparison, we contrast many of these `2
regularization results with UPRE.
Revisiting the Bayesian formulation, we show how the recovered parameters σ and η for `2
regularization give very good estimates for the `1 regularization parameter, which is more appealing
for many applications. This contribution, while simple in derivation, is shown to be very effective,
and we believe to be one of the critical pieces of this work. Finally some analysis of the convergence
of the proposed fixed point scheme is given, which indicates there are typically two and possibly
more nontrivial parameters λ satisfying the equations derived for the ME parameter. However, this
analysis also indicates that when the appropriate regularization operator T is used, the only stable
parameter (and hence the one found with the proposed algorithm) is indeed the ME parameter,
which converges for a very large range of starting values.
For the procedure developed here, there are several computational considerations to address.
In particular, each iteration requires the trace of a matrix which is infeasible to compute directly
for large imaging problems. Therefore the authors implemented trace estimation procedures using
random vectors, which is closely related to the trace estimation procedures already used for UPRE.
Moreover, in the classical problems of image denoising and image reconstruction from Fourier
data (e.g. SAR and MRI), we analytically develop the necessary ingredients that allow us to
compute the value of the necessary traces and solution exactly at the cost of essentially just one
fast Fourier transform (FFT). This makes our scheme most appealing for these types of problems,
and problems where computational infrastructure and time are readily available and preferable over
manual parameter tuning.
2 Bayesian Formulation and Algorithm for Finding λ
We begin by writing an equivalent expression for uλ in (1) as
uλ = arg max
u
p(u|b) = arg max
u
p(b|u)p(u)
= arg max
u
exp
(
−‖Au− b‖
2
2
2σ2
)
exp
(
−λ‖Tu‖
p
p
2σ2
)
.
(3)
We observe this expression as a maximum a posteriori (MAP) formulation from the Bayesian
perspective [15], and we write uλ maximizes p(u|b) ∝ p(b|u)p(u). For a noise vector  ∼ N(0, σ2I),
it is clear that
p(b|u, σ) = (2piσ)−m/2exp
(
−‖Au− b‖
2
2
2σ2
)
. (4)
For the prior we consider for now `2 regularizations with parameter η, which is related to the
regularity of the signal, and we call η2 the variance of the signal (under the map T ). Then our `2
Gaussian prior in the case T is nonsingular takes the form
p(u|η) = detT
(2piη2)n/2
exp
(
−‖Tu‖
2
2
2η2
)
. (5)
From (4) and (5) we see that for a given σ and η, which are generally unknown, we have the MAP
formulation as
uσ,η = arg max
u
exp
(
−‖Au− b‖
2
2
2σ2
)
exp
(
−‖Tu‖
2
2
2η2
)
, (6)
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which one may observe is equivalent to the minimization in (1) with p = 2 and λ = σ2/η2.
Numerically, we use the formulation (1) to find uλ, however we make use of the equivalent Bayesian
formulation (6) for the analysis in finding good parameters.
Normally the `2 prior would take the form p(u) ∝ exp(−‖Tu‖22/(2η2)). However, this is im-
proper in the typical case where T is singular, since it cannot be normalized. To fix this (see section
3.4 of [15]), one may use a (nearly) flat prior on the null space of T , in particular, a Gaussian with
variance α approaching +∞. Proceed by writing the singular value decomposition of T as
T = U
[
Σ1 0
] [ V T1
V T2
]
and using
p(u|η) = C2 exp
(
−‖Tu‖
2
2
2η2
− ‖V
T
2 u‖22
2α2
)
,
for which
C2 =
det Σ1
(2piη2)(n−r)/2(2piα2)r/2
where n− r is the rank of T .
2.1 Iterative Algorithm for Finding the Noise and Signal Variances
Our goal is to find a good estimate for σ and η in an efficient manner. We will make use of the
Bayesian interpretation of Tikhonov regularization with probability distributions in (4) and (5).
The parameters will be considered good in a marginalized maximum likelihood sense for maximum
evidence (ME), i.e. they maximize p(b|σ, η). We first provide the theoretical developments necessary
for an ME algorithm.
Definition 1. For a given σ and η, we define uσ,η to be the MAP solution in (6), which may be
equivalently expressed by the Tikhonov regularized minimizer as
uσ,η = uλ = H
−1ATb = arg min
u
‖Au− b‖22 + λ‖Tu‖22, (7)
where H = ATA+ λTTT and λ = σ2/η2.
Lemma 1. Consider the expectation of an arbitrary function f(U), where U is a random variable
with the Gaussian density function in (5). Then for a given b with conditional expectation given by
(4), the conditional expectation of f(U) is
E[f(U) | b] = E[f(uλ + σH−1/2X)], (8)
where X ∼ N(0, I).
Proof. We will use capital C’s to denote constants independent of u that can be absorbed on the
outside. We begin by writing the conditional expectation using Bayes’ theorem as
E[f(U) | b] =
∫
Rn
f(u)p(b|u, σ)p(u|η)/p(b) du
= C1
∫
f(u) exp
(
− 1
2σ2
(uTHαu− 2uTATb)
)
du,
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where Hα = H + (σ
2/α2)V2V
T
2 . Completing the square of the matrix equation in the exponential
leads to
E[f(U) | b] = C2
∫
Rn
f(u)exp
( −1
2σ2
(u− uλ)THα(u− uλ)
)
du
= C3
∫
Rn
f(uλ + σH
−1/2
α x)exp(−xTx/2) dx.
Because H is symmetric positive definite, H
−1/2
α = H−1/2 +O(α−2), and the limit α→ +∞ is well
defined. Setting f(u) = 1, we observe that C3 = (2pi)
−n/2, which completes the proof.
Lemma 2. Let b be given with conditional density defined by (4), and let U be a random variable
having a density defined by (5), with σ and η considered unknown parameters. Then the values of
σ and η that maximize p(b) satisfy the following conditional expectations:
σ2 =
1
m
E
[‖AU − b‖22 | b] (9)
η2 =
1
n
E
[‖TU‖22 | b] . (10)
Proof. Using the law of total probability leads to
p(b) =
∫
Rn
p(b|u)p(u) du
= (2piσ2)−m/2(2piη2)−n/2 detT
∫
Rn
exp
(
−‖Au− b‖
2
2
2σ2
− ‖Tu‖
2
2
2η2
)
du
Differentiating this expression with respect to σ leads to
d
dσ
p(b) = −m
σ
p(b) + σ−3p(b)E
[‖AU − b‖22 | b] . (11)
Setting this expression to zero completes the proof for (9), and the details for (10) are similar.
Theorem 1. Let U be a random variable with density given by (5), and let b be given with condi-
tional density given by (4). Then σ and η which maximize p(b) in terms of expectations satisfy the
following equalities:
σ2 = ‖Auλ − b‖22/(m− trace(H−1ATA))
η2 = ‖Tuλ‖22/(n− λtrace(H−1TTT )),
where H = ATA+ λTTT and λ = σ2/η2
Proof. Letting f(u) = ‖Au− b‖22 and applying Lemma 1 leads to
E[‖AU − b‖22 | b] = E[‖A(uλ + σH−1/2X)− b‖22].
Expanding this expression out and using the properties of X ∼ N(0, I) (see for example, Lemma
7.2 in [29]) leads us to
E[‖AU − b‖22 | b] = ‖Auλ − b‖22 + σ2trace(H−1ATA). (12)
In a similar fashion
E[‖TU‖22 | b] = ‖Tuλ‖22 + λη2trace(H−1TTT ). (13)
Combining equations (12)-(13) with Lemma 2 completes the proof.
5
Theorem 1 is the basis of an iteration to find σ and η for the ME algorithm, which is given by
σ2k+1 = ‖Au∗k − b‖22/(m− trace(H−1k ATA)) (14)
η2k+1 = ‖Tu∗k‖22/(n− λktrace(H−1k TTT )), (15)
where it is implied in this case that Hk = A
TA + λkT
TT , λk = σ
2
k/η
2
k, and u
∗
k is the Tikhonov
regularized solution for parameter λk. This iteration is set to converge whenever
‖u∗k+1 − u∗k‖2
‖u∗k‖2
< tol, (16)
or until we reach some maximum number of iterations K, which we demonstrate only mildly
depends on λ0.
One must consider the cost of such an iteration. Obviously each iteration requires the min-
imization (7) to find u∗k, which for general sampling matrices A is most suitably solved with an
optimized conjugate gradient method. The biggest computational burden is in approximating the
traces in (14) and (15), for which a Monte Carlo method [1] is suggested. Specifically, the trace of
any square matrix C is given by E[XTCX] = trace(C), where X is a random vector of independent
Gaussians. In its pure form this method uses a set of independent pseudo-random vectors {xj}Jj=1.
The error of the estimate is noticeably reduced if the set is first orthogonalized, notwithstanding
the bias that is introduced. One can precompute ATAxj and T
TTxj . However, since H depends
on σ and η we must compute approximations to H−1xj at each iteration. Hence at each iteration
over σ and η we have J + 1 solves of (7). An outline of the algorithm is provided in Algorithm 1.
Algorithm 1
1: Inputs: b, A, T , λ0.
2: Generate random vectors {xj}Jj=1 with i.i.d entries, mean value 0 and variance 1.
3: Compute yj = T
TTxj and zj = A
TAxj , for j = 1, . . . , J .
4: for k=0 to K do
5: Define Hk = A
TA+ λkT
TT .
6: Numerically evaluate u∗k = H
−1
k A
Tb using conjugate gradient method.
7: Numerically evaluate wj = H
−1
k xj using conjugate gradient method, for j = 1, . . . , J .
8: Compute T = 1J
∑J
j=1w
T
j yj and A =
1
J
∑J
j=1w
T
j zj to serve as inital approximations to
trace(H−1k T
TT ) and trace(H−1k A
TA), respectively.
9: Improve trace approximations by setting A2 = nA/(A+λkT) and T2 = nT/(A+λkT), where
we have used the identity n = trace(H−1k A
TA) + λktrace(H
−1
k T
TT ).
10: Set σ2k+1 = ‖Au∗k − b‖22/(m− A2) and η2k+1 = ‖Tu∗k‖22/(n− λkT2).
11: Set λk+1 = σ
2
k+1/η
2
k+1.
12: end for
We proceed with an example demonstrating the effectiveness of this approach on a 1D piecewise
quadratic signal of dimension n = 500. The sampling matrix A ∈ Rn×n was generated randomly
with independent normally distributed entries. For the additive i.i.d. Gaussian noise vector  we
chose σ so that the signal to noise ratio (SNR) is 2. For the regularization operator T , we used
a second order finite difference to penalize the discrete second derivative. The only parameter
left to choose is λ0. We chose a series of initial λ0’s that are equally spaced logarithmically and
plot, in Figure 1, the evolution of various parameters and errors as the iteration progresses. At
the very least, it should be evident that the convergence in this example is only mildly dependent
6
Figure 1: Evolution of the parameters σ, η, and λ for different initial parameter selections λ0, and
the evolution of two solutions.
7
Figure 2: Recovered standard deviations plotted against the true standard deviations for 4 test
signals and 500 trials each.
of the initial λ0 even at several orders of magnitude difference, and in all cases convergence is
practically achieved in 10 iterations or less. Moreover, the relative error (top left), defined by
the relative difference of the reconstruction and the true solution analogous to (16), is observed
to monotonically decrease after each update, and all cases converge to nearly the same relative
error. All simulations converge the same final λ with a maximum relative difference between the
parameters to be less than 4× 10−5. This in turn generates very similar solutions uλ, as evidenced
by the similarity of the error plots. The convergence of σ and η are also presented, and σ is shown
to accurately converge close to the true value in all cases. Finally, for completeness, the evolution
of the solutions are presented in the bottom right two panels for initial selections of λ0 = 1 and
λ0 = 10
5. Many other numerical results are presented later that further confirms the findings of
this example.
In our next example we make some of these observations more robust, by again comparing the
specified σ (known to us but not the iterative scheme) with the recovered σ value using the iterative
scheme outlined by (14)-(16). For 4 distinct test signals, 500 such simulations were performed. In
each case a random square sampling matrix A ∈ Rn×n was generated randomly with independent
normally distributed entries, and a random σ value was generated on the interval [2, 20]. Then
our iterative scheme was implemented with a maximum of only 15 iterations to find σ and η. The
4 distinct signals are as follows: test signal 1 is a piecewise constant boxcar signal, test signal 2
is a piecewise linear hat function, test signal 3 is one period of a sine wave, and test signal 4 is
the piecewise quadradic from [26] and the previous example. The corresponding regularization
operators T were chosen as various finite difference operators that appropriately match the signal
8
Figure 3: Recovered parameter from our method (with σ assumed unknown) compared with UPRE
(with σ assumed known) for 4 test signals and 500 trials each.
properties.
The scatter plots comparing the true σ and recovered σ are given in Figure 2, and the corre-
sponding SNR is given by the coloring. These show that our scheme generally yields very accurate
estimates of the variance under these settings. There is greater spread for larger variances, but the
relative error does not necessarily increase. Moreover, out of these 2,000 simulations there are only
two clear poor solutions for σ, which come from test signal 3.
2.2 Comparison with UPRE
In this section we repeat a similar set of simulations from section 2.1 to search for the parameter
λ = σ2/η2. The general set up was the same as before, where this time we specified a random value
of the SNR selected from the interval [.8, 10] to determine the additive noise. For each simulation,
we compared our recovered λ to the value of λ recovered from the UPRE method. Recall our
method does not require knowledge of σ whereas UPRE does require σ.
For UPRE, we followed the general approach suggested by Vogel [29], by selecting a series of
λ test values (e.g. 20) that are logarithmically equally spaced and choosing the parameter which
minimizes the UPRE objective function. From here, we even performed a second refinement by
testing an additional series of parameter values near this parameter (also logarithmically equally
spaced) and then settling on the optimal parameter from this set.
The scatter plots comparing the recovered parameters from our method and UPRE are shown
in Figure 3. These show that the two methods generally yield similar results (points near the
9
Figure 4: Error between the true solution and the reconstruction from our method (with σ assumed
unknown) compared with UPRE (with σ assumed known) for 4 test signals and 500 trials each.
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Figure 5: Tomographic reconstruction from 36 projection angles using our auotmatic parameter
selection.
dashed line mean similar recovered parameter values), with varying success and trends between the
test signals. These plots also show a very positive relationship between the SNR and λ (lower SNR
values almost always yield larger λ).
There are some notable discrepancies in the recovered λ from our method and UPRE, partic-
ularly with test signals 2 and 3. Therefore to discern the two methods we provide in Figure 4 a
second set of scatter plots from the simulations, where the resulting errors from our method and
UPRE are plotted against one another. For test signal 1, we see that the two methods generate
similar approximations to the true solutions, which should be expected since the two generate very
similar λ values seen in Figure 3. On the other hand, for the remaining 3 test signals some dis-
crepancies were observed in the recovered λ value, and the error plots in Figure 4 show that our
method tended to yield improved solutions (and hence λ values), particularly for signals 2 and 3.
Therefore we conclude from these examples that our method, while assuming far less information
that UPRE, may still yield improved results in the reconstruction.
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2.3 2D Tomographic Example
In this section we apply our automatic parameter selection to a 2D tomographic imaging example
with parallel beam geometry. For this problem the data vector b takes values of the form
Au(ti, θj) =
∫
R2
u(x, y)δ(ti − (x, y) · (cos θj , sin θj)) dx dy (17)
for i = 1, . . . , N and j = 1, . . . ,M . These types of inverse problems occur in a large number of
applications, e.g. X-ray medical imaging, and electron and neutron tomography. Typically the
mesh formed by the ti is very fine, whereas the angular spacing θj can be quite large depending on
the application.
For our test problem we set a fixed ∆θ = θj+1− θj to be 5◦, and acquired data of the form (17)
at each such angle increment over the full 180◦ extent for a total of 36 angles. The spacing ti is
set so that N = 512 resulting in b ∈ R512·36. However, the image is also u ∈ R512×512, making the
problem severely underdetermined. Based on the parameters specified above, the corresponding
forward and adjoint operator is computed efficiently in MATLAB with a sparse matrix, which can
be constructed from our openly available software [24].
We tested 4 different SNRs, 5, 10, 20, and 30, and used a first order finite difference regularizer.
The initial choice of λ was λ0 = 1. The resulting convergence of λ for each case is plotted in
logarithmic scale in Figure 5, along with the resulting image reconstruction at SNRs of 5 and 10.
In the left two columns are the unregularized reconstructions from ordinary least squares (OLS) and
filtered backprojection (FBP). In the right two columns are the `2 Tikhonov regularized solutions
from our recovered optimal parameter, where the right most solution was recomputed under the
constraint that u be a nonnegative mass-density function. The unconstrained Tikhonov and OLS
solutions were computed with an iterative conjugate gradient method, which is likely the most
efficient approach due to the sparse nature of the sampling operator. The nonnegative Tikhonov
solution is computed with a projected gradient decent approach [24].
Observe that the quality of the regularized solutions are quite good compared with the unregu-
larized, and the density constraint provides further notable improvement. Also observe in plots of
λ that the recovered value accurately reflects changes in the SNR levels.
3 Accelerated Iterations for Denoising and Deconvolution
In this section we show how to significantly reduce the computational load for our iterative scheme
for the popular denoising and deconvolution applications. It is achieved by obtaining exact formulas
for the traces appearing in (12) and (13) and the solutions to (7) that require only one FFT and
multiplication by a diagonal matrix in each iteration. Where before, due to the trace estimation,
J + 1 solves of (7) were needed to calculate using a conjugate gradient in each iteration, with, say
J = 6 for instance being the number of random vectors used, we will require only an FFT and
an inexpensive summation in the evaluation of our derived formula for the traces. The derivations
needed for 1D are provided here, and extensions to higher dimensions and Fourier sampling are
provided in the appendix.
The case of denoising occurs when the sampling matrix A is the identity and the data vector is
a noisy version of the image given by say u˜. More generally, we consider the deconvolution problem,
where the sampling matrix is circulant. Hence our denoising and deconvolution problem is written
as
min
u
‖Cu− u˜‖22 + λ‖Tu‖22, (18)
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where C is a circulant matrix and u˜ is a noisy and/or blurred version of u. We will evaluate the exact
traces analytically by summing eigenvalues. First observe that circulant matrices are diagonalizable
by the unitary discrete Fourier transform1 denoted by F , and hence for this calculation we consider
circulant regularization matrices T = Tr of the form
T1 =

−1 1 0 . . . 0
0 −1 1 . . . 0
...
. . .
...
1 0 0 . . . −1
 and T2 =

1 −2 1 . . . 0
0 1 −2 . . . 0
...
. . .
...
−2 1 0 . . . 1
 . (19)
Notice in general we have Tr = T
r
1 . We write the diagonalization of Tr and C as Tr = F−1ΛrF
and C = F−1ΛCF , where Λr and ΛC contain the eigenvalues of Tr and C respectively. The
eigenvalues in the diagonal matrices Λr and ΛC may be evaluated by simply taking the discrete
Fourier transform (DFT) of the first column of TTr and C
T, respectively.
First observe this diagonal representation leads us to the expression for the solution to (18) as
uλ = F−1DC,rF u˜, (20)
where DC,r = (|ΛC |2 + λ|Λr|2)−1ΛC is a diagonal matrix. Hence it is seen from (20) that we only
need two FFTs and inexpensive multiplication by a diagonal matrix to evaluate uλ.
Next observe this leads to the expression for the matrix products within the traces in (14) and
(15) as
H−1CTC = F−1(|ΛC |2 + λ|Λr|2)−1|ΛC |2F (21)
H−1TTr Tr = F−1(|ΛC |2 + λ|Λr|2)−1|Λr|2F . (22)
Hence we see H−1CTC and H−1TTr Tr are also diagonalized by the Fourier transform and therefore
also circulant, and their eigenvalues are given by the elements of the diagonal matrices (|ΛC |2 +
λ|Λr|2)−1|ΛC |2 and (|ΛC |2+λ|Λr|2)−1|Λr|2 respectively. The eigenvalues for C will obviously depend
on the specific convolution operator, and in the case of denoising these eigenvalues are all obviously
1. In general, we denote these eigenvalues by γj(C) =
∑n
k=1 c1,ke
−i2pij(k−1)/n, for j = 0, 1, . . . , n−1.
For Tr, we have the exact expression for these eigenvalues as
γj(Tr) = γj(T
r
1 ) = (e
−i2pij/n − 1)r, (23)
for j = 0, 1, . . . , n − 1, and therefore |γj(Tr)|2 = 4r sin2r(pij/n). Then the traces needed for our
algorithm are given by
trace(H−1CTC) =
n−1∑
j=0
(|γj(C)|2 + λ4r sin2r(pij/n))−1 |γj(C)|2, (24)
trace(H−1TTr Tr) =
n−1∑
j=0
(|γj(C)|2 + λ4r sin2r(pij/n))−1 4r sin2r(pij/n) (25)
An algorithm summarizing these ideas and their implementation into our general strategy for finding
λ are provided in Algorithm 2, where for simplicity we present the denoising case.
In Figure 6, we have demonstrated the time saved as well as improved convergence when using
these exact formulas, when compared with the iterative procedures for finding the solutions and
1This can be seen as a direct result of the Fourier convolution theorem.
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Algorithm 2 : Fast Denoising
1: Inputs: u˜, Tr, λ0.
2: Evaluate u˜F = F u˜ using an FFT.
3: for k=0 to K do
4: Define Hk = I + λkT
T
r Tr.
5: Evaluate u∗k = H
−1
k u˜ = F−1(I + λk|Λr|2)−1u˜F , requiring only one FFT.
6: Evaluate trace(H−1k ) and trace(H
−1
k T
T
r Tr) by (24) and (25).
7: Set σ2k+1 = ‖u∗k − u˜‖22/(n− trace(H−1k )) and η2k+1 = ‖Tru∗k‖22/(n− λktrace(H−1k TTr Tr)).
8: Set λk+1 = σ
2
k+1/η
2
k+1.
9: end for
Figure 6: Total run time and convergence results using the exact formulas, which numerically
requires only a few FFT’s, compared with finding the solutions and traces with iterative approxi-
mation procedures.
traces. At total of 20 iterations over λ were used in each case. It is observed that the total run
time is decreased by several orders of magnitude, and the convergence is also improved since the
traces are exact and no longer approximate but exact.
Extensions of these concepts to 2D problems and Fourier sampling are provided in the appendix.
Moreover, convergence analysis of algorithm 2 is given in section 5, with the detailed proofs also
provided in the appendix.
4 Mapping Tikhonov Parameters onto L1 Parameters
Consider again the general inverse problem where the noise vector  is i.i.d. mean zero Gaussian
with variance σ2 and the signal variance is η2. For the Gaussian prior on the signal, this lead us to
the prior given in (5), and equivalently the regularization in (1) with p = 2 and λ = σ2/η2. If we
instead assume a Laplacian prior, i.e. an `1 regularization with p = 1 in (1), then this prior with
variance η2 is given by
p(u|η) = detT
(
√
2η)n
exp
(
−‖Tu‖1
η/
√
2
)
. (26)
This leads to the MAP solution given by
uσ,η = arg max
u
Cexp
(
−‖Au− b‖
2
2
2σ2
)
exp
(
−‖Tu‖1
η/
√
2
)
, (27)
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Figure 7: Scatter plot for the `1 and `2 regularization errors between the recovered and true signals
from the recovered optimal parameter λ for the 4 test signals and 500 trials each. The optimal
`2 parameter was determined by ML and was projected onto the `1 parameter using the Bayesian
formulation.
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Figure 8: Convergence of λ and resulting solutions for our approach including `2 regularization and
the projection of the parameters onto the `1 regularization, which are also compared with UPRE.
and we see this formulation is equivalent to (1) with p = 1 and λ = 23/2σ2/η. Due to the favorable
analytical properties `2 norm, in section (2.1) we were able to derive an iteration for the variances
σ2 and η2 with a Gaussian prior. Moreover, the iterations for the `2 prior can be evaluated very
quickly, hence we use the iterative scheme for the Gaussian prior to find σ2 and η2. These variances
can then be put into the `1 MAP estimation (27) and yield the corresponding λ for the `1 regularized
problem as written above. The `1 optimization problem is solved using the alternating direction
method of multipliers approach [30], and our code is openly available [24].
Numerical tests of these concepts are presented in Figure (7). Here we have solved for σ and η
for the Tikhonov regularized problem as before, and then used these parameters to yield λ for the
`1 regularized problem as written above. From these parameters, the measured errors between the
true solution and the recovered solution are plotted against one another for the `1 and `2 regularized
solutions. The set up for these simulations was the same as those in section 2.2. It is observed
from these plots that projecting the parameters σ and η onto the `1 problem generally provides
solutions that are comparable to the `2, and in many cases the `1 solution provides better results.
Hence it appears to be a quite reasonable strategy to use the ML estimation for the `2 parameter
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to select the `1 parameter.
Finally we present one more example for 2D image denoising, where we use our fast denoising
approach to find the parameters and the optimal `2 regularized solution, and then use these param-
eters to get λ and the solution for the `1 regularization. These solutions are also compared with the
denoised images using UPRE to find the optimal `2 parameter. The restored images are shown in
Figure 8 for SNR’s of 2 and 10. For the smaller SNR, we found order 1 regularizers (e.g. TV) to be
more effective, and the larger SNR we found the order 2 regularizers to be most effective. Hence in
the figure, for the case SNR=2 we presented the order 1 regularizations, and for the case SNR=10
we presented the order 2 regularization. The convergence of λ using our algorithm is plotted for a
larger number of SNRs, where for simplicity here we just used the order 2 regularization. The ML
λ again indicates a strong correlation with the SNR. The solutions from UPRE and our method for
finding the `2 parameter yield fairly similar results, and using our method to project the parameters
on the the `1 regularizations further improves the results.
5 Convergence Analysis of Algorithm 2
In this section some asymptotic and convergence analysis of algorithm 2 is provided. The detailed
proofs of our claims are given in the appendix.
Proposition 1. For a general circulant matrix T with eigenvalues {γj}n−1j=0 used for regularization,
the fixed point iteration in Algorithm 2 can be represented by
λk+1 = f(λk; u˜, T ),
where
f(λ; u˜, T ) = λ
‖|Λ|2B(λ)uˆ‖22
‖|Λ|B(λ)uˆ‖22
trace(B(λ))
trace(|Λ|2B(λ)) (28)
where B(λ) = (I + λ|Λ|2)−1 and uˆ = F u˜.
The following proposition gives further insight on the behavior of f .
Proposition 2. Suppose u˜ 6= 0. The fixed point iteration function f defined in (28) satisfies:
1. For T = I, f(λ, u˜, I) = λ and every real number is a fixed point.
2. Zero is a fixed point of f . Moreover, zero is a stable fixed point if
f ′(0; u˜, T ) =
n∑n−1
j=0 |γj |2
‖TTT u˜‖2
‖T u˜‖2 < 1.
3. For T = Tr with r > 0 as in (19), the asymptotic behavior of f as λ→∞ is given by
f(λ; u˜, Tr) ∼ λ2κ∞(u˜, Tr),
κ∞(u˜, Tr) =
∑n−1
j=1 |uˆj |2
(n− 1)∑n−1j=1 |uˆj |2/|γj |2 ,
and 4r sin2r(pi/n)/(n− 1) ≤ κ∞(u˜, Tr) ≤ 4r/(n− 1).
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Figure 9: From left to right: a loglog plot of the fixed point iteration function for r = 2; a linear
plot of of the same function showing the fixed points 0 and λopt; and plots of the corresponding
data u˜, the target reconstruction, and the denoised signal using λopt.
Figure 9 illustrates features of f in light of Proposition 2. Here the input signal was generated
by adding Gaussian noise to the piecewise constant function shown in the right frame. In this
example, SNR = 5 and second order (r = 2) regularization was used. Notice that f(·, u˜, Tr) has 3
fixed points: 0, λopt ≈ 16.5, and λ∞ ≈ 1/κ∞(u˜, Tr). As typically the case, the trivial fixed point
λ = 0 is unstable – a fact that can easily be verified using the second part of Proposition 2. A
second unstable fixed point can be observed in the asymptotic regime f(λ; u˜, Tr) ∼ κ∞(u˜, Tr)y2,
since 1/κ∞(u˜, Tr) solves the equation κ∞(u˜, Tr)λ2 = λ. Finally λopt ≈ 16.5 is the only stable fixed
point. The middle frame in Figure 9 shows that f is a contraction in a neighborhood of this value.
The reconstruction using λopt is given in right frame of this figure.
We point out that there are instances in which λ = 0 is a stable fixed point. According to
Proposition 2, this happens when
‖TTr T u˜‖2
‖Tru˜‖2 <
1
n
n−1∑
j=0
|γj(Tr)|2
This scenario is illustrated in Figure 10 (left) with r = 1. In this example, SNR = 10 and the
target function is piecewise quadratic, making the ratio ‖T2u˜‖
2
‖T1u˜‖2 smaller than
1
n
n−1∑
j=0
|γj(T1)|2 = 2.
Notice that here we used the identity
1
n
n−1∑
j=0
|γj(Tr)|2 = 4
r
pi
∫ pi
0
sin2r(x)dx = 4r
(2r − 1)(2r − 3) . . . 1
(2r)(2r − 2) . . . 2 ,
which holds for n > 2r by exactness of the trapezoidal quadrature rule. Given the large SNR
and the inadequate prior in this case, our algorithm favors forfeiting regularization. This scenario
is avoided when a better prior is specified. Figure 10 shows that, for the same data and r = 2,
λopt ≈ 2.47 is returned by the fixed point iteration. The corresponding denoised signal is presented
in the right frame of Figure 10.
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Figure 10: From left to right: a loglog plot of the fixed point iteration function for r = 1 showing
0 as the stable fixed point; a loglog plot of the fixed point iteration function for r = 2 showing a
nonzero stable fixed point; and plots of the corresponding data u˜, the target reconstruction, and
the denoised signal using r = 2 and λopt.
6 Conclusions
This article considers the question of choosing the weighting parameter for a regularization term
in a least-squares problem. One way to proceed is to take a Bayesian perspective and express
the problem as that of finding the maximum a posteriori (MAP) solution. Proceeding in this way
introduces, as a second parameter, the variance of the Gaussian noise associated with the data
of the least-squares term. Then, one way of choosing these two parameters is to maximize the
probability of the data given the two parameters. Such a choice of parameters goes under various
names; here it is called the maximum evidence (ME) value.
Presented here is a comparison of the ME value to that obtained by an unbiased predictive risk
estimator (UPRE). Whereas, the UPRE value assumes that the variance of the noise in the data
is given, the ME value is obtained by choosing the variance of the noise in the data automatically.
Simple test examples demonstrate the accuracy of the ME variance estimate. The tests also show
decidedly better reconstructions for ME than for UPRE for certain types of data and regularizations.
The automatic choice of parameters is also tested for a tomographic imaging example with very
good results.
Also presented is an apparently novel iterative scheme, and its efficient implementation, for
determining the ME values in the case of an `2 regularization term. Empirical evidence is presented
demonstrating both rapid convergence and insensitivity to an initial guess for the parameters.
However, the algorithm requires repeated estimates of matrix traces. A Monte Carlo method is
shown to give accurate results with few samples, though the cost is still considerable. At the same
time, for many denoising and deconvolution problems, the trace can be calculated analytically with
very little computation, and some analysis is provided that supports stable convergence to the ME
parameter.
Finally, it is shown how the Bayesian prespective facilitates a reasonable choice for the weighing
parameter in the case of `1 regularization. By expressing the regularization as a prior probability,
the `1 term becomes a Laplace distribution, and its variance can be chosen to be the variance of the
corresponding prior for the `2 regularization with its parameters chosen optimally. Experimental
results for both simple test examples and an image denoising example give reconstructions of high
quality (and confirm the general superiority of `1 regularization).
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Figure 11: Visualization of the 2D Tr operators for r = 1 and n = 4.
A Extension of Algorithm 2 to 2D Image Denoising
In the case of 2D images u ∈ Rn2 , we consider regularizers that compute finite differences analogous
to (19) along all rows and columns of the 2D image. We write the order k operator as
T 2Dr =
[
Tr,x
Tr,y
]
,
and we obtain the matrix H = I +λ(TTr,xTr,x +T
T
r,yTr,y). The operators Tr,x and Tr,y are visualized
in Figure 11 for the case r = 1 and n = 4.
To determine the exact trace of H−1 and the exact solution for (7) using only FFT’s, we will
analytically determine the eigenvalues of TTr,xTr,x + T
T
r,yTr,y. We first observe that these matrices
have the following Kronecker product representation:
Tr,x = Tr ⊗ I, Tr,y = I ⊗ Tr, (29)
where Tr is the 1D version of the difference operators as written in (19) and I is the n×n identity.
This leads to the product representations as TTr,xTr,x = T
T
r Tr ⊗ I and TTr,yTr,y = I ⊗ TTr Tr. To
find the solution to (7) in this case, combine the Kronecker representation with the unitary Fourier
diagonalization of Tr to obtain
TTr,xTr,x = (F−1 ⊗F−1)(|Λr|2 ⊗ I)(F ⊗ F), (30)
TTr,yTr,y = (F−1 ⊗F−1)(I ⊗ |Λr|2)(F ⊗ F). (31)
This leads to our expression for uλ in (7) in the case of 2D denoising as
uλ = (F−1 ⊗F−1)
[
I + λ(|Λr|2 ⊗ I + I ⊗ |Λr|2)
]−1
(F ⊗ F)u˜ (32)
Observe that F ⊗ F and F−1 ⊗ F−1 are the 2D unitary discrete Fourier and inverse Fourier
transforms, therefore analogous to the 1D case this solution requires two 2D FFTs and product
with a diagonal matrix, whose values we determine in what follows.
Using properties of Kronecker products, it can be easily shown that for any two eigenvalues
γ1, γ2 of T
T
r Tr, then γ1 + γ2 is an eigenvalue of T
T
r,xTr,x + T
T
r,yTr,y, and therefore the complete set
of eigenvalues of this matrix are obtained by considering all such combinations. Combining this
observation with the eigenvalues in (23) leads us to the exact trace as
trace(H−1) =
n−1∑
j=0
n−1∑
k=0
[
1 + 4rλ
(
sin2r(pij/n) + sin2r(pik/n)
)]−1
, (33)
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and similarly the trace of H−1TTT is given by
trace(H−1TTT ) =
n−1∑
j=0
n−1∑
k=0
[
4−r + λ
(
sin2r(pij/n) + sin2r(pik/n)
)]−1 (
sin2r(pij/n) + sin2r(pik/n)
)
.
(34)
Finally, the entries of the diagonal matrix needed in evaluation of (32) coincide with the terms
in the sum (33). The arguments used here are very easily extended to higher dimensions, say 3D
video denoising. In addition, they also extend to other circulant regularization matrices, such as
the more effective multiscale operators in [26].
B Extension of Algorithm 2 to Fourier Sampling
Consider our reconstruction problem in the case that the sampling matrix is A = PF , where P
is a row selector matrix, i.e. the identity with some rows deleted. In other words, we have some
Fourier coefficients of u, and let S ⊂ {1, 2, . . . , n} denote the indices of those rows of the identity
that are in P . Then using some similar arguments as before, the solution to (7) is given by
uλ = F−1(PTP + λ|Λr|2)−1Fb. (35)
Hence, again in this case one only needs two FFTs and a product with a diagonal matrix to obtain
the exact solution. These entries are easily seen once again using (23). Moreover, the traces needed
are given by
trace(H−1A∗A) =
∑
j∈S
(
1 + λ4r sin2r(pi(j − 1)/n))−1 , (36)
trace(H−1TTr Tr) =
n−1∑
j=0
(
4−rδS(j + 1) + λ sin2r(pij/n)
)−1
sin2r(pij/n), (37)
where δS(j) = 1 for j ∈ S and 0 otherwise. These concepts are extended to 2D and higher
dimensions repeating similar arguments from section A.
C Proof of Convergence Results
proof of Proposition 1. The equations of Algorithm 2, together with T = F−1ΛF , gives
λk+1 =
‖u∗k − u˜‖22
trace(I −H−1k )
trace(I − λkH−1k TTT )
‖Tu∗k‖22
=
‖ − λkTTTH−1k u˜‖22
‖TH−1k u˜‖22
trace(H−1k )
trace(λkTTTH
−1
k )
= λk
‖|Λ|2B(λk)uˆ‖22
‖|Λ|B(λk)uˆ‖22
trace(B(λk))
trace(|Λ|2B(λk))
where B(λ) = (I + λ|Λ|2)−1.
proof of Proposition 2. The first part of the proposition follows directly by substituting |Λ|2 = I
into (28). We now focus on the two other parts. Again from (28) it is immediately deduced that 0
is a fixed point of f . The stability of this fixed point depends on the derivative of f , which is given
by
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lim
λ→0
f(λ)
λ
=
n‖|Λ|2uˆ‖22
trace(|Λ|2)‖|Λ|uˆ‖22
= n
‖TTT u˜‖22
trace(|Λ|2)‖T u˜‖22
.
Finally, proving part 3 makes repeated use of the facts γ0 = 0 for r > 0 and limλ→∞ λB(λ) =
|Λr|−2, where here we use the minimium norm pseudo inverse. To this end, we evaluate the limit:
lim
λ→∞
f(λ)
λ2
= lim
λ→∞
‖|Λ|2λB(λ)uˆ‖22
‖|Λ|λB(λ)uˆ‖22
trace(B(λ))
trace(|Λ|2λB(λ))
=
∑n−1
j=1 |uˆj |2∑n−1
j=1 |uˆj |2/|γj |2
1
n− 1 = κ∞(u˜, Tr),
It follows that
mini=1,...,n−1 |γi|2
∑n−1
j=1 |uˆj |2
(n− 1)∑n−1j=1 |uˆj |2 ≤ κ∞(u˜, Tr) ≤
maxi=1,...,n−1 |γi|2
∑n−1
j=1 |uˆj |2
(n− 1)∑n−1j=1 |uˆj |2
or
4r sin2r(pi/n)
n− 1 ≤ κ∞(u˜, Tr) ≤
4r
n− 1 .
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