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Abstract - -The present study discusses an optimal backup policy for a hard computer disk used 
for a personal computer or an engineering work station. The information stored in the hard disk 
is bated  up at age T, where age refers to the elap6ed time since the previous ~ p  operation or 
the recovery from a hard disk failure, whJcheve~ occurred most recently. The existence of an optimal 
backup time that maximizes the availability is examined. A numerical example is also presented to
illustrate the proposed backup olicy. 
1. INTRODUCTION 
Personal computers and engineering work stations have rapidly come into wide use, since they 
can, in recent years, be purchased at lower prices and can be handled more easily. Most of 
systems contain hard disks which store many files for references. While using a system, some 
files in the hard disk may be lost due to human errors or failures of the hardware devices which 
comprise the computer system. This is called a hard disk failure. One of the simplest methods 
for protecting us from such serious losses is to make a backup copy of the files on magnetic tapes 
or on floppy disks. In the case of a hard disk failure, the backup disks can recover the hard disk 
partially. The recovery would be partial since the files updated after the last backup operation 
cannot be recovered. 
Frequent backup operations could reduce the loss at a hard disk failure although they would 
spend much time in themselves. On the contrary, occasional backup operations would require 
little time in themselves, while the loss incurred by a hard disk failure would be very large. These 
observations indicate the significance of the determination ofthe adequate backup timing of files. 
Similar problems can be observed in the main internal memory of a main frame computer, 
where data stored in the main memory are occasionally lost. For these systems, several studies 
on rollback and recovery strategies have been reported [1-6], which suggest to periodically make 
a backup copy of data in the main internal memory on hard disks. 
These strategies were originally devised for fear of a failure of an online banking system. In 
the case of a failure of an online banking system, all the data in the main internal memory at 
a failure must be recovered. For this reason, all the log files are also stored on magnetic tapes. 
With both the data backed up on the hard disk and the log files on magnetic tapes, the system 
can perfectly be recovered although it will spend much time. 
If the system can perfectly be recovered up to the state at its failure, a formulation based on 
the renewal reward process [7] is possible. Furthermore, the underlying idea in the formulation 
is quite identical to that of replacement policies for a system where the cost structure depends 
on the age of the failed unit at its failure [8-10]. 
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For protecting files on the hard disks of personal computers and engineering work stations, 
however, it should be reminded that the recovery from a hard disk failure is partial, i.e., the hard 
disk can only be recovered up to the state at the last backup operation. For this problem, Sandoh 
and Kawai have proposed an N-job backup policy of preparing a backup copy of files when N 
jobs updating or creating files are completed [11]. Under this policy, the value of optimal N 
should be determined, and it was shown that such an optimal integer N* always exists. 
This study considers an optimal backup policy for a hard computer disk that suggest to backup 
files at their age T, where age refers to the elapsed time since the completion of the last backup 
operation or the recovery from a hard disk failure, whichever occurred most recently. Under this 
policy, the problem is to determine the value of the optimal age at which a backup operation of 
files should be made. The availability of this policy is here adopted as the objective function to 
be maximized. The conditions under which an optimal backup time T* exists are clarified. A 
numerical example is also presented to illustrate the theoretical underpinnings of the proposed 
backup policy formulation. 
2. AVAILABILITY 
We give below some notations and assumptions used in this paper. 
Assumptions 
T 
X 
A 
F(x) 
-~(~) 
Y 
T(>_ O) 
~C>_ o) 
z 
H(z) 
NOMENCLATURE 
Backup time 
Failure time of a hard disk failure 
Failure rate of hard disk failures 
Cumulative distribution function (Cdf) of X 
Survival probability function 
lRecovery time of a hard disk failure tudng backup disks 
Cdfof  Y 
Mean recovery time(-- E(Y)) 
Setup time of a backup 
Time required for backing up files updated per unit time 
A random factor in a backing up time 
Cdfaf Z 
(i) The failure time X of the hard disk follows an exponential distribution with a failure 
rate A, since the failures occur randomly in time. 
(2) At each backup time, only the files updated and/or created after the preceding backup 
time is added to the backup disks. 
(3) A hard disk failure can instantly be detected. 
(4) A hard disk failure may occur during a backup operation although no hard disk failure 
occurs during a recovery operation from a hard disk failure. 
(5) Each backing up time consists of a fixed factor and a variational one. The setup time r 
represents the fixed factor in a backing up time. The variational factor of a backing up 
time furthermore consists of two factors: the time, aT, which is proportional to the age T 
at which a backup operation should be conducted, and the time, Z, which is a random 
variable subject to a suitable probability distribution. 
Availability Formulation 
Under the above assumptions, a renewal reward process [8] is generated, where the time at 
which one of the following two events occurs corresponds to a renewal point: 
(a) A backup operation has successfully been executed. 
(b) Following a hard disk failure, the recovery by using backup disks has just been completed. 
At this time, the contents of the hard disk becomes identical to that at the previous backup 
time. 
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Let us here define the availability of the above backup policy as 
W(T) - lira E[the effective time on (0,ill (1) 
t-*+oo 
By the renewal theory [7], W(T) can be rewritten by 
W(T) - E[the effective time over 1 cycle] 
E[the length of 1 cycle] 
(2) 
where 1 cycle refers to the interval between two successive r newal points. 
It should be noticed that when the event Ca) above occurs, the effective time over 1 cycle is T 
and the length of 1 cycle is (a % 1) T + r % Z. In the case of event (b), there does not exist any 
effective time over 1 cycle due to a hard disk failure and the length of 1 cycle is X + Y. 
Let A(T) and B(T), respectively, denote the denominator and the numerator of the right-hand 
side in Equation (2), i.e., let 
W(T) = B(T) 
A(T) ' (3) 
and we have 
0 ° 
A(T) -  [(a-t-1)T÷r+z]-F[(a÷l)T+r÷z]dH(z) 
B(T) = TF[(a + 1) T + r + z] dHCz). 
(4) 
(5) 
The first and the second terms of the right-hand side of Equation (4) correspond to the event (a) 
and (b) mentioned above, respectively. 
Since the assumption (1) signifies 
F( , )  = 1 - e -~ ' ,  (a) 
the following equations axe obtained: 
A(T) - (~ + p) {1-e-~[(a+Dr+rl@(~)} , 
B(T) = Te-;~[(a+Z)T+r]gp(A), 
(7) 
(s) 
where 
,X,(;~) = [,,o e -;'~ dH(=) (< I). 
JO 
From Equations (3), (7) and (8), the availability of the backup policy becomes 
(9) 
Te-~l(a+l)T+~]@(~) 
W(T) = (+ + ~,) { i -  e-~C<.+1)~"+~l~(~)}" (10) 
The backup time T = T* is optimum if it maximizes the availability W(T). It should be noticed 
in Equation (10) that the recovery time Y does not affect he optimal backup time, T*, although 
its mean p affects the availability for T - T*. The  next  section discusses the existence of such 
an optimal backup time T*. 
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3. OPTIMAL BACKUP POLICY 
By differentiating W(T) in Equation (3) with respect o T, we have 
B'(T) W'(T) -  A'(T) [~(T) A(T)-B(T)] (11) 
It is easily shown that A'(T)/A2(T) > 0 and thus the sign of W'(T) coincides with that of D(T), 
which is defined as 
B'(T) . D(T) = ~ A(T) - B(T). (12) 
In the following, therefore, we examine the sign of D(T). 
From Equations (4) and (5), we have 
B'(T) _ 1 -A(a+I )  T (13) 
A'(T) - A (.~ + p) (a + 1)' 
lira A(T)--(1-i-I~)[1-e-A'~(A)], (14) 
T-~+O 
lira B(T) = O, (15) 
T---~+O 
1 lira A(T) = -t- p (> 0), (16) 
T-*+oo 
lim B(T) - O. (17) 
T--*+oo 
Then we obtain 
lim D(T) - 1 [1 - e-A'@(A)] (18) 
T-*q-0 A(a -~ 1) 
lira D(T)=-¢~.  (19)  
T.-,÷~ 
On the other hand, by differentiating D(T) of Equation (12) with respect o T, we have 
D'(T)'- [B'(T)I'A(T). 
LA'(T) J 
(20) 
Since A(T) > 0, the sign of D'(T) agrees with that of [B'(T)/A'(T)]', and Equation (13) yields 
[B'(T) l' 1 
- -  - - ~  < 0. (21)  
LA'(T)J 
It follows that D(T) is decreasing in T. 
Based on this observation, we now show the conditions under which an optimal backup time 
T* exists. 
(1) r ~ 0 (i.e., the setup time of each backup operation cannot be neglected). In this case, 
Equation (18) yields 
lim D(T) > 0. (22) 
T--~+O 
Equations (19), (21) and (22) indicate that the sign of D(T) changes from positive to 
negative. This signifies that the availability W(T) first increa~m and then decreases with 
increadng T. Commquently there exists a unique optimal backup time T* that maximi~m 
the availability. 
(2) v = 0 (i.e., the setup time of each backup operation is negligibly small). We consider the 
following two subcases: 
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(a) ¢(A) = I. In this case, we have Z = 0 with probability i. This indicates that the back- 
ing up time contains no random factor and is given by aT only. From Equation (18), 
we have 
lira D(T) "- O. (23) 
T-~+O 
Equations (19), (21) and (23) reveal that D(T) < 0 for T > O, and thus the availability 
W(T) is decreasing in T. This result recommends us to backup files as frequently as 
possible although there does not explicitly exist an optimal backup time. 
(b) ~b(A) < 1. Then the backing up time includes a random factor, Z, and is given by 
aT + Z, where Z follows H(z). In this case, Equation (18) yields 
lim D(T) > 0. (24) 
T--+O 
Equations (19), (21) and (24) indicate that the sign of D(T) changes from positive to 
negative. It follows that W(T) first increases and then decreases with increasing T. 
Consequently there exists a unique optimal backup time maximizing W(T). 
4. NUMERICAL EXAMPLE 
Assume a gamma distribution for the random factor Z in a backing up time, whose pdf is given 
by 
9~z~-1 e -~ ,  ~ > 0, /~ > 0. (25) h(z)= 
Then Equation (9) yields (.)° ¢(A)= (28) 
Table 1 shows the optimal backup times and their corresponding availability for various A, 
where (a, r ,p,  a,/~) = (0.001,0.1, 0.25, 2.0, 40). It is observed in Table I that the optima] backup 
time T* decreases as the failure rate A increases, which is intuitively anticipated. 
Table 1. Optimal backup tim~. 
(a, T, #, '~, ~) = (0.001, 0.1, 0.25, 2.0, 40.) 
A T* 
0.0001 44.65 
0.0002 31.55 
0.0003 25.75 
0.00O4 22.29 
0.0005 19.93 
0.0006 18.19 
0.0007 16.83 
0.0008 15.74 
O.0OO9 14.84 
W(T*) 
0.99541 
0.99354 
0.99210 
0.99088 
0.98981 
0.98884 
0.98794 
0.98711 
0.98632 
T" W(T*) 
0.001 14.07 0.98558 
0.002 9.93 0.97955 
0.003 8.10 0.97488 
0.004 7.00 0.97091 
0.005 6.26 0.96740 
0.006 5.71 0.96421 
0.007 5.28 0.96127 
0.008 4.93 0.95852 
0.009 4.65 0.95592 
0.010 4.41 0.95346 
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