Does scarring prevent ergodicity? by Pilatowsky-Cameo, Saúl et al.
Does scarring prevent ergodicity?
Sau´l Pilatowsky-Cameo,1 David Villasen˜or,1 Miguel A. Bastarrachea-Magnani,2
Sergio Lerma-Herna´ndez,3 Lea F. Santos,4 and Jorge G. Hirsch1
1Instituto de Ciencias Nucleares, Universidad Nacional Auto´noma de Me´xico, Apdo. Postal 70-543, C.P. 04510 Cd. Mx., Mexico
2Department of Physics and Astronomy, Aarhus University, Ny Munkegade, DK-8000 Aarhus C, Denmark
3Facultad de Fı´sica, Universidad Veracruzana, Circuito Aguirre Beltra´n s/n, Xalapa, Veracruz 91000, Mexico
4Department of Physics, Yeshiva University, New York, New York 10016, USA
Classically chaotic systems are ergodic, that is after a long time, any trajectory will be arbitrarily close
to any point of the available phase space, filling it uniformly. Using Born’s rules to connect quantum states
with probabilities, one might then expect that all chaotic quantum states should be uniformly distributed
in phase space. This simplified picture was shaken by the discovery of quantum scarring, where some
eigenstates are concentrated along unstable periodic orbits. Despite of that, it is consensus that most
eigenstates of chaotic models are indeed ergodic. Our results show instead that all eigenstates of the
chaotic Dicke model are actually scarred. Even the most random states of this interacting atom-photon
system never occupy more than half of the available phase space. Quantum ergodicity is achieved only as
an ensemble property, after temporal averages are performed covering the phase space.
A striking feature of the quantum-classical correspondence
not recognized in the early days of the quantum theory is
the repercussion that measure-zero structures of the classical
phase space may have in the quantum domain. A recent ex-
ample is the effect of unstable fixed points, that cause the ex-
ponentially fast scrambling of quantum information in both
integrable and chaotic quantum systems [1–5]. Another better
known example is the phenomenon of quantum scarring [6–
8]. As a classical system transits from a regular to a chaotic
regime as a parameter is varied, periodic orbits that may be
present in the phase space change from stable to unstable.
These classical unstable periodic orbits can get imprinted in
the quantum states as regions of concentrated large amplitudes
known as quantum scars. Even though the phase space may
be densely filled with unstable periodic orbits, they are still
of measure zero, explaining why it took until the works by
Gutzwiller [9, 10] for their importance in the quantum chaotic
dynamics to be finally recognized.
Quantum scarring was initially observed in the Bunimovich
stadium billiard [11] and soon in various other one-body sys-
tems [12, 13] giving rise to a new line of research in the
field of quantum chaos [8, 14–18]. The recent experimen-
tal observation of long-lived oscillations in chains of Rydberg
atoms [19], associated with what is now called “many-body
quantum scars”, has caused a new wave of fascination with
the phenomenon of quantum scarring [20–24]. While the in-
terest in many-body quantum scars lies in their potential as
resources to manipulate and store quantum information, a di-
rect relationship between them and possible structures in the
classical phase space has not yet been established.
Halfway between one-body and many-body models, one
finds systems such as two-dimensional harmonic oscillators
and the Dicke model [25], where quantum scars have also
been observed [26, 27]. In the first case, the model is not
fully chaotic and scarring can be understood as an extension
of the regular orbits [28, 29]. The Dicke model, on the other
hand, has a region of strong chaos, where the Lyapunov ex-
ponents are positive and the level statistics agrees with the
predictions from random matrix theory [30]. The model de-
scribes a large number of two-level atoms that interact collec-
tively with a quantized radiation field and was first introduced
to explain the phenomenon of superradiance [31, 32]. It can
be studied experimentally with cavity assisted Raman tran-
sitions [33, 34], trapped ions [35, 36], and superconducting
circuits [37].
In this work, we investigate the intricate relationship be-
tween quantum scarring and phase-space localization in the
superradiant phase of the Dicke model. Even though both phe-
nomena are often treated on a equal footing, their connection
is rather subtle. Scarring refers to structures that resemble pe-
riodic orbits in the phase-space distribution of quantum eigen-
states, while phase-space localization implies that a state ex-
hibits a low degree of spreading in the phase space. Here, we
demonstrate that scarring does not necessarily imply phase-
space localization.
In the systems studied before, scarred eigenstates were not
but a fraction of the total number of eigenstates. In contrast
to that, we show that deep in the chaotic regime of the Dicke
model, all eigenstates are scarred. Their phase-space proba-
bility distributions always display structures that can be traced
back to periodic orbits in the classical limit. Yet, we find both
eigenstates that are localized in phase space and eigenstates
that are as much spread out as random states, although none
of them, including the random states, can cover more than ap-
proximately half of the available phase space.
We introduce a new quantity to measure the level of lo-
calization of quantum states in the phase space and use it to
provide a definition of quantum ergodicity. A quantum state
is ergodic if its infinite-time average leads to full delocaliza-
tion. Under this definition, stationary quantum states are never
ergodic, while random states are, and coherent states lie some-
where in between.
Dicke model and chaos
The Hamiltonian of the Dicke model is written as
HˆD = ωaˆ
†aˆ+ ω0Jˆz +
2γ√N Jˆx(aˆ
† + aˆ), (1)
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FIG. 1. Projected Husimi distribution Q˜k(Q,P ) superposed by periodic orbits from families A (blue lines in the top panels) and B (red lines
in the bottom panels). Dashed lines mark the mirror image (in Q and q) of the periodic orbits drawn with solid lines. The mirror images are
also periodic orbits due to the parity symmetry of the Hamiltonian. Lighter colors of the Husimi projections indicate higher concentrations.
The values of the energy k and localization measure Lk of each eigenstate k are indicated in the panels. Energies larger than −0.8 are in the
chaotic region. The system size is j = 30.
where ~ = 1. It describes N two-level atoms with atomic
transition frequency ω0 interacting with a single mode of the
electromagnetic field with radiation frequency ω. In the equa-
tion above, aˆ (aˆ†) is the bosonic annihilation (creation) oper-
ator of the field mode, Jˆx,y,z = 12
∑N
k=1 σˆ
k
x,y,z are the collec-
tive pseudo-spin operators, with σˆx,y,z being the Pauli matri-
ces, and γ is the atom-field coupling strength.
The eigenvalues j(j + 1) of the squared total spin operator
Jˆ
2
= Jˆ2x + Jˆ
2
y + Jˆ
2
z specify the different invariant subspaces
of the model. We use the symmetric atomic subspace defined
by the maximum pseudo-spin j = N/2, which includes the
ground state. When the Dicke model reaches the critical value
γc =
√
ωω0/2, it goes from a normal phase (γ < γc) to a
superradiant phase (γ > γc). Our studies are done in the su-
perradiant phase, γ = 2γc, and we choose ω = ω0 = 1. The
rescaled energies are denoted by  = E/j. For the selected
parameters, GS = −2.125 is the ground-state energy.
The classical Hamiltonian, hcl(x) in the coordinates x =
(q, p;Q,P ), is obtained by calculating the expectation value
of the quantum Hamiltonian under the product of bosonic
Glauber and pseudo-spin Bloch coherent states |x〉 =
|q, p〉⊗ |Q,P 〉 (see Methods) and dividing it by j. The effec-
tive Planck constant ~eff = 1/j [38] determines the resolution
of the quantum states on the four dimensional phase space
M. We are able to work with large system sizes (j ∼ 100
and Hilbert space dimensions D ∼ 6× 104), due to the use of
an efficient basis that guarantees the convergence of a broad
range of eigenvalues and eigenstates [39, 40] (see Methods).
The Dicke model displays regular and chaotic behavior. For
the Hamiltonian parameters selected in this work, the system
is in the strong-coupling hard-chaos regime for  > −0.8 (see
supplementary information).
Scars in all eigenstates
The (unnormalized) Husimi function of a state ρˆ is defined
as Qρˆ(x) = 〈x|ρˆ|x〉, which is the expectation value of the
density matrix over the coherent state |x〉 centered at x. This
function is used to visualize how the state ρˆ is distributed in
the phase space. Quantum scars are localized around the clas-
sical periodic orbits in an energy shell of the phase space. To
visualize the scars, we consider the Husimi projection over the
classical energy shell at ,
Q˜,ρˆ(Q,P ) =
∫∫
dq dp δ
(
− hcl(x)
)Qρˆ(x). (2)
By integrating out the bosonic variables (q, p), the remaining
function can be compared with the projection of the periodic
orbits on the plane of atomic variables (Q,P ).
By calculating the overlap of the eigenstates with tubular
phase-space distributions located around classical periodic or-
bits [8], we selected twelve eigenstates ρˆk = |Ek〉〈Ek| scarred
by two different families of periodic orbits. In Fig. 1 we plot
their Husimi projections Q˜k = Q˜k,ρˆk at k = Ek/j along
with the corresponding periodic orbit of each family. Fam-
ily A [solid blue line in Fig. 1 (a1)-(a6)] contains the periodic
orbits of lowest period of the Dicke model, which emanate
from one of the two normal modes around a stable stationary
point at the ground-state energy. Family B [solid red line in
Fig. 1 (b1)-(b6)] arises from the other normal mode around the
same point. Scarring is clearly visible in all panels of Fig. 1.
The quantum states are highly concentrated around the classi-
cal periodic orbits. This happens even in the chaotic region of
high excitation energy, where the classical dynamics is com-
pletely ergodic, as seen in Figs. 1 (a5), (a6), (b5), and (b6).
It is evident from Fig. 1 that the degree of delocalization
of the eigenstates in phase space varies. The Husimi distri-
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FIG. 2. Localization measure Lk as a function of energy for the first 17,000 eigenstates with k ∈ [GS , 0.1] (a) and projected Husimi
distributions for 22 eigenstates selected every 400 values of k, starting at k = 7700 in (s1) up to k = 16500 in (s22), and for 4 random states
of energy width σ = 0.3 centered at  = −0.6 in (r1),  = −0.4 in (r2),  = −0.2 in (r3), and  = −0.1 in (r4). In all panels: j = 100.
bution of the eigenstates in Fig. 1 (a5) and (a6), for instance,
is not entirely confined to the two periodic orbits drawn in
blue. This contrasts with the high density concentration that
the eigenstate in Fig. 1 (a4) shows around the plotted unstable
periodic orbits. To quantify these differences, we introduce a
measure of the degree of localization of a quantum state ρˆ in
the classical energy shell. It is given by
L(, ρˆ) =
( V()
N(, ρˆ)2
∫
M
dx δ
(
− hcl(x)
)Q2ρˆ(x))−1 , (3)
where N(, ρˆ) =
∫
M dx δ
(
− hcl(x)
)Qρˆ(x) is a normaliza-
tion constant and V() = ∫M dx δ( − hcl(x)) is the phase-
space volume of the classical energy shell at . This measure
is an energy-restricted second moment of the Husimi func-
tion [41] and can be understood as a linear version of the
Wehrl entropy [42]. Since the Husimi function for a pure state
ρˆ = |ψ〉〈ψ| is Qρˆ = |〈ψ|x〉| 2, L(, ρˆ) is also similar to a par-
ticipation ratio [43–45] on the overcomplete basis of coherent
states, but restricted to a single classical energy shell. The
value of L(, ρˆ) indicates the fraction of the classical energy
shell at  that is covered by state ρˆ. It varies from its mini-
mum value L(, ρˆ) ∼ (2pi~eff)2/V(), which indicates max-
imum localization, to L(, ρˆ) = 1, which implies complete
delocalization over the energy shell. The former occurs for
coherent states, and the latter happens if Qρˆ(x) is a constant
for all x ∈ M at the energy hcl(x) = , in which case the
projection Q˜,ρˆ(Q,P ) is also constant for the allowed values
of Q and P .
All eigenstates in Fig. 1 have values of Lk = L(k, ρˆk) be-
low 1/2. For the eigenstates in Fig. 1 (a1), (a2), (a4), (b3),
these values are very small, since the eigenstates are almost
entirely localized around the plotted periodic orbits. The value
of Lk is larger in Fig. 1 (a3), because at the center of the di-
agram, there is an unstable stationary point [2], which pro-
duces a one-point scar. The localization measure is larger in
Fig. 1 (b1) and (b2) simply because in these cases the phase
space is very small. It is also larger for the states in the high
energy region in Fig. 1 (a5), (a6), (b5), (b6), because they
spread beyond the marked periodic orbits. As the energy in-
creases approaching the chaotic region, more periodic orbits
emerge in the classical limit, enhancing the likelihood that
single quantum eigenstates get scarred by different periodic
orbits. We stress, however, that even for those high-energy
states, the drawn periodic orbits cast a bright green shadow
that is clearly visible in the Husimi projections.
In the large panel in Fig. 2 (a), we show Lk against energy
for all eigenstates between GS and  = 0.06. This plot is
equivalent to a Peres lattice [46] for expectation values of ob-
servables used in studies of chaos and thermalization. In the
low-energy regular regime, Lk is organized along lines that
can be classified with quasi-integrals of motion linked with
classical periodic orbits [47]. Conversely, as the system en-
ters the chaotic region at higher energies, the distribution of
Lk becomes dense and looses any order. All the eigenstates
in this region have values of Lk much lower than 1, mostly
clustering below 1/2.
The value L ∼ 1/2 marks a limit on the spreading of any
pure state in the high energy shells of the phase space. To
show this, we build random states |R〉 =
∑
k ck |Ek〉, where
ck are complex random numbers from a Gaussian energy pro-
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FIG. 3. Energy distribution for coherent states with different PR values (a1)-(g1) and for a random state |R〉 with energy width σ = 0.3
(h1). All states are centered at  = −0.5 in the chaotic region. Quantum survival probability (gray solid line), its running average (blue solid
line) and its asymptotic value (black dashed line) for the corresponding states (a2)-(h2). Projected Husimi distributions of the time-averaged
ensemble, Q˜=−0.5,ρ for the corresponding states (a3)-(h3) with the indicated values of L( = −0.5, ρˆ). In all panels: j = 100.
file centered at energy  (see Methods). In Figs. 2 (r1)-(r4),
we plot the projected Husimi distributions Q˜,ρˆ(Q,P ) and
show the localization measure L(, ρˆ) for four different ran-
dom states ρˆ = |R〉〈R| centered at increasing energies 
between −0.6 and −0.1. For all of them L ∼ 1/2, but they
do not show structures that resemble closed periodic orbits.
Even though random states are not scarred, they only cover
approximately half of the energy shell, just as the most delo-
calized high-energy eigenstates. Hence, this upper bound on
the phase-space delocalization within the high energy shells
is not due to quantum scarring, but to quantum interference
effects.
Surprisingly, and in contrast to the random states, the
Husimi projections of all eigenstates in the chaotic region
show structures that look like periodic orbits. This is evident
from the 22 eigenstates presented in Fig. 2 (s1)-(s22), which
are taken at fixed steps of k with k ∈ [−0.62, 0.06], and
from various other examples provided in the supplementary
information. One sees that deep in the chaotic region of the
Dicke model, all quantum eigenstates are scarred with differ-
ent degrees of localization, ranging from strong localization
(L ∼ 0.1) to states as delocalized as random states (L ∼ 1/2).
Quantum ergodicity
To quantify how much of the energy shell is visited on average
by the evolved state ρˆ(t) = e−iHˆDtρˆ eiHˆDt, we consider the
infinite-time average [48],
ρ = lim
T→∞
1
T
∫ T
0
dt ρˆ(t), (4)
and compute L(, ρˆ) = L(, ρ) with equation (3). If the
whole energy shell  is homogeneously visited by ρˆ, then
L(, ρˆ) = 1. Covering the energy shell homogeneously is
exactly what defines ergodicity in the classical limit, so we
adopt this as a definition of quantum ergodicity as well. We
thus say that a quantum state ρˆ is ergodic over the energy shell
 if L(, ρˆ) = 1. According to this definition, all stationary
states in the chaotic region of the Dicke model are therefore
non-ergodic, since L(k, ρˆk) = L(k, ρˆk) . 1/2, as shown
above.
A natural question that follows from this discussion is what
happens to non-stationary states, such as coherent states or
random states. We study the evolution of initial coherent states
|Ψ(0)〉 = |x0〉 =
∑
k ck|Ek〉 with mean energies  = −0.5,
which are in the chaotic region. We select both coherent states
that are highly localized and delocalized in the eigenbasis,
with the degree of delocalization measured by the participa-
tion ratio PR = (
∑
k |ck|4)−1. Their energy distributions are
shown in Figs. 3 (a1)-(g1). The components of the states with
low PR are bunched around specific energy levels [Fig. 3 (a1)
and (b1)], exhibiting the comb-like structure typical of scarred
states [6]. As PR increases, the coherent states become more
spread in the eigenbasis, looking more similar to the random
state
∣∣Ψ(0)〉 = |R〉 shown in Fig. 3 (h1), whose mean energy
is also  = −0.5. The evolution of the survival probability,
SP (t) = |〈Ψ(0)|e−iHˆDt|Ψ(0)〉|2, for the coherent states with
low PR leads to large revivals before the saturation of the dy-
namics, as seen in Figs. 3 (a2), (b2), and (c2). This contrasts
with the evolution of the coherent states with large PR, such
as those in Figs. 3 (d2)-(g2), and the evolution of the random
5state in Fig. 3 (h2). In all these cases, Figs. 3 (d2)-(h2), the ap-
proach to the asymptotic value of SP (t) is much smoother and
exhibits the so-called correlation hole, which corresponds to
the ramp towards saturation. The correlation hole reflects the
presence of correlated eigenvalues and is a quantum signature
of classical chaos [49, 50].
In Figs. 3 (a3)-(h3), we plot the projected time-averaged
Husimi distributions Q˜,ρ(Q,P ) for the states in Figs. 3 (a1)-
(h1) and indicate their values of L(, ρˆ). The random state is
indeed ergodic, reaching L ∼ 1. For the coherent states, L
increases as PR does, but even for the states with the largest
values of the participation ratio, L is still slightly under 1.
Remarkably, even the coherent states with high PR, which
do not exhibit any comb-like structure in their energy distribu-
tions and do not show revivals in the evolution of their survival
probability, still display an enhancement around unstable pe-
riodic orbits in their time-averaged Husimi distributions, as
revealed by a careful inspection of Figs. 3 (d3)-(g3). This
unexpected manifestation of dynamical scarring can only be
observed in phase space, having no identifiable signature in
the energy distribution of the initial states.
Discussion
The results presented here go beyond what has been known
about scarring in quantum billiards and kicked tops, where
scarring is rather an exception. For the Dicke model, all eigen-
states in the chaotic region are scarred. This ubiquitous scar-
ring leaves an imprint in the time averages of even the most
random-like coherent states. For actual random states, on the
other hand, the phase space can be fully covered after the time
averages, so that quantum ergodicity is recovered in the en-
semble sense.
These findings are important in themselves, because the
Dicke model is employed to describe experiments with
trapped ions and superconducting circuits. We leave it as an
open question whether these features are specific to this model
or present also in other interacting quantum systems. Lastly, if
there are no practical phase-space tools to make use of, as for
example, in the case of interacting spin-1/2 models, can one
still identify manifestations of quantum non-ergodicity similar
to the one found in this work?
[1] Silvia Pappalardi, Angelo Russomanno, Bojan Zˇunkovicˇ, Fer-
nando Iemini, Alessandro Silva, and Rosario Fazio, “Scram-
bling and entanglement spreading in long-range spin chains,”
Phys. Rev. B 98, 134303 (2018).
[2] Sau´l Pilatowsky-Cameo, Jorge Cha´vez-Carlos, Miguel A.
Bastarrachea-Magnani, Pavel Stra´nsky´, Sergio Lerma-
Herna´ndez, Lea F. Santos, and Jorge G. Hirsch, “Positive
quantum Lyapunov exponents in experimental systems with a
regular classical limit,” Phys. Rev. E 101, 010202(R) (2020).
[3] Quirin Hummel, Benjamin Geiger, Juan Diego Urbina, and
Klaus Richter, “Reversible quantum information spreading in
many-body systems near criticality,” Phys. Rev. Lett. 123,
160401 (2019).
[4] Tianrui Xu, Thomas Scaffidi, and Xiangyu Cao, “Does scram-
bling equal chaos?” Phys. Rev. Lett. 124, 140602 (2020).
[5] Koji Hashimoto, Kyoung-Bum Huh, Keun-Young Kim, and
Ryota Watanabe, “Exponential growth of out-of-time-order cor-
relator without chaos: inverted harmonic oscillator,” (2020),
arXiv:2007.04746 [hep-th].
[6] Eric J. Heller, “Bound-state eigenfunctions of classically
chaotic hamiltonian systems: Scars of periodic orbits,” Phys.
Rev. Lett. 53, 1515–1518 (1984).
[7] E. J. Heller, “Wavepacket dynamics and quantum chaology,”
in Les Houches Summer School 1991 on Chaos and Quantum
Physics, edited by M.-J. Giannoni, A. Voros, and J. Zinn Justin
(Springer, 1991).
[8] L. Kaplan and E. J. Heller, “Measuring scars of periodic orbits,”
Phys. Rev. E 59, 6609–6628 (1999).
[9] Martin C. Gutzwiller, “Periodic orbits and classical quantiza-
tion conditions,” J. Math. Phys. 12, 343–358 (1971).
[10] M. C. Gutzwiller, Chaos in classical and quantum mechanics
(Springer-Verlag, New York, 1990).
[11] Steven W. McDonald and Allan N. Kaufman, “Spectrum and
eigenfunctions for a hamiltonian with stochastic trajectories,”
Phys. Rev. Lett. 42, 1189–1191 (1979).
[12] H-J Sto¨ckmann, Quantum Chaos: An Introduction (Cambridge
University Press, Cambridge, 2006).
[13] G. M. D’Ariano, L. R. Evangelista, and M. Saraceno, “Classi-
cal and quantum structures in the kicked-top model,” Phys. Rev.
A 45, 3646–3658 (1992).
[14] Eric J. Heller, “Quantum localization and the rate of exploration
of phase space,” Phys. Rev. A 35, 1360–1370 (1987).
[15] E.B. Bogomolny, “Smoothed wave functions of chaotic quan-
tum systems,” Physica D 31, 169 – 189 (1988).
[16] Michael Victor Berry, “Quantum scars of classical closed orbits
in phase space,” Proceedings of the Royal Society of London.
A. Mathematical and Physical Sciences 423, 219–231 (1989).
[17] O Agam and S Fishman, “Quantum eigenfunctions in terms of
periodic orbits of chaotic systems,” J. Phys. A 26, 2113–2137
(1993).
[18] D. A. Wisniacki, E. Vergini, R. M. Benito, and F. Borondo,
“Scarring by homoclinic and heteroclinic orbits,” Phys. Rev.
Lett. 97, 094101 (2006).
[19] Hannes Bernien, Sylvain Schwartz, Alexander Keesling, Harry
Levine, Ahmed Omran, Hannes Pichler, Soonwon Choi,
Alexander S. Zibrov, Manuel Endres, Markus Greiner, Vladan
Vuletic´, and Mikhail D. Lukin, “Probing many-body dynamics
on a 51-atom quantum simulator,” Nature 551, 579–584 (2017).
[20] C. J. Turner, A. A. Michailidis, D. A. Abanin, M. Serbyn, and
Z. Papic´, “Weak ergodicity breaking from quantum many-body
scars,” Nat. Phys. 14, 745–749 (2018).
[21] Wen Wei Ho, Soonwon Choi, Hannes Pichler, and Mikhail D.
Lukin, “Periodic orbits, entanglement, and quantum many-
body scars in constrained models: Matrix product state ap-
proach,” Phys. Rev. Lett. 122, 040603 (2019).
[22] Soonwon Choi, Christopher J. Turner, Hannes Pichler, Wen Wei
Ho, Alexios A. Michailidis, Zlatko Papic´, Maksym Serbyn,
Mikhail D. Lukin, and Dmitry A. Abanin, “Emergent SU(2)
dynamics and perfect quantum many-body scars,” Physical Re-
view Letters 122 (2019), 10.1103/physrevlett.122.220603.
[23] Shriya Pai and Michael Pretko, “Dynamical scar states in driven
fracton systems,” Phys. Rev. Lett. 123, 136401 (2019).
[24] Christopher J. Turner, Jean-Yves Desaules, Kieran Bull, and
Zlatko Papic´, “Correspondence principle for many-body scars
in ultracold rydberg atoms,” (2020), arXiv:2006.13207 [quant-
ph].
[25] R. H. Dicke, “Coherence in spontaneous radiation processes,”
6Phys. Rev. 93, 99 (1954).
[26] M.A.M de Aguiar, K Furuya, C.H Lewenkopf, and M.C
Nemes, “Chaos in a spin-boson system: Classical analysis,”
Ann. Phys. 216, 291 – 312 (1992).
[27] L. Bakemeier, A. Alvermann, and H. Fehske, “Dynamics of
the Dicke model close to the classical limit,” Phys. Rev. A 88,
043835 (2013).
[28] J Keski-Rahkonen, P J J Luukko, S A˚berg, and E Ra¨sa¨nen,
“Effects of scarring on quantum chaos in disordered quantum
wells,” J. Phys. C 31, 105301 (2019).
[29] J. Keski-Rahkonen, A. Ruhanen, E. J. Heller, and E. Ra¨sa¨nen,
“Quantum lissajous scars,” Phys. Rev. Lett. 123, 214101
(2019).
[30] J. Cha´vez-Carlos, M. A. Bastarrachea-Magnani, S. Lerma-
Herna´ndez, and J. G. Hirsch, “Classical chaos in atom-field
systems,” Phys. Rev. E 94, 022209 (2016).
[31] Klaus Hepp and Elliott H Lieb, “On the superradiant phase tran-
sition for molecules in a quantized radiation field: the Dicke
maser model,” Ann. Phys. (N.Y.) 76, 360 – 404 (1973).
[32] Peter Kirton, Mor M. Roses, Jonathan Keeling, and
Emanuele G. Dalla Torre, “Introduction to the Dicke model:
From equilibrium to nonequilibrium, and vice versa,” Ad-
vanced Quantum Technologies 2, 1800043 (2019).
[33] Markus P. Baden, Kyle J. Arnold, Arne L. Grimsmo, Scott
Parkins, and Murray D. Barrett, “Realization of the Dicke
model using cavity-assisted Raman transitions,” Phys. Rev.
Lett. 113, 020408 (2014).
[34] Zhiqiang Zhang, Chern Hui Lee, Ravi Kumar, K. J. Arnold,
Stuart J. Masson, A. L. Grimsmo, A. S. Parkins, and M. D. Bar-
rett, “Dicke-model simulation via cavity-assisted Raman tran-
sitions,” Phys. Rev. A 97, 043858 (2018).
[35] J Cohn, A Safavi-Naini, R J Lewis-Swan, J G Bohnet,
M Ga¨rttner, K A Gilmore, J E Jordan, A M Rey, J J Bollinger,
and J K Freericks, “Bang-bang shortcut to adiabaticity in the
Dicke model as realized in a penning trap experiment,” New J.
Phys. 20, 055013 (2018).
[36] A. Safavi-Naini, R. J. Lewis-Swan, J. G. Bohnet, M. Ga¨rttner,
K. A. Gilmore, J. E. Jordan, J. Cohn, J. K. Freericks, A. M. Rey,
and J. J. Bollinger, “Verification of a many-ion simulator of the
Dicke model through slow quenches across a phase transition,”
Phys. Rev. Lett. 121, 040503 (2018).
[37] Tuomas Jaako, Ze-Liang Xiang, Juan Jose´ Garcia-Ripoll, and
Peter Rabl, “Ultrastrong-coupling phenomena beyond the dicke
model,” Phys. Rev. A 94, 033850 (2016).
[38] A. D. Ribeiro, M. A. M. de Aguiar, and A. F. R. de Toledo Piza,
“The semiclassical coherent state propagator for systems with
spin,” J. Phys. A 39, 3085 (2006).
[39] Qing-Hu Chen, Yu-Yu Zhang, Tao Liu, and Ke-Lin Wang, “Nu-
merically exact solution to the finite-size Dicke model,” Phys.
Rev. A 78, 051801 (2008).
[40] Miguel A Bastarrachea-Magnani and Jorge G Hirsch, “Efficient
basis for the Dicke model: I. Theory and convergence in en-
ergy,” Phys. Scripta 2014, 014005 (2014).
[41] Ayumu Sugita and Hirokazu Aiba, “Second moment of the
husimi distribution as a measure of complexity of quan-
tum states,” Physical Review E 65 (2002), 10.1103/phys-
reve.65.036205.
[42] Alfred Wehrl, “On the relation between classical and quantum-
mechanical entropy,” Reports on Mathematical Physics 16, 353
– 358 (1979).
[43] J T Edwards and D J Thouless, “Numerical studies of localiza-
tion in disordered systems,” J. Phys. C 5, 807–820 (1972).
[44] Sven Gnutzmann and Karol Zyczkowski, “Re´nyi-Wehrl en-
tropies as measures of localization in phase space,” J. Phys. A
34, 10123–10139 (2001).
[45] E. Romera, R. del Real, and M. Calixto, “Husimi distribution
and phase-space analysis of a dicke-model quantum phase tran-
sition,” Phys. Rev. A 85 (2012), 10.1103/physreva.85.053831.
[46] Asher Peres, “New conserved quantities and test for regular
spectra,” Phys. Rev. Lett. 53, 1711–1713 (1984).
[47] M A Bastarrachea-Magnani, A Relan˜o, S Lerma-Herna´ndez,
B Lo´pez del Carpio, J Cha´vez-Carlos, and J G Hirsch, “Adi-
abatic invariants for the regular region of the Dicke model,” J.
Phys. A 50, 144002 (2017).
[48] Toshikazu Sunada, “Quantum ergodicity,” in Progress in In-
verse Spectral Geometry (Birkha¨user Basel, 1997) pp. 175–196.
[49] Luc Leviandier, Maurice Lombardi, Re´mi Jost, and Jean Paul
Pique, “Fourier transform: A tool to measure statistical level
properties in very complex spectra,” Phys. Rev. Lett. 56, 2449–
2452 (1986).
[50] David Villasen˜or, Sau´l Pilatowsky-Cameo, Miguel A
Bastarrachea-Magnani, Sergio Lerma, Lea F Santos, and
Jorge G Hirsch, “Quantum vs classical dynamics in a spin-
boson system: manifestations of spectral correlations and
scarring,” New J. Phys. 22, 063036 (2020).
[51] M. A. M. de Aguiar, K. Furuya, C. H. Lewenkopf, and
M. C. Nemes, “Particle-spin coupling in a chaotic system:
Localization-delocalization in the husimi distributions,” EPL
(Europhys. Lett.) 15, 125 (1991).
[52] M. A. Bastarrachea-Magnani, S. Lerma-Herna´ndez, and J. G.
Hirsch, “Comparative quantum and semiclassical analysis of
atom-field systems. I. Density of states and excited-state quan-
tum phase transitions,” Phys. Rev. A 89, 032101 (2014).
[53] M. A. Bastarrachea-Magnani, S. Lerma-Herna´ndez, and J. G.
Hirsch, “Comparative quantum and semiclassical analysis of
atom-field systems. ii. Chaos and regularity,” Phys. Rev. A 89,
032102 (2014).
[54] Miguel Angel Bastarrachea-Magnani, Baldemar Lo´pez del Car-
pio, Sergio Lerma-Herna´ndez, and Jorge G Hirsch, “Chaos in
the Dicke model: quantum and semiclassical analysis,” Phys.
Scripta 90, 068015 (2015).
[55] M. A. Bastarrachea-Magnani and J. G. Hirsch, “Numerical so-
lutions of the Dicke Hamiltonian,” Rev. Mex. Fis. S 57, 69
(2011).
[56] Jorge G Hirsch and Miguel A Bastarrachea-Magnani, “Efficient
basis for the Dicke model: II. Wave function convergence and
excited states,” Phys. Scripta 2014, 014018 (2014).
[57] M. A. Bastarrachea-Magnani, B. Lo´pez-del-Carpio, J. Cha´vez-
Carlos, S. Lerma-Herna´ndez, and J. G. Hirsch, “Delocalization
and quantum chaos in atom-field systems,” Phys. Rev. E 93,
022215 (2016).
[58] S. Lerma-Herna´ndez, D. Villasen˜or, M. A. Bastarrachea-
Magnani, E. J. Torres-Herrera, L. F. Santos, and J. G. Hirsch,
“Dynamical signatures of quantum chaos and relaxation time
scales in a spin-boson system,” Phys. Rev. E 100, 012218
(2019).
7Methods
Classical Hamiltonian. To construct the classical Hamil-
tonian in a four-dimensional phase space M with co-
ordinates x = (q, p;Q,P ), we use the Glauber-Bloch
coherent states |x〉 = |q, p〉 ⊗ |Q,P 〉 [26, 30, 51–
54]. They are tensor products of the bosonic Glauber
coherent states |q, p〉 = e−(j/4)(q2+p2)e
[√
j/2(q+ip)
]
aˆ† |0〉
and the pseudo-spin Bloch coherent states |Q,P 〉 =(
1− Z24
)j
e[(Q+iP )/
√
4−Z2]Jˆ+ |j,−j〉, whereZ2 = Q2+P 2,
|0〉 denotes the photon vacuum, |j,−j〉 designates the state
with all atoms in their ground state, and Jˆ+ is the raising
atomic operator. The classical Hamiltonian is given by
hcl(x) =
ω
2
(q2 + p2) +
ω0
2
Z2 + 2γQq
√
1− Z
2
4
− ω0.
(5)
Efficient basis and system sizes. The efficient basis is
the Dicke Hamiltonian (1) eigenbasis in the limit ω0 → 0,
which can be analytically obtained by a displacement of the
bosonic operator Aˆ = aˆ + (2γ/(ω
√N ))Jˆx and a rotation of
−pi/2 around the y axis of the collective pseudo-spin opera-
tors
(
Jˆx, Jˆy, Jˆz
)
→
(
Jˆ ′z, Jˆ
′
y,−Jˆ ′x
)
,
|N ; j,m′〉 = (Aˆ
†)N√
N !
|N = 0; j,m′〉, (6)
where N is the eigenvalue of the modified bosonic number
operator Aˆ†Aˆ and m′ = mx is the eigenvalue of the origi-
nal collective pseudo-spin operator Jˆx. The modified bosonic
vacuum states in |N = 0; j,m′〉 = |N = 0〉 ⊗ |j,m′〉 are
Glauber coherent states |N = 0〉 = | − 2γm′/(ω√N )〉.
The Hilbert space dimension of this basis is given by D =
(2j + 1)(Nmax + 1), where Nmax designates a cutoff of the
modified bosonic subspace.
This basis allows to work with larger values of j by re-
ducing the value of Nmax required for convergence of the
high-energy eigenstates. With j = 100 and Nmax = 300
(D = 60501), we are able to get 30825 converged eigenstates
covering the whole energy spectrum up to  = 0.853. Having
converged eigenstates in such a high-energy regime would be
infeasible with the usual Fock basis for j = 100. [40, 55–57]
Husimi projection and localization measure. To compute
the Husimi projection given in equation (2) and the localiza-
tion measure given by equation (3), one has to compute inte-
grals of the form
f˜(Q,P ) =
∫∫
dq dp δ(− hcl(x))f(x), (7)
where x = (q, p;Q,P ) and f(x) is a non-negative function
in the phase space.
By using properties of the δ function, those integrals are
reduced to
f˜(Q,P ) =
∫ p+
p−
dp
∑
q± f(q±, p;Q,P )√
∆(, p,Q, P )
, (8)
where q± are the two solutions in q of the second-degree equa-
tion hcl(q, p;Q,P ) = ,
∆(, p,Q, P ) =
∣∣∣∣∂hcl∂q (q±, p;Q,P )
∣∣∣∣2
= 2ωω0
(

ω0
+ 1− Q
2 + P 2
2
)
+
4γ2Q2
(
1− Q
2 + P 2
4
)
− ω2p2, (9)
and p± are the two solutions in p of the second-degree equa-
tion ∆(, p,Q, P ) = 0.
Because of the form of the weight 1/
√
∆, the integral
given by equation (8) may be computed efficiently using a
Chebyshev-Gauss quadrature method.
In the case that f(x) equals a constant K ≥ 0 for all x in
the energy shell, then f˜(Q,P ) = 4piK for all allowed Q,P .
It is worth noting that a quantum state with a Wigner distri-
bution that is constant in an energy shell, will lead to a Husimi
function that needs not to be constant within the same energy
shell. This is because the Husimi distribution is the convo-
lution of the Wigner distribution with Gaussian Wigner dis-
tributions of the coherent states, which have different energy
widths due to the geometry of the energy shells in the phase
space. This rather marginal effect may be seen in Fig. 3 (h3),
where there is a barely visible weak concentration towards the
center of the plot causing L to be slightly under 1. We stress
that this effect is not related to quantum scarring. It is just a
manifestation of the phase-space geometry in the Husimi dis-
tributions.
Random states. The state |R〉 =
∑
k ck |Ek〉 is built by
sampling random numbers rk > 0 from an exponential distri-
bution λe−λx and random phases θk from a uniform distribu-
tion in [0, 2pi). We use
ck =
√
rkρ(Ek)
ν(Ek)M
eiθk (10)
where ν(E) is the density of states, ρ(E) is a Gaussian profile
of width jσ centered at energy j, and M ensures normal-
ization. This way, |R〉 has a defined energy center  where
the Husimi projection and localization measure are calculated.
[50, 58]
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SUPPLEMENTARY INFORMATION
Classical and quantum chaos in the Dicke model
The Dicke model displays regular and chaotic behavior [1–
8]. For the parameters selected in the main text, the dynamics
are regular up to  ≈ −1.6 [7], then there is a mixed region
of regularity and chaos up to  ≈ −0.8, after which strong
chaos sets in. The onset of chaos is illustrated in Fig. 1 for the
classical limit (a)-(b) and for the quantum domain (c)-(d).
Figure 1 (a) shows the percentage of chaos defined as the ra-
tio of the number of chaotic initial conditions, determined by
the Lyapunov exponent, over the total number of initial condi-
tions for a very large sample. The percentage is presented as a
function of the rescaled energy  and the coupling strength γ.
Following the vertical red dashed line marked at γ = 2γc, one
sees that energies  ∼ −0.5 are already deep in the chaotic
region (light color). This is confirmed in Fig. 1 (b), where the
Poincare´ section for  = −0.5 exhibits hard chaos, that is, all
chaotic trajectories cover the entire energy shell densely and
have the same positive Lyapunov exponent.
Figure 1 (c) displays the distribution P (s) of the spac-
ings s between nearest-neighboring unfolded energy levels.
The eigenvalues of quantum systems whose classical counter-
parts are chaotic are correlated and repel each other. In this
case, P (s) follows the Wigner surmise [9], as indeed seen in
Fig. 1 (c).
In Fig. 1 (d), we show the quantum survival probability,
SP (t) = |〈R|e−iHˆDt|R〉|2 for a Gaussian ensemble of ran-
dom initial states |R〉 =
∑
k ck |Ek〉 whose components
|ck|2 were generated through a random sampling (see Meth-
ods) and are centered at energy  = −0.5 in the chaotic re-
gion [10, 11]. The survival probability of individual random
states are shown with gray solid lines, their ensemble average
with an orange solid line, the running time average with a blue
solid line, which overlaps with a green line that represents
an analytical curve derived from the Gaussian orthogonal en-
semble of the random matrix theory [10, 11]. The asymp-
totic value of SP (t) is shown with a horizontal red dashed
line. The green and blue curves exhibit a dip below the sat-
uration value of the quantum survival probability known as
correlation hole, which is a dynamical manifestation of spec-
tral correlations. It contains more information than the level
spacing distribution P (s), since in addition to short-range cor-
relations, it captures also long-range correlations [10, 12–15].
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FIG. 1. Indicators of classical chaos (a)-(b) and quantum signatures
of chaos (c)-(d). In (a): Percentage of chaos over energy shells.
The black solid line follows the ground-state energy and the ver-
tical red dashed line marks the coupling γ = 2γc chosen for our
studies. The green dot marks the separation between the normal
and the superradiant phase for the ground state. The blue dot rep-
resents the energy  = −0.5 used in the indicators (b) and (d). In
(b): Poincare´ section (p = 0) for the rescaled classical Hamilto-
nian hcl at energy  = −0.5. In (c): Level spacing distribution of
the unfolded spectrum (shaded area) for 22458 levels in the energy
region  ∈ (−1, 1.755) and Wigner surmise (red dashed line). In
(d): Survival probability for an ensemble of 500 random states (gray
solid lines) centered at energy  = −0.5, ensemble average (orange
solid line), running average (blue solid line), analytical curve from
the random matrix theory (green solid line), and the asymptotic value
(horizontal red dashed line). The system size in panels (c) and (d) is
j = 100.
We verified that most coherent states from the chaotic region
develops the correlation hole. Exceptions to this pattern are
the states very close to unstable periodic orbits of relatively
short periods [11].
The four panels of Fig. 1 leave no doubt that the Dicke
model reaches a limit of very strong chaos. This is the region
for which our analysis of the quantum scars is developed.
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Figure 2 shows the Husimi distributions of 160 eigenstates
projected over the (Q,P ) plane for j = 100. The eigenstates
are selected from a list of 16,000 converged eigenstates with
energies between GS = −2.125 and  = 0, sampled in steps
of 100 from k = 100 to k = 16000. The values of the lo-
calization measure Lk are indicated in the panels. States with
k ≤ 800 are in the regular region, those with 800 < k ≤ 5600
in the mixed region, and those with k > 5600 are in the region
of strong chaos. In all projections, the Husimi distributions
display ellipsoidal shapes that can be associated with periodic
orbits in the classical limit.
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FIG. 2. Husimi projections Q˜k of 160 eigenstates for j = 100. The values of k are indicated in the top left of each panel, along with the value
of Lk. The energy range is indicated on the right side of each row of panels.
