Abstract
Introduction
Several approaches have been suggested in the literature to solve engineering optimization problems [17] . Evolutionary Algorithms (EAs) are heuristic techniques that have been found particularly useful to solve this kind of optimization problems [9] . However, EAs lack a mechanism able to bias efficiently the search towards the feasible region in constrained search spaces. This has motivated a considerable amount of research and a wide variety of approaches have been suggested in the last few years to incorporate constraints into the fitness function of an evolutionary algorithm [5, 16] .
The most common approach adopted to deal with constrained search spaces is the use of penalty functions. When using a penalty function, the amount of constraint violation is used to punish or "penalize" an infeasible solution so that feasible solutions are favored by the selection process. Despite the popularity of penalty functions, they have several drawbacks from which the main one is that they require a careful fine tuning of the penalty factors that accurately estimates the degree of penalization to be applied as to approach efficiently the feasible region [18, 5] . Therefore, other alternative approaches have been suggested. Our approach is based on a simple evolution strategy´½ · µ-ES and three simple selection rules to guide the evolutionary search to the feasible region of the search space. Moreover, this approach does not use a penalty function, it does not require the definition of any extra parameters, other than those required by an evolution strategy and it is easy to implement.
This paper is organized as follows: In Section 2 the mathematical definition of the problem is presented. In Section 3, we describe some previous work. A detailed description of our approach is given in Section 4. In Section 5 we describe the selected problems to test our technique. In Section 6, we show the results obtained in the experiments performed and in Section 7 we discuss them. Finally, some conclusions and future work are established in Section 8.
Basic Concepts
We are interested in the general non linear programming problem in which we want to: Find Üwhich optimizes ´ Üµ subject to: ´ Üµ note with to the feasible region and with Ë to the whole search space, then it should be clear that Ë .
Previous Work
Several authors have used EAs to solve engineering design problems:
Deb [8] proposed a Genetic Adaptive Search (GeneAS) to solve engineering optimization problems. He proposed to use a both, binary and real encoding for each solution. This approach was tested on three engineering problems [8] , making emphasis in problems that have discrete and continuous variables. The obvious drawback of the approach is the need of implementing combined operators for the special encoding adopted.
Coello and Mezura [6] implemented a version of the Niched-Pareto Genetic Algorithm (NPGA) [13] to handle constraints in single-objective optimization problems. The NPGA is a multiobjective optimization approach in which individuals are selected through a tournament based on Pareto dominance. However, unlike the [original] NPGA, Coello and Mezura's approach does not require niches (or fitness sharing [7] ) to maintain diversity in the population. The NPGA is a more efficient technique than traditional multiobjective optimization algorithms, because it only uses a sample of the population to estimate Pareto dominance.
Akhtar et al. [1] proposed a swarm-like based approach solve engineering optimization problems. They simulate societies that conform a civilization. In each society there is a leader which is followed by the other members of its society. Besides these societies, there is a leader's society which is formed with the leaders of each society. They are called "general leaders". Constraints are handled by ranking the solutions based on nondominace checking inside their corresponding society. They also use a special operator to allow an individual to be assigned with a variable value that does not exists neither in the leader nor in the solution selected from the society. It can be seen as an individual that is not following its leader. Its main advantage is that the approach requires a low number of evaluations of the objective function to obtain good results, but not the optimum. Its main drawback is that the implementation is not easy. Besides this, the computational cost increases because of the ranking process and the clustering algorithm that the approach requires to initialize the societies.
Our approach
Our approach is based on an Evolution Strategy because this technique has been found not only efficient in solving a wide variety of optimization problems [10] , but also has a strong theoretical background [3] .
The motivation of this work is divided in three parts: (1) We hypothesized that the use of an evolution strategy for constrained optimization would be beneficial to sample the search wide enough, (2) we were aware that having a good mechanism to maintain diversity is one of the keys to produce a constraint-handling approach that is competitive and (3) we did not want to add any extra parameter to the approach in order to make it easy to use.
The three simple selection criteria used in our tournaments are the following (binary tournaments are adopted):
1. Between 2 feasible solutions, the one with the highest fitness value wins.
2. If one solution is feasible and the other one is infeasible, the feasible solution wins.
3. If both solutions are infeasible, the one with the lowest sum of constraint violation is preferred.
Our approach uses the ½ -success rule for self-adapting the value of our ES. By using just one value and one fitness function evaluation per generation, the resulting computational cost (per generation) is very low.
We use a modified version of a´½ · µ-ES [3] . In the original´½ · µ-ES, solutions are generated from the current solution and if one of the is better than the current one, it replaces it. The modifications are the following:
The selection process was modified in order to allow either infeasible solutions with a good value of the objective function or the best parent (based on the selection criteria) to replace the current solution. Therefore, besides the solutions, they are combined to generate just one child.
This modified selection process is controlled by a parameter (that is not defined by the user) called Selection Ratio (Ë Ö ). This parameter was introduced in [6] and it refers to the percentage of selections that will take place only between the current solution and the child generated by all the parents, based on the three selection criteria previously indicated. In the remaining ½ Ë Ö selections, there are two choices: (1) either the parent with the best value of the objective function will replace the current solution (regardless of its feasibility) or (2) the best parent (based on the three selection criteria) will replace the current solution. Both options are given a ¼± probability each (see Figure 1 ).
The Ë Ö parameter is adapted online using the fitness value of the current solution during an interval of time (number of generations). The "mean deviation" (Å ) of the current solution over a certain number of generations is calculated in order to know how different has been the current solution. All the fitnesses are normalized in order to obtain a value between ¼ and ½. The expression to adapt the Ë Ö value is the following:
where interval is defined as a percentage of the maximum number of generations. For example if the interval is defined as ¼ ¼ and the number of generations is ½¼¼, the update process will take place at every generations. As can be seen, Ë Ö will be decreased if the current solution has not significantly changed during the given interval (i.e., Å ¼ ½) allowing a parent (which may be infeasible) with a good fitness value to replace the current solution. This is meant to increase diversity. On the other hand, Ë Ö will increase if the solution has been significantly different (i.e., Å ¼ ¾) during the interval, thus favoring deterministic selection to impel convergence. Ë Ö will keep its current value if the variation of the current solution in the interval has been moderated (i.e.,
¼ ½ Å ¼ ¾).
In order to always keep the best solution found during the process a superelitist mechanism is included. Its only goal is to keep the best feasible solution found. This is required because the diversity mechanism adopted makes the current solution to be replaced by another solution which is not necessarily better and may be infeasible. Its implementation does not add any significant extra computational or storage cost to the algorithm.
The pseudo-code of this approach is shown in Figure 4 . 
Test Problems
To test our technique we decided to implement four penalty-based approaches: Death penalty, a static penalty [12] , a dynamic penalty [14] and an adaptive penalty [11] .
We
Problem 1: (Design of a Pressure Vessel)
A cylindrical vessel is capped at both ends by hemispherical heads as shown in Figure 2 . The objective is to minimize the total cost, including the cost of the material, forming and welding. There are four design variables: Ì × (thickness of the shell), Ì (thickness of the head), Ê (inner radius) and Ä (length of the cylindrical section of the vessel, not including the head). Ì × and Ì are integer multiples of 0.0625 inch, which are the available thicknesses of rolled steel plates, and Ê and Ä are continuous. Using the same notation given by Kannan and Kramer [15] , the problem can be stated as follows:
Subject to :
Problem 2: (Design of a Welded Beam)
A welded beam is designed for minimum cost subject to constraints on shear stress ( ), bending stress in the beam ( ), buckling load on the bar (È ), end deflection of the beam (AE), and side constraints [17] . There are four design variables as shown in Figure 3 [17] :
The problem can be stated as follows: Minimize:
Problem 3: (Minimization of the Weight of a Tension/Compression String)
This problem was described by Arora [2] and Belegundu [4] , and it consists of minimizing the weight of a tension/compression spring (see Figure 5 ) subject to constraints on minimum deflection, shear stress, surge frequency, limits on outside diameter and on design variables. The design variables are the mean coil diameter (Ü ¾ ), the wire diameter (Ü ½ ) and the number of active coils AE (Ü ¿ ). Formally, the problem can be expressed as:
Minimize:´AE · ¾ µ ¾ Subject to:
Problem 4: (Minimization of the Weight of a Speed Reducer)
The weight of the speed reducer is to be minimized subject to constraints on bending stress of the gear teeth, surfaces stress, transverse deflections of the shafts and stresses in the shafts. The variables Ü ½ Ü ¾ ¡ ¡ ¡ Ü are the face width, module of teeth, number of teeth in the pinion, length of the first shaft between bearings, length of the second shaft between bearings and the diameter of the first and second shafts. The third variable is integer, the rest of them are continuous. where
Comparison of Results
A total of ¿¼ runs per technique per problem were performed. The number of evaluations of the objective function was fixed to ¿ ¼¼¼ for the four penalty-based approaches and also for our approach. For the penalty-based approaches we used a gray-coded genetic algorithm with roulette wheel selection, one point crossover and uniform mutation. The population size was 100 individuals and the number of generations ¿ ¼. The rate of crossover was ¼ and the mutation rate was ¼ ¼½. The parameters for the dynamic and adaptive approaches were defined after a trial-and-error process. The reported parameters were those which provided better results and they are the following: Dynamic approach:
The initial values for the´½· µ-ES parameters were: initial stepsize value ¼, the factor of update of stepsize ¼ , number of parents generated ¿ , and maximum number of generations = ¿¼ ¼¼¼. The interval of the Ë Ö updates was ¼ ½. It means that the update will take place at every ¿¼¼¼ generations (10% of the total number of generations). In every run, the initial value for the Ë Ö is ¼ . The results obtained are shown in Table 1 for the Pressure Vessel Design, in Table 2 for the Welded Beam design, in Table  3 for the Tension/Compression Spring design and, finally, in Table 4 for the Speed Reducer Design Problem.
Discussion of Results
The discussion is divided in two parts: (1) comparison of our simple evolution strategy against the penalty-based Details of the best solution found Problem 1 Our approach SB 
Details of the best solution found Problem 2
Our approach SB approaches and (2) comparison of our approach against the Socio-Behavioral approach [1] . Both comparisons are based on two aspects: quality and robustness of the solutions. In the Pressure Vessel problem, our evolution strategy found the best result and it was also the most robust ( Table  1) . The dynamic penalty approach ranked second. In third place was the death penalty approach. The remaining techniques failed to reach the feasible region consistently (Table 5). For the Welded Beam problem, our technique was slightly surpassed by the static approach. Nonetheless, our approach was the most robust (Table 2) .
For the Spring problem, our approach found the best solution and it was the second most consistent approach, only slightly surpassed by the adaptive penalty approach. For the last problem, the four penalty-based approaches failed to reach the feasible region of the problem. However, the Simple Evolution Strategy found it in every single run (Table  5) .
These results evidence the lack of consistency of the penalty-function-based approaches (based on the difficult to define their required parameters). On the other hand, the 
¿¼¾ ¼¼ ½¾ ¿¼¼ ¼ Table 9 . Best solution found for the Speed Reducer Design Problem.
Simple Evolution Strategy obtained the lowest standard deviations so far. Also, the quality of results of our approach, generally speaking, was also better. The comparison against the Socio-Behavioral Approach (SB) was made using only three of the four problems, because there were no results available for the Spring problem. As can be seen in Table 6 , our technique provided better quality and robustness of results on two of three problems. For the Speed Reducer problem, our approach was close to the best solution found by the SB. However, despite the fact that the SB approach performs less evaluations of the objective function (¾¼ ¼¼¼), the additional computational cost derived from the ranking and clustering process makes the computational cost of our approach to be lower than the SB technique. Also, we argue that our algorithm is much easier to implement. In order to know if both the quality and robustness of the approach get better when the number of evaluations increases, we performed 2 experiments: (1) Increase the number of generations to the double ( ¼ ¼¼¼) while fixing the value of ¿ and (2) increase the value of while the number of generations remained unchanged (¿¼ ¼¼¼). The results are shown in Tables 10 and 11 . It is clear that there is a moderate improvement in the robustness of the results when the number of generations increases and there is a improvement in the quality of the results in problem 4. On the other hand, when we increase the number of parents in the population, there is just a slight improvement in the robustness and the quality of the results. Then, we can say that, in general, by increasing the number of generations, our approach improves in terms of robustness and slightly in terms of quality.
Conclusions and Future Work
A novel approach to solve engineering design problems based on a simple evolution strategy was presented. The main advantage of our approach is that it does not require a penalty function or any extra parameters (other than the original parameters of an evolution strategy). Also, the computational cost of our approach (measured in terms of the number of evaluations of the objective function) is very low (¿ ¼¼¼). Furthermore, the proposed approach is very simple and easy to implement. Our simple evolution strategy provided better results than traditional penalty-based approaches and it was very competitive with respect to an algorithm representative of the state-of-the-art in evolutionary optimization.
Our future paths of research are to test the approach in other real world problems (with a high dimensionality) and to improve its local search power in order to obtain results of even higher quality at a lower computational cost.
