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Abstract. Lung cancer radiotherapy entails high quality planning com-
puted tomography (pCT) imaging of the patient with radiation oncol-
ogist contouring of the tumor and the organs at risk (OARs) at the
start of the treatment. This is followed by weekly low-quality cone beam
CT (CBCT) imaging for treatment setup and qualitative visual assess-
ment of tumor and critical OARs. In this work, we aim to make the
weekly CBCT assessment quantitative by automatically segmenting the
most critical OAR, esophagus, using deep learning and in silico (image-
driven simulation) artifact induction to convert pCTs to pseudo-CBCTs
(pCTs+artifacts). Specifically, for the deterministic and non-machine
learning semantic data augmentation, we make use of the critical in-
sight that CT and CBCT have the same underlying physics and that
it is easier to deteriorate the pCT to look more like CBCT (and use
the accompanying high quality manual contours for segmentation) than
to synthesize CT from CBCT where the critical anatomical information
may have already been lost (which leads to anatomical hallucination
with the prevalent generative adversarial networks for example). The
generated pseudo-CBCTs have similar artifacts distribution as the clin-
ical CBCT images and include all the physics-based aspects of diagnos-
tic imaging i.e. scatter, noise, beam hardening, motion while preserving
soft-tissue esophagus structure. Given these pseudo-CBCTs and the high
quality manual contours, we introduce a modified 3D-Unet architecture
and a multi-objective loss function specifically designed for segmenting
soft-tissue organs such as esophagus on real weekly CBCTs. The model
achieved 0.74 dice overlap (against manual contours of an experienced
radiation oncologist) on weekly CBCTs and was robust and generalizable
enough to also produce state-of-the-art results on pCTs, achieving 0.77
dice overlap against the previous best of 0.72. This shows that our in sil-
ico data augmentation spans the realistic noise/artifact spectrum across
patient CBCT/pCT data and can generalize well across modalities (with-
out requiring retraining or domain adaptation), eventually improving the
accuracy of treatment setup and response analysis.
Keywords: data augmentation · segmentation · 3D-UNet · esophagus ·
lung cancer.
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1 Introduction
Sparing esophagus as the major organ at risk (OAR) during the treatment of
lung cancer patients is important due to its proximity to tumor. Due to poor
sparing, currently 50% of the patients develop acute esophagitis [14] that severely
impacts their quality of life and there is no reliable way to assess the response in
real time. The esophagus is a mobile tubular soft tissue organ and the esophagus
contour on planning CT (pCT) may not accurately represent the actual weekly
esophagus change due to anatomical changes and setup uncertainties arising from
e.g. physiological variations and respiratory motion over the course of radiother-
apy (RT) [18]. Discrepancies between the planned and on-treatment esophagus
structures are challenging to detect using Cone Beam Computed Tomography
(CBCT) due to low soft-tissue contrast [17,1] which is the current limitation of
image-guided radiotherapy (RT). CBCTs are frequently used in clinic for patient
setup and treatment response evaluation etc. However due to artifacts/noise in
CBCTs, soft-tissue organs such as esophagus are difficult to delineate on weekly
CBCTs (wCBCTs). CBCT images can be used for segmenting tumor/OARs e.g.
in an adaptive radiotherapy framework where the treatment is adapted mid-way
to the weekly changes of the critical organs, so that the physicians can re-evaluate
their plan. Moreover, being able to properly adopt CBCTs daily/weekly in the
clinic, could overcome the image-guided RT limitations.
Few works have been published for auto-segmentation of esophagus in CT
images using more traditional approaches such as atlas-based [21], skeleton-
shape [7], Markov-chain models [6] etc. Recently, deep learning models due to
their higher generalizability and instance validations were utilized to perform
(semi)auto-segmentation of esophagus [2,9,15]. From among these, some used
2D models to overcome the training dataset size limitation [2,4]. These however
resulted in discontinuity of the generated feature maps which in turn resulted in
poor esophagus boundary delineation. Moreover, 2D models require additional
data-specific post-processing that make these less generalizable. This problem
is more prominent when segmenting a long tubular soft-tissue organ such as
esophagus in noisy CBCT images where 3D spatial information is critical to
avoid discontinuities and to deal with the noise/artifacts better and specific tai-
lored network architecture is needed to extract sharper edges.
Some groups have tried to segment esophagus on high-quality planning Com-
puted Tomography (pCT) images that are used to delineate tumors and OARs
for treatment planning in RT [5,4]. However no work has been done on segment-
ing esophagus on low-quality CBCT images. Delineation of esophagus is chal-
lenging for physicians on pCT and wCBCTs due to low soft-tissue contrast and
the presence of artifacts and noise; even the best previous dice overlap on high-
quality pCTs was 0.72 [22]. Other works have tried to remove noises/artifacts
from CBCTs to make it more similar to pCT [20,24], however none of these
works have been translated to clinic due to issues with anatomical hallucina-
tions [3], computational complexity (stability/convergence issues) and also lack
of sufficient corresponding CT and CBCT data to train on [12].
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In this work, we introduce an in silico (computer simulated) data augmen-
tation approach to induce different variations of scatter artifacts extracted from
the wCBCTs to the pCTs for each patient. We then reconstructed the artifact-
induced pCTs using CBCT reconstruction parameters/technique. We refer to
these artifact-induced pCTs as pseudo-CBCT (ps-CBCT); these ps-CBCTs have
similar artifacts distribution as the clinical CBCT images and include all the
physics-based aspects of diagnostic imaging i.e. scatter, noise, beam hardening,
motion. Subsequently, the high quality pCT manual contours and the gener-
ated ps-CBCTs were fed to a modified 3D-UNet tailored for esophagus using
a multi-objective dice and binary cross entropy loss function to obtain the seg-
mentation. By adding the noise/scatter artifacts from the low-dose CBCTs to
the corresponding pCTs and reconstructing these using a CBCT reconstruc-
tion algorithm/parameters, we generate pseudo-CBCTs that exploit higher soft-
tissue contrast in pCTs to preserve esophagus textures/boundaries. The pseudo-
CBCTs incorporate all the physics-based aspects like pure physics Monte Carlo
approaches but come without the computational overhead and the requirement
for corresponding projection data (that is normally discarded after acquisition
due to memory constraints). In essence, this in silico data augmentation presents
a novel way to train a deep learning model for a semantic and physics-based
segmentation of esophagus in CBCTs. The model trained on the augmented
pseudo-CBCT data is robust and generalizable enough that it achieves state-of-
the-art performance on both real weekly CBCTs as well as pCTs. This shows
that the in silico data augmentation pipeline can help models perform well across
modalities without the retraining or domain adaptation.
The contributions are as follows:
1. We introduced a new in silico 3D data augmentation technique for converting
planning CT images to pseudo CBCTs with different scatter variations that
comes with the added advantage of utilizing the ground truth contours from
the high-quality CT images (rather than relying on the manual contouring
on the noisy/artifact-ridden CBCT images).
2. Modified 3D-UNet architecture designed specifically for soft tissue segmen-
tation.
3. Proposed model trained using ps-CBCT images segmented esophagus on the
testing ps-CBCTs data with dice=0.74.
4. We validated our results using the real CBCTs (week 1 to week 6), rel-
atively higher-quality breath-hold CBCTs (all manually segmented by an
experienced radiation oncologist) achieving 0.72 and 0.70 dice overlap, re-
spectively. The same model trained solely on ps-CBCTs was also validated
on the high-quality pCTs, resulting in 0.77 dice overlap.
2 Materials and Method
Fig. 1 shows our entire workflow for generating pseudo-CBCTs which in turn are
trained with 3D-UNet. The model was validated on low-quality weekly CBCTs,
relatively high-quality breath-hold CBCTs and high-quality pCT.
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Fig. 1. Entire workflow for generating pseudo-CBCTs which in turn are trained with
3D-UNet. The model was externally validated using pCT and real weekly CBCTs.
2.1 Dataset
The study included 60 locally advanced non-small cell lung cancer patients
treated via intensity-modulated RT and concurrent chemotherapy. All patients
had contrast enhanced high-quality planning CT (pCT) and 5/6 weekly CBCTs.
A total of 60 pCT and 351 weekly CBCTs images (411 total images) were ac-
quired. The pCT and wCBCT images resolutions were 1.17 × 1.17 × 3.0 mm3
and 0.98× 0.98× 3.0 mm3, respectively. wCBCTs had smaller Superior-Inferior
Field-Of-View (FOV) (512×512×80) compared to pCTs (512×512×160), due
to necessity of only focusing on the thoracic part of the lung cancer patients.
Esophagus on both pCT and wCBCTs were delineated by an experienced ra-
diation oncologist according to anatomic and contouring atlases of organs at
risk [8] by using cavities to identify esophageal wall and the surrounding or-
gans. The physician-generated esophagus contour represented the ground-truth
to train our model. In addition, another 2 lung cancer patients with breath-hold
CBCTs were included for external validation which contained less scatter ar-
tifacts/noises. These two patients underwent different treatment protocols and
showed more irregular thoracic structures compared to our main cohort.
2.2 Generating Pseudo-CBCT images
First, week1 CBCTs were deformably registered to their pCTs using a BSpline
regularized diffeomorphic image registration [16][11]. Since registration of cancer
images are challenging due to lack of correspondence between the two images and
loss/gain of large mass/volume throughout the therapy, the integrated B-spline
regularization fits the deformation vector field to a B-spline object to capture
large differences. This gives free-form elasticity to the converging/diverging vec-
tors that represents a morphological shrinkage/expansion. Note that the purpose
of planning CT and week1 CBCT registration was just to facilitate artifacts ex-
traction and mapping and hence does not need to be really accurate. Since there
is only a few days difference between the acquisition of planning CT and week1
CBCT the registration artifact mapping accuracy is least susceptible to uncer-
tainties.
Then, different variations of scatter artifacts/noise were extracted from the
week1 CBCTs using power-law adaptive histogram equalization (PL-AHE) [13]
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that contained the highest to the smoothest frequency components. Equations
below define PL-AHE:
fc (u, v) = q (u− v, α)− βq (u− v, 1) + βu (1)
where
q (d, α) = 12sign (d) |2d|α (2)
fc(u, v) is the convolution function calculating gray-level difference (u-v) and
Equation 2 defines the power-low transformation function over the convolution
window and their neighbor pixels.
The advantage of PL-AHE compered to the traditional histogram equaliza-
tion method are (i) it transforms each pixel with a power-law mapping function
derived from a neighbourhood region controlled by the parameters α and β,
instead of applying a strict pixel-size window histogram equalization, (ii) the
parameters α and β control the degree of frequency for the extracted contrast in
an image. Using α=0 or β=1, the algorithm acts closer to a high-pass filter hence
enhance a dynamic range of intensity distribution, and with α=1 or β=0 the al-
gorithm acts more similar to unsharp masking low-pass filter. (iii) By modifying
different alpha and beta in the algorithm we could extract details in an image
without significantly changing the desired structures. (iv) Selecting the combina-
tion of parameters makes it easy to extract different frequency components from
an image along with a fast and flexible implementation. We used a fixed window
radius (5× 5× 5 pixels) to convolve over the image. We experimentally selected
7 different combinations of α and β to be able to cover large range of frequency
components. The combinations were i)α=0.5 β=1 ii)α=1 β=0.5 iii)α=0.5 β=0.5
iv)α=1 β=0 v)α=0.5 β=0 vi)α=0 β=1 and vii)α=0 β=0.5.
Extracted CBCT artifacts were added to their corresponding pCT and inten-
sities were scaled to [0,1]. Compared to pCT, CBCTs had smaller FOV, hence
pCTs were cropped to their corresponding w1 CBCT FOV. Then, 2D x-ray
projections were generated from the artifact-induced pCTs using the 3D tex-
ture memory linear interpolation of the integrated sinograms. The projections
were reconstructed using iterative Ordered-Subset Simultaneous Algebraic Re-
construction Technique (OS-SART) [19] to generate pseudo CBCTs (ps-CBCT).
The parameters used for reconstruction were taken directly from the clinical
practice for CBCT reconstruction: Detector size was 512 × 512, Detector pixel
size was 1mm × 1mm, Object size and resolution were the same as imported
cropped pCT, Distance Detector Source was set to 1500mm, Distance Detector
Object was 1000mm with Center offset=[-160mm, 0]. 500 projections were gen-
erated through 360 degree rotation.
ps-CBCT evaluation methods: ps-CBCTs were evaluated against their ground-
truth CBCT by first qualitatively comparing their histogram distributions and
quantitative using four types of similarity metrics i.e. structure similarity index
metric (SSIM), root mean square error (RMSE), Cross Correlation (CC) [10] and
Universal Quality Index (UQI) [23]. The above pipeline provides a quick way of
mapping the artifacts which are random and the deep learning models appear
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insensitive to the accuracy of the artifacts mapped to the images. Besides, two
CBCT experts who were shown the pseudo-CBCT images could not distinguish
these from real CBCT images and the accompanying quantitative measures com-
paring real and pseudo-CBCT images are given in the supplementary material
(Figure 7).
2.3 3D-UNet model
We used 3D-UNet deep learning model Fig. 2 to train the ps-CBCTs. A multi-
objective loss function combining dice coefficient and binary cross-entropy was
used where convolution neural networks (CNN) extracted features from the ps-
CBCTs. Then, CNN features were concatenated with the deconvolved features
as a feedback Fig. 2. Typically in a conventional UNet, convolutions to extract
feature maps are performed over the same resolution of images in each stage and
the extracted feature maps from the last layers of each encoded convolutions are
sent to the decoder phase and concatenated to the deconvolved feature maps.
In this work, we kept the same size/resolution of the features until the second
layer, however down-sampled the convolved feature maps at the last layer. Then
subsequently, sending the feature map from the second layer with higher reso-
lution/size to the decoder phase for concatenation. The reason for this was as
mentioned before, unlike a typical other structures such as tumor, heart etc. that
have a sphere shape, esophagus is a long/curved tubed shape structure and cov-
ering the entire connected parts when passing the feedback to the decoder phase
is important. Therefore, while we down-sample the final layer of each CNN to
extract more details and pass to the next CNN of each encoder, however, we pass
the second layer (not the last) to the decoder to make sure all the tube shape
structure is involved. Feature maps illustrated in Fig. 2 depicts this concept.
In addition to commonly used weight regularization/dropouts to avoid over-
fitting, utilizing variations of pseudo CBCTs increased the training size to further
lower the risk of overfitting. Moreover, we also applied geometric-based data aug-
mentation including Sharpening (emphasis high frequency components), Sigmoid
contrast (to emphasis the soft-tissue component), scale (1.2) /shear (8 degree)
and scale (0.8)/rotate(5 degree).
The ps-CBCTs were split into 70/30 training (n=42x7) and testing cases
(n=18x7) and fed to a 3D-UNet for esophagus segmentation using pCT esopha-
gus contours as ground-truth. The model was externally validated on the weekly
CBCTs (week 1 to week 6) and pCTs using Dice Similarity Coefficient (DSC)
and Sensitivity of overlap between the physician-contoured and UNet-segmented
esophagus.
For comparison, in addition to ps-CBCT model, we also trained the same
model with high-quality pCT and week1 CBCT images (with geometric data
augmentation only) to see how realistic is the in silico data augmentation. We
then in addition to testing case of each pCT and week1 CBCT models, we
validated the pCT model using also week1 CBCT images and the week1 CBCT
model with pCT images as well as the weekly CBCTs.
In Silico Data Augmentation 7
Fig. 2. Proposed 3D-UNet architecture.
3 Results and Discussion
The best reconstructed ps-CBCTs (α=0.5 β=1) had average SSIM=0.89, RMSE=0.05,
CC=0.97 and UQI=0.95 in the cohort and the worst (α=0 β=0.5) had SSIM=0.44,
RMSE=0.14, CC=0.81 and UQI=0.74 (Fig. 3) (see supplementary material for
the histogram comparisons).
3.1 Quantitative evaluation of ps-CBCT images
Different variations of ps-CBCTs from the highest (top-right, ps-CBCT 1, SSIM=0.91)
to the lowest (bottom-right, ps-CBCT 5, SSIM=0.76) similarity with the week1
CBCT are shown in Fig. 3 for a case along with their pCT and ground-truth
week1 CBCTs. These ps-CBCTs mimic realistic scatter artifacts which could
actually be seen in the weekly CBCT acquisitions in clinic.
3.2 Esophagus segmentation results
Fig. 4 shows segmented (red) vs. the ground-truth esophagus contours (green) of
two typical testing cases, on pCT, week1 and week2 CBCTs and their ps-CBCT
with the highest similarity to the ground-truth week1 CBCT. The model could
segment esophagus on both high quality pCTs as well as low-quality week1 &
week2 CBCTs accurately.
Validation results for all three different models i.e. ps-CBCT, week1 CBCT
and pCT models are presented in Table 1. Also Fig. 5 shows segmentation re-
sults for each model. Interestingly pCT model, could segment pCT images with
high DSC 0.76 but failed to segment w1 CBCT (DSC 0.63) and w1 CBCT
model had a moderate to low accuracy for segmenting weekly CBCTs as well as
pCT. However, using ps-CBCT model, average DSC for segmenting ps-CBCTs,
weekly CBCTs, and pCT were 0.74±0.03, 0.72±0.05, and 0.77±0.04, respec-
tively. Average sensitivities were 0.79±0.07 (ps-CBCT), 0.83±0.07 (w1 CBCTs)
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Fig. 3. Example of ps-CBCTs images along with their pCT and the ground-truth week1
CBCT. ps-CBCTs are shown (top-right to bottom-right) in the order of the highest to
the lowest similarity with the week1 CBCT. Green contours are ground-truth esophagus
contours. Each ps-CBCT represents different variation of scatter/noise artifact.
Fig. 4. pCT, week1 and week2 CBCTs along with their best ps-CBCT are shown for
two typical case. For each case, green and red contours are ground-truth and segmented
esophagus contours, respectively.
and 0.78±0.08 (pCTs). The segmentation results of ps-CBCT model on the
breath-hold CBCT cases were DSC=0.63 and DSC=0.74 for the two patients,
respectively (see supplementary material Figure 6). The ps-CBCT model trained
on a realistic and in silico data, could not only segment esophagus on pCTs with
high accuracy, it also segmented esophagus on later weeks CBCT with promising
accuracy. This shows this model has a potential to segment any OAR on both
weekly CBCTs and pCTs.
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Fig. 5. Boxplots of DSC results of the ps-CBCT, week1 CBCT and pCT models for
the testing and validation sets.
With respect to the limitations in our pseudo-CBCT generation, we tried to
maintain the same FOV used in the clinic as the original CBCT image during
reconstruction, and it could reduce the image quality at the superior/inferior
borders due to data truncation, but it did not appear to affect the network
training for esophagus segmentation.
Table 1. Dice similarity coefficient and sensitivity results
ps-CBCT pCT w1 w2 w3 w4 w5 w6
ps-CBCT 0.74±0.03 0.77±0.04 0.72±0.05 0.71±0.04 0.70±0.05 0.69±0.06 0.71±0.05 0.71±0.06
DSC w1 CBCT - 0.68±0.07 0.70±0.06 0.68±0.07 0.68±0.08 0.68±0.07 0.68±0.07 0.68±0.09
pCT - 0.76±0.05 0.63±0.07 - - - - -
ps-CBCT 0.79±0.07 0.78±0.08 0.83±0.07 0.82±0.08 0.81±0.09 0.83±0.08 0.83±0.07 0.81±0.07
Sensitivity w1 CBCT - 0.64±0.11 0.73±0.07 0.72±0.09 0.70±0.12 0.70±0.12 0.69±0.10 0.68±0.13
pCT - 0.80±0.08 0.69±0.09 - - - - -
4 Conclusion and Future Work
3D-UNet model trained on more realistic artifact-induced pCTs, could segment
esophagus on both weekly CBCTs and pCTs with high accuracy for longitudinal
imaging studies. The model has a potential to segment any OAR on CBCT/pCT
and therefore, can be used as a cross-modality segmentation tool to provide im-
age guidance. This shows that our in silico data augmentation spans the realistic
noise/artifact spectrum across patient CBCT/pCT data and can generalize well
across modalities. In the future, we plan to extend our method to other soft-
organ tissues and include CBCTs with motion artifacts in our training set by
mimicking the motion from 4DCT images of these patients.
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Supplementary Material
Fig. 6. Breath-Hold CBCT Cases: Higher-quality breath-hold CBCT (right) with
less scatter and noise is compared against its corresponding pCT (left). Red arrow
points to a corresponding metal on both images, which shows breath-hold CBCT pro-
duced minimum scattering artifact compared to the conventional CBCT images pre-
sented in Figs.3 and 4. However, these patients had more irregular anatomy, specifically
esophagus (green contour) due to a different treatment protocol as shown by the white
arrow, which made the segmentation more challenging.
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Fig. 7. Quantitative comparisons between ps-CBCT and ground-truth
week1 CBCT: Different variations of generated ps-CBCT for the case presented in
Fig.3. Histogram is shown below each ps-CBCT image along with pCT and w1 CBCT
(ground-truth). Quantitative ps-CBCT quality evaluation is also presented at the bot-
tom (bar plot) using four types of similarity metrics which shows when α=0.5 β=1, the
ps-CBCT was the most similar to the ground-truth w1 CBCT and when α=0 β=0.5,
the least similar.
