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ABSTRACT
1 We consider the problem of jointly allocating channel center-
frequencies and bandwidths for IEEE 802.11 wireless LANs (WLANs).
The bandwidth used on a link significantly affects both the capacity
experienced on this link and the interference produced on neigh-
boring links. Therefore, when jointly assigning both center fre-
quencies and channel widths, a trade-off must be found between
interference mitigation and the potential capacity offered on each
link. We study this trade-off and present SAW (spectrum assign-
ment for WLANs), a decentralized algorithm that finds efficient
configurations.
SAW is tailored for 802.11 home networks. It is distributed, on-
line and transparent. It does not require a central coordinator and
it constantly adapts the spectrum usage without disrupting network
traffic. The algorithm is decentralized and self-organizing; it prov-
ably converges towards efficient spectrum allocations. We evaluate
SAW using both simulation and a deployment on an indoor testbed
composed of off-the-shelf 802.11 hardware. We observe that it
dramatically increases the overall network efficiency and fairness,
even when some Access Points (APs) do not behave socially.
Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network Archi-
tecture and Design—Wireless Communication
General Terms
Algorithms, Design, Measurement, Performance
1. INTRODUCTION
Current WLANs offer the possibility of adapting both their oper-
ating channel center-frequency and bandwidth. The channel center-
frequency determines where the nodes operate in the available spec-
trum, and the channel width determines how much spectrum they
1A full-length version of this work has been published in [3]. The
present document contains additional simulation results, presented
in Section 3.1.3, which treat situations where some access points
behave selfishly.
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occupy. Although the problem of channel assignment alone has
been extensively studied in the literature (see e.g., [4,5]), the prob-
lem of assigning the two parameters jointly has received limited
treatment (see e.g., [7] for an example of a centralized algorithm).
Yet, considering the channel width adds an important degree of
freedom [1] and drastically changes the nature of the problem. Usu-
ally, for links with a large enough SNR, using a wider bandwidth
benefits the achievable throughput [1]. There is thus a trade-off
between the amount of spectrum offered on each link, and the like-
lihood that two neighboring links interfere if they use wide – po-
tentially overlapping – spectral bands.
In Section 2, we present a distributed algorithm that converges to
optimal solutions, in the sense of an explicit formulation of this in-
terference versus capacity trade-off. In Section 3, we present some
results obtained both from simulation and testbed experiments. Fi-
nally, we conclude in Section 4.
2. SAW ALGORITHM
2.1 Model
Denote by l and k two WiFi links. We compute Il(k), the (asym-
metric) interference produced by k on l as Il(k) := µk · IF (k, l),
where µk is the average proportion of time during which k trans-
mits, and IF (k, l) is the interference factor (frequency overlap)
defined in [6]. Similarly, if A and B denote two basic service sets
(BSSs)2, the interference produced by B on A is defined as
IA(B) :=
∑
l∈A
∑
k∈B
Il(k).
We write fA and bA for the center-frequency and the bandwidth
used by BSS A, respectively. Finally, we write NA for the set of
neighbor BSSs of A.
2.2 Algorithm
We formulate the interference versus capacity trade-off explic-
itly, and seek to solve the following optimization problem:
minimize E :=
∑
A
∑
B∈NA
IA(B) + c ·
∑
A
costA(bA), (1)
where the minimization is over all the possible combinations of
center frequencies and bandwidths. The first term accounts for the
total interference level present in the network, whereas the second
term encourages the usage of bandwidths that offer more capacity.
The constant c is a weighting parameter between the two terms.
The function costA(bA) denotes the "cost" attributed by the AP of
BSSA to the usage of bandwidth bA. For links having large enough
2A BSS is a set of links that contain one AP.
Algorithm 1: SAW algorithm at the AP of BSS A
1 Initialization:
2 Pick a random configuration (fA, bA)
3 After random, exponentially distributed time intervals:
4 Pick a random configuration (fnew, bnew)
5 Measure e1 :=
∑
B∈NA (IA(B) + IB(A)) + costA(bA) if A
uses (fA, bA)
6 Measure e2 :=
∑
B∈NA (IA(B) + IB(A)) + costA(bnew) if
A uses (fnew, bnew)
7 Compute
βT =
{
1 if e2 < e1
exp
(
e1−e2
T
)
otherwise
8 Set (fA, bA) = (fnew, bnew) with probability βT
SNRs, using a larger bandwidth offers better throughput [1]. For
this reason, in the remainder, we use costA(bA) = 1/bA to encour-
age wider bandwidths. Note however that if a BSS A has some
links with a poor SNR it may choose to use a different function
costA(bA).
SAW is presented in Algorithm 1, as it runs at the AP of a BSS
A. It is a distributed Metropolis sampler for the channel center-
frequency and bandwidth. If all APs run SAW, the allocation of
channels and bandwidths across all APs get asymptotically arbi-
trarily close (for T small enough) to the global optimum of Prob-
lem (1).
3. PERFORMANCE EVALUATION
3.1 Simulation Results
Before evaluating SAW on an indoor 802.11 testbed in Section 3.2,
by using simulation, we investigate its self-organization properties
on large ecosystems of interfering WLANs. We consider either ran-
dom distributions ofN BSSs (composed of one AP and two clients)
on the unit square, or within N cells of a regular grid (see [3] for
more information on the simulation settings). Unless otherwise
specified, we use c = 1 and T = 0.1, withN = 100 BSSs, and we
show the median values obtained over 50 independent executions.
We consider a scenario identical to the 2.4 GHz ISM band, with 11
possible center frequencies in 70 MHz of total spectrum, and four
different channel bandwidths (5, 10, 20 and 40 MHz). The traffic is
downlink, from the AP to their clients. At initialization, each BSS
picks a random channel and uses the largest width.
3.1.1 Interference vs. Capacity
In general, it is expected that the ideal weight c between the two
terms of Equation (1) should depend on the network spatial density:
For sparse networks, the links have few neighbors and they can
freely use the spectrum, whereas for dense networks, more weight
should be given to interference mitigation. We evaluate the influ-
ence of c in Figure 1, as a function of the network spatial density (in
this case, all APs use the cost function costA(bA) = c/bA, for dif-
ferent values of c). As expected, c = 0 yields the best performance
for dense networks, and a large value of c yields the best perfor-
mance for sparse networks. However, a low but non-zero value of c
performs best in all regimes. This means that a unique weight can
be used by all APs to balance interference mitigation with spectrum
usage, irrespective of the network density.
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Figure 1: Sum of link capacities (after 30 iterations per AP on
average) as a function of network spatial density, for several
values of the weighting coefficient c.
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Figure 2: Capacity, interference and fairness as functions of the
number of iterations. We show the values obtained when SAW
tunes both the channel center-frequency and bandwidth (c+w),
and when it tunes only the center-frequency (c). The values for
the capacity and interference are normalized with respect to
their observed maximum for convenience.
3.1.2 Gains of Joint Allocation
In Figure 2, we show the sum of link capacities, the interfer-
ence (the first term of Equation (1)) and the Jain fairness index
(across BSSs) as functions of the number of iterations of the algo-
rithm. The results are displayed either when SAW tunes only the
channel center-frequency of the APs, or when it tunes the center-
frequency jointly with the bandwidth. All three metrics are drasti-
cally improved after only a couple of tens of iterations per AP. In
addition, tuning the two parameters jointly provides significant im-
provements compared to the case where only the center-frequency
is adapted.
3.1.3 Selfish APs
In lines 5 and 6 of Algorithm 1, when deciding on whether to
adopt a new configuration or not, an AP considers not only the
interference received from its neighbors (IA(B)), but also the in-
terference that itself creates on its neighbors (IB(A)). Note that
in general, due to the asymmetric nature of wireless interference,
these two interference terms need not be equal. With this way of
sampling configurations, the APs take into account the interference
that they produce on their neighbors, wich might go against their
immediate best interest. This "equity" is necessary for establishing
the convergence of the algorithm (see [3]), but it could be harmed
if some APs do not behave socially (i.e., according to the legacy al-
gorithm). We now consider such a scenario, where some subset(s)
of APs run a selfish version of the algorithm. These selfish APs
do not take the interference created on their neighbors into account
and, for these APs, the first term of lines 5 and 6 is replaced by∑
B∈NA IA(B).
Figure 3 (left) shows the average capacity and interference ex-
perienced by the two categories of BSSs – with selfish and legacy
APs – for varying proportion of APs running the selfish version
of the algorithm. As expected, the maximum capacity is obtained
when all nodes behave according to the legacy algorithm. For both
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Figure 3: Left: achieved capacity and interference (per AP), for
both selfish and legacy APs. Right: improvement (compared
to random allocations of fixed-width channels) of capacity and
fairness as functions of the proportion of selfish APs in the net-
work.
selfish and legacy APs, the capacity decreases with the proportion
of selfish APs, due to increased interference levels. In general, the
selfish APs obtain a slightly better capacity than the legacy APs.
However, the performance loss due to the presence of selfish APs
is not drastic and, even when 100% of the APs are selfish, they
still achieve 87% of the capacity achieved when all APs are legacy.
This is confirmed in Figure 3 (right), where we plot the percentage
of improvement of capacity and fairness obtained with our algo-
rithm (compared to random allocations of fixed-width channels),
with a varying proportion of selfish APs. Although the presence of
selfish APs slightly decreases performance, the improvements still
remain above 2.6× for both capacity and fairness.
We explain these large gains in the presence of selfish APs by
observing that although the interference levels experienced by two
neighboring links l and k are asymmetric, they are often strongly
correlated. Therefore, if (the AP of) link k seeks to selfishly min-
imize its own interference level, it is likely to also decrease the
interference that it produces on l. As a consequence, the price of
anarchy remains limited in these cases, and the algorithm shows
some robustness to the presence of selfish APs. A similar conclu-
sion has been reached in [2] in the context of Gaussian interference
games.
3.2 Testbed Results
We implemented SAW on a testbed of 21 wireless nodes, which
form 10 BSSs spread over an entire floor of the EPFL BC building.
Each node is composed of off-the-shelf hardware, running Open-
Wrt with the ath9k driver. We perform the experiments on the 2.4
GHz band using 802.11g with three different bandwidths (5, 10 and
20 MHz). SAW is implemented in C++ as four new elements of the
Click modular router. More information on the implementation are
provided in [3]. We use c = 1, T = 0.1, and a mean wake-up time
of 4 minutes for the algorithm.
3.2.1 Performance
We perform several experiments with UDP and TCP traffic. Traf-
fic is backlogged and downlink, from the APs to their clients. This
represents a frequent use case where all the capacity is used, for in-
stance when several clients are downloading simultaneously from
the Internet. All BSSs start in channel 6 with a bandwidth of
20MHz. As a benchmark, we use a centralized channel alloca-
tion algorithm (based on graph coloring) for attributing three non-
overlapping (fixed-width) channels (1, 6 and 11) to each BSS. This
procedure is centralized and is a reasonable upper-bound of what
can possibly be achieved with an unplanned deployment.
Figure 4 shows the average sum and the standard deviations (over
20 independent runs) of the throughput achieved by each link. We
also show the average obtained with the benchmark. In each sce-
nario, SAW starts at 600 seconds. In general, SAW settles to spec-
UDP traffic: TCP traffic:
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Figure 4: Sum of the link throughput’s obtained by the 10 BSSs
with downlink traffic. SAW is started at 600 seconds. The
"Bench" line is the average throughput obtained with a central-
ized graph coloring approach that uses the 3 non-overlapping
channels with a width of 20 MHz.
trum assignments that are equivalent or better than centralized graph-
coloring. The extra gain is due to the joint adaptation of both the
center-frequency and the bandwidth operated by SAW. In these ex-
periments, much of the gain already comes after one or two itera-
tions of SAW per BSS, and the algorithm finds efficient allocations
after approximately 3 iterations per BSS on average.
4. CONCLUSION
We have presented SAW, a decentralized algorithm that finds ef-
ficient variable-width spectrum configurations for WLANs. The
spectrum allocation problem is formulated as the global minimiza-
tion of a weighted sum, composed of neighbor interactions and lo-
cal bandwidth preferences. We have observed that a single weight
value enables the algorithm to solve the capacity-interference trade-
off, irrespective of the network spatial density. We have conducted
performance evaluation using simulations and testbed experiments.
SAW provides drastic capacity and fairness improvements, even
when a large proportion of the APs behave selfishly. Thanks to its
underlying Metropolis formulation, where only one new configura-
tion is sampled at a time, SAW scales nicely with the total number
of available channels and bandwidths. This property suggests that
some of the concepts presented in this paper could be applicable to
white-space networks.
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