We classify all real three dimensional Lie bialgebras. In each case, their automorphism group as Lie bialgebras is also given.
Introduction
Our goal is to classify the real three dimensional Lie bialgebras. Recall that a Lie bialgebra over a field K is a triple (g, [−, −], δ) where (g, [−, −] ) is a Lie algebra over K and δ : g → Λ 2 g is such that
• the induced map δ * : Λ 2 g * ⊆ (Λ 2 g) * → g * is a Lie algebra structure on g * , • δ : g → Λ 2 g is a 1-cocycle in the Chevalley-Eilenberg complex of the Lie algebra (g, [−, −] ) with coefficients in Λ 2 g.
The Jacobi condition for δ * is called co-Jacobi condition. A Lie bialgebra is said factorizable, if there exist r ∈ g ⊗ g such that δ(x) = ad x (r) ∀x ∈ g, r satisfies the classical Yang-Baxter equation and the symmetric component of r induces a nondegenerate inner product on g * . According to [A-J] , a real Lie bialgebra is said almost factorizable if the complexification is factorizable.
In [G] , the author gives a classification of three dimensional Lie bialgebras, but for example, in the sl(2, R) case, we find differences between his result and our. Namely, we find for sl(2, R), three families of isomorphism classes of Lie bialgebras, apart from the co-abelian (see section 10 for the details). Our first case is a 1-parameter family: the cobracket is a positive multiple of ad(r) with r = y ∧ x in the standard basis {h, x, y}. The multiple can always be chosen positive because we prove that (g, δ) and (g, −δ) give isomorphic Lie bialgebras in this case, while in [G] they appear as non isomorphic. Our second 1-parameter family coincides with the one in [G] . On the other hand, for the third type, r ± = ± 1 2 h ∧ x give two nonisomorphic (triangular) Lie bialgebras on sl(2, R), unlike the situation in [G] where only one possibility of sign is found.
In [RA-H-R] all the r-matrices for real 3-dimensional Lie algebras are computed; but for 3-dimensional solvable Lie algebras H 1 (g, Λ 2 g) is not trivial. Besides, in our work, we distinguish the isomorphism classes of Lie bialgebras. Although we do not find explicitly the r-matrices in the cases of coboundary Lie bialgebras, it is not hard to compute them. We compute (Λ 2 g) g and all the 1-cocycles, which imply the computation of dim H 1 (g, Λ 2 g) (see table below), since the space of coboundaries is isomorphic to Λ 2 g/(Λ 2 g) g .
Dimension of H 1 (g, Λ 2 g) for real 3-dimensional Lie algebras g h 3 r 3 r 3,λ r 3,λ r 3,λ r Proof. We will prove that D is a derivation, the second claim follows by dualization. 
Two dimensional Lie bialgebras
In a similar way that one proves that there are only two isoclasses of Lie algebras of dimension 2, an easy manipulation of basis shows that the following list exhausts the isoclases of two dimensional Lie bialgebras. The structure is given in a basis {h, x} of g. where aff(K) is the non-abelian 2-dimensional Lie algebra over K.
2-dimensional Lie bialgebras isomorphism classes
The first four lines are clearly non isomorphic among them, and non isomorphic to any of the last line. Finally, thanks to the invariant given by the trace of the characteristic derivation, one sees that they are not isomorphic to each other for different µ. The same table is valid for any field K, replacing aff(R) by aff(K). 
Proof. Since (a, b) = (0, 0) and (c, d) = (0, 0) we are not in the abelian or co-abelian case. It suffices to compute the trace of D. The computations
Automorphisms groups in the non abelian and non co-abelian cases. Consider the ordered basis {h, x} of g, then the Lie bialgebra automorphisms groups in the non abelian and non co-abelian cases are as follows:
• Case g = aff(R) with [h, x] = x and δh = h ∧ x; δx = 0;
In particular, any of these maps is the exponential of a multiple of
• Case g = aff(R) with [h, x] = x and δ µ h = 0; δ µ x = µh ∧ x:
Any of these maps with d > 0 is the exponential of a multiple of
The fact that the exponential of (a multiple of) the endomorphism D gives an automorphism of the Lie bialgebra is not surprising, since we already knew that D is a derivation and a coderivation.
3 Three dimensional real Lie algebras 
; the semisimple 3-dimensional real Lie algebras are
Three dimensional real Lie bialgebras: general strategy. In order to classify all real three dimensional Lie bialgebras we will procede as follows:
1. Given a Lie algebra g, we find the general 1-cocycle δ : g → Λ 2 g.
2.
Determine when δ satisfies the co-Jacobi identity.
3. Study the action of Aut(g, [−, −]) on the set of cobrackets δ.
4. Find a set of representatives, hence, the list of isomorphism classes of Lie bialgebras with underlying Lie algebra g.
To give a Lie bialgebra structure on the abelian Lie algebra R 3 is the same as giving a Lie algebra structure on (R 3 ) * , so the list of all three dimensional Lie bialgebras with underlying Lie algebra R 3 is in obvious bijection with the list of three dimensional Lie algebras.
Next, we proceed with the other cases: first h 3 , the only 3-dimensional nilpotent and non abelian Lie algebra, secondly the solvable non nilpotent r 3 , r 3,λ and r ′ 3,λ , and finally the simple su(2) and sl(2, R).
The general co-Jacobi condition
If g is any three dimensional Lie algebra, we will write the structure in terms of basis {x, y, h} of g and {x ∧ y, y ∧ h, h ∧ x} for Λ 2 (g). Write, with
For a linear map δ : g → Λ 2 g, the co-Jacobi condition is equivalent to the equations
4 Lie bialgebra structures on h 3
Recall that the Lie algebra h 3 has a basis {x, y, h}, with the relations
We list general properties of h 3 :
•
• The automorphisms group of h 3 is the following subgroup of GL(3, R):
The 1-cocycle condition. Consider the basis {x ∧ y, y ∧ h, h ∧ x} of Λ 2 (h 3 ) and write δ as in 3.1. Proposition 1.1 implies δh = c 2 y ∧ h + c 3 h ∧ x, namely c 1 = 0. The 1-cocycle condition for [h, x] and [h, y] is the content of the proof of this proposition, so it gives no further information in this case. Besides, the 1-cocycle for [x, y] 
The co-Jacobi condition (see 3.1) restricted to a 1-cocycle in h 3 reduces to
which are not so easy to solve, so we use a dimensional reduction procedure, thanks to the results of section 1.
Consequence of the general result for
Proof. Consider the basis {x, y, h}, the splitting may be defined as
is abelian. According to the section 2, there are only two classes of isomorphisms of 2-dimensional Lie bialgebras with abelian bracket: the co-abelian one and the one with δ(x) = 0 and δ(y) = x ∧ y. Observe that, in virtue of the form of the Lie algebra automorphims, there is no lost of generality in assuming that the basis {x, y} is the one which allows us to write δ in this form since any automorphism of (h 3 /[h 3 , h 3 ]) may be lifted to an automorphism of h 3 . Explicitly, we may assume a 1 = 0 and there are two possibilities for b 1 , namely, b 1 = 0 or b 1 = 1. In matrix notation,
Returning to the co-Jacobi condition with the assumption a 1 = 0, it is automatically satisfied in the case b 1 = 0, and it reduces to b 2 + a 3 = 0 = 2a 2 if b 1 = 1.
If one wants to preserve the condition a
The condition b ′ 1 = 1 forces µ = 1, so, with σ = 0 and µ = 1,
Taking an automorphism with a = a 3 we get a ′ 3 = 0, namely δ changes into
An automorphim preserving also a ′ 3 = 0 must have a = 0, and in this case δ ′ = δ. Finally, the list of isoclasses of Lie bialgebras is given by the cobrackets {δ b3 : b 3 ∈ R} given above. For each of these, the automorphism group of Lie bialgebras is
does not correspond to a symmetric bilinear form, it changes according to the following rule: a
Namely, it changes as a bilinear form, divided by the square of the determinant µν − ρσ. We know that it can be diagonalized; hence, we may assume that, up to isomorphism, b 2 = a 3 = 0. Also, with an automorphism with ρ = σ = 0, the coefficients change according to the rule a
, so the full list of possibilities, up to isomorphism, are a 2 = 0, ±1 and b = 0 ± 1. Using the automorphism with µ = ν = 0, ρ = σ = 1 we get a ′ 2 = b 2 and b ′ 2 = a 3 , so the Lie bialgebra with cobracket with a 2 = 1 = −b 3 is isomorphic to the one with cobracket with a 2 = −1 = −b 3 .
We also know that the signature is an invariant of bilinear forms and it is an invariant also in this case, because the difference between the action on bilinear forms and our case is the multiplication by the square of the determinant, which is a positive number. Similar consideration holds for the rank. We conclude that the list of isomorphism classes is given by δ a2,b3 obtained by choosing the parameters (a 2 , b 3 ) = (0, 0), (1, 1), (−1, −1), (1, −1), (1, 0), (−1, 0). This completes the proof of the following statement. 
Lie bialgebra structures on r 3
Recall r 3 is the real Lie algebra with basis {x, y, h} and Lie brackets given by
Proof. ad x (ax + by + ch) = −cx = 0 implies c = 0 and 0 = ad h (ax
1-cocycles on r 3 . Let us write, as in 3.1, with
so a 1 = −c 2 + 2a 1 and a 3 = −a 2 + a 3 . This is equivalent to a 1 = c 2 and
Or, in matrix notation:
The co-Jacobi condition for a general 1-cocycle is simply 2a 2 1 = 0. Hence, a 1-cocycle satisfying also co-Jacobi is of the form
The Lie algebras automorphism group of r 3 is the following subgroup of GL(3, R)
Under the action of the automorphism group, a 1-cocycle δ maps into 
Hence, we obtain that c 1 = 0, ±1 are all the possibilities for c 1 . The automorphisms group of such Lie bialgebra with c 1 = 0 is
On the other hand, the automorphisms group of the Lie bialgebras classes with c 1 = ±1 consists of the Lie algebra maps satisfying µ 2 = 1; hence
The isomorphism classes of Lie bialgebra structures on r 3 is given by the following list of cobrackets:
6 Lie bialgebra structures on r 3,λ , with |λ| ≤ 1.
Recall that r 3,λ is the Lie algebra with bases {x, y, h}, and bracket
We list general properties for r 3,λ :
Proposition 6.1. All the 1-cocycles on the Lie algebra r 3,λ with |λ| ≤ 1 are
where we consider the basis {x ∧ y, y ∧ h, h ∧ x} of Λ 2 (g) and notations as in 3.1.
We conclude λa 1 = c 2 , a 2 = λa 2 , so a 2 = 0 if λ = 1, and no condition in a 2 for λ = 1. In an analogous way, using the cocycle condition 
so b 2 = λa 3 . As a consequence, the general form of a 1-cocycle is, for λ = 1:
Case r 3,λ with |λ| ≤ 1, λ = ±1.
Proposition 6.2. The automorphism group of the Lie algebra r 3,λ with λ = ±1, is the following subgroup of GL(3, R):
Let us see that if φ : g → g is an automorphism of Lie algebra, then φ(x) = µx; φ(y) = νy; φ(h) = h + ax + by for some µ, ν, a, b ∈ R, µ, ν = 0. Actually, the elements x and y may be characterized, up to scalar multiple, as the generators of [g, g] and eigenvectors of ad z , for all z ∈ g \ [g, g]. Moreover, given such z, the element x distinguishes from y as being the eigenvector corresponding to the eigenvalue with smaller absolute value. Explicitely, if z / ∈ [g, g], z = ch + ax + by with c = 0,
where |λ| < 1. This implies φ(x) = µx and φ(y) = νy, for some µ, ν = 0. Let φ(x) =x = µx, φ(y) =ỹ = νy, φ(h) =h = ch + ax + by; if φ is a Lie algebra morphism, then [h,x] =x, so c = 1.
Let φ be as before, and let δ ′ := (φ ∧ φ) −1 δφ; explicitly
Notice that, if a 3 = 0, by means of an automorphism with b = −a 1 /a 3 and a = −c 3 /a 3 , we get δ ′ with
If a 3 = 0, this condition reduces to a 1 b 1 = 0. Note that, up to isomorphism, we may independently change a 1 and b 1 by a ′ 1 = a 1 /ν and c ′ 3 = c 3 /µ respectively. But also, because one of them is zero, we have the following possibilities:
• (a 1 , c 3 ) = (0, 0), c 1 = 0 or 1 because c 1 is determined (up to isomorphism) up to scalar multiple.
• (a 1 , c 3 ) = (1, 0), and c 1 changes into c ′ 1 = (c 1 + a(1 + λ))/µ (we need ν = 1 in order to preserve a ′ 1 = 1), we see that we can choose a such that c ′ 1 = 0.
• (a 1 , c 3 ) = (0, 1), and c 1 changes into c ′ 1 = (c 1 + b(1 + λ))/ν, so we can also choose c 1 = 0. If a 3 = 0, we may assume a 1 = 0 = c 3 , then co-Jacobi implies c 1 = 0. Hence, every cocycle with a 3 = 0 satisfying co-Jacobi is equivalent to
The parameter a 3 can not be modified using a Lie algebra automorphism, it is an invariant; we have a 1-parameter family of isomorphism classes, parametrized by a 3 .
The bialgebra automorphisms are of the form φ = In fact, φ µ,ν,a,b is an automorphism by the same reasons as above, but in this case, the absolute value of the eigenvalues of x and y are the same. Actually,
is an automorphism, which we denote by φ 0 . Moreover, any automorphism is obtained by compositions of the above ones. The set of 1-cocycles was computed for any λ but for convenience in case λ = −1 we parametrize them by
For these cocycles, co-Jacobi reads 2a 3 c 1 = 0.
The action of the automorphism group is
Case a 3 = 0: Co-Jacobi implies c 1 = 0. But also, taking an automorphism φ with parameters a = b 1 /a 3 and b = −a 1 /a 3 we get δ ′ with a
Besides, using φ 0 , a 3 → a ′ 3 = −a 3 , so we may choose a 3 > 0. We conclude that inside this isomorphism class, we have the representative
Case a 3 = 0: In this case, co-Jacobi condition is automatically satisfied. For each 3-uple (a 1 , b 1 , c 1 ) we have
By means of the isomorphism φ 0 we obtain aditionally δ a1,b1,c1 ∼ = δ −b1,−a1,c1 . Choosing conveniently µ and ν, we arrive at the following list of iso classes: 7 Lie bialgebra structures on r 3,λ with λ = 1.
Recall that r 3,1 is the Lie algebra with ordered bases {x, y, h} and bracket determined by The co-Jacobi identity is always satisfied. 
?
We dedicate the rest of the section to the proof of this result, which proceeds in the cases given by the previous diagram. Action of the automorphism group. 
In order to preserve the conditions a 
Computing (1)ν − (2)σ we get aa 2 (µν − ρσ) = 0. Since a 2 = 0 = µν − ρσ, we conclude a = 0. Going back to δ ′ but with a = 0 we have
Since ν and σ can not be simultaneously zero, it must be b = 0, explicitly 
so we may assume b 3 = 1. Using a general automorphism we obtain
We distinguish the cases a 1 = 0 and a 1 = 0. If a 1 = 0, set µ = a 1 to get a 
We distinguish the cases a 2 = 0 or a 2 = 0. Suppose b 3 = 0, a 3 = 0 and a 2 = 0. The maps preserving b 3 = 0 are those with ρ = 0, then
Besides, if we take σ = 0, a = − 8 Lie bialgebra structures on r
In basis {h, x, y}, the Lie algebra r 
Summarizing, we get
The last two equations are equivalent to
while the first three ones are equivalent to
The general 1-cocycle, in basis {x, y, h}, {x ∧ y, y ∧ h, h ∧ x} is given by   
For a 1-cocycle, the co-Jacobi condition is 2 
is generated by x and y and it is invariant under automorphism, we conclude that any automorphism φ restricted to [g, g] must be of the form φ(x) = µx + ρy and φy = σx + νy, with µν − ρσ = 0. Also, writing φ(h) = ax + by + ch, since φ is an automorphism of the Lie algebra, we have
Taking determinant we get c = 1, and if µ σ ρ ν commutes with the matrix 0 −1 1 0 then it must be of the form µ −σ σ µ .
Action of the automorphisms group on 1-cocycles. The efect of an arbitrary automorphism on a general 1-cocycle is the following
Recall that co-Jacobi condition reads 2 We may take 0, ±1 as representatives. In case a 3 = 0 but λ = 0, co-Jacobi identity gives no further information. We study the action of the automorphisms group in this case. δ a3=0,λ=0 transforms by φ µ,ν,a,b into
The pair (a 1 , b 1 ) transforms as a 1 + ib 1 → a1+ib1 µ+iσ in the complex plane. We know that there are two orbits: (a 1 , b 1 ) = (0, 0) wich has trivial action and it gives the same cobrackets as for λ = 0, and {(a 1 , b 1 ) = (0, 0)}, which has free C * -action. For the second case, one can take (a 1 , b 1 ) = (1, 0) as a representative. We conclude that a set of representatives of Lie cobrackets in case a 3 = 0, λ = 0 is given by
The automorphisms group of the Lie bialgebra with δ In case λ = 0, we have the previous set specialized in λ = 0, together with the following 1-parameter familly
9 Lie bialgebra structures on su (2) 1-Cocycles. Consider su(2) as the R-span of the following matrices:
This is a simple Lie algebra, then every 1-cocycle is a 1-coboundary. If r = αu ∧ v + βv ∧ w + γw ∧ u ∈ Λ 2 su(2), with α, β, γ ∈ R, the 1-cocycle associated to it is δ(x) = ad x (r) = [x, r] for any x ∈ su(2). The Co-Jacobi condition for δ is equivalent to [r, r] ∈ (Λ 3 g) g with [r, r] = 2(α 2 + β 2 + γ 2 )u ∧ w ∧ v, so it is satisfied for any r since (Λ 3 g) g = Λ 3 g for g = su(2). We get
Automorphisms and isomorphism classes. If U ∈ SU(2), then conjugation by U gives an automorphism of the Lie algebra su(2). If we parametrize such a matrix by
, where M ∈ su(2). Straightforward computation shows the following:
Suppose γ = 0, and take b = d = 0, then
then γ ′ = 0. Assuming γ = 0 and letting a = d = 0, we get
then δ ′ has γ ′ = 0 and β ′ = 0. So we may assume from the beginning γ = β = 0. We get
In case α = 0, we have the trivial cobracket. If α = 0 , the condition on the automorphism preserving the condition β = γ = 0 is given by the equations:
These equations imply a 2 b = −bc 2 , so if b = 0, then a = c = 0 and δ ′ is given by
Proposition 9.1. The set of isomorphism classes of Lie bialgebras with underlying Lie algebra su (2) is given by the 1-parameter family • 0 = [r, r], and so (su(2), δ) with δ(−) = ad (−) (r) is almost factorizable.
It was known (see [A-J] ) that su(2) admites a unique almost factorizable structure up to scalar multiple. This is in perfect agreement with the results of this section.
10 Lie bialgebra structures on sl(2, R)
1-Cocycles in sl(2, R). The Lie algebra sl(2, R) is usually presented as generated by {x, y, h} with brackets
But it is convenient to consider instead the ordered basis {u, v, w} of sl(2, R) and {u ∧ v, v ∧ w, w ∧ u} of Λ 2 sl(2, R), where u = h/2, v = (x + y)/2 and w = (x − y)/2 i.e.
In this basis, the brackets are given by [u, v] 
As in the case su(2), the Lie algebra sl(2, R) is simple, then every 1-cocycle is a 1-coboundary and the general considerations made for that case hold here. If r = αu∧v +βv ∧w +γw ∧u, then the 1-cocycle associated to it is δ(z) = ad z (r) = [z, r] for any z ∈ sl(2, R). Hence
Because a 2 + b 2 = 1, there exists θ ∈ R such that a = cos(θ) and b = sin(θ). It follows that
Namely, the pair (β, γ) transform as a rotation, so we can change it, for example, into ( β 2 + γ 2 , 0). In other words, we can assume that γ = 0 and that β ≥ 0. There are three possibilities:
1. β 2 − α 2 > 0. In this case, we can choose θ such that α ′ = 0.
2. β 2 − α 2 < 0. In this case, we can choose θ such that β ′ = 0. ; 0 = a ∈ R . Notice that φ S = φ −S , so this group is connected, and, it is isomorphic to (R, +). Besides, the Lie bialgebra corresponding to δ β verifies g ∼ = g cop . On the other hand, although δ −1 = −δ 1 , the corresponding Lie bialgebras are non isomorhphic.
Remark 10.2. For any r = αu ∧ v + βv ∧ w + γw ∧ u ∈ Λ 2 sl(2, R), [r, r] = 2(α 2 − β 2 − γ 2 )u ∧ v ∧ w ∈ Λ 3 sl(2, R) = (Λ 3 sl(2, R)) sl(2,R) . We have the possibilities:
• [r, r] = 0 if and only if α 2 − β 2 − γ 2 = 0. So, unlike the su(2) case, there are non trivial triangular structures, explicitly given by δ ±1 with α = β = ±1.
• 0 = [r, r], and so (sl(2, R), δ) with δ(−) = ad (−) (r) is factorizable.
The factorizable structures for sl(2, R), up to a scalar multiple, are well known (see [A-J] ). This is in perfect agreement with the results of this section.
