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Abstract 
Empirical studies have repeatedly pointed out that the readability of a privacy policy is a potential 
source of trust of online users. Nevertheless, many online companies still keep the readability of their 
privacy policies at a low level. This could possibly coincide with a low compliance of their privacy 
policies with the guidelines of fair information practices and thus with users’ privacy expectations. 
Against this background, this study seeks to clarify the role of perceived and actual readability of us-
er-friendly and -unfriendly privacy policies in shaping user’s trust in a mobile service provider. Tested 
for two different mobile service scenarios that differ in the sensitivity of user data (educational enter-
tainment app vs. health app), our hypotheses are verified based on the responses of 539 online users. 
Our findings reveal that in the case of a user-unfriendly data-handling policy, the effect of actual 
readability of a privacy policy outweighs the effect of its perceived readability in forming users’ trust. 
At the same time, for a user-friendly privacy policy, only perceived readability plays a significant role 
in promoting users’ trust in the provider of an educational entertainment app. In a sensitive 
healthcare context, however, perceived and actual readability of privacy policies are almost equally 
important. 
Keywords: Trust, Privacy, Privacy Policy, Readability. 
  
Introduction 
With the advancements in information technologies, personal data became easier to gather and utilize 
by online companies and, consequently, the subject of Internet users’ growing concerns (Malhotra et 
al., 2004; Smith et al., 1996, 2011; Bélanger and Crossler, 2011; Pavlou, 2011; Reidenberg et al., 
2015b). As of December 2013, 55% of British consumers moderately trusted most online companies 
to protect their personal information, and only one out of twenty (5%) perceived a high level of trust 
(TRUSTe, 2015).  
Amidst these rather low levels of trust in online businesses, the content and presentation of privacy 
policies is gaining considerable attention. Indeed, privacy policies are often the only means to gain 
insights into companies’ practices with regard to users’ personal data (Vail et al., 2008; Reidenberg et 
al., 2015a). However, empirical evidence shows that about three out of four available privacy policies 
remain unread (Jensen et al., 2005; Acquisti and Gross, 2006). A possible reason may be rooted in 
their poor readability (Graber et al., 2002; Jensen and Potts, 2004; Pollach, 2005; Sheehan, 2005; 
Antón et al., 2004; Proctor et al., 2008; McDonald and Cranor, 2008; McDonald et al., 2009; Sunyaev 
et al., 2014; Ermakova et al., 2015; Cadogan, 2010), and this despite significant efforts directed at im-
proving this situation (Kelley et al., 2009; Pan and Zinkhan, 2006; Vu et al., 2007). Nevertheless, by 
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publishing easy-to-read policies and encouraging users to read them (Milne and Culnan, 2004), online 
companies can strengthen their trust (Ermakova et al., 2014; Sultan et al., 2002; Bansal et al., 2008a, 
2008b). Moreover, with a strong guarantee of security, privacy policies are even more effective than 
high-cost third-party seals (Peterson et al., 2007).  
One of the explanations for this phenomenon could be that online privacy statements rarely fully com-
ply with the guidelines of fair information practices such as those proposed by the Federal Trade 
Commission (FTC, 2000) (Adkinson et al., 2002; O’Connor, 2003; Peslak, 2005; Carrión et al., 2012; 
Goldman et al., 2000; Pollach, 2004; Ryker et al., 2002; Sheehan, 2005; Cranor et al., 2014) and, 
therefore, are unlikely to meet users’ privacy expectations (Earp et al., 2005). This, in turn, may moti-
vate online companies to obscure their content. Indeed, as a result of ambiguous wording typically 
used in privacy policies, the ability to communicate data-handling practices to the general public is 
impaired. However, the question of whether or not this possibly opportunistic behaviour is beneficial 
for companies remains unclear. 
Against this background, our study seeks to clarify and empirically demonstrate the roles of perceived 
and actual readability of privacy policies in explaining users’ trust in a mobile service provider in the 
context of user-friendly and user-unfriendly privacy policies. In this study, we refer to the perceived 
readability of a privacy policy as to the degree to which the policy is seen as clearly formulated; and to 
actual readability as to the extent to which the policy is correctly understood. Based on a survey with 
539 online users located in Germany, we verify our hypotheses on the basis of two mobile service sce-
narios that differ with regard to the sensitivity of user information involved.  
In what follows, theoretical foundations for studying readability of privacy policies and trust are estab-
lished by reviewing prior relevant studies. The subsequent section introduces the reasoning underlying 
the developed research hypotheses before presenting them. The research method and results of data 
analyses are presented next, followed by a discussion of the key findings and practical implications. 
1 Theoretical Background 
1.1 Trust 
The concept of trust has been extensively examined from a variety of perspectives (Mayer et al., 1995; 
Grabner-Kräuter and Kaluscha, 2003). This stream of research generally concludes that consumers’ 
trust is an important source of their attitude towards online businesses (Jarvenpaa et al., 1999, 2000), 
their intentions to share information for transactions (Dinev and Hart 2006; Bansal et al., 2007, 2008a, 
2008b, 2010; Malhotra et al., 2004) and to transact online (Gefen, 2000; Gefen et al., 2003; Gefen and 
Straub, 2004; Dinev et al., 2006). In a mobile environment, insufficient trust might result in user inten-
tion to terminate the relationship with the phone service provider (Mamonov and Koufaris, 2014). In 
one of the earlier empirical studies, Mayer et al. (1995) claim that trusting implies the trustor’s will-
ingness to be vulnerable to the trustee’s actions being of importance to the trustor, regardless of her 
monitoring abilities. Mayer et al. (1995) distinguish trust from perceived trustworthiness of the trustee, 
and conceptualize trust as a composite of three dimensions - ability, benevolence, and integrity. Abil-
ity refers to the trustor’s beliefs about the trustee’s domain-specific competences. Benevolence 
measures the degree to which the trustee is anticipated to have good intentions apart from seeking 
profit. Integrity reflects the extent to which the trustee is expected to adhere to some principles ac-
ceptable for the trustor.  
1.2 Privacy Policies 
Privacy describes the ability of a person to manage when, how, and to what extent her personal infor-
mation is revealed to others (Westin, 1967). Online privacy is addressed by several regulations such as 
Directive 95/46/EC by the European Parliament and Council (European Parliament and Council, 
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1995) and Fair Information Practice Principles (FIPP) by the United States Federal Trade Commission 
(FTC, 2000). Among other principles, they enforce that consumers should be given notice before any 
of their personal information is collected and should be enabled to make a choice related to secondary 
uses of any of their personal information (Bansal et al., 2008a; Xu et al., 2012; Reidenberg et al., 
2015a). In practice, online privacy policies often represent the only medium to inform users how the 
company collects and uses their personal data and to enable them to decide whether to agree with 
these practices and engage with the company or not (Vail et al., 2008; Reidenberg et al., 2015a).  
1.3 Readability 
Readability reflects “the ease of understanding or comprehension due to the style of writing” (Klare, 
1963). As such, readability can be viewed as an interaction between some characteristics of a text and 
a reader (Harris and Hodges, 1995). For a reader, these aspects include her knowledge, reading skills, 
interest and motivation. For example, Reidenberg et al. (2015a) demonstrate that expert, knowledgea-
ble and typical users interpret privacy policies differently. For a text, they involve content, design, or-
ganization and style (DuBay, 2007). Klare (1963) differentiates between two ways researchers assess 
readability of a text: They either employ a readability test on readers (e.g., Milne and Culnan, 2004; 
Fanguy et al., 2004; Proctor et al., 2008; McDonald et al., 2009; Singh et al., 2011; Ermakova et al., 
2014; Sultan et al., 2002; Bansal et al., 2008a, 2008b; Cadogan, 2010) or count language elements in 
the text such as syllables, words, and sentences (e.g., Graber et al., 2002; Jensen and Potts, 2004; 
Antón et al., 2004; Sunyaev et al., 2014; McDonald and Cranor, 2008; Ermakova et al., 2015; Ca-
dogan, 2010). There are some well-established formulas to measure text readability based on language 
elements counts, which involve Flesch Readability Ease Score (FRES) (Flesch, 1948), Laesbarhedsin-
dex (LIX) (Anderson, 1983), New Dale Chall Score (NDC) (Dale and Chall, 1995), Flesh-Kincaid 
Grade Level (FKG) (Kincaid et al., 1975), Readability Index (RIX) (Anderson, 1983), Simple Meas-
ure of Gobbledygook (SMOG) (McLaughlin, 1969), Coleman-Liau Index (CLI) (Coleman and Liau, 
1975), Gunning Fog Index (GFI) (Gunning, 1952), Automated Readability Index (ARI) (Senter and 
Smith, 1967) and Fry Readability Graph (Fry) (Fry, 1963) (Shedlosky-Shoemaker et al., 2008). Never-
theless, their capabilities to measure the readability of text materials are rather limited. Singh et al. 
(2011) primarily criticize their underlying assumptions that imply that shorter sentences and words are 
easier to comprehend than longer ones. Especially related to a mobile environment, they argue that 
writing style, logical structure, display challenges, textual features (e.g., bullets, font size) and user-
specific knowledge should be included into readability assessments.  
1.4 Readability of Privacy Policies: Perceived vs. Actual Readability 
Prior investigations based on the readability metrics repeatedly indicate that privacy policies generally 
suffer from poor readability (Graber et al., 2002; Jensen and Potts, 2004; Pollach, 2005; Antón et al., 
2004; Proctor et al., 2008; McDonald and Cranor, 2008; McDonald et al., 2009; Sunyaev et al., 2014; 
Ermakova et al., 2015; Cadogan, 2010). This, however, can be intentional, since using ambiguous 
wording in privacy policies can weaken their ability to communicate undesirable data-handling prac-
tices to the general public. The latest large-scale empirical study demonstrates that a privacy-policy 
reader on average needs to have a college education or a formal education of 16 years, or the 13th 
reading grade level (Ermakova et al., 2015). Furthermore, Reidenberg et al. (2015a) show discrepan-
cies in interpretation of privacy policies among expert, knowledgeable, and typical users.  
In this research, we take the individual perspective and further distinguish between perceived and ac-
tual readability of a privacy policy. Perceived readability of a privacy policy aims to measure to what 
degree the policy is viewed as clearly formulated, while actual readability of a privacy policy relates to 
what extent individuals understand the policy correctly. Similar to Brecht et al. (2012), this differentia-
tion can be supported by the suggestion that individuals might overestimate or underestimate their 
ability to process the information in the privacy notice.  
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The concept of perceived readability of privacy policy is captured through the concepts of existing 
models such as understandability (Bansal et al., 2008a), perceived comprehension (Milne and Culnan 
2004), and perceived readability (Ermakova et al., 2014), and ease of finding information (McDonald 
et al., 2009). The concept of ease of finding information refers to individuals’ ability to understand 
some policy (McDonald et al., 2009).  
The constructs from other models that are mostly close to actual readability of privacy policy involve 
adequacy (Bansal et al., 2008a), actual readability (Ermakova et al., 2014; Fanguy et al., 2004; Singh 
et al., 2011), and comprehension (McDonald et al., 2009; Proctor et al., 2008) of privacy policy, where 
comprehension of privacy policy is measured by asking participants a series of multiple choice ques-
tions (McDonald et al., 2009; Proctor et al., 2008). Ermakova et al. (2014), Fanguy et al. (2004) and 
Singh et al. (2011) employ the so-called cloze test (Taylor, 1953) to find out how privacy policies 
were really understood. Specifically, participants had to replace blanks in the given notice with appro-
priate words, where a higher number of correctly filled in blanks were associated with better readabil-
ity of the notice for that reader.  
1.5 Readability of Privacy Policies and Trust 
Among a variety of factors shaping trust between users and service providers, adequacy (Bansal et al., 
2008a, 2008b), understandability (Bansal et al., 2008a, 2008b; Ermakova et al., 2014; Sultan et al. 
2002) and presentation (Pan and Zinkhan, 2006) of privacy policies have been the subject of empirical 
investigations. Similarly to Ermakova et al. (2014), the present research relates the effects of both per-
ceived and actual readability of a privacy policy to individual trust. In comparison to Ermakova et al. 
(2014), who conduct their investigations within the context of five renowned Internet services, this 
work concentrates on two examples of mobile services that deal with differently sensitive information.  
2 Research Model and Hypothesis Development 
2.1 Effect of Perceived Readability of Privacy Policies on Trust 
A number of studies have dealt with the question of whether perceived readability of online privacy 
statements contributes to consumer trust towards the Web site (Ermakova et al., 2014; Sultan et al., 
2002; Bansal et al., 2008a, 2008b; Pan and Zinkhan, 2006). However, the findings remain contradicto-
ry. In one of the earliest works on this issue, Sultan et al. (2002) show that having an easy-to-
understand privacy policy helps e-businesses to earn their customers’ trust. However, Pan and Zinkhan 
(2006) could not confirm the significance of the impact of the presentation of a privacy policy regard-
ing its length and terminology on online shoppers’ trust. Later, Bansal et al. (2008a, 2008b) concluded 
that in the health context people rely on the understandability of the privacy-policy statement to shape 
their trust in the website, but only in the presence of high privacy concerns. However, in the finance 
and e-commerce context, Bansal et al. (2008a) could not confirm this relationship. Recently, Erma-
kova et al. (2014) has observed a highly significant positive impact of perceived readability of privacy 
policies on online users’ trust across five contexts they have investigated, i.e., eBay, Yahoo, Amazon, 
Facebook and Twitter.  
In this research, we assume that consumers will be more likely to develop trust in the mobile applica-
tion provider if they perceive that a corresponding privacy policy statement is written in a language 
that they can easily read and follow. Thus, we argue that: 
Hypothesis 1: Perceived readability of a privacy policy will be positively associated with trust in the 
mobile application provider. 
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2.2 Effect of Actual Readability of Privacy Policies on Trust 
There are some indications that actual readability of privacy policies might be essential for shaping 
online users’ trust, as well (Bansal et al., 2008a, 2008b; Ermakova et al. 2014). For example, Erma-
kova et al. (2014) observe a positive and significant impact of actual readability of a privacy policy on 
online users’ trust, however only in the context of Amazon. Furthermore, Bansal et al. (2008a) demon-
strate that people significantly rely on the adequacy of the website privacy policy statement in estab-
lishing their trust in health, finance and e-commerce websites. This relationship did not hold only for 
highly concerned individuals in the health context, but was observed in the study by Bansal et al. 
(2008b). Peterson et al. (2007) conclude that a strong guarantee of security in the privacy policy 
statement enhances trust of online users to an even greater extent than third-party seals. Therefore, we 
include actual readability of privacy policies as a determinant of trust in our research model. We posit 
that the relationship between the extent to which the privacy policy statement was understood and trust 
in the mobile app provider will depend on the user-friendliness of the privacy policy statement:  
Hypothesis 2a: In case of a user-friendly privacy policy, its actual readability will be positively asso-
ciated with trust in the mobile application provider. 
Hypothesis 2b: In case of a user-unfriendly privacy policy, its actual readability will be negatively 
associated with trust in the mobile application provider. 
Figure 1 illustrates the developed research model. Here, we differentiate between user-friendly and 
user-unfriendly data-handling practices that underlie a specific privacy policy statement. 
 
  
Figure 1. Research model. 
 
3 Research Method 
3.1 Experimental Design and Manipulation 
A survey-based between-subject experimental study was conducted. A mobile app environment was 
chosen as a context of our study. This is because readability and presentation of privacy policies may 
be particularly important in the mobile environment, since mobile readers additionally have to deal 
with a smaller display, limited interface features and input facilities, as well as physical inconvenienc-
es resulting from their mobility, and higher costs for mobile Internet (Singh et al., 2011).  
To vary the sensitivity of data involved, two mobile application scenarios were used - BloodScan and 
DropSpot. As presented to the respondents, the BloodScan mobile app allows users to easily import 
and store their (sensitive) healthcare data (e.g., blood or allergy tests), monitor their health as well as 
share health-related information with medical workers (see Figure 2). Positioned within the “educa-
tional entertainment” category, the DropSpot mobile app utilizes user location data to inform users 
about everything worth seeing on their way to work or during their holiday (see Figure 3). As part of 
Perceived Readability 
of Privacy Policy 
Actual Readability of 
Privacy Policy 
Trust in Mobile 
App Provider 
H2b: - 
H1: + 
Unfriendly Friendly 
Perceived Readability 
of Privacy Policy 
Actual Readability of 
Privacy Policy 
Trust in Mobile 
App Provider 
H2a: + 
H1: + 
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the app functionality, users are allowed to choose topics which interest them most (e.g., “history”, “the 
greatest crime”, “scientific discoveries”, “movies”). While also valuable, location based-data as well 
as information about user preferences involved in the DropSpot app is likely to be perceived as less 
sensitive than health data (Laric et al., 2009).   
 
Figure 2. BloodScan mobile app. 
 
 
Figure 3. DropSpot mobile app. 
 
To test our hypotheses, privacy policies with different data-handling practices (user-friendly and user-
unfriendly) and different levels of readability (easy- and difficult-to-read) were developed, and their 
effects on the way how their perceived and actual readability impacted the trust of mobile app users 
were examined (see Table 1). Here, we relied on the eye-tracking-based findings of Vu et al. (2007) 
who show that when reading privacy policies, people first consult the section listings or, when these 
are not present, the headings and the very beginning of each paragraph throughout the entire privacy 
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policy statement. Furthermore, to ensure enough variation in both perceived and actual readability 
measures, we followed the finding of Pan and Zinkhan (2006) who argue that short, straightforward 
privacy policies are easier to comprehend than lengthy, legalistic ones. As shown in Table 1, the pri-
vacy policies were created so that they differed across four major dimension of user privacy concerns - 
data collection, (internal and external) unauthorized secondary use, unauthorized access and errors 
(Smith et al., 1996). Additionally, the data longevity dimension was covered, considering the salience 
of this issue in the context of new social media platforms (Prunty and Swartendruber, 2015). The pri-
vacy policies were developed in German, since German-speaking participants were the target group 
for our survey from the start. 
 
Category User-Friendly  User-Unfriendly 
Version Easy Difficult Easy Difficult 
Collection Which information do I 
have to provide when I 
register on the app? For 
example, do I have to 
provide my full name? 
When you register on our 
app, we will only ask you 
to provide a nickname. 
You do not need to pro-
vide your full name, birth 
date, email address or 
postal code. 
 
When creating a user 
account for our applica-
tion, you will be only 
requested to provide a 
nickname, without you 
being obliged to provide 
your full name, birth date 
or email address or postal 
code. 
Which information do I 
have to provide when I 
register on the app? For 
example, do I have to 
provide my full name? 
When you register on our 
app, we will ask you to 
provide your true full 
name. You may also need 
to provide your birth date, 
email address and postal 
code. 
When creating a user ac-
count for our application, 
you will be requested to 
provide your true full 
name, and may as well as 
be obliged to provide your 
birth date and email ad-
dress as well as your postal 
code. 
What kind of infor-
mation does the app 
collect? 
We only collect infor-
mation that is needed to 
run the app. We do not 
store your interactions 
within the app. We also do 
not store any other infor-
mation generated by using 
the app. 
 
Since information collec-
tion is restricted to the 
amount that is necessary to 
achieve the intended pur-
pose of the application, 
neither your interactions 
within the application will 
be stored, nor any other 
information provided by 
your usage of the applica-
tion will be preserved. 
What kind of information 
does the app collect? 
We will not only collect 
information which is need-
ed to run the app. Where 
required, we may store 
your interactions within our 
app. We may also store any 
other information generat-
ed by using the app. 
Since information collec-
tion is not restricted to the 
amount that is necessary to 
achieve the intended pur-
pose of the application, 
your interactions within the 
application may be stored, 
and any other information 
provided by your usage of 
the application may be 
preserved. 
Unauthorized 
Secondary Use 
(Internal) 
Do you use cookies from 
third parties? 
No, we also do not use 
cookies from third parties.  
 
Furthermore, in the course 
of your usage of the appli-
cation we are not entitled 
to employ cookies from 
third parties. 
Do you use cookies from 
third parties? 
We may also use cookies 
from third parties.  
Furthermore, in the course 
of your usage of the appli-
cation we are entitled to 
employ cookies from third 
parties. 
Unauthorized 
Secondary Use 
(External) 
Do you share my infor-
mation with third par-
ties? Or use it for adver-
tising purposes? 
No, we do not share any of 
your personal or aggregat-
ed information with third 
parties such as research 
institutes, agencies and 
public authorities, or pro-
viders of products and 
services that are of interest 
to you. Also, we will not 
use your information for 
advertising purposes, 
market research or news-
letters. 
Moreover, you are hereby 
not granting us the right 
that your personal or ag-
gregated information is 
shared with third parties, 
such as research institutes, 
agencies and public au-
thorities, or providers of 
products and services that 
are of interest to you, or on 
our part may be used for 
purposes of advertising, 
market research or a news-
letter providing you with 
further information opti-
mally tailored to your 
interests.  
Do you share my infor-
mation with third par-
ties? Or use it for adver-
tising purposes? 
Yes, we may share your 
personal or aggregated 
information with third 
parties such as research 
institutes, agencies and 
public authorities, or pro-
viders of products and 
services that are of interest 
to you. Where required, we 
also use your information 
for advertising purposes, 
market research or newslet-
ters. 
Moreover, you are hereby 
granting us the right that 
your personal or aggregat-
ed information is shared 
with third parties, such as 
research institutes, agencies 
and public authorities, or 
providers of products and 
services that are of interest 
to you, or on our part may 
be used for purposes of 
advertising, market re-
search or a newsletter 
providing you with further 
information optimally 
tailored to your interests. 
Errors May I check my data at 
any time? 
You may at any time and 
without stating any rea-
sons receive information 
May I check my data at 
any time? 
Only by declaring special 
conditions you may receive 
information about the data 
Privacy Policies and Users’ Trust 
 
 
Twenty-Fourth European Conference on Information Systems (ECIS), İstanbul, Turkey, 2016 8 
 
 
Yes, you may access and 
check your data any time, 
without stating a reason. 
about the data that is 
stored in reference to your 
nickname and may verify 
them for correctness. 
No, you may access and 
check your data under 
special conditions. 
that is stored in reference to 
your person, or verify them 
for correctness. 
 
Unauthorized 
Access 
How does the company 
handle my data? 
Our employees may only 
access your data with your 
consent. 
Any access to your data by 
our employees is only 
possible with your explic-
itly granted consent. 
How does the company 
handle my data? 
Our employees may access 
your data when needed, 
even without your consent. 
Any access to your data by 
our employees is possible 
when needed, even without 
your explicitly granted 
consent. 
Data Longevity What happens to my 
data if I do not want to 
use the app anymore? 
When you do not want to 
use our app anymore, we 
will delete your account 
and information forever. 
Once your usage of our 
service ceases to be de-
sired any further, your 
account and all related 
information will be irre-
trievably deleted. 
What happens to my data 
if I do not want to use the 
app anymore? 
When you do not want to 
use our app any more, we 
will deactivate your ac-
count. Where required, 
your information is pre-
served. 
Once your usage of our 
service ceases to be desired 
any further, your account 
will be deactivated; but we 
maintain the right to further 
preserve your information. 
Table 1. Privacy policies (translation). 
3.2 Operationalization of Variables and Pilot Study 
To measure perceived readability of a privacy policy, the scales developed by Milne and Culnan 
(2004) and Bansal et al. (2008a) were adapted (see Table 2). To assess actual readability of privacy 
policy, we derived a set of questions close to the content of the privacy policies used within our study. 
In the evaluation phase, the score of right answers has been derived and used as an indicator of actual 
readability. Clearly, for friendly privacy policies higher scores indicated the higher number of “priva-
cy”-friendly practices recipients actually understood and internalized with respect to the privacy policy 
they were presented. In contrast, for unfriendly privacy policies higher score indicated the higher 
number of “privacy”-unfriendly practices recipients understood. To measure trust, we relied on the 
operationalization by McKnight et al. (2002), focusing only on the benevolence and integrity dimen-
sions. The items to measure perceived user-friendliness of privacy policy were inspired by Xu et al. 
(2008), and served as a manipulation check in our study. 7-point scales were used throughout the 
study, where applicable. 
 
Construct Items Source 
Perceived Readability 
of Privacy Policy  
To what extent do you agree with the statements? 
The privacy policy of this app… 
1. … is written in an unclear legal language. 
2. … contains confusing terms. 
3. … is hard to understand. 
4. … is incomprehensibly formulated. 
Answer Categories: Strongly agree – Strongly disagree 
Milne and Cul-
nan (2004), 
Bansal et al. 
(2008a) 
Actual Readability of 
Privacy Policy 
1. For the app you need to specify only your nickname. 
2. Your interactions within the app may be stored. 
3. The app may use third-party cookies. 
4. Your information may be shared with third parties. 
5. Your information may be used for promotional purposes. 
6. You can always access your data. 
7. The staff of the app-provider may access your data only with 
your consent. 
Self-developed 
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8. When you terminate your use of the app, your information 
will be deleted by the app-provider. 
Answer Categories: Yes – No – Not sure 
Perceived User-
Friendliness of Privacy 
Policy 
The privacy policy of this app…. 
1. … assures that my data will not be misused. 
2. … reflects the commitment of the provider to privacy. 
3. …is privacy friendly. 
4. …signals the readiness of the provider to protect the privacy 
of my data. 
5. …respects the privacy of my information. 
6. …asserts that my information will be treated with confidenti-
ality. 
Answer Categories: Strongly disagree – Strongly agree 
Inspired by Xu 
et al. (2008) 
Trust I believe that the app provider… 
1. … would do her best to help me if I need help. (Benevolence) 
2. … would act in my best interest. (Benevolence) 
3. … is interested in my well-being, not just her own. (Benevo-
lence) 
4. … is to be characterized as honest. (Integrity) 
5. … appears sincere and genuine. (Integrity) 
6. … would keep its commitments. (Integrity) 
Answer Categories: Strongly disagree – Strongly agree 
McKnight et al. 
(2002) 
 
Perceived Information 
Sensitivity 
All in all, the information this app deals with is: 
1. Not sensitive at all – Very sensitive 
2. Not personal at all – Very personal 
Self-developed 
Table 2. Research model constructs and related questionnaire items. 
 
3.3 Procedure and Task 
Participants were randomly assigned to view the description of one of the mobile applications (Blood-
Scan or DropSpot). Specifically, they were presented with a screenshot of the mobile application and 
given a short description of its main features. Participants were then asked about their sensitivities re-
lated to the information the mobile application dealt with (“perceived information sensitivity” con-
struct, see Table 2). In the next step, participants were randomly assigned to one of the privacy policy 
conditions (friendly vs. unfriendly and easy- vs. difficult-to-read). Next, respondents rated their per-
ceived readability of the privacy policy and their trust towards the mobile application provider, as well 
as answered a set of questions regarding data-handling practices of the mobile application provider 
based on the privacy policy they just read to assess actual readability. Additionally, respondents were 
asked to provide other information necessary for manipulation and control checks.  
3.4 Participants 
We conducted our online survey from February 22
nd
 to March 7
th
 2015 and recruited study participants 
via university mailing lists. From a total of 810 participants who followed the provided link, 539 fully 
completed the questionnaire. The completion rate thus amounted to 59.14%. Table 3 displays sample 
sizes, demographics of the respondents and other characteristics across the specified groups. 
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Mobile application  BloodScan  DropSpot  Combined 
Type of privacy policy in 
terms of user-friendliness 
Unfriendly Friendly Unfriendly Friendly Unfriendly Friendly 
Number of responses 116 123 157 143 273 266 
Mean age (SD: Standard 
Deviation) 
25.74 (6.21) 27.24 (8.22) 25.89 (6.19) 25.61 (6.28) 25.83 (6.19) 26.37 (7.28) 
Gender: Female 66 (56.9%) 77 (62.6%) 87 (55.4%) 87 (60.8%) 153 (56%) 164 (61.7%) 
Gender: Male 47 (40.5%) 44 (35.8%) 68 (43.3%) 53 (37.1%) 115 (42.1%) 97 (36.5%) 
Gender: NA 3 2  2 3 5 4 
Mean number of mobile 
applications users in-
stalled (SD) 
3.66 (1.57) 3.71 (1.68) 3.49 (1.52) 3.67 (1.50) 3.56 (1.54) 3.69 (1.58) 
Mean number of mobile 
applications regularly 
used (SD) 
3.24 (1.05) 3.28 (1.09) 3.14 (1.06) 3.23 (1.00) 3.18 (1.05) 3.26 (1.04) 
Table 3. Respondent demographics. 
4 Data Analyses and Results 
4.1 Manipulation and Control Checks 
We used “perceived user-friendliness of privacy policy” measure to verify the effectiveness of our 
manipulation in terms of friendliness vs. unfriendliness (see Table 2). Mann-Whitney tests for the dif-
ference between the medians of two unpaired samples (Rees, 2013, pp. 171-173) confirmed that the 
treatment was manipulated effectively. Specifically, we found support that participants in the “user-
friendly” treatment group more strongly believed that the privacy policy was friendly than participants 
in the “user-unfriendly” treatment group (0.1% significance level). Furthermore, participants in the 
“BloodScan” treatment group perceived the information the mobile app deals with as more sensitive 
and personal, compared to the “DropSpot” treatment group (“perceived information sensitivity” meas-
ure; 0.1% significance level). Finally, ANOVA tests (Rees, 2013, pp. 179-188) revealed that subjects 
within the various treatments did not vary significantly regarding their age, number of self-installed 
mobile applications, and number of regularly used mobile applications. Hence, it follows that the ran-
dom assignment of subjects to the various treatments was effective. 
4.2 Measurement Validation 
Measurement model was assessed for friendly and unfriendly privacy policies separately (see Figure 
1). Here, criteria for convergent and discriminant validity were assessed following generally accepted 
decision rules (Hulland 1999). As summarized in Table 4, all indicator loadings are greater than .707 
(with only one exception of item loading of 0.64) and are statistically significant at 0.1% level, so item 
reliability is confirmed across both models we tested. To ensure internal consistency, we control that 
composite reliability (CR) and Cronbach’s alpha are larger than 0.70 for all constructs in our models 
(see Table 5). We further check that average variances extracted (AVE) values for all constructs in our 
models are greater than 0.5. Together, we conclude that convergent validity is well established across 
both models. Further, the square root of AVE of any latent variable is higher than any of its correla-
tions with other latent variables (see Table 5). Moreover, each indicator’s loading on the construct it is 
supposed to measure exceeds any of its cross-loadings (see Table 4). This indicates that discriminant 
validity is also met. 
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Constructs Perceived 
Readability 
Trust Actual  
Readability 
Perceived 
Readability 
Trust Actual  
Readability 
Model Unfriendly Friendly 
Perceived 
Readability 
0.87 0.09 0.19 0.86 0.26 0.19 
0.88 0.07 0.17 0.83 0.21 0.10 
0.88 0.07 0.17 0.88 0.25 0.20 
0.93 0.14 0.11 0.84 0.28 0.08 
Trust 0.04 0.86 -0.46 0.25 0.82 0.22 
0.05 0.83 -0.47 0.12 0.71 0.04 
0.05 0.86 -0.47 0.22 0.78 0.17 
0.02 0.82 -0.40 0.18 0.75 0.09 
0.28 0.64 -0.17 0.21 0.81 0.08 
0.13 0.74 -0.24 0.28 0.80 0.29 
0.16 0.82 -0.38 0.27 0.82 0.10 
Actual 
Readability 
0.17 -0.49 1.00 0.17 0.21 1.00 
Table 4. Loadings and cross-loadings. 
 
 AVE Composite 
Reliability 
Cronbach’s 
Alpha 
Actual  
Readability 
Perceived 
Readability 
Trust 
Friendly Correlations (Off-Diagonal) and  
SQRT AVE (Diagonal) 
Actual 
Readability 
1.00 1.00 1.00 1.00   
Perceived 
Readability 
0.80 0.94 0.92 0.17 0.89  
Trust 0.64 0.92 0.90 -0.49 0.11 0.80 
Unfriendly Correlations (Off-Diagonal) and  
SQRT AVE (Diagonal) 
Actual  
Readability 
1.00 1.00 1.00 1.00   
Perceived 
Readability 
0.73 0.92 0.88 0.17 0.85  
Trust 0.62 0.92 0.90 0.21 0.29 0.79 
Table 5. Criteria of construct validity.  
4.3 Testing the Structural Model 
To get a more refined picture, we divided the collected observations into six datasets (friendly vs. un-
friendly privacy policy in the context of the health app BloodScan, friendly vs. unfriendly privacy pol-
icy in the context of the educational entertainment service DropSpot, and combined samples for 
friendly-unfriendly privacy policies). For each of these datasets, we separately evaluated structural 
models. Table 6 provides the results of our structural model testing including the path estimates and 
significances.  
Specifically, the examination of the results of structural model testing shows that the path coefficient 
expressing the effect of perceived readability of a privacy policy on users’ trust in the mobile app pro-
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vider is positive and highly significant in almost all investigated datasets (the only exception is the 
“privacy unfriendly” DropSpot dataset). Hence, hypothesis 1 is supported with some limitations, indi-
cating that the stronger a mobile app user believes in the readability of the privacy policy, the higher 
he or she trusts the mobile app provider.  
 
Mobile Ap-
plication 
BloodScan DropSpot Combined 
User Friend-
liness 
Unfriendly Friendly Unfriendly Friendly Unfriendly Friendly 
Perceived 
Readability –
> Trust 
0.312*** 0.214*** 0.123 0.333*** 0.201** 0.267*** 
Actual Read-
ability –> 
Trust 
-0.496*** 0.217*** -0.552*** 0.124 -0.520*** 0.164** 
R
2
  28.1 % 10.1% 30.3% 14.5% 27.5% 11.3% 
Table 6. Results of Structural Model Testing (t>1.96 ‘*’, t>2.576 ‘**’, t>3.29 ‘***’). 
A significant effect of actual readability of a privacy policy on trust in the mobile app provider could 
be confirmed across all datasets we evaluated, except in the “privacy friendly” DropSpot dataset. Fur-
thermore, as we postulated in Hypothesis 2a, better actual readability of the user-friendly privacy poli-
cy actually resulted in increased trust in the mobile app provider (with the only exception of the Drop-
Spot sample). This finding indicates that the more mobile app users learn about a mobile app provid-
er’s user-friendly data-handling practices, the more trust they gain towards the company. We also 
found support for hypothesis 2b which negatively related actual readability of a user-unfriendly priva-
cy policy to users’ trust in the mobile app provider. This result suggests that a higher level of 
knowledge of the mobile app provider’s user-unfriendly data-handling practices makes people lose 
their trust towards the mobile app provider.  
Remarkably, in a “privacy-friendly” DropSpot context, perceived readability of a privacy policy was 
the only predictor of trust in the mobile app provider, while the effect of actual readability was not 
significant. Vail et al. (2008) similarly observed that users perceived paragraph-form policies as being 
more secure although poorly comprehending them in comparison to other policy representations. 
However, in the “privacy-friendly” BloodScan dataset, the effects of perceived and actual readability 
were quite comparable, although the impact of actual readability was slightly larger. It appears that 
mobile app users take privacy policies more seriously, when it comes to their sensitive health data: 
They almost equally integrate their perceptions regarding readability of the privacy policy and its ac-
tual understanding (actual readability) when forming their trust perceptions towards a mobile service 
provider. These suggestions could reasonably explain the study results by Ermakova et al. (2014), 
where perceived readability of a privacy policy exerted a positive effect on trust across all explored 
contexts, while the effect of actual readability was significant and similarly strong only for the Ama-
zon context that is typically associated with the provision of sensitive financial data for usage as well 
as disclosure of user preferences as a result of this usage. 
For the case where data-handling policies were not user-friendly, the effect of actual readability of pri-
vacy policies dominated the effect of their perceived readability in predicting mobile users’ trust. In 
the “privacy-unfriendly” DropSpot context, the effect of perceived readability on mobile users’ trust 
was insignificant, allowing us to conclude that mobile users only incorporate their understanding of 
user-unfriendly privacy policies when forming their trust in the mobile application provider that deals 
with less sensitive information. Interestingly, the structural models explained a higher share of vari-
ance in trust in the unfriendly contexts compared to the friendly ones. 
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5 Conclusion 
Following the stream of research on the content and presentation of privacy policies as a trust-shaping 
factor (Bansal et al., 2008a, 2008b; Pan and Zinkhan, 2006; Ermakova et al., 2014; Sultan et al. 2002), 
we investigated the joint effect of both perceived and actual readability of a privacy policy within the 
context of two different mobile services that deal with information of varying sensitivity levels. 
Across both app contexts, the results of structural model testing confirmed a positive and significant 
impact of perceived readability of a privacy policy on users’ trust in the mobile app provider in all ex-
cept one investigated datasets. Furthermore, across almost all datasets we explored, we found support 
for a positive and significant influence of the actual readability of a “privacy-friendly” privacy policy 
on users’ trust in the mobile app provider; as well as a negative and significant effect of the actual 
readability of a “privacy-unfriendly” privacy policy on users’ trust in the mobile app provider.  
Based on these findings, we argue that mobile app providers should take the process of writing privacy 
policies more seriously, in particular when it comes to sensitive health data. With respect to Internet 
users, both their perceptions regarding the presentation and the actual understanding of the content of a 
privacy policy are essential for their trust-related decisions.  
In future research, the effect of readability can be explored in further contexts. The generalizability can 
be further enhanced by collecting empirical data from other countries and different user groups since 
students, who have been mainly reflected in our sample, may not be representative for the entire popu-
lation in terms of understanding complex online texts. 
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