Behavioural studies are commonly plagued with data that violate the assumptions of parametric statistics. Consequently, classic nonparametric methods (e.g. rank tests) and novel distribution-free methods (e.g. randomization tests) have been used to a great extent by behaviourists. However, the robustness of such methods in terms of statistical power and type I error have seldom been evaluated. This probably reflects the fact that empirical methods, such as Monte Carlo approaches, are required to assess these concerns. In this study we show that analytical methods cannot always be used to evaluate the robustness of statistical tests, but rather Monte Carlo approaches must be employed. We detail empirical protocols for estimating power and type I error rates for parametric, nonparametric and randomization methods, and demonstrate their application for an analysis of variance and a regression/correlation analysis design. Together, this study provides a framework from which behaviourists can compare the reliability of different methods for data analysis, serving as a basis for selecting the most appropriate statistical test given the characteristics of data at hand.
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Behavioural studies often contain data that violate the statistical assumptions of parametric tests (i.e. normality, homogeneity of variances, independence of errors and balanced designs). Consequently, nonparametric approaches have been widely applied in the behavioural sciences rather than parametric approaches. These tests usually impose rank transformations in order to relax some assumptions and obtain the probability distribution for a given test statistic under the null hypothesis (e.g.
U, F,
2 ). However, although not readily acknowledged, classic nonparametric tests are also constrained by some assumptions. For small sample sizes, exact distributions can be obtained by finding all possible combinations of ranks, whereas with larger sample sizes asymptotic approximations are necessary (see Mundry & Fisher 1998) . In both cases, nonparametric approaches assume that observations are independent and although the samples do not have to follow any particular population, they are assumed to all have the same form or shape (Kruskal & Wallis 1952; Motulsky 1995) . When these assumptions are not met there is generally a loss in the power of the test (Kruskal & Wallis 1952) .
As a result of the problems associated with parametric and classic nonparametric tests, a great deal of attention has recently been focused on the possible enhanced statistical power that novel distribution-free methods, such as randomization tests, can provide researchers (Potvin & Roff 1993; Adams & Anthony 1996; Manly 1997) . Randomization tests are a class of distribution-free methods where the test statistic is contrasted against a null distribution that is empirically constructed using the data at hand. In the broadest sense, a randomization test begins with choosing a test statistic reflecting the question of interest and calculating it for the original data. Next the observed test statistic is contrasted against a null distribution, which is generated by randomly allocating the data and calculating the test statistic a larger number of times in order to nullify the hypothesis in question. Under the null hypothesis the observed test statistic is just one possible value from the null distribution and its likelihood can be evaluated as the proportion of permuted values that are equal to or more extreme than the observed. Since null distributions are generated empirically, they do not make any assumptions regarding the type of population from which the samples were drawn, and the original data is used rather than their ranks (Manly 1995) . Interestingly, randomization tests can also use rank-transformed data in order to avoid some of the assumptions associated with classic
