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ABSENCE OF BUBBLING PHENOMENA FOR NON CONVEX ANISOTROPIC
NEARLY UMBILICAL AND QUASI EINSTEIN HYPERSURFACES
ANTONIO DE ROSA AND STEFANO GIOFFRÈ
Abstract. We prove that, for every closed (not necessarily convex) hypersurface Σ in Rn+1 and every
p > n, the Lp-norm of the trace-free part of the anisotropic second fundamental form controls from
above the W 2, p-closeness of Σ to the Wulff shape. In the isotropic setting, we provide a simpler proof.
This result is sharp since in the subcritical regime p ≤ n, the lack of convexity assumptions may lead
in general to bubbling phenomena. Moreover, we obtain a stability theorem for quasi Einstein (not
necessarily convex) hypersurfaces and we improve the quantitative estimates in the convex setting.
1. Introduction
The umbilical theorem, [29, Lemma 1, p. 8], is a rigidity result which states that: given a closed,
connected and smooth hypersurface Σ of Rn+1, if Σ is umbilical, i.e. the trace free part of the second
fundamental form is constantly equal to 0, then Σ is homothetic to a sphere. A natural question is
whether this result is stable and it has been addressed with qualitative results in [3, 4, 22, 24, 25, 26],
which produced important applications in the foliations of asymptotically flat three–manifolds by
surfaces of prescribed mean curvature (see [20, 18, 17]). Then, a quantitative stability has been
proved in [13].
The umbilical theorem holds also in the anisotropic setting: in [14] it is shown that the only closed
hypersurface with diagonal anisotropic second fundamental form is the Wulff shape. The authors
have recently proved qualitative and quantitative stability for the anisotropic rigidity result, see [7,
Theorem 1.2]. Namely, given p ∈ (1, +∞) and Σ an n-dimensional, closed hypersurface in Rn+1,
which is the boundary of a convex, open set, it is proven that the W 2, p-closeness of Σ to the Wulff
shape is controlled by the Lp-norm of the trace-free part of the anisotropic second fundamental form.
For n ≥ 3, the convexity assumption on the hypersurface Σ is a necessary condition in order to avoid
bubbling phenomena, as observed with a counterexample in [7, Appendix A]. In this respect, in the
recent paper [6], it is proven that if Σ is a closed hypersurface (not necessarily convex) with anisotropic
mean curvature L2-close to a constant, then Σ is L1-close to a finite union of Wulff shapes.
The aim of this paper is to show that in the supercritical regime p > n, the convexity assumption
on Σ can be dropped. This problem was open also for the area funtional. In Section 3 and Section
4 we give a general proof for the anisotropic setting, while in Section 5 we provide a simpler proof in
the isotropic case.
Moreover, in Section 6, we prove a similar theorem for non convex, quasi Einstein hypersurfaces.
If n ≥ 3 and Σ is an Einstein closed hypersurface in Rn+1, it is well-known that it must be a round
sphere. We prove that if an hypersurface is quasi Einstein in an Lp-sense, then it is W 2, p-close to a
sphere with a quantitative estimate.
In order to state our main result, we introduce some notation. We consider a smooth anisotropic
function defined on the n-sphere:
F : Sn −→ (0, ∞).
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For every closed smooth hypersurface Σ in Rn+1, we define its anisotropic surface energy as
F(Σ) :=
ˆ
Σ
F (νΣ) dV,
where νΣ will denote throughout the paper the outer normal vector field associated to Σ. In particular,
the isotropic surface energy Voln(Σ) corresponds to the energy F(Σ) associated to the function F ≡ 1.
Denoting by D2F
∣∣
x
the intrinsic Hessian of F on Sn at the point x, we define the map AF : x ∈
S
n 7→ AF |x valued in the space of symmetric matrices as follows
(1.1) AF |x [z] := D2F
∣∣∣
x
[z] + F (x)z for every x ∈ Sn, z ∈ TxSn.
We say that F is an elliptic integrand if D2F
∣∣
x
is positive definite at every x ∈ Sn. In this case, one
can show that the isoperimetrical shape, i.e. the solution of the variation problem
(1.2) inf {F(Σ) : Σ = ∂U, | U | = m }
is homothetic to a closed, convex hypersurface W called Wulff shape. This hypersurface is explicitely
defined by the equation
(1.3) W := {F ∗ = 1 } ,
where F ∗ : Rn+1 7→ [0,+∞) is the gauge function defined below:
F ∗(x) := sup
ν∈Rn+1
{
〈x, ν〉 : |ν|F
(
ν
|ν|
)
≤ 1
}
.
We recall that the differential of the gauge function satisfies the following property, see [21, p. 8]:
(1.4) dF ∗|z [c] = 〈νW(z), c〉, ∀z ∈ W.
For any smooth closed hypersurface Σ, we can define the anisotropic second fundamental form SF
as
(1.5) SF |x : TxΣ −→ TxΣ, SF |x := AF |νΣ(x) ◦ dνΣ|x ,
and the trace free part of SF as
S˚F := SF − HF
n
g, with HF := trg(SF ),
where g := δ|Σ and δ is the flat metric on R
n+1.
Then the anisotropic rigidity result proved in [14] can be stated as follows:
Theorem 1.1. Let n ≥ 2 and Σ be a closed, oriented hypersurface with S˚F ≡ 0, then Σ is homothetic
to the Wulff shape.
Theorem 1.1 turns out to be stable under the assumption of convexity of the surface Σ, as proved
in [7, Theorem 1.2]. This hypothesis is deeply used in [7]; for instance it directly implies the existence
of a parametrization of Σ on W. In Section 3 and Section 4 of this paper, we show how to drop the
convexity assumption in [7, Theorem 1.2], proving the following:
Theorem 1.2. Let n ≥ 2, Σ be a closed hypersurface in Rn+1 and p > n be given. We assume that
Σ satisfies the conditions
(1.6) Voln(Σ) = Voln(W), ‖SF ‖Lp(Σ) ≤ c0.
There exist δ0, C0 > 0 depending only on n, p, c0 and W such that, if
‖S˚F ‖Lp(Σ) ≤ δ0,
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then there exist a parametrization ψ : W −→ Σ and a vector c = c(Σ) satisfying
(1.7) ‖ψ − Id−c‖W 2, p(W) ≤ C0‖S˚F ‖Lp(Σ).
In Section 5, we provide an easier proof of Theorem 1.2, for the case F ≡ 1. The second main
result of this paper concerns quantitative stability estimates for quasi Einstein hypersurfaces. In this
respect, we need further notation. Let Σ be a closed hypersurface in Rn+1. We say that Σ is an
Einstein manifold if the trace-free part of the Ricci tensor
(1.8) R˚ic = Ric− 1
n
Rg,
where Ric and R are respectively the Ricci tensor and the scalar curvature, is identically 0. In the
’30s Thomas (see [30]) and Fialkov (see [8]) independently proved that an Einstein hypersurface Σ
in Rn+1 with positive scalar curvature is isometric to the round sphere. The stability properties of
this result in the convex setting have been studied in [12]. The assumption for the validity of the
main result in [12] is the control 0 ≤ h ≤ Λg on the second fundametal form h of Σ, which is clearly
sub-optimal. Indeed, the bound from below on h implies the convexity of Σ (see [22, Prop. 3.2] for
instance), while the bound from above implies a posteriori a W 2,∞ bound on the closeness to the
sphere. Since the main result in [12] provides just a W 2, p bound, this hypothesis appears abundant.
One of the aims of this paper is to weaken the assumption on h, allowing us to prove in Section 1.8
the following theorems:
Theorem 1.3. Let n ≥ 3, Σ be a closed hypersurface in Rn+1 with induced metric g and let 1 < p <∞
be given. We assume that Σ satisfies the conditions
(1.9) Voln(Σ) = Voln(S
n), Λg ≤ h for some 0 < Λ.
There exist δ0, C > 0 depending only on n, p, Λ with the following property: if∥∥∥R˚ic∥∥∥
Lp(Σ)
≤ δ0
then there exists a parametrization ψ : Sn −→ Σ and a vector c = c(Σ) such that
(1.10) ‖ψ − Id−c‖W 2, p(Sn) ≤ C0
∥∥∥R˚ic∥∥∥
Lp(Σ)
.
Theorem 1.4. Let n ≥ 3, Σ be a closed hypersurface in Rn+1 with induced metric g and let p > n be
given. We assume that Σ satisfies the conditions
(1.11) Voln(Σ) = Voln(S
n), ‖h‖Lp(Σ) ≤ c0.
Then for every q ∈ (n, p) there exist δ0, C > 0 depending only on n, p, q, c0 with the following
property: if
‖R˚ic‖Lp(Σ) ≤ δ0
then there exist a parametrization ψ : Sn −→ Σ and a vector c = c(Σ) such that
(1.12) ‖ψ − Id−c‖W 2, q(Sn) ≤ C0
∥∥∥R˚ic∥∥∥α
Lp(Σ)
,
where α is defined as:
α(p, q) :=
{
1, if n < q ≤ p/2,
p/q − 1, if p/2 ≤ q < p.
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In Theorem 1.3 we remove the assumption on the upper bound on h, but we strengthen the convexity,
with a uniform bound from below for h. In Theorem 1.4 instead, we completely remove any convexity
assumption, obtaining a slightly weaker estimate. In this case, the pinching hypothesis (1.11) turns
out to be necessary.
2. Notation, preliminaries and strategy of the proof
Notation. Throughout the paper, we will use the following notation:
Voln n-dimensional Hausdorff measure.
〈·, ·〉 Euclidean scalar product in Rn+1;
〈·, ·〉L2 scalar product in L2;
dHD Hausdorff distance;
S
k standard sphere in Rk+1;
W Wulff shape;
Σ closed, n-dimensional hypersurface in Rn+1;
νΣ outer normal vector field associated to Σ;
δ standard metric in Rn+1;
σ standard metric on Sn;
ω restriction of δ to W;
g restriction of δ to Σ;
h second fundamental form for W or Σ depending on the context;
h˚ traceless second fundamental for Σ;
H classical mean curvature;
Bgr (x) geodesic ball in Σ centred in x, of radius r;
Riem Riemann tensor associated to the metric g;
Ric Ricci tensor associated to the metric g;
R scalar curvature associated to the metric g;
Bkr (x) ball in R
k centred in x, of radius r (when x = 0, we write Bkr );
∂ usual derivative in Rn+1;
D Levi-Civita connection associated to Sn;
∇ Levi-Civita connection associated to Σ or to W.
We say that an hypersurface Σ is a (c0, p)-pinched hypersurface if it satisfies the assumptions (1.6).
Prerequisites. We write below a short list of the main propositions we use in the paper.
Lemma 2.1. Let n ≥ 2 be given. Let Σ be a closed hypersurface in Rn+1. Assume there exists
L, R > 0 with the following property. For every q ∈ Σ there exists a graph chart
(2.1) ϕq : B
n
R −→ Σ, ϕq(x) = G(x, fq(x))
where f is a Lipschitz function satisfying
Lip(f) ≤ L, fq(0) = 0, Dfq(0) = 0,
and G : Rn+1 −→ Rn+1 is an affine transformation obtained composing a translation and a rotation
so that ϕq(0) = q and d ϕq|0 [Rn] = TqΣ.
Then, for every 0 < ρ ≤ R, the geodesic ball Bgρ(q) satisfies the inclusion
(2.2) ϕq
(
Bn1
1+L
ρ
)
⊂ Bgρ(q) ⊂ ϕq
(
Bnρ
)
.
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In particular, for every q ∈ Σ the geodesic ball BgR(q) is contained in the chart, and Σ can be covered
with N such geodesic balls, where N is a natural number depending on n, L, R.
Remark 2.2. As shown in [22, Section 2.1-2.3], if Σ satisfies a volume constraint and an Lp-control
on the second fundamental form, then we can find positive constants L and R depending on c0, n
and p such that Lemma 2.1 applies. This control can be realized in our case. Indeed a control on the
anisotropic second fundamental form implies a control on the isotropic one, as shown in [7, Proposition
3.3]. Although [7, Proposition 3.3] is stated requiring the convexity assumption, one can easily check
in its proof that the lower bound estimate
(2.3) ‖h‖Lp(Σ) ≤ C‖SF‖Lp(Σ)
works also in the non convex setting. The convexity assumption is just needed in the proof of the upper
bound ‖SF ‖Lp(Σ) ≤ C(1 + ‖S˚F ‖Lp(Σ)).
Given a smooth compact n-dimensional Riemannian manifold Σ, we define the Sobolev constant
CS(Σ) to be the smallest constant A such that
(2.4) ‖f‖2
L
2n
n−2
≤ A‖∇f‖2L2 +B‖f‖2L2 ∀ f ∈ C∞(Σ),
Then we state the following compactness proposition (see [31, Thm. 3])
Proposition 2.3. Fix positive constants V , D, C and K, and p > n2 . Let (Mi)i∈N be a sequence of
smooth n-dimensional, compact, Riemannian manifolds satisfying:
V < Voln(Mi), diam(Mi) < D, C < CS(Mi), ‖Riem‖Lp(Mi) < K Voln(Mi)
1
p .
Then there exist a manifold M , a subsequence (Mj)j∈N and diffeomorphisms
Ψj : M −→Mj
such that the pull-back metrics Ψ∗jgj converge uniformly to a C
0-metric g on M .
Proposition 2.4. Let n ≥ 2, p > n and let Σ be a closed, (c0, p)-hypersurface in Rn+1. Then there
esists a constant C(n, p, c0, W) such that the following estimate is satisfied:
(2.5) min
λ∈R
‖SF − λ Id‖Lp(Σ) ≤ C‖S˚F‖Lp(Σ).
The proof of Proposition 2.4 can be found in [7, Theorem 3.1]. Although [7, Theorem 3.1] requires
as assumption the convexity of the surface Σ, this hypothesis is never used in the proof. What is
required instead, is Lemma 2.1 to hold with constant L, R depending only on n, p, and c0, in order
to let the covering argument work. Thanks to Remark 2.2 and to [22, Chap. 1], we are able to ensure
that Lemma 2.1 holds with L, R dependings only on n, p and c0.
We conclude our list of prerequisites by defining the parametrization ψ we will use in the proof of
Theorem 1.2. Let Σ be a closed hypersurface in Rn+1 which is contained in the tubular neighborhood
Bε(W) associated to W, that is the set
(2.6) Bε(W) := { z ∈ Rn+1 | z = x+ ρνW(x), ∀x ∈ W, 0 ≤ ρ < ε } .
We refer the reader to [15, Chapter 5] for the proof of the following properties on the tubular neigh-
borhoods. We recall that there exits ε > 0 sufficiently small such that, for every r < ε, Br(W) is
an open, bounded set with smooth boundary diffeomorphic to W. We say that Σ admits a radial
parametrization if there exists a diffeomorphism
(2.7) ψ : W −→ Σ, ψ(x) = x+ u(x)νW(x), for some u ∈ C∞(W).
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The function u shall be called the radius of Σ. A useful tool about radial parametrizations is the
following theorem (see [7, Theorem 5.1]), which allows us to pass from a qualitative closedness to a
quantitative one:
Theorem 2.5. Let n ≥ 2, p > n and let Σ be a closed, radially parametrized, (c0, p)-hypersurface in
R
n+1, satisfying the perimeter condition:
Voln(Σ) = Voln(W),
and having radius u verifying
‖u‖C0 ≤ ε, ‖∇u‖C0 ≤ C(n,F )
√
ε.
Then there exists a constant C = C(n, p, F ) > 0 such that
(2.8) inf
c∈Rn+1
‖u− ϕc‖W 2, p(W) ≤ C
(
‖S˚F (Σ)‖Lp(Σ) +
√
ε‖u‖W 2, p(W)
)
,
where we have denoted by ϕc the linear projection of νW by the vector c, that is
(2.9) ϕc : W −→ R, ϕc(y) := 〈c, νW(y)〉.
Although it is stated in [7, Theorem 5.1] under the convexity hypothesis, the proof makes no other
use of it rather than allowing Proposition 2.4 (Theorem 3.1 in [7]). As we discussed in Remark 2.2, we
can just replace the convexity assumption with the (c0, p)-pinching hypothesis (1.6) when p > n. The
use of the linear projections ϕc defined in (2.9) appears natural in spite of the following theorem, which
characterizes these functions as the only elements of the kernel of the anisotropic stability operator,
as proved in [7, Theorem 5.4]
Theorem 2.6. Let L be the anisotropic stability operator defined as
(2.10) L[u] := tr L˜[u] = div(AF∇u) +Hu, for every u ∈ C∞(W).
Then:
(2.11) kerL :=
{
ϕc : y ∈ W 7−→ 〈c, νW(y)〉 ∈ R, ∀c ∈ Rn+1
}
.
Strategy of the proof of Theorem 1.2. For the reader convenience, we divide the proof of Theorem
1.2 in two sections
Section 3. We prove Theorem 3.1, which is a qualitative counterpart of Theorem 1.2. Then we use
Theorem 2.5 to derive inequality (2.8).
Section 4. We prove Theorem 1.2, using a non-convex version of the optimization scheme which led to
the proof of [7, Theorem 1.2].
Then, we dedicate Section 5 to the case F ≡ 1. In this isotropic setting, the Wulff shape is the round
sphere Sn and we can give a simpler proof, which does not involve abstract convergence arguments,
but simple topological considerations. We use the new techniques to generalize the main result in [13]
to not necessarily convex hypersurfaces, proving the following:
Theorem 2.7. Let n ≥ 2, Σ be a closed hypersurface in Rn+1 and let p > n be given. We assume
that Σ satisfies the conditions
Voln(Σ) = Voln(S
n), ‖h‖Lp(Σ) ≤ c0.
There exist positive numbers δ0, C0 depending only on n, p, c0 with the following property: if
‖˚h‖Lp(Σ) ≤ δ0
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then there exists a vector c = c(Σ) such that Σ − c is a graph over the sphere, namely there exists a
parametrization
ψ : Sn −→ Σ, ψ(x) := ef(x)x,
and f satisfies the estimate
(2.12) ‖f‖W 2, p(Sn) ≤ C ‖˚h‖Lp(Σ).
3. Qualitative estimate
In this section we prove the following qualitative counterpart of Theorem 1.2.
Theorem 3.1. Let Σ be a closed, (c0, p)-pinched manifold. For every ε > 0 sufficiently small there
exists a δ = δ(ε, n, p, c0, W) with the following property. If
‖S˚F ‖Lp ≤ δ,
then Σ admits a radial parametrization as in (2.7). Moreover the radius u satisfies the estimate
(3.1) ‖u‖C1 ≤ ε.
Theorem 3.1 triggers Theorem 2.5 and allows us to pass from the qualitative inequality (3.1) to the
quantitative one (2.8).
To prove Theorem 3.1, we need the following lemma.
Lemma 3.2. Let Σ be a closed, (c0, p)-pinched hypersurface. Then the constants V , C, D and K in
Proposition 2.3 can be chosen so that they depend only on n, p and c0.
Proof of Lemma 3.2. By definition of (c0, p)-pinched hypersurface, Σ satisfies the properties (1.6).
Consequently V depends just on Voln(W), which in turn depends just on n. Moreover, one can easily
compute
‖Riem‖Lp(Σ) ≤ C(n)‖h‖Lp(Σ)
(2.3)
≤ C(n, p)‖SF‖Lp(Σ)
(1.6)
< K(n, p, c0)Voln(W)
1
p = K(n, p, c0)Voln(Σ)
1
p .
We show that the diameter of such hypersurfaces is bounded. Indeed, as we explained in Remark
2.2, a (c0, p)-pinched hypersurface satisfies the hypothesis of Lemma 2.1, with the constants L and R
depending only on n, p and c0. Now we consider two points p0, q ∈ Σ, such that dg(p0, q) = diamg(Σ).
Such points clearly exist by compactness. By virtue of Lemma 2.1 we are able to find Q geodesic
balls Bg1 , . . . B
g
Q, with the following properties: p0 ∈ Bg1 , q ∈ BgQ, Bgi ∩ Bgi+1 6= and Q ≤ N , where
N = N(n, c0, p) is the natural number given by 2.1. Then, for every i = 1, . . . , Q − 1 we choose a
point pi ∈ Bgi ∩Bgi+1, and set pQ := q. Naturally, since pi, pi+1 ∈ Bgi , the following inequality holds:
dg(pi, qi) ≤ 2R.
Then by triangle inequality, we find our desired bound.
diamg(Σ) = dg(p0, q) = dg(p0, pQ) ≤
Q−1∑
i=0
dg(pi, pi+1) ≤ 2QR = D(n, p, c0).
Lemma 2.1 ensures also the inequality regarding the isoperimetric constant C. Indeed, let us consider
the covering of N geodesic balls B1g , . . . B
g
N , and consider a partition of unity {ηi}Ni=1 subordinate to
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this. It can be easily seen that we can choose such ηi so that 0 ≤ ηi ≤ 1, and ||∇ηi||L∞ ≤ C(n, p, c0).
Let f be a smooth function over Σ. We can estimate by the Euclidean Sobolev inequality:
ˆ
|f | 2nn−2 dV =
ˆ ∣∣∣∣∣f
N∑
i=1
ηi
∣∣∣∣∣
2n
n−2
dV ≤
N∑
i=1
ˆ
|ηif |
2n
n−2 dV ≤ C(n, c0, p)
N∑
i=1
(ˆ
|∇(ηif)|2 dV
) n
n−2
≤ C(n, p, c0)
((ˆ
|∇f |2 dV
) n
n−2
+
(ˆ
|f |2 dV
) n
n−2
)
.
Here the dependence of the constant relies only on n, p and c0 because we just used the control on the
Lipschitz constant (depending just on n, p and c0) to switch the measures dV and dx, and the classical
Sobolev estimate in Rn, which depends only on n. By the very definition of CS , we see that also the
constant C can be chosen dependent on n, p, c0 only. This concludes the proof of the lemma. 
We prove now the following preliminary proposition:
Proposition 3.3. Let Σ be a closed, (c0, p)-pinched manifold. For every ε > 0 sufficiently small there
exists a δ = δ(ε, n, p, c0, W) > 0 with the following property. If
‖S˚F ‖Lp ≤ δ,
then, up to translations, Σ is in the ε-tubular neighborhood of W.
Proof of Proposition 3.3. We argue by compactness, and consider a sequence (Σh)h∈N of closed, (c0, p)-
pinched hypersurfaces with trace free part of the anisotropic second fundamental form S˚hF satisfying
‖S˚hF ‖Lp → 0.
Denoting with gh the metric of Σh, by virtue of Lemma 3.2 and Proposition 2.3, we are able to find
a smooth manifold Σ, a collection of diffeomorphisms Ψhk : Σ −→ Σhk and a metric g on Σ such that
Ψ∗hkghk converges to g uniformly. We claim that up to translations and rotations
(Σ, g) = (W, ω) and ‖Ψhk − idW ‖C1,α → 0, for some 0 < α < 1,
where idW : W −→ W is the identity map on W. Since the subsequence is arbitrary, this will imply
that all the sequence (Σh)h∈N can be parametrized by a map Ψh and that Ψ
∗
hgh → g. In the proof of
the claim, we will not relabel the subsequences and we will write Σk = Σhk and gk = Ψ
∗
hk
ghk in order
not to burden the notation.
Insofar we know that the following conditions are satisfied:
Voln(Σ) = Voln(W), ‖h‖Lp ≤ c0, ψ∗kgk → g.
Now we recall a useful geometric equality (see [19] for a proof):
(3.2) ∆gkΨk = Hkνk, where νk denotes the outer normal to Σk.
Applying Lemma 2.1, we can cover Σ with a system of charts whose domains are n-dimensional balls
of radius R and whose Lipschitz constants are bounded by L.
In this system, the Christoffel symbols have Lp norm uniformly bounded. This allows us to conclude
the existence of a sequence {ck}k∈N ⊂ Rn+1 such that:
‖Ψk − ck‖W 2, p ≤ C(c0, n, p).
Up to translation, we can assume without loss of generality that ck = 0 for every k ∈ N. Thus, we
get a uniform W 2, p-bound on the norm of Ψk. Notice how the metric used in order to establish the
volume measure is not important, since gk converges uniformly to g, thus is uniformly bounded.
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Using this W 2, p-bound, we extract a (not relabeled) subsequence Ψk, such that
Ψk ⇀ Ψ weakly in W
2, p.
Since p > n, we obtain that this convergence is also strong in C1, α. In particular, the limit Ψ is a
W 2, p map from Σ into Rn. By uniqueness of the limit we obtain that
〈∇iΨ, ∇jΨ〉 = lim
k
〈∇iΨk, ∇jΨk〉 = lim
k
(Ψ∗kgk)ij = gij .
Therefore the differential dΨ has maximal rank at every point, and consequently Ψ is an immersion.
We consider now the decay of ‖S˚kF ‖Lp . By Proposition 2.4 we obtain the existence of a sequence
(λk)k∈N such that
(3.3) lim
k
‖SkF − λk Id‖Lp = 0
Since we have ∥∥∥∥SkF − 1nHkF Id
∥∥∥∥
Lp
≤ C(n, p)min
λ∈R
∥∥∥SkF − λ Id∥∥∥
Lp
,
we can assume that λk =
1
n
HkF . Then trivially the sequence (λk)k∈R is bounded, and up to subse-
quences, we may assume λk → λ ∈ R. We plug the equality SkF = AkF
∣∣∣
νk
hk in (3.3) and find
lim
k
‖hk − λk (AkF )−1
∣∣∣
νk
‖Lp = 0.
Since the sequence (Σk)k∈N is (c0, p)-pinched, then we know that Ψ has at least W
2, p regularity. One
can easily check that the limit ν = limk νk is the normal to Ψ(Σ). Moreover, it satisfies the equality
(3.4) AF |ν h = SF = λ Id .
By standard elliptic regularity theory applied to the elliptic system (3.4), we conclude that Σ is smooth,
see [11] for further details. We have insofar proved that Ψ: Σ −→ Rn+1 is a smooth immersion
satisfying (3.4). We prove now that λ 6= 0: indeed, if by contradiction λ = 0, then we would obtain
λk → 0, and thus limk‖Sf‖Lp
k
= 0. In turn, by (2.3), this would imply that ‖h‖p → 0, which is a
contradiction since, as shown in [22, Remark 1.9], a (c0, p)-pinched hypersurface has L
p-norm of the
second fundamental form controlled from below, namely:
‖h‖Lp(Σ) ≥ C(n, p)Voln(Sn)
n−p
np = C(n, p).
Necessarily we find that λ 6= 0, and thus Ψ is an immersion with the eigenvalues of SF that are
constant, equal each other and non-zero. Theorem 1.1 implies that Σ is the Wulff shape and Ψ must
be the identity, up to translations and rotations. 
Proof of Theorem 3.1. We fix ε > 0, and choose δ > 0 small enough so that the parametrization
Ψ: W −→ Σ obtained in Proposition 3.3 satisfies
‖Ψ− Id‖C1 ≤ ε, ‖νΣ − νW‖C0 ≤ ε, ‖AF |ν h− Id‖p ≤ ε.
Now we define the projection p over the Wulff shape as follows:
p : Σ −→ W, p : q = x+ tνW(x) 7−→ x.
The mapping p is well defined and clearly differentiable. We claim that p is a local diffeomorphism:
this will show that p is a covering of finite degree d. Since W is diffeomorphic to the sphere, we
conclude that d must be equal to 1 and consequently p is invertible. Calling ψ its inverse, we obtain
a global chart
ψ : W −→ Σ, ψ(x) := x+ u(x)νW(x).
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Using the closeness between νΣ and νW , we conclude the proof.
We are just left to prove the claim. Fix q ∈ Σ. It is easy to show that dp|q : TqΣ −→ Tp(q)W is
a diffeomorphism if and only if νW(p(q)) /∈ TqΣ. We set q˜1 := p(q) and consider q˜2 ∈ W such that
q = Ψ(q˜2). Then, by the very definition, we obtain the inequalities{
|Ψ(q˜2)− q˜1| ≤ ε,
|Ψ(q˜2)− q˜2| ≤ ε,
which in turn imply
|q˜1 − q˜2| ≤ ε.
Choosing ε > 0 sufficiently small depending on W, we can also infer
|νW(q˜2)− νW(q˜1)| ≤ ε
and consequently
| νΣ(Ψ(q˜2))︸ ︷︷ ︸
νΣ(q)
− νW(q˜1)︸ ︷︷ ︸
νW(p(q))
| ≤ ε.
Thus, the maps νΣ and νW ◦ p are C0 close. Since νΣ is orthogonal to TΣ, we conclude our claim
choosing ε sufficiently small. 
4. Proof of Theorem 1.2
In order to prove Theorem 1.2, we need some further notation. For every c ∈ Rn+1, we define
(4.1) ϕc : W −→ R, ϕc(y) := 〈c, νW(y)〉.
We fix the vectors {wi }n+1i=1 ⊂ Rn+1 such that the associated functions ϕi := ϕwi (defined as in (4.1))
are an orthonormal frame in L2 for the vector space {ϕc }c∈Rn+1. For every function u : W −→ R, we
define the vector vu ∈ Rn+1
(4.2) vu :=
n+1∑
i=1
〈u, ϕi〉L2wi.
We have all the tools to proceed. Combining Theorem 3.1, Theorem 2.5 and [7, Proposition 7.1], we
obtain the following result.
Proposition 4.1. Let Σ be a closed, (c0, p)-pinched hypersurface in R
n+1. Then for every ε > 0 there
exists δ = δ(ε, n, p, c0, W) > 0 with the following property: if
‖S˚F ‖Lp ≤ δ,
then Σ admits a radial parametrization and its radius u satisfies the inequality
(4.3) ‖u− ϕvu‖W 2, p(W) ≤ C
(
‖S˚F (Σ)‖Lp(Σ) +
√
ε‖u‖W 2, p(W)
)
,
where C = C(n, p, W).
We show now that we can find a proper translation of Σ so that vu = 0, thus absorbing the second
term in the right hand side of (4.3) for ε sufficiently small.
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Proposition 4.2. Let ψ be the radial parametrization
ψ : W −→ Σ, ψ(x) := x+ u(x)νW(x).
There exist ε0 > 0, C0 > 0 depending only on W with the following property. If ‖u‖C1 ≤ ε ≤ ε0, then
there exists c = c(Σ) ∈ Rn+1 such that Σ− c still admits a radial parametrization
ψc : W −→ Σ− c, ψc(x) := x+ uc(x)νW (x),
and uc satisfies: {
‖uc‖C1 ≤ C0ε,
〈uc, ϕw〉L2 = 0 for every ϕw defined as in (4.1).
Proposition 4.2 allows us to center Σ so that Theorem 2.5 and Proposition 4.1 can be still applied,
but this time with vu = 0. Thus we can conclude the proof of Theorem 1.2. This centering scheme
has already been successfully applied in other cases, like [7], [12] and [13], and the proof we give is
following the one in [7], with the additional effort of removing the convexity assumption.
Proof of Proposition 4.2. We divide the proof into three main steps.
Step 1. For any positive constant C1 there exist positive numbers ε, C2 depending only on W, C1 with
the following property. For every c ∈ Bn+1C1ε , the hypersurface Σc := Σ− c is still a graph over W, and
its radius uc satisfies
‖uc‖C1(W) ≤ C2ε.
We consider ε so small that Σc is still in the 2ε-tubular neighborhood of W. Again, we argue by
proving that the projection map
pc : Σc −→ W, pc : q = x+ ucνW(x) 7−→ x
is a diffeomorphism. Following the same strategy of the proof of Theorem 3.1, we just need to show
that νW(pc(q)) /∈ TqΣc for every q ∈ Σc. Let then q ∈ Σc be given. By the very definition of Σc, we
have that q˜ := q− c ∈ Σ. Moreover, since Σ is a graph over W with radius u, there exists x ∈ W such
that q˜ = x+ u(x)νW(x). By the computation made in [7, App. B], we deduce
(4.4) |νΣ(q˜)− νW(x)| ≤ C(W)ε.
Since Σc = Σ+ c, we know that νΣ(q˜) = νΣc(q˜ + c) = νΣc(q). On the other hand,
(4.5) |νW(pc(q))− νW(x)| ≤ ε.
Combining (4.4) with (4.5), we deduce that
|νΣc(q)− νW(pc(q))| = |νΣ(q˜)− νW(pc(q))| ≤ |νΣ(q˜)− νW(x)| + |νW(x)− νW(pc(q))|
(4.4),(4.5)
≤ Cε.
This shows that for ε sufficiently small, νW(pc(q)) /∈ TqΣc, and thus we can conclude as in the proof
of Theorem 3.1.
Step 2. We consider the map
(4.6) Φ: Bn+1C1ε −→ Rn+1, Φ(c) :=
n∑
i=1
〈uc, ϕi〉L2wi
where ϕi, wi are defined at the beginning of Section 4. Then there exists a constant C3 depending on
C1 such that the following estimate holds:
(4.7) |Φ(c)− Φ(0)− c| ≤ C3ε2.
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Indeed, for every c such that |c| < C1 ε we find
dHD(Σ− c, W) ≤ dHD(Σ− c, Σ) + dHD(Σ, W) ≤ (C1 + 1)ε.
Thanks to the study made in the previous section, it is easy to see that also the function uc satisfies
the estimates
‖uc‖C0 ≤ C(n, W)ε,(4.8)
‖∇uc‖C0 ≤ C(n, W)ε.(4.9)
We start the linearisation with the following simple consideration: for every z ∈ W there exists
xc = xc(z) ∈ W so that
ψc(z) = ψ(xc)− c.
We expand this equality and find
(4.10) z + uc(z) νW (z) = xc + u(xc)νW(xc)− c.
Using the C0-smallness of u and uc, we can easily see that xc = xc(z) satisfies the relation
(4.11) xc(z) = z +On,W(ε).
This approximation, combined with (4.9), gives an estimate of u close to z:
(4.12) u(xc(z)) = u(z) +On,W(ε
2).
We evaluate F ∗ in the point in (4.10):
F ∗(z + uc(z) νW (z))︸ ︷︷ ︸
=1+uc(z)dF ∗|z [νW(z)]+On,W (ε
2)
= F ∗(xc + u(xc) νW(xc)− c)︸ ︷︷ ︸
=1+u(xc)dF ∗|xc [νW(xc)]−dF
∗|xc [c]+On,W (ε
2)
,
and, plugging in the previous equality the gauge property (1.4), we obtain
uc(z)〈νW(z), νW(z)〉 = u(xc(z))〈νW (xc), νW(xc)〉 − 〈c, νW(xc)〉+On,W(ε2),
which by (4.12) reads
(4.13) uc(z) = u(z)− 〈c, νW(z)〉︸ ︷︷ ︸
=ϕc(z)
+On,W(ε
2).
Integrating over W and using (4.13), we conclude the proof of Step 2.
Step 3. Conclusion. We argue by contradiction, and choose C1 so that the map
Φ˜ : Bn+11 −→ Rn+1, Φ˜(c) :=
Φ(C1εc)
C1ε
satisfies ∣∣∣Φ˜(0)∣∣∣ ≤ 1
10
,
∣∣∣Φ˜(c)− Φ˜(0)− c∣∣∣ ≤ ε.
If 0 does not belong to the image of Φ, then we are allowed to define the map ϕ := Φ˜|Φ˜| . Restricting ϕ
to Sn = ∂B1, we find a map with the following property:
(4.14) ϕ : Sn −→ Sn, |ϕ(x) − x| < 2.
The thesis follows by a simple application of topological degree theory, which can be found in [15,
Chapter 5]: since ϕ is the restriction of a map on the sphere, it must have degree equal to 0, but (4.14)
easily implies that ϕ is homotopic to the identity, and therefore it must have degree equal to 1, giving
the desired contradiction. 
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5. The isotropic case
In this last section we would like to give a simpler proof in the isotropic setting, that is, F ≡ 1.
Here we do not need abstract convergence theorems as Proposition 2.3, but just an improvement of
the results shown in [22, Chapter 1] and basic differential topology.
In this section we define for a closed hypersurface Σ a radial parametrization to be as follows:
(5.1) ψ : Sn −→ Σ, ψ(x) := ef(x)x.
We divide the proof of Theorem 2.7 into four steps.
Step 1: The model case. We prove here a model case which shows the behaviour of graphs with
small oscillation of the second fundamental form. We recall that for the graph of a function u, the
second fundamental form is given by the formula
(5.2) h(u)ij := Dj
(
Diu√
1 + |Du|2
)
.
Proposition 5.1. Let p > n, R < 1 be given, and let (uk)k∈N be a sequence of functions uk : B
n
R −→ R
satisfying the following hypothesis.
uk(0) = 0, Duk(0) = 0, Lip(uk) ≤ L,(5.3)
lim
k
‖h(uk)− λ Id‖Lp = 0.(5.4)
Then uk converges to the function w(z) := 1−
√
1− λ2|z|2 in W 2, p.
Proof. We show that the sequence is W 2, p bounded and then prove that every weak W 2, p limit point
must be equal to w, and the thesis will follow by standard properties of Sobolev spaces. Let us start
with proving the W 2, p boundedness. Conditions (5.3) easily ensure a C1, 1 bound for uk, so we just
have to study the second derivatives of uk. Taking the trace in condition (5.4), we obtain that every
uk satisfies the system
div(akDuk) = n+Rk,
where Rk denotes a quantity with small Lp norm and ak is a continuous function satisfying
1
1 + L
≤ ak ≤ 1.
Therefore, by standard elliptic theory, see [11] for further details, we obtain the estimate
‖uk − λk‖W 2, p ≤ C(n, p, L, R) for some λk ∈ R.
Since (uk)k∈N is uniformly bounded in W
2, p and p is greater than n, we can extract a sequence
converging in C1, α to a function v. We proceed as in [22, Chapter 1.3.2] and define
fk : DR −→ Rn, fk(z) = Duk(z)√
1 + |Duk(z)|2
.
It is easy to notice that fk is uniformly bounded in C
0, α norm and converges in C0, α to f = Dv√
1+|Dv|2
.
The oscillation condition (5.4) also tells us that Dfk converges to the constant matrix λ Id. These
properties imply that the convergence to f is also strong in W 1, p and in particular we obtain
fk
W 1, p︷︸︸︷−→ f(z) = λz + b.
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Since fk(0) = 0 for every k ∈ N, we deduce that b = 0. We use this information to determine v.
Indeed, since the function z 7−→ z√
1−|z|2
is uniformly continuous in BnR, we obtain
Duk
W 1, p︷︸︸︷−→ λ·√
1− λ2| · |2 ,
which, together with the uniform bound of uk in W
2, p, implies
uk
W 2, p︷︸︸︷−→ c−√1− λ2| · |2.
The boundary conditions (5.3) ensure c = 1 and consequently the thesis. 
Step 2: An improved oscillation proposition. We show the following:
Proposition 5.2. Let p > n be given, and let Σ be a (c0, p) pinched hypersurface. For every ε > 0
there exists δ > 0 such that, if
‖˚h‖Lp(Σ) ≤ δ,
then the following inequalities hold:
dHD(Σ, S
n + x) ≤ ε for some x ∈ Rn+1(5.5)
‖h− Id ‖Lp(Σ) ≤ ε(5.6)
Proof. We argue by compactness. Let (Σk)k∈N be a sequence of (c0, p) pinched hypersurfaces whose
‖˚h‖Lp(Σk) → 0. Inequality (5.5) is proved in [22, Corollary 1.2], so we just have to prove (5.6). From
inequality (2.4) applied with f ≡ 1, we are able to find a sequence (λk)k∈N such that, for every k ∈ N,
(5.7) ‖h− λk Id‖Lp(Σk) ≤ C(n, p, c0)‖˚h‖Lp(Σk) → 0.
We are just left to prove that λk → 1. In order to achieve this result, we consider for every k an affine
map Lk such that the sequence Σ˜k = Lk(Σk) satisfies the following properties:
−en+1 ∈ Σ˜, T−en+1 Σ˜k = Rn ⊂ Rn+1, dHD(Σ˜k, Sn)→ 0.
Thanks to Lemma 2.1, we can expand Σk in graph chart near−en−1, and find for every k ∈ N a function
uk defined on a disk of radius R = R(n, p, c0), with Lipschitz constant bounded by L = L(n, p, c0)
and such that {
(x, uk(x)) ∈ Rn+1
}
⊂ Σk for every k.
Moreover, uk(0) = 0, Duk(0) = 0.
From inequality (5.7) and Proposition 5.1 we find
lim
k→∞
∥∥∥∥uk −
(
−1 +
√
1− λ2k| · |2
)∥∥∥∥
W 2, p
= 0.
Since Σk converges in the Hausdorff distance to the unit sphere, then λk has to converge to 1. 
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Step 3: Building the parametrization. In this section we prove that if Σ is (c0, p) pinched and
has small ‖˚h‖p, then it admits a radial parametrization. In order to achieve this result, we define the
projection over the sphere.
(5.8) p : Σ −→ Sn, p(x) = x|x| .
The main goal of this step is proving that p is invertible, provided Σ is a (c0, p) pinched hypersurface
with ‖˚h‖Lp small enough as in Proposition 5.2.
Proposition 5.3. Let Σ be a (c0, p) pinched hypersurface. There exists δ0 = δ(n, p, c0) such that if
(5.9) ‖˚h‖Lp(Σ) ≤ δ0,
then p is a diffeomorphism.
Proof. We start by proving that p is a local diffeomorphism. The map is clearly differentiable, and a
straight computation proves that the differential of p at x ∈ Σ is given by
(5.10) dp|x : TxΣ −→ Tp(x)Sn, dp|x [v] =
1
|x|
(
v −
〈
v,
x
|x|
〉
x
|x|
)
It is easy to see that ker dp|x = 〈x〉, therefore in order to prove that p is differentiable, we just need
to show that for every x ∈ Σ, x does not belong in TxΣ. Let us argue by contradiction. By condition
(5.9) combined with Proposition 5.1 and Proposition 5.2, we are reduced to study the case of an
hypersurface Σ satisfying the following properties:
(i) dHD(Σ, S
n) ≤ ε;
(ii) there exist R, ε depending only on n, p and c0 such that, for every q ∈ Σ there exists uq
smooth function defined on the ball BR verifying∥∥∥∥uq − (−1 +√1− | · |2)
∥∥∥∥
C1
≤ ε
and, locally near q, Σ is the graph of uq;
(iii) there exist x0 ∈ Σ such that x0 ∈ Tx0Σ.
We use a transversality technique to reduce the computations to the 1-dimensional case.
We claim that there exists a 2 dimensional plane π such that Σ ∩ π is a smooth curve and x0 ∈ π.
Since Σ is a smooth, closed hypersurface, we can find a smooth function F : Rn+1 −→ R such that
Σ = {F = 0 }. We define the following subspace of linear functions
V := {A : Rn+1 −→ Rn−1 | A[x0] = 0 } ,
and set
(5.11) F˜ : Rn+1 × V −→ Rn, F˜ (x,A) = (F (x), A[x]) .
It is easy to notice that F˜ is smooth, and 0 is a regular value of it. Therefore, by the transversality
results shown in [15, Chapter 3, Theorem 2.7, Page 79], we obtain that the set
V˜ := {A ∈ V | 0 is a regular value for F˜ (·, A) : Rn+1 −→ Rn }
is open and dense, therefore non-empty. We choose any surjective A and obtain our thesis with
π = kerA. Therefore, we are reduced to study the case of a smooth curve γ : [0, L] −→ R2 satisfying
the following:
(i) γ(0) = γ(L), γ([0, L]) is contained in the ε annulus of S1;
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(ii) there exist R, ε > 0 depending only on n, p and c0 with the following property: for every
t ∈ [0, L] there exists ut smooth function defined on the ball BnR such that∥∥∥∥uq − (−1 +√1− | · |2)
∥∥∥∥
C1
≤ ε
and γ can be viewed as a graph over ut near γ(t);
(iii) there exists t0 ∈ [0, L] such that γ(t0) = λγ˙(t0).
We reach our desired contradiction for ε sufficiently small by applying condition (ii) to the point γ(t0),
which satisfies condition (iii). Thus p is a local diffeomorphism.
Indeed p is a continuous map, it is closed since it is defined on a compact set, and it is open because
its differential is invertible at every point. We deduce that p is a covering map of finite degree. Since
an n-sphere admits only coverings of degree 1 if n ≥ 2, we deduce that p is a diffeomorphism. 
Step 4: Conclusion. Proposition 5.2 and Proposition 5.3 imply the existence of a radial parametriza-
tion ψ = ef Id, so that ‖f‖C0 ≤ ε. We can use this result to repeat verbatim the proof of [13,
Proposition 2.2], i.e prove that for every x ∈ Sn it holds
‖νΣ(x)− x‖ ≤ ε,
which immediately translates into the improved inequality ‖f‖C1 ≤ ε, see the proof of [13, Proposition
2.2]. In turn, this is used to carry on the linearization scheme. Indeed, with the very same proof of
[13, Proposition 2.3], we are able to show the following result.
Proposition 5.4. Let Σ be a closed, (c0, p)-pinched hypersurface in R
n+1. Then for every ε there
exists δ = δ(ε, n, p, c0) wit the following property: if
‖˚h‖Lp ≤ δ,
then Σ admits a radial parametrization and its radius f satisfies inequality
(5.12) ‖f − ϕf‖W 2, p(Sn) ≤ C
(
‖˚h‖Lp(Σ) +
√
ε‖f‖W 2, p(Sn)
)
,
where C = C(n, p), and we have denoted
(5.13) ϕf (z) := 〈z, vf 〉, where vf := 1
n+ 1
 
Sn
zf(z) dV.
In order to prove Theorem 2.7, we just have to show that we can center Σ so that vf = 0. The
proof is exactly the same as the one of [13, Theorem 1.1], with the only difference of replacing [13,
Proposition 2.2, Proposition 2.3] with Proposition 5.2 and Proposition 5.3.
6. Quasi Einstein Hypersurfaces
In this section we focus on the proof of Theorem 1.3 and Theorem 1.4. We first recall the geometric
quantities involved:
Geometric quantities. We fix the sign convention for the main geometric quantities we are going
to study in this section. We define
R(X, Y )Z := ∇2Y,XZ −∇2X,Y Z
The Riemann curvature is the 4-covariant tensor given by lowering one index in the previous expression.
(6.1) Riem(X, Y, Z, W ) = 〈R(X, Y )Z, W 〉
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The Ricci curvature is the 2-covariant tensor given by taking the (1, 3)-trace of the Riemann curvature:
(6.2) Ricij := g
pq Riemipjq .
Finally, the scalar curvature is given by taking the trace of the Ricci curvature:
(6.3) R = gij Ricij .
We recall the following well known corollary of the differential Bianchi identity (see [10, p. 184]),
which relates the derivatives of the Ricci curvature with the derivatives of the scalar curvature.
Lemma 6.1. Let (M, g) be a Riemannian manifold. The following equation holds:
(6.4) divRic =
1
2
∇R
We recall here two theorems we will use in the paper. Firstly, we recall the Gauss equations for
hypersurfaces in an Eucliden space, see [10, p. 248]:
Theorem 6.2. Let Σ be a hypersurface in Rn+1, and let g be its induced metric. Then, the following
equation holds:
(6.5) Riemijkl = hikhjl − hilhik =: 1
2
(h? h)ijkl .
We now proceed to give the idea of the proof of Theorem 1.3 and Theorem 1.4.
Strategy of the proof.
Section 6.1. We consider the oscillation inequality
(6.6) ‖R−R‖Lp ≤ C‖R˚ic‖Lp ,
discovered in [5] and studied in [12], and further improve it.
Section 6.2. We reduce our geometric problem to a polynomial one, and solve it. The reason why we need
to walk this way lays in the fact that the linearized Ricci operator is not elliptic, making the
study much more difficult than the one with respect to the second fundamental form in [13].
Section 6.3. We generalize the results from Section 6.2 and obtain a compactness theorem for closed hyper-
surfaces, which provides a qualitative C1 convergence under the hypothesis of 2.3.
Section 6.4. We apply a technique discovered in [13] and successfully used in other articles, as [12] and [7].
We give a more detailed proof, which encompass also the non-convex case.
6.1. Improvement of (6.6). In this section we improve the inequality (6.6) with the following
Proposition 6.3. Let n ≥ 3 be given. Let Σ be a closed hypersurface in Rn+1, such that Lemma 2.1
is satisfied. Then, there exists a constant depending on n, p, R, L, Voln(Σ) such that
(6.7)
ˆ
Σ
∣∣∣R−R∣∣∣p dV ≤ C ˆ
Σ
|R˚ic|p dV.
Proof. We fix q ∈ Σ, and assume without loss of generality that q = 0 and TqΣ = Rn. We parametrize
Σ as a graph of a function u. Since Σ satisfies the assumptions of Lemma 2.1, we can assume that u
is defined on the open ball BnR and it is L-Lipschitz. Our idea is to expand the Bianchi identity
(6.8)
1
2
∇kR = ∇iRicik
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in graph chart, and find a suitable formula for it. We recall that in graph chart the following formula
holds:
(6.9) Γkij = v
khij , where v
k :=
Dku√
1 + |Du|2 .
Identity (6.2), combined with (6.5) gives the following expression for the Ricci tensor
(6.10) Ricij = Hh
i
j − hikhkj .
Equality (6.9), combined with (6.10) allows us to compute
1
2
∇kR (6.8)= ∇iRicik = ∂iRicik+ΓiipRicpk −Γpik Ricip = ∂iRicik +vihipRicpk −vphik Ricip
= ∂iRic
i
k+v
ihip
(
Hhpk − hpqhqk
)
− vphik
(
Hhip − hiqhqp
)
= ∂iRic
i
k+H
(
vihiph
p
k − vphikhip
)
︸ ︷︷ ︸
=vihiph
p
k
−vihpkh
p
i=0
+
(
vphikh
i
qh
q
p − vihiphpqhqk
)
︸ ︷︷ ︸
=vp(hikhiqh
q
p−hpqh
q
ih
i
k
)=0
.
(6.11)
Since by (6.3) we can write Ricij = R˚ic
i
j +
1
n
Rδij, equation (6.11) reads
∂kR =
2n
n− 2∂iR˚ic
i
k.
This type of equations is well studied in literature. For instance, in [22, Prop. 1.11] the author proves
the existence of a constant λ ∈ R such that the following estimate holds:
‖R− λ‖Lp(BR/4) ≤ C(n, p)
∥∥∥R˚ic∥∥∥
Lp(BR)
.
In view of Lemma 2.1 we can improve this result, and obtain the existence of a radius ρ0, a constant
C depending on n, p, L, R and a function λ : q ∈ Σ 7→ λq ∈ R such that
(6.12) ‖R− λq‖Lp(Bgρ0 ) ≤ C
∥∥∥R˚ic∥∥∥
Lp(Σ)
.
And we can conclude as in [22, Section 2.4] or [12, Lemma 3.2] to get the global estimate (6.7). 
6.2. The polynomial estimate. In this section we reduce our problem to a polynomial estimate.
Proposition 6.4. Let Σ be a closed hypersurface of Rn+1, and assume that Σ satisfies (1.11). Then
there exists a constant C depending only on n, c0 and p such that
(6.13)
∥∥∥∥Riem− 12n(n− 1)Rg ? g
∥∥∥∥
Lp
≤ C
∥∥∥R˚ic∥∥∥
Lp
.
Proof. We set κ := 1
n(n−1)R in order to simplify the notation. We define the polynomials:
p(λ) :=
1
n(n− 1)
∣∣∣∣Riem(λ)− κ2 g ? g
∣∣∣∣2 =∑
i6=j
(λiλj − κ)2 ,(6.14)
q(λ) :=
1
n(n− 1)
∣∣∣Ricij(λ)− (n− 1)κg∣∣∣2 =∑
i

λj∑
i6=j
λj − (n− 1)κ

2 .(6.15)
We notice that, since Σ satisfies (1.11), then R is bounded, thus also κ is bounded. Indeed, tracing
twice equation (6.5) we obtain
R = H2 − |h|2.
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This equality, combined with the fact that Σ has fixed volume, gives us the bound
|R| =
∣∣∣∣
 
Σ
H2 − |h|2 dV
∣∣∣∣ ≤ C(c0, n, p).
We claim that the ratio p/q is bounded, namely the existence of two constants c1, c2 > 0, depending
only on c0, n, p, such that
(6.16) c1 ≤ p
q
≤ c2.
First we observe that the validity of the claim allows to conclude the proof, since (6.16) implies that∣∣∣∣Riem−κ2 g ? g
∣∣∣∣2 ≤ c2 |Ric−(n− 1)κg|2
and consequently ∥∥∥∥Riem−κ2 g ? g
∥∥∥∥
p
≤ C ‖Ric−(n− 1)κg‖p
Prop. 6.3
≤ C
∥∥∥R˚ic∥∥∥
p
.
We are just left to prove the claim (6.16). We refer the reader to [12, Sec. 4] for the proof that
the sets of the zeros of p and q, denoted respectively with Z(p) and Z(q), always coincide, and are
characterized by:
Z(p) = Z(q) =


∅, if κ < 0,
{±ei }ni=1 , if κ = 0,
{±√κ∑ni=1 ei } if κ > 0.
In [12, Sec. 4] the reader can find the proof that the ratio p/q is bounded near the zeros in the case
κ > 0. We focus now on the case κ = 0. This is especially important since:
lim inf
|λ|→∞
p(λ)
q(λ)
= inf
λ∈Sn
∑
i6=j λ
2
i λ
2
j∑
i λ
2
i
(∑
i6=j λj
)2 , lim sup
|λ|→∞
p(λ)
q(λ)
= sup
λ∈Sn
∑
i6=j λ
2
iλ
2
j∑
i λ
2
i
(∑
i6=j λj
)2 ,
and the latter coincide with the case κ = 0. Let us finish the computation.
By symmetry, it is enough to consider the limit for λ → e1. Now we write µ = λ − e1, so that we
can study the limit as µ→ 0. Denoting p˜(µ) := p(e1 + µ), q˜(µ) := q(e1 + µ), we easily obtain
p˜(µ) = 2
n∑
j=2
µ2j +O(‖µ|3)
q˜(µ) =
n∑
j=2
µ2j +

 n∑
j=2
µj

2 +O(|µ|3),
from which we easily deduce the claim. 
6.3. Qualitative result. In this section we show a qualitative result. Here we recall two geometric
conditions that trigger the validity of Lemma 2.1 for a closed hypersurface. As already pointed out,
this proposition is an excerpt of a longer study made in [22, Chap. 1.2.1-1.2.3] and [22, Chap. 2.2.2].
Proposition 6.5. Let Σ be a closed hypersurface in Rn+1 such that Voln(Σ) = Vol(S
n). Assume that
one of the following conditions is satisfied
• either Σ is convex and
∥∥∥˚h∥∥∥
p
≤ c0,
20 A. DE ROSA AND S. GIOFFRÈ
• or ‖h‖p ≤ c0 for n < p,
then Σ satisfies Lemma 2.1, and the constants L and R depend only on n, p and c0.
With this tools we can prove the following qualitative results.
Proposition 6.6. Let (Σh)h∈N be a sequence of smooth, closed hypersurfaces satisfying (1.11) uni-
formly in k. Then there exist a smooth, closed manifold Σ, a subsequence (Σhk) and maps
Ψk : Σ −→ Σhk
which are smooth diffeomorphisms satisfying a uniform W 2, p-bound. Moreover there exists a W 2, p
immersion
Ψ: Σ −→ Rn+1
such that Ψk ⇀ ψ in W
2, p, therefore also strongly in C1, α.
Proposition 6.6 is a generalization of Proposition 3.3, so the proofs share many similarities. The
main difference is that Proposition 6.6 can be applied in more general contexts, being it a useful
compactness tool.
Proof of Proposition 6.6. We shall denote every subsequence simply by (Σk) in order to levy the
notation. Since the sequence satisfies (1.11), then every Σh satisfies Lemma 2.1. It is easy to see as in
Lemma 3.2, that every Σh satisfies
V < Voln(Σh), diam(Σh) < D, CS(Mi) < C, ‖Riem ‖Lp(Σh) < K Voln(Σh)
1
p ,
for constants V , D, CS, K depending only on n, p and c0.
Applying Proposition 2.3, we find insofar the existence of a closed, smooth manifold Σ, a subsequence
Σk and maps Ψk : Σ −→ Σk such that the following conditions are satisfied:
Voln(Σ) = Voln(S
n), ‖h‖Lp ≤ c0, Ψ∗kgk → g.
We recall again the useful geometric equality (see [19] for a proof):
(6.17) ∆gkΨk = Hkνk.
Now we use the covering given by Lemma 2.1 as a system of charts. Since (6.9) holds, we know that
in this system the Christoffel symbols have Lp norm uniformly bounded. This allows us to write:
‖Ψk − ck‖W 2, p ≤ C(c0, n, p), where ck ∈ Rn+1.
Up to translation, we can assume ck = 0 for every k. This gives us a uniform W
2, p-bound on the
norm of the charts Ψk. We remark that the metric used in order to establish the volume measure is
not important, since gk converges to g, and gk are uniformly bounded.
Using this W 2, p-bound, we extract a (not relabeled) subsequence Ψk, such that Ψk ⇀ Ψ in W
2, p.
Since p > n, this convergence is also strong in C1, α. In particular, the limit Ψ is a W 2, p map from Σ
into Rn. By uniqueness of the limit we obtain that
〈∇iΨ, ∇jΨ〉 = lim
k
〈∇iΨk, ∇jΨk〉 = lim
k
(Ψ∗kg)ij = gij .
Therefore the differential dΨ has maximal rank at every point, and ψ is an immersion. 
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6.4. Conclusion. Using Proposition 6.6, we can now prove Theorem 1.3 and Theorem 1.4:
Proof of Theorem 1.3. We further exploit the estimates of Proposition 6.4. Tracing once the left and
the right hand sides of (6.5) and raising one index, we obtain the equation:
(6.18) Ricij = Hh
i
j − hikhkj .
Let then λ1 ≤ · · · ≤ λn be the eigenvalues of h, and assume that h is diagonal. Then also the Ricci
tensor is diagonal and its eigenvalues Λ1, . . .Λn satisfy the following equality
(6.19) Λj = λj
∑
j 6=k
λk, ∀j = 1, . . . , n.
By assumption (1.9), we obtain that λj ≥ Λ for every j = 1, . . . , n, and this allows us to perform the
following estimate:
|R˚ic|2 =
∑
i6=j
|Λi − Λj |2 =
∑
i6=j

 ∑
k 6=i, j
λk

2 |λi − λj |2 ≥ (n− 1)Λ2∑
i6=j
|λi − λj |2 = (n− 1)Λ2 |˚h|2,
from which we deduce
(6.20) ‖˚h‖Lp ≤ C(n, p, Λ)‖R˚ic‖Lp .
This shows how in the strictly convex case, having small Lp-norm of the traceless Ricci tensor implies
having small Lp-norm of the traceless second fundamental form. We are thus in the hypothesis of
[13, Theorem 1.1], and thus we can find a radial parametrization ψ : x ∈ Sn −→ ef(x)xΣ and a vector
c = c(Σ) such that
‖ψ − c‖W 2, p ≤ C ‖˚h‖Lp ≤ C‖Ric ‖Lp ,
as desired. 
Proof of Theorem 1.4. In this case we need a more accurate study. Again, we denote with λ1 ≤ · · · ≤
λn the eigenvalues of h, we assume that h is diagonal and we denote κ :=
1
n(n−1)R. Firstly, given
Proposition 6.4, we rewrite inequality (6.13) in terms of the eigenvalues of h and obtain
(6.21) ‖λiλj − κ‖Lp ≤ C‖R˚ic‖Lp , ∀ i 6= j.
From (6.21), we easily infer for every k = 1, . . . , n
(6.22) ‖λk(λi − λj)‖Lp ≤ C‖R˚ic‖Lp .
We first claim that κ does not decay, namely we prove the existence of δ0 > 0 such that, if
‖R˚ic‖Lp ≤ δ0,
then κ > 1/2. We argue by compactness, and consider a sequence of closed hypersurfaces Σk with
associated metric gk, Ricci tensor Ric
k satisfying (1.11) and such that ‖R˚ick‖Lp(Σk) → 0. As usual we
define κk :=
1
n(n−1)R
k
. Combining Proposition 6.6 and Proposition 6.4, we deduce the existence of a
(not relabeled) subsequence Σk, a smooth, closed manifold Σ, smooth parametrizations Ψ: Σ −→ Σk
and a W 2, p-immersion Ψ: Σ −→ Rn+1, such that
(6.23) lim
k
∥∥∥∥Riemk −κk2 gk ? gk
∥∥∥∥
Lp
= 0, lim
k
‖Ψk −Ψ‖C1, α = 0.
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It is easy to check that the weak Riemann tensor of the immersion Ψ satisfies the following equation
in the weak sense
(6.24) Riem =
κ
2
g ? g.
A simple study in harmonic coordinates shows that then Ψ is analytic, and equation (6.24) holds
classically. We have found an analytic, closed immersion Ψ: Σ −→ Rn+1 with constant sectional
curvature and volume equal to the one of the round sphere. Now we show that κ = 1.
Indeed, let us assume by contradiction that κ ≤ 0, and defineMκ as the universal covering of Σ, so
that the following diagram holds
Mκ
Σ Rn+1
pi
Ψ◦pi
Ψ
It is immediate to notice that κ cannot be negative, otherwise we would obtain an isometric, analytic
immersion of the hyperbolic plane into Rn+1.
On the other hand, if κ = 0, then we would have found a map f : Rn −→ Rn+1, which is a smooth
isometry of Rn into Rn+1. Necessarily this immersed Rn would be a plane, but this contradicts the
fact that Σ is a closed hypersurface.
We deduce that κ > 0 must be positive. Then, it is immediate to see that ψ ◦ π must be the
identity map, up to translations (here π is the covering map defined in (6.4)). Therefore we obtain
that Ψ(Σ) = Snκ, where we have denoted by S
n
κ the round sphere of radius κ. The volume condition
ensures that κ must be equal to 1.
Since this argument is independent on the considered subsequence, we infer that all the beginning
sequence Σk converges to the round sphere and we choose δ0 so that |κ− 1| ≤ 12 , which concludes the
proof of the claim.
We notice that equation (6.23) implies a C1, α closeness of Σ to the sphere. Unfortunately, this is
not enough in order to deduce Theorem 1.4, firstly because ψ is not an explicit map, and secondly
because of the intrinsic non ellipticity of the Ricci tensor. We thus have to find a different way to
approach the problem.
For every 0 < Λ2 < κ, we define
(6.25) EΛ := { q ∈ Σ : | λn(q)| > Λ } .
We use the set EΛ and its complement in order to perform an estimate on the difference |λi − λj |.
Indeed, since λ1 ≤ · · · ≤ λn ≤ Λ for every q ∈ EcΛ, we compute the estimate
|κ− Λ2| |EcΛ|
1
p ≤ ‖λiλj − κ‖Lp(Ec
Λ
) ≤ C‖R˚ic‖Lp ,
which holds for every i 6= j and 0 < Λ2 < κ. Thus we have found
(6.26) |EcΛ|
1
p ≤ C|κ− Λ2|‖R˚ic‖Lp .
On the other hand, for any i, j = 1, . . . n− 1, i 6= j we find:
‖λi − λj‖Lp(EΛ) ≤
1
Λ
‖λn(λi − λj)‖Lp(EΛ)
(6.22)
≤ C
Λ
‖R˚ic‖Lp ,
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which gives us
(6.27) ‖λi − λj‖Lp(EΛ) ≤
C
Λ
‖R˚ic‖Lp .
Combining (6.26) and (6.27) we obtain
(6.28) ‖λi − λj‖Lp ≤ C
(
1
Λ
+
1
|κ− Λ2|
)
‖R˚ic‖Lp .
This estimate holds for every i 6= j, i, j = 1, . . . n − 1 and for every 0 < Λ2 < κ. Equation (6.28) is
not sufficient to conclude, because it does not give an estimate on the quantity |λn − λj |. This is the
only quantity that prevents this proof to give a linear estimate in (1.12), forcing us to introduce the
exponent α. Indeed, to deal with |λn − λj|, we define
E˜Λ := { q ∈ Σ | |λn−1(q)| > Λ } .
With the very same considerations used to deduce (6.26), we obtain
(6.29)
∣∣∣E˜cΛ∣∣∣ 1p ≤ Cκ− Λ2 ‖R˚ic‖Lp .
Now we fix q ∈ (n, p). Then, via Holder inequality we get
(6.30) ‖λn − λj‖Lq(E˜c
Λ
) ≤ C(n, p, c0)‖R˚ic‖αLp ,
where α is defined as in Theorem 1.4. Combining (6.29) with (6.30), we obtain
(6.31) ‖λn − λj‖Lq ≤ C
(
1
|κ− Λ2| + 1
)
‖R˚ic‖αLp .
Choosing Λ =
√
κ
2 and plugging together (6.28) and (6.31), we deduce
‖˚h‖Lq ≤ C√
κ
‖R˚ic‖αLp ≤ 2C‖R˚ic‖αLp .
We are thus in the hypothesis of Theorem 2.7, which provides a radial parametrization ψ : Sn −→ Σ,
ψ = ef Id, and a vector c = c(Σ) such that 1.12 holds. 
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