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RESUMO
Redes de sensores sem fio são altamente dependentes de protocolos de con-
trole de acesso ao meio para fazer uso efetivo dos poucos recursos disponíveis
em seus nós sensores. Entretanto a maioria das otimizações propostas nos
protocolos existentes focam em segmentos específicos do espaço de projeto.
O que é considerado como uma otimização por uma classe de aplicações pode
representar uma forte limitação para outras. Um protocolo com o objetivo de
cobrir uma ampla fração do universo de aplicações de redes sensores deve
apresentar algum mecânismo de configurabilidade ou adaptabilidade. Nesse
sentido surgiu o Configurable Medium Access Control (C-MAC) (WANNER;
OLIVEIRA; FROHLICH, 2007). O C-MAC funciona como um framework
de estratégias de controle de acesso ao meio, as quais podem ser combinadas
para produzir protocolos específicos de aplicação. Através desse paradigma,
programadores de aplicações podem criar novos serviços de comunicação sob
demanda e experimentar diferentes parâmetros de comunicação, coletando
métricas para identificar e ajustar o protocolo às suas necessidades. Contudo,
a arquitetura original do C-MAC fornece um baixo reuso de seus compo-
nentes em software, dificultando e reduzindo sua configurabilidade.
Esta dissertação apresenta a proposta, implementação e avaliação de uma
nova arquitetura para o framework C-MAC. Através de uma análise das di-
ferentes categorias de protocolos MAC para redes de sensores, foram identi-
ficadas características comuns e especificidades desses protocolos que foram
consideradas no desenvolvimento do novo C-MAC. Além disso, o que era um
único grande componente na arquitetura original, foi separado em diferentes
microcomponentes e novos microcomponentes foram incluídos de forma a
suportar mais funcionalidades. Dessa forma, a arquitetura proposta possi-
bilita um maior reuso de seus componentes em software, fornecendo maior
configurabilidade e, consequentemente, suportando mais aplicações.
Palavras-chave: MAC, RSSF, configurabilidade.

ABSTRACT
Wireless sensor networks are highly dependent on medium access control
protocols to make effective use of the few resources available on sensor nodes.
Nevertheless, most of the optimizations proposed by existing protocols focus
on specific segments of the design space. What is considered an optimiza-
tion by one class of applications can represent a strong limitation for oth-
ers. A protocol aiming at covering a large fraction of the application uni-
verse for sensor networks must feature configuration or adaptation mecha-
nisms. Therefore, the Configurable Medium Access Control (C-MAC) was
created (WANNER; OLIVEIRA; FROHLICH, 2007). C-MAC is realized as
a framework of medium access control strategies that can be combined to
produce application-specific protocols. Through this paradigm, application
programmers can create new communication services on demand and experi-
ment with different communication parameters, collecting metrics to identify
and adjust the protocol to match their applications’ requirements. Nonethe-
less, C-MAC original architecture provides low reuse of software compo-
nents, hindering its configurability.
This dissertation presents the proposal, implementation, and evaluation of
a new architecture for the framework C-MAC. Through the analysis of the
different categories of MAC protocols for sensor networks, common charac-
teristics and specificities of these protocols were identified and used in the
development of the new C-MAC. Thus, the proposed architecture enables a
greater reuse of its software components, providing greater configurability
and, consequently, supporting a wider range of applications.
Keywords: MAC, WSN, configurability.
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1 INTRODUÇÃO
Redes de Sensores Sem Fio (RSSF) são sistemas distribuídos formados
por dispositivos, chamados de nós sensores ou nodos sensores, que funcionam
de forma autônoma e colaborativa para monitorar algum fenômeno no ambi-
ente em que se encontram. Essas redes podem ser aplicadas em uma grande
variedade de cenários, com aplicações que variam entre sistemas de pequeno
porte (i.e. monitoramento industrial) e de larga escala (i.e. monitoramento
urbano). Tamanha diversidade se traduz em diferentes requerimentos. Desta
forma, é importante ter conhecimento sobre uma aplicação para poder res-
ponder adequadamente às suas necessidades. A Figura 1, explicada abaixo,
apresenta uma taxonomia de aplicações de RSSF e a Tabela 1 classifica algu-
mas aplicações dentro desta taxonomia.
Objetivo
Apenas monitorar
Monitorar e reagir
Padrão
de
Interação
Um para muitos
Muitos para muitos
Muitos para um Concentradores móveis
Nodos móveis
Estática
Mobilidade
Aplicações
de
RSSF
Espaço
Global
Local Baseado em eventos
Períodico
Tempo
Figura 1: Taxonomia de aplicações de redes de sensores (MOTTOLA;
PICCO, 2011).
Objetivo: algumas aplicações apenas monitoram o ambiente com o intuito
de coletar dados para uma análise offline. Outras possuem atuadores,
sendo capazes de monitorar e reagir de acordo com o dado monitorado.
Padrão de Interação: nodos de uma aplicação podem se comunicar de mui-
tos para um, comum em aplicações que apenas monitoram; e de muitos
para muitos, comum em aplicações que monitoram e reagem. Comuni-
cação de um para muitos geralmente é utilizada para enviar comandos
aos nodos da rede.
Mobilidade: aplicações estáticas não apresentam dispositivos móveis. Ou-
tras aplicações podem possuir nodos móveis ligados às entidades móveis
ou capazes de se mover de forma autônoma; e concentradores móveis
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caso a coleta de dados deva ser feita quando o concentrador está perto
dos nós sensores.
Espaço: em aplicações globais os fenômenos de interesse abrangem toda
a área geográfica onde a rede está implantada, de forma que o pro-
cessamento envolve toda a rede, enquanto que em aplicações locais o
processamento é limitado a uma área de interesse.
Tempo: aplicações periódicas são projetadas para de tempos em tempos ler
dados dos sensores, processar dados, se comunicar com outros nodos
e, se necessário, atuar no meio. Aplicações baseadas em eventos ficam
monitorando o ambiente até que uma condição seja cumprida, só então
a rede começa seu processamento distribuído.
Tabela 1: Algumas aplicações de RSSF aplicadas na taxonomia da Fi-
gura 1 (MOTTOLA; PICCO, 2011).
Aplicação Objetivo Padrão deInteração Mobilidade Espaço Tempo
Monitoramento de habitat
(MAINWARING et al., 2002)
(BUONADONNA et al., 2005)
apenas
monitorar muitos para um estática global periódico
Detecção de intrusão
(ARORA et al., 2004)
apenas
monitorar muitos para um estática local
baseado
em eventos
Monitoramento e
controle de prédios
(DEMIRBAS, 2005)
monitorar
e reagir
muitos para um /
um para muitos estática local periódico
Navegação de robôs
(BATALIN; HATTIG; SUKHATME, 2003)
apenas
monitorar muitos para um
concentradores
móveis local
baseado
em eventos
Monitoramento de zebras
(JUANG et al., 2002)
apenas
monitorar muitos para um nodos móveis global periódico
Casas inteligentes
(NICOLAS et al., 2000)
monitorar
e reagir muitos para muitos estática local periódico
Normalmente, nodos sensores são alimentados por baterias, as quais
devem ser substituídas ou recarregadas (por exemplo, usando energia solar)
quando esgotadas (DARGIE; POELLABAUER, 2010). Em alguns casos, ne-
nhuma dessas opções é adequada e os nodos são simplesmente descartados
uma vez que sua fonte de energia se exaure. O fato de um nodo possuir ener-
gia limitada afeta significativamente o projeto de uma RSSF. Nodos sensores
devem ser capazes de operar por tempo suficiente para executar as tarefas
definidas pela sua aplicação. Como consequência, a eficiência energética é
considerada um fator muito importante em RSSF. A Figura 2 mostra o con-
sumo energético de um típico nó sensor. É possível perceber que o rádio é
o grande responsável pelo consumo de energia de um nodo, tornando-o um
fator crítico para o tempo de vida da rede.
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Figura 2: Consumo energético de um típico nó sensor. Dados da plataforma
MC1322x (Freescale, 2010).
O uso do rádio em um nodo sensor está intrinsicamente relacionado
com os protocolos de Controle de Acesso ao Meio, do inglês Medium Access
Control (MAC). Esses protocolos são projetados para fornecer acesso efi-
ciente ao meio de comunicação, impedindo que diferentes nodos de uma rede
interfiram com as transmissões uns dos outros e lidando com a situação caso
isso aconteça. Mais especificamente, protocolos MAC para RSSF são projeta-
dos para fazer uso efetivo dos poucos recursos disponíveis em nós sensores
tradicionais, energia e vazão em particular, mas também memória e poder de
processamento.
Diversos protocolos MAC foram projetados explicitamente para RSSF
(BACHIR et al., 2010). Esses protocolos focam em otimizar o consumo
de energia da rede diminuindo sua taxa de transferência de dados, enquanto
ainda apresentam um desempenho razoável. No entanto, eles não consideram
adequadamente todos os requisitos de uma rede de sensores (LIN; WANG;
SUN, 2004).
Ainda que existam aplicações típicas de RSSF, diferentes aplicações
apresentam peculiaridades sobre o uso da rede. Dessa forma, um proto-
colo MAC para rede de sensores deve ser flexível o suficiente para suportar
uma variedade de padrões de tráfego de rede: comunicação periódica ou es-
porádica, confiável ou melhor esforço e assim por diante (STANKOVIC et
al., 2003). Contudo, flexibilidade também pode se tornar overhead. Uti-
lizando duas aplicações da Tabela 1 como exemplos, a aplicação de detecção
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de intrusão que envia dados apenas quando um determinado evento ocorre,
considerando que esse evento ocorre em intervalos aleatórios, não deveria
ter que suportar um mecanismo de agendamento, do inglês scheduling mech-
anism. Por outro lado, a aplicação de monitoramento de habitat que envia
dados periodicamente seria muito beneficiada por um mecanismo de agenda-
mento, evitando perder tempo e energia ouvindo o meio fora do período de
transmissão. Isso significa que mais do que flexível, um protocolo deve per-
mitir ser configurado de acordo com as necessidades da aplicação pela qual
será utilizado.
Dentro deste contexto surgiu o Configurable Medium Access Control
(C-MAC) (WANNER; OLIVEIRA; FROHLICH, 2007). O C-MAC funciona
como um framework de estratégias de controle de acesso ao meio, as quais
podem ser combinadas para produzir protocolos específicos de aplicação. Ele
permite aos programadores de aplicações configurarem diversos parâmetros
de comunicação (e.g. sincronização, contenção, detecção de erros, sinais de
confirmação, empacotamento) para ajustar o protocolo às suas necessidades.
Embora seja altamente configurável, uma implementação anterior do C-MAC
para o nodo sensor Mica2 produziu instâncias imitando o protocolo B-MAC
apresentando resultados melhores que o original em termos de consumo de
memória, vazão e perda de pacotes (WANNER; OLIVEIRA; FROHLICH,
2007). Isto se deve ao uso de técnicas de metaprogramação estática em C++,
que permitem ao compilador realizar otimizações no código.
No entanto, a arquitetura original do C-MAC fornece um baixo reuso
de seus componentes em software, dificultando e reduzindo sua configura-
bilidade. Por exemplo, a sincronização foi definida como um único grande
componente que deveria ser reimplementado para qualquer novo protocolo,
ainda que aspectos como a geração de preâmbulo e sincronização por tempo-
rizadores sejam comuns a praticamente qualquer protocolo.
Esta dissertação apresenta a proposta, implementação e avaliação de
uma nova arquitetura para o framework C-MAC. Através de uma análise das
diferentes categorias de protocolos MAC para redes de sensores, foram identi-
ficadas características comuns e especificidades desses protocolos que foram
consideradas no desenvolvimento do novo C-MAC. Além disso, o que era um
único grande componente na arquitetura original, foi separado em diferentes
microcomponentes e novos microcomponentes foram incluídos de forma a
suportar mais funcionalidades. Dessa forma, a arquitetura proposta possi-
bilita um maior reuso de seus componentes em software, fornecendo maior
configurabilidade e, consequentemente, suportando mais aplicações.
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1.1 OBJETIVOS
O principal objetivo desta dissertação é o reprojeto do framework C-
MAC, possibilitando um maior reuso de seus componentes, facilitando e au-
mentando a sua configurabilidade e, consequentemente, ampliando a gama de
aplicações suportadas.
A fim de alcançar esse objetivo principal, foram estabelecidos os se-
guintes objetivos específicos:
• Estudar os princípios de comunicação em RSSF e os principais protoco-
los MAC para essas redes, a fim de caracterizar os componentes comuns
e as especificidades desses protocolos;
• Criar um modelo formal, utilizando máquinas de estados, para as dife-
rentes categorias de protocolos MAC existentes para RSSF;
• Com o conhecimento adquirido, remodelar e implementar o novo frame-
work C-MAC incorporando o mesmo formalismo utilizado para mode-
lar os protocolos MAC para RSSF;
• Gerar diferentes protocolos utilizando o framework, verificar o reuso
de seus microcomponentes e comparar o desempenho dos protocolos
gerados com trabalhos relacionados; e
• Analisar os resultados obtidos.
1.2 ORGANIZAÇÃO DO TEXTO
O restante desta dissertação está organizado da seguinte forma:
Capítulo 2 descreve os princípios de comunicação em RSSF, protocolos MAC,
protocolos multicamada e segurança na comunicação.
Capítulo 3 descreve o framework C-MAC, a proposta de um novo design
para a arquitetura do framework, sua implementação, os mecanismos
de configuração dessa nova arquitetura e uma estrutura que permite a
integração com outras camadas da pilha de comunicação.
Capítulo 4 apresenta a plataforma EPOSMote, utilizada para avaliar a estru-
tura proposta neste trabalho, e os resultados obtidos.
Capítulo 5 conclui a dissertação e apresenta os trabalhos futuros.
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2 COMUNICAÇÃO EM REDES DE SENSORES SEM FIOS
Um canal de rádio não pode ser acessado simultaneamente para trans-
missão por dois ou mais nodos que estejam dentro de um raio de interferência
do rádio, pois isso pode causar conflitos ou interferência nos sinais transmi-
tidos incapacitando a correta recepção dos mesmos. É de responsabilidade
do protocolo MAC evitar que isso aconteça e tratar ou sinalizar as camadas
superiores da pilha de protocolos de comunicação caso contrário. Em RSSF o
MAC é de fundamental importância na determinação da utilização do canal,
latência da rede e consumo de energia.
RSSF apresentam uma infraestrutura de comunicação diferente das re-
des sem fio tradicionais (STANKOVIC et al., 2003). Essas diferenças não
se originam apenas de suas características físicas, mas também de suas apli-
cações, por exemplo: aplicações típicas de RSSF incluem rastreamento de
objetos ou detecção de eventos, raramente empregadas em redes sem fio tradi-
cionais.
Enquanto os protocolos das redes tradicionais e das Redes Móveis Ad-
hoc, do inglês Mobile Ad-hoc Networks (MANETs), são projetados para maxi-
mizar vazão e minimizar latência, protocolos desenvolvidos para RSSF focam
em minimizar o consumo de energia. O protocolo IEEE 802.11, por exem-
plo, consome a mesma quantidade de energia quando está recebendo dados e
quando não está recebendo nada (INTANAGONWIWAT; GOVINDAN; ES-
TRIN, 2000). Isso se deve ao fato que os sistemas das redes tradicionais estão
ligados à rede elétrica ou, como os sistemas das redes MANETs, utilizam ba-
terias que podem ser recarregadas ou substituídas. O mesmo já não pode ser
dito para RSSF, pois seria no mínimo imprático coletar todos os nodos da
rede, substituir suas baterias e devolve-los ao ambiente a ser monitorado.
O projeto de um protocolo MAC para RSSF tem como principal res-
trição a energia limitada disponível nos nós sensores, mas também leva em
conta o baixo poder computacional, pouca memória e a baixa capacidade de
sincronização desses dispositivos (BACHIR et al., 2010).
Este capítulo apresenta os princípios de comunicação em RSSF (seção
2.1), protocolos MAC (seção 2.2), protocolos multicamada (seção 2.3) e se-
gurança na comunicação (seção 2.4).
2.1 PRINCÍPIOS DE COMUNICAÇÃO
Para otimizar o consumo de energia dos protocolos MAC é necessário
identificar e compreender em que situações há desperdício. As maiores fontes
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de desperdício de energia em comunicação baseada em rádio definem dire-
trizes que são seguidas por virtualmente todos os MAC neste reino (LAN-
GENDOEN; HALKES, 2005):
Escuta ociosa: se um nodo não sabe quando irá receber mensagens de um
de seus vizinhos, ele deve manter seu rádio ligado em modo de re-
cepção o tempo todo. Considerando uma aplicação na qual os nós sen-
sores devem medir a temperatura do ambiente de dez em dez segundos,
fazer uma média dos dados coletados e enviar o resultado uma vez por
minuto. A transmissão de um pacote contendo a média é rápida, não
levando mais que 5 ms. Desta forma, um nodo leva em média 5 ms
transmitindo, 5 ms recebendo de outro nodo e 59990 ms ouvindo o
canal sem que nada aconteça. Como o consumo de energia no modo
de recepção é muito maior que no modo de standby, esta é a maior
fonte de desperdício de energia e, consequentemente, o principal alvo
de otimizações.
Colisões: podem ocorrer caso um nodo esteja dentro do raio de transmis-
são de dois ou mais nodos que estejam transmitindo ao mesmo tempo.
Neste caso os dados são corrompidos, as transmissões devem ser repeti-
das e a energia gasta tanto nas transmissões quanto na recepção é des-
perdiçada. Além disso, a latência também aumenta.
Escuta desnecessária: como o canal de rádio é um meio compartilhado, um
receptor pode ouvir pacotes que não são destinados a si e que são, por-
tanto, descartados.
Pacotes de controle: o envio e recebimento de pacotes de controle, além de
diminuir o número de pacotes de dados que podem ser transmitidos,
também consome energia.
Existem algumas maneiras de se evitar o problema de escuta ociosa.
A mais comum delas é utilizar um esquema de ciclo de trabalho, do inglês
duty cycle, ilustrado na Figura 3, permitindo que os nodos durmam peri-
odicamente. Toda vez que um nodo vai dormir, ele desliga seu rádio para
economizar energia. Uma vez escolhido esse esquema o problema passa a ser
a maneira de sincronizar os nodos para que eles acordem juntos, de forma a
conseguir trocar pacotes.
Figura 3: Esquema de duty cycle (YE; HEIDEMANN; ESTRIN, 2002).
33
Outra abordagem para diminuir o desperdício de energia com escuta
ociosa é utilizar dois rádios em frequências diferentes, um para troca de da-
dos e outro apenas para acordar os nodos (MAGNO et al., 2012). O rádio
utilizado apenas para acordar os nós pode ter um design muito mais simples
e, portanto, consome muito menos energia (JAIN; BISWAS; AGRAWAL,
2007). Entretanto não é comum que nodos sensores possuam dois rádios,
consequentemente essa abordagem não é muito utilizada em RSSF.
Para evitar colisões de forma efetiva um protocolo MAC deve ser capaz
de determinar precisamente se o canal está ocupado ou livre, Verificação de
Canal Livre, do inglês Clear Channel Assessment (CCA). Uma maneira de se
conseguir isso é utilizando um mecanismo baseado em Acesso Múltiplo com
Detecção de Portadora, do inglês Carrier Sense Multiple Access (CSMA).
Neste caso um nodo que deseja transmitir dados sempre escuta o canal antes
de começar a transmissão. Caso o canal esteja ocupado o nodo posterga sua
transmissão, evitando interferir com a transmissão em andamento. Caso o
canal esteja livre o nó pode realizar sua transmissão. Como a utilização do
CSMA não necessita de informações sobre nodos vizinhos, este mecanismo é
uma boa opção para redes dinâmicas e com mobilidade.
Existe uma falha no mecanismo CSMA conhecida como problema do
terminal oculto, ilustrado na Figura 4. Essa falha ocorre quando dois nodos, A
e C, não se escutam, mas ambos são capazes de se comunicar com um terceiro
nodo, B. Supondo que o nodo A esteja transmitindo para B e que C deseja
iniciar uma transmissão. O nodo C escuta o canal, não detecta atividade,
pois está fora do alcance de A, e começa a transmitir. Como A e C estão
transmitindo ao mesmo tempo, eles interferem na transmissão um do outro e,
consequentemente, o nodo B não é capaz de receber os dados corretamente.
Figura 4: Problema do terminal oculto (WANNER, 2006).
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Há duas formas de se solucionar o problema do terminal oculto: CSMA
com detecção de colisão, do inglês Carrier Sense Multiple Access with Col-
lision Detection (CSMA-CD), e CSMA com prevenção de colisão, do inglês
Carrier Sense Multiple Access with Collision Avoidance (CSMA-CA).
O mecanismo CSMA-CD exige que os nós escutem a rede enquanto
transmitem os dados. Caso uma colisão seja detectada, a transmissão é in-
terrompida, um sinal anunciando a colisão é emitido e o nodo espera um
tempo aleatório para tentar transmitir novamente. O mecanismo CSMA-CA
utiliza pacotes de controle antes das transmissões, conforme ilustrado na Fi-
gura 5. Um transmissor emite uma solicitação para envio, do inglês Request
To Send (RTS). Ao receber um RTS, um receptor responde que está livre para
envio, do inglês Clear To Send (CTS). Desta forma, um terceiro nó, que tam-
bém deseja transmitir, irá ouvir o CTS destinado a outro nodo, ou então não
receberá um CTS em resposta à sua requisição. Em ambos os casos o terceiro
nodo não inicia sua transmissão.
Figura 5: Mecanismo de RTS/CTS (DAM; LANGENDOEN, 2003).
Nodos sensores são desenvolvidos para serem baratos, portanto é co-
mum que possuam dispositivos menos robustos. Desta forma, muitos nós
sensores possuem rádios que não são capazes de transmitir dados e escutar
o meio ao mesmo tempo. Consequentemente a solução CSMA-CD não serve
para RSSF. O mecanismo CSMA-CA é utilizado em RSSF, todavia ele intro-
duz o problema do terminal exposto, apresentado na Figura 6. O problema
ocorre quando os sinais de controle silenciam nodos que não iriam interferir
com a transmissão em andamento. No cenário ilustrado, as transmissões dos
nodos A para B e D para C poderiam ocorrer simultaneamente. Entretanto, o
nodo C é silenciado pelo CTS enviado por B, ficando exposto à transmissão
de A para B. Consequentemente, D não recebe um CTS de C e não inicia a
transmissão.
Outra maneira de evitar colisões é utilizar um mecanismo de Acesso
Múltiplo com Divisão de Tempo, do inglês Time Division Multiple Access
(TDMA). O TDMA divide o tempo em quadros, do inglês frames, e cada
quadro é dividido em fatias, do inglês slots. Durante um frame cada nó é
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Figura 6: Problema do terminal exposto (WANNER, 2006).
designado a um slot no qual só ele tem o direito de transmitir. Como con-
sequência não há colisões. Entretanto, para que este mecanismo funcione,
todos os nós devem estar devidamente sincronizados. Além disso, o respon-
sável pela alocação dos slots necessita de informações sobre a topologia da
rede para fazer um frame funcional. Tanto a sincronização quanto a neces-
sidade de conhecer a topologia da rede são características que introduzem
overhead capazes de tornar essa solução menos atraente.
As abordagens aqui apresentadas e formas de diminuir o desperdício
de energia com escuta desnecessária e pacotes de controle serão discutidas
mais detalhadamente na próxima seção.
2.2 PROTOCOLOS DE CONTROLE DE ACESSO AO MEIO
Esta seção apresenta, em ordem cronológica, alguns protocolos MAC
projetados especificamente para RSSF e seus mecanismos para otimizar o con-
sumo de energia.
2.2.1 S-MAC
O protocolo Sensor-MAC (S-MAC) utiliza um esquema de duty cycle
no qual os nodos da rede dormem e acordam periodicamente (YE; HEIDE-
MANN; ESTRIN, 2002). Todo período ativo tem a mesma duração e é di-
vidido em duas fases: uma para sincronização e outra para trocar pacotes de
dados que foram bufferizados enquanto o rádio estava desligado. A troca de
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informações para sincronização em cada período ativo serve para evitar erros
com taxas de desvio do relógio dos microcontroladores, do inglês clock drift.
Todos os nós da rede devem seguir uma agenda que determina seus
períodos ativos e inativos. Durante a fase de inicialização, um nodo escuta
o meio por uma certa quantidade de tempo. Caso não ouça a transmissão de
um pacote de sincronização, contendo a agenda de outro nodo, o nó define
sua própria agenda e a transmite para seus vizinhos. Caso contrário, o nodo
define sua agenda para ficar igual à recebida e depois de esperar um tempo
aleatório — para evitar colisões — retransmite aos seus vizinhos. Se ocorrer
de um nodo com agenda já definida receber uma diferente, ele passa a seguir
ambas.
Para fornecer uma sincronização mais robusta todos os timestamps
trocados são relativos ao invés de absolutos. Além disso, o tempo de escuta
é significativamente maior que a taxa de desvio do relógio. Isto faz com que
a sincronização não seja tão crítica quando comparada com o mecanismo de
TDMA, que utiliza slots muito menores.
Quando um nodo deseja transmitir dados, ele deve disputar o meio
durante o período em que o nó destino está ativo. Essa disputa é realizada uti-
lizando o mecanismo CSMA-CA explicado anteriormente. O nodo que man-
dar um RTS primeiro, ganha o meio. A Figura 7 apresenta o funcionamento
do S-MAC em uma situação na qual dois nodos, A e C, querem transmitir e
um terceiro nodo, B, não tem transmissões pendentes, mas acorda para ouvir
o canal.
Figura 7: Funcionamento do S-MAC (WANNER, 2006).
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2.2.2 T-MAC
O protocolo Timeout-MAC (T-MAC) segue a maioria das ideias apre-
sentadas pelo S-MAC com algumas modificações (DAM; LANGENDOEN,
2003). A principal diferença é a utilização de um duty cycle adaptativo no
qual os períodos ativos não tem uma duração fixa, variando de acordo com o
tráfego da rede.
Diminuindo o tamanho do período ativo o T-MAC economiza mais
energia quando comparado ao S-MAC. Quanto mais cedo terminar o período
ativo, mais energia é economizada. Para isso, o protocolo utiliza um tempo
limite, do inglês timeout. Enquanto está no período ativo, um nodo permanece
ouvindo e possivelmente transmitindo. O período ativo termina quando ne-
nhum evento de ativação ocorrer dentro de um tempo limite TA. Um evento
de ativação pode ser, por exemplo, a recepção de qualquer dado pelo rádio,
ou o término de uma transmissão do próprio nodo. Desta forma, a duração do
TA determina a quantidade máxima de tempo que um nodo pode ter de escuta
ociosa.
A Figura 8 apresenta uma comparação entre o funcionamento dos dois
protocolos. As flechas indicam transmissões e recepções. Tanto o S-MAC
quanto o T-MAC deslocam o tráfego de dados durante um período inativo
para o próximo período ativo. O T-MAC finaliza um período ativo mais cedo
caso não exista tráfego durante um período de tempo TA.
Figura 8: Funcionamento do T-MAC comparado com o S-MAC (DAM;
LANGENDOEN, 2003).
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2.2.3 B-MAC
O protocolo Berkeley-MAC (B-MAC) também utiliza um esquema de
duty cycle no qual os nodos da rede dormem e acordam periodicamente (PO-
LASTRE; HILL; CULLER, 2004). Entretanto, o B-MAC não segue o mesmo
esquema de sincronização utilizado pelo S-MAC e T-MAC.
O protocolo utiliza uma técnica conhecida como escuta de baixa potên-
cia, do inglês Low Power Listening (LPL). Um nodo dorme a maior parte do
tempo e acorda periodicamente para verificar se há alguma transmissão no
canal. Essa verificação é de curta duração. Se há atividade, o nodo mantém
o rádio ligado pelo tempo necessário para receber o pacote e volta a dormir
depois da recepção. Caso nenhuma atividade seja detectada, o rádio é ime-
diatamente desligado. Acontecendo de alguma atividade ser detectada mas
nenhum pacote ser recebido (falso positivo), o nodo volta a dormir depois de
um tempo limite. Para que as transmissões sejam sempre recebidas o proto-
colo utiliza um preâmbulo com duração maior ou igual ao período inativo. Por
exemplo, se os nós da rede dormem por um segundo antes de acordarem para
verificar o canal, o preâmbulo deve ter duração de pelo menos um segundo
para que o receptor acorde, detecte atividade no canal e receba os dados.
De forma a evitar colisões, um nodo antes de transmitir verifica se o
canal está livre, CCA. Caso o canal esteja ocupado o nodo espera por um
tempo, backoff, e depois transmite. A Figura 9 apresenta o funcionamento
do B-MAC em uma situação na qual dois nodos, A e C, tentam enviar a um
terceiro receptor, B.
Figura 9: Funcionamento do B-MAC (WANNER, 2006).
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2.2.4 X-MAC
Assim como o B-MAC o protocolo X-MAC também utiliza o esquema
de LPL e sincronização por preâmbulo (BUETTNER et al., 2006). Entretanto
ao invés de enviar um único preâmbulo com uma longa duração, o X-MAC
envia uma sequência de preâmbulos curtos, cada um contendo o identificador
do nodo destino. Entre cada transmissão de um preâmbulo curto, o nodo
transmissor ouve o meio, com o objetivo de diminuir a quantidade de escuta
desnecessária e o tempo total da transmissão. Quando um nodo acorda e
recebe um preâmbulo curto, ele verifica se é o destino da transmissão. Caso
não seja, o nodo volta imediatamente a dormir. Se o nodo for o destino,
ele envia uma confirmação, acknowledgement, durante o período no qual o
emissor está escutando. Quando um emissor recebe um acknowledgement de
seu destino, ele para de enviar a sequência de preâmbulos e envia os dados. A
Figura 10 apresenta uma comparação entre o funcionamento do B-MAC com
o X-MAC.
Figura 10: Funcionamento do X-MAC comparado com o B-MAC (BUET-
TNER et al., 2006).
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2.2.5 IEEE 802.15.4 MAC Layer
O protocolo MAC proposto no padrão IEEE 802.15.4 possui dois mo-
dos básicos de comunicação: 1) beacon-enabled; e 2) non-beacon (IEEE
Computer Society, 2006). O primeiro modo utiliza um mecanismo de sin-
cronização baseado em slots, enquanto o segundo se resume a utilização do
mecanismo CSMA-CA já apresentado.
O modo beacon-enabled utiliza uma estrutura de superframe ilustrada
na Figura 11. Essa estrutura é definida por beacons — que são enviados
por um nodo chamado coordenador — e é dividida em um período ativo e
outro inativo (opcional). O período ativo inicia com a transmissão de um
beacon e é divido em dezesseis slots de mesmo tamanho. Esses slots são
divididos em duas partes: período de acesso disputado, do inglês Contention
Access Period (CAP), e período livre de colisões, do inglês Collision Free
Period (CFP). Durante o CAP os nodos competem entre si utilizando CSMA-
CA. O CFP é formado utilizando slots garantidos, do inglês Guaranteed Time
Slots (GTS), que são slots alocados pelo coordenador a nodos específicos,
portanto nenhuma disputa pelo canal é realizada durante este período. O uso
de GTSs é opcional e um coordenador pode alocar no máximo sete GTSs,
sendo que um GTS pode durar mais que um slot.
Figura 11: Estrutura do superframe do MAC IEEE 802.15.4 (IEEE Computer
Society, 2006).
Um nodo escuta pelo beacon para saber o formato do superframe e
saber se algum GTS foi alocado a ele. Em caso positivo ele espera até o seu
slot para transmitir. Caso contrário, o nodo disputa pelo canal com os outros
nodos durante o CAP.
2.2.6 Z-MAC
Zebra-MAC (Z-MAC) é um protocolo híbrido que combina CSMA e
TDMA (RHEE et al., 2008). Ele utiliza um escalonamento TDMA, mas per-
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mite que nodos disputem por outros slots utilizando CSMA.
Na fase inicial da rede, os nodos executam um algoritmo distribuído
para alocação dos slots. Uma vez que a agenda TDMA está definida, cada
nodo utiliza seu próprio slot para transmitir. Se um nodo precisar de mais de
um slot, ele tenta “roubar” slots de seus vizinhos. Para utilizar um slot que
não o seu, um nodo espera um tempo de backoff no início desse slot. Se ao
término desse tempo de espera o slot continua sem ser utilizado, o nodo ganha
o slot e começa a transmitir. Como os donos de um slot possuem a chance de
transmitir antes, um nodo só pode “roubar” slots que não seriam utilizados.
2.3 PROTOCOLOS MULTICAMADA
Em RSSF os protocolos MAC possuem as informações mais precisas
sobre as ligações entre nodos sensores, como Indicador de Força do Sinal
Recebido, do inglês Received Signal Strength Indicator (RSSI), e Indicador
de Qualidade da Conexão, do inglês Link Quality Indicator (LQI). Além
disso, os protocolos MAC também podem fornecer informações de recursos
como energia residual e memória livre dos nodos vizinhos, anexando essas
informações em pacotes de dados. No entanto, os protocolos implementados
seguindo as pilhas de comunicação tradicionais não aproveitam os benefícios
diretos dessas informações que poderiam ser utilizadas para auxiliar decisões
nas camadas superiores, como por exemplo descoberta e manutenção de rotas
em protocolos de roteamento. Considerando os recursos limitados das RSSF,
a otimização e o projeto conjunto das camadas de rede, ou seja, o projeto
multicamada, se destaca como uma alternativa promissora à arquitetura tradi-
cional de protocolos em camadas (MELODIA; VURAN; POMPILI, 2005).
Nesse sentido surgiram algumas abordagens multicamada para RSSF,
entre elas:
2.3.1 RB-MAC
O protocolo Receiver-Based-MAC (RB-MAC) é diferente de todos os
protocolos apresentados aqui pois um emissor não escolhe o nodo destino
de sua transmissão (AKHAVAN; WATTEYNE; AGHVAMI, 2011). A rede
funciona no padrão de interação todos pra um, no qual todos os dados são
enviados para a estação base. O protocolo escolhe dinamicamente qual nó
dentre os possíveis repassa os dados, baseado nas condições do canal e num
rank calculado por um algoritmo de roteamento.
A Figura 12 apresenta o funcionamento do protocolo, utilizando como
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rank a distância do nodo em relação à estação base. O nodo emissor, S, pos-
sui quatro vizinhos: A, B, C e D. Quando S deseja transmitir um pacote,
ele transmite uma sequência de preâmbulos curtos diretamente seguidos pe-
los dados, sem atribuir um endereço destino. Cada preâmbulo curto informa
quanto tempo falta para o início da transmissão dos dados e o rank de S. Os
nodos A, B, C e D em algum momento acordam e escutam um preâmbulo
curto. Com base nas informações obtidas do preâmbulo, cada nodo decide se
é elegível para repassar os dados. Caso nenhum nodo vizinho de S participe
dentro da janela de contenção (o emissor pode verificar por uma confirmação
passiva ao ouvir o canal antes do final da janela), a sequência de preâmbulos
é retransmitidas para garantir que ao menos um potencial receptor detecte o
preâmbulo. O nodo D verifica que possui um rank pior que S e volta a dormir.
Os nodos A, B e C recebem os dados e iniciam um período de backoff pro-
porcional aos seus ranks para repassar os dados. Como o nodo A é o melhor
candidato, seu período de backoff termina antes dos demais e ele inicia a
transmissão. Os nodos B e C percebem a transmissão e voltam a dormir.
Figura 12: Funcionamento do RB-MAC.
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2.3.2 EOA
O Energy Optimization Approach (EOA) (BAI et al., 2008) realiza a
integração entre as camadas física, MAC e de roteamento. O EOA utiliza um
algoritmo que calcula o nível de potência adequado para uma transmissão en-
tre os nós. O protocolo de roteamento utiliza essa informação como métrica,
escolhendo rotas com menor consumo de energia para encaminhar pacotes.
Por fim, as informações de roteamento são utilizadas pelo MAC para formar
uma agenda de períodos ativos e inativos.
2.4 SEGURANÇA NA COMUNICAÇÃO
Um canal de comunicação sem fio está aberto para qualquer um, per-
mitindo a qualquer interface de rádio configurada na mesma frequência mo-
nitorar ou participar da comunicação em andamento. Isso fornece um meio
muito conveniente para ataques (ZHOU; FANG; ZHANG, 2008).
Um atacante pode escutar os pacotes transmitidos e realizar cripto-
análise ou análise de tráfego. Os pacotes que foram escutados podem ser
repetidos, pelo atacante, num momento posterior ou em outra área da rede
para gerar inconsistência. Pacotes falsos podem ser injetados na rede para
confundir os nós sensores. Nós maliciosos também podem modificar pacotes
recebidos antes de passá-los adiante.
A fim de evitar ataques indesejados, uma infraestrutura segura deve
fornecer:
Confidencialidade: previne acesso não autorizado à informação. Pode ser
obtida cifrando partes críticas de um pacote antes da sua transmissão.
Desta forma somente os receptores autorizados podem acessar os da-
dos, decifrando o pacote. O tipo de informação que deve ser cifrada
depende da aplicação. Em alguns casos somente a parte de dados pre-
cisa ser cifrada, em outros o cabeçalho também é cifrado para proteger
a identidade dos nodos.
Autenticidade: confirma a identidade de origem de uma mensagem. Pode
ser obtida ao se assinar a mensagem. Todos os nós devem verificar se a
mensagem recebida realmente vem do nodo indicado. Sem autentica-
ção um atacante pode facilmente fraudar a identidade de outros nodos
para transmitir informações falsas pela rede.
Integridade: garante que a mensagem recebida não foi alterada por qual-
quer razão, seja por um atacante ou simplesmente erros não desejados.
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Pode ser obtida através de um código de soma de verificação, do inglês
checksum. Sem a verificação de integridade, nós maliciosos podem
modificar o conteúdo de um pacote antes de passá-lo adiante.
O restante desta seção apresenta duas infraestruturas seguras no con-
texto de RSSF.
2.4.1 TinySec
O TinySec (KARLOF; SASTRY; WAGNER, 2004) define uma ar-
quitetura de segurança para RSSF na camada MAC, fornecendo cifragem e
autenticação. Ele suporta dois modos diferentes de segurança: cifragem au-
tenticada (TinySec-AE); e apenas autenticação (TinySec-Auth).
No modo de cifragem autenticada os dados são cifrados utilizando o
bloco cifrador Skipjack (National Security Agency, 1998) e os pacotes aut-
enticados com um código de autenticação de mensagem, do inglês message
authenticity code (mac)1. O mac é computado sobre os dados cifrados e o
cabeçalho do pacote. No modo de apenas autenticação, o TinySec autentica
o pacote inteiro com um mac, mas os dados não são cifrados.
A inclusão de um mac para garantir autenticidade e integridade tem um
custo de processamento, no uso do rádio e, consequentemente, no consumo
de energia. Isso se deve ao fato de que valores hash geralmente representam
uma longa sequência de bits — o comprimento de um mac determina o nível
de segurança de uma função mac (SUN et al., 2010). O TinySec consegue
baixo consumo de energia reduzindo o tamanho do mac, consequentemente
diminuindo o nível de segurança fornecida.
2.4.2 MiniSec
O MiniSec (LUK et al., 2007) é um protocolo de segurança na camada
de rede que além de cifragem e autenticação também fornece proteção contra
ataques de repetição. Ele possui dois modos distintos de operação: um para
comunicação unicast (MiniSec-U) e outro para broadcast (MiniSec-B). Am-
bos os modos utilizam o método de cifragem Offset Codebook (OCB) (RO-
GAWAY; BELLARE; BLACK, 2003), que prove tanto privacidade quanto
autenticidade em apenas uma passagem sobre os dados da mensagem.
Os ataques de repetição são tratados de formas diferentes pelos dois
modos de operação. No modo MiniSec-U, cada emissor e receptor mantém
1Termo em minúsculo para não causar confusão com a mesma sigla MAC de Medium Access
Control.
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um contador sincronizado que é utilizado como Vetor de Inicialização, do
inglês Initizalization Vector (IV) — um bloco de bits utilizado para tornar a
cifragem aleatória, produzindo distintos textos cifrados do mesmo texto sim-
ples. Desta forma todo pacote cujo contador possui valor igual ou menor
que o mantido no receptor é descartado. Para reduzir o consumo de energia
do rádio, apenas os últimos bits dos contadores são transmitidos junto com
os pacotes. Um problema dessa abordagem é que ela exige a execução de
custosas rotinas de ressincronização quando os contadores compartilhados fi-
cam dessincronizados (devido à entrega de pacotes fora de ordem, por exem-
plo) (JINWALA et al., 2009). No modo MiniSec-B o tempo de vida da rede é
dividido em épocas, evitando que pacotes de épocas anteriores sejam retrans-
mitidos. Além disso, cada receptor utiliza um filtro que verifica o histórico
dos pacotes dentro da época atual descartando pacotes já transmitidos.
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3 FRAMEWORK PARA A GERAÇÃO DE PROTOCOLOS MAC
PARA RSSF
Este capítulo apresenta a arquitetura original do C-MAC, a proposta de
uma nova arquitetura para o framework, sua implementação, uma estrutura
elaborada para facilitar a integração com outras camadas da pilha de comuni-
cação e os mecanismos de configuração do novo C-MAC.
3.1 C-MAC - ARQUITETURA ORIGINAL
O Configurable MAC é um framework que permite a geração de proto-
colos de controle de acesso ao meio para RSSF. Sua arquitetura possui um nú-
cleo básico sobre o qual diferentes protocolos podem ser compostos (WAN-
NER, 2006). O framework é responsável por fornecer mecanismos que per-
mitem selecionar, configurar e combinar estratégias de controle de acesso
ao meio de acordo com os requisitos da aplicação. Cada estratégia é im-
plementada por um componente de software e, uma vez selecionadas, essas
estratégias em conjunto com o núcleo básico formam um protocolo MAC
completo. Através desse paradigma é possível criar novos serviços de comu-
nicação sob demanda e experimentar diferentes configurações de protocolo,
coletando métricas para identificar qual a melhor configuração para determi-
nada aplicação.
Com o intuito de fornecer uma ampla gama de pontos configuráveis
que, quando combinados, formem um protocolo MAC completo, foi reali-
zada uma avaliação das características dos principais protocolos MAC para
RSSF (WANNER, 2006). É importante ressaltar que o C-MAC não suporta re-
configuração dinâmica. O overhead de manter todas as possibilidades de con-
figuração em memória e a necessidade de um segundo protocolo para troca
de configurações entre nodos torna o uso em tempo de execução do C-MAC
uma opção muito onerosa. Os pontos de configuração da arquitetura original
do C-MAC incluem:
• Configuração da camada física;
• Definição do período ativo;
• Mecanismo para evitar colisões;
• Mecanismo para detectar colisões; e
• Mecanismo para tratar colisões.
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O C-MAC é implementado através de uma máquina de estados, ilus-
trada na Figura 13, cujas transições são ativadas por interrupções de um tem-
porizador dedicado ou por interrupções do hardware de comunicação. Tran-
sições de um estado para ele mesmo não estão representadas. O nodo per-
manece no estado inicial (OFF) com seu rádio desligado. Após uma inter-
rupção do temporizador o nodo liga o rádio e verifica se o canal está ocu-
pado (IDLE). Um nodo com envio pendente, ao detectar o canal livre en-
via um preâmbulo, seguido por uma sequência de sincronização conhecida
pelo receptor e por fim os dados (SEND). O nodo receptor quando detecta
o preâmbulo passa a procurar pela sequência de sincronização (SYNC). Uma
vez sincronizado, os dados são recebidos e verificados (RECV) e uma con-
firmação é enviada (SEND_ACK). Caso o transmissor não receba uma confir-
mação (RECV_ACK) ele espera um tempo de backoff para retransmitir.
Figura 13: Máquina de estados do C-MAC original (WANNER, 2006).
É possível perceber que a máquina de estados do C-MAC se adequa
bem a protocolos que se sincronizam via preâmbulo, como o B-MAC apre-
sentado na Subseção 2.2.3. Contudo isso dificulta a implementação de proto-
colos que não possuem essa característica, como o S-MAC (Subseção 2.2.1),
ou o IEEE 802.15.4 (Subseção 2.2.5), de forma que, para implementar esses
protocolos, deve-se adicionar funcionalidades não previstas dentro dos com-
ponentes da arquitetura original (e.g. transmissão e recepção de informações
de agendamento, transmissão de beacons). Além disso, essa arquitetura não
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permite um alto reuso de seus componentes. Por exemplo, a transmissão de
dados é tratada como um único grande componente (SEND) que, consequente-
mente, deve ser reimplementado para cada novo protocolo, pois mesmo que
as operações de controle do rádio sejam iguais, características como cabeça-
lhos e mecanismos de tratamento de erro utilizados no empacotamento dos
pacotes variam de um protocolo para outro. Outro exemplo é o uso de ope-
rações comuns como o envio e recebimento de mensagens RTS/CTS que não
foram isoladas e devem ter seu código replicado nas diferentes implemen-
tações dos componentes SEND e RECEIVE que as utilizam.
3.2 NOVO DESIGN
O reprojeto aqui apresentado tem como objetivo tornar o C-MAC mais
refinado, permitindo o reuso de microcomponentes em uma maior variedade
de protocolos específicos de aplicação.
O ponto inicial desse novo design foi a decomposição de protocolos
tradicionais com o intuito de se obter uma máquina de estados generalizada
para as diferentes categorias de MAC. Existem várias nomenclaturas na li-
teratura que classificam os protocolos MAC para RSSF em categorias dife-
rentes de acordo com suas funcionalidades (STANKOVIC et al., 2003; LIN;
WANG; SUN, 2004; BACHIR et al., 2010). Neste trabalho a nomenclatura
adotada classifica os protocolos MAC em quatro categorias (KLUES et al.,
2007): channel polling, scheduled contention, time division multiple access e
híbrido.
Protocolos baseados em channel polling seguem uma máquina de es-
tados similar à apresentada na Figura 14. O estado inicial é indicado pela seta
apontando para ele a partir de qualquer lugar (SIPSER, 2006). Eles periodica-
mente ligam o rádio para verificar alguma atividade no canal (LISTEN). Se al-
guma atividade é detectada, o rádio é mantido ligado para receber um pacote.
Caso contrário, o rádio é desligado imediatamente (OFF). Para transmitir um
pacote, o nodo emissor primeiramente aguarda o canal ficar livre (BACKOFF,
LISTEN) e então começa a transmitir um preâmbulo de sincronização (TX
PREAMBLE). Receptores ouvindo o canal detectam atividade e utilizam o pre-
âmbulo (RX PREAMBLE) para sincronizar a si mesmos com o emissor antes de
receber o payload do pacote (RX DATA). É importante ressaltar que algumas
transições só acontecem dependendo do protocolo. Por exemplo, uma vez
que um receptor ouviu o preâmbulo, destinado a si, no X-MAC, ele manda
uma confirmação para o emissor (TX ACK PREAMBLE) e somente então con-
tinua ouvindo para receber os dados. Caso contrário coloca o rádio em modo
de baixo consumo. Entretanto, no protocolo B-MAC após receber o preâm-
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bulo um nodo não tem outra escolha a não ser continuar ouvindo para receber
os dados. Além disso, até mesmo a forma como o protocolo está configu-
rado afeta as transições que podem ser tomadas. Por exemplo o B-MAC pode
habilitar ou desabilitar o uso de confirmação, backoffs e até CCA.
Figura 14: Máquina de estados dos protocolos da categoria Channel Polling.
Protocolos na categoria scheduled contention programam o tempo no
qual nós vizinhos devem acordar para verificar atividade no canal. S-MAC
e T-MAC são exemplos desse tipo de protocolo. Eles são generalizados na
máquina de estados apresentada na Figura 15. No começo de cada período
ativo, nós vizinhos trocam informações adicionais para se manter sincroniza-
dos, como o recebimento (RX SYNC PKT) e/ou transmissão (TX SYNC PKT)
de itinerários no S-MAC. Depois disso, os nodos entram no estado ACTIVE
e estão prontos para transmitir ou receber dados. Nodos dispostos a trans-
mitir dados podem disputar pelo canal utilizando um mecanismo detecção de
ocupação de canal (CCA) junto com RTS/CTS (RX RTS, TX RTS, RX CTS,
TX CTS). Depois desses passos os nodos estão prontos para transmitir/receber
com a possibilidade de usar pacotes de confirmação (ACK TX, ACK RX).
Protocolos baseados em TDMA também programam o tempo no qual
os nodos devem acordar para ouvir o canal. A diferença com os protocolos do
tipo scheduled contention está no fato de que cada nodo, ao invés de um grupo
de nodos, possui um slot de tempo específico para transmitir. Desta forma, os
nodos não precisam disputar pelo canal e não ocorrem colisões. Entretanto,
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Figura 15: Máquina de estados dos protocolos da categoria Scheduled Con-
tention.
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se livrar de colisões vem com o preço de menor vazão. Uma vez que um nodo
só pode transmitir durante seu próprio slot, ele deve ficar em silêncio mesmo
se outros nodos não estão transmitindo em seus slots. Além disso, esse tipo
de protocolo é sensível a mudanças na topologia da rede, necessitando uma
realocação dos slots sempre que isso acontece. A Figura 16 ilustra a máquina
de estados generalizada para protocolos baseados em TDMA. Essa máquina
de estados é bastante semelhante à máquina dos protocolos scheduled con-
tention, no entanto os passos de sincronização são diferentes caso um nodo
seja mestre (i.e. o coordenador de uma rede, responsável por alocar os slots de
tempo) ou escravo, que é uma configuração comum neste tipo de protocolo.
Figura 16: Máquina de estados dos protocolos da categoria TDMA.
Uma análise criteriosa das máquinas de estados apresentadas levou a
uma nova máquina de estados do C-MAC, apresentada na Figura 17. Cada
estado representa um microcomponente que pode ter diferentes implemen-
tações. Esses microcomponentes juntamente com as transições de estados po-
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dem ser combinados para produzir protocolos específicos para cada aplicação.
Estados tracejados representam estados compostos, conceito presente nos di-
agramas de estados da Unified Modeling Language (UML) (OMG, 2009) —
um estado composto encapsula estados e transições que trabalham em con-
junto para um objetivo comum fornecendo uma melhor visualização. Uti-
lizando técnicas de metaprogramação estática, microcomponentes represen-
tando estados que não fazem sentido para um determinado protocolo podem
ser completamente removidos. Quando um estado é removido, suas tran-
sições de entrada são encaminhadas para o estado alvo de suas transições de
saída, ainda mantendo a semântica original da transição.
Figura 17: Nova máquina de estados do C-MAC.
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A máquina de estados do C-MAC pode ser ativada por eventos de emis-
são/recepção (i.e. quando o protocolo alvo tem um ciclo de trabalho com-
pleto) ou periodicamente por eventos temporais (i.e. quando um ciclo de
trabalho dormir/ativo é necessário). O protocolo permanece no estado OFF,
com o rádio desligado, até que um dos eventos citados anteriormente ative a
transição para o estado SYNCHRONOUS SYNC.
Os estados que compõem o estado composto SYNCHRONOUS SYNC são
apresentados na Figura 18. Esses estados são relacionados a operações usa-
das para sincronizar o ciclo de trabalho e foram obtidos através da fusão dos
passos de sincronização apresentados nas máquinas de estados dos protoco-
los scheduled contention e TDMA (Figuras 15 e 16). Um nodo pode começar
a sincronização transmitindo (BROADCAST SYNC PKT) um pacote contendo
informações de sincronização (e.g. seu itinerário em um protocolo sched-
uled contention) que é então seguido pela recepção de informação dos ou-
tros nodos (RX SYNC PKT) (como pedidos de alocação de slots em um proto-
colo TDMA). Neste ponto, um nodo pode tanto terminar a sua sincronização
(estados em negrito pertencem à visão top view da máquina de estados do
C-MAC) ou executar trocas de informações adicionais (TX SYNC PKT, RX
SYNC RESP) com a possibilidade de usar um mecanismo de contenção para
evitar colisões nesse processo (CCA). Note que no mesmo protocolo cada es-
tado pode ser habilitado, desabilitado, ou executar diferentes operações de-
pendendo da configuração do nodo (e.g. o nodo pode ser mestre, escravo, ou
ambos em um protocolo TDMA). A Figura 19 ilustra três diferentes confi-
gurações do estado composto SYNCHRONOUS SYNC. Após o nodo estar devi-
damente sincronizado, ele vai para o estado ACTIVE. Se existe algum pedido
de transmissão/recepção pendente o protocolo vai para os estados correspon-
dentes, caso contrário vai para o estado OFF no final do seu ciclo ativo.
Figura 18: Estado composto SYNCHRONOUS SYNC.
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Figura 19: Estado composto SYNCHRONOUS SYNC configurado como:
(A) TDMA Master; (B) TDMA Slave; e (C) Scheduled Contention.
O estado composto ASYNCHRONOUS SYNC, ilustrado na Figura 20, está
presente para protocolos que não necessitam possuir um ciclo de trabalho to-
talmente sincronizado (e.g. B-MAC, X-MAC). A sincronização é feita através
da transmissão de um longo preâmbulo, ou uma sequência de curtos preâm-
bulos. O resultado é um subconjunto dos estados presentes na máquina de
estados dos protocolos channel polling (Figura 14), já que esse mecanismo é
parte desse tipo de protocolo.
Figura 20: Estado composto ASYNCHRONOUS SYNC.
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Antes de transmitir ou receber dados os nodos podem passar por me-
canismos de contenção de forma a evitar colisões. Esses mecanismos são
definidos pelos estados compostos RX CONTENTION e TX CONTENTION cujas
máquinas de estados são ilustradas nas Figuras 21 e 22, respectivamente. Os
estados foram projetados para suportar um mecanismo de detecção de ocu-
pação de canal (CCA), RTS/CTS (RX RTS, TX RTS, RX CTS, TX CTS), ou
ambos.
Figura 21: Estado composto RX CONTENTION.
Figura 22: Estado composto TX CONTENTION.
Após passar pelos mecanismos de contenção os nodos estão prontos
para transmitir ou receber. Quando dados são recebidos (RX DATA), eles pas-
sam pelos mecanismos de tratamento de erros (UNPACK) e segurança (DECRYPT
e AUTHENTICATE) e um pacote de confirmação pode ser transmitido (ACK
TX). No lado da transmissão, informações para tratamento de erros (PACK)
e segurança (ENCRYPT e SIGN) são acrescentadas antes da transmissão (TX
DATA). O estado ACK RX implementa a recepção de pacotes de confirmação.
Alguns protocolos permitem a transmissão de pacotes de dados em rajadas
(e.g. X-MAC e S-MAC) sem que o nodo tenha que competir pelo canal no-
vamente, o que exigiu as transições Keep active, ilustradas na Figura 17.
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Através dessas novas máquinas de estados foi possível expandir o
C-MAC e fornecer uma gama maior de pontos configuráveis, enquanto al-
cançando um maior nível de reuso. Os principais pontos de configuração do
C-MAC agora incluem:
Configuração da camada física: esses são os pontos de configuração defi-
nidos pelo transceptor (e.g. frequência, potência de transmissão, taxa
de dados).
Sincronização e organização: fornece mecanismos para enviar ou receber
informações de sincronização para organizar a rede e sincronizar os
ciclos de trabalho dos nodos.
Mecanismo anti-colisão: define os mecanismos de contenção usados para
evitar colisões. Pode ser constituído por um algoritmo de detecção da
ocupação do canal (e.g. CSMA-CA), a troca de pacotes de contenção
(RTS/CTS), ou uma combinação de ambos.
Mecanismo de confirmação: a troca de pacotes de confirmação para deter-
minar se a transmissão foi bem sucedida, incluindo confirmação de
preâmbulos.
Tratamento de erro e segurança: determina quais mecanismos serão uti-
lizados para garantir a consistência (e.g. checagem de Cyclic Redun-
dancy Check (CRC)) e a segurança dos dados (e.g. cifragem, autentica-
ção).
3.3 INTEGRAÇÃO COM OUTRAS CAMADAS
Para permitir a integração entre o C-MAC e outras camadas da pilha
de comunicação foi criada uma estrutura chamada Neighborhood. Essa es-
trutura guarda informações, coletadas em tempo de execução, sobre os nós
vizinhos de um determinado nodo da rede — são considerados vizinhos de
um nodo os nós dentro do raio de comunicação de seu rádio. Toda vez que
um nodo receber ou transmitir dados, as informações sobre o vizinho com o
qual está interagindo são atualizadas pelo C-MAC. A Figura 23 apresenta as
informações mantidas pelo nodo B, sobre seus vizinhos, no cenário ilustrado.
O C-MAC insere registros sobre os nós vizinhos — informações so-
bre RSSI, LQI e energia residual — e os protocolos das camadas superiores
utilizam esses dados da forma que melhor lhes convêm. Por exemplo, um
protocolo de roteamento pode escolher um caminho passando por nodos com
maior energia residual, um caminho onde o sinal é mais forte, ou um caminho
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Figura 23: Cenário de uso da estrutura Neighborhood para o nodo B.
com melhor qualidade de sinal. Note que o RSSI não caracteriza a qualidade
de um sinal; os valores de LQI estão associados a uma taxa de perda de pa-
cotes, do inglês Packet Error Rate (PER), que é uma relação entre os pacotes
recebidos com erro e o número total de pacotes recebidos. Além disso, um
protocolo de roteamento também pode remover o registro de um determi-
nado vizinho caso nenhum dado tenha sido trocado dentro de um período de
tempo (expire == 0) — remoção de rota não utilizada.
3.4 IMPLEMENTAÇÃO
O novo C-MAC foi implementado como uma abstração do Sistema
Operacional Paralelo e Embarcado, do inglês Embedded Parallel Operating
System (EPOS) (FROHLICH; SCHRODER-PREIKSCHAT, 1999a, 1999b,
1999c; FROHLICH, 2001), possibilitando o uso do framework em diferen-
tes arquiteturas de hardware sem a necessidade de realizar alterações no seu
código fonte.
Para cada estado da nova máquina de estados do C-MAC (apresentada
nas Figuras 17, 18, 20, 21, e 22) existe um conjunto de microcomponentes
59
dentre os quais, de acordo com a configuração desejada, um é selecionado
em tempo de compilação. Cada microcomponente é implementado através
de uma classe. Contudo todos os microcomponentes herdam de uma única
classe, de forma que todos obedecem a uma mesma interface.
A Figura 24 apresenta o diagrama UML simplificado da implemen-
tação do novo C-MAC. O estado TX PREAMBLE, pertencente ao estado com-
posto ASYNCHRONOUS SYNC, é utilizado como exemplo para explicar a im-
plementação do framework, de modo que classes referentes a outros estados
não estão ilustradas. A classe CMAC_State define a interface que é her-
dada e implementada por todos os microcomponentes que compõem o ob-
jeto CMAC. Esta interface se resume a um método chamado execute que
recebe uma transição da máquina de estados (CMAC_STATE_TRANSITION)
como parâmetro e retorna uma transição do mesmo tipo. De acordo com a
configuração desejada um dos três microcomponentes (Tx_Dummy_Preamble;
Tx_Time_Rank_Preamble; e Tx_Id_Preamble) é escolhido como imple-
mentação do estado TX PREAMBLE através do metaprograma ilustrado na Fi-
gura 25. Repare que existe um typedef, de forma que não se utiliza o nome
de um microcomponente individual, mas sim o nome do estado que ele re-
presenta, no caso Tx_Preamble. O mesmo é feito com os outros estados.
Como todos os microcomponentes possuem a mesma interface, utilizando
typedef é possível implementar máquinas de estados genéricas, ilustradas
nas Figuras 26 e 27, que são resolvidas em tempo de compilação. Ainda na
Figura 27 é possível perceber como funciona a transição de um estado para
o outro. Após executar, o microcomponente Asynchronous_Sync retorna
uma transição da máquina de estados, result, que é utilizada para decidir
qual o próximo estado.
Figura 24: Diagrama UML simplificado do novo C-MAC.
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// ...
typedef typename
SWITCH<Traits<CMAC<T> >::PREAMBLE_CONTENT,
CASE<Traits<CMAC<T> >::DUMMY,
Tx_Dummy_Preamble<T>,
CASE<Traits<CMAC<T> >::TIME_TO_DATA_AND_RANK,
Tx_Time_Rank_Preamble<T>,
CASE<Traits<CMAC<T> >::DESTINATION_ID,
Tx_Id_Preamble<T>,
CASE<DEFAULT,
Tx_Dummy_Preamble<T>
> > > >
>::Result Tx_Preamble;
// ...
Figura 25: Metaprograma para decidir qual microcomponente a ser utilizado
pelo estado TX PREAMBLE.
// ...
while ((state != TX_CONTENTION) && (state != RX_CONTENTION)) {
switch (state) {
case BACKOFF:
// ...
result = Backoff::execute(result);
// ...
case LISTEN:
// ...
result = Listen::execute(result);
// ...
case TX_PREAMBLE:
// ...
result = Tx_Preamble::execute(result);
// ...
case RX_ACK_PREAMBLE:
// ...
result = Rx_Ack_Preamble::execute(result);
// ...
// ...
}
}
// ...
Figura 26: Código correspondente a maquina de estados do estado composto
ASYNCHRONOUS SYNC.
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// ...
while (_state != OFF) {
switch (_state) {
case SYNCHRONOUS_SYNC:
// ...
result = Synchronous_Sync::execute(result);
// ...
case ACTIVE:
// ...
result = Active::execute(result);
// ...
case ASYNCHRONOUS_SYNC:
{
if (Traits<CMAC<Radio_Wrapper> >::SYNC ==
Traits<CMAC<Radio_Wrapper> >::PREAMBLE) {
result = Asynchronous_Sync::execute(result);
if (result == RX_PENDING)
_state = RX_CONTENTION;
else if (result == TX_PENDING)
_state = TX_CONTENTION;
else if (result == TIMEOUT)
_state = OFF;
}
break;
}
case RX_CONTENTION:
// ...
result = Rx_Contention::execute(result);
// ...
case RX_DATA:
// ...
result = Rx_Data::execute(result);
// ...
case UNPACK:
// ...
result = Unpack::execute(result);
// ...
// ...
}
}
// ...
Figura 27: Código correspondente a nova maquina de estados do C-MAC.
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Quando um estado não faz sentido para determinada configuração
seu código é completamente removido. Por exemplo, protocolos que não
se sincronizam via preâmbulo, como o S-MAC e o IEEE 802.15.4, não uti-
lizam o estado composto ASYNCHRONOUS SYNC. Repare que na máquina de
estados apresentada na Figura 27 existe um if dentro do case do estado
ASYNCHRONOUS SYNC. Esse if verifica o valor de uma constante e, portanto,
pode ser resolvido em tempo de compilação. Assim, caso não se utilize sin-
cronização via preâmbulo esse trecho de código não é gerado e não adiciona
overhead ao código final. O mesmo é feito com os outros estados.
A Figura 28 apresenta o diagrama UML da implementação da estrutura
de integração com outras camadas. A classe Neighborhood segue o padrão de
projeto Singleton (GAMMA et al., 1995), garantindo a existência de apenas
uma instância da classe com um ponto global de acesso ao seu objeto. Dessa
forma, todas as camadas da pilha de comunicação podem compartilhar o uso
do mesmo objeto. Isso evita a duplicação de dados e diminui o número de
mensagens trocadas entre camadas, reduzindo consumo de memória e tempo
de processamento. Além disso, a pilha de comunicação na qual o C-MAC foi
implementado utiliza o padrão de projeto Observer (GAMMA et al., 1995),
de forma que ao receber um pacote o C-MAC automaticamente notifica a ca-
mada superior.
Figura 28: Diagrama UML da estrutura de integração entre camadas.
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A utilização da estrutura Neighborhood é opcional, podendo ser habi-
litada ou não. Também é possível definir quanto tempo leva para um registro
expirar e o número máximo de vizinhos sobre os quais serão mantidos regis-
tros ao mesmo tempo. Registros são mantidos em uma lista. Quando a lista
atinge o tamanho máximo e informações sobre um novo nodo são recebidas,
o primeiro registro é removido e informações sobre o novo nodo são inseridas
no final da lista. Ao se atualizar informações de um nodo já registrado, seu
registro vai para o final da lista.
3.5 CONFIGURAÇÃO
A configuração do C-MAC é realizada utilizando o mesmo conceito
de Traits presente na biblioteca padrão da linguagem C++ (STROUSTRUP,
2000). Traits são classes parametrizadas nas quais atributos constantes e
estáticos descrevem as propriedades de um determinado tipo (FROHLICH,
2001). Utilizando um arquivo de configuração, programadores podem esco-
lher quais propriedades o protocolo deve possuir. Quando uma propriedade
é selecionada, a funcionalidade que ela descreve é incluída no protocolo.
Dessa forma é possível definir qual o comportamento do protocolo em tempo
de compilação. Devido ao uso de metaprogramação estática e inlining de
funções, propriedades não selecionadas não adicionam overhead ao código
gerado.
A Figura 29 ilustra um trecho do arquivo de configuração. O traits
do C-MAC está dividido em duas partes: primeiro estão listadas as opções de
configuração e depois os atributos que definem qual será o comportamento
do protocolo. Entre as opções é possível optar por um esquema sem sin-
cronização (NO_SYNC), ou com sincronização: via preâmbulo (PREAMBLE)
ou beacons (BEACON). O preâmbulo pode ser constituído sem informações
úteis (DUMMY); conter informações sobre quando inicia a transmissão dos
dados e o rank do emissor (TIME_TO_DATA_AND_RANK); ou conter o en-
dereço do nodo destinatário (DESTINATION_ID). No quesito segurança, os
dados podem permanecer em sua forma original (PLAINTEXT); ser cifrados
(DATA_ENCRYPTION); autenticados (AUTHENTICATION_ONLY); cifrados e au-
tenticados (AUTHENTICATION_ENCRYPTION); ou ainda cifrados, autenticados
e validados temporalmente (TEMPORAL_AUTHENTICATION_ENCRYPTION)1.
Também é possível não utilizar nenhum mecanismo para confirmação de re-
cebimento de pacotes (NO_CONFIRMATION); utilizar pacotes de confirmação
(ACK); ou utilizar um mecanismo de janela de contenção com confirmação
passiva (PASSIVE_CONTENTION_WINDOW). O atributo time_triggered de-
1Mais informações sobre essa opção são apresentadas no Capítulo 4, Subseção 4.2.4.
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finido como true faz com que o protocolo seja ativado por interrupções
do temporizador, ao invés de ser ativado pelos métodos de envio e recebi-
mento da aplicação. Já o atributo auto_rx, que é dependente do atributo
time_triggered, faz com que o protocolo escute o canal periodicamente
de forma automática.
3.5.1 Conflitos
O C-MAC conhece as características particulares de cada um de seus
microcomponentes, pois conhece seus atributos de classe. Contudo, o frame-
work não tem conhecimento sobre as relações entre microcomponentes e,
portanto, não pode garantir a consistência dos protocolos que produz. Por ex-
emplo, caso o usuário opte por utilizar sincronização via preâmbulo (SYNC =
PREAMBLE) e defina a duração do preâmbulo (PREAMBLE_LENGTH) com um
valor menor que o período inativo (SLEEPING_PERIOD), pode ocorrer de os
nodos da rede não conseguirem se sincronizar. Outro exemplo pode ser visto
na Figura 29, onde se define a utilização de um algoritmo cifrador (CIPHER
= AES) ao mesmo tempo em que se define o uso de texto plano (SECURITY
= PLAINTEXT), de forma que nenhum dado será cifrado.
Para o framework produzir um protocolo funcional é necessário que
suas opções de configuração estejam definidas coerentemente. Isso pode ser
verificado, antes do processo de compilação, por um conjunto de regras que
especifiquem dependências e restrições entre microcomponentes, de modo
que configurações inválidas possam ser detectadas e rejeitadas. No entanto,
a definição e utilização dessas regras está fora do escopo deste trabalho,
deixando a responsabilidade de verificação das configurações ao programador
da aplicação.
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// ...
template <> struct Traits<CMAC<Radio_Wrapper> >: public Traits<void>
{
// Options
enum Synchronization {
NO_SYNC = 0,
PREAMBLE = 1,
BEACON = 2,
};
enum Preamble_Content {
DUMMY = 0,
TIME_TO_DATA_AND_RANK = 1,
DESTINATION_ID = 2,
};
// ...
enum Security {
PLAINTEXT = 0,
DATA_ENCRYPTION = 1,
AUTHENTICATION_ONLY = 2,
AUTHENTICATION_ENCRYPTION = 3,
TEMPORAL_AUTHENTICATION_ENCRYPTION = 4,
};
// ...
enum Confirmation {
NO_CONFIRMATION = 0,
ACK = 1,
PASSIVE_CONTENTION_WINDOW = 2,
};
// Settings
static const bool time_triggered = true;
static const bool auto_rx = true;
static const int SYNC = PREAMBLE;
static const int PREAMBLE_CONTENT = TIME_TO_DATA_AND_RANK;
static const int PREAMBLE_LENGTH = 1000; // ms
static const int SLEEPING_PERIOD = 1000; // ms
// ...
static const int SECURITY = PLAINTEXT;
static const int CIPHER = AES;
// ...
};
// ...
Figura 29: Configurabilidade do protocolo pelo Traits.
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4 AMBIENTES E RESULTADOS EXPERIMENTAIS
A avaliação do novo C-MAC foi realizada com o objetivo de corroborar
o design apresentado no Capítulo 3. Diferentes cenários de aplicações foram
imaginados com o intuito de testar algumas das diversas possibilidades de
configurações do framework. Foram feitas comparações das diferentes con-
figurações entre si e com trabalhos relacionados, levando em consideração
parâmetros como consumo de memória, consumo de energia, taxa de transfe-
rência, latência e tempo de processamento. É importante ressaltar que o prin-
cipal objetivo aqui não é mostrar que determinado protocolo é bom, mas sim
mostrar que o novo framework possibilita um alto reuso dos seus microcom-
ponentes para gerar diferentes protocolos, alguns dos quais não poderiam ser
gerados utilizando a arquitetura original, e todos eles possuem desempenho
comparável com trabalhos relacionados. Outro objetivo é mostrar que não
existe um protocolo ótimo para RSSF e são fatores como nodos utilizados,
ambiente de implantação e características da aplicação que determinam qual
a melhor opção para cada caso. Os experimentos realizados neste trabalho
utilizaram nodos sensores reais EPOSMote I e II.
4.1 EPOSMOTE I
O EPOSMote I, ilustrado na Figura 30, é uma plataforma de pequeno
porte e baixa potência com foco em aplicações industriais (LISHA, 2012). O
seu hardware é baseado na combinação do microcontrolador ATmega1281 —
arquitetura AVR 8-bit, com 128kB de memória flash e 8kB de RAM — com o
transceptor AT86RF230 compatível com o padrão IEEE 802.15.4. Seu sensor
SHT11 permite a medição da temperatura e umidade do ambiente no qual está
implantado. Devido ao seu tamanho, essa arquitetura não possui interfaces de
fácil acesso para programação e deve ser programada em laboratório.
Figura 30: EPOSMote I lado a lado com uma moeda de £2.
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4.1.1 IEEE 802.15.4
O C-MAC foi avaliado na plataforma EPOSMote I variando os seguin-
tes parâmetros do MAC IEEE 802.15.4:
• Beacons habilitados (sem GTSs);
• Beacons desabilitados;
• Beacons desabilitados e sem CSMA-CA;
• Beacons desabilitados e sem acknowledgements; e
• Beacons desabilitados, sem CSMA-CA e sem acknowledgements.
A Figura 31 mostra quais atributos e como eles devem ser definidos
no arquivo de configuração do framework para cada uma das opções listadas
acima. Não é necessário modificar o código da aplicação, nem mesmo o
código do framework para gerar os diferentes protocolos. Além dos micro-
componentes das operações comuns de empacotar, desempacotar, transmitir
e receber, os microcomponentes responsáveis pelo mecanismo de CSMA-CA
e pela transmissão e recepção de acknowledgements também são reutilizados
em todas as configurações nas quais estão presentes.
// Beacons habilitados
static const int SYNC = BEACON;
static const int CONTENTION = CSMA_CA;
static const int CONFIRMATION = ACK;
// Beacons desabilitados
static const int SYNC = NO_SYNC;
static const int CONTENTION = CSMA_CA;
static const int CONFIRMATION = ACK;
// Beacons desabilitados e sem CSMA-CA
static const int SYNC = NO_SYNC;
static const int CONTENTION = NO_CONTENTION;
static const int CONFIRMATION = ACK;
// Beacons desabilitados e sem acknowledgements
static const int SYNC = NO_SYNC;
static const int CONTENTION = CSMA_CA;
static const int CONFIRMATION = NO_CONFIRMATION;
// Beacons desabilitados, sem CSMA-CA e sem acknowledgements
static const int SYNC = NO_SYNC;
static const int CONTENTION = NO_CONTENTION;
static const int CONFIRMATION = NO_CONFIRMATION;
Figura 31: Diferentes configurações IEEE 802.15.4 no Traits.
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Os experimentos com o EPOSMote I foram realizados de forma a si-
mular uma típica aplicação de monitoramento (STEINER; MUCK; FROH-
LICH, 2010b). Uma estação base recebe os dados transmitidos periodica-
mente pelos outros nodos da rede responsáveis por coletar informações sobre
o ambiente. A Figura 32 ilustra a topologia utilizada. A estação base, que fun-
ciona como nodo coordenador para a configuração com beacons habilitados,
está localizada no centro da rede. Os outros nodos foram colocados de modo
que todos os nós da rede ficassem dentro do alcance um dos outros. Dessa
forma, todo nodo pode interferir potencialmente na comunicação dos outros.
Para todos os experimentos dessa seção foram utilizados: o compilador GNU
GCC para AVR, versão 4.0.2 para compilar o EPOS e a aplicação; o clock do
ATMega1281 foi definido em 1 MHz; pacotes de dados de 64 bytes; e 3 dBm
de potência de transmissão. Para a configuração com beacons habilitados foi
utilizado um ciclo de trabalho no qual o período ativo ocupa 12% do tempo
total do superframe, de forma que os nodos ficam inativos 88% do tempo.
Figura 32: Topologia de rede utilizada na avaliação das diferentes configura-
ções IEEE 802.15.4 do C-MAC no EPOSMote I.
4.1.1.1 Resultados
A fim de analisar o consumo de memória foi utilizada a ferramenta
avr-size, da GNU Binutils, versão 2.19. Os resultados para cada configuração
são mostrados na Tabela 2. Como esperado, quanto mais complexa a con-
figuração, maior o consumo de memória. Dessa forma, a configuração com
beacons desabilitados, sem CSMA-CA e sem Acknowledgments (ACKs) teve
o menor consumo, enquanto a configuração com beacons habilitados teve o
maior. É importante ressaltar que mesmo a configuração que ocupa maior
espaço ainda deixa 122kB de memória flash livre para a aplicação.
A Figura 33 mostra as variações na média da taxa de transferência por
70
Tabela 2: Consumo de memória das diferentes configurações IEEE 802.15.4
do C-MAC no EPOSMote I (bytes).
Configuração Código Dados
Beacons desabilitados, sem CSMA-CA e sem ACKs 3248 185
Beacons desabilitados e sem ACKs 3572 185
Beacons desabilitados e sem CSMA-CA 3768 202
Beacons desabilitados 4092 202
Beacons habilitados 5344 215
nodo enquanto o número de nodos da rede aumenta. Em geral, para as confi-
gurações com beacons desabilitados, o rendimento global da rede melhora à
medida que as características dos protocolos são removidas e apresenta pouca
variação com o acréscimo no número de nós. Isso se deve ao fato do baixo
tráfego da rede e da não coincidência do período de transmissão dos nodos. A
exceção é quando o mecanismo de contenção CSMA-CA é desabilitado e o uso
de pacotes de confirmação habilitado. É possível perceber uma degradação
de desempenho dessa configuração quando a rede possui cincos nodos. Isso
ocorre pois não há um mecanismo para evitar colisões. Todavia, as colisões
são detectadas e pacotes perdidos são retransmitidos podendo causar ainda
mais colisões, consequentemente, reduzindo o desempenho do protocolo. O
baixo ciclo de trabalho utilizado na configuração com beacons habilitados
resultou na pior taxa de transferência. Essa configuração também apresen-
tou deterioração de desempenho com o aumento no número de nodos. Isso
ocorre, pois diferentemente das outras configurações, todos os nodos tentam
transmitir ao mesmo tempo, dentro de um pequeno intervalo, aumentando a
chance de colisões e necessidade de retransmissões.
A eficiência energética foi avaliada medindo-se a energia consumida
por byte recebido na estação base. A Figura 34 mostra os resultados obtidos.
Como esperado, a configuração com beacons habilitados obteve o melhor de-
sempenho, uma vez que essa é a única configuração a tratar o problema de
escuta ociosa. Para as configurações com beacons desabilitados, a energia
consumida por byte diminui à medida que o número de nodos aumenta. Isso
ocorre porque a maior fonte de consumo de energia é a escuta ociosa. Com
o aumento do tráfego da rede, o tempo que a rede fica ociosa diminui, conse-
quentemente, diminuindo a média de energia consumida por byte.
Para avaliar latência, foi medido o tempo de ida e volta, do inglês
Round-trip Time (RTT), de um pacote entre dois, três e quatro nodos, como
ilustrado na Figura 35 (STEINER; MUCK; FROHLICH, 2010a). Os resul-
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Figura 33: Média da taxa de transferência por nodo das diferentes configura-
ções IEEE 802.15.4 do C-MAC no EPOSMote I (escala logarítmica).
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Figura 34: Energia consumida, por byte recebido na estação base, pelas dife-
rentes configurações IEEE 802.15.4 do C-MAC no EPOSMote I.
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tados, ilustrados na Figura 36, mostram que a latência aumenta à medida
que mais características do protocolo são habilitadas. A configuração com
beacons habilitados, possui um ciclo de trabalho de 12% resultando em um
período de inatividade com cerca de 2 segundos, que é o fator dominante
na latência. Entretanto, para essa configuração, o tempo gasto com escuta
ociosa é reduzido, assim reduzindo o consumo de energia como mostrado na
Figura 34.
Figura 35: Configurações utilizadas para medir os tempos de ida e volta de
um pacote.
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Figura 36: Tempos de ida e volta de um pacote utilizando as diferentes con-
figurações IEEE 802.15.4 do C-MAC no EPOSMote I variando o número de
saltos entre 1 e 3.
Analisando os resultados apresentados pode-se concluir que caso a
rede possua poucos nodos, necessite de uma alta taxa de transferência e o
consumo de energia não seja um problema, a melhor solução é a configuração
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com beacons desabilitados, sem CSMA-CA e sem acknowledgements. De fato
essa configuração do C-MAC já foi utilizada em outro trabalho, com essas
mesmas características, para transmitir dados multimídia (RUFINO, 2012).
Caso a rede possua muitos nodos, o uso de CSMA-CA passa a ser interessante.
Se os dados que a aplicação transmite são cruciais e não podem ser perdidos
então o uso de acknowledgements é essencial. Já se a rede deve funcionar
por um longo período de tempo, de forma que o consumo de energia seja
um fator crítico, então a configuração com beacons habilitados passa a ser a
melhor opção.
A Tabela 3 apresenta uma comparação de consumo de memória e
latência entre a ZigBeeNet, uma implementação do MAC IEEE 802.15.4 for-
necida pela Meshnetics (MeshNetics, 2008) para o mesmo microcontrolador
e rádio do EPOSMote I (ATMega1281/AT86RF230), e o C-MAC configurado
para fornecer a mesma funcionalidade — beacons desabilitados, CSMA-CA e
acknowledgements habilitados. O C-MAC apresenta menor consumo de me-
mória e fornece um desempenho comparável à ZigBeeNet, que possui uma
implementação otimizada para a plataforma e não configurável.
Tabela 3: Consumo de memória e RTT: C-MAC IEEE 802.15.4 vs ZigBeeNet
IEEE 802.15.4. Ambas as implementações estão com beacons desabilitados.
Configuração Código (bytes) Dados (bytes) RTT (ms)
C-MAC IEEE 802.15.4 4092 202 79
ZigBeeNet IEEE 802.15.4 26776 289 62
4.2 EPOSMOTE II
O EPOSMote II surgiu da necessidade de expandir e da dificuldade de
programar o EPOSMote I. Essa plataforma foca em pesquisa e apresenta uma
arquitetura modular, ilustrada na Figura 37, permitindo fácil programação
e expansão. Seu hardware foi projetado como uma arquitetura de camadas
composta por um módulo principal, um módulo de sensoriamento e um mó-
dulo de alimentação. O módulo principal é responsável pelo processamento,
armazenamento de dados e comunicação. O modelo utilizado possui um pro-
cessador ARM7 32-bit, com 128kB de memória flash, 96kB de RAM e um
transceptor compatível com o padrão IEEE 802.15.4. Foi desenvolvido um
módulo de sensoriamento básico, que possui um sensor de temperatura e um
acelerômetro, LEDs, botões e uma micro USB (que também pode ser uti-
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lizada como fonte de alimentação).
O EPOSMote II também possui um acelerador em hardware de Ad-
vanced Encryption Standard (AES). O AES é um algoritmo criptográfico
de chave simétrica que possui um tamanho de bloco fixo em 128 bits, com
tamanhos de chave de 128, 192 e 256 bits. Entretanto, o acelerador pre-
sente no EPOSMote II só suporta chaves de 128 bits. Como qualquer algo-
ritmo criptográfico computacionalmente seguro, o AES é extremamente dis-
pendioso em termos de tempo de execução, pois necessita executar muitas
operações aritméticas e lógicas. O uso de aceleração em hardware de algo-
ritmos criptográficos não só melhora o desempenho dos sistemas de segu-
rança, como também deixa os recursos computacionais disponíveis para a
aplicação (CHANG et al., 2010).
Figura 37: EPOSMote II lado a lado com uma moeda de R$1. No lado es-
querdo o módulo de sensoriamento. No lado direito o módulo principal.
4.2.1 IEEE 802.15.4
A fim de permitir uma comparação de desempenho com a plataforma
EPOSMote I e com outro trabalho relacionado, a configuração com beacons
desabilitados, sem CSMA-CA e sem acknowledgements foi novamente avali-
ada, em termos de latência e consumo de memória, agora executando no
EPOSMote II. Para os experimentos dessa seção utilizou-se: o compilador
GNU GCC para ARM, versão 4.4.4; o clock do processador ARM foi defi-
nido em 24 MHz; e pacotes de dados de 64 bytes.
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4.2.1.1 Resultados
A Tabela 4 apresenta uma comparação de consumo de memória e
latência entre a libmc1322x (ALVIRA, 2010), uma biblioteca de software
open source desenvolvida para a mesma arquitetura do EPOSMote II, e o
C-MAC, ambos com a mesma funcionalidade. O consumo de memória foi
obtido utilizando a ferramenta arm-size, parte do GNU Binutils, versão 2.20.
O C-MAC apresenta maior consumo de memória, mas fornece um desem-
penho dez vezes melhor que a libmc1322x. Isso se deve ao fato que a apli-
cação de teste da libmc1322x possui um loop realizando busy waiting entre
a transmissão e recepção de um pacote. Caso esse loop seja removido, a
aplicação não funciona corretamente.
Tabela 4: Consumo de memória e RTT: C-MAC vs libmc1322x.
Configuração Código (bytes) Dados (bytes) RTT (ms)
C-MAC 9192 5715 7.2
libmc1322x 6227 4996 72
Observando as Tabelas 2 e 4 e a Figura 36 percebe-se que a mesma
configuração do C-MAC (beacons desabilitados, sem CSMA-CA e sem ACKs)
apresenta resultados diferentes, para consumo de memória e latência, quando
executa em diferentes plataformas. Apesar de utilizarem os mesmos micro-
componentes, a configuração no EPOSMote I consome menos memória, mas
apresenta maior latência. Essas divergências podem ser explicadas por dois
fatores. Primeiro, enquanto o EPOSMote I possui uma arquitetura AVR 8-
bit, o EPOSMote II possui um ARM7 32-bit, de forma que o tamanho de
instruções e algumas variáveis é maior no EPOSMote II. Segundo, as duas
plataformas utilizam rádios diferentes e, apesar de ambos serem compatíveis
com o padrão IEEE 802.15.4, eles possuem implementações em hardware di-
ferentes, exigindo diferentes mediadores em software. Isso influencia tanto
no consumo de memória, quanto na latência. Essa diferença de desempenho
entre os EPOSMote I e II serve para confirmar que não existe uma solução
ótima e até mesmo a plataforma utilizada influencia na determinação de qual
a melhor solução para cada caso.
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4.2.2 B-MAC
A fim de obter mais comparações com outros protocolos o C-MAC foi
configurado para fornecer as mesmas funcionalidades do B-MAC e os dados
obtidos foram comparados com resultados de terceiros. A Figura 38 ilustra
as topologias utilizadas para avaliar o C-MAC. Um nodo é definido como
receptor e nodos transmissores são adicionados um por vez. Cada transmissor
envia 1000 pacotes de dados e o receptor mede o número total de pacotes
recebidos. Todo nodo está dentro do alcance dos outros e pode interferir na
comunicação dos demais.
Figura 38: Topologias utilizadas para avaliar o C-MAC configurado como
B-MAC.
A configuração foi avaliada em termos de taxa de transferência e perda
de pacotes. Do mesmo modo que nos experimentos de terceiros, o período
ativo do protocolo foi definido em 100%. Para os experimentos dessa seção
utilizou-se: o compilador GNU GCC para ARM, versão 4.4.4; o clock do
processador ARM foi definido em 24 MHz; e pacotes de dados de 29 bytes
(mesmo tamanho utilizado nos experimentos de terceiros).
4.2.2.1 Resultados
A Figura 39 apresenta a taxa de transferência por nodo enquanto o
número de transmissores aumenta. Os resultados adquiridos nesse experi-
mento foram comparados com dados de outros trabalhos: a legenda “B-MAC -
Polastre” representa os dados do artigo original do B-MAC (POLASTRE;
HILL; CULLER, 2004); a legenda “B-MAC - C-MAC original” representa
os dados do artigo original do C-MAC (WANNER; OLIVEIRA; FROHLICH,
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2007); e a legenda “B-MAC - TinyOS” representa os dados do B-MAC exe-
cutando utilizando o sistema operacional TinyOS (WANNER; OLIVEIRA;
FROHLICH, 2007). A lacuna entre o desempenho do novo C-MAC e das ou-
tras versões ocorre pois os dados foram coletados em plataformas diferentes.
Enquanto o novo C-MAC executa na plataforma EPOSMote II, ARM7 32-bit
com um transceptor integrado, os outros dados foram coletados utilizando
o nodo sensor Mica2, arquitetura AVR 8-bit com o transceptor CC1000. A
Figura 39 apresenta os dados normalizados da taxa de transferência. Dessa
forma, o comportamento do protocolo pode ser analisado sem influência da
plataforma na qual está executando. Em geral, todas as versões apresentam
o mesmo comportamento: quanto menos transmissores saturando o canal,
melhor é a taxa de transferência.
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Figura 39: Média da taxa de transferência por nodo das diferentes versões do
B-MAC.
A perda de pacotes pode ser observada na Figura 41. Quanto mais
transmissores mais colisões e, consequentemente, maior é a perda de pacotes.
A proposta original do B-MAC não apresenta esses resultados e por isso não
está ilustrada no gráfico para comparações.
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Figura 40: Taxa de transferência do B-MAC (dados normalizados).
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Figura 41: Taxa de pacotes recebidos das diferentes versões do B-MAC.
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4.2.3 Variando as condições do canal
As condições do canal de comunicação de uma RSSF são instáveis por
natureza e a sua confiabilidade varia com o passar do tempo. Nodos sensores
podem ficar sem bateria, seu hardware pode falhar, eles podem se mover para
fora do alcance de seus vizinhos originais ou até mesmo serem retirados da
rede (DOHLER et al., 2009). Em uma rede onde os nodos são alimentados
por energia solar, por exemplo, a topologia pode mudar de acordo com o
clima e condições dos painéis solares (e.g. ângulo, poeira e sujeira cobrindo
o painel). Levando isso em consideração, foi realizado um experimento para
simular variações nas condições do canal (STEINER et al., 2013). O C-MAC
foi configurado para funcionar como os protocolos B-MAC e RB-MAC e a
probabilidade p de um pacote ser corretamente recebido por um nodo foi
alterada entre 1, 0.8, 0.5 e 0.3. Para simular as condições de canal nesse
experimento foi utilizado um algoritmo para gerar números pseudo aleatórios
fornecido pelo sistema operacional. Cada vez que um nodo recebe um pacote
ele gera um número aleatório, dentro de um intervalo, e de acordo com o
resultado e com a probabilidade p sendo testada o pacote pode ser descartado.
A Figura 42 mostra quais atributos e como eles devem ser definidos
no arquivo de configuração do framework para gerar os protocolos B-MAC e
RB-MAC. A máquina de estados do C-MAC gerada para os dois protocolos é
ilustrada na Figura 43. As duas configurações utilizam os mesmos estados,
porém, usam diferentes microcomponentes para realizar a sincronização via
preâmbulo e para determinar se uma transmissão foi bem sucedida. Repare
que vários estados do C-MAC não são utilizados por esses protocolos e por
isso foram completamente removidos. Além disso, a nova arquitetura possi-
bilita o reuso dos microcomponentes de todos os estados em branco.
// B-MAC
static const int SYNC = PREAMBLE;
static const int PREAMBLE_CONTENT = DUMMY;
static const int CONFIRMATION = ACK;
// RB-MAC
static const int SYNC = PREAMBLE;
static const int PREAMBLE_CONTENT = TIME_TO_DATA_AND_RANK;
static const int CONFIRMATION = PASSIVE_CONTENTION_WINDOW;
Figura 42: Configurações do B-MAC e RB-MAC no Traits.
A Figura 44 ilustra o cenário de avaliação. Primeiramente um nodo é
definido como transmissor e outro como receptor. As configurações são avali-
adas para cada probabilidade p de recepção. Quando todas as probabilidades
são avaliadas um receptor é adicionado e o processo é repetido até que a rede
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Figura 43: Máquina de estados do C-MAC para as configurações B-MAC
e RB-MAC. Estados destacados indicam quais microcomponentes possuem
implementações diferentes.
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possua um total de quatro receptores ao mesmo tempo.
Figura 44: Topologias utilizadas para os experimentos variando as condições
do canal.
As configurações foram avaliadas em termos de latência, consumo de
memória e energia. Para todos os experimentos dessa seção utilizou-se: o
compilador GNU GCC para ARM, versão 4.4.4; o clock do processador ARM
foi definido em 24 MHz; duração do CCA de 1.43 ms; duração do preâmbulo
de 143.8 ms; pacotes de dados de 94 bytes; e o rádio foi ajustado para trans-
mitir a 4.5 dBm.
4.2.3.1 Resultados
Foi utilizada a ferramenta arm-size, parte do GNU Binutils versão
2.20, para obter o consumo de memória de ambas as configurações. Os resul-
tados são apresentados na Tabela 5. Como esperado, o RB-MAC apresenta
maior consumo de memória, uma vez que utiliza mecanismos mais com-
plexos. Enquanto o B-MAC utiliza um preâmbulo sem informações úteis,
o RB-MAC utiliza informações que permitem aos nodos voltarem a dormir e
só acordar para receber os dados ou até mesmo desistir da recepção. Além
disso, o B-MAC utiliza simples pacotes de confirmação, ao passo que o RB-
MAC utiliza uma janela de contenção para verificar se um pacote transmitido
está sendo repassado adiante.
A Figura 45 apresenta os tempos necessários para transmitir um pacote
corretamente, incluindo retransmissões, variando as condições do canal para
as duas configurações. É possível perceber que o desempenho do B-MAC
piora quanto menor a probabilidade de recepção e não apresenta variações
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Tabela 5: Consumo de memória do C-MAC configurado como B-MAC e
RB-MAC (bytes).
Configuração Código Dados
B-MAC 10780 5717
RB-MAC 11236 5717
com o acréscimo de nodos. Isso ocorre pois, no protocolo B-MAC, o nodo
emissor envia os dados a um destinatário específico. Dessa forma, quanto
menor a probabilidade de recepção, mais retransmissões são necessárias, con-
sequentemente, aumentando o tempo necessário para transmitir um pacote
corretamente. Já no protocolo RB-MAC, o emissor não possui um destinatário
específico e todos seus nodos vizinhos são potenciais receptores. Quanto mais
vizinhos, maiores são as chances de que a mensagem seja recebida correta-
mente e, portanto, o número de retransmissões é reduzido. Quando a proba-
bilidade de recepção é igual a 1, não há necessidade de retransmissões e as
duas configurações apresentam o mesmo comportamento.
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Figura 45: Latência do C-MAC configurado para funcionar como B-MAC e
RB-MAC variando as condições do canal no EPOSMote II.
A Figura 46 apresenta os resultados, obtidos por simulação, da latên-
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cia do RB-MAC comparado ao 1-hopMAC (WALTEYNE et al., 2006) — ou-
tro MAC desenvolvido para RSSF que assim como o B-MAC especifica um
nodo destinatário ao transmitir um pacote. Pode-se perceber pelos resultados
que os protocolos se comportam da mesma forma tanto na simulação quanto
executando nos EPOSMote II.
Figura 46: Latência do RB-MAC e do 1-hopMAC (simulação) (AKHAVAN;
WATTEYNE; AGHVAMI, 2011).
O consumo de energia das configurações para transmitir um pacote,
incluindo retransmissões, variando as condições do canal é ilustrado na Fi-
gura 47. Como as transmissões no B-MAC possuem um destinatário especí-
fico, cada receptor adicionado à rede passa a ser sinônimo de escuta desneces-
sária, ou seja, desperdício de energia. Além disso, quanto menor a probabili-
dade de recepção, mais retransmissões são necessárias e maior é o consumo
de energia. Para o protocolo RB-MAC quanto mais receptores, menores são as
chances de haver retransmissão. Contudo, isso nem sempre significa menos
consumo de energia. Existe uma relação entre a probabilidade de recepção
e a energia gasta com escuta desnecessária na qual, a partir de certo ponto,
adicionar receptores não reduz o consumo de energia. Isso ocorre porque en-
quanto um dos receptores recebe os dados, os outros estão gastando energia
escutando o meio e essa energia gasta por muitos nodos acaba sendo maior
84
 0
 50
 100
 150
 200
1 2 3 4
En
er
gi
a 
(m
J)
Nodos receptores
RB-MAC, p = 1.0  
RB-MAC, p = 0.8  
RB-MAC, p = 0.5  
RB-MAC, p = 0.3  
B-MAC, p = 1.0  
B-MAC, p = 0.8  
B-MAC, p = 0.5  
B-MAC, p = 0.3  
Figura 47: Consumo de energia, para transmitir um pacote, das configurações
B-MAC e RB-MAC variando as condições do canal no EPOSMote II.
que a necessária para realizar mais retransmissões com menos nodos. É pos-
sível visualizar esse fenômeno na Figura 47. Na configuração RB-MAC com
p igual a 0.5 o consumo de energia reduz de um para dois receptores, de dois
para três, mas começa a crescer quando há quatro receptores.
Analisando os resultados apresentados pode-se concluir que o RB-
MAC é melhor que o B-MAC quando as condições do canal não são boas.
Todavia, o RB-MAC só pode ser utilizado por aplicações que apresentam o
padrão de interação de muitos para um. Quando os nodos da rede se comu-
nicam de muitos para muitos, ou de um para muitos o RB-MAC não pode ser
utilizado. Já o B-MAC funciona para todos os padrões de interação.
4.2.4 Infraestrutura segura para IoT
Os mecanismos de segurança que foram incorporados na nova arquite-
tura do C-MAC foram avaliados dentro de um cenário de Internet das Coisas,
do inglês Internet of Things (IoT) (FROHLICH; STEINER; RUFINO, 2011).
Foi implementada uma infraestrutura utilizando o EPOSMote II com o ob-
jetivo de fornecer ao usuário final uma pilha de comunicação segura e com-
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patível com TCP/IP. A segurança foi alcançada por uma combinação de meca-
nismos. A configurabilidade do C-MAC permitiu personalizar a camada MAC
de forma a não desperdiçar recursos. Como o TCP garante a entrega con-
fiável e ordenada de pacotes, o C-MAC foi configurado de maneira simplista,
sem mecanismos de sincronização e confirmação, utilizando apenas CSMA e
períodos de backoff de forma a evitar colisões. O C-MAC também realiza a
cifragem e autenticação dos dados utilizando o acelerador em hardware de
AES disponível na plataforma. Por fim, para proteger a rede de ataques de
repetição, o mecanismo de autenticação incorpora informações temporais.
A Figura 48 apresenta a arquitetura da rede. Para gerenciar as chaves
dos nodos sensores, foi utilizado um esquema de distribuição centralizado.
Cada nodo compartilha uma chave única, pré-definida, com a estação base e
mais ninguém. Durante o funcionamento da rede, um nodo pode consultar
a estação base para verificar se pertence a algum grupo e adquirir as chaves
correspondentes. Uma vez que possua uma chave de grupo um nodo pode
se comunicar com outros nodos, pertencentes ao mesmo grupo, sem o inter-
médio da estação base. A qualquer momento a estação base pode inserir ou
remover nodos e até mesmo trocar a chave de um grupo.
Figura 48: Arquitetura da rede.
Como contramedida aos ataques de repetição foi introduzido um campo
nos pacotes transmitidos contendo informação de tempo, conforme ilustrado
na Figura 49. Cada pacote inclui os cabeçalhos dos protocolos de comuni-
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cação, os dados da aplicação, o tempo atual e o código de autenticação de
mensagem. A informação de tempo pode ser obtida por um sistema de posi-
cionamento global, do inglês Global Positioning System (GPS), ou utilizando
um dos muitos protocolos de sincronização de relógio para RSSF presentes
na literatura (FONTANELLI; PETRI, 2009; FONTANELLI; MACII, 2010;
SWAIN; HANSDAH, 2010). Utilizando o tempo, mensagens que forem
repetidas por um atacante podem ser descartadas.
Figura 49: Formato do pacote.
A Figura 50 ilustra o cenário de avaliação. Foram utilizados dois
EPOSMote II. Um nodo atua como uma estação base, conectando a IoT à
Internet comum, enquanto o outro como um nodo sensor. A estação base en-
via um pacote cifrado requisitando temperatura a cada 10 segundos. O sensor
decifra a requisição, coleta os dados necessários e responde com um pacote
assinado e cifrado.
Figura 50: Cenário de avaliação.
A implementação da infraestrutura foi avaliada em três aspectos: con-
sumo de memória, tempos de cifragem/decifragem e consumo de energia.
Para todos os experimentos dessa seção utilizou-se o compilador GNU GCC
para ARM, versão 4.4.4; o clock do processador ARM do EPOSMote II foi
definido em 24 MHz; as mensagens foram ajustadas para carregar um pay-
load de 16 bytes quando a cifragem está ativa, 7 (requisição) e 6 (resposta)
bytes caso contrário; e o rádio foi ajustado para transmitir a 4.5 dBm.
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4.2.4.1 Resultados
Para obter o consumo de memória foi utilizada a ferramenta arm-
size, parte do GNU Binutils, versão 2.20. Os resultados são apresentados na
Tabela 6. A linha Mediador AES representa o código necessário para intera-
gir com o acelerador AES em hardware presente no EPOSMote II, utilizado
para cifrar, decifrar e autenticar os dados. A linha Aplicação com AES re-
presenta o tamanho do código da aplicação utilizando a infraestrutura segura
apresentada, enquanto a linha Aplicação sem AES representa o tamanho de
quando não se utiliza os mecanismos de segurança presentes no C-MAC. É
possível perceber que existe uma diferença entre o valor da linha Aplicação
com AES e a soma das linhas Aplicação sem AES com Mediador AES. Isso
se deve ao fato de que nem todos os métodos do mediador AES são utilizados
na Aplicação com AES. Os métodos do mediador que não são invocados pelo
C-MAC são eliminados durante a compilação.
Tabela 6: Consumo de memória da pilha de comunicação segura implemen-
tada no EPOSMote II (bytes).
Código Dados
Mediador AES 1336 10
Aplicação com AES 47184 5485
Aplicação sem AES 45916 5485
Para medir o tempo de cifragem, decifragem e autenticação foi uti-
lizado um osciloscópio. Um pino de General Purpose Input/Output (GPIO)
no EPOSMote II foi conectado ao osciloscópio e definido para alto antes do
procedimento ser executado e para baixo logo após. O experimento rodou por
um minuto e as médias calculadas são apresentadas na Tabela 7. Os valores
obtidos, além de confirmarem a eficiência da implementação em termos de
tempo de execução, também possuem impactos positivos no tempo de vida
da bateria de um nodo.
Tabela 7: Tempos para cifrar/decifrar 16 bytes e verificar o mac no EPOS-
Mote II (µs).
Cifragem Decifragem Verificação do mac
Tempo 17 15 12
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A Figura 51 mostra o consumo de energia de ambas as aplicações, com
e sem AES, sobre o tempo. O pequeno aumento no consumo de energia para
a Aplicação com AES se deve ao uso do acelerador em hardware presente no
EPOSMote II. Após dez minutos executando, a diferença é mínima (53.2 J
com AES e 52.6 sem). Após uma hora, as aplicações consumiram 319.5 J e
315.5 J, respectivamente, uma diferença de 1.25%.
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Figura 51: Consumo de energia, no EPOSMote II, da aplicação com e sem os
mecanismos de segurança.
A infraestrutura proposta foi comparada com três outras implemen-
tações. Primeiro com outra abordagem que também utiliza aceleração em
hardware do algoritmo criptográfico. Huai propõe reduzir ciclos de trabalho
e consumo de energia da execução do algoritmo AES executando a cifragem
e a autenticação em paralelo (HUAI et al., 2009). Sua implementação pro-
porciona melhores resultados quando comparado ao acelerador em hardware
de AES sequencial presente no EPOSMote II. O acelerador paralelo, proposto
por Huai, leva 71,6 ns para cifrar e autenticar um pacote que possui 17 bits
de dados. A segunda comparação foi com uma abordagem sem acelerador
em hardware. Lee avalia o desempenho de executar o algoritmo AES, com
uma chave de 128 bits, em um microcontrolador AVR de 8-bits (LEE; LEE;
SHIN, 2010). Sem um acelerador em hardware, foi possível perceber que o
tempo e o número de ciclos de CPU crescem proporcionalmente ao tamanho
dos dados a serem cifrados. Para cifrar e decifrar 16 bytes foram necessários
449 e 456 ms, respectivamente. Por fim, a infraestrutura proposta foi com-
parada com uma implementação estabelecida em RSSF. Contudo, o TinySec
não utiliza o algoritmo AES, mas sim o Skipjack com uma chave de 80 bits,
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consequentemente, fornecendo menor segurança. Além disso, o TinySec só
está disponível para o nodo sensor Mica2 (HILL; CULLER, 2002). Essa
plataforma não possui acelerador em hardware, porém o código utilizado é
otimizado através do uso de assembly inline para acelerar operações mais co-
muns. O TinySec leva 1.6 ms para cifrar e 1.0036 ms para decifrar 16 bytes.
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5 CONSIDERAÇÕES FINAIS
Esta dissertação apresentou a proposta, implementação e avaliação de
uma nova arquitetura para o framework Configurable Medium Access Con-
trol (C-MAC). O C-MAC funciona como um framework de estratégias de con-
trole de acesso ao meio, as quais podem ser combinadas para produzir proto-
colos específicos de aplicação. Através desse paradigma, programadores de
aplicações podem criar novos serviços de comunicação sob demanda e ex-
perimentar diferentes parâmetros de comunicação, coletando métricas para
identificar e ajustar o protocolo às suas necessidades. Contudo, o C-MAC
original fornecia um baixo reuso de seus componentes em software, dificul-
tando e reduzindo sua configurabilidade. Por exemplo, a transmissão de da-
dos era tratada como um único grande componente que, consequentemente,
devia ser reimplementado para cada novo protocolo, pois mesmo que as ope-
rações de controle do rádio fossem iguais, características como cabeçalhos e
mecanismos de tratamento de erro e segurança utilizados no empacotamento
dos pacotes variam de um protocolo para outro.
O reprojeto apresentado nesta dissertação partiu de um estudo sobre
os princípios de comunicação em RSSF e uma caracterização dos protocolos
MAC para essas redes, com o intuito de identificar componentes comuns e as
especificidades desses protocolos. Foi adotada uma classificação que divide
os protocolos MAC em quatro categorias, channel polling; scheduled con-
tention; time division multiple access; e híbrido, e para cada categoria foi ela-
borada uma máquina de estados. O novo C-MAC é resultado da união dessas
máquinas de estados em uma única máquina generalizada. Cada estado re-
presenta um microcomponente, que pode ter diferentes implementações, e
estados que não fazem sentido para um determinado protocolo podem ser
completamente removidos. O produto final é uma arquitetura que possibilita
grande reuso de seus microcomponentes, facilidade de configuração e maior
configurabilidade que o C-MAC original e, portanto, suporta uma maior gama
de aplicações. O uso de técnicas de metaprogramação estática em C++, na
implementação da arquitetura, permitem ao compilador realizar otimizações
no código, assegurando assim que a configurabilidade não comprometa o de-
sempenho ou consumo de memória do protocolo gerado. Uma limitação,
mantida da implementação original, é que o C-MAC não suporta configuração
em tempo de execução. O overhead de manter todas as possibilidades de con-
figuração em memória e a necessidade de um segundo protocolo para troca
de configurações entre nodos torna o uso em tempo de execução do C-MAC
uma opção muito onerosa.
O C-MAC foi implementado como uma abstração do sistema opera-
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cional EPOS, o que possibilita seu uso em diferentes arquiteturas de hardware.
Dessa forma, foram utilizadas duas plataformas diferentes para a execução
dos experimentos: EPOSMote I, arquitetura AVR 8-bit, e EPOSMote II,
ARM7 32-bit. Diferentes cenários de aplicações foram imaginados para ava-
liar algumas das diversas possibilidades de configurações e a capacidade de
reuso dos microcomponentes da nova arquitetura do framework para gerar di-
ferentes protocolos. Para cada cenário, as diferentes configurações do C-MAC
foram comparadas entre si e com trabalhos relacionados, levando em consi-
deração alguns parâmetros como consumo de memória, consumo de energia,
taxa de transferência, latência e tempo de processamento.
O primeiro experimento avaliou o desempenho de diferentes confi-
gurações do MAC IEEE 802.15.4 executando no EPOSMote I. O framework
possibilitou o reuso de todos microcomponentes responsáveis pelas operações
comuns de empacotar, desempacotar, transmitir e receber, além dos micro-
componentes responsáveis pelo mecanismo de CSMA-CA e pela transmissão
e recepção de acknowledgements em todas as configurações nas quais estes
estão presentes. Quanto mais complexa a configuração, maior seu consumo
de memória. Analisando os resultados percebe-se que caso a rede possua
poucos nodos, necessite de uma alta taxa de transferência e o consumo de
energia não seja um problema, a melhor solução é a configuração com bea-
cons desabilitados, sem CSMA-CA e sem acknowledgements. Caso a rede
possua muitos nodos, o uso de CSMA-CA passa a ser interessante. Se os da-
dos que a aplicação transmite são cruciais e não podem ser perdidos então
o uso de acknowledgements é essencial. Já se a rede deve funcionar por um
longo período de tempo, de forma que o consumo de energia seja um fator
crítico, então a configuração com beacons habilitados passa a ser a melhor
opção. Quando comparado à pilha ZigBeeNet, outra solução 802.15.4, o C-
MAC configurado para fornecer a mesma funcionalidade apresentou menor
consumo de memória, 4294 contra 27065 bytes, e desempenho comparável,
RTT de 79 contra 62 ms.
O segundo experimento permitiu uma comparação de desempenho
de uma mesma configuração do C-MAC executando nas plataformas EPOS-
Mote I e II. Foi possível perceber que, apesar de utilizar os mesmos micro-
componentes, a configuração com beacons desabilitados, sem CSMA-CA e
sem ACKs consome mais memória, mas apresenta menor latência no EPOS-
Mote II. Como as plataformas possuem arquiteturas diferentes, 8-bit e 32-bit,
suas instruções e tamanhos de variáveis são diferentes. Além disso, as duas
plataformas utilizam rádios diferentes, o que exige diferentes mediadores em
software, afetando tanto o consumo de memória quanto o desempenho. Essa
diferença de desempenho entre os EPOSMote I e II mostra que não existe
uma solução ótima e até mesmo a plataforma utilizada influencia na determi-
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nação de qual a melhor solução para cada caso. A mesma configuração foi
avaliada utilizando a biblioteca libmc1322x, executando no EPOSMote II, e
os resultados mostraram que o C-MAC consome mais memória, 14907 con-
tra 11223 bytes, mas possui um desempenho dez vezes melhor, RTT de 7.2
contra 72 ms.
O terceiro experimento realizou uma comparação entre o desempenho
do C-MAC configurado como B-MAC com resultados retirados da literatura.
Assim como no segundo experimento, o fato dos experimentos serem realiza-
dos em diferentes plataformas introduz uma diferença de desempenho. A ver-
são do novo C-MAC, executando no EPOSMote II, apresentou melhor taxa de
transferência e menor perda de pacotes que a versão original do B-MAC e que
a versão original do C-MAC, ambas avaliadas executando em nodos sensores
Mica2. Contudo, normalizando os dados foi possível analisar o comporta-
mento do protocolo sem influência da plataforma utilizada. Em geral todas as
versões apresentaram o mesmo comportamento: quanto mais transmissores
menor a taxa de transferência por nodo e maior a perda de pacotes.
O quarto experimento avaliou o comportamento do C-MAC configu-
rado para fornecer as mesmas funcionalidades dos protocolos B-MAC e RB-
MAC variando as condições do canal da rede. Ambas as configurações uti-
lizam os mesmos estados, porém, usam diferentes microcomponentes para
realizar a sincronização via preâmbulo e para determinar se uma transmis-
são foi bem sucedida, de forma que a configuração B-MAC consome menos
memória. Todos os outros estados tem seus microcomponentes reutilizados.
Como no protocolo B-MAC o nodo emissor envia dados a um destinatário
específico, seu desempenho é afetado apenas pelas condições do canal e o
acréscimo de receptores na rede só aumenta o consumo de energia. Já no
protocolo RB-MAC, todos os nodos vizinhos do emissor são potenciais recep-
tores. Dessa forma, quanto mais receptores, menor é o número de retrans-
missões, reduzindo assim a energia gasta. Contudo, a partir de certo ponto,
adicionar receptores não reduz o consumo de energia. Isso ocorre pois a
energia gasta com escuta desnecessária de muitos receptores é maior do que
a necessária para realizar mais retransmissões com menos nodos. Analisando
os resultados apresentados pode-se concluir que o RB-MAC é melhor que o
B-MAC quando as condições do canal não são boas. Todavia, o RB-MAC só
pode ser utilizado por aplicações que apresentam o padrão de interação de
muitos para um. Já o B-MAC funciona para todos os padrões de interação.
O quinto experimento avaliou os mecanismos de segurança que foram
incorporados na nova arquitetura do C-MAC em um cenário de IoT. Uma
mesma aplicação foi executada com e sem os mecanismos de segurança e
constatou-se que o uso desses mecanismos não introduz grande overhead.
Em termos de consumo de memória, a aplicação com os mecanismos ocupa
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52669 bytes contra 51401 da aplicação não segura. Os tempos para cifrar,
decifrar e autenticar uma mensagem são de 17, 15 e 12 µs, respectivamente.
Após uma hora de execução, as aplicações consumiram 319.5 J e 315.5 J,
uma diferença de 1.25% a mais para a aplicação segura. Quando comparada
ao TinySec, a implementação proposta fornece mais segurança, pois utiliza o
algoritmo AES com chave de 128 bits contra o algoritmo Skipjack com chave
de 80 bits, e melhor desempenho, o TinySec leva 1.6 e 1.0036 ms para cifrar
e decifrar a mesma quantidade de dados.
Os resultados obtidos pelas diferentes configurações, nos diferentes
cenários de avaliação, corroboram o novo design do C-MAC que apresenta
alto reuso de seus microcomponentes e desempenho comparável a outras im-
plementações não configuráveis. Além disso, os experimentos também servi-
ram para mostrar que não existe um protocolo ótimo para RSSF e são fatores
como nodos utilizados, ambiente de implantação e características da apli-
cação que determinam qual a melhor opção para cada caso. Contudo, apli-
cações utilizando o C-MAC agora podem configurar facilmente um protocolo
MAC para corresponder às suas necessidades.
5.1 TRABALHOS FUTUROS
As próximas etapas de desenvolvimento do C-MAC deverão envolver
abordagens multicamadas. Um primeiro passo seria utilizar a estrutura Neigh-
borhood, apresentada neste trabalho, e integra-la com protocolos de rotea-
mento já existentes e implementados para o EPOS, como o Ant-based Dy-
namic Hop Optimization Protocol (ADHOP) (OKAZAKI; FROHLICH, 2011;
OKAZAKI, 2012) e o Heuristic Environmental Consideration Over Posi-
tioning System (HECOPS) (REGHELIN; FROHLICH, 2006; REGHELIN,
2007). Outra opção seria fazer do próprio C-MAC uma abordagem multi-
camada, rompendo totalmente com o modelo OSI e possivelmente alterando
a máquina de estados atual.
Através do mecanismo de reconfiguração dinâmica de software do
EPOS, o EPOS Live Update System (ELUS) (GRACIOLI, 2009), é possível
tornar o C-MAC um componente reconfigurável do SO. Dessa forma, não é
necessário manter todas as possibilidades de configuração em memória e uti-
lizando um protocolo de disseminação (STEINER et al., 2012) é possível
reconfigurar o C-MAC em tempo de execução.
O C-MAC pode ainda ser utilizado para descobrir qual configuração
e quais parâmetros produzem os resultados mais adequados para uma in-
finidade de aplicações. Além disso, é possível misturar características de
diferentes protocolos, criando assim novos protocolos.
95
Por fim, pode-se criar um conjuntos de regras que especifiquem de-
pendências e restrições entre os microcomponentes do framework, de modo
que configurações inválidas possam ser detectadas e rejeitadas antes do pro-
cesso de compilação.
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