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Abstract 
Laser-assisted milling represents an innovative method to realize rough machining of hard-to-machine materials 
with less tool wear or an increased material removal rate. This paper describes experiments and simulations of 
locally heating the material with laser radiation to achieve a controlled heat impact. A simulation model is 
established using parameter variation of available material parameters. The influence of these parameters on the 
transient temperature field in the material is analyzed and an interrelation of laser and milling parameters is deduced. 
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1. Introduction 
The demand for the application of hard-to-machine materials, e.g. titanium alloys, in lightweight constructions 
and high-performance components, especially for aerospace applications, is stronger than ever. Therefore, new and 
innovative processing techniques are needed [1]. Machining these materials results in high cutting forces, a short 
tool life and the requirement of a rigid construction of the machine tool [2] [3]. High processing times cause an 
extremely cost-intensive process. In addition, the raw materials, like titanium alloys or high-strength steels, are very 
expensive. All these facts restrict a cost-effective milling process with conventional methods [4]. Hot chipping is a 
well-proved method to enhance the machinability of such advanced materials. Cutting forces are reduced and the 
tool life is increased by pre-heating and thereby softening the material before machining. Among increasing process 
and investment costs for such a hot process the thermal impact on the workpiece is the main disadvantage of this 
technique. Compared to other heat treatment strategies (e.g. plasma, induction or flame heating) laser radiation with 
its high power density allows the local heating of the material and therefore reducing the thermal impact on the total 
workpiece [5]. Depending on the temperature-sensitive material properties of the workpiece the machined material 
has to be heated to a certain softening temperature using laser radiation. The cutter has to mill the softened material, 
before the heat disperses into the workpiece. Due to the softened material both the cutting forces and the tool wear 
are being reduced and the material removal rate is increased. Laser-assisted milling is applicable for rough 
machining processes only because of the heat affected zone below the milled surface of the workpiece. The heat 
affected zone causes a reduction of the mechanical strength and an increase of the hot crack susceptibility in this 
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region [5]. To find the optimum operating parameters for laser-assisted milling two processes and their parameters 
have to be regarded. In general, the milling parameters are well known and given by the tool manufacturer. The 
optimum laser parameters have to be identified and combined with these given milling parameters. To find the 
maximum depth of cut, contact width or feed rate to mill a given material with laser assistance, the transient 
temperature field induced by laser radiation has to be known. E.g. the maximum depth of cut has to be aligned with 
the heat penetration. The softened material should be milled before losing the induced heat to prevent a damage of 
the workpiece by thermal load. The temperature field in a real workpiece can only be analyzed with high measuring 
efforts. A finite element (FE) simulation allows for calculating a 3-dimensional temperature field. The simulation 
can easily be used to compare and analyze the effect of different parameters on the temperature field. 
2. Experiments 
2.1. Experimental Setup 
For calibration and validation of the simulation model thermal measurements of a laser heating process were 
conducted on a workpiece (150 mm x 50 mm x 10 mm) of different materials. One surface of the workpiece was 
painted in black for thermography measurements. An Nd:YAG laser with a maximum laser power of PL = 3 kW and 
a wavelength of ȜNd = 1070 nm and a laser optic with a focal length of f = 239 mm were used in experiments to heat 
the workpiece. The edge of the workpiece was irradiated with laser radiation from the upper side. The laser beam 
moved along the edge in x direction. The resulting temperature field and the heat penetration were measured on the 
black painted surface using thermocouples and a thermal imaging camera. The spot center of the laser beam was 
located at the edge of the workpiece. The laser beam was tilted 2° from the vertical position in order not to irradiate 
the black painted surface on which the temperature field was measured. To avoid a back-reflection into the optic 
components the beam was also tilted 10° to 80° in the feeding direction. The bottom surface of the workpiece was 
isolated with a thermal isolation. The described experimental setup is illustrated in Fig. 1.  
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Fig. 1. Experimental setup of the workpiece and the laser beam 
Two different measurement methods were used and compared to assure the accuracy of the experimental results. 
An established and precise method is the usage of thermocouples which were attached to the black painted surface 
with heat-conductive paste. The second thermal measurement method was a thermal imaging camera. For 
thermography measurements the emission coefficient of the surface has to be known. The emission coefficient for 
an ideal black surface is İ = 1. For a black painted surface the emission coefficient was identified to be İ = 0.94 
within experimental measurements. The experimental setup for the thermal measurements using both methods is 
shown in Fig. 2. The aim of the comparison of the two measurement methods was to validate thermography 
measurements for further experiments. 
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Fig. 2. Experimental setup for thermal measurements with thermocouples (left) and for a thermal imaging camera (right) 
Both measurement methods were compared in order to verify the thermographical measurements. After the 
validation of the thermographical results all experiments were measured with the thermal imaging camera because 
of the easier preparation of non-contact measurements. In addition, the temperature field can be measured much 
more accurately with a thermal imaging camera because of a 2-dimensional temperature field of the recorded pixels 
in contrast to measured spots of the thermocouples. The measured 2-dimensional temperature field at the black 
painted surface was used to calibrate the simulation. The calibrated simulation allows for a calculation of a 
volumetric temperature field of the heated FE-workpiece. Above all, the simulation can be used to adjust the laser 
parameters to given milling parameters without the need to conduct further experiments. 
A comparison of simultaneous thermal measurements with thermocouples and the thermal imaging camera while 
irradiating a workpiece is shown in Fig. 3 and both measurement methods achieve comparable results. The 
measured curves and the maximum reached temperatures Tmax were analyzed. All experimental measurements of the 
thermal imaging camera could be repeated with a random error of less than 9 %. The total amount of experiments 
with simultaneous measurements using thermocouples and the thermal imaging camera showed that their deviation 
is less than 5 %. These random errors result in a total error of the measurements of 10 % [8].  
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Fig. 3.Measured temperature T at the surface, at 0.5 mm and 1.0 mm depth using a thermal imaging camera and thermocouples for comparison 
of both measurement methods 
Therefore, the following measurements, which were taken to calibrate and validate the simulation model, were 
realized with thermography measurements of the laser heating process.  
The calibrated range of the thermal imaging camera ends at 1000 K. So the absolute temperatures > 1000 K 
might not be correct, but the usability of the measurements for a laser-assisted milling process is not influenced 
because titanium significantly softens at 670 - 720 K [5]. This is the maximum required temperature range in the 
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workpiece for a laser-assisted milling process of titanium. The values > 720 K are only used for calibration of the 
simulation model. Temperatures T > 1000 K are not considered in the final evaluation of the experiments. 
2.2. Experimental Parameters of Irradiating the Workpiece 
Tab. 1 shows the materials and the laser parameters used in experiments of irradiating a workpiece without 
considering the combined milling process. First, the experiments were conducted on steel S235 and repeated on 
titanium TiAl6V4 using the same parameters. The laser beam feed rate vL was defined by the feed rate of the milling 
tools vc. Laser power PL and laser spot diameter d were derived from former research projects [5] [6] [7]. In general, 
the feed rate to mill titanium is much lower compared to steel. Therefore, the laser beam feed rate is also smaller. 
But for a better comparability the feed rate to mill steel was taken for both materials. After its calibration, a 
simulation model (see 3.) could be used to repeat the analysis of the temperature field for slower feed rates of a 
milling process for titanium. 
Table 1. Varied experimental parameters for irradiating the workpiece 
Varied parameters in experiments  
Material S235, TiAl6V4 
Laser power PL [W] 300, 500, 800 
Laser beam feed rate vL [m/min] 2.0, 3.5, 5.0, 7.5, 9.0 
Laser spot diameter d [mm] 2, 5 
2.3. Experimental Results 
Fig. 4 (left) shows the measured temperatures T on the surface and in depths of 0.5 mm, 1.0 mm and 2.0 mm 
while irradiating a steel workpiece. The laser beam moved over the workpiece in x direction (see Fig. 1) and the 
temperature T increased to a maximum temperature Tmax when the laser beam passed the measuring point or rather 
the smallest distance between laser beam and measuring point. Afterwards, the heat decreased within a second by 
heat conduction into the whole workpiece. The maximum temperature Tmax over the varied laser beam feed rate vL is 
shown in Fig. 4 (right) and used for the following interpretations of all experiments and simulations. The 
comparison of experiment and simulation will be done on the basis of comparing Tmax. 
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Fig. 4. Measured temperature T of four measuring points (surface and 0.5 mm, 1.0 mm, 2.0 mm depth) (left) and maximum reachable 
temperature Tmax over the laser beam feed rate vL (right) (PL = 500 W, d = 2 mm, vL = 2.0 m/min) 
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The experimental results showed that irradiating steel and titanium resulted in different behavior of the measured 
temperature curves. Fig. 5 illustrates a comparison of the temperature curves with the same experimental parameters 
for steel and titanium. First, it can be seen that the measured temperature curve on the surface of titanium was higher 
than for of steel (~210 K in Fig. 5). A difference of 50-250 K was observed for all experiments. Second, the induced 
heat in titanium dispersed slower than in steel. The measurements confirm ȜTiAl6V4 < ȜS235. The lower heat 
conduction ȜTiAl6V4 leads to a slower disperse of the heat and therefore to a higher heat accumulation on the surface. 
This results in a higher maximum temperature Tmax and finally extends the time where the softened material can be 
milled in a laser-assisted process. This leads to an increased accumulation of the heat in the total titanium workpiece 
during the whole process without considering loss of heat by material removal. The influence of different absorption 
coefficients Į for both materials on the reached temperature was not investigated in these experiments.  
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Fig. 5. Measured temperature T at the surface, at 0.5 mm and 1 mm depth for titanium and for steel for identical laser and experimental 
parameters (PL = 500 W, d = 5 mm, vL = 3.5 m/min) 
With an increasing laser beam feed rate vL the peak temperatures Tmax decreased exponentially (see Fig. 6). The 
difference of Tmax, e.g. on the surface and in 0.5 mm depth, continuously decreased with increasing the laser beam 
feed rate vL. The same trend was observed for the smaller spot diameter (d = 2 mm). The behavior of the maximum 
reached temperature qualitatively showed the same results for steel and titanium (see Fig 6. left and right). 
Therefore, only results for titanium TiAl6V4 will be discussed. 
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Fig. 6. Maximum temperatures Tmax over the laser beam feed rate vL for steel S235 and titanium TiAl6V4 in four depths of the workpiece: 
surface, 0.5 mm, 1.0 mm and 2.0 mm in experiments (PL = 500 W, d = 5 mm) 
The effect of a variation of the laser power PL on the maximum temperature Tmax is shown in Fig. 7 as a function 
of the varied laser beam feed rate vL. Using a spot diameter of d = 5 mm, Tmax decreased with increasing the laser 
beam feed rate. With an increase of the laser power PL the trend of the temperature curves is not affected but Tmax 
generally increases over vL. 
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Fig. 7.  Maximum temperatures Tmax over the laser beam feed rate vL for TiAl6V4 at different laser power PL (d = 5 mm) 
A comparison of the experimental results of the varied spot diameter shows an increase of the heat penetration 
with decreasing spot diameter. 
The conclusions of the experiments are the existence of a significant influence of the material (see Fig. 4 and 
Fig. 5) and the laser parameters vL, PL and d (see Fig. 5 and Fig. 6) on the temperature field in the workpiece. In the 
following, the results were used for calibration and validation of the simulation model. Using the simulation model, 
the transient volumetric temperature field of a laser heated workpiece will be analyzed to define process parameters 
for a laser-assisted milling process. 
3. Simulation 
3.1. Simulation Setup 
The geometry of the FE-model was based on the geometry of the real workpiece. The FE-mesh, which was made 
of triangles, was refined at the irradiated edge to improve simulation results. In experiments the irradiating laser 
beam was out of the focal position to realize the variation of the spot diameter. Therefore, the ideal top-hat power 
distribution of the laser beam in the focal position was a near Gaussian power distribution. Thus, the laser beam was 
modeled as a moving heat source on the surface with a Gaussian heat distribution. Corresponding to the experiments 
where the bottom surface was thermally isolated the boundary condition on the bottom side was modeled as thermal 
isolated. Further boundaries reflected convection and radiation. The energy transport mechanism inside the modeled 
material was heat conduction. In general, material parameters are highly dependent on temperature. Therefore, heat 
conduction, heat capacity and material density were modeled as temperature depending parameters based on 
available material data [9]. The simulation frequency was 50 steps per second corresponding to the sampling rate of 
the thermal imaging camera (50 Hz). Tab. 2 lists the parameters used in the simulation. 
Table 2. Varied simulation parameters, exemplified shown for 100 °C 
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Varied Parameters in Simulation  
Absorption coefficient Į [-] 0.4… 0.6 
Heat conduction  Ȝ (100°C) [W/(mK)] 7.6 (TiAl6V4) ; 57.0 (S235) 
Heat capacity cp (100°C) [kJ/(kgK)] 0.57 (TiAl6V4) ; 0.50 (S235) 
Experimental parameters  Material, PL, vL, d (see Tab. 1) 
3.2. Sensitivity Analysis of the Parameters 
The simulation model was calibrated using parameter variation of the material parameters in the range of the 
available material data. In order to reduce the effort of calibrating the simulation model the influence of absorptivity 
Į, heat conduction Ȝ and heat capacity cp on the resulting temperature Tmax was analyzed. The deduced information 
from this sensitivity analysis simplified the calibration of the simulation. During the variations one parameter was 
altered while the others were kept constant. Based on data from former studies the absorption coefficient Į was 
varied in the range of 0.40 to 0.6 [10] [9]. Fig. 8 shows the influence of these parameters on the maximum 
temperature Tmax.  
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Fig. 8. Calculated Tmax resulting from the parameter variation of the absorption coefficient Į (cp* = cp, Ȝ* = Ȝ), the relative heat conduction (Į = 
0.55, cp* = cp) and the relative heat capacity (Į = 0.55, Ȝ* = Ȝ) in the penetration depths of 0 mm, 1 mm and 2 mm (S235, PL = 800 W, d = 5 mm, 
vL = 5 m/min) 
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It is shown that the maximum reachable temperature Tmax increased nearly linearly with an increasing Į. 
Furthermore, this effect was most distinctive at the surface. The parameters Ȝ* and cp* were varied in the range of 
80 % to 120 % of the values Ȝ and cp given in the literature. The influence of varying the heat conductivity and heat 
capacity respectively on Tmax was similar. The higher Ȝ* (or cp*) the lower was Tmax. Simulation results showed that 
in a depth of 2 mm there was nearly no influence on the maximum temperature Tmax in simulation caused by these 
parameters. The exemplified trend was similar for simulation with both materials TiAl6V4 and S235. 
3.3. Calibration of the Simulation Model 
The simulation model was calibrated using experimental results with PL = 500 W and vL = 5 m/min. The first step 
was the evaluation of the sensitivity analysis. Thereby, a value of the absorptivity Į for the simulation (cp* = cp, 
Ȝ* = Ȝ) was identified which is in best agreement with the experimental results. Based on this setting and the known 
trend of varying the heat conduction and heat capacity respectively (see Fig. 8), these two parameters were varied to 
get the best correlation of simulation with experimental results. The identified cp* and Ȝ* were combined in a single 
simulation with parameters specified in Tab. 3. 
Table 3. Parameters of the calibrated simulation model (PL = 500 W, d = 5 mm, vL = 5 m/min) 
Parameters in Simulation Titanium TiAl6V4 Steel S235 
Absorption coefficient Į [-] 0.46 0.55 
Heat conduction  Ȝ* [W/(mK)] 1.00 · Ȝ 1.05 · Ȝ 
Heat capacity cp*  [kJ/(kgK) ] 1.00 · cp 0.85 · cp 
 
Finally, the calculated simulation results were compared to experimental results and a percentage deviation was 
evaluated. Fig. 9 shows the calculated and measured temperature curves of simulation and experiment respectively. 
The deviation of the simulation to the experimental results is within a range of 13 %. Under consideration of the 
sources of error the simulation is in good agreement with the experiments. Considering the total error of the 
measurements of 10 % the calculated temperature curves are within an applicable range to predict a temperature 
field for a laser-assisted milling process.  
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Fig. 9. Simulated and measured temperature T for five depths (surface, 0.5 mm, 1 mm, 2 mm, 3 mm) and the percentage deviation between 
simulation and experiment (TiAl6V4, PL = 500 W, d = 5 mm, vL = 5 m/min) 
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3.4. Validation of the Simulation Model 
The comparison of the results of the calibrated simulation using the identified material parameters for steel and 
titanium (see Tab. 3) with experimental results showed that the calculated Tmax from simulation of irradiated 
titanium had a percentage deviation of less than 24 % to the measured Tmax. The calculation was done over the range 
of the applied laser beam feed rates vL for the three applied laser powers PL. The simulation of irradiated steel 
resulted in a percentage deviation of maximum 11 % between simulation and experiment. Fig. 10 shows the 
comparison of the calculated and measured maximum temperatures Tmax over the varied laser beam feed rate vL for 
titanium TiAl6V4 and steel S235. All other results showed that these materials behaved in the same way and were 
within the given range of the percentage deviation.  
The results were validated applying the identified parameters (Į, cp* and Ȝ*) for PL = 500 W and vL = 5 m/min on 
the total range of PL and vL respectively. 
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Fig. 10. Maximum temperature Tmax over the laser beam feed rate vL (PL = 500 W, d = 5 mm) 
4. Laser-Assisted Milling 
For a milling tool with given milling parameters (maximum depth of cut ap, maximum contact width ae, 
maximum feed rate per insert fz, cutter diameter dC and number of inserts n) the laser beam feed rate vL is the same 
as the feed rate of the milling tool vC: 
vL = f  =( fz · vC · n)  / (dC · Ȇ) .  (1) 
The applicable depth of cut ap and contact width ae are depending on the resulting temperature field and have to 
be defined to mill softened material only without exceeding the maximum ap and ae. The resulting temperature field 
is defined by the laser power PL, laser beam feed rate vL and the milled material. Aside from this, the distance 
between the laser spot center and the cutter has to be defined to consider the transient behavior of the temperature 
field to assure that softened material is being milled only without irradiating and heating the cutter. 
Besides heat input by laser radiation a milled workpiece also is heated by the milling process itself. Ideally, the 
heat from the milling process is removed with the removed chip. In a laser-assisted process this second source of 
heat and the loss of heat by material removal have to be considered when heating the workpiece. 
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5. Conclusions and Outlook 
Using experiments and simulations of irradiating a steel and titanium workpiece, the reached temperature fields 
were analyzed. The influence on the temperature field when varying the laser power PL, the laser beam feed rate vL 
or the spot diameter d was shown. A laser-assisted milling process will work better for titanium than for steel 
because of a slower removal of the induced heat. It was also shown that there is higher accumulation of the heat in a 
titanium workpiece than in steel. This has to be considered during a laser-assisted milling process in order not to 
damage the material by a thermal overload. In addition, a sensitivity of the material parameters heat conduction Ȝ, 
heat capacity cp and absorption coefficient Į was done to analyze their influence on the reached temperature. These 
three parameters were varied in simulation until best correlation of simulation with experimental results. The 
identified parameters were used to calibrate the simulation model. 
A simulation model of laser induced heat input was established using experimental results for calibration and 
validation. Based on this simulation model the transient volumetric temperature distribution of a workpiece with 
given material was analyzed. 
The simulation model was validated with two different materials. The calibrated simulation model will especially 
be applied on titanium alloys for laser-assisted processes. The next steps with respect to the application of the 
simulation model will consist of the adjustment of the simulation parameters to experimental milling parameters. A 
resulting laser beam feed rate vL can then be used to determine the laser parameters laser power PL, spot diameter d 
and distance between laser beam and cutter for a laser-assisted machining process. Measurements of the cutting 
forces in a conventional and in a laser-assisted milling process will be used to verify that the cutting forces will be 
lower. 
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