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Introduzione
In questa tesi ci si propone di studiare un modello non-lineare di tra-
sporto per cariche elettriche in semi-conduttori. Dal punto di vista ma-
tematico questo consiste nell’analisi di sistemi di tipo Schrödinger-Poisson
dove il termine non lineare rappresenta l’effetto della mutua interazione tra
le cariche. L’esempio cui facciamo riferimento é il modello uni-dimensionale
che descrive il diodo a effetto tunnel risonante.
Gli argomenti presentati nella tesi possono essere così suddivisi.
Nella prima parte della tesi vengono richiamate nozioni classiche di analisi
spettrale tra cui quelle di operatore di classe traccia, operatore di Hilbert-
Schmidt e decomposizione dello spettro di un operatore autoaggiunto che
saranno utili all’analisi del nostro modello.
Nella seconda parte della tesi introduciamo le notazioni classiche del pro-
blema a cui facciamo riferimento e poniamo delle ipotesi fondamentali.Piú
precisamente, l’operatore di Schrödinger considerato prende la forma
H(h) := −h2 d
2
dx2
+ V +B+ VhNL
dove V(x) é il potenziale rappresentante il dispositivo (ad esempio il dio-
do), B(x) rappresenta il campo esterno e VhNL rappresenta il termine non-
lineare. Questo termine non-lineare descrive le interazioni tra i portatori
di cariche in un’approssimazione di campo medio e non é esplicitamente
noto, infatti esso verifica un’equazione di Poisson:
−∆VhNL = nh
con assegnate condizioni ai bordi, dove la nh é la densitá di carica. Il siste-
ma risultante dall’equazione di Schrödinger associata ad H(h) e dall’equa-
zione di Poisson prende il nome di sistema di Schrödinger-Poisson.
I principali risultati ottenuti riguardano esistenza e regolarità delle solu-
zioni di tale sistema, e l’analisi del limite semiclassico sviluppata attraverso
la trasformata di Wigner (che porta al problema standard con condizioni al
bordo per il sistema di Vlasov-Poisson classico).
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Capitolo 1
Analisi spettrale
1.1 Operatori di classe traccia
In questa sezione introdurremo alcuni tipi di operatori che sono neces-
sari per definire il concetto di stato quantistico. Tali operatori sono noti in
letteratura come operatori di classe traccia.
Teorema 1.1.1. Sia H uno spazio di Hilbert separabile, {ϕn}∞n=1 una base orto-
normale. Allora per ogni operatore positivo A ∈ L (H ) definiamo
trA =
∞
∑
n=1
(ϕn, Aϕn).
Il numero trA é detto traccia di A ed é indipendente dalla base ortonormale scelta.
La traccia ha le seguenti proprietá
(a) tr(A + B) = trA + trB.
(b) tr(λA) = λtr(A) per ogni λ ≥ 0.
(c) tr(UAU−1) = trA per ogni operatore unitario U.
(d) Se 0 ≤ A ≤ B, allora trA ≤ trB
Dimostrazione. Data una base ortonormale {ϕn}∞n=1, definiamo
trϕ A =
∞
∑
n=1
(ϕn, Aϕn)
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. Se {ψm}∞m=1 é un’ altra base ortonormale allora
trϕ(A) =
∞
∑
n=1
(ϕn, Aϕn) =
∞
∑
n=1
‖A1/2 ϕn‖2
=
∞
∑
n=1
(
∞
∑
m=1
|(ψm, A1/2ϕn)|2)
=
∞
∑
m=1
(
∞
∑
n=1
|(A1/2ψm, ϕn)|2)
=
∞
∑
m=1
‖A1/2ψm‖2
=
∞
∑
m=1
(ψm, Aψm)
= trψ(A)
Siccome tutti i termini sono positivi é permesso scambiare le somme. Di-
mostriamo
(a)
trϕ(A + B) =
∞
∑
n=1
(ϕn, (A + B)ϕn)
=
∞
∑
n=1
(ϕn, Aϕn) +
∞
∑
n=1
(ϕn, Bϕn)
= trA + trB
(b)
trϕ(λA) =
∞
∑
n=1
(ϕn, λAϕn)
= λ
∞
∑
n=1
(ϕn, Aϕn)
= λtrA
(c) Se {ϕn} é una base ortonormale, allora lo é anche {Uϕn}.Dunque
tr(UAU−1) = tr(Uϕ)(UAU
−1)
=
∞
∑
n=1
(Uϕ, UAU−1Uϕ)
= trϕ(A)
= tr(A)
(d) Se 0 ≤ A ≤ B allora trϕ(A) ≤ trϕ(B) quindi trA ≤ trB.
Definizione 1.1.2. Un operatore A ∈ L (H ) é detto di classe traccia se e solo se
tr|A| ≤ ∞. La famiglia degli operatori di classe traccia é denotata F1.
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1.2 Operatori di Hilbert-Schmidt
La seconda classe di operatori di cui parleremo é quella degli operato-
ri di Hilbert-Schmidt che costituisce una classe particolare degli operatori
compatti. Ricordiamo che un operatore T ∈ L (H ) é di rango finito se é
limitato e il suo range é finito dimensionale.
Definizione 1.2.1. Un operatore T ∈ L (H ) é detto di Hilbert-Schmidt se e solo
se tr(T∗T) < ∞ , dove T∗ indica l’operatore autoaggiunto di T. La famiglia degli
operatori di Hilbert-Schmidt é denotata F2
Teorema 1.2.2. Per gli operatori di Hilbert-Schmidt valgono le seguenti proprietá
(a) F2 é un ideale bilatero
(b) Se A, B ∈ F2, allora per ogni base ortonormale {ϕn} ,
(A, B)2 = limN→∞
N
∑
n=1
(ϕn, A∗Bϕn)
é assolutamente sommabile e il suo limite é indipendente dalla base ortonor-
male scelta.
(c) F2 con il prodotto scalare (·, ·)2 é uno spazio di Hilbert.
(d) Se ‖A‖2 =
√
(A, A)2 = (tr(A∗A))1/2, allora
‖A‖ ≤ ‖A‖2 e ‖A‖2 = ‖A∗‖2
(e) Ogni A ∈ F2 é compatto e un operatore compatto A, é in F2 se e solo se
∑
∞
n=1 λ
2
n < ∞ dove λn sono gli autovalori non nulli di A.
(f) Gli operatori di rango finito sono ‖ · ‖2−densi in F2
(g) A ∈ F2 se e solo se {‖Aϕn‖} ∈ l2 per una base ortonormale {ϕn}.
(h) A ∈ F1 se e solo se A = BC con B, C in F2
Gli operatori di Hilbert-Schmidt sono compatti e formano un ideale bi-
latero all’interno dello spazio degli operatori limitati, cioé F2 é chiuso ri-
spetto alla moltiplicazione per scalare, alla somma di operatori e alla co-
niugazione hermitiana. Osserviamo che F2 non é ‖ · ‖−chiuso. Un esem-
pio importante é quello dato da alcuni operatori indotti da nuclei integrali
(vedi [5], teorema VI.23).
Teorema 1.2.3. Sia 〈M, µ〉 uno spazio misurabile (con µ misura σ−finita sepa-
rabile) e H = L2(M, dµ). Si dimostra che gli operatori
AK : L2(M, dµ) → L2(M, dµ)
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indotti dai nuclei integrali K ∈ L2(M × M, dµ ⊗ dµ) con
(AK f )(x) :=
∫
K(x, y) f (y)dµ(y)
sono operatori di Hilbert-Schmidt. Inoltre
‖AK‖22 =
∫
|K(x, y)|2dµ(x)dµ(y)
Dimostrazione. Sia AK l’operatore integrale indotto dal nucleo integrale K ∈
L2(M × M, dµ ⊗ dµ) , dimostriamo che ∀ f ∈ L2(M, dµ)
∫
M
(∫
M
|K(x, y)|| f (y)|dµ(y)
)2
dµ(x) < +∞
che dimostrerà che l’integrale
∫
M K(x, y) f (y)dµ(y) é assolutamente conver-
gente µ-q.o. x ∈ M. Definiamo l’operatore AK ponendo per f ∈ L2(M, dµ)
e per x ∈ M µ-q.o
(AK f )(x) =
∫
M
K(x, y) f (y)dµ(y)
Dimostriamo che AK é ben definito e che agisce da L2(M, dµ) → L2(M, dµ),
per Cauchy-Schwartz
(∫
M
|K(x, y)|| f (y)|dµ(y)
)2
≤
∫
M
|K(x, y)|2dµ(y)
·
∫
M
| f (y)|2dµ(y)
e reintegrando si ha
∫
M
(∫
M
|K(x, y)|| f (y)|dµ(y)
)2
dµ(x) ≤
∫
M×M
|K(x, y)|2dµ(x)dµ(y)
·
∫
M
| f (y)|2dµ(y)
che é una quantità finita perché K ∈ L2(M × M, dµ ⊗ dµ) e f ∈ L2(M, dµ).
Quindi
∫
M
|(AK f )(x)|2dµ(x) =
∫
M
∣∣∣
∫
M
K(x, y) f (y)dµ(y)
∣∣∣
2
dµ(x)
≤
∫
M
(∫
M
|K(x, y)|| f (y)|dµ(y)
)2
dµ(x)
≤
∫
M×M
|K(x, y)|2dµ(x)dµ(y) ·
∫
M
| f (y)|2dµ(y)
= ‖K‖22‖ f‖2
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così l’integrale definito da AK é assolutamente convergente per µ- q.o. x ∈
M e
‖AK‖ ≤ ‖K‖L2(M×M,dµ⊗dµ)
Sia {un}n∈N una base hilbertiana di L2(M, dµ) allora {unum}n,m∈N é una
base hilbertiana di L2(M × M, dµ ⊗ dµ) (é l’ordinario prodotto di funzioni
punto per punto) e, allora nella topologia di L2(M × M, dµ ⊗ dµ) si ha la
seguente serie assolutamente convergente
K = ∑
n,m
knmunum
dove i numeri knm ∈ C dipendono da K. Quindi posto
Kp := ∑
n,m≤p
knmunum
si ha che Kp → K per p → +∞ nella norma L2(M × M, dµ ⊗ dµ). Tenendo
conto di ‖AK‖ ≤ ‖K‖L2(M×M,dµ⊗dµ) applicata agli operatori AKp−K = AKp −
AK dove AKp é indotto dal nucleo integrale Kp, segue che , per p → +∞
‖AK − AKp‖ = ‖ ∑
n,m>p
knmunum‖L2(M×M,dµ⊗dµ) → 0
per cui AK é compatto in quanto gli operatori AKp sono compatti essendo
somme finite di operatori di dimensione finita.
Mostriamo, ora che gli operatori AK : L2(M, dµ) → L2(M, dµ) indotti dai
nuclei integrali K ∈ L2(M × M, dµ ⊗ dµ) ( con µ misura σ-finita separabile)
sono anche di Hilbert-Schmidt. Sia f ∈ L2(M, dµ) dato che (AK f )(x) ∈
L2(M, dµ), per ogni g ∈ L2(M, dµ) la funzione x → g(x)(AK f )(x) é una
funzione integrabile (in modo da poter definire il prodotto scalare tra g e
AK f ). Il teorema di Fubini-Tonelli assicura, quindi che la funzione (x, y) →
g(x)K(x, y) f (y) é in L2(M × M, dµ ⊗ dµ) e che
∫
M×M
g(x)K(x, y) f (y)dµ(x) ⊗ dµ(y) =
=
∫
M
dµ(x)g(x)
∫
M
K(x, y) f (y)dµ(y)
= (g, AK f )
Dato che K ∈ L2(M × M, dµ ⊗ dµ) varrà lo sviluppo
K = ∑
i,j
αijuiuj
con {uiuj}i,j base hilbertiana di L2(M × M, dµ ⊗ dµ). Per cui
‖K‖2L2 = ∑
i,j
|αij|2 < +∞ (1.2.1)
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D’altra parte si ha
(ui, AKuj) =
∫
M×M
ui(x)uj(y)K(x, y)dµ(x) ⊗ dµ(y)
= (ui · uj, K)
= αij
Per cui (1.2.1) si può riscrivere
‖K‖2L2 = ∑
i,j
|(ui, AKuj)|2 < +∞
Inoltre
tr(A∗K AK) = ∑
i
‖AKui‖2 = ∑
j
∑
i
|αij| = ‖K‖L2
Per definizione di operatore di Hilbert-Schmidt AK é quindi un operatore
di Hilbert-Schmidt e vale anche ‖AK‖2 = ‖K‖L2
1.3 Misure spettrali
Ricordiamo che ogni misura µ su R ha un’unica decomposizione in
µ = µpp + µac + µsing dove µpp é una misura puramente puntuale, µac é
assolutamente continua rispetto alla misura di Lebesgue, e µsing é continua
e singolare rispetto alla misura di Lebesgue.
Definizione 1.3.1. Sia A un operatore limitato autoaggiunto su H , ψ ∈ H
e µψ la corrispondente misura spettrale su σ(A) ⊂ R. Sia Hpp = {ψ|µψ é
puramente puntuale}, Hac = {ψ|µψ é assolutamente continuo}, Hsing = {ψ|µψ
é singolare continuo}.
Con questa decomposizione abbiamo assicurato la validità del seguente
teorema.
Teorema 1.3.2. ([5], teorema VII.4)
H = Hpp
⊕
Hac
⊕
Hsing.Ognuno di questi sottospazi é invariante rispetto all’
operatore autoaggiunto A. A ↾ Hpp ha un insieme completo di autovettori, A ↾
Hac ha solo misure spettrali assolutamente continue e A ↾ Hsing ha solo misure
spettrali singolari continue
Diamo ora la definizione che concerne la suddivisione dello spettro dell’
operatore A:
Definizione 1.3.3.
σpp(A) = {λ|λ é un autovalore di A}
σcont(A) = σ(A ↾ Hcont ≡ Hsing
⊕
Hac)
σac(A) = σ(A ↾ Hac)
σsing(A) = σ(A ↾ Hsing).
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Questi insiemi sono chiamati rispettivamente spettro puramente puntuale, con-
tinuo, assolutamente continuo, e singolare.
E bene notare che si potrebbe avere il caso σac
⋃
σsing
⋃
σpp 6= σ. Que-
sto é dovuto alla definizione di σpp come insieme di autovalori di A e non
σ(A|Hpp).L’ affermazione seguente é sempre vera:
Proposizione 1.3.4.
σcont(A) = σac(A)
⋃
σsing(A)
σ(A) = σpp(A)
⋃
σcont(A).
1.4 Proiezioni spettrali
In questa sezione presentiamo il teorema spettrale nella projection-valued
measure forma. Dapprima consideriamo un insieme misurabile Ω e la fun-
zione caratteristica χΩ di questo insieme, che é una funzione boreliana (ve-
di [5], sezione VII.3). Poniamo l’attenzione sulla nostra prima definizione.
Definizione 1.4.1. Sia A un operatore limitato autoaggiunto e Ω un insieme
boreliano di R. PΩ ≡ χΩ(A) é detta proiezione spettrale di A.
Possiamo facilmente dimostrare che PΩ é una proiezione ortogonale,
cioé PΩPΩ = PΩ = P∗Ω. Infatti essendo χΩ = 1 allora χ
2
Ω = 1 e χΩ = 1 da
cui segue l’affermazione.
Nella proposizione seguente consideriamo la famiglia di proiezioni {PΩ|Ω
é un insieme Boreliano } ed enunciamo le sue proprietà.
Proposizione 1.4.2. La famiglia {PΩ} di proiezioni spettrali di un operatore A
limitato e autoaggiunto ha le seguenti proprietá:
(a) PΩ é una proiezione ortogonale.
(b) P∅ = 0; P(−a,a) = I per qualche a.
(c) Sia Ω =
∞⋃
n=1
Ωn con Ωn ∩ Ωm = ∅ ∀n 6= m
allora PΩ = s − lim
N→∞
(
N
∑
n=1
PΩn)
(d) PΩ1 PΩ2 = PΩ1∩Ω2
Dimostrazione. (a) Già dimostrata.
(b) Siccome per definizione P∅ = χ∅(A) sapendo che χ∅ ≡ 0 segue che
P∅ = 0. Continuiamo ora con la prova della seconda parte dell’afferma-
zione. Il fatto di avere un operatore limitato A con norma ‖A‖ ci permette
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di concludere che σ(A) ⊂ [−‖A‖, ‖A‖]. Qui abbiamo usato ([2], teore-
ma 7.3-4) e ([2], teorema 9.1-3). Consideriamo la funzione χσ(A) che vale 1
su σ(A). Per il teorema di continuità del calcolo funzionale ([5], teorema
VII.1 (a)) abbiamo χσ(A)(A) = I, quindi se prendiamo a > ‖A‖ abbiamo
χσ(A)(A) = P(−a,a) = I
(c) Dapprima consideriamo il caso in cui N é finito. Sia Ω =
⋃N
n=1 Ωn, allora
PΩ = P⋃N
n=1 Ωn
= χ⋃N
n=1 Ωn
(A) =
( N
∑
n=1
χΩn
)
(A) =
N
∑
n=1
χΩn(A) =
N
∑
n=1
PΩn
La terza uguaglianza é vera perché gli insiemi considerati sono disgiunti
e la quarta uguaglianza é data dalla proprietá di additività dell’omomorfi-
smo. Vediamo ora cosa succede quando N va all’infinito. Consideriamo la
funzione χN = χ⋃N
n=1 Ωn
. Sappiamo che ‖χN‖∞ ≤ 1 per ogni N perché gli
insiemi sono disgiunti. Inoltre per ogni x ∈ R fissato
χN(x) = χ⋃N
n=1 Ω
(x) =
N
∑
n=1
χΩn(x) →
∞
∑
n=1
χΩn(x) = χ
⋃∞
n=1 Ωn
(x) = χΩ(x)
quando N tende a infinito. La somma infinita é convergente perché gli
insiemi considerati sono disgiunti. Se χN(x) → χΩ(x) per N → ∞ e
‖χN‖ < 1 allora
PΩ ≡ χΩ = lim
N→+∞
N
∑
n=1
χΩn = lim
N→+∞
N
∑
n=1
PΩn .
(d) Per definizione e per la proprietà di omomorfismo abbiamo che
PΩ1 PΩ2 = χΩ1(A)χΩ2(A) = χΩ1 χΩ2(A).
Dobbiamo verificare che χΩ1 χΩ2 = χΩ1∩Ω2 . Questo é vero, infatti se il fatto-
re di destra é uguale a uno in un punto allora tale punto deve appartenere
sia a Ω1 che a Ω2, di conseguenza il membro di sinistra é uguale a uno.
Quindi
PΩ1 PΩ2 = χΩ1(A)χΩ2(A) = χΩ1∩Ω2(A) = PΩ1∩Ω2 .
Se pensiamo alla definizione di misura in particolare all’addittività nu-
merabile, vediamo una forte connessione con la condizione (c) della propo-
sizione precedente, dunque siamo motivati a dare la definizione seguente:
Definizione 1.4.3. Una famiglia di proiezioni {PΩ} per cui vale (a)-(c) é detta
bounded projection-valued measure (p.v.m.).
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Come ci suggerisce il nome projection-valued measure possiamo uti-
lizzare questa misura per integrare. Data una p.v.m. PΩ allora per ogni
insieme boreliano Ω possiamo definire un numero reale m(Ω) = (φ, PΩφ)
dove m dipende dalla scelta del vettore φ ∈ H . Ricordiamo che m(Ω) é
reale, perché PΩ é autoaggiunto. Possiamo facilmente dimostrare che m é
una misura boreliana:
- m(∅) = (φ, P∅φ) = (φ, 0φ) = 0.
- Se Ω1, Ω2... sono coppie disgiunte di insiemi boreliani allora
m(
∞⋃
n=1
Ωn) = (φ, P⋃∞n=1 Ωn φ) = (φ, limN→∞
N
∑
n=1
PΩn φ)
= lim
N→∞
N
∑
n=1
(φ, PΩnφ)
= lim
N→∞
N
∑
n=1
m(Ωn) =
∞
∑
n=1
m(Ωn).
D’ora in avanti utilizziamo il simbolo d(φ, Pλφ) per denotare l’integra-
zione rispetto alla misura m(Ω) = (φ, PΩφ). Per costruzione il supporto
di ogni (φ, PΩφ) é un sottoinsieme di σ(A). Quindi se integriamo rispetto
alla misura (φ, PΩφ) integriamo su σ(A). Se lavoriamo con una qualsiasi
p.v.m denoteremo il supporto della misura corrispondente con supp(PΩ).
In particolare per il lemma di Riesz possiamo trovare un unico operatore B
tale che (φ, Bφ) =
∫
supp(PΩ)
f (λ)d(φ, Pλφ) per ogni vettore φ ∈ H .
Possiamo enunciare il prossimo teorema:
Teorema 1.4.4. Se {PΩ} é una p.v.m. e f una funzione boreliana limitata su
supp(PΩ), allora esiste un’unico operatore B che denotiamo
∫
supp(PΩ)
f (λ)dPλ
tale che
(φ, Bφ) =
∫
suppPΩ
f (λ)d(φ, Pλφ) ∀ φ ∈ H
Ora dimostriamo che se PΩ(A) é una p.v.m associata all’operatore au-
toaggiunto A allora
f (A) =
∫
σ(A)
f (λ)dPλ(A) (1.4.1)
Dapprima assumiamo f (λ) = χΩ(λ), allora
∫
σ(A)
χΩ(λ)d(φ, Pλ(A), φ) =
∫
σ(A)∩Ω
d(φ, Pλ(A), φ)
= d(φ, PΩ(A), φ)
= (φ, χΩ(A)φ)
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Quindi (1.4.1) é valida per tutte le funzioni semplici. Se approssimiamo
ogni funzione misurabile f (λ) con una successione di funzioni semplici ot-
teniamo (1.4.1) per funzioni boreliane limitate su σ(A).
Esempio Se prendiamo f (x) = x abbiamo A =
∫
λdPλ. Useremo que-
sto fatto nella dimostrazione della proposizione seguente.
Siamo ora in grado di enunciare il teorema spettrale per operatori limitati
e autoaggiunti nella sua p.v.m. forma.
Teorema 1.4.5. (Teorema spettrale, p.v.m. limitate) ([5], teorema VII.8)
Si ha una corrispondenza uno a uno fra gli operatori A autoaggiunti e limitati e la
famiglia delle p.v.m. {PΩ} in H . Tale corrispondenza é data da:
A 7→ {PΩ} = {χΩ(A)}
{PΩ} 7→ A =
∫
λdPλ
Ora utilizziamo le nostre nuove conoscenze sulle proiezioni spettrali
per enunciare delle proposizioni che forniscono delle condizioni affinché
un numero reale λ sia nello spettro di un operatore autoaggiunto A.
Proposizione 1.4.6. λ0 ∈ σ(A) se e solo se P(λ0−ε,λ0+ε) 6= 0 per ogni ε > 0
Dimostrazione. Dimostriamo solo la condizione necessaria del teorema. Sup-
poniamo che esiste ε0 > 0 tale che P(λ0−ε0,λ0+ε0) = 0 e sia Ω = (λ0 − ε0, λ0 +
ε0). Il nostro obiettivo é quello di dimostrare che λ0 /∈ σ(A), in altre parole
λ0 ∈ ρ(A) dove ρ(A) indica l’insieme risolvente di A. Ora sia φ un vettore
arbitrario in H e sia m la corrispondente misura boreliana su R. Per la no-
stra ipotesi sappiamo che m(Ω) = (φ, PΩφ) = 0, quindi d(φ, Pλφ) = 0 su
Ω. Ora utilizziamo l’esempio precedente e abbiamo
‖(A − λ0)φ‖2 = ((A − λ0)φ(A − λ0)φ)
=
∫
R
(λ − λ0)2d(φ, Pλφ)
=
∫
Ω
(λ − λ0)2d(φ, Pλφ) +
∫
ΩC
(λ − λ0)2d(φ, Pλφ)
Il valore di questo integrale su Ω é zero perché d(φ, Pλφ) é zero su Ω. Inoltre
sappiamo che per λ /∈ Ω abbiamo (λ − λ0)2 ≥ ε20 quindi possiamo fare la
seguente stima:
‖(A − λ0)φ‖2 ≥ ε20
∫
d(φ, Pλφ) = ε20‖φ‖2
da cui otteniamo ‖(A − λ0)φ‖ ≥ ε0‖φ‖, quindi λ0 ∈ ρ(A).([2], teorema
9.1-2)
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Possiamo ora definire cosa intendiamo per spettro essenziale e spettro
discreto di un operatore. Questa nozione ci permette di decomporre lo
spettro di A in due sottinsiemi disgiunti.
Definizione 1.4.7. Diciamo che λ appartiene allo spettro essenziale di A, che
indichiamo con λ ∈ σess(A), se e solo se P(λ−ε,λ+ε) é infinito dimensionale per
ogni ε > 0; dove la frase P é infinito dimensionale significa che Range(P) é
infinito dimensionale. Se λ ∈ σ(A) ed esiste ε0 > 0 tale che P(λ0−ε0,λ0+ε0)
é finito dimensionale, diciamo che λ é nello spettro discreto di A, e scriviamo
λ ∈ σdisc(A)
Come abbiamo già detto precedentemente ora abbiamo una nuova de-
composizione di σ(A) in due sottoinsiemi disgiunti. Il teorema che segue
afferma che lo spettro essenziale di un operatore autoaggiunto é sempre
chiuso.
Teorema 1.4.8. Lo spettro essenziale di A, σess(A), é sempre chiuso.
Dimostrazione. Prendiamo una successione arbitraria {λn} ∈ σess(A) e sup-
poniamo che λn → λ per n → ∞. Poiché λ é un punto di accumula-
zione sappiamo che ogni intervallo aperto I di λ contiene un intervallo
aperto In di qualche λn. Siccome λn é nello spettro essenziale di A sappia-
mo che P(λn−ε,λn+ε)(A) é infinito dimensionale per ogni ε > 0 e siccome
In = (λn − ε, λn + ε) é incluso in I per ε sufficentemente piccolo conclu-
diamo che PI(A) é infinito dimensionale. Questo é vero per ogni intervallo
aperto I di λ, quindi λ ∈ σess(A) e dunque σess(A) é chiuso.
Il teorema seguente fornisce delle condizioni per cui λ ∈ σ(A) appar-
tenga allo spettro discreto.
Teorema 1.4.9. λ é nello spettro discreto di A, λ ∈ σdisc(A), se e solo se entrambe
le condizioni seguenti sono soddisfatte:
(a) λ é un punto isolato di σ(A), cioé esiste ε0 tale che (λ − ε0, λ + ε0) ∩
σ(A) = {λ}.
(b) λ é un autovalore di molteplicità finita , cioé {ψ|Aψ = λψ} é di dimensione
finita.
Dimostrazione. Supponiamo che entrambe (a) e (b) siano vere; allora esiste
un ε1 > 0 tale che (λ − ε1, λ + ε1) ∩ σ(A) = {λ} e dim({ψ|Aψ = λψ}) <
∞. Per la proprietà (a) abbiamo che Range(P(λ−ε1,λ+ε1)(A)) = {ψ|Aψ =
λψ} e di conseguenza per ε1 > 0, Range(P(λ−ε1,λ+ε1) é di dimensione finita.
Quindi λ ∈ σdisc(A).
L’altra parte della dimostrazione viene lasciata al lettore ([5], sezione VII,
problema 26).
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Il prossimo teorema fornisce condizioni alternative affinché un numero
reale λ appartenga allo spettro essenziale di un operatore autoaggiunto.
Teorema 1.4.10. ([5], teorema VII.11) Sia A un operatore autoaggiunto limitato e
sia λ ∈ σ(A). Allora λ ∈ σess(A) se e solo se una o più condizioni sono verificate:
(a) λ ∈ σcont(A) ≡ σac(A) ∪ σsing(A),
(b) λ é un punto limite dello spettro puntuale di A,
(c) λ é un autovalore di molteplicità infinita.
Prima di concludere questa sezione presentiamo un teorema detto cri-
terio di Weyl che precisa le condizioni per cui un numero reale λ appartie-
ne allo spettro di un operatore autoaggiunto. Dimostreremo solo la prima
parte del teorema.
Teorema 1.4.11. Criterio di Weyl ([5], teorema VII.12)
Sia A un operatore autoaggiunto limitato, allora
- λ ∈ σ(A) se e solo se esiste una successione {ψn}∞n=1 tale che ‖ψn‖ = 1 e
limn→∞ ‖(A − λ)ψn‖ = 0
- λ ∈ σess(A) se e solo se {ψn} può essere scelta ortogonale.
Dimostrazione. Dapprima indichiamo σ(A)c = ρ(A).Possiamo provare che
λ ∈ ρ(A) se e solo se il criterio di Weyl non é verificato. Tuttavia questo
é equivalente a dire ([2], teorema 9.1-2) che un numero λ appartiene all’in-
sieme risolvente di un operatore se e soltanto se esiste c > 0 tale che per
ogni x ∈ H :‖(A − λI)x‖ ≥ c‖x‖. Questo prova che se λ ∈ ρ(A) non ci
può essere una successione {ψn}∞n=1 tali che ‖ψn‖ = 1 con la proprietà :
limn→∞ ‖(A − λ)ψn‖ = 0.
Inoltre lo spettro essenziale rimane invariato nel caso di perturbazio-
ni di dimensione finita. Per il teorema di Kato ([5], sezione XIII) si ha
σess(A) = σess(B) se A − B é compatto.
1.5 Teorema spettrale per operatori autoaggiunti non
limitati
In questa sezione mostreremo come il teorema spettrale per operatori
autoaggiunti limitati, sviluppato nella sezione precedente, può essere este-
so a operatori autoaggiunti non limitati.
Il calcolo funzionale viene nuovamente utilizzato per costruire projection-
valued measure e creare una teoria analoga a quella per gli operatori au-
toaggiunti limitati. Come nel caso di operatori limitati possiamo suddi-
viderelo spettro dell’operatore autoaggiunto A in σac(A), σpp(A), σsing(A)
decomporre lo spazio di Hilbert H di conseguenza.
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Definizione 1.5.1. Sia PΩ l’operatore χΩ(A) dove χΩ é la funzione caratteristica
dell’insieme misurabile Ω ⊂ R e A un operatore autoaggiunto. La famiglia di
operatori {PΩ} ha le seguenti proprietà:
(a) Ogni PΩ é una proiezione ortogonale.
(b) P∅ = 0, P(−∞,∞) = I
(c) Se Ω =
⋃
n=1
Ωn con Ωn ∩ Ωm = ∅
se n 6= m, allora PΩ = s − limN→∞
N
∑
n=1
PΩn
(d) PΩ1 PΩ2 = PΩ1∩Ω2
Tale famiglia é detta projection-valued measure (p.v.m.).
Questa é una generalizzazione della nozione di bounded projection-
valued-measure introdotta nella sezione precedente in cui si richiedeva so-
lo che P(−a,a) = I per qualche a mentre ora dobbiamo avere P(−∞,∞) = I.
Per ϕ ∈ H m(Ω) = (ϕ, PΩϕ) é una misura boreliana ben definita su R che
denotiamo d(ϕ, Pλϕ). In analogia con il caso degli operatori limitati data
una funzione boreliana g limitata possiano definire l’operatore g(A) con
(ϕ, g(A)ϕ) =
∫ +∞
−∞
g(λ)d(ϕ, Pλ(A)ϕ), ϕ ∈ H
dove d(ϕ, Pλ(A)ϕ) denota l’integrazione rispetto la misura (ϕ, PΩ(A), ϕ).
Ora supponiamo che g sia una funzione boreliana non limitata a valori
complessi e introduciamo il dominio dell’operatore g(A) come segue
D(g(A)) = {ϕ ∈ H |
∫ +∞
−∞
|g(λ)|2d(ϕ, Pλ(A)ϕ) < ∞}
Osserviamo che D(g(A)) = H , dunque l’operatore g(A) é così definito :
(ϕ, g(A)ϕ) =
∫ +∞
−∞
g(λ)d(ϕ, Pλ(A)ϕ), ϕ ∈ D(g(A))
che scriviamo simbolicamente
g(A) =
∫
σ(A)
g(λ)dPλ(A)
Teorema 1.5.2. (teorema spettrale-p.v.m.) ([5], teorema VIII.6)
Si ha una corrispondenza uno a uno tra gli operatori autoaggiunti A e le projection-
valued measure {PΩ} su H , tale corrispondenza é data da
A =
∫ +∞
−∞
λdPλ
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Se g é una funzione boreliana a valori reali su R allora
g(A) =
∫ +∞
−∞
g(λ)dPλ(A)
definito su
D(g(A)) = {ϕ ∈ H |
∫ +∞
−∞
|g(λ)|2d(ϕ, Pλ(A)ϕ) < ∞}
é autoaggiunto.
1.6 Operatore di Schrödinger con potenziale disconti-
nuo
Consideriamo il seguente operatore autoaggiunto non limitato HB defi-
nito per B > 0 nella maniera seguente:
D(HB) := H2(R), e, ∀u ∈ D(HB), HBu := −
d2u
dx2
+B∞ · u (1.6.1)
dove la funzione B∞ é data da (vedi Figura 1.1)
B∞(x) := −B · 1x≥0, B∞ ∈ C0(R∗) ∩ L∞(R), B > 0 (1.6.2)
In un primo momento calcoliamo la sua funzione di Green, ossia il nucleo
della risolvente
C − [−B,+∞) → L(L2(R), H2(R)) z 7→ RB(z) := (HB − z)−1
Poiché l’ operatore risolvente RB(z) é un operatore integrale di nucleo
RB(z; x, y) che opera tra gli spazi di Sobolev H−1(R) e H1(R), definito
come
RB(z; x, y) = 〈δx, wy〉H−1,H1 (1.6.3)
dove wy é la soluzione dell’ equazione
(HB − z)wy = δy (1.6.4)
e δ é la delta di Dirac.
Preliminari: nucleo del’operatore risolvente
Ci interessiamo all’ equazione d’incognita u ∈ H2(R)
−u′′ + (B∞ − z)u = f , f ∈ L2(R), z ∈ C − R (1.6.5)
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Figura 1.1: Grafico del potenziale B∞
Scelta di una radice quadrata olomorfa adattata
Lavoriamo sull’ aperto C − R che partizioneremo nella seguente ma-
niera:
Notazione 1.6.1. L’aperto C − R é denotato
Ω = Ω+ ∪ Ω−
dove Ω± := {z ∈ Ω, | ± Imz > 0}
Per questo problema é bene considerare la definizione del logaritmo
complesso, cioé:
log(z) = ln|z|+ iα,
dove α é l’argomento di z in ]0; 2π].É bene notare che con la definizione
di radice quadrata che ne deriva per z ∈ C − R+:
√
z
+
:= exp
( log(z)
2
)
= exp((ln|z| + iα)/2)
= exp(ln|z|/2) · exp(iα/2)
=
√
|z|exp(iα/2)
la parte immaginaria di
√
z
+ é positiva. In particolare , se k é un numero
reale, si ha
√
k2 ± i0+ = ±|k| (vedi Figura 1.2-1.3).
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Figura 1.2: Poiché l’argomento di z tende a 2π, l’argomento di
√
z
+ tende
a π. La parte immaginaria di
√
z
+ é positiva o nulla
Soluzioni particolari dell’equazione omogenea
Per unicità locale del problema di Cauchy per equazioni lineari, é evi-
dente che ogni soluzione distribuzionale u dell’equazione 1.6.5 dove f ≡
0 coincide rispettivamente su R∗_ e R
∗
+ con le soluzioni massimali su R
dell’equazione
−u′′ − zu = 0, (1.6.6)
e di
−u′′ − Bu − zu = 0 (1.6.7)
Questo fornisce a priori una famiglia a quattro parametri di soluzioni.
Definizione 1.6.2. Per B > 0 e z non reale, introduciamo le funzioni u± definite
su R da
u+(x) :=
∣∣∣∣∣
e−i
√
z+B
+
x + r+(z)ei
√
z+B
+
x se x > 0
t+(z)e−i
√
z
+
x se x ≤ 0
e
u−(x) :=
∣∣∣∣∣
t−(z)ei
√
z+B
+
x se x > 0
ei
√
z
+
x + r−(z)e−i
√
z
+
x se x ≤ 0
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Figura 1.3: Per z := λ + iε, λ ∈]− B, ∞), λ 6= 0; seguendo la posizione di
λ = Re(z) i valori al bordo di
√
z
+ prendono espressioni differenti
dove per z fissato, le costanti r±(z),t±(z) sono determinate dalla condizione:
u é C1 in x = 0
Osservazione 1.6.3. Con un calcolo esplicito otteniamo:
t+(z) =
2
B
√
z + B
+
(
√
z + B
+ −
√
z
+
) (1.6.8)
t−(z) =
2
B
√
z
+
(
√
z + B
+ −
√
z
+
) (1.6.9)
r±(z) = t±(z)− 1. (1.6.10)
Notiamo che il prodotto t+(z)t−(z) é non nullo. Inoltre r±(z) prende la
seguente espressione simmetrica:
r+(z) =
√
z + B
+ −√z+
√
z + B
+ −√z+
, r−(z) =
√
z
+ −
√
z + B
+
√
z
+
+
√
z + B
+ ,
dove abbiamo utilizzato che B = (
√
z + B
+
)2 − (√z+)2. Per z non reale
abbiamo le proprietá seguenti:
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(a) u± ∈ H2loc(R)
(b) −u′′± +B∞ · u± = zu± nel senso delle distribuzioni.
(c) u+(x) → 0 per x → −∞.
(d) u−(x) → 0 per x → +∞.
(e) [u+, u−] :=
∣∣∣∣
u+(x) u−(x)
u′+(x) u
′
−(x)
∣∣∣∣ = 2it+(z)
√
z
+
= 2it−(z)
√
z + B
+
.
Siamo ora in grado di definire la funzione di Green dell’operatore HB.
Proviamo il seguente risultato:
Proposizione 1.6.4. Per z ∈ C −R la funzione di Green dell’operatore HB é data
dalla formula seguente:
RB(z; x, y) = −
1
[u+, u−]
[1y≥xu+(x)u−(y) + 1y≤xu−(x)u+(y)]
Dimostrazione. É una semplice verifica di 1.6.4. Sia wy il secondo mem-
bro della formula scritta sopra. Fissiamo y ∈ R e deriviamo in senso
distribuzionale. Siano
h1(x) = 1y≤xu+(x)u−(y)
∂xh1(x) = −δyu+(y)u−(y) + 1y≤xu′+(x)u−(y)
h2(x) = 1y≥xu−(x)u+(y)
∂xh2 = δyu−(y)u+(y) + 1y≥xu′−(x)u+(y)
e
∂xh1(x) + ∂xh2(x) = 1y≤xu
′
+(x)u(y) + 1y≥xu
′
−(x)u+(y).
Siccome u−(y) e u+(y) sono costanti
u+ ∈ H2(R−) ⇒ u′+ ∈ H1(R−) ⇒ 1(−∞;y]u′+ ∈ H1(R)
u− ∈ H2(R+) ⇒ u′− ∈ H1(R+) ⇒ 1[y,+∞)u′− ∈ H1(R)
Analogamente
g1(x) = 1(−∞,y](x)u−(y)u
′
+(x)
∂xg1(x) = −δyu−(y)u′+(x) + 1(−∞,y]u−(y)u′′+(x)
g2(x) = 1[y,+∞)(x)u+(y)u
′
(x)
∂xg2 = δyu+(y)u
′
−(y) + 1[y,+∞)(x)u+(y)u
′′
−(x)
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quindi
∂xg1(x) + ∂xg2(x) = δy(u+(y)u
′
−(y)− u−(y)u′+(y)) + 1(−∞,y](x)u−(y)u′′+(x)
+1[y,+∞)(x)u+(y)u
′′
−(x)
= [u+, u−]δy + 1(−∞,y)u−(y)[B∞u+ − zu+]
+1[y,+∞)u+(y)[B∞u− − zu−]
= [u+, u−]δy + (B∞ − z)[1(−∞,y]u−(y)u+ + 1[y,+∞)u+(y)u−]
quindi
R(z; x, y) = wy
Osservazione 1.6.5. Poiché per ogni z non reale, fissato y, x 7→ RB(z; x, y) é
una funzione H1, deduciamo dalla relazione RB(z; x, y) = RB(z̄; y, x) che per
ogni funzione f in L2, e per ogni x reale, l’integrale
∫
y∈R
RB(z; x, y) f (y)dy
ha senso, poiché l’integrando é prodotto di due funzioni L2, quindi é una funzione
L1. Di conseguenza RB(z) é un operatore integrale.
Proposizione 1.6.6. Per s >
1
2
la funzione definita per z ∈ Ω± da
z ∈ Ω± → L2(R), z 7→ 〈x〉−sRB(z)〈y〉−s
definisce un operatore integrale di Hilbert-Schmidt, olomorfa su Ω±, e continua
su Ω̄±\{0,−B} in norma Hilbert-Schmidt
Notazione 1.6.7. 〈x〉 = (1 + x2)1/2
Notazione 1.6.8. Poniamo per λ ∈ R∗, λ 6= −B
(HB − (λ ± i0))−1 := s − lim
ε→0
(HB − (λ ± iε))−1
definito su L2(R, 〈x〉2sdx)
Dimostrazione. É conseguenza dello studio delle proprietá del nucleo
(x, y) 7→ GB(z; x, y) = 〈x〉−sRB(z)〈y〉−s
che verranno affrontate nel lemma seguente.
Lemma 1.6.9. Per z ∈ C qualunque , il nucleo GB(z; x, y) é un elemento L2(dx⊗
dy) e definisce un’ applicazione olomorfa su Ω± e continua su Ω±
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Dimostrazione. Poiché GB(x, y; z) = GB(y, x; z̄), ne esaminiamo il carattere
L2 partizionando il piano (x, y) negli insiemi. Nella zona 0 ≥ y ≥ x si ha
〈x〉−sRB(z)〈y〉−s = 〈x〉−s
[
− 1
[u+, u−]
u+(x)u+(y)
]
〈y〉−s
= 〈x〉−s
[
1
[u+, u−]
t−(z)ei
√
z+B
+
x(e−i
√
z+B
+
y + r+(z)e
i
√
z+B
+
x)
]
〈y〉−s
= O(〈x〉−s〈y〉−s) localmente uni f ormemente in z
perché le funzioni t ± (z),r ± (z) sono limitate, infatti
t+(z) =
2
B
√
z + B
+
(
√
z + B
+ −
√
z) ·
√
z + B
+
+
√
z
√
z + B
+
+
√
z
=
2
B
√
z + B
+
√
z + B
+
+
√
z
· B
e
|t+(z)| < 1
Analogamente si dimostra la limitatezza di t−(z) e di conseguenza quel-
la di r±(z). Quanto all’ olomorfia questa deriva in maniera evidente dalla
definizione delle funzioni t± (z). Si procede in maniera analoga per le altre
zone della figura.
Corollario 1.6.10. Si ha
σ(HB) = σac(HB) = σess(HB) = [−B, ∞)
Dimostrazione. (vedi [3], dimostrazione corollario 3.10)
1.6.1 Sullo spettro dell’operatore perturbato
In questa sezione discutiamo le proprietá spettrali per l’operatore per-
turbato
H = H∞ + ν
1
dove
H∞ = τbHBτ
∗
b , (1.6.11)
e dove l’operatore τb designa l’isometria di L2 definita da u 7→ u(· − b).
Quindi:
H = τbHBτ
∗
b + ν
1 = HbB + ν
1 (1.6.12)
Osservazione 1.6.11. Per i risultati della sezione precedente, sono evidenti i
seguenti risultati:
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1. Il nucleo della risolvente di τbHBτ
∗
b é dato da:
Gb(x, y; z) = −
1
[u+, u−]
[
1y≥xu
b
+(x)u
b
−(y) + 1y≤xu
b
−(x)u
b
+(y)
]
dove le funzioni ub± sono definite da u
b
± := τbu±.
2. σ = σac = σess = [−B; ∞)
3. Per il principio di absorption limite per l’operatore di Schrödinger con po-
tenziale discontinuo (proposizione 1.6.6), per s > 1/2 , la funzione
z 7→ 〈x〉−s(τbHBτ∗b − z)−1〈y〉−s = 〈x〉−sτb(HB − z)−1τ∗b 〈y〉−s
é a valori Hilbet-Schmidt, olomorfa su Ω± e continua su Ω±.
Notazione 1.6.12. Sia z ∈ Ω e s > 1/2, poniamo
RbB(z) = (τbHBτ
∗
b − z)−1
R
b
B(z) := 〈x〉−sRbB(z)〈y〉−s, R(z) := 〈x〉−sR(z)〈y〉−s
e dove R(z) demota il nucleo dell’operatore risolvente di H.
Quindi abbiamo il seguente risultato ( vedi [7]):
Proposizione 1.6.13. Per z ∈ C − R, e s > 1/2, l’operatore limitato As(z) così
definito
As(z) := 1 +RbB(z)〈x〉2sν
é invertibile e si ha
R(z) = As(z)
−1
R
b
B(z) (1.6.13)
Inoltre la funzione di membro a destra é a valori Hilbert-Schmidt, olomorfa su Ω±,
continua su Ω± − {−B, 0}
Dimostrazione. Dimostriamo prima che l’operatore As(z) é invertibile e che
vale la (1.6.13). Per l’identitá della risolvente che deriva da (1.6.12) si ha
R(z) = τbRBτ
∗
b − τbRBτ∗b νR(z)
moltiplicando a destra e a sinistra per 〈x〉−s ,abbiamo
〈x〉−sR(z)〈x〉−s = 〈x〉−sτbRBτ∗b 〈x〉−s − 〈x〉−sτbRBτ∗b νR(z)〈x〉−s
R(z) = RbB(z)− 〈x〉−s − 〈x〉−sτbRBτ∗b 〈x〉−s〈x〉sν〈x〉−s〈x〉sR(z)〈x〉−s
R(z) = RbB(z)−RbB(z)〈x〉2sνR(z)
R
b
B(z) = R(z)(1 +R
b
B(z)〈x〉2sν)
Osserviamo che l’operatoreRbB(z) essendo di classe Hilbert-Schmidt (punto
3 dell’osservazione precedente), é compatto. É quindi sufficente provare
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che -1 non é autovalore di RbB(z)〈x〉2sν, da cui segue che l’inverso della
proposizione ha un senso per z non reale. Se f é una soluzione L2 non
triviale dell’equazione
f +RbB(z)〈x〉2sν · f = 0 (1.6.14)
ponendo
w(z) := RbB(z)〈x〉2sν f (1.6.15)
segue che w ∈ H2 poiché 〈x〉2sν f ∈ L2. Mediante un calcolo diretto ,
utilizzando (1.6.14) si ha
Hw(z) = zw(z) (1.6.16)
Infatti
(HbB + ν)w(z) = zw(z)
(HbB + ν)(R
b
B(z)〈x〉2sν f ) = z(RbB(z)〈x〉2sν f )
(HbB − z)(RbB(z)〈x〉2sν f ) + νRbB(z)〈x〉2sν f = 0
f +
〈x〉−s
ν
νRbB(z)〈x〉−s〈x〉s〈x〉sν f = 0
Poiché z non é reale e H autoggiunto, si ha w(z) = 0, poi ν f = 0 e infine
f = 0 per (1.6.14) Per dimostrare che é associato ad un operatore Hilbert-
Schmidt premettiamo il seguente lemma:
Lemma 1.6.14. Sia N± l’insieme dei λ ∈ R∗, λ 6= −B tali che l’operatore 1 +
RbB(λ ± i0)〈x〉rsν non é invertibile. Allora
N+ = N− = ∅
Dimostrazione. Poiché gli operatoriRbB(λ± i0) sono compatti, la non-invertibilitá
di 1 +RbB(λ ± i0)〈x〉2sν equivale alla sua non-iniettivitá. Per una soluzione
f non triviale dell’equazione (1.6.14) dove z = λ ± i0 consideriamo la fun-
zione w(z) ∈ L2 ∩ H2loc definita in (1.6.15). Il calcolo che conduce a (1.6.16)
si traduce in termini di equazione differenziale con
Hw(λ ± i0) = λw(λ ± i0) (1.6.17)
e al di fuori di ]a; b[, poiché w(z) é L2 , una risoluzione esplicita da, conser-
vando le forme esponenziali ammisibili, e per delle costanti complesse α±,
β± convenevoli (Im
√
z
+
> 0 !):
w(λ ± i0) =
∣∣∣∣∣
β±e±i
√
λ±i0+B+x se x ≤ b
α±e±i
√
λ±i0+x se x ≥ a
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É bene notare che questi problemi si riformulano come problemi ai limiti
su ]a; b[ (vedi figura) con
(H − λ)w(λ ± i0) = 0
e ∣∣∣∣∣
w′(a)− i
√
λ ± i0+w(a) = 0
w′(b) + i
√
λ + B ± i0+w(b) = 0
Vedremo in seguito che questi problemi omogenei non ammettono soluzio-
ni non triviali. Di conseguenza w(λ ± i0) = 0 e f = 0
Corollario 1.6.15. Per λ ∈ Ω±, la funzione
z 7→ 〈x〉−sR(z)〈y〉−s
é a valori Hilbert-Schmidt, olomorfa su Ω±, continua fino al bordo salvo in λ =
−B e λ = 0.
Dimostrazione. É un corollario delle proposizioni (1.6.6) e (1.6.13)
Corollario 1.6.16. Per ogni compatto K ⊂ R la risoluzione spettrale ristretta a K
]− B; ∞]− {0} ∋ λ 7→ 1K
∂E
∂λ
(λ)1K
é una funzione continua a valori Hilbert-Schimdt.
Dimostrazione. É sufficente osservare che per z ∈ C − R
1KR(z)1K = 1K〈x〉s[〈x〉−sR(z)〈y〉−s]〈y〉s1K
é prodotto dell’operatore limitato 1K〈x〉s per una funzione a valori Hilbert-
Schmidt continua salvo in λ = −B e λ = 0. Quindi 1KR(z)1K é a valori
Hilbert-Schmidt, olomorfa su Ω± e continua fino al bordo salvo in λ = −B
e λ = 0. Applicando in seguito la formula di Stone otteniamo
1K
∂E
∂λ
(λ)1K = 1K
1
2πi
[R(λ + i0)− R(λ − i0)]1K
essendo l’ideale di Hilbert-Schmidt chiuso rispettola moltiplicazione, si ha
il risultato cioé una funzione continua a valori Hilbert-Schmidt.
Corollario 1.6.17. Per ogni funzione continua f ∈ C0c (R∗ − {−B}) e K ⊂ R,
l’operatore f (H(h))1k é di tipo Hilbert-Schmidt.
Dimostrazione. Sia f ∈ C0c (R∗ − {−B}) e K ⊂ R un compatto, allora come
conseguenza del teorema spettrale e della formula di Stone si ha
f (H)1K =
∫
Λ
f (λ)
∂E
∂λ
(λ)dλ1K
dove
∂E
∂λ
(λ) é la densità spettrale legata alla risolvente dell’operatore H.
Applicando il corollario precedente si ottiene il risultato.
30 Analisi spettrale Capitolo 1
1.6.2 Assenza di spettro singolare
Diamo ora un’espressione della risoluzione spettrale dell’operatore di
Schrödinger H. Questa ci permette d’identificare il suo spettro.Se H é l’Ha-
miltoniano di un sistema quantistico (per esempio quello di un elettrone
che interagisce con un protone), lo spettro discreto descrive gli stati colle-
gati dell’elettrone , mentre lo spettro assolutamente continuo ne descrive
gli stati di diffusione. Lo spettro singolare continuo non traduce una situa-
zione pertinente nel nostro contesto, resta dunque importante la questione
dello spettro singolare.
Come nel caso del salto di potenziale discontinuo (capitolo precedente),
una maniera di procedere consiste nel calcolare esplicitamente la risoluzio-
ne spettrale e d’identificare i sottospazi spettrali assolutamente continuo,
ecc. Il principio di absorption limite stabilito nella sezione 4.2 del capitolo
precedente , é sufficente per ottenere una formula diretta per la risolvente.
1.7 Funzione di Green
Riprendiamo i calcoli fatti per HB.Siamo interessati per z non reale alle
soluzioni in senso distribuzionale v dell’equazione
Hv = zv z ∈ C − R (1.7.1)
che sono, a causa della regolaritá del potenziale, di classe C1 su R, e C2 su
R −{a, b}. É ragionevole, poiché gli operatori H e H∞ non differiscono che
su I, cercare delle soluzioni particolari nella forma
v± := τbu± + ϕ± (1.7.2)
le funzioni ϕ± sono da determinare mentre le funzioni u± sono state in-
trodotte nella definizione (1.6.2). Osserviamo che per (1.6.12) e (1.6.11), ϕ±
verificano l’equazione nel senso delle distribuzioni:
[
τb(−
d2
dx2
+B∞)τ
∗
b + ν
1 − z
]
ϕ± = −ν1τbu± (1.7.3)
Il secondo membro di questa equazione essendo una funzione L2 otteniamo
per (1.6.12):
ϕ± = −R(z)ν1τbu± (1.7.4)
e ϕ± sono funzioni H2. É facile risolvere l’equazione qui sopra al di fuori
di [a; b],in generale per le funzioni ϕ± abbiamo il seguente comportamento
asintotico:
α±exp(i
√
z
+ · x) + β±exp(−i
√
z
+ · x), x → −∞, α±, β± ∈ C
α′±exp(i
√
z + B
+ · x) + β′±exp(−i
√
z + B
+ · x), x → ∞, α′±, β′± ∈ C
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La condizione ϕ± ∈ L2 permette di eliminare i moduli esponenzial-
mente crescenti, così si ha α± = β′± = 0. Tenuto conto di (1.7.2) e della
definizione (1.6.2) di u± otteniamo:
v+(x) :=
∣∣∣∣∣
e−i
√
z+B
+
x + ρ+(z)ei
√
z+B
+
x se x > b
τ+(z)e−i
√
z
+
x se x ≤ a
(1.7.5)
v−(x) :=
∣∣∣∣∣
τ−(z)ei
√
z+B
+
x se x > b
ei
√
z
+
x + ρ−(z)e−i
√
z
+
x se x ≤ a
(1.7.6)
dove le costanti ρ±, τ± sono determinate dalla condizione ϕ± ∈ H2loc(R).
È bene notare i punti seguenti:
1. Per λ ∈ R∗, λ 6= −B, si hanno quattro funzioni v±(λ ± i0) tut-
te e quattro soluzioni nel senso delle distribuzioni dell’equazione a
coefficienti reali
Hv = −v′′ + (ν1 +B)v = λv, λ ∈ R∗, λ 6= −B (1.7.7)
2. Le proprietà (a)-(e) enunciate nell’osservazione 2 del capitolo prece-
dente sono verificate rimpiazzando HB con H(1), u± con v± e t± con
τ±.
3. Le funzioni τ+(z) e τ−(z) ammettono valori al bordo salvo per λ ∈
{−B; 0}.
L’ultima osservazione ci permette di definire le seguenti funzioni:
Definizione 1.7.1. Per z non reale introduciamo le seguenti funzioni H2loc:
Ψ+(z, ·) :=
1
τ+(z)
v+(z, ·), e Ψ−(z, ·) := v−(z, ·) (1.7.8)
In particolare abbiamo [Ψ+(z, ·), Ψ−(z, ·)] = 2i
√
z
+
Ricordiamo che la notazione utilizzata nella definizione sopra denota
il Wronksiano di Ψ+(z, ·) e di Ψ−(z, ·) che presenta la proprietà di essere
costante dato z. Più generalmente si ha il risultato seguente:
Lemma 1.7.2. Sia z /∈ R. Il Wronksiano [Ψ+(z, ·), Ψ−(z, ·)] é costante. Inoltre
per λ ∈ R∗, λ 6= −B, le quattro funzioni Ψ±(λ ± i0, ·) sono ben definite.
Dimostrazione. Per z non reale,le funzioni Ψ verificano l’equazione differen-
ziale (1.7.1). Per la regolarità delle Ψ, il Wronksiano é una funzione derivar-
bile su R − {a, b}, di derivata nulla, dunque é costante. D’altra parte , per z
reale, z /∈ {−B, 0}, i punti 1 e 3 dell’osservazione precedente implicano che
le funzioni Ψ±(λ ± i0) sono ben definite e soluzioni di (1.7.7).
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Di conseguenza si può ottenere il valore del Wronksiano calcolandolo
esplicitamente nelle regioni non limitate della retta reale. questo sará utile
nel calcolo della risoluzione spettrale.
Lemma 1.7.3. Sia u una soluzione massimale non nulla dell’equazione differen-
ziale data da (1.7.7) con λ 6= −B. Allora gli zeri di u sono isolati.
Dimostrazione. La funzione u ristretta a ciascuno degli insiemi {x ≤ a},
{a < x ≤ b}, {x > b} é soluzione di un problema di Cauchy classico. In
seguito é sufficiente notare che se x0 é un punto di accumulazione dell’in-
sieme {u = 0}, allora u′(x0) = 0. Così u verifica un problema di Cauchy
in x0 con dati iniziali nulli. Per unicità del problema di Cauchy, u ≡ 0 sul-
l’unico insieme dei tre insiemi sopra che contiene x0. Dato che u é H2loc per
ellitticità, deduciamo che u ≡ 0 per continuità.
Corollario 1.7.4. L’operatore H non ha autovalori nell’intervallo [−B, ∞):
σpp(H) ⊂ (−∞,−B[
Dimostrazione. Consideriamo l’equazione agli autovalori
Hu = λu λ ≥ −B (1.7.9)
Suppoiamo per assurdo che esista u non identicamente nulla soluzione di
(1.7.9), cioé esiste un autovalore λ ≥ −B. In questo caso, un autovettore u
essendo in L2, é identicamente nullo per x ≥ b. Questo é un assurdo perché
per il lemma precedente u si annulla solo in punti isolati.
Un calcolo analogo a quello fatto per l’operatore HB nel capitolo prece-
dente ci fornisce il nucleo della risolvente dell’ operatore H(1).
Proposizione 1.7.5. Per z ∈ C, z non reale, il nucleo della risolvente dell’opera-
tore H(1) é dato da
R(x, y; z) = − 1
[Ψ+, Ψ−]
[1y≥xΨ+(x)Ψ−(y) + 1y≤xΨ−(x)Ψ+(y)]
1.8 Risoluzione spettrale
Siamo ora in grado di calcolare la risoluzione spettrale dell’operatore H
definito nella formula (1.6.12).
Proposizione 1.8.1. Sia λ > −B, λ 6= 0. La risoluzione spettrale di H é data da
dE(λ)[x; y] =
1
2π
v+(λ + i0, x)v+(λ + i0, y)
dλ
2
√
λ + B
+
1
2π
v−(λ + i0, x)v−(λ + i0, y)1λ>0
dλ
2
√
λ
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Dimostrazione. Dapprima ricordiamo che [Ψ+(z, ·), Ψ−(z, ·)] = 2i
√
z
+. Per
la formula di Stone e il principio d’absorption limite abbiamo :
dE(λ)[x, y] =
1
2iπ
[R(λ + i0; x, y) − R(λ − i0; x, y)], λ ∈ R∗, λ > −B.
Sapendo che
R(x, y; z) = − 1
[Ψ+, Ψ−]
[1y≥xΨ+(x)Ψ−(y) + 1y≤xΨ−(x)Ψ+(y)]
otteniamo
dE(λ) = 1y≥x
Ψ+(λ + i0; x)Ψ−(λ + i0; y)
4π
√
λ + i0
+ + 1y≤x
Ψ−(λ + i0; x)Ψ+(λ + i0; y)
4π
√
λ + i0
+
− 1y≥x
Ψ+(λ − i0; x)Ψ−(λ − i0; y)
4π
√
λ − i0+
+ 1y≤x
Ψ−(λ − i0; x)Ψ+(λ − i0; y)
4π
√
λ − i0+
Quindi
4πdE(λ) = 1y≥x
[Ψ+(λ + i0; x)Ψ−(λ + i0; y)√
λ + i0
+ −
Ψ+(λ − i0; x)Ψ−(λ − i0; y)√
λ − i0+
]
+ 1y≤x
[Ψ−(λ + i0; x)Ψ+(λ + i0; y)√
λ + i0
+ −
Ψ−(λ − i0; x)Ψ+(λ − i0; y)√
λ − i0+
]
In seguito passiamo al limite in
√
z
+ (vedi figura). Distinguiamo, dunque
due casi:
Primo caso: λ ∈]− B, 0[. In questo caso si ha
√
λ + i0
+
=
√
λ − i0+ = i
√
|λ| (1.8.1)
e la formula precedente si riscrive
4iπ
√
|λ|dEλ = 1y≥x[Ψ+(λ + i0; x)Ψ−(λ + i0; y) − Ψ+(λ − i0; x)Ψ−(λ − i0; y)]
+ 1y≤x[Ψ−(λ + i0; x)Ψ+(λ + i0; y) − Ψ−(λ − i0; x)Ψ+(λ − i0; y)]
Fattorizziamo ciascun termine tra parentesi. Introduciamo la seguente no-
tazione:
Notazione 1.8.2. Poniamo per λ ∈ [−B,+∞[, λ 6= 0,
K(λ; x, y) = Ψ+(λ + i0; x)Ψ−(λ + i0; y)− Ψ+(λ − i0; x)Ψ−(λ − i0; y)
(1.8.2)
Di conseguenza l’equazione precedente si scrive:
4iπ
√
|λ|dEλ = 1y≥xK(λ; x, y) + 1y≤xK(λ; y, x) (1.8.3)
34 Analisi spettrale Capitolo 1
Comincianciamo con il primo termine, il secondo si tratta scambiando
i ruoli di x e y: osserviamo, in questo caso, che le funzione Ψ±(λ ± i0)
prendono le espressioni seguenti
Ψ+(λ + i0; x) :=
∣∣∣∣∣∣
1
τ+(λ + i0)
e−i
√
λ+Bx +
ρ+(λ + i0)
τ+(λ + i0)
ei
√
λ+Bx se x > b
e
√
|λ|x se x ≤ a
Ψ+(λ − i0; x) :=
∣∣∣∣∣∣
1
τ+(λ − i0)
e−i
√
λ+Bx +
ρ+(λ − i0)
τ+(λ − i0)
e−i
√
λ+Bx se x > b
e
√
|λ|x se x ≤ a
Ψ−(λ + i0; x) :=
∣∣∣∣∣
τ−(λ + i0)ei
√
λ+Bx se x > b
e−
√
|λ|x + ρ−(λ + i0)e
√
|λ|x se x ≤ a
Ψ−(λ − i0; x) :=
∣∣∣∣∣
τ−(λ − i0)e−i
√
λ+Bx se x > b
e−
√
|λ|x + ρ−(λ − i0)e
√
|λ|x se x ≤ a
Considerando l’espressione di Ψ+(λ ± i0) per x ≤ a, vediamo che queste
due funzioni coincidono. Per il lemma precedente deduciamo:
∀x ∈ R Ψ+(λ + i0, x) = Ψ+(λ − i0, x) λ < 0, λ 6= B (1.8.4)
Analogamente per x ≥ b otteniamo
∀x ∈ R Ψ+(λ + i0, x) = Ψ+(λ − i0, x) λ < 0, λ 6= B (1.8.5)
di conseguenza
τ+(λ + i0) = τ+(λ − i0) (1.8.6)
D’altronde osserviamo che per y ≤ a, abbiamo
Ψ−(λ + i0; y)− Ψ−(λ − i0; y) = e−
√
|λ|x + ρ−(λ + i0)e
√
|λ|x
−e−
√
|λ|x − ρ−(λ − i0)e
√
|λ|x
quindi
Ψ−(λ + i0; y) − Ψ−(λ − i0; y) = [ρ−(λ + i0)− ρ−(λ − i0)]Ψ+(λ + i0; y)
(1.8.7)
e con la stessa argomentazione precedente si ha l’uguaglianza su R. Di
conseguenza (1.8.2) diviene con (1.8.4) e (1.8.7):
K(λ; x, y) = [ρ−(λ + i0)− ρ−(λ − i0)]Ψ+(λ + i0; x)Ψ+(λ + i0; y) (1.8.8)
forma simmetrica sotto la quale vediamo che
∀x, y ∈ R, K(λ; x, y) = K(λ; y, x), λ < 0, λ 6= −B, (1.8.9)
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e (1.8.3) prende la forma più semplice
4iπ
√
|λ|dEλ = K(λ; x, y) (1.8.10)
ci poniamo come obbiettivo di ottenere delle espressioni indipendenti dei
coefficienti ρ±, τ±. Per fare questo é sufficiente calcolare il Wronksiamo e
di utilizzare il lemma precedente; così con l’espressione di Ψ− per x ≤ a
abbiamo
[Ψ−(λ + i0; ), Ψ−(λ − i0; )] = −2
√
|λ|[ρ−(λ + i0)− ρ−(λ − i0)], (1.8.11)
invece le espressioni di queste funzioni per x ≥ b danno
[Ψ−(λ + i0; ), Ψ−(λ − i0; )] = −2i
√
λ + Bτ−(λ + i0)− τ−(λ − i0) (1.8.12)
sia
ρ−(λ + i0)− ρ−(λ − i0) =
i
√
λ + B√
|λ|
τ−(λ + i0)− τ−(λ − i0) (1.8.13)
Leghiamo τ− a τ+ calcolando per due diversi valori il Wronksiano
[Ψ−(λ + i0; ), Ψ+(λ + i0; )] = −2i
√
λ + B
+ τ−(λ + i0)
τ+(λ + i0)
se x ≥ b
= 2
√
|λ| se x ≤ a
e otteniamo la relazione seguente tra τ− e τ+:
τ−(λ + i0) = −
√
|λ|
i
√
λ + B
+ τ+(λ + i0). (1.8.14)
Analogamente, cacolando il Wronksiano [Ψ−(λ − i0; ), Ψ+(λ− i0; )] trovia-
mo
τ−(λ − i0) = −
√
|λ|
i
√
λ + B
τ+(λ − i0) (1.8.15)
Combinando (1.8.13),(1.8.14) e (1.8.15), otteniamo la seguente espressione
di (1.8.8):
K(λ; x, y) = −
√
|λ|
i
√
λ + B
τ+(λ + i0)Ψ+(λ + i0; x)τ+(λ − i0)Ψ+(λ − i0; y),
da cui ricaviamo la densità spettrale tenendo conto di (1.8.10) e della nor-
malizzazione di Ψ+
dE(λ) =
1
4π
√
λ + B
v+(λ + i0, x)v+(λ + i0, y), λ < 0, λ 6= B (1.8.16)
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così abbiamo terminato il primo caso.
Secondo caso: λ > 0. In questo caso
√
λ + i0
+
= −
√
λ − i0+ =
√
|λ| (1.8.17)
La densità spettrale é data da
4π
√
|λ|dEλ = 1y≥xK′(λ; y, x) + 1y≤xK′(λ; x, y) ∀λ > 0 (1.8.18)
dove
K′(λ; x, y) := Ψ−(λ + i0; x)Ψ+(λ + i0; y) + Ψ−(λ − i0; x)Ψ+(λ − i0; y)
(1.8.19)
Poiché il proiettore dEλ é autoaggiunto abbiamo la seguente relazione di
simmetria su K′:
K′(λ; x, y) = K′(λ; y, x) ∀x, y ∈ R, ∀λ > 0 (1.8.20)
Le funzioni Ψ per λ > 0 prendono le espressioni seguenti:
Ψ+(λ + i0; x) :=
∣∣∣∣∣∣
1
τ+(λ + i0)
e−i
√
λ+Bx +
ρ+(λ + i0)
τ+(λ + i0)
ei
√
λ+Bx se x > b
e−i
√
|λ|x se x ≤ a
Ψ+(λ − i0; x) :=
∣∣∣∣∣∣
1
τ+(λ − i0)
ei
√
λ+Bx +
ρ+(λ − i0)
τ+(λ − i0)
e−i
√
λ+Bx se x > b
ei
√
|λ|x se x ≤ a
Ψ−(λ + i0; x) :=
∣∣∣∣∣
τ−(λ + i0)ei
√
λ+Bx se x > b
ei
√
λx + ρ−(λ + i0)e−i
√
λx se x ≤ a
Ψ−(λ − i0; x) :=
∣∣∣∣∣
τ−(λ − i0)e−i
√
λ+Bx se x > b
e−i
√
λx + ρ−(λ − i0)ei
√
λx se x ≤ a
In particolare otteniamo
Ψ+(λ − i0; ·) = Ψ+(λ + i0; ·). (1.8.21)
e
τ+(λ − i0) = τ+(λ + i0), ρ+(λ − i0) = ρ+(λ + i0) (1.8.22)
Analogamente, scambiando i ruoli di Ψ− e Ψ+ nella normalizzazione per
τ−1 otteniamo
τ−(λ − i0) = τ−(λ + i0), ρ−(λ − i0) = ρ−(λ + i0) (1.8.23)
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e infine
Ψ−(λ − i0; ·) = Ψ−(λ + i0; ·). (1.8.24)
Dalle identitá (1.8.21) e (1.8.24) si ha che il nucleo K′ é reale, quindi vale
K′(λ; x, y) = K′(λ; x, y) ∀x, y ∈ R, ∀λ > 0 (1.8.25)
Quindi per (1.8.20)
K′(λ; x, y) = K′(λ; x, y) ∀λ > 0 (1.8.26)
e per (1.8.18)
4π
√
|λ|dEλ = K′(λ; x, y) ∀λ > 0 (1.8.27)
Ora trasformiamo K′.Dapprima osserviamo che
e−i
√
λy + ρ−(λ − i0)ei
√
λx − e−i
√
λy = ρ−(λ − i0)ei
√
λy
= ρ−(λ − i0)Ψ+(λ − i0; y)
da cui otteniamo questa identitá:
Ψ−(λ − i0; y)− Ψ+(λ + i0; y) = ρ−(λ − i0)Ψ+(λ − i0; y) (1.8.28)
vera per ogni y reale; cosicché sostituendo questa espressione di Ψ+(λ +
i0; y) nell’espressione di K′(λ; x, y), troviamo
K′(λ; x, y) = Ψ−(λ + i0; x)[Ψ−(λ − i0; y)− ρ−(λ − i0)Ψ+(λ − i0; y)]
+ Ψ−(λ − i0; x)Ψ+(λ − i0; y)
poi fattorizzando per Ψ+(λ − i0; y)
K′(λ; x, y) = Ψ−(λ + i0; x)Ψ−(λ − i0; y)
+ [Ψ−(λ − i0; x)− ρ−(λ − i0)Ψ−(λ + i0; x)]Ψ+(λ − i0; y)
da (1.8.21) e (1.8.24) si ha la seguente uguaglianza:
K′(λ; x, y) = Ψ−(λ + i0; x)Ψ−(λ + i0; y)
+ [Ψ−(λ − i0; x)− ρ−(λ − i0)Ψ−(λ + i0; x)]Ψ+(λ + i0; y)
Osserviamo che il termine tra parentesi nell’espressione precedente per x ≤
a si scrive
Ψ−(λ− i0; ·)− ρ−(λ− i0)Ψ−(λ+ i0; ·) = [1− ρ−(λ− i0)ρ−(λ+ i0)]Ψ+(λ+ i0; ·),
(1.8.29)
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e l’identità é finalmente valida su R. Analogomente al caso precedente
vogliamo definire i coefficienti tra parentesi di Ψ+(λ + i0; ·) in (1.8.29).
Dapprima calcoliamo l’espressione di v+ in (1.7.5)
[v+(λ + i0; ), v+(λ − i0; )] = 2i(1 − ρ−(λ + i0)ρ−(λ − i0))
√
λ + B se x ≥ b
= 2iτ+(λ + i0)τ+(λ − i0)
√
λ se x ≤ a
da cui ricaviamo
1 − ρ−(λ + i0)ρ−(λ − i0) = τ+(λ + i0)τ+(λ − i0)
√
λ√
λ + B
(1.8.30)
Considerando (1.8.29) e tenendo conto della normalizzazione di Ψ± in (1.7.8)
abbiamo
K′(λ; x, y) = Ψ−(λ + i0; x)Ψ−(λ + i0; y)
+ [1 − ρ−(λ + i0)ρ−(λ − i0)]Ψ+(λ + i0; x)Ψ+(λ + i0; y
= v−(λ + i0; x)v−(λ + i0; y)
+ τ+(λ + i0)τ+(λ − i0)
√
λ√
λ + B
1
τ+(λ + i0)
v+(λ + i0, x)
1
τ+(λ − i0)
v+(λ − i0, y)
quindi risulta
K′(λ; x, y) = v−(λ + i0; x)v−(λ + i0; y) (1.8.31)
+
√
λ√
λ + B
v+(λ + i0, x)v+(λ − i0, y) (1.8.32)
Otteniamo la seguente forma esplicita per la risoluzione spettrale per λ > 0
dEλ =
1
2π
1√
λ + B
v+(λ + i0; x)v+(λ + i0; y)
+
1
2π
v−(λ + i0; x)v−(λ + i0; y), ∀λ > 0
Dalla risoluzione spettrale si ha l’espressione delle funzioni di energia per
una funzione f continua a supporto compatto in R − {−B, 0}
f (H)(x, y) =
1
2π
∫
λ>−B
f (λ)v+(λ + i0; x)v+(λ + i0; y)
dλ
2
√
λ + B
+
1
2π
∫
λ>0
f (λ)v−(λ + i0; x)v−(λ + i0; y)
dλ
2
√
λ
L’espressione esplicita della risoluzione spettrale del hamiltoniano H
ottenuta ci permette di identificare il suo spettro.
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Corollario 1.8.3. Lo spettro continuo di H é assolutamente continuo.
σc(H) = σac(H), i.e σsc(H) = ∅
Dimostrazione. vedi [3], corollario 4.9
Corollario 1.8.4. Gli eventuali autovalori si H sono in (−∞;−B[. Inoltre
σess(H) = σac(H) = [−B; ∞).
Dimostrazione. Per il corollario 7.1.4 σpp(H) ⊂ (−∞,−B[, quindi per defi-
nizione di σpp, gli eventuali autovalori di H sono in (−∞,−B[. Per defini-
zione abbiamo
σ(H) = σc(H) ∩ σpp(H)
σc(H) ⊂ σess(H)
Per il teorema di Kato e dal capitolo precedente
σess(H) = [−B, ∞)
Per il corollario precedente
σac(H) = σc(H) ⊆ σess(H) = [−B, ∞)
Capitolo 2
Modelli per il trasporto di
cariche
Recentemente sono stati proposti diversi modelli per il trasporto quan-
tistico di cariche. In questi modelli l’interazione tra le cariche viene rap-
presentato mediante un termine di interazione non lineare.
In questo capitolo sono brevemente descritti due importanti modelli.
2.1 Sull‘equazione di Schrödinger con non-linearità
concentrate
In un recente articolo (vedi [4]) é stato proposto un modello per de-
scrivere l’effetto dell’accumulo di cariche elettriche attraverso una doppia
barriera. L’equazione a cui facciamo riferimento é il prototipo di una classe
di equazioni di Schrödinger non-lineari.La non-linearità é concentrata solo
nella regione dove é localizzato lo stato di risonanza, ovvero tra le due bar-
riere.
Richiamiamo brevemente l’origine fisica del nostro modello. Consideriamo
una nube di elettroni che si muove attraverso una doppia barriera di po-
tenziale.La buca confinata tra le due barriere di potenziale agisce come un
condensatore la cui energia cambia a seconda della carica elettronica con-
tenente.L’interazione fra le particelle é localizzata,vista l’esistenza di uno
stato di risonanza che permette una lunga sosta all’interno della doppia
barriera, quindi un’accumulazione di cariche. L’evoluzione temporale del
nostro sistema é descritto dall’equazione seguente:
ih̄
∂
∂t
ψ̂(r, t) =
[
− h̄
2
2m
∇2 + V(x) +
∫
e2
ε |r − ŕ| ψ̂(ŕ, t)ψ̂(ŕ, t)dŕ
]
ψ̂ (r, t)
(2.1.1)
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dove il potenziale esterno V(x) = V0(1[a,b] + 1[c,d]) con a < b < c < d
dipende solo dalla coordinata x ortogonale alle interfacce. Possiamo assu-
mere un disaccoppiamento tra i gradi di libertà longitudinali (nella direzio-
ne del moto perpendicolare alla doppia barriera) e trasversali alle interfac-
ce.Questo ci permette una descrizione unidimensionale approssimata del
nostro modello mediante una funzione d’onda di una particella che dipen-
de dalla coordinata ortogonale x.Più precisamente fattorizziamo il campo
medio di una singola particella come:
ψ(r, t) =
〈
ψ̂(r, t)
〉
≃ u(x, t)φ(y, z)e−( ih )Et (2.1.2)
dove 〈 〉è il valore atteso dello stato di molti corpi al tempo t ; φ(y, z)
è una soluzione dell’ equazione di Schrödinger per una particella libera nel
piano parallelo alle interfaccie.Consideriamo il termine dell’ interazione ef-
fettiva solo all’interno della buca [b, c] e lo approssimiamo con l’ espressio-
ne
∫
e
ε |r − ŕ|
∣∣u(x′, t)
∣∣2 ∣∣φ(y′, z′)
∣∣2 dr′ ≃ αQ [u] 1[b,c] (2.1.3)
La costante α vale e
2
C dove C riassume i risultati dell’integrazione sul
piano yz e una media del potenziale sull’ ampiezza della buca. Dimensio-
nalmente C è una lunghezza e definisce la capacità della doppia barriera .
Il termine
Q [u] =
∫ c
b
|u(x, t)|2 dx (2.1.4)
è la carica adimensionale intrappolata nella buca [b, c] al tempo t.Dalle
precedenti approssimazioni otteniamo la seguente equazione di Schrödin-
ger non lineare unidimensionale:
ih̄
∂
∂t
u(x, t) =
[
− h̄
2
2m
∂2
∂x2
+ V(x) + αQ [u] 1[b,c]
]
u(x, t) (2.1.5)
che descrive la dinamica del nostro condensatore.Per definire la con-
dizione iniziale u(x, 0) supponiamo che inizialmente il pacchetto di onde
gaussiane che si muova attraverso la doppia barriera e siano centrate lon-
tano dalla buca [b, c] in modo tale che Q ≃ 0 al tempo t = 0. L’equazione
(2.1.5) ha due quantità che si conservano, il numero totale di particelle
N =
∫ −∞
+∞
u(x, t)u(x, t)dx (2.1.6)
e l’energia
E =
∫ −∞
+∞
u(x, t)
[
− h̄
2
2m
∂2
dx2
+ V(x)
]
u(x, t)dx +
1
2
αQ [u]2 (2.1.7)
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2.2 Diodo ad effetto tunnel risonante
2.2.1 Notazioni
In questa breve sezione introduciamo i principali oggetti utili all’analisi
lineare del nostro modello.
Notazione 2.2.1. In tutto il testo, I := [a; b] designerà un’intervallo di R non
vuoto.
Consideriamo l’operatore differenziale
Pri f ≡ Pri f (h) := −h2
d2
dx2
+B (2.2.1)
dove la funzione B, che rappresenta la differenza di potenziale applicata al
dispositivo, é definita da
∀x ∈ R, B(x) := B0(x) +B∞(x − b) (2.2.2)
Le funzioni B0 e B∞ sono cosí definite
∀x ∈ R, B∞(x) := −B · 1x>0(x) B0(x) := −B · 1[a;b] ·
x − a
b − a (2.2.3)
dove la costante nota B > 0 rappresenta l’ampiezza della barriera (vedi
Figura 2.1). Analogamente introduciamo l’operatore P∞(h) definito da
P∞ ≡ P∞(h) := −h2
d2
dx2
+B∞(· − b) (2.2.4)
cosicché
Pri f (h) = P∞(h) +B0 (2.2.5)
L’operatore P∞(h) corrisponde al problema del salto del potenziale. In
seguito definiamo l’operatore
P̃ ≡ P̃(h) := P∞(h, x, h
d
dx
) + ν̃h (2.2.6)
Il potenziale ν̃h si decompone in :
ν̃h := Ṽ0 + VhNL. (2.2.7)
e quindi abbiamo
P̃(h) = P∞(h) + Ṽ0 + ṼNL. (2.2.8)
Facciamo,ora qualche ipotesi sui termini che abbiamo definito.
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Figura 2.1: Grafico della funzione B := B0 +B∞
Ipotesi 2.2.2. La funzione Ṽ0 é una funzione lipschitziana positiva o nulla data,
a supporto compatto in I = [a, b] :
Ṽ0 ∈ W1,∞(I), Ṽ0 > 0. (2.2.9)
Supponiamo che
Λ0 := inf
x∈[a,b]
Ṽ0(x) > 0. (2.2.10)
Tipicamente il potenziale Ṽ0 é della forma V0 · 1I + B0 dove V0 > 0 é
una costante. Nello studio del problema, fisseremo il seguente dominio
spettrale ( detto dominio di energia ) compatto.
Ipotesi 2.2.3. Fissiamo i reali Λ∗ e Λ∗ tali che
0 < Λ∗ < Λ∗ < Λ0 (2.2.11)
La banda di energia [Λ∗; Λ∗] é fissata, e ci interesseremo all’hamilto-
niano localizzato in questa finestra. É bene notare che abbiamo evitato
l’energia zero.
Ipotesi 2.2.4. La famiglia delle funzioni (VhNL)h>0 é una famiglia di funzioni
positive o nulle in W1,∞(I) e uniformemente limitate:
∃C > 0 tale che ∀h > 0 ‖VhNL‖W1,∞ 6 C (2.2.12)
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Figura 2.2: Esempio di potenziale Ṽ0 ≡ V0 · 1I +B0,V0 ∈ R+
Il potenziale VhNL é a priori non noto ed é il termine che contiene la non-
linearitá nel problema non-lineare che stiamo affrontando.Introduciamo,
ora, il problema delle buche quantistiche in un’isola classica.
Ipotesi 2.2.5. Fissiamo un intero N ∈ N∗ , e c1 < ... < cN , N punti in ]a; b[.
Introduciamo per i = 1...N, N funzioni wi ∈ C∞c (]− 1; 1[), wi ≥ 0. Supponiamo
che le buche di potenziale siano date da
∀x ∈ R, Wh(x) :=
N
∑
i=1
wi
(
x − ci
h
)
∀x ∈ R (2.2.13)
Denoteremo
Uh := suppWh (2.2.14)
l’insieme delle buche quantistiche
Cosí le buche quantistiche consistono nell’unione di N h-intorni com-
patti dei punti ci. Le funzioni wi sono note e definiscono il profilo delle
buche di potenziale.
Notazione 2.2.6. Designeremo con P(h) l’operatore
P(h) := P̃(h)− Wh = P∞(h) + νh, νh := ν̃h −Wh (2.2.15)
che corrisponde al problema delle buche quantistiche in un’isola semi-classica
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Figura 2.3: Buche di potenziale
Gli operatori introdotti P∞(h), Pri f (h), P̃∞(h) e P∞(h), visti come opera-
tori non limitati su L2(R) e di dominio H2(R), sono autoaggiunti, [6].
Notazione 2.2.7. Denoteremo H(h) (risp.H̃(h)) l’ hamiltoniano operante sullo
spazio di Hilbert H := L2(R) con
H(h)u = P(h)u
(risp. H̃(h)u = P̃(h)u) e di dominio D(H)=H2(R) (risp. D(H̃)=H2). Analoga-
mente definiamo H • (h) con
H • (h)u := P • (h)u, u ∈ D(H • (h)) = H2(R)
dove
Hri f (h)u := Pri f (h)u, u ∈ D(Hri f (h)) = H2(R)
e
H∞(h)u := Pri f (h)u, u ∈ D(H∞(h)) = H2(R)
2.2.2 Proprietá spettrali
Presentiamo, ora le proprietà spettrali dell’operatore H(h) che analiz-
zeremo nei capitoli seguenti. Osservando che H(h) é una perturbazione
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Figura 2.4: Esempio di potenziale dove Ṽ0 = V0 · 1[a;b], VhNL ≡ 0
relativamente compatta di H∞ , per il teorema di Kato , (vedi [6]) si ha che
gli spettri essenziali di questi due operatori sono gli stessi, in particolare
σess(H(h)) = σess(H∞(h)) = [−B;+∞), (2.2.16)
l’ultima uguaglianza verrà dimostrata nei capitoli seguenti. Vedremo ugual-
mente che
σac(H(h)) = σess(H(h))
In un primo tempo ci poniamo come obiettivo di calcolare le funzioni
dell’operatore Hamiltoniano H(h) attraverso funzioni a supporto compatto
in un dominio Λ ⊂ [Λ∗; Λ∗], quindi per il calcolo funzionale calcoliamo
f (H(h)) =
∫
Λ
f (λ)
∂E
∂λ
(λ; h)dλ, ∀ f ∈ C0(Λ) (2.2.17)
dove abbiamo denotato (E(λ; h))λ la risoluzione spettrale di H(h).In par-
ticolare cerchiamo di ottenere una formula asintotica precisa per la risol-
vente R(z; h) dell’operatore H(h). Infatti, per la formula di Stone e il prin-
cipio d’absortion limite, la densitá spettrale é legata alla risolvente R(z; h)
dell’operatore H(h) dalla formula seguente:
∂E
∂λ
(λ; h) =
1
2iπ
[R(λ + i0; h) − R(λ − i0; h)] (2.2.18)
Notiamo che la densitá spettrale é fornita dai valori al bordo della risolven-
te.
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2.2.3 Sistema di Schrödinger-Poisson
Introduciamo il sistema di Schrödinger-Poisson. Tale sistema consiste
nell’accoppiamento dell’equazione di Liouville stazionaria con l’equazione
di Poisson.
Consideriamo il seguente problema non-lineare :



[H(h), ρh ] = 0
H(h) = Hri f (h) + Ṽ
h −Wh
Ṽh = Ṽint + V
h
NL
VhNL = V[ρ
h]
(2.2.19)
dove [H(h), ρh ] = H(h)ρh − ρh H(h) é il commutatore degli operatori
H(h) e ρh. Il potenziale Ṽint ∈ W1,∞(I) é un dato del problema (tipicamente
Ṽint é una funzione costante su I). L’operatore ρh é chiamato matrice densitá
e descrive la distribuzione delle particelle iniettate nell’isola. Osserviamo
che l’Hamiltoniano H(h), che compare nel sistema 2.2.19, risulta
H(h) ≡ H∞(h) + ν̃h − Wh, con ν̃h = Ṽh +B0
Facciamo allora delle ipotesi.
Ipotesi 2.2.8. Il potenziale Ṽ0 := Ṽint +B0 soddisfa l’ipotesi 2.2.2
Ipotesi 2.2.9. Supponiamo che per i = 1...N, si ha
inf σ(−∆ − wi) ≥ − inf Ṽ0,
dove −∆ denota il Laplaciano libero su R
La non-linearitá del problema é contenuta nel termine V[ρh], e il poten-
ziale Ṽ0, che é noto soddisfa l’ipotesi 2.2.8. In questo contesto la matrice
densitá ρh verifica la proprietá seguente:
Proposizione 2.2.10. La matrice densitá ρh ∈ L(H) é un operatore posistivo e
localmente a traccia , i.e. per ogni funzione ϕ a supporto compatto in R, l’operatore
ϕρh ϕ é a traccia
Osservazione 2.2.11. La condizione di normalizzazione usuale della matrice den-
sitá, ossia Tr[ρh] = 1 non ha senso nel contesto dei sistemi aperti, poiché la
quantitá totale di particelle é infinita.
Definiamo, ora, la densitá di cariche con la relazione seguente:
Definizione 2.2.12. Denoteremo dn[ρh] la misura di Randon positiva definita
dalla relazione:
∀ϕ ∈ C0([a; b]), dn[ρh] = Tr[1[a;b]ρh1[a;b]ϕ] ≡
∫
[a;b]
ϕ(x)dn[ρh](x).
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Precisiamo la natura del termine VhNL. Questo termine non-lineare de-
scrive le interazioni elettrostatiche tra i portatori di cariche in un’ approssi-
mazione di campo medio. In questa descrizione statistica il potenziale VhNL,
detto potenziale auto-consistente, é dovuto alla repulsione elettrostatica di
una particella in un campo creato dalle particelle vicine. Così il potenziale
VhNL verifica un’ equazione di Poisson :
{ −∆VhNL = n[ρh]
VhNL(a) = 0 = V
h
NL(b)
Osservazione 2.2.13. Osserviamo che la misura n[ρh] essendo positiva, l’equa-
zione di Laplace implica che la funzione V[ρh] é concava e positiva.
Capitolo 3
Un modello di scattering
Schrödinger-Poisson
3.1 Introduzione
In questo capitolo ci si propone di studiare un modello non-lineare di
trasporto che descrive l’effetto dell’accumulo di cariche elettriche in semi-
conduttori.
Inizialmente abbiamo preso in considerazione un sistema di Schrödinger-
Poisson uno-dimensionale, con condizioni al bordo miste, che descrive il
comportamento stazionario di un dispositivo quantistico in equilibrio.
I principali risultati ottenuti riguardano esistenza e regolarità delle soluzio-
ni di tale sistema, e l’analisi del limite semiclassico sviluppata attraverso la
trasformata di Wigner (che porta al problema standard con condizioni al
bordo per il sistema di Vlasov-Poisson classico).
Più precisamente sia I = (0, 1) il dominio del semiconduttore. Ai lati
applichiamo un potenziale
V(x) = 0 per x < 0, V(x) = V1 < 0 per x > 1
Sia Ψk uno stato di scattering dell’operatore di Schrödinger −h2
d2
dx2
+V(x)
su R , corrispondente al vettore d’onda k:
−h2Ψ′′k + VΨk = k2Ψk. (3.1.1)
con x, k ∈ R. Supponiamo ,inoltre, che Ψk sia un’onda proveniente da −∞
di ampiezza 1. Una parte di questa é riflessa dal potenziale e ritorna a −∞,
mentre l’altra parte é trasmessa e viaggia a +∞.
Siccome V = 0 su (−∞, 0) l’equazione di Schrödinger può essere risolta
esplicitamente su questo intervallo e risulta
Ψk(x) = 1eikx/h + Rke−ikx/h per x < 0 (3.1.2)
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dove il vettore d’onda k é non negativo.Analogamente per x > 1 abbiamo
Ψk(x) = Tke
ix
√
k2−V1/h per x > 1 (3.1.3)
Il coefficiente 1 in (3.1.2) esprime il fatto che Ψk é un’onda proveniente da
−∞ con ampiezza uno,mentre l’assenza di un esponenziale con parte reale
negativa in (3.1.3) significa che nessun elettrone proviene da +∞.Inoltre
i coefficienti Rk e Tk non sono noti a priori ma dedotti dalla risoluzione
dell’equazione di Schrödinger.Essi sono rispettivamente il coefficiente di
Riflessione e quello di Trasmissione. Il nostro obiettivo é quello di dedurre
dalle formule precedenti una condizione al bordo per x = 0 e x = 1 in cui
compaiono i coefficienti Rk e Tk. Questo può essere fatto dopo una semplice
manipolazione algebrica da cui otteniamo
hΨ′k(0) + ikΨk(0) = 2ik
hΨ′k(1)− i
√
k2 − V1Ψk(1) = 0
La densità di elettroni é pari a
n(x) =
∫ +∞
0
Φ(k)|Ψk(x)|2dk
dove φ é una funzione assegnata tale che
Φ ≥ 0
∫ +∞
0
(1 + k2)Φ(k)dk < ∞
e la densità di corrente é data da
J(x) = h
∫ +∞
0
Φ(k)Im(Ψk(x)Ψ
′
k(x))dk
Da un semplice calcolo risulta J′ = 0 quindi J = costante. Infine il potenzia-
le elettrico V non é noto a priori ,ma é soluzione dell’equazione di Poisson
su (0, 1)
−V ′′ = n V(0) = 0, V(1) = V1 (3.1.4)
Nelle sezioni che seguono, dimostriamo che il sistema di Schrödinger-Poisson
ottenuto accoppiano (3.1.4) e (??) ammette una soluzione.Il parametro h che
compare nell’equazione é per la costante di Planck e lo assumeremo piccolo
nelle sezioni 3.3 e 3.4 dove una parte della nostra analisi corrisponde allo
studio del limite semiclassico (h → 0), mentre nella sezione 3.5 il parametro
h é fissato.
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3.2 Esistenza delle soluzioni
Consideriamo il problem unidimensionale
−h2Ψ′′k + VΨk = k2Ψk, x ∈ [0, 1] (3.2.1)
con condizioni al contorno
hΨ′k(0) + ikΨk(0) = 2ik (3.2.2)
hΨ′k(1)− i
√
k2 − V1Ψk(1) = 0 (3.2.3)
dove il potenziale V non é dato in forma esplicita ma soddisfa l’equa-
zione di Poisson
−V ′′(x) = n(x), x ∈ [0, 1] (3.2.4)
V(0) = 0, V(1) = V1 (3.2.5)
dove la densitá n é data da
n(x) =
∫ +∞
0
Φ(k)|Ψk(x)|2dk (3.2.6)
Supponiamo che
Φ ≥ 0
∫ +∞
0
(1 + k2)Φ(k)dk < ∞ (3.2.7)
si hanno i seguenti teoremi di esistenza delle soluzioni:
Teorema 3.2.1. Sotto l’ipotesi (3.2.7), il sistema (3.2.1)-(3.2.6) ammette una so-
luzione ((Ψk)k∈R+ , V) tale che
Ψk ∈ W4,∞(0, 1). V ∈ W2,∞(0, 1)
Teorema 3.2.2. Assumiamo che (3.2.7) sia verificata e che V1 < 0 sia tale che∫ +∞
0 Φ(k)dk ≤ −
V1
4
. Allora (3.2.1)-(3.2.6) ammette una soluzione V ∈ W2,∞(0, 1),
Ψk ∈ W4,∞(0, 1) tale che V é decrescente su (0,1).
Per dimostrare i teoremi 3.2.1 3.2.2 dapprima mostriamo che l’equazio-
ne lineare di Schrödinger (3.2.1) con le condizioni al bordo (3.2.2) e (3.2.3)
ammette un’ unica soluzione. Questo sarà fatto nella sottosezione seguen-
te.
Dapprima ricordiamo che
W j,p(U) coincide con l’insieme delle funzioni u ∈ L1(U) tali che per ogni
i = 1, .., j esiste Diu ∈ Lp(U) dove Di sono le derivate parziali deboli di u e
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U aperto di R.
Supponiamo u, v ∈ L1(U) e i un multindice ,allora v é la i-esima derivata
parziale debole di u e scriviamo
Di(u) = v
se ∫
U
uDiφdx = (−1)|i|
∫
U
vφdx
per ogni funzione test φ ∈ C∞c (U)
Definiamo le norme
‖u‖W1,∞ = |u(0)|+ ‖u′‖L∞ se u ∈ W1,∞(0, 1)
‖u‖W2,∞ = |u(0)|+ |u′(0)|+ ‖u′′‖L∞ se u ∈ W2,∞(0, 1)
3.2.1 L’equazione lineare
Consideriamo l’equazione (3.2.1) con le condizioni al bordo
hΨ′k(0) + ikΨk(0) = S (3.2.8)
hΨ′k(1)− i
√
k2 − V1Ψk(1) = R (3.2.9)
Proposizione 3.2.3. Sia V in L∞(0, 1) a valori reali. Allora per ogni (S, R) ∈
C2, (3.2.1),(3.2.8),(3.2.9) ammette un’unica soluzione Ψk ∈ W2,∞(0, 1), con k ≥
0
Dimostrazione. Consideriamo le basi (ϕ1, ϕ2) soluzioni di (3.2.1), soddisfa-
centi alle condizioni iniziali
{
ϕ1(0) = 1, ϕ′1(0) = 0
ϕ2(0) = 0, ϕ′2(0) = 1
Una soluzione di (3.2.1) é una combinazione lineare di ϕ1 e ϕ2 , cioé
Ψ = c1 ϕ1 + c2ϕ2 dove c1 e c2 sono incognite da trovare utilizzando (3.2.8),
(3.2.9). Si ha , dunque, il seguente sistema lineare nei coefficenti della
combinazione:
{
hc1 ϕ
′
1(0) + hc2 ϕ
′
2(0) + ikc1 ϕ1(0) + ikc2 ϕ2(0) = S
hc1 ϕ
′
1(1) + hc2 ϕ
′
2(1)− i
√
k2 − V1[c1 ϕ1(1) + c2 ϕ2(1)] = R
Dobbiamo dimostrare che per ogni (R, S) il sistema precedente ha so-
luzione unica , ossia é un sistema di Cramer.É sufficente far vedere che per
R = S = 0 l’unica soluzione é quella identicamenente nulla. Moltiplichia-
mo (3.2.1) per Ψ e integriamo su (0, 1)
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−h2
∫ 1
0
Ψ′′(x)Ψ(x)dx +
∫ 1
0
(V − k2)|Ψ(x)|2dx = 0
Integrando per parti si ha
[−h2Ψ′(x)Ψ(x)]10 + h2
∫ 1
0
Ψ′(x)Ψ′(x)dx +
∫ 1
0
(V − k2)|Ψ(x)|2dx = 0
−h2Ψ′(1)Ψ(1) + h2Ψ′(0)Ψ(0)
+h2
∫ 1
0
Ψ′(x)Ψ′(x)dx +
∫ 1
0
(V − k2)|Ψ(x)|2dx = 0
Utilizzando la versione omogenea di (3.2.8) e (3.2.9) otteniamo
−hi
√
k2 − V1Ψ(1)Ψ(1) − hikΨ(0)Ψ(0)
+h2
∫ 1
0
Ψ′(x)Ψ′(x)dx +
∫ 1
0
(V − k2)|Ψ(x)|2dx = 0
Prendendo la parte immaginaria dell’equazione ottenuta concludiamo
con l’identitá
√
k2 − V1|Ψ(1)|2 + k|Ψ(0)|2 = 0
che implica Ψ(1) = 0 ( se fosse diverso da 0 allora la quantità al primo
membro dell’uguaglianza precedente sarebbe strettamente positiva) e, per
la versione omogenea di (3.2.9) Ψ′(1) = 0.Quindi per il teorema di Cauchy
Lipschitz Ψ é identicamente nulla perció il sistema



−h2Ψ′′ + VΨ = k2Ψ
Ψ(1) = 0
Ψ′(1) = 0
ammette soluzione unica (Ψ ≡ 0)
Proposizione 3.2.4. Sia V in L∞(0, 1),concava e V(0) = 0,V(1) = V1 < 0
(i) Esiste una costante C > 0,indipendente da V, k e h ≤ 1 tale che
‖Ψk‖W1,∞ ≤ C
k
h2
, ∀k ∈ R+
‖Ψk‖W1,∞ ≤ C
1 + k
h
, ∀k ∈ R+
(ii) Supponiamo V decrescente allora
‖Ψk‖2L∞ ≤ 20, h2‖Ψk‖2L∞ ≤ min[20, 20(k2 − V1)]
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Osserviamo che ogni soluzione V del problema (3.2.1)-(3.2.6) é concava
per (3.2.4).
Dimostrazione. Dapprima moltiplichiamo (3.2.1) per Ψk e integriamo tra 0 e
x.Prendendo la parte reale otteniamo
h2
∫ x
0
|Ψ′k(t)|2dt +
∫ x
0
(V − k2)|Ψk(t)|2dt = h2[ReΨ′kΨk]x0 (3.2.10)
In seguito, moltiplichiamo (3.2.1) per Ψk e integriamo per parti tra 0 e 1:
[−h2Ψ′kΨk]10 + h2
∫ 1
0
|Ψ′k(t)|2dt +
∫ 1
0
(V − k2)|Ψ(t)|2dt = 0
−h2Ψ′k(1)Ψk(1) + h2Ψ′k(0)Ψk(0) + h2
∫ 1
0
|Ψ′k(t)|2dt +
∫ 1
0
(V − k2)|Ψ(t)|2dt = 0
Utilizzando (3.2.2) e (3.2.3) si ha
−hi
√
k2 − V1Ψ(1)Ψ(1) + h[2ik − ikΨ(0)]Ψ(0) +
h2
∫ 1
0
|Ψ′k(t)|2dt +
∫ 1
0
(V − k2)|Ψk(t)|2dt = 0
−hi
√
k2 − V1Ψ1Ψ(1) + 2ihkRe(Ψ(0)) + 2hkIm(Ψ(0)) − ihk|Ψ(0)|2 +
h2
∫ 1
0
|Ψ′k(t)|2dt +
∫ 1
0
(V − k2)|Ψk(t)|2dt = 0
Prendendo la parte immaginaria troviamo
√
k2 − V1|Ψk(1)|2 + k|Ψk(0)|2 = 2kRe(Ψk(0)) (3.2.11)
Immediatamente deduciamo
|Ψk(0)|2 ≤ 2Re(Ψk(0)), |Ψk(0)| ≤ 2 (3.2.12)
|Ψk(1)|2 ≤
2k√
k2 − V1
Re(Ψk(0)) (3.2.13)
(la seconda equazione nella (3.2.12) si ottiene osservando che |Ψk(0)|2 ≤
2Re(Ψk(0) ≤ 2|Ψk(0)|) Deduciamo da queste stime e da (3.2.2), (3.2.3) che
|hΨ′k(0)| = |2ik − ikΨk(0)| ≤ |2ik| + |ikΨk(0)| ≤ 2k + 2k = 4k (3.2.14)
h2|Ψ′k(1)|2 ≤ 2k
√
k2 − V1Re(Ψk(0)) (3.2.15)
Per provare (i) introduciamo la funzione
gR(x) = h
2|ReΨ′k(x)|2 + (k2 − V)|Re(Ψk(x))|2 (3.2.16)
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Possiamo differenziare (3.2.16) e ottenere per (3.2.1) che
g′R(x) = 2h
2|ReΨ′k(x)||ReΨ′′k (x)|+ 2(k2 − V)|ReΨk(x)||ReΨ′k(x)| −
V ′|ReΨk(x)|2
= 2|ReΨ′(k)|(h2|ReΨ′′(x)|+ (k2 − V)|ReΨk(x)|)− V ′|ReΨk(x)|2
= V ′|ReΨk(x)|2
Ora osserviamo che, essendo V concavo, V ′ é decrescente.Si possono quin-
di avere due casi:
- Se V ′(x) < 0 ∀x, allora g′R(x) > 0 e quindi gR(x) ≤ gR(1) ≤
gR(1) + gR(0) (essendo gR(0) ≥ 0)
- Altrimenti esiste x0 ∈ (0, 1) tale che V ′(x) > 0 ∀x ∈ (0, x0), V ′(x) <
0 ∀x ∈ (x0, 1).Di conseguenza g′R é negativo in (0, x0) ed é positivo
in (x0, 1) e dunque gR assume valore massimo al bordo.
In entrambi i casi vale
gR(x) ≤ gR(1) + gR(0)
Prendiamo ora x0 ∈ [0, 1] tale che |ReΨ′k| ha il suo massimo in x0. Se x0 = 0
o x0 = 1 allora (3.2.14) e (3.2.15) implicano che
|hΨ′k(x0)|2 ≤ |hΨ′k(0)|2 + |hΨ′k(1)|2 ≤ 16k2 + 2k
√
k2 − V1(ReΨk(0))
(3.2.17)
Se x0 ∈ (0, 1), allora ReΨ′′k (x0) = 0 perché x0 punto di massimo interno e
questo implica (k2 −V)ReΨk(x0) = 0 per la (3.2.1) prendendo la parte reale
che ci da per la (3.2.16)
|hReΨ′k(x0)|2 = gR(x0) ≤ gR(1) + gR(0)
Ma
gR(0) = h2|ReΨ′k(0)|2 + (k2 − V)|ReΨk(0)|2
e per la (3.2.15), (3.2.13)
gR(1) = h2|ReΨ′k(1)|2 + (k2 − V)|Re(Ψk(1))|2
≤ 2k
√
k2 − V1Re(Ψk(0)) + (k2 − V)
2k√
k2 − V1
|Re(Ψk(0))|
≤ 4k
√
k2 − V1Re(Ψk(0))
Quindi in entrambi i casi abbiamo
sup
x∈[0,1]
h2|ReΨ′(x)|2 ≤ gR(x) ≤ Ck2 + 4k
√
k2 − V1ReΨk(0) (3.2.18)
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Gli stessi calcoli si possono ripetere considerando
gI(x) = h
2|ImΨ′k|2 + (k2 − V)|ImΨk|2
da cui otteniamo
sup
x∈[0,1]
h2|ImΨ′(x)|2 ≤ Ck2 + 4k
√
k2 − V1 ImΨk(0) (3.2.19)
Infine
‖hΨ′k‖2L∞ = sup
x∈(0,1)
|hΨ′k |2
≤ sup
x∈(0,1)
h2|ReΨ′k|2 + sup
x∈(0,1)
h2|ImΨ′k|2
≤ Ck2 + 4k
√
k2 − V1ReΨk(0) + Ck2 + 4k
√
k2 − V1 ImΨk(0)
≤ Ck2 + 4k
√
k2 − V1|Ψk(0)|
≤ Ck2 + 4k[k + C]|Ψk(0)|
≤ Ck2 + 4kC[k + 1]|Ψk(0)|
quindi
‖hΨ′k‖L∞ ≤ C[k + k1/2(k1/2 + 1)|Ψk(0)|1/2 (3.2.20)
Integrando Ψ′k tra 0 e 1 per (3.2.20) e (3.2.13) si ha
|hΨk(0)| ≤ |hΨk(1)− h
∫ 1
0
Ψ′kdt|
≤ |hΨk(1)|+ |h
∫ 1
0
Ψ′k(t)dt|
≤ h
[
2k√
k2 − V1
|Ψk(0)|
]1\2
+ C
[
k + k1/2(k1/2 + 1)|Ψk(0)|1/2
]
≤ C
[
k + k1/2(k1/2 + 1)|Ψk(0)|1/2 + h
k1/2
(
√
k2 − V1)1/2
|Ψk(0)|1\2
]
≤ C
[
k + k1/2
[
(k1/2 + 1) +
h
k1/2 + 1
]
|Ψk(0)|1/2
]
(dove nell’ultimo passaggio abbiamo usato il fatto che, essendo V1 ≤ 0,
vale (
√
k2 − V1)1\2 ≥ k1\2 e dunque
1
(
√
k2 − V1)1\2
≤ 1
k1\2 + 1
). questo
può essere riscritto nel modo seguente
|hΨk(0)|2 ≤ C
[
k2 + k|Ψk(0)|
]
per k ≤ 1
|hΨk(0)|2 ≤ C
[
k2 + k2|Ψk(0)|
]
per k ≥ 1
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che dopo aver svolto alcuni calcoli si ottiene (i).(DA DIMOSTRARE) Per
dimostrare (ii) introduciamo la seguente funzione ausiliaria
H(x) = |Ψk(x)|2 +
h2|Ψ′k(x)|2
k2 − V(x)
La derivata di H risulta per la (3.2.1)
H′(x) = 2|Ψk(x)||Ψ′k(x)|+
2h2|Ψ′k(x)||Ψ′′k (x)|(k2 − V(x)) + V ′(x)h2|Ψk(x)|2
(k2 − V(x))2
= 2|Ψk(x)||Ψ′k(x)|+ (k2 − V(x))
2h2|Ψ′k(x)||Ψ′′k (x)|
(k2 − V(x))2 +
V ′(x)h2|Ψ′k(x)|2
(k2 − V(x))2
= 2|Ψ′k(x)|
(
|Ψk(x)|+
h2|Ψ′′k (x)|
k2 − V(x)
)
+
V ′(x)h2|Ψ′k(x)|2
(k2 − V(x))2
=
V ′(x)h2|Ψ′k(x)|2
(k2 − V(x))2 ≤ 0
perché V é decrescente. Quindi |Ψk(x)|2 ≤ H(x) ≤ H(0) perché H é de-
crescente ma H(0) ≤ |Ψk(0)|2 +
h2
k2
|Ψ′k(0)|2 ≤ 20 per (3.2.12) e (3.2.14).
Analogamente
h2|Ψ′k(x)|2
k2 − V(x) ≤ H(x) ≤ H(0) ≤ 20 quindi h
2|Ψ′k(x)|2L∞ ≤
20(k2 − V1) perché V é decrescente.
Si ha anche un risultato di stabilitá per le soluzioni di (3.2.1),(3.2.2),(3.2.3)
per cambiamenti del potenziale V, quindi abbiamo la seguente proposizio-
ne:
Proposizione 3.2.5. Sia Vn una sequenza di potenziali L∞ convergenti a V nella
topologia debole∗ di L∞, cioé
∫ 1
0 VnΦdx →
∫ 1
0 VΦdx per n → +∞ ∀Φ ∈
L1(0, 1). Siano Ψk(Vn) e Ψk(V) le soluzioni di (3.2.1),(3.2.2),(3.2.3) rispettiva-
mente con Vn eV come potenziale.Allora Ψk(Vn) converge in C
1[0, 1] a Ψk(V)
uniformemente rispetto a k su intervalli limitati.
Dimostrazione. Supponiamo che |k| ≤ K e ‖V‖L∞ ≤ M, dimostriamo che
esiste C tale che ‖Ψk‖W2,∞ ≤ C(K, M) dove C dipende solo da k e da M.Infatti
Ψk ∈ C(0, 1) é soluzione dell’equazione −h2Ψ′′k + VΨk = k2Ψk.Dalle equa-
zioni (3.2.12), (3.2.14) e dalle ipotesi fatte su k e su V segue
‖Ψk‖W2,∞ = |Ψk(0)|+ |Ψ′k(0)|+ ‖Ψ′′k ‖L∞
= 2 +
4k
h
+ ‖ (k
2 − V)Ψk
h2
‖L∞
= 2 +
4K
h
+
(K2 + M)
h2
‖Ψk‖L∞
= 2 +
4K
h
+
(k2 + M
h2
)CK
h2
= C(K, M)
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Ora siano |kn| → k, Vn → V in L∞ debole∗ allora |kn| ≤ K e ‖Vn‖L∞ ≤
M perché una successione convergente nella topologia debole∗ é limitata
in L∞(Brezis,proposizione III.12 (iii)).Per quanto osservato all’inizio della
dimostrazione ‖Ψkn (Vn)‖2,∞W ≤ C(K, M).Di conseguenza posso estrarre una
sottosuccessione,che chiamo nello stesso modo, convergente in C1
Ψkn(Vn) → u in C1
per il teorema di Ascoli-Arzelá.Non ci resta altro che dimostrare che u =
Ψk(V).Sia Ψn = Ψkn(Vn) si ha
−h2Ψ′′n + VnΨn = k2nΨn
hΨ′n(0) + iknΨn(0) = 2ikn
hΨ′n(1)− i
√
k2n − V1Ψn(1) = 0
Per poter passare al limite nell’equazione dobbiamo prima ottenere la con-
vergenza di Ψ′′n a u
′′.Posto fn = Ψ′n e f = u
′ si ha dall’equazione che
−h2 f ′n = (k2n − Vn)Ψn
e dunque f ′n converge uniformemente, fn converge uniformemente a f ; si
possono quindi scambiare limiti e derivate e ottenere che esiste f ′ e f ′n → f ′
uniformemente cioé
Ψ′′n = f
′
n → u′′ = f ′
Ora possiamo passare al limite le equazioni precedenti e otteniamo:
−h2u′′ + Vu = k2u
hu′(0) + iku(0) = 2ik
hu′(1)− i
√
k2 − V1u(1) = 0
cioé u é soluzione di questo problema e per unicitá della soluzione u =
Ψk(V)
Procediamo ora con il problema non lineare.
dimostrazione teorema(3.2.1). Dapprima notiamo che se (Ψk, V) é una solu-
zione di (3.2.1)-(3.2.6), allora V é concavo per l’equazione (3.2.4) visto che
n(x) ≥ 0 e V ∈ C([0, 1]) in quanto soluzione di un’ equazione differenziale
del secondo ordine, quindi V é nell’insieme
F = {V ∈ C([0, 1]), Vconcavo, V(0) = 0, V(1) = V1, ‖V‖L∞ ≤ M}
dove M sará fissata piú avanti.Una soluzione del problema é una coppia
(Ψk, V) che costruiamo in maniera costruttiva.Consideriamo un potenziale
V in F , per la proposizione (3.2.3) il sistema (3.2.1)-(3.2.3) ha soluzione
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unica che chiamiamo Ψk(V) ∈ W2,∞(0, 1) tale che ‖Ψk‖L∞ ≤ Ck(C dipende
da h ma non da V e k)(vedi proposizione 3.2.4).La funzione
N(V)(x) =
∫ +∞
0
Φ(k)|Ψk(V)(x)|2dk
é in L∞ e
‖N(V)‖L∞ ≤ C1
dove C1 non dipende da V, perché per (3.2.7)
|N(V)(x)| ≤
∫ +∞
0
Φ(k)|Ψk(V)(x)|2dx
≤
∫ +∞
0
Φ(k)k2dx = C1 < +∞
Sia W la soluzione di
{ −W ′′ = N(V)
W(0) = 0, W(1) = V1
Partendo da V ∈ F gli abbiamo associato un elemento S(V) := W con la
procedura descritta ,quindi abbiamo un’operatore S : F → L∞(0, 1) e una
soluzione V del sistema di Schrödinger-Poisson é un punto fisso di S.Solo
dimostrando che S é un punto fisso dimostriamo l’esistenza della soluzione
del problema.Si ha che W(1) = W(0) + W ′(0) +
1
2
W ′′(ξ) con ξ ∈ (0, 1), da
cui otteniamo la stima
‖S(V)‖W2,∞ = ‖W‖W2,∞ = |W(0)|+ |W ′(0)|+ ‖W ′′‖L∞
= |W(1)− 1
2
W ′′(ξ)|+ ‖N(V)‖L∞
≤ |W(1)|+ 1
2
‖W ′′‖L∞ + ‖N(V)‖L∞
≤ |V1|+
1
2
C1 + C1 = |V1|+
3
2
C1
concludiamo fissando M = |V1|+
3
2
C1allora l’insieme F é invariante sotto
l’azione di S e dunque W = S(V) ∈ F.Per di piú S : L∞(0, 1) → L∞(0, 1) é
compatto.
Ricordiamo che dato X spazio di Banach, un operatore G : X → X é com-
patto se per ogni successione (xn)n limitata in X (‖xn‖ ≤ C ∀n) la succes-
sione (G(xn))n ha una sottossuccessione convergente.
Infatti sia (Vn)n una successione in F limitata in L∞(0, 1):‖Vn‖L∞ ≤ C.Dobbiamo
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dimostrare che S(V)n ha una sottosuccessione convergente in L∞.Per quan-
to osservato precedentemente
‖S(Vn)‖W2,∞ ≤ |V1|+
3
2
C1)
dove la costante al secondo membro non dipende da n quindi da questo
segue che si può estrarre una sottosuccessione S(Vnj) convergente in C
1 a
un elemento W e dunque in L∞ :
‖S(Vnj −W‖L∞ = sup
x
|Vnj − W(x)| ≤ ‖Vnj −W‖C1 → 0
Inoltre S é continuo perché N(V) é continuo rispetto a Vper la propo-
sizione 3.2.5 e per la stima uniforme della proposizione 3.2.4.Inoltre F ⊂
L∞(0, 1) é chiuso e convesso e S(F) ⊂ F quindi applichiamo il teorema del
punto fisso di Schauder che richiameremo al termine della dimostrazione.
Questo ci da l’esistenza di una soluzione (Ψk, V) di (3.2.1)-(3.2.6).Inoltre
V = S(V) ∈ W2,∞ per le stime provate in precedenza e Ψk ∈ W4,∞.Quest’ultima
proprietá segue dal fatto che Ψk ∈ W2,∞ ( si veda proposizione 3.2.3) e che
derivando l’equazione (3.2.1) si trova:
−h2Ψ′′′k = (k2 − V)Ψ′k − V ′Ψk
−h2Ψ′′′′k = (k2 − V)Ψ′′k − 2V ′Ψ′k − V ′′Ψ
e infine
‖Ψk‖W4,∞ ≤ ‖Ψk‖W2,∞ + ‖Ψ′′′k ‖L∞ + ‖Ψ′′′′k ‖L∞
≤ ‖Ψk‖W2,∞ + c‖V‖W2,∞ + c‖Ψk‖W2,∞ < +∞
Teorema del punto fisso di Schauder
Sia X uno spazio di Banach e sia G : X → X tale che
i) G continuo,
ii) G compatto,
iii) B ⊂ X chiuso e convesso tale che G(B) ⊂ B
allora G ha un punto fisso.
teorema(3.2.2). Consideriamo la mappa S come nella dimostrazione del teo-
rema precedente e dimostriamo che l’insieme
F′ = {V ∈ C([0, 1]), V concava e decrescente, V(0) = 0, V(1) = V1}
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é invariante rispetto a S,allora per il teorema del punto fisso seguirà l’esi-
stenza di una soluzione V in F′. Per il punto ii) della proposizione (3.2.4)
dato che V é decrescente
‖N(V)‖L∞ = sup
x∈(0,1)
∫ +∞
0
Φ(k)|Ψk(V)(x)|2dk
≤ 8
∫ +∞
0
Φ(k)
≤ 8 · (−V1
4
)
Ora U(x) = S(V)(x)− V1x2 é soluzione dell’equazione
{
−U′′ = N(V) + 2V1, N(V) + 2V1 ≤ 0
U(0) = 0, U(1) = 0
per il principio di massimo per il quale se U ∈ C2(0, 1) é tale che
{
−U′′ ≤ 0 in (0, 1)
U(0) = 0, U(1) = 0
allora U ≤ 0 in (0, 1), si ha U(x) ≤ 0 per ogni x, cioé
S(V)(x) ≤ V1x2 < 0
che implica S(V) negativo e concavo, quindi necessariamente decrescen-
te.Questo prova che S(V) ∈ F′
3.3 Limite semiclassico per potenziali decrescenti
In questa sezione consideriamo il caso
∫ +∞
0
Φ(k)dx ≤ −V1
4
(3.3.1)
e cerchiamo il limite di (Ψhk , Vh) quando h → 0 dove Ψhk , Vh sono le soluzioni
del Teorema 3.2.2, poiché vale (3.3.1).Dapprima ricordiamo che il sistema
di Vlasov-Poisson
v · ∂ f
∂x
− 1
2
dV
dx
∂ f
∂v
= 0 x ∈ [0, 1], v ∈ R (3.3.2)
f (0, v) = Φ(v), v > 0 (3.3.3)
f (1, v) = 0, v < 0 (3.3.4)
−V ′′ = n(x) (3.3.5)
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n(x) =
∫ +∞
−∞
f (x, v)dv (3.3.6)
V(0) = 0 V(1) = V1 (3.3.7)
ammette una soluzione ( f0, V0)(si veda [1]).Questa soluzione é unica quan-
do Φ é decrescente.In questo paragrafo dimostriamo che il sistema di Schrödinger-
Poisson tende al sistema di Vlasov-Poisson quando h tende a zero. Per fare
questo introduciamo la trasformata di Wigner
wh(x, v) =
1
2π
∫ +∞
0
Φ(k)
∫ +∞
−∞
eiηv(OΨhk )(x +
h
2
η)(OΨhk )(x −
h
2
η)dηdk
(3.3.8)
dove O é una funzione cut-off
O ∈ D+(R) = {ϕ ∈ C∞(R)|suppϕ é compatto, ϕ ≥ 0}
O ≡ 1, su[−1,+2], 0 ≤ O ≤ 1
(qui O f (x) significa O(x) f (x)).In questo modo la funzione wh é ben definita
, in quanto grazie all’uso della funzione cut-off O l’integrale nella (3.3.8)
rispetto alla variabile η viene fatto su un compatto (il supporto di O).Inoltre
possiamo provare il seguente risultato di regolarità per la funzione wh.
Lemma 3.3.1. Nell’ipotesi che valga (3.2.7) , si ha che wh ∈ W3,∞loc (R)
Dimostrazione. Dal teorema (3.2.1) sappiamo che Vh ∈ W2,∞(0, 1) e Ψhk ∈
W4,∞(0, 1) da questo segue che Vh ∈ W1,∞(R) e Ψhk ∈ W3,∞(R); per la
(3.3.8) la regolarità di wh é la stessa di Ψhk .
Per definizione di delta di Dirac si ha la seguente proprietà
Proprietà Per ogni ϕ ∈ C∞c (R)
∫ +∞
−∞
δ(η)ϕ(η)dη = ϕ(0),
∫ +∞
−∞
δ′(η)ϕ(η)dη = −ϕ′(0),
Tenendo conto di questa proprietà; deduciamo le uguaglianze seguenti:
∫ +∞
−∞
wh(x, v)dv =
1
2π
∫ +∞
0
Φ(k)
∫ +∞
−∞
∫ +∞
−∞
(eiηvdv)(OΨhk )(x +
h
2
η)(OΨhk )(x −
h
2
η)dηdk
=
∫ +∞
0
Φ(k)
∫ +∞
−∞
δ(η)(OΨhk )(x +
h
2
η)(OΨhk )(x −
h
2
η)dηdk
=
∫ +∞
0
Φ(k)(OΨ
h
k)(x)(OΨ
h
k )(x)dk
=
∫ +∞
0
Φ(k)|OΨhk (x)|2dk
(3.3.9)
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∫ +∞
−∞
vwh(x, v)dv =
1
2π
∫ +∞
0
Φ(k)
∫ +∞
−∞
∫ +∞
−∞
(veiηvdv)(OΨhk )(x +
h
2
η)(OΨhk)(x −
h
2
η)dηdk
=
∫ +∞
0
Φ(k)
∫ +∞
−∞
iδ′(η)(OΨhk )(x +
h
2
η)(OΨhk )(x −
h
2
η)dηdk
=
∫ +∞
0
Φ(k)i
[
−(OΨhk)′(x)OΨhk (x) +OΨhk (x)(OΨkk)′(x)
]h
2
dk
=
∫ +∞
0
Φ(k)i(−2i)Im
[
OΨhk(x)(OΨ
h
k )
′(x)
]h
2
dk
= h
∫ +∞
0
Φ(k)Im[OΨhk (x)(OΨ
h
k )
′(x)]dk,
(3.3.10)
dove nel penultimo passaggio abbiamo usato la relazione
f
′
f − f f ′ = −2iIm( f f ′)
Prima di enunciare il teorema principale di questa sezione, introduciamo
il seguente spazio test A = {ϕ = ϕ(x, v)|ϕ̂(x, η) ∈ L1(Rη, C[0, 1]x)}, dove
fissato η la funzione ϕ̂(x, η) é continua in x ∈ [0, 1] e si richiede che tale
funzione della variabile η sia integrabile.Qui ϕ̂ denota l’antitrasformata di
Fourier rispetto a v.
ϕ̂(x, η) =
1
2π
∫ +∞
−∞
eiηv ϕ(x, v)dv.
La norma su A é cosí definita
‖ϕ‖A =
∫ +∞
−∞
sup
x∈(0,1)
|ϕ̂(x, η)|dη
(questa espressione ha senso per ϕ ∈ A perché stiamo chiedendo che ϕ̂ ∈
L1(Rη, C[0, 1]x), e dunque supx∈(0,1) |ϕ̂(x, η)| = ‖ϕ̂(·, η)‖C[0,1] é integrabi-
le).
Definizione 3.3.2.
A
′ = { f : A → R lineari e continui}
Per f ∈ A′ e w ∈ A, indichamo con 〈 f , w〉 il valore che f assume
su w. Ricordiamo che wh tende a f0 in A′debole∗ se per ogni ϕ ∈ A
〈wh, ϕ〉 7→ 〈 f0, ϕ〉 per h che tende a 0.
Teorema 3.3.3. Sia Φ che soddisfa la (3.2.7) e
∫ +∞
0 Φ(k)dk ≤ −
V1
4
.Siano (Vh, Ψkh)
soluzioni di (3.2.1)-(3.2.6),wh la trasformata di Wigner di Ψ
h
k ,(V0, f0) soluzioni di
(3.3.2)-(3.3.7).Allora:
Vh → V0 per h → 0 in C1([0, 1]);
wh → f0 per h → 0 in A′debole∗ con A′ duale di A.
Inoltre f0(t, v) é non negativa su [0, 1]× R.
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Dimostrazione. In seguito ometteremo a volte di scrivere h in Ψhk .Dapprima
proviamo che (Vh, wh) sono limitati: Vh limitato in C1 e wh limitato in A′.Anzitutto
per la proposizione (3.2.4) (ii)le funzioni Ψhk sono limitate in L
∞,inoltre es-
sendo la famiglia Vh limitata in W2,∞, per il teorema di Ascoli-Arzelà se ne
può estrarre una sottosuccessione convergente in C1. Proviamo ora che wh
é limitato in A′.Moltiplichiamo per una funzione test Q in A e integriamo
∫ 1
0
∫
R
wh(x, v)Q(x, v)dvdx =
=
1
2π
∫ +∞
0
Φ(k)
∫ 1
0
∫
R
(
∫ +∞
−∞
eiηvQ(x, v)dv)(OΨ
h
k)(x +
h
2
η)(OΨhk )(x −
h
2
η)dxdηdk
=
∫ +∞
0
∫
R
∫ 1
0
Φ(k)Q̂(x, η)(OΨ
h
k)(x +
h
2
η)(OΨhk )(x −
h
2
η)dxdηdk (3.3.11)
Utilizzando la limitatezza di Ψk in L∞ (la proposizione (3.2.4) (ii)), ottenia-
mo
|
∫ 1
0
∫
R
wh(x, v)Q(x, v)dvdx| ≤
≤
∫ +∞
0
∫
R
∫ 1
0
Φ(k)|Q̂(x, η)||(OΨhk)(x +
h
2
η)|
|(OΨhk )(x −
h
2
η)|dxdηdk
≤
∫ +∞
0
Φ(k)
∫
R
sup
x∈(0,1)
|Q̂(x, η)|20dηdk
= 20‖Q‖A
∫ +∞
0
Φ(k)dk ≤ +∞
Quindi, per definizione di norma nel duale
‖wh‖A′ =
(
sup
Q∈A,‖Q‖A≤1
|wh(Q)|
)
= sup
Q∈A,‖Q‖A≤1
∣∣∣∣
∫ 1
0
∫
R
wh(x, v)Q(x, v)dvdk
∣∣∣∣
≤ sup
Q∈A,‖Q‖A≤1
20‖Q‖A
∫ +∞
0
Φ(k)dk
= 20
∫ +∞
0
Φ(k)dk
≤ C
quindi wh é equilimitata in A′.Quindi per il teorema di Banach-Alaoglu,
dalla successione (wh)h si può estrarre una sottosuccessione convergente
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in A′ debole∗.
Calcoliamo ora v · ∂wh
∂x
.A questo scopo portiamo anzitutto la derivata sotto
segno di integrale; poi, con un’ integrazione per parti rispetto alla variabile
η (dove si sfrutta il fatto che il termine di bordo é nullo essendo O a sup-
porto compatto) e usando l’equazione (3.2.1)(per sostituire l’espressione di
Ψ′′k ), dopo alcuni passaggi si trova:
v · ∂wh
∂x
=
i
4π
∫ +∞
0
Φ(k)
∫ +∞
−∞
eiηvδhVh(x, η)(OΨk)(x +
h
2
η)(OΨk)(x −
h
2
η)dηdk +
+ R1h(x, v) + R
2
h(x, v) (3.3.12)
dove
δhVh(x, η) =
Vh
(
x +
h
2
η
)
− Vh
(
x − h
2
η
)
h
(3.3.13)
R1h(x, v) =
hi
4π
∫ +∞
0
Φ(k)
∫ +∞
−∞
eiηv
[
O
′′
(
x +
h
2
η
)
O
(
x − h
2
η
)
−O
(
x +
h
2
η
)
O
′′
(
x − h
2
η
)]
Ψk
(
x +
h
2
η
)
Ψk
(
x − h
2
η
)
dηdk
e
R2h =
hi
2π
∫ +∞
0
Φ(k)dk
∫ +∞
−∞
eiηv
[
O
′Ψ
′
k
(
x +
h
2
η
)
OΨk
(
x − h
2
η
)
− OΨk
(
x +
h
2
η
)
O
′Ψ′k
(
x − h
2
η
)]
dη
Sia Q(x, v) in A.Moltiplichiamo (3.3.12) per Q e integriamo su (0, 1)× R:
∫ 1
0
∫ +∞
−∞
vQ(x, v)
∂wh
∂x
dxdv
− i
4π
∫∫∫∫
eiηvδhVh(x, η)OΨk
(
x +
h
2
η
)
OΨk
(
x − h
2
η
)
Φ(k)Q(x, v)dkdxdηdv =
=
∫ 1
0
∫ +∞
−∞
(
R1h(x, v) + R
2
h(x, v)
)
Q(x, v)dxdv
Denotiamo con
R3h(x, v) = +
i
4π
∫ +∞
0
Φ(k)
∫ +∞
−∞
eiηv
[
δhVh(x, η)− ηV ′h(x)
]
OΨk
(
x +
h
2
η
)
OΨk
(
x − h
2
η
)
dηdk (3.3.14)
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Possiamo riscrivere l’equazione precedente nel seguente modo
∫ 1
0
∫ +∞
−∞
vQ(x, v)
∂wh
∂x
dxdv −
∫ 1
0
∫ +∞
−∞
R3h(x, v)Q(x, v)dxdv +
+
i
4π
∫∫∫∫
Φ(k)eiηvηV ′h(x)OΨk
(
x +
h
2
η
)
OΨk
(
x − h
2
η
)
Q(x, v)dkdηdxdv =
=
∫ 1
0
∫ +∞
−∞
(R1h(x, v) + R
2
h(x, v))Q(x, v)dxdv
Integrando per parti rispetto a x il primo termine del primo membro si ha
[∫ +∞
−∞
vQ(x, v)wh(x, v)dv
]1
0
−
∫ 1
0
∫ +∞
−∞
v
∂Q
∂x
wh(x, v)dxdv +
+
i
4π
∫∫∫∫
Φ(k)eiηvηV ′h(x)OΨk
(
x +
h
2
η
)
OΨk
(
x − h
2
η
)
Q(x, v)dkdηdxdv =
=
∫ 1
0
∫ +∞
−∞
3
∑
i=1
Rih(x, v)Q(x, v)dxdv
Ora integriamo per parti rispetto a v l’ultimo termine al primo membro
dell’equazione precedente e abbiamo
[∫ +∞
−∞
vQ(x, v)wh(x, v)dv
]1
0
−
∫ 1
0
∫ +∞
−∞
v
∂Q
∂x
wh(x, v)dxdv +
+
[ i
4π
∫ +∞
0
∫ 1
0
∫ +∞
−∞
Φ(k)
1
iη
eiηvηV ′h(x)OΨk
(
x +
h
2
η
)
OΨk
(
x − h
2
η
)
Q(x, v)dkdηdx
]+∞
−∞
−
− i
4π
∫∫∫∫
Φ(k)eiηvV ′h(x)OΨk
(
x +
h
2
η
)
OΨk
(
x − h
2
η
)∂Q
∂v
(x, v)dkdηdxdv =
=
∫ 1
0
∫ +∞
−∞
3
∑
i=1
Rih(x, v)Q(x, v)dxdv
Poiché Q é a supporto compatto, il terzo addendo della somma preceden-
te é nullo; utilizzando anche la definizione di wh ( nel quarto addendo)
otteniamo
[∫ +∞
−∞
vQ(x, v)wh(x, v)dv
]1
0
−
∫ 1
0
∫ +∞
−∞
v
∂Q
∂x
wh(x, v)dxdv+
−1
2
∫ 1
0
∫ +∞
−∞
wh(x, v)V ′h(x)
∂Q
∂v
dxdv =
=
∫ 1
0
∫ +∞
−∞
3
∑
i=1
Rih(x, v)Q(x, v)dxdv
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∫ +∞
−∞
vQ(1, v)wh(1, v)dv −
∫ +∞
−∞
vQ(0, v)wh(0, v)dv
−
∫ 1
0
∫ +∞
−∞
wh(x, v)[v
∂Q
∂x
− 1
2
∂vh
∂x
∂Q
∂v
]dxdv
=
∫ 1
0
∫ +∞
−∞
3
∑
i=1
Rih(x, v)Q(x, v)dxdv
(3.3.15)
Utilizziamo ora il seguente lemma
Lemma 3.3.4. Supponiamo che Q(0, v) s’annulli per v negative e Q(1, v) s’an-
nulli per v positive.Allora quando h tende a 0 abbiamo
(i) lim
h→0
∫ 1
0
∫ +∞
−∞
Rih(x, v)Q(x, v)dxdv = 0, i = 1, 2, 3
(ii) lim
h→0
∫ +∞
−∞
vQ(0, v)wh(0, v)dv =
∫ +∞
0
vΦ(v)Q(0, v)dv
(iii) lim
h→0
∫ +∞
−∞
vQ(1, v)wh(1, v)dv = 0
FINE DELLA DIMOSTRAZIONE del teorema (3.3.3)
Possiamo passare al limite per h → 0 in (3.3.15) con una funzione test
Q(x, v) a supporto compatto che soddisfa le condizioni del lemma prece-
dente.Il termine non-lineare
∫
wh
dVh
dx
∂Q
∂v
dxdv
tende al suo limite formale perché Vh converge fortemente in C1 e wh con-
verge in A′ debole ∗.Denotiamo (V, f ) il limite di (Vh, wh); per il lemma
(3.3.4) passando al limite per h che tende a 0 in (3.3.15) si ha
−
∫ +∞
0
vΦ(v)Q(0, v)dv −
∫ 1
0
∫ +∞
−∞
f (x, v)
[
v
∂Q
∂x
− 1
2
∂V
∂x
∂Q
∂v
]
dxdv = 0
cioé f é una soluzione debole di (3.3.2)-(3.3.4). Ma siccome nh(x) =
∫
wh(x, v)dv
su [0, 1] , V risolve (3.3.5)-(3.3.7).
Dimostrazione. Lemma (3.3.4)
Per dimostrare (i) osserviamo che
∫ 1
0
∫ +∞
−∞
Rih(x, v)Q(x, v)dxdv =
∫ +∞
−∞
∫ 1
0
∫ +∞
0
Φ(k)Q̂(x, η)Sih(x, η, k)dkdxdη
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dove
S1h(x, η, k) =
ih
2
[
O
′′
O
(
x +
h
2
η
)
O
′′
O
(
x − h
2
η
)]
Ψk
(
x +
h
2
η
)
Ψk
(
x − h
2
η
)
(3.3.16)
S2h(x, η, k) = ih
[
O
′Ψ
′
k
(
x +
h
2
η
)
OΨk
(
x − h
2
η
)
− OΨk
(
x +
h
2
η
)
O
′Ψ′k
(
x +
h
2
η
)]
(3.3.17)
S3h(x, η, k) =
i
2
[δhVh(x, η)− ηV ′h(x)]OΨk
(
x +
h
2
η
)
OΨk(x −
h
2
η
)
(3.3.18)
(Si veda la (3.3.13 per la definizione di δhVh). Per la proposizione (3.2.4)
‖Ψhk‖L∞ ≤ C ‖(Ψhk)′‖L∞ ≤
C
h
(1 + k)
inoltre per il teorema di Lagrange esiste x ∈
(
x − h
2
η, x +
h
2
η
)
tale che
δhVh(x, η) =
Vh
(
x +
h
2
η
)
−Vh
(
x − h
2
η
)
h
2
η
η
2
= V ′h(x)
η
2
(3.3.19)
|δhVh(x, η)− ηVh(x)| ≤ |η|
[
V ′h(x)− Vh(x)
]
≤ C|η|
e poiché la funzione cut-off con le sue derivate é limitata, é ovvio che
|S1h(x, η, k)| ≤ Ch (3.3.20)
|S2h(x, η, k)| ≤ C(1 + k) (3.3.21)
|S3h(x, η, k)| ≤ C|η| (3.3.22)
(3.3.20) implica che
|
∫ 1
0
∫ +∞
−∞
R1h(x, v)Q(x, v)dxdv| ≤ Ch
∫ +∞
−∞
∫ 1
0
∫ +∞
0
|Φ(k)Q̂(x, η)|dkdxdη → 0
quando h → 0 quindi (i) é vera per R1h.Inoltre
∫ 1
0
∫ +∞
−∞
R2h(x, v)Q(x, v)dxdv =
∫ +∞
−∞
∫ 1
0
∫ +∞
0
Φ(k)Q̂(x, η)S2h(x, η, k)dkdxdη → 0
per h → 0 per il teorema di convergenza dominata di Lebesgue:
- S2h(x, η, k) → 0 per h → 0 q.o. in [0, 1]x × Rη × Rk perché O′(x) ≡ 0
in ]− 1, 2[ e per h piccolo x ± h
2
η ∈]− 1, , 2[
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- per (3.3.21)
∫ +∞
−∞
∫ 1
0
∫ +∞
0
|Φ(k)Q̂(x, η)S2h(x, η, k)|dkdxdη
≤ C
∫ +∞
−∞
∫ 1
0
∫ +∞
0
Φ(k)(1 + k)|Q̂(x, η)|dxdηdk
< +∞
quindi (i) é vera per R2h. Dimostriamo che (i) vale anche per R
3
h, infatti
∫ 1
0
∫ +∞
−∞
R3h(x, v)Q(x, v)dxdv =
∫ +∞
−∞
∫ 1
0
∫ +∞
0
Φ(k)Q̂(x, η)S3h(x, η, k)dkdxdη → 0
per h → 0 per il teorema di convergenza dominata di Lebesgue:
- S3h(x, η, k) → 0 quando h → 0 q.o. in [0, 1]x × Rη × Rk perché, grazie
alle (3.3.19)
δhVh(x, η)− ηV ′h(x) = ηV ′h(x)− ηV ′h(x) → 0, per h → 0
(in quanto x → x e Vh → V in C1 )
-
|
∫ 1
0
∫ +∞
−∞
R3hQ(x, v)dxdv| ≤ C
∫ +∞
−∞
∫ 1
0
∫ +∞
0
Φ(k)|Q̂(x, η)||η|dkdηdx
=
∫ +∞
0
Φ(k)dk
∫ +∞
−∞
|Q̂(x, η)||η|dxdη
< +∞
perché Q é a supporto compatto.
Per dimostrare (ii) e (iii) dapprima utilizziamo il seguente teorema:
Lemma 3.3.5. Valgono i seguenti limiti
lim
h→0
(Ψhk(hη)− eikη − Rhke−ikη) = 0
lim
h→0
(Ψhk(1 + hη) − Thk ei
√
k2−V1η) = 0
uniformemente rispetto a η su ogni intervallo limitato
Dimostrazione. La prova di questo lemma si basa su risultati di stabilità per
le equazioni differenziali. Fissiamo
ϕh(η) = Ψ
h
k (hη) Uh(η) = Vh(hη)
72 Un modello di scattering Schrödinger-Poisson Capitolo 3
e abbiamo
−ϕ′′h + Uh ϕh = −h2(Ψhk)′′(hη) + Vh(hη)Ψhk (hη)
= k2Ψhk(hη) = k
2 ϕh(η)
con i dati di Cauchy
ϕh(0) = Ψ
h
k(0) = 1 + R
h
k
ϕ′h(0) = h(Ψ
h
k )
′(0) = 2ik − ikΨhk (0) = 2ik − ik − ikRhk = ik(1 − Rhk)
dove Rhk é il coefficiente di riflessione ed é limitato.Siccome per h → 0 la
funzione Uh(η) = Vh(hη) tende a V(0) = 0 uniformemente per η in in-
tervalli limitati, allora Uh converge uniformemente a 0 sugli intervalli li-
mitati. Passando al limite nell’equazione verificata da ϕh troviamo che ϕh
converge alla soluzione di
−ϕ′′h = k2 ϕh
con i precedenti dati di Cauchy, la cui unica soluzione é
eikη + Rhke
−ikη .
Abbiamo dunque ottenuto il primo risultato del lemma.Si procede analo-
gamente per il secondo limite ,infatti fissiamo
ϕh(η) = Ψ
h
k(1 + hη) Uh(η) = Vh(1 + hη)
e abbiamo
−ϕ′′h + Uh ϕh = −h2(Ψhk)′′(1 + hη) + Vh(1 + hη)Ψhk (1 + hη)
= k2Ψhk(1 + hη) = k
2 ϕh(η)
con i dati di Cauchy
ϕh(0) = Ψ
h
k(1) = T
h
k e
i/h
√
k2−V1
ϕ′h(0) = h(Ψ
h
k )
′(1) = i
√
k2 − V1Ψhk(1) = Thk i
√
k2 − V1ei/h
√
k2−V1
dove Thk é limitato.Siccome per h che tende a 0, Vh(1 + hη) tende a V(1) =
V1 uniformemente per η in intervalli limitati, allora passando al limite nel-
l’equazione verificata da ϕh troviamo che ϕh converge alla soluzione di
−ϕ′′h = (k2 − V1)ϕh
ϕh(0) = Thk
ϕ′h(0) = i
√
k2 − V1Thk
con i precedenti dati di Cauchy e l’unica soluzione é
Thk e
i
√
k2−V1η
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Terminiamo ,ora, la dimostrazione del lemma (3.3.4).Per provare il pun-
to (ii) scriviamo per una generica funzione γ(v) che si annulla per v nega-
tive
∫ +∞
−∞
γ(v)wh(0, v)dv =
∫ +∞
−∞
∫ +∞
0
Φ(k)γ̂(η)OΨ
h
k
(h
2
η
)
OΨhk
(
−h
2
η
)
dkdη
dove γ̂(η) =
1
2π
∫ +∞
−∞ e
iηvγ(v)dv.Osserviamo per il lemma (3.3.5) che
Ψk
(hη
2
)
∼ eikη/2 + Rke−ikη/2
Ψk
(
−hη
2
)
∼ e−ikη/2 + Rkeikη/2
quindi
Ψk
(hη
2
)
Ψk
(hη
2
)
∼
(
e−ikη/2 + Rke
ikη/2
)
·
(
e−ikη/2 + Rke
ikη/2)
= e−ikη + |Rk|2eikη + (RkRk) = e−ikη + |Rk|2eikη + 2Re(Rk)
Utilizzando dapprima il teorema di convergenza dominata di Lebesgue per
h che tende a 0 e nel secondo passaggio la definizione di trasformata di
Fourier si ha :
∫ +∞
−∞
γ(v)wh(0, v) ∼
∫ +∞
0
Φ(k)
∫ +∞
−∞
γ̂(η)[e−ikη + |Rk|2eikη + 2Re(Rk)]dηdk
=
∫ +∞
0
Φ(k)[γ(k) + |Rk|2γ(−k) + 2Re(Rk)γ(0)]dk
Passando al limite questo implica ( si osservi che , per l’ipotesi fatta che γ
si annulli per v negative, gli ultimi due termini nell’integrale sono nulli)
lim
h→0
∫ +∞
−∞
γ(v)wh(0, v)dv =
∫ +∞
0
Φ(k)γ(k)dk
scegliendo γ(v) = vQ(0, v) ( che si annulla per v negative), otteniamo la
(ii).
Per dimostrare (iii) si procede analogamente:sia γ(v) una qualunque fun-
zione che si annulla per v positive , e scriviamo
∫ +∞
−∞
γ(v)wh(1, v)dv =
∫ +∞
−∞
∫ +∞
0
Φ(k)γ̂(η)OΨhk
(
1+
h
2
η
)
OΨhk
(
1− h
2
η
)
dkdη
Per il lemma precedente
Ψhk
(
1 +
h
2
η
)
∼ Thk ei
√
k2−V1η\2
Ψhk
(
1 − h
2
η
)
∼ Thk e−i
√
k2−V1η\2
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quindi
Ψhk
(
1 +
h
2
η
)
Ψhk
(
1 − h
2
η
)
∼ |Thk |2e−i
√
k2−V1η
Come prima, usando il teorema di convergenza dominata di Lebesgue e la
definizione di trasformata di Fourier, troviamo
∫ +∞
−∞
γ(v)wh(1, v)dv ∼
∫ +∞
0
Φ(k)
∫ +∞
−∞
γ̂(η)|Thk |2e−i
√
k2−V1ηdηdk
=
∫ +∞
0
Φ(k)γ(
√
k2 − V1)dk
e dunque, passando al limite ( qui l’ultimo integrale é nullo perché γ(v) si
annulla per v positive )
lim
h→0
∫ +∞
−∞
γ(v)wh(1, v)dv = 0,
scegliendo γ(v) = vQ(1, v) ( che si annulla per v positive), otteniamo la
(iii).
3.4 Osservazioni nel caso generale
Nel caso generale,quando Φ é arbitrariamente grande cioé quando ri-
muoviamo l’ipotesi (3.3.1) , non abbiamo un bound L∞ uniforme sulle Ψk
in h in quanto vengono a mancare le stime provate nella proposizione 3.2.4
(ii), che sono state poi utilizzate per dimostrare il teorema 3.3.3.I risultati ot-
tenuti sotto l’ipotesi (3.3.1) non sono più validi nel caso generale. Tuttavia,
possiamo dimostrare, quando Φ é a supporto compatto, che il potenziale
elettrostatico Vh é limitato in W1,∞ che implica che il lemma (3.3.5) rimane
valido come i punti (i) e (ii) del lemma (3.3.4).Osserviamo che l’ipotesi Φ a
supporto compatto garantisce che valga ancora la (3.3.9).
Proposizione 3.4.1. Supponiamo Φ sia a supporto compatto. Allora la fami-
glia (Vh)h é limitata in W
1,∞(0, 1) e (nh)h é limitata in L1(0, 1) quando h é
sufficientemente piccolo.
Dimostrazione. Per dimostrare la proposizione dobbiamo solo provare la
limitatezza di |V ′h(0)|+ |V ′h(1)|.Infatti per (3.2.4)
‖nh‖L1 =
∫ 1
0
nh(x)dx =
∫ 1
0
−V ′′h (x)dx
= −V ′h(1) + V ′h(0) ≤ C
dove C é una costante , cioé nh é limitato in L1 e da questo segue che Vh é
limitato in W1,∞ per le stime di regolarità.
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Dimostriamo ora la limitatezza di |V ′h(0)| + |V ′h(1)|.Dapprima consideria-
mo l’identità (3.2.10) con x = 1, moltiplichiamo per Φ(k) e integriamo
rispetto a k
h2
∫ 1
0
∫ +∞
0
Φ(k)|Ψ′k(t)|2dkdt +
∫ 1
0
∫ +∞
0
Φ(k)(Vh − k2)|Ψk(t)|2dkdt
= −h2
∫ +∞
0
Φ(k)[ReΨ′kΨk]
1
0dk
dove il termine al secondo membro é limitato per h che tende a 0, infatti
[ReΨ′kΨk]
1
0 = ReΨ
′
k(1)Ψk(1)− ReΨ′k(0)Ψk(0) =
= Re
i
h
√
k2 − V1Ψk(1)Ψk(1)− Re
(2ik
h
− ik
h
Ψk(0)
)
Ψk(0) =
= −Re2ik
h
Ψk(0) =
2k
h
ImΨk(0)
quindi
−h2
∫ +∞
0
Φ(k)[ReΨ′kΨk]
1
0dk = −2h
∫ +∞
0
Φ(k)dk ≤ C
Infine otteniamo che
Kh +
∫ 1
0
(∫ +∞
0
Φ(k)|Ψk(t)|2dk
)
Vh(t)dt −
∫ 1
0
∫ +∞
0
k2Φ(k)|Ψk(t)|2dkdt =
= Kh +
∫ 1
0
Vhnh(x)dx −
∫ 1
0
∫ +∞
0
k2Φ(k)|Ψk(x)|2dxdk ≤ C (3.4.1)
dove
Kh = h
2
∫ 1
0
∫ ∞
0
Φ(k)|Ψ′k(x)|2dxdt
Siccome Φ é a supporto compatto integriamo su SuppΦ ⊂ [0, M] e si ha
∫ 1
0
∫ +∞
0
k2Φ(k)|Ψk(x)|2dxdk =
∫ 1
0
∫ M
0
k2Φ(k)|Ψk(x)|2dxdk
≤ M2
∫ 1
0
∫ M
0
Φ(k)|Ψk(x)|2dxdk
≤ M2
∫ 1
0
∫ +∞
0
Φ(k)|Ψk(x)|2dxdk
≤ M2
∫ 1
0
n(x)dx
= M2‖n(x)‖L1 ≤ C(|V ′h(0)|+ |V ′h(1)|)
Inoltre per la proposizione (3.2.4) e per la (3.2.7) si ha
Kh = h
2
∫ 1
0
∫ +∞
0
Φ(k)|Ψk(x)|2dxdk ≤ h2
∫ 1
0
∫ +∞
0
Φ(k)C
(1 + k
h
)2
dxdk
≤ C
∫ +∞
0
Φ(k)(1 + k)2dk ≤ C
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e integrando per parti
∫ 1
0
Vhnh(x)dx = −
∫ 1
0
Vh(x)V
′′
h (x)dx
= [−Vh(x)V ′h(x)]10 +
∫ 1
0
|V ′h(x)|2dx
= −V ′h(1)V1 +
∫ 1
0
|V ′h(x)|2dx
Per la (3.4.1) e le stime precedenti
∫ 1
0
|V ′h(x)|2dx = O(1 + |V ′h(0) + V ′h(1)|) (3.4.2)
dove con la scrittura f (h) = O(g(h)) intendiamo limh→0
f (h)
g(h)
≤ C Inoltre,
fissiamo
Gh(x) =
∫ ∞
0
Φ(k)(h2 |Ψ′k(x)|2 + (k2 − Vh(x))|Ψk(x)|2)dk (3.4.3)
Utilizzando l’equazione di Schrödinger (3.2.1)
G′h(x) =
∫ +∞
0
Φ(k)(h22Ψ′k(x)Ψ
′′
k (x) + (k
2 − Vh(x))2Ψk(x)Ψ′k(x)
−V ′h(x)|Ψhk (x)|2)dk
=
∫ +∞
0
2Φ(k)Ψ′k(x)[h
2Ψ′′k (x) + (k
2 − Vh(x))Ψk(x)]dk
−
∫ +∞
0
Φ(k)V ′h(x)|Ψk(x)|2dk
= −V ′h(x)nh(x) = V ′hV ′′h (x) =
d
dx
(V ′h(x))
2
2
da cui abbiamo
Gh(x)− Gh(0) =
1
2
((V ′h(x))
2 − (V ′h(0))2). (3.4.4)
Inoltre per la (3.2.3)
Gh(1) =
∫ ∞
0
Φ(k)(h2|Ψ′k(1)|2 + (k2 − V1)|Ψk(1)|2)dk
= 2
∫ +∞
0
Φ(k)(k2 − V1)|Ψk(1)|2dk ≤ C
e per la (3.2.2)
Gh(0) =
∫ ∞
0
Φ(k)(h2 |Ψk(0)|2 + k2|Ψk(0)|2)dk
≤ 4
∫ +∞
0
Φ(k)k2dk + 2
∫ +∞
0
Φ(k)k2 |Ψ(0)|2dk ≤ C
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Dapprima dalla limitatezza di Gh(1) e Gh(0) deduciamo che
(V ′h(1))
2 = (V ′h(0))
2 + O(1) (3.4.5)
ora integrando (3.4.4) su (0, 1) ,troviamo
∫ 1
0
Gh(x)dx =
1
2
∫ 1
0
(V ′h(x))
2dx − 1
2
(V ′h(0))
2 + O(1)
ma siccome
∫ 1
0
Gh(x)dx = −
∫ 1
0
(V ′h(x))
2dx + O(1 + |V ′h(0)|+ |V ′h(1)|)
infine deduciamo dalla precedente identità
3
∫ 1
0
V ′h(x)
2dx = (V ′h(0))
2 + O(1 + |V ′h(0)|+ |V ′h(1)|) (3.4.6)
Quindi per la (3.4.2),(3.4.5),(3.4.6)
(V ′h(0))
2 + (V ′h(1))
2 = 2(V ′h(0))
2 + O(1)
= 6
∫ 1
0
(V ′h(x))
2 +O(1 + |V ′h(0)|+ |V ′h(1)|)
= O(1 + |V ′h(0)|+ |V ′h(1)|)
questo conclude la prova.
Nella dimostrazione precedente , abbiamo ottenuto una stima a prio-
ri per il potenziale senza utilizzare esplicitamente il fatto che Vh é conca-
vo.Stime analoghe possono essere ottenute quando l’equazione di Poisson
viene modificata prendendo in conto doping o smooth potenziali ester-
ni.Queste stime permettono l’uso del teorema del punto fisso di Leray-
Shauder e provano l’esistenza di soluzioni del sistema di Schrödinger-Poisson
ottenuto.
3.5 Limite di scala
In questa sezione il parametro h é fissato e la funzione di densità Φ é
viene riscalata come segue:
Φε(k) =
1
ε3
Φ
( k
ǫ
)
(3.5.1)
Sia (Ψεk, V
ε) una soluzione di (3.2.1)-(3.2.6) dove Φ é rimpiazzata con la
(3.5.1) ,allora abbiamo il seguente teorema analogo al teorema (3.3.3) in
quanto descrive il comportamento della soluzione di (3.2.1)-(3.2.6) per ε
che tende a 0.
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Teorema 3.5.1. Supponiamo
∫ +∞
0 (1 + k
2)Φ(k)dk < +∞, sia ((Ψεk)k>0, V
ε)
una soluzione di (3.2.1)-(3.2.6) e Wε la funzione di Wigner (3.3.8).Allora, quando
ǫ → 0,(Vε, Wε) converge a (V, W) dove V é soluzione del seguente problema e W
é definito dalla (3.5.2)
−h2 ϕ′′0 + Vϕ0 = 0
hϕ′0(0) = 2i
hϕ′0(1) = i
√−V1ϕ(1)
−V ′′ = λ2|ϕ0|2, λ2 =
∫ +∞
0 k
2Φ(k)dk
V(0) = 0 V(1) = V1
W(x, v) =
λ2
2π
∫ +∞
−∞
eiηvOϕ0
(
x +
h
2
η
)
Oϕ0
(
x − h
2
η
)
dη (3.5.2)
La convergenza é C1 per Vε su [0, 1] e L∞ debole∗ per Wε su (0, 1)× R
Dimostrazione. Per dimostrare questo teorema dapprima deduciamo dalle
stime della proposizione (3.2.4) (i) ( che valgono uniformemente in ε, perché
la costante C é indipendente dalla forma particolare del potenziale V)
nε(x) =
∫ +∞
0
Φε(k)|Ψεk(x)|2dk
=
∫ +∞
0
1
ε3
Φ
( k
ε
)
|Ψεk(x)|2dk
≤ C
h4
∫ +∞
0
1
ε3
Φ
( k
ε
)
k2dk
=
C
h4
∫ +∞
0
t2Φ(t)dt
dove nell’ultimo passaggio si é effettuato un cambio di variabili, ponendo
t =
k
ε
.
Siccome vale ‖nε‖L∞ ≤ C, Vε é limitato in W2,∞ perché valgono le stime
di regolarità, possiamo quindi estrarre una sottosuccessione che converge
in C1[0, 1]:Vε → V in C1.Poniamo
1
k
Ψεk = ϕ
ε
k
e per la proposizione (3.2.4) si deduce facilmente che ϕεk é limitata in L
∞(R+k , W
1,∞(0, 1)x)
infatti
sup
k∈R+
‖ϕεk(x)‖W1,∞(0,1)x = sup
k∈R+
1
k
‖Ψεk‖W1,∞(0,1)x
≤ sup
k∈R+
1
k
C
k
h2
≤ C
Allora dimostriamo il lemma seguente:
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Lemma 3.5.2. Sia kε una successione di indici convergente a un indice k.Allora
ϕεkε converge uniformemente su [0, 1] all’unica soluzione ϕk di
{ −h2 ϕ′′k + Vϕk = k2 ϕk
hϕ′k(0) + ikϕk(0) = 2i hϕ
′
k(1) = i
√
k2 − V1ϕk(1)
(3.5.3)
dove V é il limite C1 di Vε
Dimostrazione. Poiché Ψεkε é soluzione di (3.2.1)-(3.2.3) con kε e Vǫ allora ϕ
ε
kε
é soluzione di (3.5.3) con kε e Vǫ al posto di k e V.Per la stima precedente
si può estrarre una sottosuccessione che converge uniformemente su [0, 1]
e il limite é soluzione dell’equazione (3.5.3).Poiché la soluzione di (3.5.3) é
unica per la proposizione (3.2.3) allora l’intera successione converge a quel
limite.
FINE DELLA DIMOSTRAZIONE del teorema (3.5.1)
Dapprima abbiamo per la (3.3.8)
Wε(x, v) =
1
2π
∫ +∞
0
Φε(k)
∫ +∞
−∞
eiηvOΨ
k
ε
(
x +
h
2
η
)
OΨkε
(
x − h
2
η
)
dηdk
=
1
2π
∫ +∞
0
1
ε3
Φ
( k
ε
)∫ +∞
−∞
eiηvk2Oϕ
ε
k
(
x +
h
2
η
)
Oϕεk
(
x − h
2
η
)
dηdk
=
1
2π
∫ +∞
0
1
ε3
Φ(t)
∫ +∞
−∞
eiηvε2t2Oϕ
ε
εt
(
x +
h
2
η
)
Oϕεεt
(
x − h
2
η
)
εdηdt
=
1
2π
∫ +∞
0
t2Φ(t)
∫ +∞
−∞
eiηvOϕ
ε
εt
(
x +
h
2
η
)
Oϕεεt
(
x − h
2
η
)
dηdt (3.5.4)
Applichiamo il lemma (3.5.2) con kε = εk che tende a 0 ( con k > 0 fissato);
allora ϕεεk tende a ϕ0 uniformemente in [0, 1] con ϕ0 soluzione di



−h2 ϕ′′0 + Vϕ0 = 0
hϕ′0(0) = 2i
hϕ′0(1) = i
√−Vi ϕ0(1)
e quindi Wε converge a W:
W =
1
2π
∫ +∞
0
k2Φ(k)
∫ +∞
−∞
eiηvOϕ0
(
x +
h
2
η
)
Oϕ0
(
x − h
2
η
)
dηdk
Ora mostriamo che V risolve l’equazione dell’enunciato. Abbiamo
−V ′′ε = nε(x),
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con
nε(x) =
∫ +∞
0
Φε(k)|Ψεk(x)|2dk
=
∫ +∞
0
1
ε3
Φ
( k
ε
)
k2|ϕεk(x)|2dk
=
∫ +∞
0
1
ε3
Φ(t)ε2t2|ϕεεt(x)|2εdt
che per ε che tende a 0 (lemma (3.5.2)) tende
∫ +∞
0
Φ(t)t2|ϕ0(x)|2dt = λ2|ϕ0(x)|2
quindi anche V é soluzione dell’equazione
−V ′′ = λ2|ϕ0|2
In Child-Langmuir asymptotics per il sistema semiclassico di Vlasov-
Poisson, si dimostra che la corrente associata al problema limite non può
superare un certo valore detto corrente di Child-Langmuir ed é uguale a
questo valore quando la injected current
jΦ =
∫ +∞
0
vΦ(v)dv
é grande.Una domanda legittima nel caso quantistico, é se il limite della
corrente può essere arbitrariamente grande o meno.Nel seguente teorema,
dimostriamo che il limite della corrente
jλ = λ
2 Im(ϕ′λϕλ) (3.5.5)
é limitato indipendentemente da λ e che tende a 0 quando λ tende a infini-
to. Più precisamente abbiamo:
Teorema 3.5.3. Sia (ϕλ, Vλ) una soluzione di



−h2 ϕ′′λ + Vλϕλ = 0
hϕ′λ(0) = 2i
hϕ′λ(1) = i
√
−V1ϕλ(1)
−V ′′λ = λ2|ϕλ|2
Vλ(0) = 0 Vλ(1) = V1
(3.5.6)
e sia jλ dato da (3.5.5). Allora
lim
λ→+∞
jλ = 0 e lim
λ→+∞
Vλ(x) = +∞ (∀x ∈ (0, 1))
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Dimostrazione. Dapprima supponiamo che Vλ tende all’ infinito quando
λ 7→ +∞ all’interno dell’intervallo (0, 1) e da questo deduciamo che la
corrente jλ tende a 0.Ponendo Ψλ(x) = ϕλ(x)\ϕλ(1) si ha che Ψλ verifica il
sistema: { −h2Ψ′′λ + VλΨλ = 0
Ψλ(1) = 1, hΨ′λ(1) = i
√−V1 (3.5.7)
Sia , ora xλ l’unico punto positivo dove Vλ s’annulla.Siccome Vλ é concava,xλ
tende a 1 quando λ tende a infinito e per i risultati di stabilità delle equa-
zioni differenziali si ha
limλ→∞ ϕλ(xλ) = 1, limλ→∞hϕ′λ(xλ) = i
√
−V1
per di più,siccome Vλ é concavo abbiamo
Vλ(x) ≤ Vmaxλ (xλ − x), x ∈
( xλ
2
xλ
)
(3.5.8)
Fissiamo ,ora
gλ(y) = Re(Ψλ(xλ −
y
(Vmaxλ )
1/3 )), y ∈ (0, xλ(V
max
λ )
1/3) (3.5.9)
Allora per la (3.5.7) e (3.5.8)
h2g′′λ(y) = h
2Re
(
Ψ′′λ
(
xλ −
y
(Vmaxλ )
1/3
))
· 1
(Vmaxλ )
2/3
=
1
(Vmaxλ )
2/3 Vλ
(
xλ −
y
(Vmaxλ )
1/3
)
·Re
(
Ψλ
(
xλ −
y
(Vmaxλ )
1/3
))
=
1
(Vmaxλ )
2/3 Vλ
(
xλ −
y
(Vmaxλ )
1/3
)
gλ(y)
≤ 1
(Vmaxλ )
2/3 V
max
λ ·
(
xλ − xλ +
y
(Vmaxλ )
1/3
)
gλ(y)
=
Vmaxλ
(Vmaxλ )
2/3 ·
y
(Vmaxλ )
1/3 gλ(y) = ygλ(y)
di conseguenza



h2g′′λ ≥ ygλ, y ∈ (0,
xλ
2
(Vmaxλ )
1/3)
gλ(0) = Re(Ψλ(xλ)) → 1
g′λ(0) = Re(Ψ
′
λ(xλ)) · (−
1
(Vmaxλ )
1/3 ) → 0
(3.5.10)
quindi gλ é asintoticamente più grande della Airy funcyion Ai, soluzio-
ne di (3.5.10), dove ′′ →′′ e ′′ ≤′′ sono rimpiazzati con delle uguaglian-
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ze.Siccome esiste una costante C > 0 tale che Ai(y) ≤
1
2
exp(Cy) deducia-
mo che
|ϕλ(x)|2 = |ϕλ(1)|2|Ψλ(x)|2 ≥ |ϕλ(1)|2(ReΨλ(x))2 x ∈ (
xλ
2
, xλ)
= |ϕλ(1)|2gλ((Vmaxλ )1/3(xλ − x))2
≥ |ϕλ(1)|2 Ai((Vmaxλ )1/3(xλ − x))2
≥ |ϕλ(1)|2
1
4
exp[C(Vmaxλ )
1/3(xλ − x)]
(3.5.11)
deduciamo da questa uguaglianza e dall’equazione di Poisson che esiste
una costante c > 0 tale che
Vmaxλ ≤ Cλ2|ϕλ(1)|2exp(C(Vmaxλ )1/3)
Infine
jλ = λ
2 Im(ϕ′λϕλ)
= λ2 Im(ϕ′λ(1)ϕλ(1))
=
1
h
λ2 Im(i
√
V1ϕλ(1)ϕλ(1))
=
1
h
λ2
√
−V1|ϕλ|2
da questo segue che
0 ≤ jλ ≤
1
h
λ2
√
−V1|ϕλ(1)|2
≤ 1
h
√
−V1CVmaxλ exp(−C(Vmaxλ )1/3)
che tende a 0 per λ che tende a +∞ e jλ tende a 0 siccome Vmaxλ tende a ∞.
Proviamo ora che Vλ tende all’infinito nell’interno di (0, 1) che é equiva-
lente a dimostrare che Vmaxλ tende all’infinito. Supponiamo per assurdo
che Vλ sia limitato in L∞, allora Vλ converge in L∞ debole∗ a un potenziale
V ( per il teorema di Banach-Alaoglu).Tuttavia la soluzione Ψλ di (3.5.7)
converge in C1[0, 1] alla soluzione Ψ di (3.5.7) con V al posto di Vλ.Quindi
utilizzando l’equazione di Poisson otteniamo il seguente comportamento
asintotico
V ′′λ (x) = −λ2|ϕλ(x)|2
∼ −λ2|ϕλ(1)|2|Ψλ(x)|2
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questo implica che λϕλ(1) é limitato, altrimenti Vλ non sarebbe limitato il
L∞.Quindi limλ→+∞ ϕλ(1) = 0 e anche
lim
λ→+∞
ϕ′λ(1) = lim
λ→+∞
1
h
√
−V1ϕλ(1) = 0
Da questo otteniamo che ϕλ = ϕλ(1)Ψλ converge a 0 in C1[0, 1].Ma questo
é in contraddizione che la condizione al bordo hϕ′λ(0) = 2i.
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