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SHARP CONSTANTS OF APPROXIMATION THEORY. V. AN ASYMPTOTIC
EQUALITY RELATED TO POLYNOMIALS WITH GIVEN NEWTON
POLYHEDRA
MICHAEL I. GANZBURG
Abstract. Let V ⊂ Rm be a convex body, symmetric about all coordinate hyperplanes, and let
PaV , a ≥ 0, be a set of all algebraic polynomials whose Newton polyhedra are subsets of aV . We
prove a limit equality as a→∞ between the sharp constant in the multivariate Markov-Bernstein-
Nikolskii type inequalities for polynomials from PaV and the corresponding constant for entire
functions of exponential type with the spectrum in V .
1. Introduction
We continue the study of the sharp constants in multivariate inequalities of approximation theory
that began in [14, 15, 16, 17]. In this paper we prove an asymptotic equality between the sharp
constants in the multivariate Markov-Bernstein-Nikolskii type inequalities for entire functions of
exponential type and algebraic polynomials whose Newton polyhedra are subsets of the given convex
body.
Notation. Let Rm be the Euclidean m-dimensional space with elements x = (x1, . . . , xm), y =
(y1, . . . , ym), t = (t1, . . . , tm), u = (u1, . . . , um), the inner product t · x :=
∑m
j=1 tjxj, and the
norm |x| := √x · x. Next, Cm := Rm + iRm is the m-dimensional complex space with elements
z = (z1, . . . , zm) = x+ iy and the norm |z| :=
√
|x|2 + |y|2; Zm denotes the set of all integral lattice
points in Rm; and Zm+ is a subset of Z
m of all points with nonnegative coordinates. We also use
multi-indices s = (s1, . . . , sm) ∈ Zm+ , β = (β1, . . . , βm) ∈ Zm+ , and α = (α1, . . . , αm) ∈ Zm+ with
|s| :=
m∑
j=1
sj, |β| :=
m∑
j=1
βj , |α| :=
m∑
j=1
αj , y
β := yβ11 · · · yβmm , Dα :=
∂α1
∂yα11
· · · ∂
αm
∂yαmm
.
Given σ ∈ Rm, σj 6= 0, 1 ≤ j ≤ m, and M > 0, let Πm(σ) := {t ∈ Rm : |tj| ≤ |σj |, 1 ≤ j ≤
m}, Qm(M) := {t ∈ Rm : |tj | ≤ M, 1 ≤ j ≤ m}, Bm(M) := {t ∈ Rm : |t| ≤ M}, and Om(M) :=
{t ∈ Rm : ∑mj=1 |tj | ≤ M} be the m-dimensional parallelepiped, cube, ball, and octahedron,
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respectively. In addition, |Ω|k denotes the k-dimensional Lebesgue measure of a measurable set
Ω ⊆ Rm, 1 ≤ k ≤ m. We also use the floor function ⌊a⌋.
Let Lr(Ω) be the space of all measurable complex-valued functions F on a measurable set Ω ⊆ Rm
with the finite quasinorm
‖F‖Lr(Ω) :=


(∫
Ω |F (x)|r dx
)1/r
, 0 < r <∞,
ess supx∈Ω |F (x)|, r =∞.
This quasinorm allows the following ”triangle” inequality:∥∥∥∥∥∥
l∑
j=1
Fj
∥∥∥∥∥∥
r˜
Lr(Ω)
≤
l∑
j=1
‖Fj‖r˜Lr(Ω) , Fj ∈ Lr(Ω), 1 ≤ j ≤ l, (1.1)
where l ∈ N := {1, 2, . . .} and r˜ := min{1, r} for r ∈ (0,∞].
In this paper we will need certain definitions and properties of convex bodies in Rm. Throughout
the paper V is a centrally symmetric (with respect to the origin) closed convex body in Rm and
V ∗ := {y ∈ Rm : ∀ t ∈ V, |t · y| ≤ 1} is the polar of V . It is well known that V ∗ is a centrally
symmetric (with respect to the origin) closed convex body in Rm and V ∗∗ = V (see, e.g., [28, Sect.
14]). The set V generates the following dual norm on Cm by
‖z‖∗V := sup
t∈V
∣∣∣∣∣∣
m∑
j=1
tjzj
∣∣∣∣∣∣ , z ∈ Cm.
Throughout the paper we assume that the body V ⊂ Rm satisfies the parallelepiped condi-
tion (Π-condition), that is, for every vector t ∈ V with nonzero coordinates, the parallepiped
Πm(t) is a subset of V . It is easy to verify that V satisfies the Π-condition if and only if V is
symmetric about all coordinate hyperplanes, that is, for every t ∈ V the vector (|t1|, . . . , |tm|)
belongs to V . In particular, given λ ∈ [1,∞] and σ ∈ Rm, σj > 0, 1 ≤ j ≤ m, the set
Vλ,σ :=
{
t ∈ Rm :
(∑m
j=1 |tj/σj |λ
)1/λ
≤ 1
}
, satisfies the Π-condition. Therefore, the sets Πm(σ)
(for λ =∞), Qm(M) (for λ =∞ and σ = (M, . . . ,M)), Bm(M) (for λ = 2 and σ = (M, . . . ,M)),
and Om(M) (for λ = 1 and σ = (M, . . . ,M)), satisfy the Π-condition as well.
Given a ≥ 0, the set of all trigonometric polynomials T (x) = ∑θ∈aV ∩Zm cθ exp[i(θ · x)] with
complex coefficients is denoted by TaV .
Definition 1.1. We say that an entire function f : Cm → C1 has exponential type V if for any ε > 0
there exists a constant C0(ε, f) > 0 such that for all z ∈ Cm, |f(z)| ≤ C0(ε, f) exp ((1 + ε)‖z‖∗V ).
The class of all entire function of exponential type V is denoted by BV . In the univariate case
we use the notation Bλ := B[−λ,λ], λ > 0. Throughout the paper, if no confusion may occur, the
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same notation is applied to f ∈ BV and its restriction to Rm (e.g., in the form f ∈ BV ∩Lp(Rm)).
The class BV was defined by Stein and Weiss [30, Sect. 3.4]. For V = Π
m(σ), V = Qm(M), and
V = Bm(M), similar classes were defined by Bernstein [6] and Nikolskii [27, Sects. 3.1, 3.2.6],
see also [9, Definition 5.1]. Properties of functions from BV have been investigated in numerous
publications (see, e.g., [6, 27, 30, 26, 10, 11, 12] and references therein). Some of these properties
are presented in Lemma 2.1.
Given a ≥ 0, let PaV be a set of all polynomials P (x) =
∑
β∈aV ∩Zm+
cβx
β in m variables with
complex coefficients whose Newton polyhedra are subsets of aV . In the univariate case we use the
notation Pa = P⌊a⌋ := Pa[−1,1]. In the case of V = Om(1), PnV = POm(n) coincides with the set of
all polynomials in m variables of total degree at most n, n ∈ N. It is easy to verify that if V1 ⊆ V2,
then BV1 ⊆ BV2 and PaV1 ⊆ PaV2 .
Throughout the paper C, C1, C2, . . . , C25 denote positive constants independent of essential pa-
rameters. Occasionally we indicate dependence on certain parameters. The same symbol C does
not necessarily denote the same constant in different occurrences, while Ck, 1 ≤ k ≤ 25, denotes
the same constant in different occurrences.
Markov-Bernstein-Nikolskii Type Inequalities. Let DN :=
∑
|α|=N bαD
α be a linear differ-
ential operator with constant coefficients bα ∈ C1, |α| = N, N ∈ Z1+. We assume that D0 is the
corresponding imbedding or identity operator.
Next, we define sharp constants in multivariate Markov-Bernstein-Nikolskii type inequalities for
algebraic and trigonometric polynomials and entire functions of exponential type. Let
Mp,DN ,n,m,V := n
−N−m/p sup
P∈POm(n)\{0}
|DN (P )(0)|
‖P‖Lp(V ∗)
, (1.2)
M˜p,DN ,a,m,V := a
−N−m/p sup
P∈PaV \{0}
|DN (P )(0)|
‖P‖Lp(Qm(1))
, (1.3)
Pp,DN ,a,m,V := a
−N−m/p sup
T∈TaV \{0}
‖DN (T )‖L∞(Qm(pi))
‖T‖Lp(Qm(pi))
,
Ep,DN ,m,V := sup
f∈(BV ∩Lp(Rm))\{0}
‖DN (f)‖L∞(Rm)
‖f‖Lp(Rm)
. (1.4)
Here, a > 0, N ∈ Z1+ , n ∈ N, V ⊂ Rm, and p ∈ (0,∞]. In a sense, Mp,DN ,n,m,V and M˜p,DN ,n,m,V ,
n ∈ N, are dual sharp constants since the domain of integration V ∗ in (1.2) is the polar of the poly-
nomial ”degree” V in (1.3), and the domain of integration Qm(1) = (Om(1))∗ in (1.3) is the polar of
the polynomial ”degree” Om(1) in (1.2). In particular, Mp,DN ,n,m,Om(1) = M˜p,DN ,n,m,Om(1), n ∈ N.
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We show in this paper that the equality can be asymptotically extended to any V , satisfying the
Π-condition.
Newton polyhedra and polynomial classes PaV associated with Newton polyhedra play an im-
portant role in algebra, geometry, and analysis (see, e.g., a survey [3, Sect. 3]). However, the only
sharp estimate for polynomials from PaV we know in multivariate approximation theory is a V.
A. Markov-type inequality for a ∈ N and V = Πm(σ), σj ∈ N, 1 ≤ j ≤ m, proved by Bernstein
[5, Theorem 1] (see (1.8) below). The purpose of this paper is to prove limit relations between
Ep,DN ,m,V and M˜p,DN ,a,m,V as a→∞ for V , satisfying the Π-condition.
The following limit relation for multivariate trigonometric polynomials
lim
a→∞
Pp,DN ,a,m,V = Ep,DN ,m,V , p ∈ (0,∞], (1.5)
was proved by the author [14, Theorem 1.3]. In the univariate case of V = [−1, 1], DN = dN/dxN ,
and a ∈ N, (1.5) was proved by the author and Tikhonov [18]. In earlier publications [21, 22], Levin
and Lubinsky established versions of (1.5) on the unit circle for N = 0. Certain extensions of the
Levin-Lubinsky’s results to the m-dimensional unit sphere in Rm+1 were recently proved by Dai,
Gorbachev, and Tikhonov [8].
The first sharp constant in the inequality for polynomial coefficients was found by V. A. Markov
[23] (see also [24, Eqs. (5.1.4.1)]) in the form (n ∈ N)
M∞,dN/dxN ,n,1,[−1,1] = M˜∞,dN/dxN ,n,1,[−1,1]
= µNn := n
−N


∣∣∣T (N)n−1(0)∣∣∣ , n−N is odd,∣∣∣T (N)n (0)∣∣∣ , n−N is even
= 1 + o(1) = (1 + o(1))E∞,dN /dxN ,1,[−1,1], (1.6)
as n → ∞, where Tn ∈ Pn is the Chebyshev polynomial of the first kind. For p = 2 Labelle [20]
proved the equalities (n ∈ N, N ≤ n)
M2,dN/dxN ,n,1,[−1,1] = M˜2,dN/dxN ,n,1,[−1,1]
=
(2N)!
2NN !
√
N + 1/2 n−(N+1/2)
(⌊(n −N)/2⌋ +N + 1/2
N + 1/2
)
=
1 + o(1)√
pi(2N + 1)
= (1 + o(1))E2,dN /dxN ,1,[−1,1], (1.7)
as n→∞.
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The following sharp constant in the multivariate inequality for polynomial coefficients was found
in [5, Theorem 1]:
M˜∞,Dα,a,m,Πm(σ) = a
−|α|
m∏
j=1
⌊aσj⌋αjµαj⌊aσj⌋ = (1 + o(1))
m∏
j=1
σ
αj
j = (1 + o(1))E∞,Dα,m,Πm(σ), (1.8)
as a→∞, where µαj⌊aσj⌋, is defined in (1.6) and σj > 0, 1 ≤ j ≤ m. Note that
M˜∞,Dα,a,m,Πm(σ) ≤
m∏
j=1
σ
αj
j , (1.9)
which follows from the left equality in (1.8) and the corresponding univariate version of (1.9) µNn ≤ 1
(see [31, Eq. 2.6(9)] with its proof in [16, Lemma 2.5]).
A crude estimate
|cβ| ≤

 m∏
j=1
βj !


−1
(A(V )a/M)|β|‖P‖L∞(Qm(M)), β ∈ aV ∩ Zm+ , (1.10)
for coefficients of a polynomial P (x) =
∑
β∈aV ∩Zm+
cβx
β from PaV follows immediately from (1.9)
if we choose a cube Qm(A), A = A(V ), such that V ⊆ Qm(A) and use (1.9) for Πm(σ) = Qm(A).
The author [16, Theorem 1.2] extended (1.6) and (1.7) to a general asymptotic relation for a
multivariate Lp-version of the V. A. Markov’s constant in the following form (n ∈ N, p ∈ (0,∞]):
lim
n→∞
Mp,DN ,n,m,V = Ep,DN ,m,V . (1.11)
For m = 1, DN = d
N/dxN , and V = [−1, 1] this equality was proved by the author in [13, Theorem
1.1]. A special case of (1.11) for an even N ∈ Z1+, p ∈ [1,∞], the unit ball V = Bm(1), and the
operator DN = ∆
N/2, where ∆ is the Laplace operator, was obtained by the author in [15, Corollary
4.4].
Note that relations (1.5) and (1.11) are valid for any centrally symmetric V (see [14, 16]). Note
also that certain properties of the sharp constants in univariate weighted spaces are discussed by
Arestov and Deikalova [2]. In addition, note that the Bernstein-Nikolskii sharp constants Ep,DN ,m,V
can be easily found only for p = 2 (see [14, Eq. (1.6)]).
Despite the fact that the constantsMp,DN ,n,m,V and M˜p,DN ,a,m,V form > 1 are defined differently
by (1.2) and (1.3), it turns out that they are asymptotically equal. In this paper we extend (1.6),
(1.7), and (1.8) to a general asymptotic relation for M˜p,DN ,a,m,V , which is similar to (1.11).
Main Results and Remarks. Recall that V is a closed convex body in Rm, satisfying the
Π-condition. In particular, V is centrally symmetric (with respect to the origin).
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Theorem 1.2. If N ∈ Z1+, V ⊂ Rm, and p ∈ (0,∞], then lima→∞ M˜p,DN ,a,m,V exists and
lim
a→∞
M˜p,DN ,a,m,V = Ep,DN ,m,V . (1.12)
In addition, there exists a nontrivial function f0 ∈ BV ∩ Lp(Rm) such that
lim
a→∞
M˜p,DN ,a,m,V = ‖DN (f0)‖L∞(Rm)/‖f0‖Lp(Rm). (1.13)
The following corollary is a direct consequence of relations (1.5), (1.11), and (1.12).
Corollary 1.3. If n ∈ N, N ∈ Z1+, V ⊂ Rm, and p ∈ (0,∞], then
lim
n→∞
Mp,DN ,n,m,V = lima→∞
M˜p,DN ,a,m,V = lima→∞
Pp,DN ,a,m,V = Ep,DN ,m,V .
Remark 1.4. Relations (1.12) and (1.13) show that the function f0 ∈ BV ∩ Lp(Rm) from Theorem
1.2 is an extremal function for Ep,DN ,m,V .
Remark 1.5. In definitions (1.3) and (1.4) of the sharp constants we discuss only complex-valued
functions P and f . We can define similarly the ”real” sharp constants if the suprema in (1.3)
and (1.4) are taken over all real-valued functions on Rm from PaV \ {0} and (BV ∩Lp(Rm)) \ {0},
respectively. It turns out that the ”complex” and ”real” sharp constants coincide. For m = 1 this
fact was proved in [13, Sect. 1] (cf. [18, Theorem 1.1] and [16, Remark 1.5]), and the case of m > 1
can be proved similarly.
Remark 1.6. Answering a referee’s question, we announced in [16, Remark 1.6] relation (1.12) for
V = Qm(M) and a ∈ N with a typo (a−N−m/p was missing).
Remark 1.7. Note that in [16, Remark 1.5] we discussed the behaviour of the sharp constant in the
classical inequality of different metrics with |DN (P )(0)| in (1.2) replaced by ‖P‖L∞(V ∗). Similar
results are valid if |DN (P )(0)| in (1.3) is replaced by ‖P‖L∞(Qm(1)).
The proof of Theorem 1.2 is presented in Section 3. It follows general ideas developed in [17,
Corollary 7.1]. Section 2 contains certain properties of functions from BV and PaV .
2. Properties of Entire Functions and Polynomials
In this section we discuss certain properties of entire functions of exponential type and polyno-
mials that are needed for the proof of Theorem 1.2. We start with three standard properties of
multivariate entire functions of exponential type.
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Lemma 2.1. (a) If f ∈ BV , then there exists M =M(V ) > 0 such that f ∈ BQm(M).
(b) The following crude Bernstein and Nikolskii type inequalities hold true:
‖Dα(f)‖L∞(Rm) ≤ C ‖f‖L∞(Rm) , f ∈ BV ∩ L∞(Rm), α ∈ Zm+ , (2.1)
‖f‖L∞(Rm) ≤ C ‖f‖Lp(Rm) , f ∈ BV ∩ Lp(Rm), p ∈ (0,∞), (2.2)
where C is independent of f .
(c) For any sequence {fn}∞n=1, fn ∈ BV ∩ L∞(Rm), n ∈ N, with supn∈N ‖fn‖L∞(Rm) = C, there
exist a subsequence {fnd}∞d=1 and a function f0 ∈ BV ∩ L∞(Rm) such that for every α ∈ Zm+ ,
lim
d→∞
Dαfnd = D
αf0 (2.3)
uniformly on any compact set in Cm.
Proof. Statement (a) follows from the obvious inclusion V ⊆ Qm(M) for a certain M =M(V ) > 0
(cf. [16, Lemma 2.1 (a)]). Inequality (2.1) for V = Qm(M), M > 0, is well known (see, e.g., [27, Eq.
3.2.2(8)]), while for any V , (2.1) follows from statement (a) (cf. [16, Lemma 2.1(c)]). Inequality
(2.2) was established in [26, Theorem 5.7]. Statement (c) was proved in [14, Lemma 2.3]. 
Given a ≥ 0, γ > 0, and a univariate continuous function f ∈ L∞(R1), let
E(f,Pa, L∞([−γ, γ])) := inf
R∈Pa
‖f −R‖L∞([−γ,γ]) = ‖f −Ra‖L∞([−γ,γ]) (2.4)
be the error of best approximation of f by polynomials from Pa in the norm of L∞([−γ, γ]). Here,
Ra(·) = Ra(f, γ, ·) ∈ Pa is the polynomial of best uniform approximation to f . Some elementary
properties of Ra are discussed in the next lemma.
Lemma 2.2. (a) The following inequality holds true:
‖Ra‖L∞([−γ,γ]) ≤ 2‖f‖L∞(R1). (2.5)
(b) If fµ(v) := f(µv), µ 6= 0, then Ra(fµ, γ/|µ|, v) = Ra(f, γ, µv), v ∈ [−γ/|µ|, γ/|µ|].
(c) For aj ≥ 0, γj > 0, and t ∈ Rd with tj 6= 0, 1 ≤ j ≤ d, the following inequality holds true:
max
|xj |≤γj/|tj |,1≤j≤d
∣∣∣∣∣∣
d∏
j=1
f(tjxj)−
d∏
j=1
Raj (f, γj, tjxj)
∣∣∣∣∣∣
≤ ‖f‖d−1
L∞(R1)
d∑
j=1
2j−1E(f(tj ·),Paj , L∞([−γj/|tj |, γj/|tj |])). (2.6)
Proof. Statement (a) follows from the inequalities
‖Ra‖L∞([−γ,γ]) ≤ ‖f‖L∞([−γ,γ]) + E(f,Pa, L∞([−γ, γ])) ≤ 2‖f‖L∞([−γ,γ]),
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while statement (b) is an immediate consequence of the Chebyshev alternance theorem.
To prove statement (c), we note that for |xj | ≤ γj/|tj |, 1 ≤ j ≤ d, the following relations hold
true by (2.5): ∣∣∣∣∣∣
d∏
j=1
f(tjxj)−
d∏
j=1
Raj (f, γj, tjxj)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
d∑
j=1
[
f(tjxj)−Raj (f, γj, tjxj)
] d∏
k=j+1
f(tkxk)
j−1∏
k=1
Rak(f, γk, tkxk)
∣∣∣∣∣∣ (2.7)
≤ ‖f‖d−1
L∞(R1)
d∑
j=1
2j−1
∥∥f(tj·)−Raj (f, γj , tj·)∥∥L∞([−γj/|tj |,γj/|tj |]) , (2.8)
where
∏q
k=l := 1 for q < l. Note that the proof of identity (2.7) is simple and left as an exercise to
the reader. Then (2.6) follows from (2.8) since Raj (f, γj, tjxj) = Raj (ftj , γj/|tj |, xj) by statement
(b) for a = aj, µ = tj 6= 0, and v = xj, 1 ≤ j ≤ d. 
Remark 2.3. Concerning Lemma 2.2 (b), we note that for every fixed v ∈ R1 the polynomial
 Ra(f, γ, µv), µ 6= 0,f(0), µ = 0, is obviously a continuous function of µ ∈ R1 \ {0}, but it can be discon-
tinuous at µ = 0 since Ra(f, γ, 0) is not necessarily equal to f(0).
In the next four lemmas we discuss estimates of the error of polynomial approximation for
functions from BV .
Lemma 2.4. Let g ∈ Bλ ∩ L∞(R1) be a univariate entire function of exponential type at most
λ > 0. Given a ≥ 1 and τ ∈ (0, 1), the following inequality holds true:
E(g,Pa, L∞([−aτ/λ, aτ/λ])) ≤ C1(τ) exp[−C2(τ) a] ‖g‖L∞(R1), (2.9)
where
C1(τ) := 2
(
1 + 1/
√
1− τ2
)
, C2(τ) := log
(
1 +
√
1− τ2
)
− log τ −
√
1− τ2 > 0. (2.10)
Proof. It is known (see, e.g., [31, Sect 5.4.4]) that for any g ∈ Bλ ∩ L∞(R1), a ≥ 1, τ ∈ (0, 1), and
δ > 0,
E(g,Pa, L∞([−aτ/λ, aτ/λ])) ≤ 2 exp[aτδ]
δ
(
δ +
√
1 + δ2
)⌊a⌋ ‖g‖L∞(R1).
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Therefore,
E(g,Pa, L∞([−aτ/λ, aτ/λ]))
≤
2
(
δ +
√
1 + δ2
)
δ
exp
[(
τδ − log
(
δ +
√
1 + δ2
))
a
]
‖g‖L∞(R1). (2.11)
Setting δ =
√
1− τ2/τ in (2.11), we arrive at (2.9) and (2.10). 
In case of a ∈ N, versions of Lemma 2.4 were proved by the author [10, Lemma 4.1] and Bernstein
[4, Theorem VI] (see also [31, Sect. 5.4.4] and [1, Appendix, Sect. 83]). More general and more
precise inequalities were obtained in [10] and [11].
Lemma 2.5. For given a ≥ 1 and τ ∈ (0, 1) and for every t ∈ V , there exists a polynomial
Pt(x) = Pt,a,V (x) =
∑
β∈aV ∩Zm+
cβ(t)x
β from PaV such that cβ ∈ L∞(V ), β ∈ aV ∩ Zm+ , and the
following inequality holds true:
ess sup
t∈V
max
x∈Qm(aτ)
| exp[i(t · x)]− Pt(x)| ≤ C3(τ,m) exp[−C4(τ, V ) a], t ∈ V. (2.12)
Proof. We prove the lemma in three steps.
Step 1. We first obtain the univariate inequality (λ 6= 0)
E (exp[iλ·],Pa, L∞([−aτ/|λ|, aτ/|λ|])) ≤ C1(τ) exp[−C2(τ) a] (2.13)
by using Lemma 2.4 for g(·) = exp[iλ·] ∈ Bλ ∩ L∞(R1).
Step 2. Next, we prove (2.12) for a parallelepiped V = Πm(u), where u ∈ Rm, uj 6= 0, 1 ≤ j ≤ m,
and t ∈ Πm(u), in the following form:
max
x∈Qm(aτ)
| exp[i(t · x)]− Pt,a,Πm(u)(x)| ≤ C3(τ,m) exp [−C4 (τ,Πm(u)) a] . (2.14)
Here,
C3(τ,m) = m2
m−1C1(τ), C4 (τ,Π
m(u)) = min
1≤j≤m
|uj |C2(τ), (2.15)
and the constants C1 and C2 in (2.13) and (2.15) are defined by (2.10). To prove (2.14) for any
t ∈ Πm(u), we define a polynomial
Pt(x) = Pt,a,Πm(u)(x) :=


∏
tj 6=0,1≤j≤m
Ra|uj | (exp[i·], aτ |uj |, tjxj) , t 6= 0,
1, t = 0,
. (2.16)
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from the class PaΠm(u) = PΠm(au). We recall that Ra = Ra(f, γ, ·) is defined by (2.4). Since
|tj | ≤ |uj |, 1 ≤ j ≤ m, we obtain from (2.16), (2.6), and (2.13)
max
x∈Qm(aτ)
| exp[i(t · x)]− Pt(x)|
≤ max
tj 6=0, |xj |≤aτ |uj |/|tj |, 1≤j≤m
| exp[i(t · x)]− Pt(x)|
≤ 2m−1
∑
tj 6=0,1≤j≤m
E(exp[itj ·],Pa|uj |, L∞ ([−aτ |uj |/|tj |, aτ |uj |/|tj |])
≤ m2m−1C1(τ) exp
[
− min
1≤j≤m
|uj |C2(τ) a
]
.
This proves (2.14) and (2.15).
Note that by formula (2.16), all coefficients of the polynomial Pt are continuous in t ∈ Rm \⋃m
j=1Hj, where Hj is the jth (m − 1)-dimensional coordinate hyperplane in Rm, 1 ≤ j ≤ m. We
also note that the coefficients can be discontinuous on H :=
⋃m
j=1Hj (see Remark 2.3). However,
cβ ∈ L∞(Rm), β ∈ Πm(au)∩Zm+ . Indeed, using relations (2.16) and (2.5), we obtain the inequality
max
x∈Qm(aτ)
|Pt(x)| ≤ 2m (2.17)
for every t ∈ Rm. Therefore, for coefficients of Pt we have the estimate supt∈Rm |cβ(t)| < ∞, β ∈
Πm(au) ∩ Zm+ , by (1.10) and (2.17). Then cβ ∈ L∞(Rm), β ∈ Πm(au) ∩ Zm+ , since |H|m = 0.
Step 3. Finally, let V be a convex body, satisfying the Π-condition.
Step 3a). First of all, given δ ∈ (1,∞), we construct a finite family of parallelepipeds {Πm (u(k))}K
k=1
such that
V ⊆
K⋃
k=1
Πm
(
u(k)
)
⊆ δV, min
1≤j≤m,1≤k≤K
∣∣∣u(k)j ∣∣∣ ≥ C5(δ, V ), (2.18)
where K = K(δ,m, V ).
To construct the family, we first consider the following parallelepipeds
Πl := {x ∈ Rm : |xl| ≤ C6(δ, V ), |xj | ≤ C7(δ, V ), j 6= l} ,
where C6(δ, V ) := min1≤l≤m
√
(1 + δ)/2 |OXl ∩ V |1 (OXl is the lth coordinate axis, 1 ≤ l ≤ m),
and C7(δ, V ) is chosen such that
Πl ⊆
√
δ V, 1 ≤ l ≤ m, inf
u∈V \
⋃m
l=1Πl
min
1≤j≤m
|uj | ≥ C7(δ, V ). (2.19)
Since
√
(1 + δ)/2 <
√
δ, there is a small enough C7(δ, V ) < C6(δ, V ) such that (2.19) holds true.
Next, let u ∈ V \⋃ml=1Πl. Then |uj | > 0, 1 ≤ j ≤ m, by the second relation of (2.19), and u is an
interior point of Πm(δu). In addition, since V satisfies the Π-condition, we see that Πm(δu) ⊆ δV .
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Furthermore, setting
Πu :=


√
δΠl, u ∈ Πl ∩ V, 1 ≤ l ≤ m,
Πm(δu), u ∈ V \⋃ml=1Πl (2.20)
for every u ∈ V , we see by the construction of Πu and by relations (2.19) and (2.20) that
V ⊆
⋃
u∈V
Πu ⊆ δV, min
u∈Πm(u)
min
1≤j≤m
|uj | ≥
√
δC7(δ, V ). (2.21)
To construct the family
{
Πm
(
u(k)
)}K
k=1
with K = K(δ,m, V ), we need the following special case
of Morse’s theorem [25] (see also [19, Remark 1.4]):
Lemma 2.6. Let for every u ∈ V there exist a parallelepiped Πu, satisfying the condition: there
exists a fixed constant C ≥ 1 independent of u, and there exist two balls u + Bm(r(u)) and u +
B
m(Cr(u)) centered at u of radiuses r(u) and Cr(u), respectively, such that u+Bm(r(u)) ⊆ Πu ⊆
u+Bm(Cr(u)). Then a family {Πu}u∈V contains a subfamily pi :=
{
Πu(d)
}∞
d=1
with the following
properties:
(a) V ⊆ ⋃∞d=1Πu(d);
(b) there exist subfamilies pik, 1 ≤ k ≤ K1(m,C), of mutually disjoint parallelepipeds such that
pi = ∪K1k=1pik.
Then the family {Πu}u∈V defined by (2.20) satisfies the condition of Lemma 2.6. Indeed, by the
construction of Πu, the condition of Lemma 2.6 is satisfied for
r(u) = C8(δ, V ) :=
(√
δ − 1
)
C7, u ∈ V ; C = δD(V )/C8,
where D(V ) is the diameter of V . In addition, note that any two parallelepipeds defined by
(2.20) have nonempty intersection. Hence subfamilies pik, 1 ≤ k ≤ K1(m,C), from property (b)
of Lemma 2.6 contain no more than one parallelepiped. Therefore, by Lemma 2.6, there exists a
finite subfamily of parallelepipeds
{
Πu(d)
}K1
d=1
=
{
Πm
(
u(k)
)}K
k=1
with K(δ,m, V ) := K1(m,C) and
u(k) ∈ δV, 1 ≤ k ≤ K, such that (2.18) holds true for C5 =
√
δC7 by (2.21).
Step 3b). Furthermore, given τ ∈ (0, 1), let us set δ = 1/τ , and let {Πm (u(k))}K
k=1
be a finite
family of parallelepipeds, where K = K(δ,m, V ) and u(k) ∈ δV, 1 ≤ k ≤ K, such that (2.18) holds
true. Let us define Pt(x) = Pt,a,V (x), x ∈ Qm(aτ), t ∈ V , by the formula
Pt,a,V (x) := Pt,a/δ,Πm(u(k))(x), t ∈ V ∩
(
Πm
(
u(k)
)
\
k−1⋃
l=1
Πm
(
u(l)
))
, 1 ≤ k ≤ K. (2.22)
Recall that the polynomial Pt,a/δ,Πm(u(k))(x) is defined by (2.16), and its coefficients belong to
L∞(Π
m(u(k))), 1 ≤ k ≤ K. Since V ⊆ ⋃Kk=1Πm (u(k)) by (2.18), we see from (2.22) that the
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coefficients of Pt,a,V belong to L∞(V ). Next, since
⋃K
k=1Π
m
(
u(k)
) ⊆ δV by (2.18), Pt,a,V ∈
P(a/δ)(δV ) = PaV for each fixed t ∈ V .
Furthermore, we obtain from (2.22), (2.14), (2.15), and (2.18)
ess sup
t∈V
max
x∈Qm(aτ)
| exp[i(t · x)]− Pt,a,V (x)|
≤ max
1≤k≤K
ess sup
t∈Πm(u(k))
max
x∈Qm(aτ)
∣∣∣exp[i(t · x)]− Pt,aτ,Πm(u(k))(x)
∣∣∣
≤ C3(τ,m) exp
[
− min
1≤k≤K
min
1≤j≤m
|u(k)j |C2(τ)τ a
]
≤ C3(τ,m) exp [−C5(1/τ, V )C2(τ)τ a]
= C3(τ,m) exp [−C4(τ, V ) a] .
This completes the proof of Lemma 2.5. 
Lemma 2.7. For any f ∈ BV ∩ L∞(Rm), τ ∈ (0, 1), and a ≥ 1, there is a polynomial Pa ∈ PaV
such that for α ∈ Zm+ and r ∈ (0,∞],
lim
a→∞
‖Dα(f)−Dα(Pa)‖Lr(Qm(aτ)) = 0. (2.23)
Proof. We prove the lemma in three steps.
Step 1. We first assume that f ∈ BV ∩L2(Rm). By the Paley-Wiener type theorem [30, Theorem
4.9], there exists ϕ ∈ L2(V ) such that f(x) = (2pi)−m/2
∫
V ϕ(t) exp[i(t · x)] dt, x ∈ Rm.
Let Pt(x) be a polynomial from Lemma 2.5. Then for a ≥ 1 the integral (x ∈ Rm)
P ∗a (x) = P
∗
a (f, V, x) := (2pi)
−m/2
∫
V
ϕ(t)Pt(x) dt = (2pi)
−m/2
∑
β∈aV ∩Zm+
∫
V
ϕ(t)cβ(t) dt x
β
exists since cβ ∈ L∞(V ), β ∈ aV ∩ Zm+ . Therefore, P ∗a ∈ PaV . Next, it follows from (2.12) that
given τ ∈ (0, 1),
‖f − P ∗a ‖L∞(Qm(aτ)) ≤ (2pi)−m/2
∫
V
|ϕ(t)| dt ess sup
t∈V
max
x∈Qm(aτ)
| exp[i(t · x)]− Pt(x)|
≤ |V |1/2m C3(τ,m) exp[−C4(τ, V ) a] ‖f‖L2(Rm) , (2.24)
where C3 and C4 are the constants from Lemma 2.5.
Step 2. Next, let f ∈ BV ∩ L∞(Rm). Then given τ ∈ (0, 1) and ε ∈ (0, (1 − τ)/(2τC9)], where
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C9(m,V ) := (m+ 1) supz∈Cm |z|/‖z‖∗V , the function
f1(z) := f(z)


sin
[
ε
(∑m
j=1 z
2
j
)1/2]
ε
(∑m
j=1 z
2
j
)1/2


m+1
belongs to B(1+εC9)V ∩ L2(Rm) and ‖f1‖L2(Rm) ≤ C10(m) ε−m/2 ‖f‖L∞(Rm). Replacing now a with
a/(1 + εC9) and τ with τ(1 + εC9) ≤ (1 + τ)/2 in (2.24), we see from (2.24) that there exists a
polynomial Pa(f, V, ·) := P ∗a/(1+εC9)(f1, (1 + εC9)V, ·) ∈ PaV such that
‖f1 − Pa‖L∞(Qm(aτ)) ≤ ‖f1 − Pa‖L∞(Qm((a/(1+εC9))(1+τ)/2)
≤ C11(τ,m, V )ε−m/2 exp[−C4((1 + τ)/2, V ) 2aτ/(1 + τ)] ‖f‖L∞(Rm)
= C11(τ,m, V )ε
−m/2 exp[−C12(τ, V ) a] ‖f‖L∞(Rm) . (2.25)
Furthermore, using an elementary inequality v − sin v ≤ v3/6, v ≥ 0, we have
‖f − f1‖L∞(Qm(aτ)) ≤ (m+ 1) maxx∈Qm(aτ)
∣∣∣∣1− sin(ε|x|)ε|x|
∣∣∣∣ ‖f‖L∞(Rm)
≤ (1/6)(m + 1)mε2 a2 ‖f‖L∞(Rm) . (2.26)
Combining (2.25) and (2.26), we obtain
‖f − Pa‖L∞(Qm(aτ)) ≤ C13(τ,m, V ))
(
ε2 a2 + ε−m/2 exp[−C12(τ, V ) a]
)
‖f‖L∞(Rm) . (2.27)
Finally minimizing the right-hand side of (2.27) over all ε ∈ (0, (1 − τ)/(2τC9)], we arrive at the
following inequality:
‖f − Pa‖L∞(Qm(aτ)) ≤ C14(τ,m, V ))a
2m
m+4 exp[−C15(τ,m, V ) a] ‖f‖L∞(Rm) , (2.28)
where C15 = 4C12/(m+ 4).
Step 3. First of all, for Pb ∈ PbV , b ≥ 1, M > 0, and α ∈ Zm+ , we need the following crude
Markov-type inequality:
‖Dα(Pb)‖L∞(Qm(M)) ≤ C16(m,V, |α|)(b2/M)|α|‖Pb‖L∞(Qm(M)). (2.29)
To prove (2.29), we note that there exists a constant C17(V ) such that Pb is a polynomial of total
degree at most n = ⌊C17b⌋ ∈ N (that is, Pb ∈ POm(n)). Then inequality (2.29) easily follows from
a multivariate A. A. Markov-type inequality proved by Wilhelmsen [32, Theorem 3.1].
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Next, let {Pa+k}∞k=0 be the sequence of polynomials, satisfying inequality (2.28) with a replaced
by a+ k, k = 0, 1, . . .. Then using (2.28) and (2.29) for M = aτ , we obtain
‖Dα(f)−Dα(Pa)‖Lr(Qm(aτ))
≤ (2aτ)m/r ‖Dα(f)−Dα(Pa)‖L∞(Qm(aτ))
≤ (2aτ)m/r
∞∑
k=0
‖Dα(Pa+k − Pa+k+1)‖L∞(Qm(aτ))
≤ 2m/rC16(aτ)m/r−|α|
∞∑
k=0
(a+ k + 1)2|α| ‖Pa+k − Pa+k+1‖L∞(Qm(aτ))
≤ 2m/rC16(aτ)m/r−|α|
×
∞∑
k=0
(a+ k + 1)2|α|
(
‖f − Pa+k‖L∞(Qm((a+k)τ)) + ‖f − Pa+k+1‖L∞(Qm((a+k+1)τ))
)
≤ 2m/r+1C14C16(aτ)m/r−|α| exp[−C15 a]
∞∑
k=0
(a+ k + 1)2|α|+2m/(m+4) exp[−C15 k] ‖f‖L∞(Rm)
≤ C18(τ,m, V, |α|, r)am/r+|α|+2 exp[−C15 a] ‖f‖L∞(Rm).
Thus (2.23) is established, and the proof of the lemma is complete. 
A certain polynomial estimate is discussed in the following lemma.
Lemma 2.8. Given a ≥ 1, M > 0, p ∈ (0,∞), τ ∈ (0, 1), and P ∈ PaV , the following inequality
holds true:
‖P‖L∞(Qm(τM)) ≤ C19(τ,m, V, p)(a/M)m/p‖P‖Lp(Qm(M)). (2.30)
Proof. Inequality (2.30) for V = Qm(1) and a ∈ N follows from a more general inequality proved in
[16, Lemma 2.7 (b)]. To prove (2.30) for any V , we note that there exists a constant C20(V ) such
that P is a polynomial of degree at most n = ⌊C20a⌋ ∈ N in each variable (that is, P ∈ PQm(n)).
Then (2.30) follows from [16, Lemma 2.7 (b)]. 
In the next lemma we discuss special properties of polynomials from PaV .
Lemma 2.9. Given a ≥ 1, b ≥ 1, and P (x) =∑β∈aV ∩Zm+ cβxβ ∈ PaV , let
Ra,b(t) := P (b sin(t1/b), . . . , b sin(t1/b)), t ∈ Rm,
be a trigonometric polynomial. Then the following statements are valid.
(a) Ra,b ∈ B(a/b)V .
(b) For α ∈ Zm+ the following estimate holds true:
|Dα(Ra,b)(0) −Dα(P )(0)| ≤ C21(m,α) max
0≤sj≤αj ,1≤j≤m,s 6=α
|Ds(P )(0)| /b. (2.31)
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Proof. (a) We see that
Ra,b(bt) =
∑
β∈aV ∩Zm+
b|β|cβ
m∏
j=1
sinβj tj =
∑
β∈aV ∩Zm+
b|β|cβ
∑
θ∈Zm,0≤|θj |≤βj ,1≤j≤m
dθ,β exp[i(θ · t)].
Then Ra,b(b·) ∈ TaV , since V satisfies the Π-condition, and therefore, Ra,b(·) ∈ B(a/b)V .
(b) To prove this statement, we need the identity
Dα(Ra,b)(0) =
α1∑
s1=1
. . .
αm∑
sm=1
b|s|−|α|Ds(P )(0)
m∏
j=1
c(sj , αj), (2.32)
where
c(l, k) :=
∑ k!1p1(−1)p3 . . .
p1!(1!)p1p3!(3!)p3 . . .
, (2.33)
and the sum in (2.33) is taken over all nonnegative integers p1, p3, . . ., such that 1p1+3p3+ . . . = k
and p1 + p3 + . . . = l, 0 ≤ l ≤ k.
Identity (2.32) for m = 1 follows from Faa` di Bruno’s formula for derivatives of the composite
function ψ(b sin(·/b)) (see for example [29] or [7]). For m > 1, (2.32) can be proved by induction
in m.
Since c(k, k) = 1, k ∈ N, by (2.33), estimate (2.31) follows immediately from (2.32). 
3. Proof of Theorem 1.2
Throughout the section we use the notation p˜ = min{1, p}, p ∈ (0,∞], introduced in Section 1.
Proof of Theorem 1.2. We first prove the inequality
Ep,DN ,m,V ≤ lim infa→∞ M˜p,DN ,a,m,V , p ∈ (0,∞]. (3.1)
Let f be any function from BV ∩ Lp(Rm), p ∈ (0,∞]. Then f ∈ BQm(M), M = M(V ) > 0, by
Lemma 2.1 (a); hence DN (f) ∈ BQm(M) by [27, Sect. 3.1] (see also [14, Lemma 2.1 (d)]). In
addition, f ∈ L∞(Rm) by Nikolskii’s inequality (2.2) and DN (f) ∈ Lp(Rm) by Bernstein’s and
Nikolskii’s inequalities (2.1) and (2.2) and by the ”triangle” inequality (1.1). Therefore,
lim
|x|→∞
DN (f)(x) = 0, p ∈ (0,∞). (3.2)
Indeed, since DN (f) ∈ BQm(M) ∩ Lp(Rm), (3.2) is known for p ∈ [1,∞) (see, e.g., [27, Theorem
3.2.5]), and for p ∈ (0, 1) it follows from (2.2), since if DN (f) ∈ Lp(Rm), p ∈ (0, 1), then DN (f) ∈
L1(R
m).
Let us first prove (3.1) for p ∈ (0,∞). Then by (3.2), there exists x0 ∈ Rm such that
‖DN (f)‖L∞(Rm) = |DN (f)(x0)|. Without loss of generality we can assume that x0 = 0. Let
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τ ∈ (0, 1) be a fixed number. Then using polynomials Pa ∈ PaV , a ≥ 1, from Lemma 2.7, we obtain
for r =∞ by (2.23) and (1.3),
‖DN (f)‖L∞(Rm) = |DN (f)(0)|
≤ lim
a→∞
|DN (f)(0)−DN (Pa)(0)| + lim inf
a→∞
|DN (Pa)(0)|
= lim inf
a→∞
|DN (Pa)(0)| ≤ τ−(N+m/p) lim inf
a→∞
(
M˜p,DN ,a,m,V ‖Pa‖Lp(Qm(aτ))
)
. (3.3)
Using again Lemma 2.7 (for α = 0 and r = p), we have from (1.1)
lim sup
a→∞
‖Pa‖Lp(Qm(aτ)) ≤ lima→∞
(
‖f − Pa‖p˜Lp(Qm(aτ)) + ‖f‖
p˜
Lp(Qm(aτ))
)1/p˜
= ‖f‖Lp(Rm). (3.4)
Combining (3.3) with (3.4), and letting τ → 1−, we arrive at (3.1) for p ∈ (0,∞).
In the case p = ∞, for any ε > 0 there exists x0 ∈ Rm such that ‖DN (f)‖L∞(Rm) < (1 +
ε) |DN (f)(x0)|. Without loss of generality we can assume that x0 = 0. Then similarly to (3.3) and
(3.4) we can obtain the inequality
‖DN (f)‖L∞(Rm) < (1 + ε)τ−N lim infa→∞ M˜∞,DN ,a,m,V ‖f‖L∞(Rm). (3.5)
Finally letting τ → 1− and ε→ 0+ in (3.5), we arrive at (3.1) for p =∞. This completes the proof
of (3.1).
Furthermore, we will prove the inequality
lim sup
a→∞
M˜p,DN ,a,m,V ≤ Ep,DN ,m,V , p ∈ (0,∞], (3.6)
by constructing a nontrivial function f0 ∈ BV ∩ Lp(Rm), such that
lim sup
a→∞
M˜p,DN ,a,m,V ≤ ‖DN (f0)‖L∞(Rm)/‖f0‖Lp(Rm) ≤ Ep,DN ,m,V . (3.7)
Then inequalities (3.1) and (3.6) imply (1.12). In addition, f0 is an extremal function in (1.12),
that is, (1.13) is valid.
It remains to construct a nontrivial function f0, satisfying (3.7). We first note that
inf
a≥1
M˜p,DN ,a,m,V ≥ C22(p,N,DN ,m, V ). (3.8)
This inequality follows immediately from (3.1). Let Ua ∈ PaV be a polynomial, satisfying the
equality
M˜p,DN ,a,m,V = a
−N−m/p |DN (Ua)(0)| /‖Ua‖Lp(Qm(a)), a ≥ 1. (3.9)
The existence of an extremal polynomial Ua in (3.9) can be proved by the standard compactness
argument (see, e.g., [18, Proof of Theorem 1.5] and [14, Proof of Theorem 1.3]). Next, setting
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Pa(x) := Ua(x/a), we have from (3.9) that
M˜p,DN ,a,m,V = |DN (Pa)(0)| /‖Pa‖Lp(Qm(a)) = 1/‖Pa‖Lp(Qm(a)), (3.10)
since we can assume that
|DN (Pa)(0)| = 1. (3.11)
Then it follows from (3.10), (3.11), and (3.8) that
‖Pa‖Lp(Qm(a)) = 1/M˜p,DN ,a,m,V ≤ 1/C22(p,N,DN ,m, V ).
Hence using Lemma 2.8 for M = a and τ ∈ (0, 1), we obtain the estimate
sup
a≥1
‖Pa‖L∞(Qm(aτ)) ≤ C19/C22 = C23(τ, p,N,DN ,m, V ). (3.12)
In addition, combining estimates (1.10) for M = aτ and (3.12), we have for any s ∈ Zm+ ,
|Ds(Pa)(0)| ≤ (A(V )/τ)|s|C23 = C24(τ, p,N,DN ,m, V, s). (3.13)
Furthermore, we define a trigonometric polynomial
Ra,aτ (t) := Pa(aτ sin(t1/(aτ)), . . . , aτ sin(tm/(aτ))), t ∈ Rm.
Then Ra,aτ satisfies the following properties:
(P1) Ra,aτ ∈ B(1/τ)V .
(P2) The following relations hold true:
sup
a≥1
‖Ra,aτ‖L∞(Qm(aτpi/2) = sup
a≥1
‖Ra,aτ‖L∞(Rm) ≤ C23. (3.14)
(P3) For α ∈ Zm+ and aτ ≥ 1,
|Dα(Ra,aτ )(0)−Dα(Pa)(0)| ≤ C21 max
0≤sj≤αj ,1≤j≤m,s 6=α
C24(τ, p,N,DN ,m, V, s)/(aτ)
= C25(τ, p,N,DN ,m, V, α)/a. (3.15)
(P4) For a ≥ 1, p ∈ (0,∞], and M ∈ (0, aτ/√m],
‖Pa‖Lp(Qm(a) ≥
(
1−mM2(aτ)−2)1/p ‖Ra,aτ‖Lp(Qm(M)). (3.16)
Indeed, property (P1) follows from Lemma 2.9 (a), while (P2) is an immediate consequence of
(3.12). Next, property (P3) follows from Lemma 2.9 (b) and relations (3.13). To prove (P4), we
note first that for p = ∞ inequality (3.16) is trivial. Next, setting f(·) = cos(·) and replacing
Raj , 1 ≤ j ≤ m, with 1 in identity (2.7), we obtain
1−
m∏
j=1
cos(tjxj) =
∣∣∣∣∣∣
m∑
j=1
(1− cos(tjxj))
m∏
k=j+1
cos(tkxk)
∣∣∣∣∣∣ ≤ (1/2)
m∑
j=1
(tjxj)
2. (3.17)
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Furthermore, for a ≥ 1, p ∈ (0,∞), and M ∈ (0, aτ/√m],
‖Pa‖pLp(Qm(a)) ≥ ‖Pa‖
p
Lp(Qm(aτ))
=
∫
Qm(aτpi/2)
|Ra,aτ (t)|p
m∏
j=1
cos(tj/(aτ)) dt
≥ ‖Ra,aτ‖pLp(Qm(M)) −
∫
Qm(M)
|Ra,aτ (t)|p

1− m∏
j=1
cos(tj/(aτ))

 dt. (3.18)
Finally using estimate (3.17) for xj = 1/(aτ), 1 ≤ j ≤ m, we obtain (3.16) from (3.18).
Let {an}∞n=1 be an increasing sequence of numbers such that infn∈N an ≥ 1, limn→∞ an = ∞,
and
lim sup
a→∞
M˜p,DN ,a,m,V = limn→∞
M˜p,DN ,an,m,V . (3.19)
Property (P1) and relation (3.14) of property (P2) show that the sequence of trigonometric
polynomials {Ran,anτ}∞n=1 = {fn}∞n=1 satisfies the conditions of Lemma 2.1 (c) with BV replaced
by B(1/τ)V . Therefore, there exist a subsequence {Rand ,andτ}∞d=1 and a function f0,τ ∈ B(1/τ)V such
that
lim
d→∞
Rand ,andτ = f0,τ , limd→∞
DN
(
Rand ,andτ
)
= DN (f0,τ ), (3.20)
uniformly on any cube Qm(M), M > 0.
Moreover, by (3.11), (3.15), and (3.20),
|DN (f0,τ )(0)| = lim
d→∞
∣∣∣DN (Rand ,andτ
)
(0)
∣∣∣ = lim
d→∞
∣∣∣DN (Pand
)
(0)
∣∣∣ = 1. (3.21)
In addition, using (1.1), (3.20), (3.16), (3.10), and (3.19), we obtain for any cube Qm(M), M > 0,
‖f0,τ‖Lp(Qm(M)) ≤ lim
d→∞
(∥∥∥f0,τ −Rand ,andτ
∥∥∥p˜
Lp(Qm(M))
+
∥∥∥Rand ,andτ
∥∥∥p˜
Lp(Qm(M))
)1/p˜
= lim
d→∞
∥∥∥Rand ,andτ
∥∥∥
Lp(Qm(M))
≤ lim
d→∞
∥∥∥Pand
∥∥∥
Lp(Qm(and))
= 1/ lim
d→∞
M˜p,DN ,and ,m,V . (3.22)
Next using (3.22) and (3.8), we see that
‖f0,τ‖Lp(Rm) ≤ 1/C22(p,N,DN ,m, V ). (3.23)
Therefore, f0,τ is a nontrivial function from B(1/τ)V ∩ Lp(Rm), by (3.23) and (3.21). Thus for any
cube Qm(M), M > 0, we obtain from (3.19), (3.10), (3.16), (3.20), and (3.21)
lim sup
a→∞
M˜p,DN ,a,m,V = lim
d→∞
(∥∥∥Pand
∥∥∥
Lp(Qm(and))
)−1
≤ lim
d→∞
(∥∥∥Rand ,andτ‖
∥∥∥
Lp(Qm(M))
)−1
= |DN (f0,τ )(0)| /‖f0,τ‖Lp(Qm(M)). (3.24)
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It follows from (3.24) that
lim sup
a→∞
M˜p,DN ,a,m,V ≤ Ep,DN ,m,(1/τ)V = τ−N−m/pEp,DN ,m,V . (3.25)
Then letting τ → 1− in (3.25), we arrive at (3.6). However, we need to prove stronger relations
(3.7).
To construct f0, note first that f0,τ (τ ·) ∈ BV and by (3.23) and (2.2),
sup
τ∈(1/2,1)
‖f0,τ‖L∞(Rm) = sup
τ∈(1/2,1)
‖f0,τ (τ ·)‖L∞(Rm) ≤ C sup
τ∈(1/2,1)
τ−m/p‖f0,τ‖Lp(Rm) <∞.
Therefore, by Lemma 2.1 (c) applied to a sequence {f0,τn}∞n=1, where τn ∈ (1/2, 1), n ∈ N, and
limn→∞ τn = 1, there exist a subsequence {f0,τnd}∞d=1 and a function f0 ∈ BV ∩ L∞(Rm) =⋂∞
d=1
(
B(1/τnd )V ∩ L∞(Rm)
)
such that for every α ∈ Zm+ , limd→∞Dαf0,τnd = Dαf0 uniformly
on any compact set in Cm.
Note that by (3.21) and (3.23), f0 is a nontrivial function from BV ∩Lp(Rm). Then using (3.24),
we obtain
lim sup
a→∞
M˜p,DN ,a,m,V ≤ lim
M→∞
lim
n→∞
|DN (f0,τn)(0)| / ‖f0,τn‖Lp(Qm(M))
= |DN (f0)(0)| / ‖f0‖Lp(Rm)
≤ ‖DN (f0)‖L∞(Rm) /‖f0‖Lp(Rm)
≤ Ep,DN ,m,V .
Thus (3.7) holds true, and this completes the proof of the theorem. 
Remark 3.1. The proof of (3.1) is all but identical to the proof of the inequality Ep,DN ,m,V ≤
lim infn→∞Mp,DN ,n,m,V from [16] though these proofs are based on different lemmas. However,
the proof of (3.6) is different compared with the proof of the inequality lim supn→∞Mp,DN ,n,m,V ≤
Ep,DN ,m,V from [16]. The latter proof is based on V. A. Markov-type inequalities for polynomials
from POm(n). We do not know if there are analogues of these inequalities for polynomials from
PaV but the case of V = Πm(σ), see (1.8). That is why, (3.6) is reduced to certain relations for
trigonometric polynomials (cf. [14]).
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