I. INTRODUCTION
The lattice Boltzmann method (LBM) has been established as a promising tool for computations in fluid dynamics, including turbulence, reactive and complex flows. The LB method to model fluid partial differential equations in the framework of a reduced discrete kinetic theory has also been applied to plasma physics. Problems like magnetohydrodynamic turbulence (treated for example in refs. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] , magnetic reconnection [15] [16] [17] , and a first approach to electrostatic turbulence 18 have been addressed in this framework. n (eφ/T e ) for the electrostatic potential φ. These scales represent the dominant contributions to turbulent transport in magnetised plasmas, where the drift frequency ω ∼ (ρ s /L n ) ω ci appears to be lower in magnitude then the ion gyro frequency ω ci = c s /ρ s describing the gyro-motion of ions around the magnetic field lines. The magnitude is specified by the ratio of the drift scale ρ s = √ m i T e /eB (corresponding to a gyro radius of ions of mass m i at electron temperature T e ) to the gradient length L n = |∂ x ln n 0 (x)| −1 of the static background density n 0 (x) and is typically defined by the drift ratio κ n = ρ s /L n 1. The sound speed c s = T e /m i is given in terms of the electron temperature and ion mass. Finite ion temperature (T i > 0) effects arise when the ion gyro-radius ρ i = √ m i T i /eB approaches typical fluctuation scales and are beyond the scope of the model. More detailed gyrokinetic or gyrofluid models put emphasize on accurate averaging procedures over gyro-motion and modifications to the the polarization equation [21] [22] [23] .
The CHM equation can be either obtained from a gyrokinetic model, or from the continuity and momentum equations for a cold uniformally magnetised ion fluid (T i T e ) with adiabatic electron response and a negative background density gradient in x-direction,
The normalized ion continuity and momentum equations can be expressed in terms of the potential instead of density 24 as
where d/dt = ∂ t + u · ∇ is the advective derivative. Expanding δφ and u in an asymptotic series with the drift ratio κ n 1 as small expansion parameter and accordant ordering 
II. LATTICE BOLTZMANN MODEL

A. Boltzmann equation
Starting point for the lattice discretization is the Boltzmann equation for the kinetic distribution function f (x, ξ, t) with a Bhatnagar-Gross-Krook (BGK) collision operator C = −(f − f eq )/τ c , which expresses the relaxation to a local Maxwellian for a time constant τ c .
Applying the diffusive scaling t → t/ 2 and x → x/ on the Boltzmann equation results in its dimensionless form
where source and force terms are included in a forcing function as F (x, ξ, t) = −a · ∇ ξ f (x, ξ, t) + s(x, ξ, t) and the single time collision operator is defined by A = −1/ ( τ )
The Knudsen number = λ m /L 0 and the non-dimensional relaxation time τ = τ c /t c are here defined in relation to characteristic drift scale L 0 = ρ s and to the collision time t c = λ m /U 0 with mean free path length λ m = e m τ c and characteristic (drift) velocity U 0 = κ n c s . The dimensionless relaxation time τ = U 0 /e m relates the flow velocity to the (lattice) molecular velocity e m whereas the Mach number Ma = U 0 /c s is identified with the drift parameter κ n .
The dynamics in the fluid limit, given by eqs. (2) and (3), can be consistently described with the kinetic eq. (4) assuming a local Maxwellian equilibrium distribution function of the
The squared dimensionless barotropic speed of sound Θ = φ/(2κ 2 n ) results from the barotropic pressure term P = φ 2 /(2κ 2 n ) appearing on the macroscopic level as in eq. (3). The isothermal squared speed of sound is defined by θ = 1/κ 2 n . Macroscopic quantities are defined by taking velocity moments over the distribution func-
and over the forcing function
B. Lattice Boltzmann equation
The discretization of the continuum velocity space to 9 directions in 2 dimensions (D2Q9)
casts the set of velocities to {ξ 0 , ξ 1 , ..., ξ 8 } and the distribution function and forcing function
with the continous weight function w(ξ i ) of the Gauss-Hermite quadrature formula. The lattice velocities in D2Q9 geometry are who showed that an augmentation of the hydrodynamic equilibrium distribution function by ghost modes is leading to a stable scheme if the ghost variables are properly set.
The equilibrium distribution function from ref.
6 equals one previously derived from an ansatz Method in ref. 30 :
Taking the discrete velocity moments
reveals the deviation to continous kinetic theory where the third velocity moment reads
αβγ of the D2Q9 lattice model the O(
3 ) triple term is missing and the dimensionless squared isothermal sound speed θ appears instead of the squared barotropic sound speed Θ. These differences are further discussed in A.
The velocity moments over the discrete form of the forcing function determine the force and source terms in the macroscopic equations. The desired fluid system exhibits a velocity dependent force term κ −1 n e z × u containing a cross product and an additional velocity dependent density gradient source term κ n u · ∇x. The force term is mathematically identical to the Coriolis force, which was already treated by two-and three-dimensional lattice Boltzmann algorithms 6, 25, 32, [48] [49] [50] .
The forcing function proposed in the following resembles the first three velocity moments at the continuum kinetic level, and hence incorporates the barotropic equation of state appearing in the second second velocity moment
The forcing function is derived in an analogous manner to the equilibrium distribution function by considering the ghost variables (see ref. 6 for details) and generalizes the forcing function of Luo 31 for complex fluids with a barotropic equation of state.
The normalized CHM source and force terms are
The additional contribution of us in the force term will cancel a spurious term in the macroscopic momentum equation, which is detailed in the asymptotic analysis in A.
C. CHM-LBM time integration
The diffusively scaled discrete Boltzmann PDE follows from eq. (4)
Writing the left hand side as the total derivative 
with the substitution h i = A(f i − f eq i ) + F i for the right hand side of eq. (26) . The implicit lattice Boltzmann equation is now obtained by approximating the integral by a second order accurate numerical quadrature scheme. This is ensured by the trapezoidal rule
with the substitution (x , t ) = (x + ξ i , t + 2 ). Writing out the integral yields the implicit form of the lattice Boltzmann equation
To work around this implicit equation the distribution function is transformed to f →f as
Introducing now theĀ = A/ [1 − 1/(2A)] andλ =Ā/A and applying the transformation f →f to eq. (29) resembles the usual form of the explicit LB algorithm
which is the starting point of the asymptotic analysis presented in A. However, this transformation leads to implicit expressions of the velocity moments over the distribution function
Depending on the exact form of the force and source terms these equations may not have an analytical solution which is at the same time computationally efficient, and one has to apply Newton's method to this problem. In this particular case the relevant equations
could not be solved trivially. An approximation which stays within the scope of the model has to be made at this point. It is justified to drop the third term on the right hand side of the relation for the velocity shift eq. (36) . By taking the cross product of the approximated expression we obtain e z ×u = 1 −
uω ci . This simplifies the equations for the shifts to:
D. Boundary Conditions
For stability reasons, specularly reflecting boundary conditions are chosen on the east and west boundaries (in "radial" direction in terms of drift wave terminology), whereas the north and south boundaries (in "poloidal" direction) are treated periodically. The rigid walls on east and west are set on the outermost lattice nodes, which corresponds to an on-site reflection of the perpendicular components off . On east the distribution function is flipped according tof 3 →f 1 ,f 6 →f 5 ,f 7 →f 8 , and vice versa for the west boundary. Applying the boundary condition onf instead of f introduces a small vorticity source on the east and west boundaries, which can be circumvented by subtracting out the F i terms before updating the boundaries. However, this discrepancy had only minor impact on the present numerical results.
E. The CHM-LBM algorithm
The LBM can be advanced in time by a four step algorithm, after an initialization of the macroscopic fields has been carried out by either setting the initial distribution and computing the macroscopic quantities, or by setting the macroscopic initial fields. In the computations presented in section IV the latter initialization has been applied.
The four-step time cycle includes:
1. Update φ and u by eqs. (38) and (39) with the help of eq. (37) as a function of the previousf i and/or the previous φ and u;
2. Obtain f eq i from eq. (15) and F i from eq. (23) as functions of the updated φ and u;
3. Collide the particles usinḡ
4. Stream the particles to the adjacent nodes usinḡ
. . . and return to step (1).
III. CONVENTIONAL FINITE DIFFERENCE SCHEME FOR THE CHM
The proposed LB model is cross-verified with a conventional finite difference scheme which directly solves the CHM fluid eq. (1), including an artificial hyperviscocity.
The employed Arakawa-Karniadakis scheme has first been applied to drift wave turbulence computations by Naulin and Nielsen 34 , and uses the 3rd-order accurate energy and enstrophy conserving Arakawa spatial discretization 35 for the Poisson bracket nonlinearity in combination with 3rd-order "stiffly stable" time-stepping 36 . The Karniadakis time-stepping scheme is here however reduced down to 2nd-order to achieve the same temporal accuracy 
A. Monopole propagation
The first electrostatic drift wave test case follows the evolution of Gaussian monopoles.
Within the framework of the CHM model, monopoles for various initial amplitudes A, correponding to a rotation number R E = A/r 0 , exhibit nearly coherent vortex propagation into the diamagnetic (here: y) direction for a large R E 1, or contrarily, dispersive spreading for small R E 1 24,37 .
In the following test cases, the propagation of initial monopoles with R E = 0.1 ( Fig. 1) , Fig. 2) and R E = 5 ( Fig. 3) is compared between the LB (first row) and FD (second row) schemes at various times of the computation. The LB algorithm closely resembles the monopole dynamics of the CHM equation posed by the FD scheme, except for a small deviation of the vortex amplitudes at later times (compare Fig. 1 at t = 25) .
B. Dipole drift modons
Solitary dipole drift vortex solutions or modons are, in contrast to Gaussian monopoles, localized stationary solutions to the CHM equations. For Larichev-Reznik modons, the initial potential perturbation of radial extent R is defined as 24, 38 : 
with
, r > R
where J 1 , J 2 are Bessel functions of the first kind and K 1 , K 2 are modified Bessel functions of the second kind. The parameter β = 1 − (u d /u * ) contains the ratio of the drift velocity u d to the dipole velocity u * . The parameter γ is determined by the transcendental equation
Its smallest number defines the ground state of the dipole, and higher order solutions are excited states 39 . The drift modon is stable if the ratio between the typical dipole velocity to the drift velocity fullfills u d /u * ≥ 1 whereas dispersive broadening appears for negative In the LB model the lifetime of the stable travelling drift modon is further enhanced by reducing the drift ratio κ n .
C. Decaying Turbulence
The initial energy spectrum E δφ (k) ∝ k 30 (k +k 0 ) −60 is determined in k-space by a random phase factor and a narrow peak around a wavenumber k 0 40,41 , which is here is fixed to O(δφ) = 0.5 is used as an examplary value. This sets the initial values of the total generalized energy and total generalized enstrophy to E ≈ 0.07 and U ≈ 0.7, which are defined by
The spatial gradients are related to the macroscopic velocity via the lowest order momentum simulation advances. The one-dimensional generalized energy spectra E(k x ) and E(k y ) differ by a few orders of magnitude in the high k x , k y range 42 , apart from the dumb-bell shaped two-dimensional generalized energy spectrum (cf. 37 ). The correlation between the turbulent electrostatic potential fields of the LB and FD scheme decreases as time progresses. Fig. 6 shows the corresponding angle-averaged generalized energy spectrum E(k) of the nearly isotropic state which is defined as the sum over the energy shell within k ± ∆k:
Due to the non-periodicity of the signal in x-direction a Blackmann-Harris window the theoretically 44 and numerically 38, 40, 45 predicted strong turbulence laws
except in the high-k dissipative range, where the power law coefficient steepens to approximately k −4 . The LBM spectrum moreover reveals a weak peak in the very high k range arising from the residual force term contributions of the free-slip boundary condition.
The time evolution of the generalized energy E and enstrophy U for both algorithms are shown in In Fig. 6 the time evolution of the generalized energy E and enstrophy U for 
V. CONCLUSION
The presented LBM algorithm for the CHM equation is based on previous single-layer shallow water LBM implementations with an additional source term, which is able to include density gradient effects. Consequently the form of the forcing function is revised to reproduce the correct macroscopic equations in the course of the asymptotic analysis. In order to verify the scheme, computations of decaying turbulence, dipole drift modons and monopole propagation with the new LBM scheme were compared with an established FD scheme.
The numerical results deviate mainly in the observed (in)stability of the drift modon from that of the CHM equation, and resemble apart from that characteristic drift wave turbulence behaviour. The occuring shear in the x-direction reduces with the drift parameter κ n and persists even if the approximated velocityshifts (eqs. (38) and (39)) are replaced by the exact expressions. Hence the shear effect is intrinsically related to the compressible limit of the resolved ion continuity and momentum equations.
Alternatively, there is another option to approach the CHM equation via a LB model by replacing the density gradient source term, which appears in the continuity equation with a spatially varying gyro frequency (or Coriolis parameter), by a substitution of (e z × u) →
(1 + κ n x) (e z × u) in the momentum equation. As a result the implicit equations comparable with eqs. (38) and (39) yield simple expressions without any further approximations 46 .
However, correponding computations for κ n = 0.05 showed a considerable larger shear in the x-direction as the presented LBM algorithm. has to be applied to obtain the incompressible fluid equations. To clearly demonstrate the deviations from the incompressible fluid equations up to a specific order in , we start the derivation from the scaled difference equation (LBE). This is more accurate then just analyz-ing the discrete Boltzmann PDE and additionally it will alter some terms of the underlying incompressible fluid type equations. We start our analysis from the explicit LB eq. (31), where we expand the distribution function and the forcing function in an asymptotic series of according tō
whereby the leading order appears at O( 3 ) for the forcing function and naturally 
with the polynomials given in general by
and practically by
For the sake of convenience the equilibrium distribution function is split into three parts
by analogy with Asinari 55 , whereby the nonvanishing first three moments over the equilibrium distribution functions are given by
Combining now the expansions forf i , f (eq) i
and F i with eq. (31) yields a discrete PDE of
and the general definition
revealing differences to an asymptotic analysis of the discrete Boltzmann eq. at O( 3 ):
Rearranging eq. (A8) tō
allows us to construct the expansion coefficients f (k) by induction of eq. (A11). The first three reduce tō
Introducing now the j-th moment overf
and writing down the relevant contributions in more detail
and
1 =λF
with the barotropic pressure terms up to O( 2 )
and the dissipative and residual term for k = 1
Taking the zeroth and first moment over eq. (A8) yields 
Applying these properties for eqs. (A23) and (A24) for k = 1 results in
Substituting the constraints for φ (0) = 1 and φ (1) = 0 into the latter two equations we obtain compressibility effects at O( 2 ) due to the intrinsic source term. Additionally the residual term on the right hand side of eq. A28 vanishes
1 ,
which reduces analogeously to
=λa (2) .
To show the deviations from the anticipated model equations (2) and (3) 
yields with the viscosity modificationν = θ (1/A − 1/2) and the operator d
(1)
In eq. (A38) the source term appearing in a (2) cancels an additional term arising from the advective derivative term at O( 3 ). The result shows that the approximation to the magnetised plasma equations (2) 
