[1] The impact of planetary boundary layer (PBL) turbulence, land surface, and radiation parameterizations on mesoscale simulations of boundary layer properties in a coastal environment are examined using observations from different platforms and numerical simulations using the mesoscale model MM5 during a 10-day period in July 2004. The parameterization schemes examined are the MRF and Eta PBL schemes, the simple soil model and the more sophisticated NOAH land surface model, and the Dudhia and RRTM longwave radiation parameterizations. Comparisons are made between simulated and observed near surface mean variables, radiation, turbulence fluxes, mixed layer heights and morning inversion strengths, low-level jets, and land-sea breeze circulations. The comparisons indicate that for the Gulf Coast environment and typical summertime conditions, the Eta PBL scheme clearly outperforms the MRF PBL scheme in nearly all aspects. The results reveal that the popular Dudhia radiation scheme tends to overpredict the downward longwave radiation, which consequently results in a warm bias at night and a weaker nocturnal low level jet. Although the NOAH land surface model is much more sophisticated than the simple soil model, it failed to deliver significantly improved simulations of boundary layer properties for the conditions considered in this study.
Introduction
[2] Although the Gulf Coast of southeastern Texas is simple in topography, the boundary layer structure and wind patterns can be highly variable due to a combination of sealand breeze circulations, strong nocturnal low-level jets, and larger-scale diurnal wind oscillations with the oscillation period close to one diurnal cycle because of the proximity to the critical latitude. These complex wind patterns pose significant challenges for weather and air quality forecasting for the region.
[3] On the basis of cluster analysis of surface wind observations from a meteorological network in the Houston and Galveston area, Darby [2005] revealed complex surface wind patterns and related the different patterns to the observed surface ozone distribution. Using lidar and aircraft observations, Banta et al. [2005] linked ozone episodes in Houston area to the sea-land breeze circulations. Various mesoscale numerical weather forecast models, such as the Penn State/National Center for Atmospheric Research MM5 model [Grell et al., 1994] and the Weather Research and Forecast (WRF) model [Michalakes et al., 1998 ] have been applied to this region. Despite the success of these models in capturing the general patterns and day-to-day variations of local meteorology in response to changes in synoptic conditions, the errors in the simulated local circulations and boundary layer structures are relatively large. For example, Cheng et al. [2003] showed that the MM5 model produced a delayed onset of sea breeze and that the simulated nighttime winds were generally stronger than the observed winds, leading to stronger ventilation and lower pollution concentrations in the air quality forecasting. Ching et al. [2004] showed that the MM5 model, even with an advanced urban parameterization, produced lower than expected heat and momentum fluxes and mixed layer depths over the Houston area. In a recent paper, Bao et al. [2005] evaluated meteorological forecasting over the Houston area using Texas AQS 2000 field experiment data. They found that although the large-scale influence on the sea breezes compared qualitatively well to the observations, there is a systematic bias in forecasted low-level wind and temperature. Because of the sensitivity of air quality to the details of the boundary layer structure and evolution and local circulations, small errors in numerical simulations, which may be of minor concern for weather forecasting, may nevertheless lead to erroneous air quality predictions.
[4] The efforts to improve weather and air quality forecasting for southeastern Texas and regions of similar coastal and urban characteristics have been hampered by the lack of routine measurements of several key boundary layer properties such as the low-level jet, the vertical structure of sea-land breezes, and the mixed layer heights. To better understand these boundary layer properties to improve weather and air quality forecasting, observational data were collected in July 2004 using a tethered balloon sounding system and a flux tower at a site representative of Gulf Coast vegetation. These coastal observations were complemented by observations farther inland from a radar wind profiler, a radiosonde system, and an extensive surface meteorological network. These data enabled detailed evaluation of simulated near surface and boundary layer properties and local circulations in an effort to achieve more accurate mesoscale weather and air quality forecasting for the Gulf Coast region.
[5] The paper is structured as follows. Section 2 describes the observations and section 3 describes the model configuration and simulations. This is followed by results and discussions in section 4. Finally, conclusions are drawn in section 5.
Site, Instrumentation, and Measurements
[6] The main observation site (29°23 0 18 00 N and 95°02 0 33 00 W) was within the University of Houston's Coastal Center (UHCC) located in central Galveston County near La Marque, Texas, which is approximately 45 km southeast of the Houston Metropolitan Area and 22 km from the western shores of Galveston Bay (Figure 1 ). The vegetation within UHCC is classified as Texas Gulf Coast tall-grass prairie consisting of a mixture of native grasses.
[7] Because the prevailing wind at this location during the summer season is from south and southeast, a 10-m flux tower was installed close to the northern edge of the 155 acre main prairie. The tower was instrumented at two levels (2 and 10 m) with Campbell Scientific Inc. CS-500 sensors for measuring mean temperature and humidity, and one level (5 m) with a three-dimensional (3-D) sonic anemometer (R.M. Young Model 81000) for measuring turbulent momentum and sensible heat fluxes and a Li-Cor, Inc. 7500 open-path gas analyzer for moisture and CO 2 fluxes. To close the energy budget, soil heat fluxes were measured using Radiation and Energy Balance System (REBS)'s soil heat flux plates and radiative fluxes were measured by a Kipp & Zonen Net Radiometer (Model CNR1) mounted on a 1-m mast approximately 10 m south of the tower. The radiometer measures all four components of surface radiation budget. The sampling rates were 10 Hz for both the 3-D sonic anemometer and the LiCor-7500 open path gas analyzer, 1 Hz for soil heat flux plates and mean meteorological variables, and 5 s for the net radiometer. The eddycovariance method is used to compute turbulent sensible and latent heat and momentum fluxes.
[8] A tethered balloon sounding system was operated at the northern edge of the prairie approximately 80 m north of the tower. The tethersonde system (Vaisala, Inc., DigiCORA III) measures vertical profiles of temperature, humidity, and wind speed and direction with a sampling rate of 1 Hz. The system was operated in a profiling mode (in contrast to the tower mode) and only the data collected during the ascending phase of the tethered balloon were used to obtain 1-min averages of the meteorological variables.
[9] The tethersonde soundings were made during a 10-day period from 13 through 22 July 2004. On each day, the tethersonde was flown at 2 -3 hour intervals beginning just before dawn at 0500 CDT and ending in late evening around 2100 CDT. A few scheduled sounding operations had to be abandoned either because the winds were too strong or the air traffic was too heavy at the time of the scheduled flight. On two of the 10 days, the sounding operations were extended to midnight to obtain observations of the nocturnal stable boundary layer. The tethersonde soundings provided vertical profiles of temperature, relative humidity, wind speed and direction from near surface to around 1000 m above ground level (AGL) with a vertical resolution of about 5 m. Because of the concern for air traffic safety, the maximum sounding height was limited by the FAA to 1000 m AGL, which, unfortunately, prevented the soundings from capturing the depths of the afternoon mixed layer. The 10-m micrometeorological flux tower collected mean meteorological variables and turbulent momentum, sensible and latent heat fluxes continuously throughout the observational period.
[10] During the same time period, several other upper-air observations were also available at locations farther inland, including hourly wind profiles from a 915-MHz radar wind profiler and daily radiosonde soundings. The profiler, which was located at Ellington Field Airport approximately 20 km northwest of UHCC ( Figure 1 ) and was operated by the Texas Commissions for Environmental Quality (TCEQ), provided hourly wind profiles from 100 m to more than 3000 m AGL. The radiosondes were obtained as part of ozonesonde launches by researchers from Rice University for satellite validation. On each day, a single radiosonde was launched between 1300 and 1500 LST from the Rice University campus just southwest of downtown Houston (Figure 1 ). In addition to these upper-air observations, surface meteorological observations were available from the TCEQ and EPA operated Continuous Ambient Monitoring Station (CAMS) network in the area (Figure 1 ). The information on the specific location and data collection at each CAMS site can be found at http://www.tceq.state.tx.us/ nav/eq/mon_sites.html. Figure 1 . The domain of the innermost model grid and the sites of the observations used in the study. UHCC represents University of Houston Coastal Center; RICEU denotes Rice University, and LCH is Lake Charles, a closest standard upper air site to Houston-Galveston.
[11] The synoptic condition for the period of the observations was typical of July weather for the Gulf Coast region, with generally weak upper-level winds, high temperature and humidity, and occasional afternoon thundershowers. The period began with a high pressure ridge extending from the Southern Great Plains to the Gulf Coast, producing weak winds over the region. On 17-18 July near the middle of the observational period, the deepening of a major trough over eastern US produced a low pressure system and relatively strong westerly winds over southeastern Texas. As the trough weakened and moved toward the northeast, a high pressure system rebuilt over the lower Midwest, bringing northeasterly winds into Texas and other Gulf Coast states.
MM5 Model Setup and Simulations
[12] The MM5 model was configured with four nested grids at 108, 36, 12, and 4 km horizontal resolution. The outermost grid encompasses most of continental United States and the Gulf of Mexico, while the innermost domain, shown in Figure 1 , covers southeastern Texas and Galveston Bay. In the vertical, 43 unevenly spaced sigma levels were employed with vertical grid spacing stretching from approximately 15 m above the surface to 1500 m at the model top near 12 km. The details on the MM5 configuration are given in Table 1 .
[13] A series of MM5 simulations were performed to test the sensitivity of the simulated near surface and boundary layer properties and local circulations to physical parameterizations employed by the simulations. Among the various parameterizations representing different physical processes, turbulence and land surface parameterizations are especially important for simulations of atmospheric properties critical for air quality such as the mixed layer height, low-level atmospheric stability, and vertical wind shear.
[14] A number of turbulence parameterizations have been developed for use in mesoscale meteorological models [e.g., Yamada, 1974, 1982; Zhang and Anthes, 1982; Stull, 1984; Wyngaard and Brost, 1984; Troen and Mahrt, 1986; Janjic, 1990; Shafran et al., 2000] . Several studies [Mahfouf et al., 1987; Hong and Pan, 1994; Shafran et al., 2000; Bright and Mullen, 2002] have evaluated the various turbulence parameterization schemes, but most of these studies were limited to comparisons of simulated and observed mean variables with little direct comparison with turbulence measurements. In this study, we focus on two turbulence parameterizations that have been widely used for air pollution applications, namely, the scheme developed for the Medium Range Forecast model, or the MRF PBL scheme, and that developed for the operational Eta forecast model, or the Eta PBL scheme. The MRF PBL scheme [Hong and Pan, 1996 ] is a first-order, nonlocal scheme in which the eddy diffusivity is parameterized using mean variables and boundary layer depths determined from wind shear and stability. The Eta PBL scheme, also known as the Mellor-Yamada-Janjic scheme [Janjic, 1990; Mellor and Yamada, 1982] , is a level-1.5 local closure scheme that computes vertical eddy diffusivities based on turbulence kinetic energy (TKE) predicted by a prognostic equation as a function of local vertical wind shear, stability, and turbulence length scale.
[15] Two approaches are commonly used in mesoscale models to describe heat and moisture exchange between the land surface and the atmosphere. The first type simply solves a prognostic vertical diffusion equation for temperature in the top soil layer of less than 100 cm deep, while assuming the soil temperature underneath the top soil layer remains constant during the period of model simulation. The moisture flux is prescribed by a parameter which is usually a function of vegetation and land use type. The multilayer soil model in MM5 [Dudhia, 1996] uses this approach with temperatures solved from the heat diffusion equation at five (1, 2, 4, 8, 16 cm) top soil layers. A more sophisticated approach, such as the NOAH land surface model (LSM) [Chen and Dudhia, 2001] , includes an additional prognostic equation for soil moisture. In addition to soil moisture, the NOAH LSM also predicts canopy moisture and water-equivalent snow depth as well as surface and underground runoff accumulations.
[16] Despite the differences in their treatment of soil and canopy moisture, both land surface schemes predict ground temperature based on surface heat budget that partitions net radiation into sensible, latent, and ground heat flux. Accurate predictions of the surface energy exchange depend on the accuracy of the model's radiative fluxes described in the model by radiation parameterizations. For this reason, the two most commonly used longwave radiation schemes in MM5 for mesoscale applications: the cloud radiation scheme, also known as the Dudhia scheme [Dudhia, 1989] , and the longwave radiation scheme based on the Rapid Radiative Transfer Model (RRTM), are also evaluated using the observations from the four component net radiometer. The Dudhia scheme provides downwelling and upwelling longwave radiation at the surface and the temperature tendencies in the atmosphere due to vertical radiative flux divergence and it includes the effect of clouds on radiation using modeled clouds. The RRTM scheme also allows interaction of radiation with modeled clouds but employs sophisticated look-up tables for the computation of longwave radiation.
[17] Four model runs were performed using a different combination of PBL turbulence, land surface, and radiation parameterization schemes. The first run (RRTM-ETA-NOAH) uses the RRTM radiation, the Eta PBL, and the NOAH LSM. The second run (RRTM-MRF-NOAH) replaces the Eta PBL by the MRF PBL to isolate the effect of turbulence parameterization. The third run (RRTM-ETA-MLSL) differs from the first run in land surface model with the NOAH model being replaced by the simple multilayer soil model in order to examine the influence of LSM. Finally, the forth run (Dudhia-ETA-NOAH) is designed to isolate the effect of longwave radiation where the RRTM scheme is replaced by the Dudhia scheme. A summary of the model runs and their parameterizations is given in Table 2 . These four runs were selected out of eight possible combinations among three physical processes and two parameterization schemes for each process in order to highlight the differences between the two commonly used schemes for each physical process. Other physical parameterizations are identical in all the simulations, which include the mixed-phase microphysics [Reisner et al., 1998 ] and the cumulus parameterization of Grell et al. [1994] that was applied to all but the innermost grid.
[18] The vegetation cover for the modeling domains is specified by employing the US Geological Survey (USGS)'s 1-km resolution, 25-category data set derived from satellite Advanced Very High Resolution Radiometer (AVHRR) images and the soil texture is defined using the U. S. Department of Agriculture (USDA)'s State Soil Geographic Database. Each simulation is initialized at 1200 UTC, 10 July using the output from the National Center for Environmental Prediction (NCEP)'s regional operational Eta model and its data assimilation system (EDAS), and the simulation continued until 22 July. Grid 1 and Grid 2 are two-way nested while Grid 3 and Grid 4 use one-way nesting. For the simple land use model, soil moisture is prescribed as a function of vegetation type and does not change in the course of the simulation. For the NOAH LSM, soil moisture is a prognostic variable and is initialized using the large-scale soil moisture fields from the EDAS output.
Results and Discussions

Surface Meteorology
[19] The overall performance of each simulation in capturing the observed near surface properties is evaluated by comparing the simulated 2-m temperature and mixing ratio and 10-m wind speed with the hourly surface observations from the CAMS network sites within the innermost domain. There are over 10,000 hourly data points, which are grouped into daytime (1200 UTC to 0000 UTC) and nighttime. The model results were interpolated to the irregularly spaced observational sites using a Cressmantype interpolation scheme [Cressman, 1959] 
where f i is the model value at one of the four grid points surrounding the observational site, and W i is the weight of the interpolation associated with f i , which is determined by
where Dx is the model horizontal grid spacing and r i is the horizontal distance between the ith surrounding point and the observational site.
[20] The comparison of the observed 2-m temperature and mixing ratio and 10-m wind speed between each simulation and the observations are shown in Figure 2 . Each point in the plot is an hourly average value and black and gray colors are used to indicate nighttime and daytime. The simulated daytime temperature appears to be most sensitive to the turbulence parameterizations. All three runs that use the Eta PBL have a tendency to underpredict surface temperature, while the MRF PBL is more likely to produce temperatures that are higher than the observed values. The nighttime temperature appears to be less sensitive to turbulence parameterization but more affected by the longwave radiation scheme. The RRTM scheme results in a cold bias in nighttime temperature, in contrast to the Dudhia radiation scheme that clearly generates a warm bias. The LSM also appears to have more influence on temperature at night than during the day. Although both LSMs produce a cold bias at night, the bias is much larger with the NOAH LSM than with the simple soil model.
[21] The overall cold temperature bias during the daytime is consistent with a substantial overprediction of the surface mixing ratio, which in some cases is 30-40% higher than the observed values. The moist bias is less significant with the MRF PBL, which is consistent with its higher surface temperature. The simulated near surface mixing ratio is in much better agreement with the observed during night. One possible source for the higher surface mixing ratio and lower temperature may be the initial soil moisture being too high. An examination of the initial soil moisture field from the EDAS analyses, however, gave no indication of excessive soil moisture in the domain, although no soil moisture observations are available to verify this.
[22] The comparison between simulated and observed surface wind speeds shows relatively large scatter specially with the MRF PBL scheme. The nighttime wind speed is over predicted by all the runs, which when applied to air quality simulations, would result in more pollutants being flushed out at night and consequently lower concentrations the next day. The higher wind speeds are slightly underestimated in the simulations.
[23] To quantify the errors in the model simulations of near surface properties, several statistics are computed, which include bias
root-mean-square error
and error standard deviation 
where f 0 = f mdl À f obs is the departure of the modeled variables from the observed values. The errors in model simulations include contributions from systematic and nonsystematic sources. Systematic errors, represented by the bias, are usually caused by consistent misrepresentation of local properties, such as topography and land use; physical mechanisms, such as cumulus convection and radiation; or numerical factors. Nonsystematic errors, indicated by the error standard deviation, represent the random error components caused by uncertainties in model initial and boundary conditions or uncertainties in the observations.
[24] The above comparison statistics, together with the observed and modeled mean and standard deviations and the linear correlation coefficient between the observed and the modeled values, are summarized in Table 3 . The standard deviations are comparable between the modeled and observed variables, indicating that the simulations captured the observed spatial and temporal variations. There is a strong correlation between the simulated and observed temperature and wind speed, with correlation coefficients generally above 0.6 and more often around 0.8. The simulated mixing ratio, however, is poorly correlated with the observed values, as indicated by the small correlation Figure 2 . Simulated and observed hourly 2-m temperature (left), mixing ratio (center), and 10-m wind speed (right) at all CAMS locations within the innermost domain. Each data point is hourly average value. Gray dots are for daytime data (defined from sunrise to sunset) while black dots are data points from nighttime period. coefficients of 0.2 -0.5. The sensitivity of the daytime temperature to turbulence parameterization can be seen by a change from a cold bias with Eta PBL to a warm bias with MRF PBL. The influence of the land surface model on the nighttime temperature is evident by the reduction of the cold bias from slightly more than 2 degrees with the NOAH LSM to less than 1 degree with the simple soil model. The effect of the longwave radiation scheme is shown by the reversing of a cold bias of 1.7 degree with the RRTM scheme to a warm bias of about a half degree with the Dudhia scheme. The moist bias is significant during the day with values as large as 2.75 g kg
À1
. Given that the mean mixing ratio is usually between 16 and 18 g kg
, this implies that the simulations overestimated the near surface moisture by 15 -20%. In all the runs, the biases are generally smaller than the error standard deviations, suggesting that random error component associated with uncertainties in initial and boundary conditions and in observations contribute more significantly to the overall error of the simulations.
Surface Energy Fluxes
[25] Surface meteorology is strongly affected by the heat, moisture, and momentum exchanges between the atmosphere and the Earth surface. To further understand the errors in the simulated surface meteorology, the simulated sensible, latent heat fluxes, net radiation, and turbulent kinetic energy (TKE), are compared with the measurements from the 10-m flux tower at the UHCC and the results are shown in Figure 3 .
[26] The day-to-day variations were relatively small for the observed heat and moisture fluxes but large for the TKE.
All simulations captured the phase of the observed diurnal cycle as well as the observed day-to-day variations, but they fail to reproduce the amplitudes of the observed diurnal cycles in the case of latent heat fluxes and TKE. All four simulations overestimated peak latent heat flux by as much as 200 W m À2 , which explains the moist bias in the simulated surface mixing ratio. The overestimate of latent heat flux is smaller with the MRF PBL scheme, which is consistent with its smallest wet bias in surface mixing ratio. Unlike latent heat fluxes, the predicted sensible heat fluxes are in very good agreement with the observed during daytime, which explains the smaller error in the simulated daytime surface temperature as compared to surface moisture. The large warm bias at night produced by the Dudhia radiation scheme can be attributed to the smaller downward sensible heat flux at night, which is a result of smaller radiation loss at night.
[27] Large discrepancies are found between the simulated and the observed TKE. All simulations successfully captured the enhanced turbulent mixing on 17-18 and 21 July, including the strong mixing event triggered by the passage of a dry, cold front on 18 July. The simulated TKE values, however, are only half of the observed intensity, indicating reduced turbulent mixing in the model surface layer.
[28] Similar discrepancies were found by Oncley and Dudhia [1995] when they compared MM5 simulated fluxes with tower and aircraft measurements over northeastern Colorado and northeastern Kansas, and also by Zamora et al. [2000] when they compared fluxes from MM5 simulations with measurements at a rural site about 20 km northeast of downtown Nashville during the 1995 Southern Oxidant Study. Both studies used the Blackadar turbulence [29] It is worth commenting that since both the Eta-PBL and MRF-PBL are coupled to the NOAH LSM, the near surface turbulent fluxes are calculated using identical formulations in NOAH LSM. The small differences in the simulated sensible and latent heat fluxes between the two PBL schemes as seen in Figure 3 can be attributed to the difference in the surface layer formulation for heat and moisture exchange coefficients that are supplied to NOAH LSM for surface flux calculation. The PBL turbulence parameterization influences the surface flux calculation only indirectly through the coupling of surface layer with the rest of the PBL.
[30] In addition to a direct comparison between the simulated and the observed turbulent fluxes, it is informative to know how well the simulations capture the relationship between turbulent fluxes and the routinely measured mean variables. Figure 4 shows plots of friction velocity as a function of 10-m mean wind speed in the left column and heat flux divided by mean wind speed against the temperature difference in the right column. According to the bulk turbulence parameterization theory, the slope of plots in the left and right column should correspond to the square root of the drag coefficient and to the heat flux coefficient, respectively. Except for near calm conditions with mean wind speed less than 1 m s À1 , the near liner relationship in the observation is captured by the simulations, but the scatter is larger in the simulations than in the observations especially at low wind speed, which is likely a result of gustiness effect in the surface layer parameterization. The very large scatter in MRF PBL simulation is due to the fact that in computing u * , the mean wind speed is modified to include a component proportional to the convective velocity. Under convective condition when the mean wind speed is low, which was the condition for the period of simulation, the inclusion of the convective velocity produced large u * values despite the low mean wind speed. As expected, the observed heat flux divided by mean wind shows a close-to-linear relationship with the temperature difference which is a measure of stability. This relationship is reproduced by the simulations with the RRTM-ETA-NOAH run giving best agreement while the MRF PBL run showing the largest scatter during the unstable regime. These results indicate that except for the MRF PBL scheme which exhibits unacceptable large scatter, a simulation with any other physical parameterizations tested here is likely to capture the variations of heat and momentum fluxes if mean wind and vertical gradient of mean temperature are adequately simulated, which can be verified easily using routine observations.
[31] The differences in the simulated net radiation at night between the two radiation schemes can be further examined by comparing each of the four individual components, the upward and downward shortwave and longwave radiation, with the observational data from the four-component radiometer. The comparison, shown in Figure 5 , reveals a systematic overestimation of downward longwave radiation by the Dudhia scheme, which is consistent with the warm bias in nocturnal temperature that appears only in the simulation with the Dudhia radiation scheme. The RRTM radiation scheme shows good agreement in all four radiation components, making it a better choice for longwave radiation when real-time weather and air quality forecasting are concerned. These results are consistent with the finding in the work of Guichard et al. [2003] that compared MM5-predicted radiation and cloud processes with data from the Atmospheric Radiation Measurement site in the Southern Great Plains.
Boundary Layer Structure and Evolution
[32] One of the important meteorological factors for air quality and other local applications is the height of the mixed layer and the rate of its growth. The simulated mixed layer heights are compared to the observed heights determined by the tethersonde soundings at UHCC and to the radiosonde soundings launched from the Rice University campus. The mixed layer heights are determined as the base of elevated inversion accompanied by a large moisture gradient with a sudden drop in humidity. Owing to FAA regulation, the tethersonde profiles were limited to below 1000 m AGL, allowing only the morning mixed layer heights to be captured by the tethersonde soundings. The radiosonde soundings, which were launched between 1300 and 1500 LST, captured the mixed layer heights in early afternoon. The results of the comparisons are shown in Figure 6 .
[33] Although some of the data points fall right on, or close to, the one-to-one line, indicating very good agreement, the scatter is quite large and the differences between the simulation and the observation and between different simulations are also significant. The simulated mixed layer heights exhibit the greatest sensitivity to the PBL parameterizations. The Eta PBL has a tendency to underpredict the mixed layer heights, in contrast to the MRF PBL which consistently overpredicts the mixed layer heights with errors as large as 100%. There are no consistent differences in the mixed layer depths predicted by the two radiation schemes or the two LSMs, but all of them have a tendency to underestimate the mixed layer heights, especially when the observed mixed layer is deep. These differences in the simulated mixed layer depths are consistent with the errors in the simulated surface temperature where the MRF PBL simulation has a relatively large warm bias while the other three runs have a slight cold bias. The tendency to underpredict mixed layer heights is also consistent with the weaker turbulent mixing during the day as revealed by the comparison of simulated and observed TKE (Figure 3) . The large errors in the simulated mixed layer heights can be a significant source of error for the predictions of peak ozone concentration. With the MRF PBL scheme, the substantially higher mixed layer would lead to much lower than observed near-surface concentration, a case which frequently occurs for the real-time Houston area air quality prediction with meteorological conditions provided by MM5 with the MRF PBL scheme (D. W. Byun, personal communication, 2005) . On the other hand, an underprediction of the afternoon mixed layer, as usually seen with the Eta PBL, may produce a false alarm for air quality episodes. It is worth noting that the results here are based on a small number of data points on mixed layer heights which may not be statistically significant.
[34] The mixed layer heights and the rate of mixed layer growth in the morning hours are known to have a strong influence on the likelihood of the development of pollution episodes. Figure 7 shows a comparison of the simulated potential temperature profiles with those observed by the tethersonde soundings during the morning hours for 3 days. The tethersonde profiles show relatively large day-to-day Figure 5 . Comparisons of the simulated radiation components using the Dudhia and the RRTM radiation schemes with the corresponding observed values from the four component radiometer in UHCC. From top to bottom are shown downward shortwave radiation, downward longwave radiation, upward longwave radiation, and net radiation.
variations in the early morning inversion and the rate of breakup during the morning hours. These day-to-day variations, which are induced by changes in large-scale conditions, are captured very well by the simulations, but on each day, the differences in the vertical structure of the observed and simulated profiles and between different simulations are quite large. The MRF PBL scheme clearly produces a mixed layer growth rate that is more rapid than the observed rate, while the simulated rates of the other three simulations are in better agreement with the observed. A careful comparison reveals that the early morning inversion is weaker in the simulation than in the observation, which is consistent with previous findings in more inland regions [Zhong and Fast, 2003; Berg and Zhong, 2005] . The average temperature in the boundary layer is generally lower in the simulation than in the observation and the total energy input is smaller. This can be traced to the small lag in the net radiation increase in the morning as shown in Figure 5 .
[35] Figure 8 shows a comparison of the evening collapse of the boundary layer for three days. Once again, the day-today variations corresponding to changes in large-scale conditions are captured well by the simulations. Although the total boundary layer cooling in the simulations, which is indicated by the area underneath the profiles, appears to be comparable to or even larger than the observed cooling, the decrease of surface temperature is significantly slower and as a result, the near surface inversion is not as strong in the morning as in the observation. This may be attributed to the minimum value for the friction velocity and for TKE, as seen in Figure 3 , that was typically set in the model runs, which allows some degree of continuous mixing even at night when the observed turbulence mixing is highly intermittent, limiting the cooling to near the ground.
Nocturnal Low-Level Jets
[36] An important transport mechanism for pollutants in regions of the Gulf Coast is the frequent occurrence of nocturnal low-level jets (LLJ). The LLJs have been linked to higher background ozone concentrations in rural areas of north central Texas and in the Dallas area downwind of Houston. Because the tethersonde soundings were made only during daytime, they did not capture most of the LLJs developed at night. However, on 3 days, the early morning soundings captured a well-developed LLJ. The driving mechanisms for the Gulf Coast LLJ are similar to those for the Great Plains LLJ, namely, a combination of inertial oscillation and thermal winds. In the Gulf Coast region, the LLJ formation is usually associated with large-scale winds that are more or less parallel to the coastline, which often accompanies the largest temperature gradient and strongest thermal wind.
[37] The simulated low-level wind profiles are compared with the observed wind profiles. Figure 9 shows a comparison with the tethersonde wind profiles at 1000 and 1200 UTC on 17 July, and Figure 10 shows a comparison with the radar wind profiler observations at 0900, 1100, and 1300 UTC on the same day. To highlight the influence of the physical parameterization, the plots are grouped by the type of parameterization. The tethersonde observations at UHCC show a LLJ that had a maximum wind speed of nearly 10 m s À1 at about 200 m AGL, decreasing to 6 -7 m s À1 at the top of the wind profile of approximately 500-600 m AGL. There was an increase of the jet height by about 100 m from 1000 UTC to 1200 UTC, but the maximum wind speed remained about the same. The height of the jet maximum also increased with inland distance as indicated by the profiler observations of the jet maximum between 300 and 500 m at Ellington Field about 20 km northwest of the tethersonde site, but the difference in maximum wind speed was small between the two locations.
[38] All four simulations adequately describe the observed LLJ structure, including the maximum wind speed, the height at which the maximum occurred, and the rate of decrease of wind speed above the maximum. The simulated LLJ structure appears to be least sensitive to the land surface models. There are, however, noticeable differences between the simulated profiles by the two PBL schemes and by the two radiation schemes. A careful examination reveals that the MRF PBL produces a vertical wind shear below the jet that is somewhat weaker than the observed. The weaker shear can be attributed to the stronger mixing with the MRF PBL scheme. The worst simulation of the LLJ structure is associated with the Dudhia radiation scheme, which places the wind maximum at a higher level than the observed. This behavior is consistent with the fact that there is too much downward longwave radiation by the Dudhia scheme and, as a result, the nighttime surface temperature is warmer and the inversion is weaker and deeper. Overall, the RRTM-Eta- NOAH combination gives the best LLJ simulation at both the coastal tethersonde site and the more inland wind profiler site. A LLJ was also observed on 3 other days during the observational period and the conclusions remain the same.
Sea Breeze and Diurnal Wind Oscillation
[39] One of the meteorological conditions necessary for the development of ozone episodes in Houston/Galveston is that near surface winds exhibit a clockwise diurnal oscillation, leading to a period of stagnation and recirculation. This diurnal oscillation is a result of sea/land breeze circulation superimposed on a large-scale wind oscillation that has a period of almost exactly one diurnal cycle due to the proximity to the critical latitude of 30 degrees. Proper simulations of the near surface wind oscillation is critical for the prediction of ozone episodes in the region.
[40] A comparison between the simulated surface wind vectors and the observations from the CAMS network is shown in Figure 11 for early morning and late afternoon on 15 July. In the morning, the observed winds at all stations were from the west and northwest. These offshore winds were weaker in the Houston area and stronger in Galveston with the maximum offshore winds occurring at the coast. All model runs properly simulated the observed offshore winds and their spatial variation. Although the general patterns are quite similar among the model runs, some differences exist. The offshore flow simulated with the MRF PBL is somewhat weaker than that simulated with the Eta PBL. This may be attributable to the stronger turbulent mixing by the MRF scheme. Similarly, the Dudhia scheme produced weaker offshore land breeze than that by the RRTM scheme, a result clearly related to the warm bias at night due to stronger downward radiation from the Dudhia scheme.
[41] The surface winds exhibited clockwise turning and became onshore by noon or early afternoon. Unlike the offshore flow where the maximum winds are found at the coast, the onshore sea breeze increased in speed inland from the coast with the maximum wind speed, which represents the sea breeze front, occurring over downtown Houston on the 0000 UTC plot. The onshore speeds are more uniform and are generally stronger compared to the offshore winds at night. The model simulations captured this wind direction oscillation and the spatial variation very well. The differences between the model runs are relatively small.
Conclusions
[42] Observations of boundary layer profiles and near surface energy fluxes were made using a tethered balloon sounding system and a 10-m flux tower at a site characterized by native Gulf Coast prairies in Galveston County, Texas. These observations, together with data from a radar wind profiler, daily radiosonde soundings, and a surface meteorological network, are used to evaluate MM5 model simulations as part of an effort to determine an optimal set of physical parameterizations to improve model simulations of PBL structure and evolution and local circulations in Gulf Coast environments.
[43] Since the focus is on PBL and local wind, the evaluation concentrated on three groups of physical parameterizations: PBL turbulence, land surface, and radiation. For each group, two commonly used schemes are evaluated, including the Eta and MRF PBL schemes, the simple multilayer soil model and the NOAH LSM, and the RRTM and Dudhia longwave radiation schemes.
[44] The comparisons of model simulations with various observations show that during daytime errors in surface temperature are most sensitive to PBL parameterizations, with the Eta PBL producing a cold bias while the MRF PBL a warm bias. The nighttime temperature is dominated by radiation parameterization with the RRTM scheme yielding a cold bias, as compared to a warm bias by the Dudhia scheme. All simulations, regardless of the physical parameterizations, tend to introduce too much moisture into the surface layer.
[45] Detailed comparisons of predicted and observed turbulent heat fluxes and radiation provide an explanation for the mean temperature and humidity biases. The moist bias is clearly linked to larger latent heat fluxes from the model surface energy calculation, which also explains the general cold bias in the simulations. The warm bias produced by the Dudhia radiation scheme at night can be attributed to stronger downward longwave radiation, which has a small effect on the daytime net radiation but large impact on the nighttime energy budget.
[46] Large errors exist in the predicted mixed layer heights. While there is a general tendency to underestimate the mixed layer heights, the MRF PBL consistently overpredicts the mixed layer heights with errors as large as 100%. All simulations failed to capture the strength of the observed early morning inversion, and the simulated morning mixed layer above the surface layer tends to be unstable where near-neutral stratification is often observed.
[47] All simulations are able to capture the diurnal wind oscillation associated with the sea and land breeze circulation superimposing on a diurnal oscillation of larger scale wind. The simulations, in general, are also capable of describing the nocturnal low level jets frequently occurring in this region. The MRF PBL appears to underpredict the vertical wind shears from the surface to the height of wind speed maximum, while the Dudhia radiation scheme places the jet higher above the ground than the observed height.
[48] For MM5-based mesoscale simulations using a similar configuration, the results from this study indicate that a better simulation of boundary layer structure and low-level winds is expected when the Eta PBL scheme is combined with the NOAH land surface model and the RRTM longwave radiation scheme.
