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Let T be a triangular ring. An element Z ∈ T is said to be a full-
derivable point of T if every additive map δ from T into itself
derivable at Z (i.e. δ(A)B + Aδ(B) = δ(Z) for every A, B ∈ T with
AB = Z) is in fact a derivation. In this paper, under some mild
conditions on triangular ring T , we show that some idempotent
elements of T are full-derivable points. As an application, we get
that, for any non-trivial nestN in a factor von Neumann algebraR,
every nonzero idempotent element Q satisfying PQ = Q , QP = P
for some projection P ∈ N is a full-derivable point of the nest
subalgebra AlgN ofR.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let A be a ring (or an algebra) with the unit I. Recall that an additive (or a linear) map δ from A
into itself is called a derivation if δ(AB) = δ(A)B + Aδ(B) for all A, B ∈ A. As well known that deriva-
tions are very important both in theory and applications, and were studied intensively [3,4,10]. The
question under what conditions that an additive map becomes a derivation attracted much attention
of mathematicians (for instance, see [4,6–8,10,12]). We say that a map δ : A → A is derivable at a
given point Z ∈ A if δ(A)B + Aδ(B) = δ(Z) for every A, B ∈ A with AB = Z , and such Z is called a

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derivable point of A. It is obvious that an additive map is a derivation if and only if it is derivable
at every point. It is natural and interesting to ask the question whether or not an additive map is a
derivation if it is derivable only at one given point. As that in [7], we say that an element Z ∈ A is an
additive full-derivable point of a ringA if every additive map fromA into itself that is derivable at Z is
in fact a derivation. The following example shows that zero is not an additive full-derivable point for
any ring.
Example 1.1. Let A be a ring and δ : A → A be an additive derivation. Deﬁne an additive map ϕ :
A → A by ϕ(A) = δ(A) + ZA, where Z is a given element in the center of A. It is easily checked that
ϕ is derivable at 0 but it is not a derivation. Thus 0 is not a full-derivable point of A.
However, there do exist full-derivable points for some operator algebras. In [12], Xiong and Zhu
proved that every strongly operator topology continuous linear map derivable at the unit point I
between nest algebras on complex separable Hilbert spaces is an inner derivation. There they said that
I is an all-derivable point related to strong operator topology. Hou and Qi in [8] generalized this result
to a class of fair general Banach space nest algebras without the assumption of strong continuity. In
fact, it is shown in [8] that every linear map between such kind of Banach space nest algebras AlgN
that is derivable at an idempotent P with range in the nest N is in fact a derivation, and thus P is a
linear full-derivable point of AlgN . Another result can be found in [7], there it was shown that the
unit I is a linear full-derivable point of JSL-algebras.
Motivated by the study ofmaps derivable at somepoint of certain algebraswith triangular form (see
[8,12]), we consider this question in a pure algebraic situation, and discuss maps between triangular
rings (or algebras) that are derivable at some given point.
The triangular algebras were ﬁrstly introduced in [1] and then studied by many authors (see [2,
9,11]). Let A and B be two unital rings (or algebras) with unit I1 and I2, respectively, and let M be a
faithful (A,B)-bimodule, that is, M is a (A,B)-bimodule satisfying, for A ∈ A, AM = {0} ⇒ A = 0
and for B ∈ B, MB = {0} ⇒ B = 0. Recall that the ring (or algebra)
T = Tri(A,M,B) =
{(
X W
0 Y
)
: X ∈ A,W ∈ M, Y ∈ B
}
under theusualmatrix addition and formalmatrixmultiplication is called a triangular ring (or algebra).
Clearly, T is unital with the unit I =
(
I1 0
0 I2
)
and has a non-trivial idempotent element P =
(
I1 0
0 0
)
,
which we will call the standard idempotent.
In this paper, we are interested in the question of characterizing additive maps derivable at some
given point between triangular rings (or algebras). Note that, the approaches in [7,8,12] mainly de-
pended on spectral theory and the property of ﬁnite rank operators. In this paper, we will use a pure
algebraic approach to characterize additive maps derivable at some idempotent and generalize the
main results in [8,12].
Let T = Tri(A,M,B) be a triangular ring, and let δ : T → T be an additive map. In Section 2,
we show that, every additive map δ derivable at 0 has the form of δ(T) = τ(T) + δ(I)T if A is of
characteristic not 2, and δ(I) belongs to the center of T , where τ : T → T is an additive derivation
(see Theorem 2.1). This reveals that, though zero is not a full-derivable point, in some situation, the
converse of the fact presented in Example 1.1 is true. Particularly, this is the case for the additive
(linear) maps between nest algebras AlgN on Banach space X that are derivable at zero, when there is
a non-trivialN ∈ N complemented in X (Corollary 2.3). In Section 3, under somemild assumptions on
T , we show that the standard idempotent P is a full-derivable point of triangular rings T (see Theorem
3.1). As a application of this result, we get that every non-trivial idempotent operator P with range
in a Banach space nest N is an additive full-derivable point of the nest algebra AlgN (see Corollary
3.2). Section 4 is devoted to the study of the additive maps derivable at the unit I. Under some mild
assumptions on T , we show that, the unit I is an additive full-derivable point of T (see Theorem4.1). As
its application, we obtain that I is an additive full-derivable point of Banach space nest algebra AlgN if
there is a non-trivialN ∈ N complemented in X (see Corollary 4.2). As a consequence of above results,
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we obtain that every nonzero idempotent element Q satisfying PQ = Q , QP = P for some projection
in a non-trivial nest N of a factor von Neumann algebra R is an additive full-derivable point of the
nest subalgebra AlgN of R (Corollary 4.4).
Throughout the paper, the center of a ring A will be denoted by Z(A).
2. Additive maps derivable at 0
In this section,we characterize additivemaps derivable at 0 between triangular rings. The following
is our main result.
Theorem 2.1. LetA and B be unital rings andM be a faithful (A,B)-bimodule, and let T = Tri(A,M,B)
be the triangular ring. Assume that, the characteristic of A is not 2 and δ : T → T is an additive map
with δ(I) ∈ Z(T ). Then δ is derivable at 0 if and only if there is a derivation τ : T → T such that
δ(T) = τ(T) + δ(I)T for all T ∈ T .
To prove Theorem 2.1, we need the following lemma.
Lemma 2.2. Let R be a ring, and let δ : R → R be an additive map. If δ is derivable at 0, then δ(P) =
δ(P)P + Pδ(P) − δ(I)P and δ(I)P = Pδ(I) for all idempotent element P ∈ T .
Proof. For any idempotent element P ∈ R, it follows from (I − P)P = 0 that δ((I − P)P) = (δ(I) −
δ(P))P + (I − P)δ(P) = 0. So δ(P) = δ(P)P + Pδ(P) − δ(I)P. Similarly, from P(I − P) = 0, we get
δ(P) = δ(P)P + Pδ(P) − Pδ(I), which, together with the above formula, implies that δ(I)P = Pδ(I).

Proof of Theorem 2.1. The “if” part is obvious. Assume that δ is derivable at 0. Deﬁne τ(T) = δ(T) −
δ(I)T . Then τ is still additive and derivable at 0 as δ(I) ∈ Z(T ). Also, τ(I) = 0. By Lemma 2.2, we
get τ(P) = τ(P)P + Pτ(P). Thus, without loss of generality, we may assume δ(I) = 0 and δ(P) =
δ(P)P + Pδ(P). We show that δ is a derivation.
Let P =
(
I1 0
0 0
)
be the standard idempotent.
Because δ is additive, for any A ∈ A,M ∈ M, B ∈ B we can write
δ
(
A M
0 B
)
=
(
δ11(A) + ϕ11(M) + τ11(B) δ12(A) + ϕ12(M) + τ12(B)
0 δ22(A) + ϕ22(M) + τ22(B)
)
,
whereδij : A → Aij ,ϕij : M → Aij ,τij : B → Aij , 1 i j 2, areadditivemapswithA11 = A,A12 =
M and A22 = B (These notations will also be used in the proofs of Theorem 3.1 and Theorem 4.1).
Now δ(P) = δ(P)P + Pδ(P) implies that(
δ11(I1) δ12(I1)
0 δ22(I1)
)
= δ(P) = δ(P)P + Pδ(P) =
(
2δ11(I1) δ12(I1)
0 0
)
,
which forces that
δ11(I1) = δ22(I1) = 0, τ11(I2) = τ22(I2) = 0 and τ12(I2) = −δ12(I1). (2.1)
Thus
δ(P) =
(
0 δ12(I1)
0 0
)
and δ(I − P) =
(
0 −δ12(I1)
0 0
)
.
For any A ∈ A and B ∈ B, let R =
(
A 0
0 0
)
and S =
(
0 0
0 B
)
. Then RS = SR = 0, and so
0 = δ(RS) = δ(R)S + Rδ(S) =
(
Aτ11(B) δ12(A)B + Aτ12(B)
0 δ22(A)B
)
. (2.2)
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Letting A = I1 in Eq. (2.2) and applying Eq. (2.1), we get
τ11(B) = 0 and τ12(B) = −δ12(I1)B for all B ∈ B. (2.3)
Similarly, by letting B = I2 in Eq. (2.2) we see that
δ22(A) = 0 and δ12(A) = Aδ12(I1) for all A ∈ A. (2.4)
For any M ∈ M, let R =
(
0 M
0 0
)
, S =
(
I1 0
0 0
)
, T =
(
0 0
0 I2
)
. Then RS = TR = 0. By Eq. (2.1) one
gets
0 = δ(RS) = δ(R)S + Rδ(S) =
(
ϕ11(M) 0
0 0
)
and
0 = δ(TR) = δ(T)R + Tδ(R) =
(
0 0
0 ϕ22(M)
)
.
Thus
ϕ11(M) = 0 and ϕ22(M) = 0 for allM ∈ M. (2.5)
Taking R =
(
A AM
0 0
)
, S =
(
0 M
0 −I2
)
and using Eqs. (2.2)–(2.5), one gets
0 = δ(RS) = δ(R)S + Rδ(S) =
(
0 δ11(A)M + Aϕ12(M) − ϕ12(AM)
0 0
)
,
and thus
ϕ12(AM) = δ11(A)M + Aϕ12(M) for all A ∈ A, M ∈ M. (2.6)
It follows from Eq. (2.6) that, for any A1, A2 ∈ A andM ∈ M,
δ11(A1A2)M + A1A2ϕ12(M) = ϕ12(A1A2M)
= δ11(A1)A2M + A1ϕ12(A2M)
= δ11(A1)A2M + A1δ11(A2)M + A1A2ϕ12(M).
Hence
δ11(A1A2) = δ11(A1)A2 + A1δ11(A2) (2.7)
holds for all A1, A2 ∈ A since M is a faithful (A,B)-bimodule.
In a similar way, by considering R =
(
I1 M
0 0
)
and S =
(
0 MB
0 −B
)
, one sees that
ϕ12(MB) = ϕ12(M)B + Mτ22(B),
τ22(B1B2) = τ22(B1)B2 + B1τ22(B2) (2.8)
hold for allM ∈ M, B1, B2 ∈ B.
Now we are in a position to check that δ is a derivation. For any
R =
(
A1 M1
0 B1
)
and S =
(
A2 M2
0 B2
)
∈ T ,
where A1, A2 ∈ A,M1,M2 ∈ M and B1, B2 ∈ B, by Eqs. (2.2)–(2.5), on one hand we have
δ(RS) = δ
(
A1A2 A1M2 + M1B2
0 B1B2
)
=
(
δ11(A1A2) A1A2δ12(I1) − δ12(I1)B1B2 + ϕ12(A1M2 + M1B2)
0 τ22(B1B2)
)
.
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On the other hand,
δ(R)S + Rδ(S)
=
(
δ11(A1) A1δ12(I1) − δ12(I1)B1 + ϕ12(M1)
0 τ22(B1)
)(
A2 M2
0 B2
)
+
(
A1 M1
0 B1
)(
δ11(A2) A2δ12(I1) − δ12(I1)B2 + ϕ12(M2)
0 τ22(B2)
)
=
(
δ11(A1)A2 + A1δ11(A2) G
0 τ22(B1)B2 + B1τ22(B2)
)
,
where
G = A1A2δ12(I1) − δ12(I1)B1B2 + δ11(A1)M2 + A1ϕ12(M2) + ϕ12(M1)B2 + M1τ22(B2).
By Eqs. (2.6)–(2.8), it is obvious that δ(RS) = δ(R)S + Rδ(S) for all R, S ∈ T , that is, δ is a derivation,
as desired. 
As an application of Theorem 2.1, we consider the nest algebra case.
Corollary 2.3. LetN be a nest on a complex Banach space X such that there is a N ∈ N complemented in
X , and let AlgN be the associated nest algebra. Assume that δ : AlgN → AlgN is an additive map with
δ(I) ∈ CI, then δ is derivable at 0 if and only if there exist a derivation τ and a scalar λ ∈ C such that
δ(A) = τ(A) + λA for all A ∈ AlgN .
Proof. Since N ∈ N is complemented in X , there is a bounded idempotent operator P with range N. It
is easy to check that P ∈ AlgN . Denote M = (I − P)(X), and let A = PAlgN |N , M = PAlgN |M and
B = (I − P)AlgN |M . Then M is faithful (A,B)-bimodule, and AlgN = Tri(A,M,B) is a triangular
algebra. Thus the corollary follows from Theorem 2.1 immediately. 
In [5], Gilfeather and Larson introduced a concept of nest subalgebras of von Neumann algebras,
which is a generalization of Ringrose’s original concept of nest algebras. Let R be a von Neumann
algebra acting on a complex Hilbert space H. A nest N in R is a totally ordered family of orthogonal
projections in R which is closed in the strong operator topology, and which includes 0 and I. A nest
is said to be non-trivial if it contains at least one non-trivial projection. If P is a projection, we let
P⊥ denote I − P. The nest subalgebra of R associated to a nest N , denoted by AlgN , is the set of all
elements A ∈ R satisfying PAP = AP for each P ∈ N . When R = B(H), the algebra of all bounded
linear operators acting on a complex Hilbert space H, AlgN is the usual one on the Hilbert space H.
If N is a nest in a factor von Neumann algebra R, then N⊥ = {P⊥ : P ∈ N } is also a nest, and
AlgN⊥ = (AlgN )∗. The vonNeumann algebraAlgN ∩ (AlgN )∗ is the diagonal of AlgN anddenoted
by D(N ). Let R(N ) denote the norm closed algebra generated by {PRP⊥ : P ∈ N }. It follows from
[5] that D(N ) + R(N ) is weakly dense in AlgN , and that the commutant of AlgN isCI.
Taking a non-trivial projection P in N , it is easily seen that AlgN is a triangular algebra with the
standard idempotent P. Thus from Theorem 2.1, we get a characterization of additive maps derivable
at zero between nest subalgebras of factor von Neumann algebras.
Corollary 2.4. Let N be a non-trivial nest in a factor von Neumann algebra R, and let AlgN be the
associated nest algebra. Assume that δ : AlgN → AlgN is an additivemap. Then δ is derivable at 0 if and
only if there exist a derivation τ of AlgN and a scalar λ such that δ(A) = τ(A) + λA for all A ∈ AlgN .
Proof. Let δ : AlgN → AlgN be an additive map derivable at 0, it follows from Lemma 2.2. that
δ(I)E = Eδ(I) for all idempotents E ∈ AlgN . (2.9)
Since the set of ﬁnite linear combinations of projections in D(N ) is norm dense in D(N ), we have
from Eq. (2.9) that
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δ(I)D = Dδ(I) for all D ∈ D(N ). (2.10)
On the other hand, it is clear that P + PSP⊥ is an idempotent in AlgN for all P ∈ N and S ∈ R. Then
by Eq. (2.9), we can obtain that δ(I)PSP⊥ = PSP⊥δ(I). Since the linear span of {PSP⊥ : S ∈ R, P ∈ N }
is norm dense in R(N ), we have
δ(I)R = Rδ(I) for all R ∈ R(N ). (2.11)
Since D(N ) + R(N ) is weakly dense in AlgN , we have from Eqs. (2.10) and (2.11) that δ(I)A =
Aδ(I) for all A ∈ AlgN . Thus δ(I) = λI for some complex number λ. Now this corollary follows from
Theorem 2.1. 
3. Additive maps derivable at a non-trivial idempotent
In this section, we show that the standard idempotent P =
(
I1 0
0 0
)
is a full-derivable point of the
triangular ring (or algebra). The following is our main result.
Theorem 3.1. Let A and B be unital rings with units I1 and I2, respectively, and M be a faithful (A,B)-
bimodule. Let T = Tri(A,M,B) be the triangular ring and P be the standard idempotent of it. Assume
that, the characteristic of A is not 2, and, for every A ∈ A, there is some integer n such that nI1 − A is
invertible. Then δ : T → T is an additive map derivable at P if and only if δ is a derivation.
Proof. Only the “only if” part needs to be checked. We use the same notations as that in Section 2.
Since δ is derivable at P, we have(
δ11(I1) δ12(I1)
0 δ22(I1)
)
= δ(P) = δ(P)P + Pδ(P) =
(
2δ11(I1) δ12(I1)
0 0
)
.
Thus
δ11(I1) = δ22(I1) = 0. (3.1)
For any A1, A2 ∈ A with A1A2 = I1, let R =
(
A1 0
0 0
)
and S =
(
A2 0
0 0
)
. Then RS = P, so we get(
0 δ12(I1)
0 0
)
= δ(P) = δ(R)S + Rδ(S) =
(
δ11(A1)A2 + A1δ11(A2) A1δ12(A2)
0 0
)
.
Therefore δ11(A1)A2 + A1δ11(A2) = 0, δ12(I1) = A1δ12(A2), and further
δ11(A
−1) = −A−1δ11(A)A−1, δ12(A) = Aδ12(I1) (3.2)
for all invertible A ∈ A.
For any invertible A ∈ A, let R =
(
A 0
0 0
)
and S =
(
A−1 0
0 I2
)
. Then RS = P. By Eq. (3.2), we get(
0 δ12(I1)
0 0
)
=δ(P) = δ(R)S + Rδ(S)
=
(
Aτ11(I2) δ12(A) + Aδ12(A−1) + Aτ12(I2)
0 δ22(A)
)
.
Thus δ22(A) = 0, Aτ11(I2) = 0 and δ12(A) + Aτ12(I2) = 0 for all invertible A ∈ A. Taking A = I1, we
obtain
τ12(I2) = −δ12(I1) and τ11(I2) = 0. (3.3)
These, together with Eqs. (3.1) and (3.2) and the hypotheses that for every A ∈ A there is an integer n
such that nI1 − A is invertible, we get
δ22(A) = 0 and δ12(A) = Aδ12(I1) (3.4)
for all A ∈ A.
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For any B ∈ B, taking R =
(
I1 0
0 B
)
, S =
(
I1 0
0 0
)
and using Eq. (3.1) we have that
(
0 δ12(I1)
0 0
)
= δ(P) = δ(R)S + Rδ(S) =
(
τ11(B) δ12(I1)
0 0
)
and (
0 δ12(I1)
0 0
)
= δ(P) = δ(S)R + Sδ(R) =
(
0 δ12(I1) + δ12(I1)B + τ12(B)
0 0
)
.
Thus we see that
τ11(B) = 0 for all B ∈ B (3.5)
and
τ12(B) = −δ12(I1)B for all B ∈ B. (3.6)
For anyM ∈ M, consider R =
(
I1 M
0 0
)
and S =
(
I1 0
0 0
)
. It follows from Eq. (3.1) and the equality
(
0 δ12(I1)
0 0
)
= δ(P) = δ(R)S + Rδ(S) =
(
ϕ11(M) δ12(I1)
0 0
)
that
ϕ11(M) = 0 for allM ∈ M. (3.7)
Similarly, letting R =
(
I1 −M
0 0
)
, S =
(
I1 M
0 I2
)
, and applying Eqs. (3.1), (3.3) and (3.7) as well as the
equality(
0 δ12(I1)
0 0
)
=δ(P) = δ(R)S + Rδ(S)
=
(
0 δ12(I1) − Mτ22(I2) − Mϕ22(M)
0 −ϕ22(M)
)
we obtain that
ϕ22(M) = 0 and Mτ22(I2) = 0 for all M ∈ M. (3.8)
Thus τ22(I2) = 0 since M is a faithful (A,B)-bimodule.
For any invertible A ∈ A, let R =
(
A −AM
0 0
)
and S =
(
A−1 M
0 I2
)
. Then RS = P. Thus by Eqs. (3.2),
(3.3), (3.7) and (3.8) and τ22(I2) = 0, we get(
0 δ12(I1)
0 0
)
=δ(P) = δ(R)S + Rδ(S)
=
(
0 δ11(A)M − ϕ12(AM) + Aϕ12(M) + δ12(I1)
0 0
)
.
This implies that
δ11(A)M + Aϕ12(M) = ϕ12(AM) (3.9)
holds for every invertible A ∈ A and every M ∈ M. Now, by the hypothesis of the theorem, it is easy
to see that Eq. (3.9) is true for every A ∈ A and everyM ∈ M.
For any A1, A2 ∈ A andM ∈ M, by Eq. (3.9) and the same arguments as that in Section 2.1, we have
δ11(A1A2) = δ11(A1)A2 + A1δ11(A2), (3.10)
that is, δ11 is a derivation of A.
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For any B ∈ B, let R =
(
I1 M
0 0
)
and S =
(
I1 −MB
0 B
)
. Then, by Eqs. (3.5)–(3.8), one gets(
0 δ12(I1)
0 0
)
=δ(P) = δ(R)S + Rδ(S)
=
(
0 δ12(I1) − ϕ12(MB) + Mτ22(B) + ϕ12(M)B
0 0
)
.
Thus
ϕ12(MB) = Mτ22(B) + ϕ12(M)B (3.11)
for allM ∈ M and B ∈ B. This also implies that
τ22(B1B2) = τ22(B1)B2 + B1τ22(B2) (3.12)
for all B1, B2 ∈ B.
Now by Eqs. (3.1)–(3.12) and using similar arguments as that in the proof of Theorem 2.1, it is easily
checked that δ is a derivation. 
Similarly, we can prove P1 =
(
0 0
0 I2
)
is a full-derivable of T , and hence
Theorem 3.1′. Let A and B be unital rings with units I1 and I2, respectively, and M be a faithful (A,B)-
bimodule. Let T = Tri(A,M,B) be the triangular ring and P be the standard idempotent of it. Assume that,
the characteristic of B is not 2, and, for every B ∈ B, there is some integer n such that nI2 − B is invertible.
Then δ : T → T is an additive map derivable at I − P if and only if δ is a derivation.
If A is a unital (real or complex) Banach algebra and A ∈ A, then nI − A is invertible whenever
n > ‖A‖. ThusbyTheorem3.1, andarguments as that in Section2, the following corollaries are obvious.
Corollary 3.2. Let N be a non-trivial nest on a complex Banach space X and AlgN be the associated nest
algebra, and let δ : AlgN → AlgN be an additive map. Then δ is derivable at a non-trivial idempotent P
with range P(X) ∈ N if and only δ is a derivation.
Corollary 3.3. LetN be a non-trivial nest in a factor von Neumann algebraR and AlgN be the associated
nest algebra. Then δ : AlgN → AlgN is an additive map derivable at an idempotent element Q satisfying
PQ = Q and QP = P for some non-trivial projection P ∈ N if and only if δ is a derivation.
4. Additive maps derivable at the unit
In this section, we shall discuss the questionwhether the unit I is a full-derivable point of triangular
rings (or algebras).
The following is themain result of this section. Compare Theorem 4.1 with Theorem 3.1, we have to
make additional assumptions that bothA, B are of characteristic neither 2 nor 3 and 1
2
I1 ∈ A, 12 I2 ∈ B.
Theorem 4.1. Let A and B be unital rings with units I1 and I2, respectively, and M be a faithful (A,B)-
bimodule. Let T = Tri(A,M,B) be the triangular ring. Assume thatA andB are of characteristic neither 2
nor 3, 1
2
I1 ∈ A, 12 I2 ∈ B, and, for any A ∈ A, B ∈ B, there are some integers n1, n2 such that n1I1 − A and
n2I2 − B are invertible. Then δ : T → T is an additive map derivable at I if and only if δ is a derivation.
Proof. The “if” part is obvious. To check the “only if” part, assume that δ is derivable at I. We use
notations as that in Section 2. It follows from I2 = I that δ(I) = δ(I2) = δ(I)I + Iδ(I) = 2δ(I), and
δ(I) = 0. Thus
δ11(I1) + τ11(I2) = 0, δ12(I1) + τ12(I2) = 0 and δ22(I1) + τ22(I2) = 0. (4.1)
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For any invertible A ∈ A, B ∈ B, let R =
(
A 0
0 B
)
and S =
(
A−1 0
0 B−1
)
. Then RS = I, and so
0 = δ(I) = δ(R)S + Rδ(S) =
(
G11(A, B) G12(A, B)
0 G22(A, B)
)
,
where
G11(A, B)=δ11(A)A−1 + Aδ11(A−1) + τ11(B)A−1 + Aτ11(B−1),
G12(A, B)=δ12(A)B−1 + τ12(B)B−1 + Aτ12(B−1) + Aδ12(A−1),
G22(A, B)=δ22(A)B−1 + Bδ22(A−1) + τ22(B)B−1 + Bτ22(B−1).
Letting A = I1 and B = −I2 inG11(A, B) = 0, we get 2δ11(I1) − 2τ11(I2) = 0. Applying Eq. (4.1), we
see that 2δ11(I1) = 0 and 2τ11(I2) = 0. Thus δ11(I1) = τ11(I2) = 0 and
δ11(A)A
−1 + Aδ11(A−1) = 0 for all invertible A ∈ A. (4.2)
Similarly, by considering G22(A, B) = 0 and letting B = I2 and A = −I1, it is easily checked that
δ22(I1) = τ22(I2) = 0, and
τ22(B)B
−1 + Bτ22(B−1) = 0 for all invertible B ∈ B. (4.3)
From Eqs. (4.1) and (4.2), G11(A, B) = 0 and G22(A, B) = 0, it follows that
τ11(B)A
−1 + Aτ11(B−1) = 0 and δ22(A)B−1 + Bδ22(A−1) = 0 (4.4)
hold for all invertible A ∈ A and B ∈ B. Taking A = I1 and A = 2I1 in the ﬁrst equality of Eq. (4.4),
respectively, and note that 2I1 is invertible inAwith (2I1)−1 = 12 I1,we get τ11(B) + τ11(B−1) = 0 and
τ11(B)
2
+ 2τ11(B−1) = 0 whenever B is invertible. It follows that 3τ11(B) = 0. As A is of characteristic
not 3, wemust have τ11(B) = 0 for all invertible B ∈ B. Similarly, taking B = I2 and B = 2I2 in the last
equation in Eq. (4.4), one gets δ22(A) = 0 for all invertible A ∈ A.
Letting respectively B = 2I2 and B = I2 in G12(A, B) = 0, by Eq. (4.1) we have
1
2
δ12(A) + τ12(I2) + 1
2
Aτ12(I2) + Aδ12(A−1)
= 1
2
δ12(A) − δ12(I1) − 1
2
Aδ12(I1) + Aδ12(A−1) = 0, and
δ12(A) + τ12(I2) + Aτ12(I2) + Aδ12(A−1)
= δ12(A) − δ12(I1) − Aδ12(I1) + Aδ12(A−1) = 0,
which imply that
δ12(A) = Aδ12(I1) for all invertible A ∈ A. (4.5)
Similarly, taking A = 2I1 and A = I1 in G12(A, B) = 0, one gets
τ12(B) = −δ12(I1)B for all invertible B ∈ B. (4.6)
By replacing A and B, respectively, in Eqs. (4.5) and (4.6) with invertible elements n1I1 − A and
n2I2 − B, it is easily checked Eqs. (4.5) and (4.6) and
δ22(A) = τ11(B) = 0 (4.7)
hold for all A ∈ A and B ∈ B.
For any invertible A ∈ A, let R =
(
A M
0 I2
)
and S =
(
A−1 −A−1M
0 I2
)
. Then by Eqs. (4.2)–(4.7) we
get
0 = δ(I) = δ(R)S + Rδ(S)
=
(
ϕ11(M)A
−1 − Aϕ11(A−1M) G
0 ϕ22(M) − ϕ22(A−1M)
)
,
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where
G = −δ11(A)A−1M − ϕ11(M)A−1M + ϕ12(M) − Aϕ12(A−1M) − Mϕ22(A−1M).
Let A = 2I1 in the above equality, we see that ϕ11(M) = 0 and ϕ22(M) = 0. Combining with G = 0,
we have −δ11(A)A−1M + ϕ12(M) − Aϕ12(A−1M) = 0, and hence by Eq. (4.2)
ϕ12(A
−1M) = −A−1δ11(A)A−1M + A−1ϕ12(M) = δ11(A−1)M + A−1ϕ12(M) (4.8)
for allM ∈ M and all invertible A ∈ A. By replacing Awith n1I1 − A if necessary, it is obvious that Eq.
(4.8) holds for all A ∈ A and allM ∈ M. It follows then
δ11(A1A2) = δ11(A1)A2 + A1δ11(A2) (4.9)
for all A1, A2 ∈ A.
Similarly, for any invertible B ∈ B, letting S =
(
I1 M
0 B
)
, T =
(
I1 −MB−1
0 B−1
)
, one gets
ϕ12(MB) = ϕ12(M)B + Mτ22(B) (4.10)
for allM ∈ M and B ∈ B. And hence
τ22(B1B2) = τ22(B1)B2 + B1τ22(B2) (4.11)
holds for every B1, B2 ∈ A22.
By applying Eqs. (4.1)–(4.11) to general elements S, T in T , it is an easy computation to check that
δ is a derivation. 
From Theorem 4.1 and by similar arguments as that in Section 3, we get
Corollary 4.2. Let N be a nest on a complex Banach space X such that there is a N ∈ N is complemented
in X , and let AlgN be the associated nest algebra. Then an additive map δ : AlgN → AlgN is derivable
at I if and only if δ is a derivation.
Corollary 4.3. LetN beanon-trivial nest ina factor vonNeumannalgebraRand letAlgN be theassociated
nest algebra. Then δ : AlgN → AlgN is an additive map derivable at I if and only if δ is a derivation.
By Corollary 3.3 and 4.3, we have
Corollary 4.4. LetN beanon-trivial nest ina factor vonNeumannalgebraRand letAlgN be theassociated
nest algebra. Then every nonzero idempotent elementQ satisfying PQ = Q andQP = P for someprojection
P ∈ N is an additive full-derivable point of AlgN .
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