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Summary 
This thesis deals with steady-state mode interaction problems with symmetry. 
We. prove several results concerning problems invariant under the action of an 
arbitrary compact Lie group IF. These include the existence of mixed-mode 
solutions and secondary Hopf bifurcations. We also consider the unfolding of 
the equations characterizing such problems. Where appropriate, we distinguish 
the case when IF acts trivially on one of the modes. We then apply the results to 
the problems of the (1,3)-, (1,5)- and (1,3,5)-mode interactions with spherical 
symmetry. We also consider the (3,5)- and the (1,3,5)- mode interaction 
problems with SO(3) symmetry. 
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Chapter 1 
Introduction 
The interest in bifurcation problems in a spherically symmetric setting goes at 
least as far back as Poincare. In 1885, Poincare [25] studies the configurations 
of a fluid in a spherical boundary, when subject to rotation around an axis, 
and their stability. In 1932, Lamb [20] refers to spherical harmonics as 'the 
most important' method to solve the Laplace equation in three dimensions. He 
applies the method to solve problems concerning irrotational motion of a liquid 
within a spherical boundary. Later, in 1961, Chandrasekhar relates steady- 
state bifurcation with spherical symmetry to convection in the earth's mantle 
(Chandrasekhar [8] ). In the seventies, steady-state bifurcation with spherical 
symmetry is extensively applied to model physical problems. It has been used 
to model problems in plate tectonics (Le Mouel [22] and Le Pichon and Huchon 
[24]), in astrophysics (Nice proceedings [26]) and in the buckling of a spherical 
shell (Knightly and Sather [19]). However, the problem that has interested 
mathematicians the most is that of convection in spherical shells. It is the 
spherical version of the Benard convection problem between two horizontal 
layers. In the spherical case, we assume the fluid is contained between two 
concentrical spherical boundaries with radii R, and R2 (Ri :ý R2) and is heated 
from within. There exists a static equilibrium for all values of the temperature 
difference AT between the boundaries. If the temperature increases in the 
direction of gravity, the static equilibrium becomes unstable when AT exceeds 
1 
2 
a finite value and other solutions may appear (see Busse [4] for a full description 
of the problem). Chossat [10] considers a variation of this problem, namely 
the rotation of the spherical boundaries with constant angular velocity. 
The study made by Busse in 1975 is complemented by that in Busse and 
Riahi [5] where the previous analysis is extended to odd degrees I of spherical 
harmonics. Mixed-mode patterns are first considered in Busse and Riahi [6] 
where the study is made for two consecutive modes, i. e., neighbouring degrees 
I and I* of spherical harmonics. 
In the meantime, group theory related to 0(3) was developed and Cicogna 
and Vanderbauwhede proved the Equivariant Branching Leraraa (see Cicogna 
[11] and Vanderbauwhede [29]). These allow a more systematic approach to 
the problem. In 1982, Golubitsky and Schaeffer [14] gave a full description of 
the bifurcation with spherical symmetry on the 5-dimensional space of spheri- 
cal harmonics of order 2, already using group theory to simplify the problem. 
In 1984, Ihrig and Golubitsky [18] gave an extensive account of the group 
theory concerning 0(3), namely a list of closed subgroups of 0(3), isotropy 
subgroups and lattice, fixed-point subspaces and maximal isotropy. They also 
proved that solutions obtained using the Equivariant Branching Lemma are 
unstable. More recently, a family of stable equilibria was found by Barany 
and Melbourne [3]. More complicated behaviour, such as the existence of het- 
eroclinic orbits, was found by Friedrich and Haken 113] and Armbruster and 
Chossat [11 when two modes interact. A different perspective was introduced 
by Field, Golubitsky and Stewart [12] who consider problems on the hemi- 
sphere, hence with 0(2) symmetry, and their extension to 0(3) on the full 
sphere. They consider reaction- diffusion equations on the hemisphere with 
Neumann boundary conditions along the equator. 
A global account of results concerning steady-state bifurcation with spher- 
ical symmetry can be found in Chossat, Lauterbach and Melbourne [23] and 
in Golubitsky et al [16], chapters XIII and XV. 
3 
In this work, we consider mode interaction problems in spherically invarl- 
alit systenis. Our interest is not based on any specific application although 
one could eventually be thought of. In order to study problems with spher- 
ical symmetry, we first consider the group SO(3). It is known that SO(3) 
has precisely one irreducible representation, up to isomorphism, in each odd 
dimension 21 +I and that these representations can be realized in terms of 
sphertcal harmonics. The space V1 of spherical harmonics has dimension 21 + I. 
To obtain from this representation the irreducible representations of 0(3), we 
recall that 
0(3) = SO(3) (1) Zc2, 
where Z' = ±1. We then have two representations of 0(3) on V1, according 2 
to whether the element of order 2 in Zc acts as plus or minus the identity. 2 
They are called the plu8 and the minus representation, respectively. Usually, 
the action of 0(3) is induced from the natural action on R3 which leads to the 
representation on VI whose sign is (-1)1. (See Golubitsky et al [161 for more 
detail and further results. ) 
We study the interactions involving the modes of order I-0,1 =I and 
I=2. As in previous works, we assume that a centre manifold reduction has 
been performed and so, we study differential equations on spaces which contain 
1-1 3- or 5-dimensional modes. If the interacting modes have dimensions m 
and n, we shall refer to the problem as an (m, n)-mode interaction. In the last 
two chapters, we consider the (1,3,5)-mode interaction. 
Our approach consists in the use of group theory to establish the most 
appropriate representation for the 0(3)-action. In the case of the (3,5)-mode 
interaction, this leads to a problem with SO(3) symmetry rather than 0(3) 
(note that the latter problem has already been studied by Armbruster and 
Chossat [1]). Given a representation, we use invariant theory to obtain the 
corresponding invariants and equivariants which allow us to write the bifurca- 
4 
tion equations. Singularity theory then provides an unfolding for the equations 
and finally, we do the bifurcation analysis. 
While trying to solve the spherically symmetric mode interaction steady- 
state bifurcation problems, we have come across some general results concern- 
ing mode interactions (including an 'intuitive' definition of genericitY) and 
unfoldings for such problems. We, restrict our study to generic problems and 
shall not consider any mode interactions involving Hopf bifurcation. 
We chose not to include a chapter on background definitions or results. 
Instead, we provide any background knowledge as it becomes relevant. For a 
complete and concise overview of the background see Golubitsky Ct al [16]. We. 
shall use the concept of codimension as in this reference, that is, a bifurcation 
problem described by the equation 
ýý f 
where ACR is the bifurcation parameter, is codimension 0 if it does not need 
any unfolding parameters (some authors do not distinguish A and consider this 
problem to be codimension 1). 
This thesis is organized as follows: 
op in chapter 2, we prove several results concerning mode interaction prob- 
lems. We include a definition of genericity and a result on how to unfold 
such a problem. We consider the particular case of mode interactions 
involving one trivial mode and prove results concerning Birkhoff normal 
form equations, determinacy and the isotropy lattice associated to such 
problems. We then return to ordinary mode interaction problems to prove 
that a mixed-mode branch always exists and that, along this branch, there 
are parameter values for which a secondary Hopf bifurcation occurs. 
0 chapter 3 deals with the (1,3)-mode interaction. We simplify the problem 
by reducing the action of 0(3) to that Of Z2, preserving stability results. 
This problem has already been solved by Golubitsky et al [16] and hence, 
there are hardly any calculations to be done. 
5 
* in chapter 4, we study the (1,5)-mode interaction. Again, we simplify 
the. problem by reducing the group action to that of S3. The bifurcation 
analysis shows that there exist secondary Hopf bifurcations of equilibria 
to stable limit cycles, which then disappear in a heteroclinic connection. 
9 chapter 5 approaches the (3,5)- and the (1,3,5)-mode interaction prob- 
lems. Trying to simplify the group action, we find that an appropriate 
setting reduces the action of 0(3) to that of SO(3). Then, we study the 
problems under the SO(3)-action. This is done by comparison with the 
results obtained by Armbruster and Chossat [1] concerning the (3,5)-mode 
interaction with 0(3) symmetry. 
9 finally, in chapter 6, we give a brief description of the possible bifurcation 
features in the (1,3,5)-mode interaction with 0(3) symmetry. Again we 
use Armbruster and Chossat [1]. 
In the Appendices, we give a brief explanation of the program KAOS and 
present the print-outs both from KAOS and from MAPLE used in our study. 
Chapter 2 
General results on mode 
0 
interactions 
2.1. Introduction 
This chapter is concerned with providing the generic setting for a mode in- 
teraction problem. The term 'mode interaction' is widely used in the applied 
literature but has not been fully formalized. Therefore, we start by giving an 
'intuitive' definition of a generic mode interaction bifurcation problem. The 
proof that this is actually the 'right' definition would take us into singularity 
theory grounds, out of the scope of this work. It would however be inter- 
esting and useful to produce a rigorous definition. We shall, from now on, 
be concerned only with generic problems. The unfolding of the generic mode 
interaction bifurcation problem completes section 2.2. Th e following section 
addresses a particular kind of mode interaction which is obtained by consid- 
ering the action of the group r on RxV, trivially on R, where V is an 
n-dimensional space which we often identify with R. In section 2.4, we prove 
the existence of mixed-mode solutions. The final section is devoted to proving 
that it is always possible to find coefficient values for which a secondary Hopf 
bifurcation exists along a branch of mixed-mode solutions. 
6 
2.2. MODE INTERACTIONS 
2.2. Mode interactions 
7 
We. start this section with a definition of mode interaction. Consider the 
system described by 
x+ g(x, A) 
where xCU, an n-dimensional space, and AcR is the bifurcation parameter. 
Assume that g is equivariant under the action of the Lie group r. Without 
loss of generality, let us from now on assume that any bifurcation occurs at the 
origin, for A=0. Then, we have a steady-8tate mode when the O-eigenspace 
of (dg)o, o is I'-irreducible. Because we have assumed that a centre manifold 
reduction has taken place, U is that O-eigenspace. 
Definition 2.1 (Golubitsky et al [16], chapter XII, section 2). A8pace 
V Z,, 3 3aid to be IF-irreducible if the only IF -invariant sub8paces of V are 
and 
Vd8 e If. 
In order to have the interaction of two modes, we need to be able to de- 
compose the aforementioned O-elgenspace into two r-irreducible components. 
Let us then consider the system of equations 
,ýg, 
(x, y, A) = 
ý g, (x, y, A) = 
where x C- U, yEV (respectively, n- and m-dimensional spaces) and AER is 
the. bifurcation parameter. Define 
Ux VxR--* UxV 
to be g =- (g, g, ) and assume it is IF-equivariant. 
Remark Here, and in all that follows, we use the index notation g,, to 
indicate the component of g in the subspace to which * belongs and not a 
derivative. It shall be explicitly stated if the meaning is a different one. 
2.2. MODE INTERACTIONS 8 
Definition 2.2 (Golubitsky et al [16], chapter XX, section 0). We my 
that the bifurcation problem is a mode interaction if the O-ez(7en, 3pace of 
(dg)o, o, o decompo8C8 a8 the direct sura of two IF-irreduciblC 8ub8pace8. 
As before, we assume that the two IF-irreducible components are U and 
V. We. refer to such a problem as an (n, m)-mode interaction. The natural 
definition of the interaction of k modes is to consider a problem for which the 
O-eigenspace of the linear part decomposes as the direct sum of k 1'-irreducible 
components. 
Note that the decomposition into two subspaces corresponds to a linear 
degeneracy at the origin. This is characteristic of mode interaction problems. 
This degeneracy can be avoided by introducing an extra parameter, say aCR, 
on the linear level. Then, one mode bifurcates at the origin and the other away 
from it, at a value of A depending on oz. This splitting of the bifurcation gives 
rise to some interesting behaviour which cannot be predicted by analyzing only 
the single-mode problems. Later, we shall prove that 'generically' one such 
extra parameter a is also sufficient to unfold the mode interaction bifurcation 
equations. 
Next, we give an intuitive definition of a generic mode interaction bifurca- 
tion problem. First, however, we need to introduce a few concepts, for which 
we use Golubitsky et al [16], chapters XIV and XV as a reference. 
Notation: 
(1) denotes the ring of IF-invariant germs VxR ---ý R. It is generated 
by a set of functions of r-invariant polynomials. 
(2) (r) denotes the space of r-equivariant germs of mappings of VxR into 
V. It is a module over Ex,, x(IF) and generated by r-equivariant polynomials. 
(3) (r) is a finitely generated module over Ex,, \(r) and consists of I- 
equivariant matrix germs, i. e., nXn matrices S such that 
S(-yx, A)-ý = -yS(x, A) v-y cr V(x, A) GVxR. 
A4x, A (r) is the set of germs in Sx, A (I') which vanish at the origin. 
2.2. MODE INTERACTIONS 9 
Definition 2.3. Let g(x, A) eSx, A (IF) be a IF-equivariant bifurcation problem, 
We define a k-parameter r-unfolding of g to be a F-equivariant map germ 
k G(x, A, a. ) (r), where aCR and 
(x, A, 0) = 
Definition 2.4. The F-equivariant tangent space T(g, r) is the sub8pace 
of (r) generated by 
f Sig; (dg)Xj I over s, (r), 
f(dg)ykl over R 
and 
jOg/OAj over S), 
where the Si generate Sx,, \ (r), the Xj generate A4x,, \ (r) and the Yk are such 
that 
RI Yk Ik- 
Definition 2.5. GM said to be a versal unfolding of g if Zt Z8 an unfolding 
and 
S x\ (F) =T (g, I) +R1G, (x, A, 0), . .., G, (x, A, 0) 
1, 
where G, j denotes the 
derivative with respect to ai, If kM the mtnzmum 
number of parameters for which the equality holds, G is called universal and 
k the codimension of 
Now we can proceed to establish our definition. Consider the mode inter- 
action bifurcation problem defined by 
g,, (u, v, A) 
ý g, (u, v, A) = 
9.2. MODE INTERACITIONS 
such that 
UxVxR --+ UxV 
is IF-equivariant and verifies the equalities 
g(O) -0 and Dg(O) == 0. 
10 
Without loss of generality, we suppose that the equations are in Birkhoff 
normal forni, that is, g is a polynomial. We do not place any restrictions on 
the degree of these polynomials. It is then obvious that terms of the form 
(Au, Av) must be part of the equations. We shall return to this issue. 
By definition, this problem has a linear degeneracy at the origin which we 
unfold by an extra parameter aGR. Suppose we unfold the linear part of g, 
so that Av becomes (A - a)v. Let A' =- A a. Then we can rewrite the mode 
interaction problem as follows 
+ g,, (u, v, A, A) 
+ g, (u, v, A, A') 
such that 
(guig, ): UxVxRxR --ý UxV 
is IF-equivariant and satisfies the same equalities as above. 
2.2.1. 
2.2.2. 
Note that g,, does not in fact depend on A' but that does not affect what 
follows. 
From the above equations, we can define two single-mode bifurcation prob- 
lems. This corresponds to looking at each mode independently, i. e., when they 
are not interacting. Consider the following equations 
ü+ g(UI oý Al 0) = 
and 
ý gv (0, vl 01 \1) = 0. 
2.2.3. 
2.2.4. 
2.2. MODE INTERACITIONS 11 
The restrictions on g imply that both 2.2.3 and 2.2.4 define steady-state bi- 
furcation problems, provided that 
_qv(u, 
OIAIO) -0 Vu EU VA cR 
and 
, q(0, v, 
0, A) =0VvGVV A' C 
We. note that some mode interactions do not satisfy the above equalities, for 
example when r acts trivially on a I-dimensional mode or in the (3,5)-mode 
interaction studied in Chapter 5. This restriction however still applies to a 
considerable number of mode interaction problems and we assume it holds for 
the definition below. 
It is clear that 
g (., 0,., 0) :UxR --> 
and 
g, (0ý *, 0,. 
) :VxR --> 
are F-equivariant. 
Definition 2.6. A mode interaction problem such as (2.2.1,2.2-2) is called 
generic if and only if the 81ngle-mode bifurcation probleM8 within it, such a8 
2.2.3 and 2.2.4, are codimen8ton 0. 
Intuitively, we see that if 
su 
'X 
(F) = (g (U, 0, A, 0), 1') 
and 
sv 
XI (F) -T (gv (0, V, 0, A') ý F) 
2.2. MODE INTERACTIONS 12 
then, putting these two problems together in a mode interaction should lead 
to the least degenerate mode interaction possible. The proof of this statement 
would make the definition of generic mode interaction rigorous. However, we 
did not find a proof. We. shall return to this point. 
We, remark that if a-0, that is, before the problem is unfolded, A' is 
just A. It is in-, portant that the bifurcation parameters can be varied inde- 
pendently for each problem however, so that g,, (u, 0, A, 0) and g, (O, v, 0, A) are 
well defined. Before the problem has been unfolded, i. e., when the equations 
are 
,ýg,, (u, v, A) -- 
ý g, (u, V, A) = 
the definition is equivalent to saying that g.,, (u, 0, A) and g, (0, v, A) are codi- 
mension 0. We. consider the first setting to be clearer but use either one, 
depending on which happens to be more adequate. 
Next we discuss an example with Z2 Eý Z2-symmetry as a motivation for 
what follows. This example can be found in Golubitsky and Schaeffer [151, 
chapter X. Consider the normal form equations 
x+ elx 
3+ 
rnxy 
2+ 
lý2ýX 
+ nX2Y + E3 y3 + 644 
where e, = ±1; i=1, ---4 and m :ý 626364, n zh 616264, mn :ý EIE3. These 
22 define a 
Z2 (f) Z 2-symmetric mode interaction problem g: RxR --+ R 
Singularity theory provides an unfolding for this problem, which is 
32 + EIX + MXY + 62ýX 
ý iiX2Y + lý3 y3 + 64(ý - CV» - 
oi 
where. (fin, h, a) varies on a neighbourhood of (m, n, 0) - In what follows, we 
shall refer to ? ýn- and h simply as m and n. We note that these two parameters 
are special since they are coefficients of terms already present in the original 
2.2. MODE INTERACTIONS 13 
equations and therefore vary in the neighbourhood of a point which is not 
necessarily the origin. The fact that these parameters are present both in 
the unfolded and the original equations, makes it reasonable to believe that 
the changes they introduce are not as noticeable as those introduced by the 
other unfolding parameters. We shall show that, for most of the parameter 
space, they do not change the topological type of the problem. It is only in a 
distinguished set that important changes occur; and we shall avoid this set. 
Returning to the example, we now draw the bifurcation diagrams when 
the coefficients take the following values 
lýI :::::::: IE3 -1ý 62 "::::::: 'E4 -11 
to which correspond the nondegeneracy conditions 
mn : /: 1, m =ý I and n: ý 1.2.2.5. 
We note that for the unperturbed case, all branches bifurcate from the origin 
at A-0. In the unfolded case, the y-mode branch bifurcates at A=a and 
therefore, the sign of a is relevant to the bifurcation diagrams. 
We. draw schematic bifurcation diagrams, where the full lines indicate sta- 
ble branches and the dotted lines unstable ones. We avoid the distinguished 
set of values for the parameters m and n defined by the nondegeneracy con- 
ditions 2.2.5 together with m=0 and n=0. For parameter values as above, 
this set is indicated by the solid lines in Figure 2.1. 
This distinguished set of values divides the plane into 12 regions as indi- 
cated in the figure. In each region, the bifurcation diagrams are topologically 
equivalent. We can further simplify the task of drawing all bifurcation dia- 
grams by noting that interchanging x and y is the same as interchanging m 
and n and reversing the sign of a. Thus the diagrams in regions (2), (T), 
(3a') and (4b') can be easily obtained from those in regions (2), (3), (3a) and 
(4b). 
2-2- MODE INTERACTIONS 
771 
Figure 2.1. 
The branching equations are as follows: 
(a) trivial solutions x=y=O 
x- mode solutions 
(c) y- mode, solutions 
(d) mixed-mode solutions 
mn =1 
71 =I 
710 
2. x, y 
X=0; A=y2+a 
x2 -ý my2 
n) X2 + (M _ 1)y2 =a 
14 
Remark Figure 2.1 differs from Figure X, 4.1 in Golubitsky and Schaeffer 
[15] in that it includes two extra regions, namely, (3a) and (3a). These are in 
fact distinct from region (3). We also correct the diagram for region (3) when 
a>0. The difference between (3) and (3a) is whether the mixed-mode branch 
bifurcates from the x-mode branch before or after the y-mode bifurcates from 
the origin, respectively. 
Note also that in the absence of the nondegeneracy conditions which tell 
us the exact location of the distinguished set of parameters, it is still possible 
rn == 
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to determine the same 12 regions by varying the. parameters and looking for 
topological changes in the bifurcation diagrams. Such parameters as M and n, 
which do not change the topological type of the problem for most values, we 
call modal parameters and discuss later. 
As can be seen in Figure 2.2, it is often the case that we have a mixed-mode 
branch of solutions together with the single-mode branches which existed in 
each single-mode problem. We. point out that the single mode solutions come 
in pairs and the inixed-mode come in four at a time. 
If we define A' -A-a, then this mode interaction problem takes the form 
used to define generic mode interactions. The separate single-mode bifurcation 
problems which can be obtained from the mode interaction by making x -- 
A=0 or Y= A' -- 0 are of the form 
3 ý ýlZ + 6207Z 
- 
01 
where a=A or A', x or y and 6i = ±1; 1 1,2, which defines a 
codimension 0, Z2-symmetric bifurcation problem. 
This is an example which suggests that our definition of generic mode 
interaction is correct. Making it a rigorous definition, requires the proof of 
two results. The first states that given two single-mode bifurcation problems, 
both of codimension 0, we can obtain a generic mode interaction problem by 
'putting them together'. 'Putting them together' would have to be defined but 
a reasonable idea seems to be to include in the equations all mixed equivariants 
that would arise from the group acting on the two spaces, without however 
including any single-mode equivariants absent from the single-mode problems. 
The second result, in a sense the converse of this one, saying that given a set 
of equations satisfying the linear degeneracy condition, i. e., defining a mode 
interaction, it corresponds to a generic mode interaction if in addition, it 
verifies an extra set of nondegeneracy conditions. We prove a version of this 
last result, and provide a universal unfolding, in Proposition 2.1; but we leave 
the rigorous definition as an open problem. 
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Before stating and proving the proposition, we make a few comments on 
topological codiniension and niodal parameters. We have stated before that 
codii-nension is the i-ninin-lurn number of parameters in a versal unfolding. The 
notion of unfolding requires another one, that of equivalence: we say that g 
and h are two F-equivalent problems if there exist a change of coordinates 
(X A), A (A» 
and a matrix-valued gerin S(x, A), satisfying certain r -equivariant conditions 
and such that 
S (x, A) h (X (x, A), A (A». 
If the change of coordinates is Cc'O then the equivalence is said to be smooth. 
However, sometimes this notion is too strong and we allow the change of coor- 
dinates to be only continuous. The equivalence is then said to be topological. 
This allows a distinction between two kinds of parameters: those that do not 
change the topological type of the singularity on an open subset of the param- 
eter space, which we call modal, and those that do, to which we refer simply 
as unfolding parameters. We shall avoid and not be concerned with the set of 
modal parameters for which there is a change in topological type. We define 
the topological codimension of g to be the COO-codimension minus the number 
of moduli, as long as the universal unfolding G of y is topolo_qically trivial. 
To define what we mean by topologically trivial, let g be C"O - co dimension 
k and let G(x, A, a) be a universal unfolding of g. We define the codimension 
constant variety of G to be 
C= fa C-R k: I (xo ý Ao) near 
(0,0) such that 
codim G(x + xo, A+ Ao, a) = codim gj. 
We note that the parameters satisfying this condition are the modal parame- 
ters only. Let dim C=k-I and choose G so that 
k C=IaER : a--O; Z'=I, z 
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and denote a= (ý, nz); ýE R1, mER k-I . Let E be. the transition vari- 
ety, i. e., the set of bifurcation, hysteresis and double limit points, source of 
nonpersistence in bifurcation diagrams, and define 
So - 10 C Rl: (0,0) c Elý 
which is the intersection of E with the space of non-modal parameters. 
Definition 2.7 (Golubitsky and Schaeffer [15], V, 6.1). The universal 
unfolding G is topologically trivial iE is (locally) homeomorphZc to Cx Eo. f 
Topological triviality implies that for (every) small m, the persistent per- 
turbations of G(x, A, 0, m) are identical to those of g(X, A) - G(x, A, 0,0) mean- 
ing that the changes induced by the modal parameters are irrelevant. An 
important observation concerning modal parameters is that the moduli space 
divides into finitely many regions on which the universal unfolding is topolog- 
ically trivial. These regions constitute the open subset of the parameter space 
referred to earlier (cf. Golubitsky and Schaeffer [15], chapter V, 7(d)), which, 
from now on, we call the triviality set. 
Proposition 2.1. Consider the IF-symmetric mode mteraction bifurcation 
problem on UxV defined by 
it + g.,, (u, v, A) = 
ý g, (u, v, A) - 01 
where 
UxVxR -4 UxV 
is such that 
g(O) =0 and Dg(O) = 0. 
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Let (IF) -< Ez(u, v) >tc-j and define 
k= max I degEi (u, v); zE 11 - 
A, s, -3ume g is in Birkhoff normal form up to order k, that the coefficients of 
equivartants of degree between 2 and k are non-zero and in the trivialdy set. 
Then, the problem is generic, ha8 topological codimen8ion I and a universal 
unfolding us 
it + g,, (u, v, A) = 
ý av + gv(uý v, A) = 07 
where g,, and g, may include any number of modal parameters. 
Remark The triviality set mentioned in the proposition above is any of 
the open regions away from the set of parameter values determined by the 
non degeneracy conditions on modal parameters. 
Proof Recall the definition of equivariant tangent space. The restrictions 
g(O) =0 and Dg(O) =0 imply that the lowest order terms in the equations 
are 2 nd order. It is obvious that both u and v are equivariant, in the respective 
domains, and therefore are in the equivariant space, hence in the tangent space. 
Given the generators of the tangent space, we see that u and v can only be 
obtained by differentiation with respect to A, that is, we have 
19gu 
aA 
and 
ag, 
::::: V+ OA 
When we calculate the tangent space for the mode interaction problem, 
we obtain 
ag ag" ag, 
aA aA 1 aA 
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and this is the only generator including first order terms. That it in fact exists 
is our hypothesis since ý(Au, Av) is of order 2. It is then clear that the only way 
to obtain the two terms 
(u, 0) and (0, v) 
belonging to T(g, r) is by introducing an unfolding term, either 
(u, 0) or (0, v). 
Remarks: 
(1) This unfolding term will also eliminate the linear degeneracy characteristic 
of all mode interaction problems. 
(2) We chose (0, v) as the unfolding term simply by a question of tradition. 
(3) We. often use (-av) instead of av for convenience. 
(4) The hypotheses on the coefficients are generically true. 
Finally, note that there are no restrictions on any term of degree 2 or 
higher in the equations, so because we assume that, the equations include all 
equivariants of degree between 2 and k, any terms required to complement the 
tangent space will originate modal, but not unfolding, parameters. 
When looking at each single-mode problem separately, the same argument 
and the fact that we obtain u and v from the derivative with respect to A, 
guarantee that no unfolding parameters are needed. Hence, each single-mode 
problem is codimension 0. 
This concludes the proof since I is the least number of parameters that 
can be necessary to unfold the mode interaction. 
0 
Note that this result does not solve completely the problem of unfolding 
mode interaction bifurcation problems because it does not provide information 
about which, or how many, the modal parameters will be, or what the triv- 
iality set looks like. On the other hand, modal parameters typically change 
the problem into one which is topologically equivalent and this difference is 
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usually not relevant. Also, this proposition avoids the computation of the 
tangent space which is often time- consuming. Furthermore, it gives ground 
to a procedure often used by many authors, consisting in unfolding the linear 
part of the equations and then using singularity theory methods to prove that 
the equations thus obtained are codimension zero. In fact, the proposition 
proves that it is always so for topological codimension. Finally, as was stated 
before, in examples any topological changes that do occur can be found using 
the bifurcation diagrams, so it is not necessary to calculate the triviality set in 
advance. 
*9-3- MODE INTERACTIONS ON RxV 
2.3. Mode interactions on RxV 
22 
In this section, we consider a particular type of mode interaction: that where 
the group r acts trivially on R and on an n-dimensional space V as follows 
-y -(x, y) - 
(x, -m) vycVV, yc11.2.3.1. 
We. sometimes identify V with Rn for convenience. Note that, with such a 
group action, functions of x are both invariant and equivariant. Furthermore, 
a function g =- (gx, gy) defining a bifurcation problem on RxV is such that 
(-y 
- 
(x, y» -g 
(x, -yy) = (gx (x, -YY), gy (x, -YY» = 
-ý-q (x 1 y) - 
(gx (x 
, y), ýYgy 
(x 
,V -y G 
r' (x, Ei x 
In other words, the first component of the function is always I- invariant both 
in x and in y, whereas the second is F- equivariant in y. 
The main disadvantage of this type of problem is that we can no longer 
use the Equivariant Branching Lemma to prove existence of solutions for it is 
always 
Fix(F) =Rý 101. 
However, there are several results characteristic of this type of mode interaction 
problem which simplify the bifurcation analysis considerably. We describe 
them in the subsections below. 
2.3.1. The equations in Birkhoff normal form 
Suppose we are given a problem 
,ýg, 
(x, y, A) = 
ý g, (x, y, A) = 01 
where xGR, yG Rn and ACR is the bifurcation parameter. We assume that 
(ggy): Rx R' xR -* RxR 
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is IF-equivariant for the IF-action described above and that g(O) =0 and 
Dg(0) = 0. 
We. know then that there exists a IF-equivariant change of coordinates 
which transforms g into a polynomial with some extra symmetry. See Golu- 
bitsky et al [161, chapter XVI, section 5 for a full description. In the particular 
case we are considering now, we have the following 
Lemma 2.1. Let g be a genertc mode Mterachon problem as descrtbed above. 
Then the r-equ%variant Birkhoff normal form equation8for g are of the form 
ý+aA+p(x, y) =0 
ý q(x, y) = 0, 
where p and q are IF-equivariant polynomials of degree >2 in x and y. 
Proof Extend the bifurcation equations to Rx Rn xR as follows 
,ýg. 
(x, y, A) = 
ý g., (x, 
01 
defining g* =- (g, gy, 0) and perform a normal form reduction. Using theorems 
XVI, 5.8 and 5.9 in [16], we know that the non-linear terms can be chosen to 
commute with the action of r' x S, where S is defined as follows: let 
dg* (0,0,0) -- 
Dg(0) 
Because of the r-equivariance, we can write 
agy, (0) 
agyn (0) 
i, (x, Y, A) - p (Y), g 
(X, YI Egy 
y k 
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where- ik , A) is invariant in x and y and pk(y) is an equivariant polynomial 9 
(. I'IYI e 
in y. So, 
-ik 2 tk ag, 
(0) -Z 
9ýY 
(0). pek (0) 
OA 
k 
aA 
since Pk (0) =0 as the group action is absolutely irreducible on Rn . Hence, f, 
0(71+1) 
x (71+1) 
ago (0) 0(n+l) 
x (n+l) L= aA 
01 
x (n+l) 
0(n+l)xl 01 
x (71+1) 
O(tz+l)Xl 
) 
where the indices correspond to the dimension of the submatrices. We define 
S= Clfexp(sLt); sE RI = Cl 
0 
sa 
1... o 
; sET1 
0"""1 
where CI stands for the closure of the set. Let (po(x, y, A), ---, p. +, (x, y, A)) 
be a V'-order rx S-equivariant polynomial. The S-equivariance condition 
implies that 
po (x , y, 
A) = po (x, y, sax + A) 
Pn (X iYi 
A) = p (x, y, sax 
p+, (x, y, A) = p+, (x, y, sax + A) - sapo(x, y, ý). 
Since sCR is arbitrary, the first n+1 equalities hold if and only if they are 
independent of A. According to theorem XVI, 5.8 in [16], the Birkhoff normal 
form equations are then given by 
x Px (X, Y) +L+ (Y) (Y) 
py(xl Y) 
since we are not interested in the equation for A. We write p -= p., and 
Vy = (pl, ---, 1).,, ) to finish the proof. E-1 
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Next, we discuss an example to show the scope of this result. Consider 
the bifurcation problem withZ2-symmetry as described in Golubitsky Ct al 
[161, chapter XIX, sections 2 and 3. As we shall show later, the equations are 
those of a mode interaction problem withZ2 acting on RxR, trivially on 
the first component. After calculating the invariants and equivariants, we can 
use Lemma 2.1 to write the equations in Birkhoff normal form to order k. If 
k-2, these are 
Jý, aA + blx 
2+ b2Y 2= 
ý cixy = 01 
which are exactly the ones in [16], Table XIX, 2.1. 
One way of studying the equations is to start by restricting them to 
Fix(Z2)-We. obtain 
i+ aA + blx 
2=0. 
So, depending on the sign of a and bl, we do not have any equilibria for A either 
positive or negative and then we have a branch of fully symmetric equilibria 
described by 
blx 2 
a 
There is no symmetry- breaking up to this point, although there is a turning 
point at the origin. 
To further study the equations, we need to unfold them. We have proved 
that it suffices to unfold the linear part, provided the equations are of high 
enough order. We also said that we chose to introduce the unfolding parameter 
in the second equation. It so happens that, in this case, the linear part of the 
second equation is x, which then becomes 
(x - a), aCR, as in [16], Table 
XIXI 3.1. This means that the y-mode bifurcates from the fully symmetric 
branch. In other words, x becomes the bifurcation parameter for the y-mode, 
A being implicit. 
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This is what happens generically in a problem in RxV. As it can be seen 
frorn Lenin-la 2.1 , restricting the equations to Fix(-r), we obtain 
ý aA + 
Xx, 0) =0 
and we (, -. an write A =_ A(x) along a branch which has the full symmetry of the 
probleni. Moving down in the isotropy lattice and restricting the equations 
to the fixed-point space of a maximal isotropy subgroup, we see that any 
symmet ry- breaking branch bifurcates at a value of x depending on aGR, 
from which we can obtain the value of the bifurcation parameter A. 
2.3.2. Determinacy 
In the previous subsection, when looking at the example withZ2-symmetry, 
we assumed that 2 was a high enough order for the equations to correspond 
to a generic problem. In this subsection, we prove that, under certain circum- 
stances it is always so. 
We shall need a few auxiliary results, the first of which is stated in Gol- 
ubitsky and Schaeffer [15], Facts VI, 2.4(Z*ZZ') and is the equivariant version of 
Nakayama's lemma. 
Lemma 2.2. Let 
-T and 
be submodules with 11 
finitely generated. Then 
JCJ if and only if JCJ +A4. 
The next result is the equivariant version of Corollary 11,5.4 in [151. 
Lemma 2.3. (a) Let I'= < pl, pi > be a raodule MS (r) and suppose 
that ql, ql are M M. Then -E 
is also generated by p, + ql, pi + ql. 
--4 (b) If g is a germ such that A4kC RT(g, IF) then g 18 k-determMed, i. e., 
*valent to z -kq. strongly equz *ts Taylor polynomial of degree k, J_ 
Remark A4k is the set of IF-equivariant germs which have zero derivative 
at the origin up to order (k - 1). 
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Proof 
27 
(a) We haveqj M. I---, CT so, pj+qj Ell and hence< pl+ql,. --, pl+ql >Cj. 
For each pj we can write 
p 3- = (pj + qj qj 
Sol 
C 
pi + ql, ., Pl + q, 
which, by Lemma 2.2, is equivalent to 
C pi + ql, ., pl + ql 
proving part (a). 
(b) Write g= 1-kg - r, where r CA4k+l- We want to prove that 
RT(g, r) = RT(g + tr, IF) for 0<t< 11 
which for t=I gives a proof of part (b). 
An element in RT (g + tr, r) is of the following form, where SC (IF) and 
--- 0. 
Em (r)l 
S(g + tr) + (d(g + tr))X = [Sg + tSr] + [(dg)X + t(dr)X] = 
[Sg + (d ;4 
_q)X] 
+ t[Si- + (dr)X] E RT(g, r)+ Mk+l - 
By hypothesis, Mk+lC A4. RT (_q, r) which implies that 
RT(g, I) = RT(g + tr, I), 
by part (a). El 
Finally, we need to know more about the form of the equivariant matrices 
for the mode interaction problem. To that effect, we have the following 
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Lemma 2.4. Let IF act on Rx R" a8 M 2.3.1. Then any S (IF) 18 one 
of the following 
I 
olxln 
011XI onx? l 
wt 
S2z =i 
( 
OnXI OnXn 
S3i 
0 oixi, 
S4 
0 01 
Xn 
Ei OizXn 
) 
OnX1 S(Y) 
where the indices correspond to the dimensions of the submatrices and S(y) is 
the set of matrices which generates (IF) with coefficients in Sý,, y, x (r). Note 
that S(y) Mclude, -3 the nxn identity matrix. 
Proof S E. Fx, y, A 
(r) satisfies the equivariance condition 
F S(-y-(X, y), A)-y - -YS(X, y\). 
Decompose S in four blocks which distinguish between the two modes. The 
equivariance condition becomes 
51 (X I -ýYl 
A)I 
xl -S2(Xi 'YYý 
A)IX7t 1 OlXn 
-93(Xi-YYII\)tzX1 S4(XI'YYIA)tzXn 
OnX1 ýynXn 
oixi, 81(XlylA)lxl 82(XIYIX)lXn 
OnX1 "ynXn -33(XlYiA)nX1 -34(XIYIý)nXn 
which is equivalent to the following set of equations 
31 (x, -y Y, A) =si (x, y, 
S2(Xi -ýYi ý» --::: -32(Xi Yi 
ý) 
83 (X i ýYY i 
A) 
-«:::::: ýY, 33 
(X Y 
-34 
(X 
i ýYY ý 
ý) 7 ::::::: "YS4 (X Y 
The first equation means that s, is r-invariant. To lowest- order, it is 
j, "'4 ist the identity. Because s--, Y, A 
(r) is a module over s,, Y, A 
(r) 
and (1,0) is 
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equivariant, it is always just the identity. The last equation states that 84 
is a F-equivariant matrix for the group action on R" and r-invariant in x. 
Because Sx, y, A 
(IF) is a module over Sx, y,, \(r), it need not include x. Again, to 
lowest order it is the identity. The other two equations state that S3 and S2 
are IF-equivariant polynomials or their transpose, respectively. 1: 1 
Lemma 2.5. Let f: UxV -* R be an invariant junchon under the action 
of an orthogonal group IF, i. e. ý 
f (-yx, -yy) =f (x, y) V -y Ei IP V (X, y) EUxV 
Then the gradient of f is an equwariant function. 
Proof Define f, to be the derivative of f with respect to the variables in 
Then, for 7cF, 
fx(xly) -af (XI Y) =af (-Yx, -yy) =a fbx, -YO. -Y = fx(-Yx, -Yy). -Y. ax ax a(-Yx) 
Transpose this equality to obtain 
fx (X , y) 
t- -ý -, fx (-yx, -yy) t <--> -yfx (x, y) t=f. (-yx, -yy) t- 
Analogously for Ta f. aly Fl 
This result is stated in Buzano and Russo [7] but not proved. It implies 
that for such a symmetric problem, there is only one invariant of degree 2, for 
we know that x and y are the only linear equivariants. 
We shall use this result to prove the following 
Proposition 2.2. Let g =_ (g, g.. ) define a mode mterachon bifurcation prob- 
lem on RxV with r' acting as in 2.3.1. A88UMe the IF-action is such that there 
exists one and only one equivariant of degree 2 in y. Then G, the universal 
unfolding of g, is 2-determined. 
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Proof By Lernma 2.1 , we 
know that the bifurcation equations are of the 
f orill 
xý + g,, (x, y) + aA = 
ý gy(x, y) = 0. 
We may write g, and g., as polynomials such as the following 
gý, X2 + I(Y2) , 
(x, y) -b +0(3) 
gy(x, Y) = cxy +E 
(Y2) +0(3)) 
where I(y') and E (Y2 ) represent, respectively, the only invariant and equiv- 
ariant of order 2 in y. 0(3) stands for terms of degree 3 or higher. Then by 
Proposition 2.1, the universal unfolding G, is of the form 
: (x, Y, a) - -qx 
(x, y) gx 
g*(x, y, a) = c(x - a)y +E 
(Y2) +0(3). 
y 
To prove the proposition, it suffices to prove that 
2C RT (G,, IF) +M3 2.3.2. 
and then use Lemma 2.3, part (b) and Lemma 2.2. We start by computing 
the generators of the restricted tangent space. We use Lemma 2.4, stressing 
the fact that S4 includes the sub-identity matrix by writing 
S41 
0 Olxn 
Onxl InXn 
Note that X CA4 is of the form (x, O)t (A, O)t or (0, E)t, where E is F- 
equivariant. Since what we have to prove is 2.3.2, we do not have to worry 
about terms of degree 3 or higher, which we can cancel out with elements in 
--- 9. M3-We then have the following list of generators 
(1) SjGa = (aA + bx 
2+ 1(y2) +0(3), 0) 
(2)S2Gce = (-cal(y 
2) +0 (3), 0) or (0 (3), 0) 
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(3) S3Gct aAy+0 (3» or (0,0 (3» 
(4) S41 G, (0, c (x - a) y+E (y') +0 (3» 
(5) S4 Ga (0,0 (3» 
(6) (dQ, ) (A, 0) t (ax, \ +0 (3), cyA +0 (3» 
(7) (dG, ) (x, 0) t (2 bX2 + 0(3), exy + 0(3» 
31 
(dG,, )(0, E)t = (21(y2) + 0(3), c(x - a) y+ 2E(y2) +0 (3)) or (0 (3), 0 (3)), 
As it was pointed out before, we can ignore all 0(3) terms and, since 
RT(G,, I) is a module over S(IF), we can use elements thereof as coefficients 
for the generators above. 
We introduce the symbol '-' meaning 'equal to modulo a constant coeffi- 
cient'. We simplify the list of generators to obtain 
(6) - (x A, y A) 
(2) _ (I(y2), 0) 
(3) (0, Ay) 
(8') (8) -2 (2) - (4) - (0, E (Y2)) 
(4') (4) - (8') - (0, (x - a) y) 
(4" x (4) - (0, x y) 
(7') (7) -c(4") - (x 
2 
10) 
(1') (1) - (2) -b(7') - (A, 0) 
(6') (6) - (3) - (x A, 0) 
Note that all the calculations above involve the implicit use of elements of 
M3. This concludes the proof sinceM 2 is generated by 1 (2), (3), (6'), (8') 
(4"), (7'), (1') 1- 
This proposition ends the subsection 
El 
This result will be used in the two 
subsequent chapters for the study of the (1,3)- and (1,5)-mode interactions. 
2.3.3. Adding a trivial mode to the equations 
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In this subsection we study how, given the equations for a codimension 0, 
single-inode, IF-equivariant bifurcation problem in any n-dimensional space, we 
(-an write the equations for the (1, n)- mode interaction involving this problem. 
We, start by proving a result concerning single-mode bifurcation problems. 
Lemma 2.6. Let ý+ g(y, A) =0 be a r-equtvartant codimen8ion 0 bifurcahon 
problem such that FZx(r) -- 101. Then its Birkhoff normal form does not 
include terms of the form 
Ak E(y), for k>I or AE(y), when E(y) :ýy. 
Proof We have to show that AE(y) and Ak E(y) are higher order terms when 
E(y) ý4 y and k>1, respectively, and we do so in three steps. First recall 
froni Golubitsky et al [16], chapter XIV, 7.5(b) that 
Fix(F) = 10 1 z* ItrK (g, IP) =P (g, F), 
where P(g, r)is the set of higher order terms and JC(g, r) is generated by 
A4RT(g, r), (dg)Xi (degXi > 2), Sjg (degSj > 1) 
over S(r) and 
over EA. 
2 
By hypothesis, g is codimension 0, that is 
s 
yx (IP) =T (Y, IP) = 2.3.3. 
RT(g, l) + S, \lyAl =< Skg, (dg)Xi > +9, \1-qÄl. 
We, have proved that 2.3.3 implies that Ay appears in the equation for g (see 
the proof of Proposition 2.1). 
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Suppose that X, = E(y) and E(y) 54 y. We have 
g(y, A) = Ay + p(y, A) =* dg =A+ dp(y, A) 
and then 
AE(y) + dp(y\)E(y) e RT(g, F). 
33 
Because AE(y) (r) and g is codil-nension 0, AE(y) c RT(g, F). Given 
that dp(y, A)E(y) has degree higher than AE(y), it belongs to the submodule 
spanned by (dg)X,. and Sj_q in the. definition of IC(g, IF). 
Hence, AE(y) C Itrk(_q, r) (cf. [16], XIV, 6.2) if E(y) zý y, that is, it is a 
higher-order term and does not appear in the recognition problem for g(y, A) - 
Consider 
g (y, A) =Ay+p (y, A) =: ý. gx =y+p, \ (y, 
where px (y, A) has degree >2 and so can be cancelled using terms in RT 
It is obvious that y Ecy,, \ (F). By definition, 
A2Y +A2pX (y 
I A) E )C(g, r), 
which implies that A'p, \(y, A) 6 A4RT(g, IF). So, A'y, for k>1, can be 
obtained from 
29, S, \JA kj 
and hence, is a higher-order term. 
(3) Finally, we want to show that AkE(y) C 'P(g, I) for k>1. We know that 
E(y) GEy,, x (r) so, it must appear in T(g, IF). It does not come from S, \jg, \j 
because, in (1), we have shown that AE(y) EE P(g, r). So, it must come from 
RT(g, r) and then AE(Y) E A4RT(g, r), that is, Ak E(y) is a higher-order 
term. El 
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Remark Another way of stating this result is to say that g(y, A) is equivalent 
to 
cAy + p(y), 
where cGR and p(y) is IF-equivariant. 
Now we are able to consider how a trivial mode can be added to already 
existing bifurcation equations. 
Lemma 2.7. Let ý+ gy(y, A) =0 be a bifurcatton problem a8 Zn the pre- 
viou8 lemma. The mode interaction problem which involves gy and a trZvial 
1-dimcn8ional mode is defined by the following equations 
i+ aA + g--(x, y) = 
ý g, (y, x) = 0, 
where g., is IF- mvariant in y and x replaces A in gy. 
Proof The result follows from Lemma 2.1 and the definition of generic mode, 
interactions. 0 
In fact, we can write the equations more explicitly, using the previous 
lemma, as follows 
,ý aA + g--(x, y) =02.3.4. 
y+ cxy + Xy) = 0.2.3.5. 
This result emphasizes the fact that, in such a mode interactioný the variable 
x acts as a bifurcation parameter for the non-trivial mode. 
We. end this subsection and the section with a result about what happens 
to the isotropy subgroups when a trivial 1-dimensional mode is added as above. 
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Lemma 2.8. Let the group r act on RxV, trivially on R. Let f v, : oz C- Af 
be a h8t of orbit representatives for the action of ro nV and let E, cr be 
the Zll? otropy subgroup of v, Then 
Al 
18 a li8t of orbit repre,, 4entative, -4 for I' achng on RxV and E, Z8 the Motropy 
subgroup of (x, v, ). 
Proof Take aGE,,; then, 
u. (X, V) - (X, vý) 
because IF acts trivially on R and E, is the isotropy subgroup of v,. 
Take -ý EE r and suppose it fixes (x, v, ), i. e., 
-(x, vo, ) = (x, -yvý. ) = (x, vo, ) - 
Then -y EE E,. F 
With this result, the computation of isotropy subgroups when the mode 
interaction problem involves a trivial mode is simplified. It suffices to find the 
isotropy subgroups for the non-trivial component. Note that if this involves 
more than one mode, we can use Proposition XX, 2.3 in Golubitsky et al [16]. 
2.4. Existence of mixed-mode solutions 
In this section, we prove that, under a few assumptions, a mode interaction 
bifurcation problem always has solutions involving both modes. These are 
called raixed-mode 3o1uhon, 3. The assumptions we make are similar to those in 
the. Equivariant Branching Lemma (see also Theorem XIII, 3.5 in Golubitsky 
et al [16]). Although the existence of mixed-mode solutions is valid both for 
problems oil RXV, as those treated in the previous section, and for those 
in UxV, we prove two different but analogous results. We believe that the 
proofs are clearer this way. 
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Proposition 2.3. Let the group r act on RxV, trivially on R and absolutely 
irreducibly on, V, where V ts an n-dimenstonal space. A, -48ume that the Tnode 
interaction problem defined by g E-E (g, g, ) is generic and that 
(i) Fix(F) IV -- f01 
(ii) EC IF is an t,,? otropy subgroup for F acting on V such that 
dim Ftx(E)lv =1 
(iii) gz) :RxV -* V us a r- equ%vartant problera sattsfying 
(dg, )-, (a, 0)(vo) z/ 0 for vo (E Fzx(F, )Iv. 
Then there m8ts a branch Of 80lutions M the unfolded equahons of the form 
I(x, v(x), A(x» :xGR, v C- Fix(E)lv, A C- RI 
with usotropy E. 
Proof Using (2.3.4,2.3.5), we write the unfolded equations as follows 
,ý +aA+p(x, v) = 
ý c(x - a)v + q(x, v) = 0, 
where g(x, v, A, a) = (aA + p(x, v), c(x - a)v + q(x, v)). By Lemma 2.8, we 
know that the isotropy subgroups for the action of F on V are the same as 
those for the action on RxV. Then, 
Fix(E) =f (x, v) :xCR, vC Fix(E) Iv 1 
and 
dim Fix(E) = 
Restrict the above equations to Fix(E). For v=0, we can write A -- A(x) 
and, for x-a, define 
ap- (a 0) -a--v (a 0) (dg) (a, 0, A (a), a) a, av 
o9q (a, 0) (X _ Ce) + 
Lq (Cel 0) 
( 
'5 -x av 
which has rank 1= dim Fix(E) - 1. 
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Remark aP (a, 0) = 
Lq (a, 0) -_ 0 because p and q are at least of degree 2 in av av 
aq (al 0) - c and therefore have a zero derivative at the origin. Also, ax -0 since 
q(x, v) is of the form I(x). E(v). 
A Liapunov-Schmidt reduction at this point introduces the equivalent I- 
dimensional equation defined by 
0: kerL xR --+ kerE 
where 
E: Fix(E) --ý rangeL 
is the projection. So, 
kerL - kerE = Fix(E)lv. 
Hence, by assumptions (z) - (iii) above and Theorem XIII, 3.5 in [16], at x-a 
there exists a smooth branch of solutions in Fix(E) bifurcating from A =- A(x). 
El 
Remark In the proof above, because the second equation does not depend 
on A, we could have applied the Equivariant Branching Lemma to this equa- 
tion. Then, it would suffice to substitute the solution thus obtained into the 
first equation to solve for A. The proof, as it stands, is merely a preview of 
the proof of Proposition 2.4 . 
We note that, in mode interaction problems involving one trivial mode, 
the only single-mode branch which exists is the trivial one. All other branches 
are mixed-mode because all other fixed-point subspaces include both modes. 
To establish the next result we need the following 
Definition 2.8. Let the group r' act on two n-dimen8ional spaCC8 V and 
W. We say that the actions of F on V and W, or that the spaces, are F- 
isomorphic if there exists a (linear) isomorphism A: V --> W such that 
A(-y. v) =: -Y. (AV) Vv GV v7 c r. 
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We al,, 3o say that V and W define isomorphtc repre8entations of r. 
Proposition 2.4. Let IF act ab, 3olutely trreducibly on U and V, so that U 
and V are non-isomorphic repre,, ýentations of IF. Consider the generzc mode 
interaction bifurcation problem on UxV defined by g -= (g, g, ) and assume 
that 
(i) FZx('-'-j')iv = 101 
Ec E/ 1,3 an isotropy subgroup such that 
dim Fix(E) IV = 1, 
dim Fix(E)ju = Fix (V) 
and such that Fix(E') CU and dim Fix(E') = 1,8o that there exists a branch 
A -= h(u) w%th Uqotropy E' 
(iii) g Z8 8uch that 
a 
(dg), (u, 0, h(u»lu=. (vo) :ý0 for vo G Fix(E)lv. au 
Then 
Fix(E) =f (u, v) IuE Fix(E), yE Fix(E) 1vI- 
Let l(u, A) be the coefficient of the linear term in the bifurcation equatiow. If, 
along A =- h(u), there exists a point (u*, A*) such that 
l(u*, A*) = 
then I (u, v) I define8 a mtxed-raode branch with isotropy E, branching off the 
E', 5ymmetric branch at (u*, 0, A*). 
Proof Let us write the unfolded equations as follows 
it + g,,, (u, v, A) = 
ý [f (u, A) - a]v + ýv(u, v, A) = 01 
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where g-,, contains no linear terms in v and 1(u, A) f (u, A) - a. 
As in the previous proof, restrict the equations to Fix(E) which is such 
that 
din-i Fix(E) = dii-n Fix(E') +I- 
and conipute the derivative of g at (u*, 0, A*, a) where f (u*, A*) =a to obtain 
. 99. . 99. 
(dg) (ti*, 0, A *, oz) =auav ag, (f (u A) _ oz) + ag, au av 
) 
(u*, O, A*, ce) 
Now, note the following 
(a) f (u*, A*) -a-0, by a previous assumption, 
(b) 2-gý (u*, 0, A* I a) ý4 0 because of the existence of a branch with symmetry au 
and 
(C) ýý91-v(u*, 0, A*, a) -0 because there are no linear terms in ,v 
If we can prove that 
ag, 
*0 A* a) 0 
agu 
(U *0A* a) 0, 
au (ýý7 av- 
i. e., rank L= dim Fix E-1, we can perform a Liapunov-Schmidt reduction in 
Fix(E) at (x*, 0, A*, 0), as in the previous proof, and hence prove the existence 
of the mixed-mode branch bifurcating from the E'-symmetric branch. 
We prove 2.4.1. If there are no equivariant maps from U to V, or V to U, 
then 2! v- includes v in every term and hence is zero at v=0. Also, 2-u includes au (9 V 
v because invariants in v are at least of degree 2 and there are no equivariants 
from V to U. 
Suppose E: U ---> V is equivariant. Then 
2-g-a is not necessarily zero at au 
(U* 
ý 07 
A* 7 a) 
but, because U and V are non-isomorphic representations, E is 
non-linear. Henceý ý2aE-v -0 at v=0 and so the rank of the matrix is still equal 
to dim Fix(E) - I. El 
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Remark In the above proposition, we can assume dim Fix(E') - k, when 
A- NI ký > 1, as long as we can prove the existence of a branch with symmetry 
V/ Z The hypotheses of Proposition 2.4 then imply dim Fix(E) -k+1, and 
the result follows in the same way, since we may write u -- k(A) away from 
the priniary bifurcation point. This, when substituted into the equation for 
the second mode restricted to Fix(E), gives a I-dimensional problem with 
one parameter to which we apply the Equivariant Branching Lemma with 
assumption (izz) reformulated as 
a 
(d_q, ) (k (A), 0, A) A=A. (vo) -7ý 0 for vo C- Fix (E)lv. OA 
This is to say that the branch from which the mixed-mode solutions bifur- 
cate need not be I-dimensional. In fact, in problems involving more than 
two modes, it may be a mixed-mode itself (refer to Chapters 5 and 6 for an 
example). 
Remark One essential hypothesis implicit in both these propositions is that 
there is a branch from which the mixed-mode solutions bifurcate. This can 
be shown by direct computation in the first case and using the Equivariant 
Branching Lemma in the second. 
We emphasize the fact that these results prove the existence of a branch 
involving the two modes and not that of a branch with a smaller isotropy 
subgroup. In fact, the latter is not always true, as we shall see when we 
study the (3,5)-mode interaction. For this problem we shall find a branch 
of solutions contained in R' with isotropy 0(2) and that both Fix(SO(2)) 
and Fix(D2) contain this branch. However, Fix(D2) does not involve the two 
modes and there exist no solutions with such symmetry. 
As an application of this result, let us consider again the mode interaction 
problem withZ2 e Z2- symmetry defined by the equations 
x -ý elx 
3+ 
mxy 
2+ 
62ýx --- 
ý+ nX2Y + E3Y3 + lE4 
(, X 
- a)Y ----: 
0- 
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E Fix(E) 
(D 7j 2 
101 
(IJ f(0, v) v VI 
Z2(6) l(Ul 0) U Ul 
1UxV 
Table 2.1. 
dim Fix(E) 
0 
2 
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Remark We. referred to this problem in section 2.2. Here, we consider the 
unfolded equations. 
In the setting of Proposition 2.4, we have UxV -- RxR and IF 
Z2 (D Z2 
acts on UxV as follows 
EU 
6v) 
The isotropy subgroups are as in Table 2.1. 
It is obvious that Fix(Z2 e Z2) IV 
f01 
so that hypothesis (i) holds. 
Let E --1. Then dim Fix(l)lv - 1, verifying hypothesis 
(ii). 
Hypothesis (ill) also holds since we have 
62 0 
(d9)Ä(Oýo)vo -(0 
lý4 
)= 
E4V0 "ý 0 7ý Vo - (0, vo) G Fix(1) IV. 
Filially, let E' :::::: Z 2(6) . Then 
Fix(Z2(6)) -U and dim Fix(Z 2 
(6)) ::::::: I- 
Therefore, I (u, v) CUx VI defines a mixed-mode branch every time that, 
along A=x2, there exists (x,, A*) such that 
2 
nx* + IE4(A* - 0) - 0- 2.4.2. 
Note that hypotheses (i)-(iii) also hold for the restriction to U and E' :: -- 
Z2(6). 
This accounts for the mixed-mode branch coming off the y-mode branch when, 
along A=y 2+ a, there exists (y, A*) such that 
my 
2+2.4.3. 
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When neither 2.4.2 nor 2.4.3 are satisfied, the mixed-mode branch does not 
exist, as is the case in regions (2), (3) and (3a) when a<0. If both equa- 
tions are satisfied, then the mixed-mode branch connects the two single-mode 
branches as in (2), (3) and (3a) for a>0. When only one of the equations is 
satisfied, and since hypotheses (i)-(iii) always hold, it determines from which 
single-mode solution the mixed-mode branches. 
Finally, we note that, in the case of IF acting on RxV, trivially on R, 
there is more that can be said about the mixed-mode solutions. The following 
also applies when V represents more than one mode. 
We are interested in knowing which results obtained in the study of the 
bifurcation problem in V, can be extended to the problem in RxV. Consider 
the isotropy lattice for the action on V and let E be a maximal isotropy 
subgroup such that dim Fix(E) = 1. Then, by Proposition 2.3 the branch 
which has existence guaranteed by the Equivariant Branching Lemma, still 
exists, only now as a mixed-mode branch of the type 
I(x, v) :xCR, vC Fix (S)ivl. 
Recall that the isotropy lattice is the same for the r-action on V and on RxV 
(see Lemma 2.8) and suppose that, for the bifurcation problem in V, there 
exists an isotropy subgroup Ei CE such that there is a branch B(Ei) with 
isotropy Ei. Then we have the following 
Lemma 2.9. In the above circumstances, there exists a branch wtth syTnTnetry 
El gZven by 
TED J(x, v) :xcL,,,, v 
for the r-equivariant problem on RxV. 
Proof As in the proof of Proposition 2.3, we use the unfolded equations on 
RxV 
x +aA+p(x, v) 
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ý c(x - a)v + q(x, v) -- 0, 
where 'r -a -- A,, acts as a second parameter. We know that there exists a 
solution to 
CAJV + q(XI v) = 0, 
namely, values in B(Ei). By replacing these values in 
aA + p(x, v) = 
we obtain an expression for A as a function of x and v which describes a branch 
with El-symmetry in the subspace of RxV defined by 
I(x, v) :xCR, vG Fix (S1)Ivl. 
Fl 
This result will be very useful, especially when we study the (1,3,5)-mode 
interactions, since it allows us to use results previously obtained for the (3,5)- 
mode interaction. We point out that this does not solve the problem of mode 
interactions on RxV completely, given the results for the bifurcation problem 
on V. In fact, more complicated behaviour can be seen in mode interactions 
on RxV, for example the occurrence of secondary Hopf bifurcations absent 
on V. This happens for the (1,3)-mode interaction which we study in the next 
chapter. 
2.5. Existence of a secondary Hopf bifurcation 
This section is concerned with an 'unexpected' type of behaviour which seems 
problems: the to occur in steady-state mode 11 existence of a sec- 
ondary Hopf bifurcation along a mixed-mode branch of solutions. In the pre- 
vious section7 we proved the existence of these mixed-mode solutions. In this 
section, we show that the Hopf bifurcation is not as unexpected as it has 
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been thought to be so far, although the existence of periodic solutions in a 
steady-state bifurcation problem is indeed unpredictable when considering the 
single-mode problems separately. We. stress the fact that the proof is one of 
existence for certain values of the coefficients only and not for all prob- 
lerns. Hence I if we use the equations to model a particular physical problem 
and therefore choose and fix the coefficients I it is possible that a Hopf bifurca- 
tion never occurs. For instance, with the values chosen for the coefficients in 
the Z2 (D Z2-symmetric mode interaction treated in previous sections, a Hopf 
bifurcation never occurs since (dg) is diagonal along the mixed-mode branch. 
However , in a purely mathematical setting, this choice of coefficients can 
be 
made so that a Hopf bifurcation exists. 
The idea behind the proof is that, if g defines a generic steady-state mode 
interaction such that E is the symmetry of a mixed-mode branch of solutions, 
then none of the entries of (dg)lFix(r, ) is constant and can be made so that 
Tr((dg)) = 
and 
Det((dg)) >0 
which are characteristic of a matrix having imaginary eigenvalues. 
Proposition 2.5. Let g =_ (gul gv) define a generic IF-equivartant steady-state 
mode Mterachon problem on UxV such that there exists a 2-dimen8ional 
mixed-mode branch of solutions with symmetry E. Then, for certain values 
of the coefficient8 in g, (dg)lFz-x(E) has imaginary eigenvalues, i. e., a Hopf 
bifurcation occurs along the mUed-mode branch. 
Proof We divide the proof in two parts, corresponding to when U=R and 
the action of F trivial on R, and when U is any non-trivial representation of 
IF. 
In both parts, we use the fact that (u, v) is always IF-equivariant and the 
norm always IF-invariant. 
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(1) Let g =: (g, gv) define a mode interaction problem on RxV. We know 
the equations are of the form 
7ý + aA + p(u, v) -- 
ý ei(u - a)v + q(v) = 0. 
Set the coefficients of certain terms to zero. Then the equations restricted 
to Fix(". d) become 
ýý aA + bix 
2+ b2Y 2= 
y ci(x - a)y 
and 
(dg), Flx(y) 1-:::::: 
2b, x 2b2Y 
( 
cly Ci(X - a) 
) 
For this matrix, we have 
Tr(dg) = 2b, x+ cl (x - a) 
and 
Det(dg) = 2bclx(x - a) - 2b2 CJY2. 
The equation Tr(dg) =0 can be solved to obtain x -= x(a) and substituting 
this in Det(dg), we obtain a polynomial of degree 2 in y. In fact, 
Det(dy) = F(bi, ci, a) - 
2b2C1 y2. 
For this polynomial we have the following discriminant 
A= 8b2c, F (bl, cl, a). 
Choosing bi, b2 and c, so that A>0, Det(dg) will have two roots and will be 
positive for values of y in a certain interval. These values of x and y determine 
the points at which a Hopf bifurcation occurs along the mixed-mode branch. 
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(2) Let IF act on UxV, two non-isomorphic spaces. Again, set coefficients to 
zero so that, in Fix(E), the equations are 
ýý a, Ax + a2(X 
2+y2)X= 
ý bl(A - a)y + 
b2(l 2+y2 )y = 
and 
(dg)lFlx(E) ajA 
+ a2(X 2+ y2) + 2a2 X2 2a2XY 
2b2XY bi(A - a) + 
b2(X 2+ y2) + 2b2 y2 
for which we have, 
Tr(dg) = a, A+ bi (A - a) + (3a2+ 
b2 )X2 + (a2+ 3b2 )Y2 
and 
Det(dg) = (ajA + a2(3 X2 +y 
2)) (bi(A - a) + 
b2 (X2 +3 Y2)) - 4a2b2 X2Y2. 
Along the E-symmetric branch, we can write A -= 
A(x, y) by solving 
aiA + a2(X 
2+y 2) 
=o 
bi(A - a) + 
b2(X 2+ y2) 
We. can also write x' -- x'(y') and by substitution in the expressions for 
the trace and determinant, we see that 
Tr(dg) = tr 
(X21 Y2) -= tr (Y2) 
Det(dg) = det(x 
2 
ly 
2) det(y') 
and, generically, there exists a solution to Tr(dg) =0 and 
Det(dg) > 0. El 
With this result, we end the chapter. 
Chapter 3 
(1,3)-mode interaction 
3.1. Introduction 
In this chapter, we study the bifurcations that occur when a I- and a 3- 
dimensional mode interact in a spherically symmetric problem. We identify 
the 1-dimensional and the 3-dimensional modes with R and R3, respectively. 
The action of 0(3) is trivial on R and by matrix-vector multiplication on R'. 
We, prove two results which allow us to study this problem via one withZ2 
symmetry on RxR, the study of which has been done in Golubitsky Ct al. [16] 
among others. The first result concerns a simplification of the group action and 
the second is the proof that stability results are not lost in this simplification. 
3.2. The equations 
Consider the system of ODEs 
;ý g-, (x, y, A) = 
ý g, (x, Y, A) = 0, 
where xGR, yC R' and ACR is a bifurcation parameter. Define 
(g, gy) :RxR3xR"RxR 
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and assume that g is 0(3)-equivarlant, i. e., 
-y. g(x, y, A) = g(7. (x, y), A) V-y C 0(3) V(x, y) cRxR 
under the following action of 0(3) 
-ý. (x, y) = (x, -y. y) V-ý C 0(3) V(x, y) CRx R' 
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where the action on R' is by matrix-vector multiplication. Assume also that 
_q(0,0,0) - 
(0,0) CRxR 
and 
00 
Dg (0,0,0) = 
(0 
0), 
3.2.1. The 0(3)-action 
We can simplify the study of this mode interaction by means of a result con- 
cerning the action of 0(3) on R3. In fact, this result is true for O(n) acting on 
R" by matrix-vector multiplication for all nCN and we prove it in this case. 
It consists of Proposition XVII, 5.1 in Golubitsky et al. [16] reformulated so 
that it applies to steady-state bifurcation. 
Proposition 3.1. Let O(n) act on Rn by matrix-vector multiplication. Let 
be 0 (n) -invariant and g: Rn ý--* Rn be O(n)-cqutvariant. 
Then 
(i) P(I X 12) 
and 
q(X) =: P(IX12)Xý 
where 1.1 i8 the norra in Rn and pa polynorazal 
function. 
Proof Let x= 
(X 
11 X 2) ---, x,, ) and define 
Ix C R: X2 =: * *, = Xn = 01- 
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We claim the following: 
(1) Every group orbit of O(n) on R" intersects V. 
(2) V is the fixed-point space of a subgroup E of 0(n). 
(3) Let T be the subgroup of 0(n) that leaves V invariant, then T/E- Z2- 
Assume these claims are true and that g: R" ý--+ R" is 0 (n) - equivarl alit. 
By (2), g maps V into V for if 
Fix(E) = Iv C- R": o7. v = v, Vo7 El 
and g is 0(n)-equivariant then, for aCEC O(n), we have 
(T. g(v) - g(o-. V) - g(v) Vv (E V Va (E Ej 
that is, g(v) E V. By (3), g1v commutes withZ2. Assuming that the proposi- 
tion holds for n-1, g1v has the form (zz). By (1), g is uniquely determined by 
giv. The obvious extension for (ZZ) with n=I is (zi) itself so, by uniqueness, 
g has the form (iZ) which concludes the proof of the proposition for all n. 
It remains to prove that the claims are true and that the proposition holds 
for n=1. We begin by proving the latter. 
Let n= 1 andlet f: Rý-+RbeZ2-invariant, i. e., 
f (-x) =f (x) Vx (2 R. 
So, fW= P(x 2) where p is a polynomial, since it is an even function of x. Let 
g: R ý-ý R beZ2-equivariant, i. e., 
g(-x) = -9(x) Vx E R. 
Then, g(x) = p(x')x because it is an odd function of x. This proves the 
proposition for n=1. 
Remark: The results concerningZ2 invariants and equivariants can be found 
in Golubitsky et al, [16], chapter XI, 2(b). 
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We now prove the claims. 
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(1) Let xCR? l and define W to be the space spanned by Ixf. Choose an 
orthonormal basis for R", fWliW2i... , w,, 
I, 
such that w, (E W. Let wi = 
(? Oil i 7-Oi2 i. I witi) and 
W11 W21 70nl 
W12 W22 Wn2 
WIn W2n Wnn 
be the matrix with columns wl, W2,... w, which is an element of O(n) because 
the basis is orthonormal. Then , 
for v- (vi ,01,,, 1 0) EV we 
have 
7-V = Vl (Wll 7 W12) ... 1 Wln) - Vl -Wl 
C 
Hence, -y maps V into W and therefore, for every xG Rn , there exists an 
element in O(n), namely -y-1, which takes it into V. This proves that every 
group orbit of O(n) intersects V. 
Consider the subgroup E of O(n) which consists of the matrices 
10 (0 
where o- E O(n - 1). For (xi, 0, ... 1 0) C V, we have 
XI Xl 
that is, V CFix(E). On the other hand, suppose that 
( Xl XI ) XI ) ( 
uy Y 
Then o7y =y for y (E R", i. e., y EFixipi(O(n - 1)) = 101. So, Fix(E) C V. 
Henceý V =Fix(7, ). 
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It is obvious that the matrices in O(n) which map V into itself are those 
of the. forin 
70 (0 
where 7- EE Z2 and o- (E O(n - 1). So, T/E- 
Z2- 0 
The proposition above states that the study of a bifurcation problem on 
IRD-Ul with syliiii-ietry O(n) is equivalent to that of a problem on V =- R with 
syn-linetry Z2, inasi-nuch as existence results hold. That is, all the solutions 
which exist for theZ2- syninietric problem also exist for O(n)-symmetric one, 
with 'added' syini-netry given by O(n - 1). And conversely, these are the only 
solutions for the 0(n)-syrnmetric problem. 
3.2.2. Stability 
A very important issue in the study of bifurcation problems is that of stability. 
Concerning this matter, we prove the following 
Proposition 3.2. A 8olutton for the bifurcatton problem wtth O(n) symmetry 
is stable ' and only if tt t8 stable for the Z2-symmetric problem. if 
Proof We know that each solution for an O(n)-equivariant vector field can 
be conjugated to one in V by an element of O(n). Now, any perturbation 
within V is accounted for by theZ2 theory. It suffices then to prove that the 
group action accounts for stability in the directions transversal to V. For this 
we use Proposition XIII, 1.2 in Golubitsky et al. [16] which states that 
diml'x - diml'- dimEx. 
In this particular case, dimE,, --dimO(n - 1), r= O(n) and therefore 
diml'x - dimO(n) - dimO(n - 1) = 
n(n - 
2 
(n-1)(n-2) 
2 =n-I 
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which means that perturbations in the (n - 1) directions transversal to V are 
all accounted for by the group action. Hence, the Z2 and O(n)-symmetric 
problems are equivalent for stability results. El 
3.3. Bifurcation problems withZ2 symmetry 
Subsections 3.2.1 and 3.2.2 guarantee that the study of the interaction of the 
I- and 3-dimensional modes in a spherically symmetric problem, as described 
at the beginning of section 3.2, is equivalent to that of the problem defined by 
ýý g, (x, Y, A) = 
ý g, (x, y, A) = 
where xGR, y6R and A EE R is a bifurcation parameter. The function 
defined by 
y= (gx, gy): RxRxR ýý RxR 
IS Z2-equivariant andZ2 acts on RxR as follows 
(X, -Y) VK G Z2 V(x, y) cRxR. 
We assume that 
g(0,0,0) = (0,0) CRxR 
and 
00 
Dg (0,0,0) (0 
0) 
The classification of such problems has been done in Golubitsky et al. 
[16], chapter XIXI section 2 up to topologicaIZ2-codimension 2. We note that 
the least degenerate problem is codimension I as previously predicted. The 
unfoldings and bifurcation diagrams can be found in chapter XIX, section 3 
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of the reference above. We remark that, even in the least degenerate problem, 
there are parameter values for which a secondary Hopf bifurcation occurs along 
the mixed-mode branch. 
We. end this chapter with the following words of caution: 
Remark: The. classification and bifurcation diagrams in Golubitsky Ct al. 
[16] concern the amplitude equations of a steady- state/ Hopf mode interaction 
problem. Therefore, although the bifurcation diagrams of both problems coin- 
cide, they have distinct int erpret at ions. Hence, periodic solutions and invari- 
ant 2-tori in Golubitsky et al. [16] correspond to steady-state solutions and 
invariant periodic orbits, respectively, in the steady-state mode interaction. 
However I important results such as stability and 
its changes remain valid. 
Chapter 4 
(1,5)-mode interaction 
4.1. Introduction 
In this chapter we study the bifurcations that occur when a I- and a 5- 
dimensional mode interact in a spherically symmetric problem. The group 
action is trivial on the 1-dimensional mode so, this problem belongs to the 
category studied in chapter 2, section 2.3. We start by simplifying the group 
action, proving it is equivalent to that of S3. In section 4.2, we calculate the 
invariants and equivariants for this problem. In the next section, we establish 
the equations in Birkhoff normal form and, using unfolding theory, find the 
modal parameters. The last section consists of the bifurcation analysis and 
is divided in two subsections, depending on the sign of one distinguished pa- 
rameter. There we determine stability of solutions and find secondary Hopf 
bifurcations along mixed-mode branches, as had been predicted in section 2.5. 
We. also show that the periodic solutions created with the Hopf bifurcation 
disappear in an unstable heteroclinic connection. 
4.2. The group action 
We want to study an 0(3)-equivariant problem involving a 1- and a 5- 
dimensional space. Identifying the 5-dimensional space with that of the 3x3 
54 
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real traceless synuuetric niatrices, which we call V, and the I-diniensional 
space with that of the real scalar multiples of the 3x3 identity matrix, which 
we refer to as R, the action of 0(3) is by similarity as follows 
M) = (X, -Y. M) = (X, -yM-y-1) V(X, M) ERxV V-ý C- 0(3). 
Since the group action is trivial on R, we shall simplify this action by dealing 
only with the action on V. To do so, we consider D, the 2-dimensional space 
of 3x3 real traceless diagonal matrices and use the following 
Lemma 4.1 (1.3 in Golubitsky and Schaeffer [14]). Let H: V --* V be 
equivartant with re,, 4pect to the action of 0(3). Then D is invarZant under H 
and H is determined by its restriction to D. 
The subgroup of 0(3) which acts faithfully on D and preserves D is 
S3, 
the group of permutations on 3 symbols. Golubitsky and Schaeffer [14] show 
in section 4 why the study of bifurcation problems H commuting with the 
5-dimensional representation of 0(3) is equivalent to that of S3-equivariant 
bifurcation problems G on D, where G is the restriction of H to D. 
This allows us to study the 0(3)-symmetric (1,5)-mode interaction via the 
study of an 53-equivariant mode interaction, where S3 acts as follows 
or. A) = (X, u. A) = (X, O-Ao- - 1) V(X, A) GRxD Vo- c 
S3. 
Note that since the action on R is trivial, it is irrelevant which group we 
consider acting on this component. We shall continue to use the notation 5- 
dimen8ional mode although this no longer agrees with the dimension of the 
space. we are considering. 
Furthermore, we can identify C with D by 
y00 
W= Y+Zzi 0 -y+vl3z 0 
2 
00 y+vf3-z 
2 
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and hence, study the (1,5)-mode interaction by studying an Srequivariant 
problem on RxC, where the action of S3 is given by 
r, - 
(X 
1 W) 
(X 
ý w); K 
a. (X, w) = (X, c ieew); a_ 
27r 
. 3 
Next we find the invariant and equivariant functions for this problem. 
Lemma 4.2. The gencratons for the set of invarzant function8 fOr the action 
Of S3 on RxCa, 3 dc,, 4crtbed above are 
x, lwl' and Re(w'). 
The equivariant polynomial, 3 are generated by 
(1,0), (0, w) and (0 ,w 
2). 
Proof The invariants and equivariants for the S3-action on R are obtained 
by straightforward computation. For the action on C, see Golubitsky and 
Schaeffer [141, Proposition 1.8. 1--1 
We do one last identification, that of C with R' I i. e., w -= y+ iz, so that 
the invariant functions are generated by 
X) U=y2+z21V=y 
(Y2 
-3 Z2) 
and the equivariant polynomials by 
(1 
,0,0) ý 
(0, y, z) and (0, y2_Z2, -2yz). 
4.3. The equations 
As usual, the mode interaction problem is defined by 
g: Rx R'x R --+ RxR21 
S3-equivarlant and such that g(O) -0 and Dg(O) - 0. 
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Using len-ima 4.2 together with Schwarz's and Poenaru's theorems (cf. [16], 
chapter XII), we may write the bifurcation equations as follows 
ýý 7' (X, ui VIA) =0 
ý Xx, U, V, My + q(x, U, V, A) (Y, - Z') =0 
A) -- 2q(x, u, v, \)yz = 0, -ý P(X, UIvý ý 
where g =- (r, py +q (y' _ _2), pZ - 2qyz). 
We choose to write the equations in Birkhoff normal form for which we 
use Lemma 2.1. By Proposition 2.2, we know the unfolding of this problem is 
2-determined, i. e., the unfolded equations are strongly equivalent to the Taylor 
polynomial of degree 2. The equations become 
ýi + aA + blx 
2+ b2 (Y2 +z 2) 
Y+ CIXY + C2(Y 2_z 2) 0 
-ý clxz - 2c2yz : ---: 0. 
Proposition 2.1 guarantees that the problem is codimension I and tells us 
how to unfold it, but does not provide any information about the existence or 
the number of modal parameters. So, and because the equations are not to a 
very high order, we calculate the tangent space. To this purpose, we need the 
generators for (S3) which, by Lemma 2.4, are 
1 0 0 0Yz 0 Y2_z2 -2yz 
sl- 0 0 0 S2 000 S3 0 00 
0 0 0 000 0 00 
0 0 0 00 0 000 
S4 Y 0 0 
S5 Y2 _ Z2 
0 0 S6 010 
z 0 0 - 2yz 0 0 001 
and 
(000, 
Si 7,8,9, 
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where -, 37, s8 and sq are as given 
in Table XIV, 3.1 in Colubitsky ct al [16]. 
The germs which span M (S3) are 
Xo 
= (Aý 0,0), 
X, (x 
,0,0) ý 
X2 
-:: -- 
(0 
ýy, z) and 
X3 
- (0, y2-Z2, -2yz) 
and theS3-equivariant gerins which do not vanish at the origin are of the form 
y1 = (1,0,0). 
Finally, we need 
2bix 2b2Y 
(D_q) cly cix + 2C2Y 
CJZ -2C2Z 
2b2Z 
-2C2Z 
clx - 2C2Y 
Then T(g, S3) is generated by 
(1) Sig = (aA + bix' + 
b2 (Y2 + Z2)1 Oý 0) 
(2) S29 = (ClX(Y2 + Z2) + C2Y (Y2 -3 Z2)1 
01 0) 
(3) S 3g = (CjXY(Y2 -3Z2) + C2 (Y2 + Z2)2, o, o) 
(4) S4g = (0, aAy + blX2y + 
b2 (Y2 + Z2)y, aAz + b, X2Z + b2 (Y 
2+ Z2)Z) 
(5) S5g = (0, (a, \ + bi x2 + 
b2 (y2 + Z2» (y2 _ Z2) ý -2(a, \ + blx 
2+ b2 (y2 + Z2»yZ) 
(6) S6g =- 
(01 clxy + c2 (y2 _ Z2)1 C, XZ -2C2YZ) 
(7) S7-q z-- (0,2c, X (y2 + Z2)y + C2Y (y2 -3 Z2 )y, 2c, X(y2 
+ Z2)Z + C2Y (y2 -3 Z2)Z) 
(8) S89 = (01 CIX(y2 _ Z2 
)+ C2 (y2 + Z2)yl -2c, xyz + C2 
(y2 + Z2) Z) 
(9)s 9g = (OIC, Xy(y2-3Z2)y + 
2C2 (y2 + Z2)2Y1 C, Xy(y2 -3 Z2)Z + 
2C2 (y2 + Z2)2 Z) 
(10) (Dg)Xo = (2b, xA, c, Ay, c, Az) 
(11) (Dg)Xi = (2bix 
21 CJXYj clxz) 
(12) (Dg)X2= (2b2 (y2 + Z2) ý C, Xy +2C2 
(y2 
_ Z2) I ClXZ -4C2YZ) 
(13) (D_q)X3= (2b2Y (y2 -3Z2)1 C, X 
(y2 
_ Z2) +2C2 
(y2 + Z2 )Yý 
-2cixyz + 
2C2 (y2 + Z2)Z)l over S 
(S3) 
(14) (Dg)Yi = (2bix, cly, ciz), over R 
(15) (Dg), x = (a, 0,0), over S, \. 
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We. know we need the unfolding term 
(*) over 
However, this is not enough to obtain all the generators for (S3). Note 
that, because terms like (14), (15) or (*) do not take coefficients in the whole 
of S (S3), we need to be able to obtain from T(g, S3) the following 12 elements 
(i) (Ax, 0,0) 
(ii) (A 
1 01 0) 
(iii) ('r, 0,0) 
(iv) ('r" 0,0) 
(V) (Y2 + , 
21 01 0) 
(Vi) (y (y 2 
-3Z2)1 
01 0) 
(vii) (0, Y, Z) 
(viii) (0, Ay, Az) 
(ix) (0, xy, xz) 
(X) (01(Y2 + Z2)yl(y2 +z2 )Z) 
(xi) (0, y (y 2-3 Z2)y7y(y2 -3 Z2)Z) 
(Xii) (0, y2_z2, -2yz). 
Because there are only 12 elements in T(g, S3) involving terms of low 
enough order and amongst these we have 
A(15) + 
(12) + (11) - 2(6) 
2 
we shall need an additional element. Let this be 
( **) (X2 
I 
0ý O)j over R. 
Then, 
(111) = (1l)-2b, (**) - (O, xy, xz) 
(6)-cl(ll') , (01 Y2 _ Z21 -2yz) 
= (12)-cl(ll')-2C2(6') , 
(y2 + Z2, Oý 0) 
(l)-A(15)-b2(l 2') , (X2,01 0) 
(8)-cl(6') , (0, (y2 + Z2)y, (y2 + Z2)Z) 
(4)-bix(Il')-b2(8') - (0, Ay, Az) 
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(10') = (10)-ci(4'ý 
(7)-2c, x(8' 
(*) - (0, Y, Z) 
)-(, \x, 0,0) 
(y(y' - 3z2), 0,0) 
(0, y (y 2- 3Z2)Yly(y2 -3 Z2)Z) 
(x, 
Äl 01 0) 
which are the elements we needed. 
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Remark In the above calculations we use the same notation as in the proof 
of Proposition 2.2. 
Note that x210,0) is modal. Hence, the equations become 
i+ aA + 
ý1X2 
+ b2 (Y2 + Z2) =0 
ý +'CI(X - a)Y + C2 
(Y2 
_ Z2) =0 
ý ci (x - a) z-2 C2 YZ::::::::: 01 
where ý, is modal. 
4.4. Bifurcations 
In this section, we study the bifurcations that occur in a problem character- 
ized by the above equations. Before attempting this, we simplify our task by 
restricting the domain of the parameters involved. The choice of parameter 
values is done based on the kind of bifurcation we are interested in. For ex- 
ample, if the bifurcation occurs along a stable branch, we can easily see it in 
a computer simulation. So, we choose parameter values which lead to this 
behaviour. 
First of all, we note that the equations can be rescaled so that cl becomes 
either (-1) or (+I). This will lead to the two subsections below. 
We, can also, without loss of generality, assign values to a and bl. To 
draw the bifurcation diagrams, we restrict the equations to Fix(S3) = R. The 
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X 
x 
A 
A 
Figure 4.1. 
equations in this fixed-point space are 
i+ aA + 
blx2 
- 0. 
On the (A, x)-plane, the branching equation is 
bi 
A= -- x 
A 
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from which we see that the sign and value of a and b, will affect only the 
direction of the branch and its stability. The bifurcation diagrams are drawn 
in Figure 4.1. 
We, choose a>0 and b, <0 so that we have case (2), that is, there exist no 
solutions for A<0 and there are two solutions for A>0, one stable and one 
.T 
unstable. The bifurcation from this fully-symmetric branch occurs for x=a 
bi > 0; a<0 
(1) 
bl < 0; a>0 
bl, a<0 
(3) 
bl, a> 
(4) 
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since 
2bix 
(Dg)lFix(s, ) 0 
0 
00 
Ci(x - a) 
0 C, (x 
So, if a<0, this bifurcation will take place along a stable branch. Further- 
more, we choose 
bi = -1 and a= +1. 
This affects only the size of the fully-symmetric branch. We shall refer to 
this branch as the trivial solution and bifurcations from it as primary. The 
solutions which determine the (1,5)-mode interaction have become 
, ý+ A-x2+ 
b2 (Y2 + Z2) = 
ý Cl (X - a)Y + C2 
(Y2 
_ Z2) =0 
z+ el (x - ce) z-2 C-2 YZz:::::: 
0; Cl z:::::: !L1 
and we study them in the next two subsections. 
4.4.1. Bifurcation with c, = 
Let 
_q(x, 
y, z, A, a) = (A -x2+ b2 
(Y 2+ Z2)5 (X _ e, 
)y + C2(Y2 - z2)7 
(X - a)z - 2C2YZ)- 
Solutions to g -= 
0 are 
(i) \=x2; y=0; Z=0 
(ii) A- x2 - b2 y 
2; X=a- C2Y; Z=0 
(iii) \ -= x2 - b2 
(y2 + Z2); x=a+ 2C2Y; Z2 = 3y2. 
Solution (i) is the trivial solution corresponding to a branch with full 
symmetry. Solution 
(ii) is Z2-symmetric. Equations (iii) correspond to two 
a-symnietric solutions conjugated to 
(ii) by the group action. In fact, any 
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element of R' of the form (y, ±-ý, F3 y)can be transformed into one in Rx0 by 
the group action. Let z- V3- y; then 
a. (y, )= (y cos a-z sin a, y sin a+z cos a) = (- 2y, 0). 
Let z--,,, r3- y; then 
v 
(a2). (y, Z) = (y cos 2a -z sin 2a, y sin 2a +z cos 2a) = (-2y, 0). 
Now, let yj = -2y and x, -- x. We have 
x, =x=a+ 2C2Y =a- C2Yli 
as required by (ii). 
The stability of solution (i) is determined by the eigenvalues of the matrix 
-2x 00 
(Dg) 0x-a0 
00x-a 
which are all positive if oz <x<0. From now on, we assume that a<0. 
The bifurcation diagram in Fix(S3) is given in Figure 4.2 where the full line 
indicates stability and the dotted lines, instability. This will be our convent' ion 
for all bifurcation diagrams. 
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The stability of theZ2-symmetric solution is given by the eigenvalues of 
-2x 
(Dg) a-x 
C, 2 
0 
which axe 
1bZ 
C2 
( ce - x) 
a-x 
0 
X, (x) - 3(x - a) 
and those deteri-nined by 
Tr (x) -- a 3x 
0 
0 
3(x - a) 
Det(x) = 2(x - a) 
b2 
)x + 
b2 
a]. c2c2 22 
Remark The stability and secondary bifurcations along the branches in (111), 
can be obtained from those in (ii) by performing the group transformations 
needed to change one into the other. This means that secondary bifurcations 
occur in sets of three at a time. 
Along branch (ii), there is a double zero eigenvalue for 
X 1,2 0 
and a simple zero eigenvalue at 
b2 
X32 
b2 
- C2 
According to Proposition 2.5, there are coefficient values for which a Hopf 
bifurcation occurs along this branch. This happens when Tr(x) =0 and 
Det(x) > 0, i. e., (Dg)l(,,. ) has a pair of imaginary eigenvalues. We have 
a Tr(x, ) =0x. =- 3 
Det(x, ) 
4 
(1 +2 
b2 
)Ce2 >01+2 
b2 
ýý 0. 
9c2c2 22 
From now on, we assume that 
c2 
b2 <2 
2 
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so that a secondary Hopf bifurcation occurs along theZ2-symmetric branch 
at x, This implies that 
a 
1,2 ::::::::: Cý <X-ý: -- 
3 
Next we are interested in knowing whether this Hopf bifurcation occurs 
along a stable or an unstable branch. For this purpose, we need to know the 
signs of the eigenvalues of Dg)l(ii) determined by Tr(x) and Det(x). These are 
, 3j)x 
+ 3x) + ý(a - 3x)2 - 8(X - OZ)[(l -ý 2c X2(X):::::::: 
2 
and 
c2 
(a - 3x) - 
ý(a 
- 3x)2 - 8(x - ce)[(l - lb a] '22 
)X +- 
X3 (X) = 
Note that for x>a, X, (x) >0 and therefore, does not make the branch 
change stability. For the other two eigenvalues, we have 
X2: ý 0 Vx ER 
X3 (X) =0#: ý x : 1-- aAx 7--: X3 - 
Since X2 and X3 are continuous functions of x and real for x< X3) they 
can only become imaginary by first becoming complex with non-zero real part. 
The sign of the real part determines the stability. We have 
X2(X) >0 for a<X< X3 
and 
X3(x) <0 for a<X< X3 
so that , theZ2-symmetric 
branch is unstable for such values of x. For x >X3, 
bothX2 and X3 are positive so the branch becomes stable until x=x,. At 
this point, the Hopf bifurcation occurs and both eigenvalues have negative real 
parts beyond this point, that is, theZ2-symmetric branch becomes unstable 
again. 
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Figure 4.3 is a good reference for these changes in stability. 
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The change of stability at X- X3 corresponds to the vertex of the curve 
defined by 
x2- 
b2 Y2 
ce-x 
C2 
For C2 > 0, we have Y(X3) <0 and the reverse when C2 < 0- Without loss of 
generality, we choose C2 > 0. The bifurcation diagram in the (x, y, A)-plane 
is drawn in Figure 4.4, where the circles indicate the occurrence of the Hopf 
bifurcation. 
Note that theZ2-symmetric branch is in the plane defined by 
a-x 
C2 
At this stage, we don't know whether the limit cycles originated by the sec- 
ondary bifurcation are stable or not. To find out about the stability of the 
limit cycles, we solve the equations numerically using KAOS [17]. In Appendix 
A, we give a brief and elementary explanation of this program. 
In KAOS, we use the equations restricted to Fix(Z2), bearing in mind that 
any changes along theZ2-symmetric branch correspond to changes in the two 
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conjugated branches. Also, restricting the equations in this way implies that 
the eigenvalue in the z-direction is not taken into account. We, shall see that, 
in the pictures we obtain, there exists a stable equilibrium which is, in fact, 
a saddle point if we take all eigenvalues into account. However, the pictures 
obtained in a 2-dimensional system are much clearer. Tentatively varying 
parameters, we find that for 
1.21 a= -11 
b2 
=-. 5 and C2 = . 51 
there exists a stable limit cycle as shown in Appendix B and drawn in Figure 
4.5. 
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This guarantees that the Hopf bifurcation is supercritical. So, now we fix 
the values of 
a= -11 
b2 =- . 5, andC2 - 
and do some more calculations before using KAOS again. 
We. have two branches defined by 
x2Ax2+ 
Y2 
and 
2 
y -2(x + 1) 
The points at which there is a change of stability are 
X1,2 - -11 
2 
X3 - -- 
and xc - 
At the Hopf bifurcation point, we have 
A=1. 
Remark The fact that this value is the same as that of A for which the 
Z2-symmetric branch bifurcates from the trivial one, is simply a coincidence. 
It does not restrict the results in any way. In fact, for any values of b2 and C2 
such that 
b2 
21 2 C2 
the two bifurcations occur at the same time but at different solutions. 
For A<1, there is no limit cycle. and the phase portrait is as in Figure 
4.6. 
If we increase A, we come to a point where the cycles disappear in a 
heteroclinic connection. This point is in the interval (1.3,1.4). We prove the 
existence of the heteroclinic connection with numerical evidence. For A- 1-3) 
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the phase portrait is as in Figure 4.7(a), where the unstable manifold of (x-, 0) 
is closer to the x-axis than the stable manifold of (x+, 0). For A -- 1.4, we have 
the reverse situation as can be seen in Figure 4.7(b). For easier reference, the 
unstable manifold of (x-, 0) is represented by a dotted line and the stable 
manifold of (x+, 0) by a full line. 
Note that in Figure 4.7(b), the limit cycle no longer exists. The only way 
the two manifolds can change their order in the phase space is if they are joined 
together in a heteroclinic connection between (x- , 0) and 
(x+, 0), by which the 
limit cycle disappears. The heteroclinic connection is shown in Figure 4.7(c). 
Remark The subject of heteroclinic and homoclinic cycles in problems 
with symmetry is considered in Melbourne et al [211. There, the definition of 
homoclinic cycle is extended to include orbits connecting points in the same 
isotropy subgroup. That is, points in the same group orbit are treated as one 
single point. In this setting, the connecting orbit which occurs in the (1,5)- 
mode interaction is homoclinic. However, we prefer to call it heteroclinic to 
stress the fact that it connects two separate points. 
Finally, we can complete the bifurcation diagram in Figure 4.4 to obtain 
the one in Figure 4.8. 
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For other parameter values, the bifurcation diagram remains essentially 
the sanie. If C2< 0, for example, the plane in which theZ2- symmetric branch 
exists has slope of the opposite sign. However, the stability changes, the Hopf 
bifurcation and the heteroclinic connection still exist, possibly for different 
parameter values. 
Note that the solution withZ2-symmetry is a mixed-mode branch. As 
seems to be the case when a mode interaction involves a trivial mode, the only 
single-mode branch is the trivial one. All other solutions are mixed-mode. 
4.4.2. Bifurcation with cl = -1 
The study of the (1,5)-mode interaction when c, = -1, follows the same steps 
as those of the study made in the previous subsection. Let 
g (x, y, z, A, a) = (A- x2+ 
b2 (Y2 + Z2)ý (Ce _ X)y + C2 
(Y2 
_ Z2)ý 
(a 
_ X)Z 
Solutions to g -= 0 are 
x', y=0, Z=0 
x' - b2 y21 X=a+ C2Yý Z 
(iii) A= X2 - 
b2 (Y2 + Z2)ý x= ce - 
2C-2Yi Z2= 3y 2. 
2C2YZ)- 
As before) solution (i) corresponds to a fully symmetric branch, solution 
(ii) has Z2 symmetry and the two a-symmetric solutions (iii) can be obtained 
from (ii) by group transformations. 
The stability of the trivial solution is determined by the signs of the eigen- 
values of 
-2x 00 
(Dg) I (j) 0a-x0 
00 a-x 
which are all positive if x<a<0. Again, we assume a<0 so that this 
branch is stable for x<a. 
4.4. BIFURCATIONS 
Solution (ii) has its stability determined by the eigenvalues of 
-2x 
(dg) a-x 
C2 
0 
which are 
-b2- 
(x 
C, 2 
0 
Xl (x) = 3(a - x) 
and those determined by 
3(a - x) ) 
Tr(x) = -(x + a) 
Det(x) = 2(x - a)[( 
b2 
_ I)x - 
b2 
a]. 
c2c2 22 
There is a double zero eigenvalue for 
and a simple zero eigenvalue for 
XI, 2 -0 
b2 
32 b2 
- C2 
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Now, we look for parameter values for which a secondary Hopf bifurcation 
occurs along this branch. These are values for which Tr(x) =0 and Det(x) > 0. 
We have 
Tr(x) = 0, #: ý x, = -a 
b C2 
Det(x) = 4ce 
2 (2 
2_ 
1) >0 ýý 
b2 >2 
c22 2 
From now on, we assulne that 
b2 > El 
2 
The stability along this branch varies according to the relative position of 
0 
X1,21 X3 and x.. We have to consider two cases. 
2 
Case 1. b2 > C2 > X3 < X1,2 2 
The changes of stability can be read from Table 4.1 and we see that the 
Z2-symmetric branch is stable only for X< X3- 
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X3 X1,2 xc 
Tr(x) +++ 
Det(x) +++ 
X, (X) ++ 
Table 4.1. 
X1,2 xc X3 
Tr(x) ++ 
Det(x) -++ 
X, (X) + 
Table 4.2. 
Case 2. E! < b2 < C2 -:: ý X3>Xc 22 
In this case, the sign of the eigenvalues can be determined from the data 
in Table 4.2. We. see that the branch is always unstable. 
However, restricting the equations to 
Fix(Z2), 
as we do when using KAOS, 
we disregard the effect of X, (x). So, in case 1, we see a stable branch for 
X< X3 andX1,2 <x<x, whereas in case 2, the branch appears to be stable 
for X1,2 <X< Xc- 
In Fix(Z2) we have two branches defined by 
A-x2 
and 
Ax2- b2 y2 
Y0Y X-Oe C2 
We note that for xc -a, we have 
a 
y(xc) = -2- C2 
b2 
2 A(xc) = (1 -42 )a C2 
Since b2 > ý!, A<0 and so, the Hopf bifurcation occurs at a point where the 2 
trivial branch does not exist. 
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In case 1, we fix b2 1.1 and C2 :: --:: 1 so that the Hopf bifurcation occurs 
for 
xc =I =ý. A(xc) = -3.4 
and the vertex of theZ2-symmetric branch is at 
X3 -11 -:: ý 
ý(X3) 11- 
Using KAOS and varying A, we see that the limit cycles created at the Hopf 
bifurcation are unstable and disappear for a value of A> -3.3. 
Remark The way to spot an unstable cycle using KAOS, is by noticing that 
trajectories spiral in different directions as in Figure 4.9. Therefore a limit 
cycle must exist between the two regions of opposite spirals. The limit cycle 
represented in Figure 4.9 grows in amplitude and eventually collides with the 
trajectory y=0, when it disappears. Afterwards, the bifurcation diagram 
consists of two stable equilibria, one in the upper and one in the lower half- 
plane, until A=0. 
V- 
-F or 
A>0, we have four equilibria until A=II and then only the two triv- 
ial ones. There seem to be several heteroclinic connections in this parameter 
region. For A> 11, the, heteroclinic connection is between the two trivial equi- 
libria, as shown in Figure 4.10(b). It is homoclinic in the sense of Melbourne 
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et al [21]. For 0<A< 11, some connections are genuinely heteroclinIc and 
are represented in Figure 4.10(a). 
The bifurcation diagram is drawn in Figure 4.11. 
In case 2, we choose b2= . 6. For this choice of parameter values, the 
Hopf 
bifurcation occurs for 
xc =I=: ý A(x, ) = 
and the vertex of theZ2-symmetric branch is at 
x3 - 1.5 :::: ý 
A(X3) 
--1.5. 
The dynamics in this case are very similar to those of the previous case. This 
t1me7 there are no equilibria for A<-1A For - 1.5 <A<-1.4, there are two 
equilibria in the upper half-plane, one saddle and one source. At A= -1.4, the 
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source undergoes a Hopf bifurcation becoming a sink and originating a family 
of unstable limit cycles, as shown in figure 4.12 . The 
limit cycle disappears by 
becoming homoclinic to the saddle. For A>0, we have two other equilibria, 
the trivial ones. Again, we find some heteroclinic connections, as drawn in 
Figure 4.13. The bifurcation diagram for this case is shown in Figure 4.14. 
Remark We. note that in any case of the (1,5)-mode interaction, the Z2- 
symmetric branch bifurcates transcritically from the trivial one. This analogy 
between the mode interaction and the single-mode bifurcation (cf. Golubitsky 
and Schaeffer [14]), stresses the idea that a trivial mode does not change 
drastically the primary bifurcation. 
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Chapter 5 
Mode interactions under the 
action of SO(3) 
5.1. Introduction 
After having studied the (1,3)- and the (1,5)-mode interactions, it is natu- 
ral to think about the (3,5)- and eventually the (1,3,5)- mode interaction 
problems. The interaction of the 3- and 5-dimensional modes in a spherically 
invariant system has been analyzed by Friedrich and Haken [13], by Chossat 
[10] and, more recently, by Armbruster and Chossat [1]. Our study differs from 
theirs from the very beginning since we consider a different representation for 
the group action. This representation is defined in section 5.2 and has the 
advantage of being suitable both for the (3,5)- and the (1,3,5)-mode interac- 
tion. However, we discover that it forces the element of order 2 in 0(3) to act 
trivially and hence, it corresponds to a representation of SO(3) rather than 
0(3). In section 5.2, we also calculate the isotropy subgroups and fixed-point 
subspaces for this representation of SO(3). The following section is dedicated 
to computing the invariants and equivariants for the problem, which is done 
using results from Spencer [27] and Spencer and Rivlin [28]. Section 5.4 is 
concerned with the interaction of the 3- and the 5-dimensional modes. We 
use the results from the previous sections to establish the equations and our 
78 
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bifurcation analysis relies heavily on results from Armbruster and Chossat [1]. 
There are interesting similarities, as well as differences, between the two prob- 
lems. In the last section, we study the simultaneous interaction of the three 
modes. 
5.2. The group action 
Our first aim is to define the representation for the action of 0(3) which suits 
the problem best. We begin by noting that any nxn matrix can be written 
as the sum of a symmetric and a skew-symmetric one. We can make the 
syn-imetric matrix traceless by subtracting from it a scalar multiple of the 
identity. the scalar being I/n of its trace. We can then write a matrix as 
the sum of the aforementioned three matrices, thus obtaining a decomposition 
for A4, the space of real nxn matrices, into the sum of three subspaces 
U (D VeW, respectively, the I-dimensional space of real scalar multiples of 
the identity, the n(n - 1) / 2- dimensional space of skew-symmetric matrices and 
the [n(n + 1)/2 - I]-dimensional space of traceless symmetric matrices. When 
n=3, we have a decompositionOf M3into a I-, a 3- and a 5-dimensional space 
which constitutes a suitable representation for the group acting by similarity on 
the space of matrices. Recall the action of 0(3) on R3 by matrix multiplication 
-ý. v = ^ýv Vv G R' V-ý G 0(3), 
and consider the natural action of 0(3) on R30R3 which follows from the 
above: given v, wGR3, the element in R30R3 which comes from these is 
v& w'. Hence, we have 
(-yv) & (ýYw)t - (-Yv) 0 (wt-ýt) = ýY(v 0 wt)ýYt Vv, wER3 V-y E 0(3) 
and therefore, the natural action of 0(3) on R30R3 is by conjugation. We, 
point out that R3 (2) R33. 
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SO(3) 
I 
0(2) 
D2 SO(2) 
Z2 
Figure 5.1. 
so 
With this representation however, the subgroup ZO of 0(3) acts trivially 2 
and so, this representation is, in fact, one of the action of SO(3). From now 
on we shall be concerned with the SO(3)-symmetric problem. 
We. note that we can use this representation both for the (3,5)- and the 
(1,3,5)- mode interaction. To obtain a representation for the (3,5)-mode inter- 
action problem, we simply disregard the 1-dimensional space of real scalar mul- 
tiples of the identity by ensuring that all matrices are traceless. The isotropy 
subgroups are the same in both cases and the fixed-point subspaces differ only 
by scalar multiples of the identity which increase their dimension by 1, in the 
case of the (1,3,5)-mode interaction. 
In the following proposition, we calculate the isotropy lattice and the fixed- 
point subspaces for the (3,5)-mode interaction. To obtain a similar result for 
the interaction of all three modes, it suffices to use Lemma 2.8, which proves 
that the isotropy lattice remains the same and to add one to the dimension of 
every fixed-point subspace, by adding a scalar multiple of the identity matrix 
to each fixed-point subspace. 
Proposition 5.1. The Z*,, 3otropy subgroups and fixed-potnt 8ub8pacc8 for the 
achon of 0(3) on V (D W as described above are given in Table 5.1 and the 
motropy lattice %8 as m Figure 5.1. 
5.2. THE GROUP ACTION 81 
1, sotropy -3itbgroup E Fix(ý: ) dim Fix (E) 
SO(3) f0 0 
a 0 0 
0(2) 0 a 0 ;acR 
0 0 -2a 
a b 0 
SO(2) 
-b a 0 ; a, b ER 2 
0 0 -2a 
a0 0 
D2 0b 0 ; a, b GR 2 
00 - (a+ b) 
ap 0 
Z2(() 
qb 0 ; a, b, p, q ER 4 
-(a+ 
2(K) 
I 
aU 0 
0br ; a, b, r, s GR 
0s -(a+ b) ) 
v ff) w 
Table 5.1. 
4 
8 
Proof The subgroups of SO(3) and the containment relations are from 
Golubitsky et al [16], chapter XIII. We use Proposition XX, 2.3 in [16] to 
determine the isotropy subgroups and the fixed-point spaces, for which we 
need the isotropy subgroups and fixed-point subspaces for the action of SO(3) 
on V, given in Table 5.2. 
From Theorem XIII, 8.1 in [16], we obtain the dimension of the fixed-polnt 
subspaces of the closed subgroups of SO(3) acting on a 5-dimensional space 
corresponding to I=2 in the space of spherical harmonics, restricting the 
options for the isotropy subgroups. These are as in Table 5.3. 
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Isotropy subgroup 
SO(3) 
SO(2) 
I 
Fix(E) 
101 
0a0 
-a 00aCR 
000 
v 
Ta ble 5.2. 
Subgroup Dimension 
Z2 3 
D2 2 
SO(2) 
0(2) 
T0 
Table 5.3. 
0(2) C SO(3) acts by the following elements 
100 Cos 0 sin 00 
0 -1 0 and 0- sin 0 cos 0 
00 -1 00 
We have 
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apq 
0. pb 71 
\qr -(a+ b) 
a cos 20+ b sin 20 +psin20 (b-a)sin0cosO+pcos2O q cos 0+r sin 0 
(b-a)sin0cosO+pcos2O asin 20 +b cos 20 -psin20 -qsinO+rcosO 
q cos 0+r sin 0 -qsinO+rcosO -(a + b) 
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so, the elenient in W is fixed if and only if 
a cos' 0+b sin 
20 +p sin 20 =a 
a sin 
20+b 
COS2 0-p sin 20 =b 
ab (b - a) sin0cos 0+ pcos 20 =p 
q cos 0+r sin 0=qpq 
-q sin 0+r cos 0=7, 
Then, 
a00a00 
0a00a0 
00 -2a 00 -2a 
justifying the second line of Table 5.1 since no other matrices are fixed by 
0(2). 
(ii) From (i) we know which matrices in W are fixed by SO(2) which acts 
uniquely by 0. We also have 
(0Cd0Cd 
cos 0+e sin 0 
0. -C 0C- -C 0 -dsin 0+c cos 0 
ý -d -e 0jý dcos 0+c sin 0 -dsin 0+c cos 00j 
, #: ý d=c, = 
and so, 
ab 
Fix(SO(2)) -b a 
00 
(iii) D2 c SO(3) acts byKand 
-10 
o -I 
00 
0 
0 ; a, be R 
2a 
0 
0 
I 
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We have 
a 1) qap -q 
pb 71 pb -r #ý q 
qr -(a+ b) q -(a+ b) 
and 
ap0a -P 0 
pb0 -P b0 
00 -(a + b) 00 -(a + b) 
hence, D2 fixes the space given in line 4 of Table 5.1. 
84 
(iv) D2 contains two elements of order 2, namely, ( and rz. These generate 
two subgroups which we denote byZ2(() andZ2(K) , respectively. 
(a) From (iii), we know which elements are fixed by ( in W and 
o c d D c 
C. -c 0 e = -c 0 
-d -e 0 d e 
- el 
0j 
Therefore, Z2(() fixes matrices of the form given in line 5 of Table 5.1 and no 
others. 
(b) We know that r, fixes the diagonal. So, it suffices to investigate 
0 a b 0 -a -b 
) 
0d ýýa=b=c=e-O 
f0) 
which ends the proof of the proposition. El 
In the case of the (3,5)-mode interaction, this proposition is sufficient to 
guarantee the existence of a branch with 0(2) symmetry since the hypotheses 
of the Equivariant Branching Lemma are satisfied. We shall return to this 
subject. 
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85 
In this section, we compute the invariants and equivariants for SO(3) acting 
on U ff) V ff) W as defined above. The invariants are obtained from Spencer 
[27], sections 2.5 and 2.6 and the equivariants are obtained from Spencer and 
Rivlin [28], section 4. Their results can be simplified for our problem since U 
is the. space of diagonal matrices , not just symmetric ones. Let XEU, YCV 
and Z (E W. In addition to all results used in the aforementioned papers, we 
use the, following 
Lemma 5.1. All Tnatrix product8 comtnute with Xn, for all n, i. e. ý 
mX71 
= X"M Vn GN VM EU ED V (1) W. 
Proof Let X= xI, xER. This implies that 
x'I Vn G N. X 
Therefore, 
M. Xn == M. Xn_r = Xn. Ml = Xnl. M =: Xn. M VM CU (E) V Eý W. 
El 
Lemma 5.2. There Z8 only one factor involving power8 of X in any matrix 
polynomtal and its degree Z8 less than or equal to 2. 
Proof By Lemma 5.1 , we 
have 
XnMXm = Xn+mM Vn,, m EN VM EU (1) VeW. 
If n+m>3 then we use the Hamilton-Cayley theorem to obtain X+" as a 
function of powers of X of degree < 2. El 
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Proposition 5.2. A basis for the invariant functions U@VeW --+ R is 
gMen by the trams of the following matrix polynomials 
degree Ix 
degree 2 X2 I y2 I 
Z2 
I 
xzý YZ 
dcqree3 XZ2, X2Z, Xy2, y2Z, XyZ, X3, y3, Z3 
degree 4 XYZ'7 X2yZ I 
Xy2Z 
7 
X2y2 
I 
Y2z2 
I 
x2z2 
degree 5 X2y2Z I Xy2Z2 I Xy2Zy 
degree 6 X2y2Z2 ) X2y2Zy. 
Proposition 5.3. A basis for the equivariant matrix polynomials UE)VeW --ý 
U (D V q) W is given by the following matrzx polynomtal8 
degree 01 
d egre e1 X7 Y, Z 
degree 2 X2 I y2 ) 
Z2 
I 
xZ1 XY, YZI ZY 
degree 3 XYZ, X'Y, XY', X'Z, XZ', Y'Z, Z'Y, YZ', ZY' 
degree 4 X'Y', X'Z', Y'Z', Z'Y', ZYZ', YZY', X'YZ 
degree 5 yZ2y2 
I 
Zy2Z2 
I 
X2y2Z 
) 
X2Z2y. 
We note that, because X is in fact a scalar multiple of the identity, we can 
write all the equivariants involving second degree matrices in X as an invariant 
in X multiplied by the other terms of the equivariant polynomial in question. 
More precisely, suppose 
X2. M 
is an equivariant polynomial. Then, 
x2m-I tr(X2). M, 
3 
meaning that we don't need to consider the equivariants involving second 
degree powers of X. This reduces the number of equivariants considerably. 
We. do not give explicit proofs for these propositions. A list of the invariants 
and equivariants without restrictions can be found ln Spencer [27] and Spencer 
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and Rivlin [281 as stated before. To obtain a basis, we use Lemmas 5.1 and 
55.2 above to prove that some matrix polynomials are redundant. 
These two propositions are enough to write the Birkhoff normal form equa- 
tions both for the (3,5)- and the (1,3,5)-mode interaction. For the latter, we 
just have to introduce. A into these matrix polynomials. For the (3,5)-mode. 
interaction, it suffices to make X=0 and subtract tr(M)/3.1 to all other 
matrix polynomials M. We. shall study the (3,5)-mode interaction first and 
then use Lemma 2.7 to write the equations for the (1,3,5)-mode interaction 
problem. 
5.4. (3,5)-mode interaction 
The study of this mode interaction is done by comparison with that done by 
Armbruster and Chossat [1]. We shall see that some of the features exist for 
both the 0(3)- and the SO(3)-invariant bifurcation. In order to be able to 
compare the two sets of equations, we need to use equivariants up to third 
order. However, existence or non-existence of bifurcating branches can be 
proved using second order equations only and we start with these. 
Let us write any matrix M as 
M= (M)y + (M)z EE Ve 
The unfolded bifurcation equations up to second order are 
Y+ al(A - a)Y + a2(YZ)Y 7-ý 
0 
+ bjAZ + b2 (Z2 _1 tr(Z2). I) +N (y2 tr (y2). 1) + 
b4(YZ)Z = 0- 
33 
There are a few remarks concerning these equations: 
(1) We have 
ZY 
= Zl(-Yt) = -(YZ) 
t= 
-(YZ)ty - (YZ)tz = 
(YZ)y - (YZ)Z, 
hence, we do not need the equivariant term (ZY). 
We. claim that we don't need any higher-order terms in A for the problem 
5.4. (3,5)-MODE INTERACTION 88 
to be generic. Ill fact, if we split the equations into two as in 2.2.3 and 2.2.4 
and use Lemma 2.6, we see that any other terms in A are higher-order terms 
for each single-niode problem. 
(3) We. cannot claim that this problem is generic. We can however guarantee 
that if these equations show that a given bifurcation branch does not occur, 
then it does not occur for any higher order set of equations containing these. 
This is because, if these equations give incompatible conditions for a given 
branch, any other equations containing these shall do the same. 
Using the Equivariant Branching Lemma, we can prove the existence of 
a branch with 0(2)-symmetry. This branch is 1-dimensional, contained in 
W and bifurcates from the origin at A=0. It is a single-mode solution. 
By Proposition 2.4, there exists a mixed-mode branch with SO(2)-symmetry, 
branching off the 0(2)-symmetric branch at A=a. To find out about the 
existence of any other branches, we must calculate the branching equations in 
each fixed-point subspace. We compute these using Maple (see Appendix D) 
and find that there are no other branches, except for two branches in Fix(D2) 
which are conjugated to the 0(2)-symmetric branch. These are referred to in 
Armbruster and Chossat [1], p. 162 as L' and L". Recall that a similar situation 
occurs for the (1,5)-mode interaction with respect to the same 5-dimensional 
mode. 
Next, we write the bifurcation equations up to third order and compare 
the SO(3)-symmetric bifurcation to the 0(3)-symmetric studied in Armbruster 
and Chossat [1]. The fact that, for our SO(3)-symmetric problem only two 
non-trivial branches exist, restricts the behaviour of the system considerably, 
in that we cannot expect any of the features of the 0(3)-symmetric problem 
which involve more than these two branches. 
The third order equations are as follows 
+ al(A - a)Y + a2(YZ)Y+ a3tr(y2)y + a4tr (Z2)y .+ 
+ a5 (y2Z)y + a6 (yZ2)y =0 
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+ bjAZ + b2 (Z2 _1 tr(Z 
2). 1) + b3 (y2 tr(y2). I) + b4(YZ)Z + 33 
+ b5tr( y2)Z + b6tr( Z2)Z + b7 (y2Z)Z + b8 (yZ2 )z = 0. 
Since there are only the two 0(2)- and SO(2)-symmetric branches and 
Fix(0(2)) C Fix(SO(2)), we restrict the equations to Fix(SO(2)). This sim- 
plifies the study of the problem in that we reduce the study of an 8-dimensional 
system to that of a 2-dimensional one. We are aware of the disadvantage of 
losing all the information in directions not in Fix(50(2)). So, we shall not 
be concerned with stability results outside Fix(SO(2)). In this fixed-point 
subspace, we write the equations in coordinates by identifying VeW with 
.1 
I(Yl, Y21 Y31 Zl) Z2) Z31 Z4) Z5) : yi, Z3, E RI 
as follows 
0 Yl Y2 
( 
Zl Z3 Z4 
-Yi 0 Y3 and 
Z Z3 Z2 Z5 
ý -Y2 -Y3 0) Z4 Z5 - 
(Zl + Z2) 
The equations in Fix(SO(2)) are 
a5 )Z2 Y2]yl =0 + [a, (A - a) + a2Z1 + (6a4 
+21- 2a3 
zi + [b, A- 
b2Zl+ 6b6Z 21Z, -[1 
b3 +(2b5+ 
b7 
ZJ]Y2 = 0. 133)1 
We do not prove explicitly that these equations are generic. Instead, we 
use the results in Armbruster and Chossat [1]. In fact, the equations in 
[1], 
p. 162 are exactly the same as the ones we obtained by means of the following 
correspondence 
al(A - a) = -Al blA = -A2 
2a3 = '-ý b2 =C 
6a4 +a .566 b6 d 2 
b. 3 a2 
3 
2b5 + 
b7 
3 
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Hence, every result in Fix(0(2)-) for the 0(3)-symmetric problem is valid 
in Fix(SO(2)) for our problem. We. choose b, <0 and a, <0 so that the 
bifurcation parameters vary proportionally. 
Although surprising, this coincidence between the two problems is not 
totally unexpected if we consider the similarities between the isotropy lattices. 
Using the notation in Golubitsky ct al, [16], chapter XIII, we see that 0(3), 
0(2) q) Zc and D2 ff) Zc are the class (II) subgroups of 0(3) corresponding, 22 
respectively, to SO(3), 0(2) and D2- As for 0(2)-, it is a class (III) subgroup 
such that 0(2)- nSO(3) -- SO(2). 
Having done this identification between the two problems, there is no 
bifurcation analysis to be done since we can find it in Armbruster and Chossat 
[1]. However, we include it here for completeness. 
There are two types of equilibria: those in Fix(0(2)), which we call type 
I and those in Fix(SO(2)), which we call type 2. The type I equilibria occur 
on a 1-dimensional space and are defined by 
2 
-A2=- b, A= 
b2Zl- 6b6Zj 
We assume I b2j< I so that there is a 'bending back' of the transcritical branch 
of type I solutions. In Fix(SO(2)), we study the limit case b2 = 0, although 
for b2 small, the picture of the phase portrait does not change qualitatively. 
The type 2 equilibria occur in the plane f yl, z, 1. They branch off the trivial 
solution and off the type I in a secondary bifurcation. 
To study the dynamics and connections in the invariant subspaces, we 
make the following, physically relevant, assumptions 
b6> 0 and a3 < 0- 
Armbruster and Chossat prove that for 
b2 
=0 and either a, (a - A) <0 
or Jal(a- A)ý small and -b, A+ " 
(A-ce)(2b 
> 0, there exists a heterochnic 2a3 
connection in Fix(SO(2)) between the two type I equilibria on the axis yj - 0. 
Let ý, and02 be the type I equilibria when zi <0 and zi > 0, respectively. 
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For A>0, the bifurcation is as follows and illustrated in Figure 5.2 
(1) at A -- 0, the two type 1 equilibria bifurcate from the origin. 
(2) At a, (A - a) = -\, /----bA (A, - -VfA--2), the type two equilibria bifurcate 
from ý31. The type 2 equilibria are sinks until 
(A, (3) at a, (A - a) -2-- 
1ý32A 2 ), a Hopf bifurcation occurs creating 
attracting limit cycles. These limit cycles persist and grow in amplitude until 
(4) at a, (A - a) (A, IýA2 ), they meet the stable manifold of the 22 
origin. Then, a saddle-sink connection is established between ýj and ý2. The 
type 2 solutions exist as spiral sources until 
, (5) at a, (A - a) -0 they die off at the origin. 
(6) At -ai(A - a) = v"---bA (A, -- -\/A-2), there is another branch of type 2 
solutions bifurcating from02 and the 01- ý2 connection is destroyed. 
If we extend the domain to Fix(D2) , although there aren't any branches 
with D2-symmetry, we see connections between the ý, and ý2 types of equi- 
libria as in Figure 5.3. 
Remark The values given for the bifurcation in the description above are 
not exact. The results derive from an asymptotic analysis as described in 
Armbruster ct al [2] . 
5.5. (1,3,5)-mode interaction 
In this section, we consider the simultaneous interaction of all three modes. 
Hence, we consider a bifurcation problem defined by 
(gx, gy, gz): UeVeW 
an SO(3)-equivariant function. 
By Lemma 2.7 and Proposition 2.1, we can write the bifurcation equations 
as follows 
7ý + gx(X, Y, Z) + aA =0 
5.5. (1,3,5)-MODE INTERACTION 
Z1 
(1) 
Yi 
ZI /32 
source (3) 
Yi 
Z1 
(2) 
Yi 
(4) 
Yi 
(6) 
Z1 
Z1 
Z1 
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Figure 5.2. 
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Z2 
Figure 5.3. 
cey + gy (X, Y, Z) 
ýz + gz(x, Y, Z) 
z1 
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where (X - a) and (X - 0) replace (A - a) and A, respectively in the equations 
for the (3,5)-mode interaction. In matrix form, the equations are 
X+ A_ X2 + citr (y2) + C2tr( Z2) + Or (y2)X + C4tr (Z2)X 
+ C5tr(Y'Z)+ C6tr(Z') =0 
lý + al(X - oz)Y + a2(YZ)Y+ a3tr(Y')Y + a4tr(Z2)y + 
+ a5 (y2Z)y + a6 (yZ2)y =0 
+ bl(X - 0)Z + 
b2 Z2 + b3 y2 + b4(YZ)Z + 
+ b5tr (Y2)Z + b6tr( z2)Z + b7 (Y2Z)z + b8 (YZ2)z = 0. 
Note that we have rescaled A and X. Again, we write the equations in coor- 
dinates identifying UeV ff) W with 
1(Xi Ylý Y2ý Y3ý Zlý Z2ý Z3ý Z4ý Z5 ) -, x, yi, zj ERý. 
We. have Fix(SO(3)) -R and therefore, we cannot use the Equivariant 
Branching Lemma. However, the isotropy lattice is the same as for the (3,5)- 
inode interaction (see Lernma 2.8) and the similarity between the equations 
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for the two problems guarantee that, if any non-trivial branches exist, they 
can only be 0(2)- or SO(2)-symmetric. So, we shall consider the equations 
restricted to Fix(SO(2)), which are 
2 
Y2 
2 
Y2 ý2 23 +A -x- 2c, ,+ 
6C2ý1 
-2C3 1x+ 
6C421 X- 2C5YlZl - 
6C6 Zj 0 
'yl y3 
21 
a6z 
2 
Y, y, + al (x - a)yl + a2Y1 - 2a3 1+ 
6a4Z1Y1 +2 
2-1 b3Y 2- 2b Y2Z1 + 6b6 Z3 - 
b7Y2Z1 = 0. ý, ,+ bi (, x - ý3) zi - 
b2Z1 
35111 
The fully symmetric branch is defined by 
x 
Let us choose 0<a so that the 0(2)-symmetric branch bifurcates from the 
fully symmetric one at x=0. We know this 0(2)-symmetric branch exists 
by Proposition 2.3. Then, because the 0(2)-symmetric branch exists, we can 
use Proposition 2.4 to prove the existence of the SO(2)- symmetric mode 
branching off the 0(2)-symmetric branch. 
A more detailed study of this problem, would lead to tedious calculations 
givell the number of parameters which can be varied. 
Chapter 6 
(1,3,5)-mode interaction with 
0(3) symmetry 
6.1. Introduction 
In this chapter, we study the simultaneous interaction of the 1-, the 3- and the 
5-dimensional modes under the action of the group 0(3). The representation 
of 0(3) is that in Armbruster and Chossat [1] and our bifurcation analysis 
is entirely based on this reference. In section 6.2, we use the aforementioned 
reference to obtain the isotropy lattice and the fixed-point subspaces, referring 
also to results in chapter 2. In the following section, we write the equations in 
Birkhoff normal form to convenient order, again using results from chapter 2. 
In the final section, we study the bifurcation. Given the number of parameters, 
we consider the possibility of existence or absence of heteroclinic connections. 
Our arguments are mainly of a geometric nature. We leave the complete study 
of this problem for anyone interested in an application with concrete values 
for the parameters. For convenience, in this chapter, we use the same notation 
as Armbruster and Chossat [1]. 
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6.2. THE GROUP ACTION 
6.2. The group action 
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As in [1], we assume that 0(3) acts on an 8-dimensional space V= Vi (D V2, 
where each VI is invariant by the absolutely irreducible natural representation 
of 0(3) of diinension 21 +1 (cf. Golubitsky et al [16] for a clear explanation of 
this action). To obtain a representation for the (1,3,5)-mode interaction, we 
simply consider the action of 0(3) on RxV as follows 
-y . 
(x, v) = (x, 7 v) V-y E- 0 (3) V(x, v) C- RxV, 
where the action on V is the one mentioned above. We may realize V as the 
span of spherical harmonics of order 1 and of order 2. In this space, we de-fine 
coordinates 
i- (x- xo, x, ) 
for the 3-dimensional mode and 
Y= (Y-21 Y-li YOi Yli Y2) 
for the 5-dimensional mode, as in Armbruster and Chossat, p. 158 [1]. Using 
Len-ima 2.8, we know that the isotropy lattice remains the same and is as in 
Figure 6.1. 
If x denotes the coordinate on R, the trivial mode, then the fixed-point 
spaces associated to the isotropy groups are as indicated in Figure 6.1. These 
are just the fixed-point spaces found by Armbruster and Chossat in [11 with 
the extra dimension corresponding to the trivial mode. 
6.3. The equations 
To write the equations in Birkhoff normal form, we use Lemma 2.7 and equa- 
tions (4) and (5) in [11 , p. 159. Let 
F (XX 
6.3. THE EQUATIONS 
III 
IX0, Yol 
IXi l, 'Oi YOi Y2 + Y-21 
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1 
0(2) (D Z'2 1XI Yol 
z "ýý 
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1 
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Figure 6.1. 
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where X -- (X, X-I, XO, Xl, Y-2ýY-1, YO)Yl, Y2), be 0(3)-equivariant under the 
action described in the previous section. Let F =- (fo, gj, hk) for 1= -1,0,1 
and k= -2) -1) 0) 112. Up to third order and using the notation in [1] the 
bifurcation equations are defined by 
fo = aA + aix 
2+ a2 111112 + a3 11 y 11 2+ x(a4 11g2 + a5 Ily112) + a6 X3 
Yj =: x3 . [(X _ Cel) + ýlIg2 + 
blly112] + OK j (lý y) + bl]p, (11 y) 
hk 1--- Yk [(X - a2) +f 
111112 + dlly 112] + bBk (ii 1) + eCk(y, y) + f'Dk(ii Y)i 
where 
Ko(j, y) = xoy,, 
\/3 (Xly-l + X-lyl)7 2 
K, (1, y) =2 (-XIYO +V 3XOY1 6X-IY2) 
2+ XlX_ll Bo x0 
B, (x, x) = N/3xoxi 
r-_- 
B2 (x, i) =x2; 21 
CO(y, Y) = Y02 _ yly_l - 2Y2Y-2i 
C, (y, y) - yoy, - v46-Y2Y-1, 
6.4. BIFURCATIONS 
V/6 2 C2(Y, y) -2yoY2 +2 yi; 
Fo (jr, Y) 
3 
XOY 
2- 2xoyly-I - XOY2Y-2 - 
V3- 
(Xlyoy-l + X-Iyoyl) 202 
+ 
3vý2- 
(ý'-rlYlY2 + X-IYOY2)ý 2 
4, Y) = 
v/3- 
"-, Uyuyl 
3, \//-2 
XOY2Y-1 xlyly-, + 2xjY2Y-2 222 
3 
+ N//6-x-lyoy2 _ _X_JY2 2 1; 
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222 Do(j, y) = -ýroyo - 4x, x-lyo + 
V6-(x-IY2 + XjY-2) + v'13-(xoxly-l + xox-lyl), 
D, (1, y) = -V3-xox, yo - 3x, x-lyl + 3X2y_l + 3V2xox-IY2) 
= ý, 16X2 X2 D2(1ý Y) 3V2xox, yi +3 Y2' 07 
11,112 
= xo - 2x, x-,, 
IIy 112 
= yo - 2y, y-l + 2Y2Y-2 
and g-. j. = 
(-I), 7gj, h-k = (_I)k 4. Note that all parameters are real and 
A, =x-a, and 
A2 =X- a2 
correspond to unfolding parameters. 
We do not however work with the full equations, but restrict them to a 
fixed-point subspace where interesting behaviour is likely to occur, namely, 
Fix (D') fXý XO i YO i Y2 + Y-2 
1- 
2 
Define Y2r ::::::: Re (Y2). Then, up to third order, the bifurcation equations are 
22 (Y2 + Y2 
2223 
aA + aix + a2XO + a3 0 2r) + x(a4XO + a5(Yo + Y2r)) + a6X 
io Xo (X _a+ 7X2 Y2 +6- 26') Y2 10- yo + (6 + V) 02 2r] 
jo = YO [(X - a2) + d( y2 + y2 )]+ C(Y2 _ y2 )+ X2[I + (f _ fl)yo] 0 2r 0 2r 0 
y* r --= Y2r 
(X - a2)+ d( y2 + y2 - 2cyoY2r + (f + 3f)Y2rX 
2 
20 2J1 0* 
6.4. Bifurcations 
6.4. BIFURCATIONS 
(P1) 
0 (2) ff) 7, c- (L) 2 
0(2)- D2 (B Z2' (P2) 
D' 2 P1 + P2) 
Figure 6.2. 
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In this final section, we proceed with the bifurcation analysis of the problem 
using the equations in Fix(Rý) as in the previous section. We may choose 2 
without loss of generality, so that the fully symmetric trivial mode branch is 
stable in Fix(0(3)) for values of x such that 
x>0x< ýO 
or 
X> 
2a LL X< 
2a, 
3a6 3a6 
We. also note that the origin is not a trivial solution; instead, there is a whole, 
branch of trivial equilibria 
Lemma 2.9 guarantees that all the branches of equilibria that existed in 
the (3,5)-mode interaction remain present with an added dimension, that of 
the trivial mode. We shall now see how this, apparently small detail, can 
change bifurcation features which are not in strict connection with the fixed- 
point space, namely, the existence or absence of heteroclinic connections and 
secondary Hopf bifurcations. 
Armbruster and Chossat [1], have proved that considering the section of 
the isotropy lattice represented in Figure 6.2 (in parentheses we denote the 
respective fixed-point spaces), there are several types of heteroclinic connec- 
tions. 
6.4. BIFURCATIONS 
Figure 6.3. 
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A heteroclinic connection can occur, for example in S, as in Figure 6.4 (cf. 
Melbourne ct al [21], figure 2.1). 
A heteroclinic connection of the type indicated in Figure 6.4 occurs for 
the (3,5)-mode interaction between the two equilibria (a and ý) in L. It is as 
follows: in P1, there is the line L and its two conjugates L' and L". If ý2 > 0) 
d<0 and c<0, there are two equilibria on L (a <0 and ý> 0) and their 
conjugates in L' and L". The phase portrait is as in Figure 6.4 (a). Then, we 
consider P2which intersects P, along L and its conjugates which intersect P, 
along L' and L". In S=P, (J) P2, there are heteroclinic connections between 
a and f3, involving also their conjugates as indicated in Figure 6.4 (b). This 
heteroclinic cycle is present when ý2 >0 and either A, <0 (close to 0) or 
0<A, < VA2- 
Consider now the (1,3,5)-mode interaction problem. All the fixed-point 
spaces mentioned above exist but now have an extra dimension, x, and the 
equilibria an extra coordinate. Suppose that the phase portrait in the x- 
direction is attracted to the fixed-point spaces which already existed for the 
(3,5)-mode interaction problem. In the case of Figure 6.4, for example, tra- 
jectories in the x-direction would be attracted to the paper. Then, it is easy 
to believeý although harder to prove, that the connections persist in exactly 
6.4. BIFURCATIONS 
\/ 
Yo 
Dotted lines indicate trajectories in P2 
and their conjugates. The flow is from a to 
0. 
Figure 6.4. 
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the sarne way. Note that the stability in the x-direction does not depend on 
the parameters that determine the existence of the connections. 
However, if the fixed-point space containing the heteroclinic connection 
is unstable in the x-direction, the connection could be destroyed. In fact, 
trajectories which are bounded in the fixed-point space restricted to the two 
original modes, are now unbounded and actually attracted away from the 
fixed-point space. 
The most interesting feature of this mode interaction is the possibility 
of the simultaneous occurrence of heteroclinic connections and limit cycles. 
We illustrate this using Figure 6.4 (a) since it has a suitably low dimension. 
For higher dimensions, the explanation is the same but the visualization much 
harder. Suppose then that the fixed-point space P, is stable in the x-direction. 
It is clear that, for the (1,3,5)-mode interaction, both equilibria 0Z and 0 are 
in a mixed-mode branch. According to Proposition 2.5, there are parameter 
values for which a Hopf bifurcation occurs, say at a, originating a limit cycle. 
This limit cycle, although intersecting P, twice, does not generically intersect 
the, heteroclinic connection. This can be seen in Figure 6.5. The stability of 
the limit cycle is determined by the parameters in the x-direction and hence, 
does not affect the existence of the heteroclinic connection. 
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We. are aware of the fact that this study of the (1,3,5)-mode interaction 
is intuitive rather than analytical but the number of parameters involved does 
not even allow an appropriate numerical simulation, Maple [91 being also inad- 
equate. Therefore, we chose to simply point out the different possibilities for 
the dynamics and leave it to anyone with a concrete application, i. e., concrete 
values for most parameters, to find regions in the parameter space where each 
event takes Place. 
Appendix A 
This appendix gives a brief description of KAOS. KAOS is a program devel- 
opped by J. Guckenheimer and S. Kim. It can be run in. any Sun3 or Sun4 
workstation. Given a set of differential equations defining a dynamical system 
i= (x, 
the aim of KAOS is to solve them. Options in KAOS allow us to calculate 
equilibria and to plot trajectories in a 2-dimensional phase-space, as well as 
easily varying parameter values. 
Our procedure in using this program has been as follows: 
* after implementing the equations, we look for equilibria. The stability of 
the equilibria is displayed on the screen. 
we plot trajectories we consider relevant, for example, to determine stable 
and unstable manifolds of saddle points. 
* we vary the bifurcation parameter and start again. 
This way, it is easy to notice the change of stability of equilibria and the 
existence of limit cycles. The stability of the equilibria is indicated by three 
different symbols in the out-put. Crosses denote saddle points, squares denote 
sources and triangles, sinks. 
We include an example of a dynamical system implemented on KAOS. All 
others differ only in the equations and parameter values. 
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Initialize all parameters for a gi%, en dynamical system to be installed 
parameters are assigned to the default values before this program is called. 
----------------------------------------------------------------------- 
This is a GENERIC subroutine. if you want, you can change 
the name string "userdsl" to a proper one globally in this program 
but then you need to change the same strings in the header file defining 
the current class of dynamical systems. 
Example 1: vector field with no periodic variable 
#include I'model. h" 
int userdsl_inito -4 
/* title label */ 
title-label = "SofiaS Eqs on-Fix with cl=+111; 
mapping_ýon = 0; 
inverse_on = 0; 
fderiv on = 0; 
enable-Polar 0; 
enable-Period 0; 
/* phase space dimension 
var dim = 2; 
/* parameter space dimension 
param-dim = 4; 
/* function space dimension 
func-dim = 2; 
(void) malloc-inito; 
/* primary phase space variable label (DIM=var_dim)*/ 
var - 
label[O] = IIxII; 
var - 
label[l] = "y"; 
/* parameter variable label 
param-label[O] = "lambda,,; 
param-label(l] = Ib21I- 
param-label[2) = "alpha"; 
param_label[3) = Ilc2l'; 
/* function variable label 
func 
- 
label[Ol = "time"; 
func_label(l] = "User"; 
(DIM=param_dim)*/ 
(DIM=func-dim)*/ 
/* starting parameter values (DIM=param-dim)*/ 
param[O] = 1.2; 
param[l) = -. 5; 
param[2) = -1; 
param[3) = . 5; 
/* starting primary phase space variable values (DIM=param dim)*/ 
var-i[O) = . 3; 
var-1[11 = . 4; 
/* starting bounds of parameter window box */ 
param_ýTiin[03= 0; parark_max[O]= 12; 
param-min[l)= 0; param_max[lj= 12; 
/* starting bounds of primary phase space window box 
var. jnin(01= -3; var-inax(O]= 3; 
var-min[ll= -3; var_max(l]= 3; 
Al 
/* dynamical system and function pointer assignments 
f-p = userdsl_f; 
func_p = userdsl-func; 
definition of user dynamical system 
int userdsl-f(f, index, x, p, t, dim) 
int index, dim; 
double f [3 x[] p[] t; 
f[O] = X[O]*X[O]-P[03-P[13*X[J]*X[13; f[13 = (p[23-x[O))*x[13-p[33*x[13*x[j); 
user function subroutine 
int userdsl-func(f, x, p, t, dim) 
double f[], x[lp[], t; 
int dim; 
int s, k; 
s= t/p[3]; 
k= s%4; 
f[Ol = t; 
f [1] = x[k] + k*p. [4] 
T 
Aa. 
Appendix B 
In this appendix we include the out-put obtained by running KAOS when 
ci - +1 in the (1,5)-mode interaction problem. 
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Appendix C 
In this appendix we include the out-put obtained by running KAOS when 
c, = -I in the (1,5)-mode interaction problem. 
105 
1> 
ý-4 
I :; ) 
CD .......... 
-0 1-4 CL 
L 
u0 CL) 
Ln CA 
CY) a- 
Q- 
L 
U) -w r- r- C3 
CD 4ý N 
U eq 
04 
L (1) 
CL 0- cr) r- 
0N cr) WI) 
tn 4-ý W-4 
V! C> CD co 
N 
OL m co H V) 0 
C4 4-4 0 c CL '. 4 0 CD CL) W 
0E C4 a L17 mu : I-* uj 
-0 
9L 
C- 4-P 41 go 
-)4 
0 co r Cc CD 
L) -0-) V) C) 
0 41 0U 
Lo 
(V m 
>-, L 
co C, 
LO X 
LD C2- uL r- q 
-SmwV; * cn co () () IH U. ) cm to .Nwv0 V) 
c) vi C> 3 c1 cc 00 co =C C> CD _0 CD r-I V; m tv C17 m (z C> P:; I cL +ý 39m ;ýIý; 
. 
0--% P- P- II r-I r-I "Z 
.. 
r3 
-u -r- s- io C: _ LO CU a cu J! r-, t r-i 
Tj ML r-I "MMNN 
I +- 4- C: >. 4-b MMX".. 44 mMU 
X0 V) L-j L-j L-j 
3 It 
C 
7-0 w +6 . 
mx 44 .. r- 4. 4- o o : lc 0 tm C2 
.. Hc... 
0 Cl) 
CY) 
Cl) 
I 
x 
3 
CL 
CL -il 
Cý 
... 
(D 0) 
> 
VI L6 
cl 
LL. 
CD 
z 
:: j, ) to 
L 11 
m I-* 2 
Cl) 
MLO 
c Cl) 
. 0-9) 
+0 . 
r: C, 
L It 
x 
C: ) 
T3 c31 M 
ci c C) 
u u (1) 
Co 0 
--hc 
-0 LO -0 0 
L 
C, 4 2- 
1 (21 
cýi M C", i cli 
L Co 
LO Ci- c2- to C%j 
to - (f) 
CD L 
Ki- 
c: LU 
0) L 
L (n 0- 
L. 
c 0- c (1) - -0 c ce ei C: ) - CD c Q) 
-ýZ -- 0 Wý Co -ýZ 
c: 
- *i ' 0 (D 
U- to L -ýlý 
c2- 9 C) C2. L 
Jz 0c Co m 
ci- E 
(0 M W - (j mC - 0 
L . - M >%ý 
0- L r: Q) CD C2- (V U) c2- L -, t- L. (D (n - 
E- L) (I) PJ -- C2- 
0 :3 ul (n C- m -C3 (n 
CL c/) U 
3 
GD CL 
EI- 
- 1 
U) Lo 
m 
73 CD 0 c2- M D fd (D CO 13 
c L -6j CD LO z7 (n 4--, > crD c u -+-) -*J ul 0- 12- -ýZ 0 - LO -- -0 > vi (A E3 - lý c F-- -f-i C%j >c 
(90 Co vi 0 
L- CL LD e> E ci:: (0 eg DM 
1<> 
,Z mm 
:;: mm 
3 
x 
LL. 
C 
Lij 
10 
w 
0 
&I 
FL. -4 
u 
En 
CL 
0 m Mon 
m 
L) tlý 
w cr 
0- -- 
4J 
ýF % 
+-, +6 r4 
r- 
u 2ý* LU 
0 Cc 
op L) -p- co 
cc 
L 
-All c , a: 
lz 
C2- 
E 
C) U 
CL Cc 
0 m 
L 
CD 
V) Lo D c M 
13 = t; 0 0 
c V-( 
1 
r- 
642 
Cý 
0 
L 
L) 
T- V w 
=0 = -- L. Ct. 
CY '23 92. M CU 0 r- 
r4 
Co 0+ 
Cb >o im 
in LM 
= c3 
vi r, 1 wli wl 
Co 
0 
11 (D 
(ýJf >. == r-9 6-2 
Co m vi r2 -. -. ri C> 
41 
M p- r- a1 r-i 
0LL r-1 o ri rA N 
+j 90 MX pb +j =-MMU 
0 
t* >. CL. ti Li L-i " Li L-i L-i L-i 
I 
:f : \\e  N\\" .. 
" 
"" 
/ 
) 
CY) 
I 
CY) 
I 
m 
I x I 
Cl) 
I 
3 
LLJ 
(11) U. 
c 2- 
............. . .......... :: ý ........ ...... ; .................... ... Cý .... ..... ........... ..................... ............................ ...... ...... ... ........ ...... 
.......... ............. ........ 0 ..... .................. 
... ....... . ....................... . ...... .................... ................ 
C) c .............. ... ..... ... . ........... 
u cl) 0) 
0 -Ne -ýe Uuu 
-0 
00 -4 CL a) 0 U OD cm 
C) 
N CL 
V- CY) (7) 1 (D 
CM 
LL C5 W C14 C14 CL CL CL r- 0 4, # r- 0) 00L 
:3uW 0) 0D m CD + 
9. 
Cl- 0 a) a) r- CD cLUUM co 
'... CL 00 0- (D C2- ý Pý tz a) Ln 0 LL0 U) Q CL co co (A D- CL 4j L- _0 -+J 44 4ý .4 _0 C, CD CL L (z (a LIc 
0" 1- () () mm 01, "NN U) a) ....: -m-m ca --I wl V) +-b -j ... LO -0 c0 C15 CL cm -D CL L T-1 If 13 a) c (1) m0 0) c CL 
1=4 
4ý 
CC0 'rum 4-) C CD (D -+J, P', NNI r- "- 
1, 
c. U- (D L -ýd -'Z 
E 1+ 
(1) 
ý Fý U- 0 J2 u : 1,.. ui I- U- ... .Z -0 00L L. L Q. i 0) 1: CL 
1.. -0 --Z .0M0 co 0-m CD %. to 0r e, +j C- E0 U") -,. -% u -C 
0uMu 
Ln 
a0 
-ýe -ý4 
c P-) U') -Ili V *.:: L) L) 0m (I co 
00 cc C- co Its C, )* N 
%- .- *-*ý >., --L. - CM >. i- 4q V) N. co -P c '-I Ln NN 
Not Lo - co V) Cc CO 41 
...... W 0- al co L cl) (1) r- Iq 0 L- CD U') C2- :3 1- LL CD CL QD L 
Q3 N CL 0- SE u tra) w 
CL CO Q) co C -0 _0 MW :3 U) C .0 CD = cm Wý* ta 00 30 u -0 E C2--- 3 V) Um0 "o L. .... rl mI C: ) Lo to 8 -13 -C3 C CL C) OD LO C0 CD cc w ri CD S- ro CD IV V7 Z,. cc V7 
(15 CD (7) -0 33 CD 0 0- co u Cd CD M CD C13 m ri M----m <ý F-I I 
> cr) c00L. -4-1 0 to cr (n +j > CY) L- 
I, 
*0 r- r- II r-, s r-i IM m M 
0 -- 73 'a u Ln Cl. CL -Ný 0- Lo 'a -. Sf 00 r- M- CD LM C: N c: c CO CO C: F- 4ý C14 0 J! cu a r-. 1 0. rn 
XX (v L) co 
is 
co Mu cm, U- Ts CL to CU 0L I- r-11 r-I ý0 ft N r- N 
Iro 4,4 : ýi- : ýRm 4,4 L Cl (D 4"a. F= Cf-' co 41,10 0 r- 1 44 4- +-, cc MX;., b +. b = r- MMU 
Ne - Cc X00f., j : 3.0. L-i 
L-j L-i L-j L-j L-l %-j L-j 
.......... 
n ý-Mm 
mm mm 
wm 
mm 
SAW 
CD 
0 
ti 
La 
CD 
CM r_ Q tr zu m 
LA v- 
na m 
% 
Co 
mm 
< 
o t >-O >C a " =m 
- F 
.. " 
PN 
-6A c 
C. ) 
LW 
f C ) 
C*) CL 
CL 
x C, 
Cl) > 
0 LL. 
C! ) 
Ip 
10 
0-14 
LL 
CD 
z 
-C Lo 
C 
C 
1 
C 
C 
(A ci 
ca Ic -4 
U +-p C) 
Co Lo 
aL 
CL 
+j m (a 
CP I 
L ;n 11 
=4ý X 
CL 
m -0 
c CD 
-0 -0 73 c3 73 '0 
CO 0 -3£ _x _ic 22 -2£ -le L) -UU L) UUU 
(n m000000 
u cu 
0 L- -1 -12 MMMMM c2- (M 
-4 --4 _A 
M (M (M CY) (7) m 
cn cli N r-4 cli rli rli C%j 
L CO IT le n' v n» IT 
0 cli c"i N c"i cli cli 
Co 
L a) (0 0 (n 000 0 UU)Corncnwo 0- 4- 0 (D CD (D 0 (D (D 0 L. (JUUUUU 
0- m CL 000000 
0 cm t- L 1- LLL 
-0 -4-) L- W CL C2- C2- 0- C2- 0- 
vi 
Im (0 (0 (0 (0 0 01 M 
c (in -0 CL c (0 m tu tu c5 Co 
ý (D c (1) 0 (D 
4.2 - (0 -- 0 -ýC 
CCCCCC 
C- -4-) - *: 0 (D (D ID M00 
- LL- 4- L -2 -2 -ýZ 22 -2, 
C 
-2 Lm000000 
c2. c2- ä c3) 
Li-LLLL. M0M -0 -C2 . 92 . 12 _r3 0 r- +i ci- 
C" LO 41 -0_, Z Je 22 -14 _Z£ Jie (V (M cm ý0U (3 U L) U 
(V C-0000 jj, 0 
L CM >-, -ýý-- 
c Co 
(n - -- -ý:, >, :, >ý. :. :t (D LC CL tu 0 Co Co Co Co 
L- LM Ci- 9- (0 ýýý-ý- 
(V r= Co ý CL CL CL C- CL CL 
(0 CZ3m (n tß (n Ln (D cn 
3 t(3 U -0 
CD LO (D cE-. -0 70 «0 -0 -0 
_A - CO (1) 0- (n 3 L) Co ci cn Cl 12- M -13 Co -4-2 >M 
ILU 
*J 0 LO C 
c2--2 c2 '- 9.0 U -W -4-»' Lrý - -0 *0 M «a '0 -0 
C1JEM3wcccccc 
C h- -+. ) N0 u) 
(0 4e L 0- LO e* 
Li 
VI 
Nýwm 
ro 
4- 
cs 
0 C2 
9: L 6 
L) 
CL 
CL 
I 
L 
0 4ý -4 - ccl Cý 
0 
J2 Li . 2-0 LLJ 
CD O 
to g CE 
0 CD 
cc 
co c 
cd >19 
In 
CD u x L 
- E = :3 
13 
c 
0 V4 W4 
CD 
L - L) CU m ' 
L. r- 
40ý, CO C: p LjL. 
aI 
0 ICL r- 
" 
1 
to 
4- 
W 
4- 
m x tn VD 
Co 0+ 
r- 
ci Lfl) 
CD >b j2 
z* 
Co CD 
Co 
93 mN 
M ;: -. -. r- m1 10 = cu ri le ýr .. ý5j >- r- c c> CD r-1 1.1 cc to m r2 rz <D 
41 
r- r- t1m r-i r3 
M L. 
13 CU 
c2 L. 1- 
;; 
. te r3 N 
0X Pb +> =-M 
12. """ t-i L-i " 
A S 
"5 
. 
CD 
Cl) 
1 
x CL 
C> > 
tv 
0 
C4 
I tý, * 
0ý 
uW 
u 
-0 0 
co .0 co 
. .. q 00 CC) 
w C\j 
(1) Ul 
u Ln 
0 a) 
L L) 
CL 0 
L 
c (V 
LL 0 a) 
L C: ) m0 
L 
u 
U 
0 
co 
M- co 
cl. 
_0 (n 
c0 
r- 
-. 4 
+ 
C11 
4-, q 1 
1-4 It 
. 
L P% 
U +0 w 
M co c I 
m1 0 1 
X 
rj 
ý M-" 
L 
e- cm (M 
0- 
cn LD c> 
c2- 
0 
ý -. i to 
LJD 
c2- 
13 
Co 
+. ý Q v t 
OL 
0 4.0 CD 
r- 
4-> 0 
CD 
cn 
ci 
cu L 
1 
-0 
c 
0 = 
4 
cm . ZD l 
Co 
e c> 
cu 
ý - ol ýI v2 CD 
 
cn Co 
CD CU M Li.. M CL 4- M tu 
0 fo - 4. -% +1 
Mt - ce t* 0 
m M + 
co P's M co CD 
C", " C " U7 o w TI TI 0 
CD 
LH) m V M* N m 97 V) a N 
x + a) CD 0) 
co 
9q N 
LZ 
CD cc CL) ri 
cc r"I 
wm Lo V3 m 
r- r- I I = rz 
Cl. 0. 0 L 
I I j r = r I- L t f ) , , (N 
mx low 41 = - = m 
cl. Lj " 1-i 
. 
.0 
lJ, 
V) 
x 
3 
LLJ 
Ngle 
La- 
cs 
6 
ý--4 
.C LO 
"1 
"1 
"1 
C 
+0 + 
ri 
4- le 
4- N 
LM 
L 
L vi 
m (D 
=v Co 
r. 0 
9.0 li 
=+d X- 
c2 ." cu 
+0 U .. C 
1.4- c2 
CD x c2 
.. .. ....... ........ ..... .... . . .... 
..... 
.. -- 
..... 
---- 
0 
.. .. ....... ........ 
. . 
..... ... 
.... 
. ......... I ...... ........ .... .... ..... ..... . ..... .... 
.. 
.. 
. ... . 
....... ........ ..... I ... .... .... .. .... ..... ..... ..... ..... ...... .. ....... ..... . . 
c .. . ...... .... ...... - .. .. 
U CU 0) (D (D (D 
0 -, z ze -ýe -, ýd --Z L) -Uuu0u 
-4 rA -0 00000 CL L u 
0 
a) L --- CC) 
-0 X3 0 'A 
0 W 
0- . 03 u 
Cl- v CC) W co co co (0 
I v co co co co co CL N V- v qr v 'IT CL 
L vvv Iq I C2- 0- Eft NNN C-4 41 
LO L 
L -4-j a) (n Cf) 11) 0- 
- 0 D um (A cn Cf) to cc E Iz 
CL 0 (1) a) CD CD CD 
Ln c LUUE. ) UU 
CL a) 0- 00000 0 m L (- (- LL tn 
. 4-J, L M (1) EDL CL 0- Q. CL cn_ 
L cc 0 Q 0 
to 0 0) co co 0 ý1-1 ta . Q 4- c va ca cc co (V E I "0 a co ý m I-q 0 CD 0 CD C: a) - < 6A '. 4 0 ý to _zccccc: C2- a. ' - cu Cý -P 0 a) Q) CD CD OD -- - 0 a ý: LL. 0 L bc -be -ýIc -ýIc -'ýz rj I r- - cu M00000 u 2-V uj 
CL M: 0) 0- LLL L- L 9 
0 ca Ca -0 -ýc -0 ýa ma -0 -0 CD w 
-+. ý m E "0 0 u 0- to u 
-4-) c In LD 0 -ý4 -ýz -14 _NC _lz 0 CD U) CD IV UUUUU L) 
CZ C 00000 
L M 
' 
U) 
c M rd CIO 
(16 W- t- 
CD a) (3- co (16 co co Cd 
-Y CL 3 L --4 L- L0 -*-) (n ----- - u L. co+ 9 co u co N >., - CL M Q- C2- CL - " to CD Cl) C" .. - - 
:3 rj) (0 C- -0 D (a w (o co W A CL cm c* 0i = CL -3 C/) c- Cl 
U 
En LD 'D 13 *0 '0 -0 
F= 
:3 = 
C) C-l U) I --I - cr) 0 _0 wl r- Cý 
CD 0 M- m u Cc C CT) -0 :3 :33 :3 :3 0 
L -+-., 0 LO (7 LO -+. J > MCOOOOO a) U -P U') 0- CL -X 0 LO -0 -0 -0 -0 -0 cu Ln 0 17 - "I c ý- Nccccc L L 
al U*) tz to u u = 0 CD I- CL 
"L CL LO LO 4A E cr- to F, 4 > 
LL 
ý64 U') i 4 rzý 
I 
LL. 'm M CU I 
ii c m X 0 0 
u 
44 
x 
tm 
ir r4 
% 
ul 
CD 
ci 
0 >b . 92 
M 
Co 
Ln 
Co 
Z- 
cc 
Cb 
Li) CO o (0 + + 
CD ci 
le r4 
Z r3 M 0 " 1 
r, r- C> CD r-1 m r3 
c2 CL. Z- CD 1- m 
Z- r- , u 2 
L. 
4 4 
9- t n r: r: x : »e 4.1 = - m r3 gl. L. 
-i L-i 
1. 
-i L-i L-i " L-i 
17 
v 
I 
3 
CL 
CL 
10 a) 
LL. 
c ro 
... .......... ..... CD .... 
u CD C) 
0 -ý4 s U I , 
- oC )C D 1.4 CD u gn CY) -D -0 W CL 
a) CT) cr) CL 
CN co CO 
CO CL L) CL (0 
CD U) 0 4ý 1ý4 0 
L) 
0 (1) Q m C; L L) U m CL 00 CL 
qq 
LL 
0) CL 0- 
0 
4J 40 CL W4 
ta 
0 
0 r 
-j 
U) 
cm va CL I- 5i P-4 U- (D -16 cc 0 (1) CD C 
L -'ýC -'3f .0 u : Plw ui z 13 00 4--' - I- I- CL 4, F 
ýe 
.C u C; EO 0 -ýe -ýe L) 
c 
UU 
00 
Ul 
co 0 
>, L c 
.0 co 
>-, 
M ý, - >, >. - 0 0- co m c 
(0 -- CL CD L Cc 1.4 
-zo 
0 
c 
a) _0 33 03 
c00 
- 
L +1 3 m I 0 70 ý u s C: c La 
= " = J! M. ý- M CU 
44 
Cc 
a- a- a- 
-- a- a- a- a- -a -a a- 
c 
+j Cl) 
(1) 
r4 
L 11 
ta ri -ft 
'o > 
L -- 
95 "a 
a+ Li- 
ej 
17) 
L Cr) 0 
M 
Ci 
T- Lu F4 
L 
M+j X 
to . - .-< 
r- co 
go a + 
Q. r- 
N (" Z 
CD : P,. J2 - co co 
T " '4 l 
4-0 
r w w r V) 61 
4ý (A 
0 
L2) to 
C, a) CD CL. co IT N T-4 Lo ta v 0 0 
CD r- In I M 0 ri IV, w .. 
: 
co rn CL r 
ý 
LL r-i 0 e: N 
4-A go CS X : hw 4-0 = - = 
0 : 1. CL L-j L-j L-j L-i L-j V-j L-i L-j 
I) 
I 
LLJ 
3 
CL 
4- IS 
EL 41 
0 
... 
CD a) 
M 
V) L6 
C'ý- 
C=) 
0 
_0 
CD 
L) CD CD 
co 0 -IC x-x u 
LO U (j 
-0 
00 
L co -0 -0 
.......... co ........ q- co co : C) IT co co 
U) (N N 
ED 
L 4-1 CD W (10 
0 :3uW Lo 
CL 0 CD CD 
Luu 
0- 0a 
LL 
L 
M co 
.... ai - . "6 
UJ 0c (1) '0 rZ tv co 
0 CD a) 
,a 
CD 
0 co -. 4 cc LL -*--1 0 CD 0 
'k U- 0L-, z --4 cLM00 IZ: 0) 0 0- LL 
ro N -0 -0 -ýIc M -0 co 0 -0 0 C=) L) 
Icý9"c" LO 0 -it _lie LO to L) U 
0a 
C0 
4j 
777: ýý- a a) (D CL ct M 
... ... L0 CL(D-4LLa) co (1) - CD NU a) N >,. - a- CL 
3 ý4 - "0 C -ý 0 to C- .0 '0 Lo (a 
:U f- 
ca 01 C-- 3 01) U 
to CD 0- 0W (D 3 -a '10 
.... U) CL c U) - (Y) 0 0- co 0- 0) tv u cd a) al "0 3a 0 LO 1 -0 cr W> co c00 
U') 0 
-ýe 
0 CL CL-ýe 0- Lo - -0 -0 
E "T 0CCC ý- -P NCC c U') 0- :3 to m co U 
M- LO 64 
RE 
44 64M + 
4- r) 
LN 
cl 11 
> 
U4J + 
49 W ci 
.0L 
r_ , 
MCJN V) w 
CL V) M, N 
L (A 
tm+j x 
ý-4 cm x 0 
L 
CL 
L 
CL 
4ý 
Co = (n r- <ý c2- ý 4-. 1 LO 0 - o-" Lo 
rq 
L, 2 
rq 
ti 
CL 
0 CD 
La m L 90 
0 U L 9 EL m cu vi 
M CD im cm C. 0 
L 
u 
L. CL 
CY EL 
- ' lag 4> ý 4. -1 Z- Co x te QD 
r- ci 
r4 
r4 
Lri 
CD 
0 Ln e ý 
Co 
LC >, tD Z r, 4 r1q c: u m + + 
LC x ci) CL) 
97 rq 
cl 
I 
Co CL) ri m. Ir .. L D >. =c " - c> ; 
I- 
mmx 301) +J 
>- CL. " L-i L-i 
Of 
CL. *ý 
1 
CD ri 
C? 
LL 
CD 
z 
Lo 
(D -0 73 
-2 -0 
-0 -0 
Q C) CD (D 
0 >c .2 _je 
0 C) -4 (a m000 
L) CD --- mM (n L- CO -0 m -0 C-% Ln 
m cr) Ci- Ln Cr) Cr) m 
Lr) LO 1 G) e Lr) Lii Ln 0 ul cm cli U) Ul) Lr) 
vv L» ro Iv V IT 
cli N CL CL w C\i c"i " 
tn 
tn tn L. CD (0 (0 (0 
0 Ln - 0 :3 L) Co (n to (1) (1) 14-- CL 0 (D CD CD 
ti u cn c L0Q0 00 c2- (D c2- 000 LL 0 cm LLL 
(2-0- -w L -0 (0 c2- c2. c2- 
E Co L Co 0W m re re c2- r_ (D 0 -- (1) r_ (D 
r_ c -ý 0 @.. ) - Co JZ c: c c: m ri C- -+-> 0 (D CD CD 
,Z IZ E - U- U) t- -2c -Z£ 00 CD ý J2 00 LL CL C» c2- LLL 
j2 . 12 0 cz m m x -12 m -0 c- M CD cr) ci 
c" LO 0 
U L) (n CO (0 UU L) 0 C) (0 r- , 000 
-- t- - ZM >-. >ý- -ý c -0 Co 
Ct$ (11 L r- (D (D c2. Cd dre M 
-- CL 3 L- LL 0) 0--- 
c2- CLI 9 to (i CD NJ - 0- c2- CL 
00 .. 3 00C . - . 92 -0 www .- . - -0 E c2-. - 3 C, 2 U 
-m M CC C. 0 tn to 3MM 
(D OL to 1 -1 - cr) 0 
3 ID 0 C2- CZ u Co (D cn «a 33 2 
CD CD L -P 0 CO cr (n -t-) > cr) r_ 0 0 -o-a U Llý CL CL-2 0 (M -0 -0 M 
r_ c (n (0 v c: C, 4 C r- r- 
(0 Ln u Do ee L. CL LZ 6e E Cif CO 
-- 
- 
-- 
311 
, x ^ U- u 
m 
4.4 
N 
MIT 
-1 x 
-4 
u 
La 
C2- 
L 
0- 41 
u 
4ý 
EL 
cc 
E0 
do cr 
C; 
41 41 CL 
.1 
g 
C, 
ro 
CL 
in 
N 
m 
rQ 
u 
r- 
wi 
j 
CD c m -6- 
4-. ) 
co 
W 0 
u 
." ri) 
Ae 
= U 
CL N 9 
a) ) c 
La 
CD 
Co 
I= 
CU - ý 
L 
u 
U) r. 
= 
s- 
0 
10 
CD m 
cc 
= -- 
44 
L- 
.. 
0- 
411ý =0 U- "M 
09 
ct. 
r- 
-ý 
1 
M 
4-J, 
CD 
4--o 
= r- CD X 0 0 
Co = 
+0 44 -. .... .... .... .... .. 
Co 
m 
r- 
>i 
CD cu 
960 q0 Ln Wý-. 
-. r- 
c3 to LD tm ---- rz C> rý; 1 
r-11 
0LL r-, 1 r-i CM rl N rq 
MX>, 4-% - '92 MU CL 1-i Li 1. i L-i . 
4 
I 
----S. 
w 
I 
PIV 
W 
1 
to 1 
I- 
CL . 41 
co a) 
Col 
Appendix D 
Maple is a mathematical manipulation language. Its facilities include ma- 
trix operations, solving linear and non-linear equations and computation of 
eigenvalues, which we use. For more detailed information see Maple Reference 
Manual [9]. 
We use Maple to do operations with matrices and to solve systems of 
equations. We. include one program and the results. 
106 
with(linalg): 
=UNFOLDING FOR THE (3,5) MODE INTERACTION TO ORDER 2 
4This program determines the branching equations 
: ýin each fixed-point subspace. 
:.: F 
yi 0-. 
y2 0: 
y3 0: 
: ýz1 := z2: 
z3 0: 
z4 0: 
z5 0: 
dyl al*(larrbda-alpha)*yl+a2*(yl*z2+y2*z5+yl*zl-y3*z4)/2: 
dy2 al*(lambda-alpha)*y2+a2*(yl*z5-y2*z2+y3*z3)/2: 
dy3 al*(lambda-alpha)*y3+a2*(y2*z3-yl*z4-y3*zl)/2: 
dzl bl*lambda*zl+b2*(zl*zl+z3*z3+z4*z4-2, *(z2*z2+z5*z5+zl 
+b3*(2*y3*y3-(yl*yl+y2*y2»+b4*(yl*z3+y2*z4): 
dz2 := bl*lambda*z2+b2*(z2*z2+z3*z3+z5*z5-2*(zl*zl+z4*z4+zl 
+b3*(2*y2*y2-(yl*yl+y3*y3))+b4*(y3*z5-yl*z3): 
dz3 := bl*lambda*z3+b2*(zl*z3+z2*z3+z4*z5)-b3*y2*y3 
+b4*(yl*z2+y2*z5-yl*zl+y3*z4)/2: 
dz4 := bl*lambda*z4+b2*(z5*z3-z2*z4)+b3*yl*y3 
+b4*(yl*z5-y2*(zl+z2)-y2*zl+y3*z3)/2: 
dz5 := bl*lambda*z5+b2*(z4*z3-zl*z5)-b3*y2*yl 
+b4*(yl*z4+y3*(zl+z2)+y2*z3+y3*z2)/2: 
*z2) ) 
*z2) ) 
solve( {dzl, dz2, dz3, dz4, dz5, dyl, dy2, dy3), {zl, z2, lambda, alpha) 
quit; 
bi 
4 
4UNFOLDING FOR THE (3,5) MODE INTERACTION TO ORDER 2 
4THE D2-BRANCH 
" yi 0: 
" Y2 0: 
" y3 0: 
#zi := z2: 
> z3 0: 
> z4 0: 
> z5 0: 
" dyi al*(larrbda-alpha)*yl+a2*(yl*z2+y2*z5+yl*zl-y3*z4)/2: 
" dy2 al*(lambda-alpha)*y2+a2*(yl*z5-y2*z2+y3*z3)/2: 
" dy3 al*(lambda-alpha)*y3+a2*(y2*z3-yl*z4-y3*zl)/2: 
> dzl bl*lambda*zl+b2*(zl*zl+z3*z3+z4*z4-2*(z2*z2+z5*z5+zl*z2))/3 
> +b3*(2*y3*y3-(yl*yl+y2*y2))+b4*(yl*z3+y2*z4): 
> dz2 := bl*lambda*z2+b2*(z2*z2+z3*z3+z5*z5-2*(zl*zl+z4*z4+zl*z2))/3 
" +b3*(2*y2*y2-(yl*yl+y3*y3))+b4*(y3*z5-yl*z3): 
" dz3 := bl*lambda*z3+b2*(zl*z3+z2*z3+z4*z5)-b3*y2*y3 
" +b4*(yl*z2+y2*z5-yl*zl+y3*z4)/2: 
" dz4 := bl*lambda*z4+b2*(z5*z3-z2*z4)+b3*yl*y3 
" +b4*(yl*z5-y2*(zl+z2)-y2*zl+y3*z3)/2: 
" dz5 := bl*lambda*z5+b2*(z4*z3-zl*z5)-b3*y2*y1 
" +b4*(yl*z4+y3*(zl+z2)+y2*z3+y3*z2)/2: 
" solve( {dzl, dz2, dz3, dz4, dz5, dyl, dy2, dy3), {zl, z2,1, ambda, alpha) 
(z2 = 0, z1 = 0, alpha = alpha, lambda = lambda), 
b2 z2 
ýzl =-2 z2, lambda = ------ alpha = alpha, z2 = z2), 
bl 
b2 z2 
(zi = z2, lambda = ------ alpha = alpha, z2 = z2), 
bl 
b2 z2 
ýzl 1/2 z2, lambda 1/2 ------ alpha = alpha, z2 = z2j 
bl 
> quit; 
bytes used=642696, alloc=524192, time=8.066 
lz 
F 
FUNFOLDING FOR THE (3,5) MODE INTERACTION TO ORDER 2 
iTHE Z2 (Z) -BRANCH 
i"Y1 0: 
> Y2 0: 
> Y3 0: 
iizl := z2: 
iiz3 0: 
> z4 0: 
> z5 0: 
* dyl al*(larrbda-alpha)*yl+a2*(yl*z2+y2*z5+yl*zl-y3*z4)/2: 
* dy2 al*(larrbda-alpha)*y2+a2*(yl*z5-y2*z2+y3*z3)/2: 
* dy3 al*(larrbda-alpha)*y3+a2*(y2*z3-yl*z4-y3*zl)/2: 
> dzl bl*lambda*zl+b2*(zl*zl+z3*z3+z4*z4-2*(z2*z2+z5*z5+zl*z2))/3 
> +b3*(2*y3*y3-(yl*yl+y2*y2))+b4*(yl*z3+y2*z4): 
> dz2 := bl*lambda*z2+b2*(z2*z2+z3*z3+z5*z5-2*(zl*zl+z4*z4+zl*z2))/3 
" +b3*(2*y2*y2-(yl*yl+y3*y3))+b4*(y3*z5-yl*z3): 
" dz3 := bl*lambda*z3+b2*(zl*z3+z2*z3+z4*z5)-b3*y2*y3 
" +b4*(yl*z2+y2*z5-yl*zl+y3*z4)/2: 
" dz4 := bl*lambda*z4+b2*(z5*z3-z2*z4)+b3*yl*y3 
" +b4*(yl*z5-y2*(zl+z2)-y2*zl+y3*z3)/2: 
" dz5 := bl*lambda*z5+b2*(z4*z3-zl*z5)-b3*y2*y1 
" +b4*(yl*z4+y3*(zl+z2)+y2*z3+y3*z2)/2: 
" solve( (dzl, dz2, dz3, dz4, dz5, dyl, dy2, dy3), {yl, zl, z2, z3, lambda, alpha) 
222 
al b2 z2 + al b3 yl + a2 z2 bl 
(yl = yl, z2 = z2, alpha = ---------------------------------- z3 = 0, 
bI z2 al 
22 
b2 z2 + b3 yl 
lambda = ---------------- z1 = z2), 
bl z2 
(alpha = alpha, lairbda = larrbda, yl = 0, z3 = 0, z2 = 0, z1 = 0), 
b2 z2 
{alpha = alpha, z2 = z2, yl = 0, laabda = ------ z3 = 0, z1 2-z2), 
bl. 
b2 z2 
(alpha = alpha, z2 = z2, yl = 0, lambda = ------ z3 = 0, z1 = z2), bl 
); 
b2 z2 
(alpha = alpha, z2 = z2, yl = 0, lambda 1/2 ------ z3 = 
0, zi 1/2 z2), 
bl 
22 1/2 
{zl = z1, alpha = alpha, z2 = z2, yl = 0, z3 = 
(2 z1 +5 z1 z2 +2 z2 )$ 
b2 (zl + z2) 
lambda =- ------------- 
bl 
22 1/2 
(zl = z1, alpha = alpha, z2 = z2, yl = 
0, z3 (2 z1 +5 z1 z2 +2 z2 )0 
b2 (zi + z2) 
larrbda =- ------------ bl 
> qui ; 
bytes used=7446424, alloc=1441523, 
time=150.766 
Da) 
F 
FUNFOLDING FOR THE (3,5) MODE INTERACTION TO ORDER 2 
i%THE Z2 (k) -BRANCH 
> Y1 0: 
> Y2 0: 
iiy3 0: 
4i, zi := z2: 
> z3 0: 
> z4 0: 
iiZ5 0: 
" dyl al*(lambda-alpha)*yl+a2*(yl*z2+y2*z5+yl*zl-y3*z4)/2: 
" dy2 al*(lambda-alpha)*y2+a2*(yl*z5-y2*z2+y3*z3)/2: 
" dy3 al*(lambda-alpha)*y3+a2*(y2*z3-yl*z4-y3*zl)/2: 
> dzl bl*lambda*zl+b2*(zl*zl+z3*z3+z4*z4-2*(z2*z2+z5*z5+zl*z2))/3 
" +b3*(2*y3*y3-(yl*yl+y2*y2))+b4*(yl*z3+y2*z4): 
" dz2 := bl*lambda*z2+b2*(z2*z2+z3*z3+zS*z5-r2*(zl*zl+z4*z4+zl*z2))/3 
" +b3*(2*y2*y2-(yl*yl+y3*y3))+b4*(y3*z5-yl*z3): 
" dz3 := bl*lambda*z3+b2*(zl*z3+z2*z3+z4*z5)-b3*y2*y3 
" +b4*(yl*z2+y2*z5-yl*zl+y3*z4)/2: 
" dz4 := bl*lambda*z4+b2*(z5*z3-z2*z4)+b3*yl*y3 
" +b4*(yl*z5-y2*(zl+z2)-y2*zl+y3*z3)/2: 
" dz5 := bl*lambda*z5+b2*(z4*z3-zl*z5)-b3*y2*y1 
" +b4*(yl*z4+y3*(zl+z2)+y2*z3+y3*z2)/2: 
" solve( (dzl, dz2, dz3, dz4, dz5, dyl, dy2, dy3), (y3, zl, z2, z5, lambda, alpha) 
bytes used=1000028, alloc=786288, time=15.866 
bytes used=2000180, alloc=1244956, time=35.533 
ýy3 = 0, z5 = 0, z2 = 0, z1 = 0, alpha alpha, lambda = lambda), 
b2 z2 
(y3 = 0, z5 = 0, lambda = ------ z1 2 z2, z2 = z2, alpha = alpha), 
bl 
iy3 = 0, z5 = 0, 
b2 z2 
lambda ------ 
bl 
zI = z2, z2 = z2, alpha = alpha), 
b2 z2 
Iy3 = 0, z5 = 0, lambda 1/2 ------ z1 1/2 z2, z2 = z2, alpha = alpha), 
bl. 
22 1/2 z1 b2 
{y3 = 0, z5 = (- z1 z2 - z2 +2 z1 ), laiTbda = ------ z2 = z2, zl = z1, 
bl 
alpha = alpha), 
22 1/2, z1 b2 
ýy3 = 0, z5 =- (- z1 z2 - z2 +2 z1 )I lairbda = ------ z2 = z2, z1 = z1, 
bl 
alpha = alpha}, 
iz5 = 
alpha = 
22 
2 al b2 zi +2 al b4 RootOf(3 b2 zl +2 b4 _Z zi +4 
b3 Z)- a2 zl bl 
1/2 ------------------------------------------------------------------------ bl al 
I 
2 2 
De4- 
b2 z1 + b4 Root0f(3 b2 z1 +2 b4 _Z z1 +4 
b3 
-Z 
) 
z2 1/2 zi, lambda = --------------------------------------------------- 
bl 
22 
zi = zl, y3 = Root0f(3 b2 z1 +2 b4 _Z Z1 +4 
b3 
-Z 
)), 
222 
al b2 z1 +4 al b3 y3 + a2 z1 bi 
Iz5 = 0, alpha 1/2 ------------------------------------ z2 1/2 z1, 
bl z1 al 
. b2 z1 +4 b3 y3 
z1 = zl, lambda 1/2 ------------------ y3 = y3), 
bl z1 
IP 
alpha = 
22 
2 al b2 zl -2 al b4 RootOf(3 b2 zl +4 b3 _Z -2 
b4 
_7, zl) - a2 zl 
bl 
1/2 ------------------------------------------------------------------------ 
bl al 
I 
22 
b2 zl - b4 RootOf(3 b2 zl +4 b3 -Z -2 
b4 
-Z zl) ! &nLbda = ---------------------------------------------------- z5 = 0, 
bl 
22 
z2 =- 1/2 zl, y3 = Root0f(3 b2 zl +4 b3 -Z -2 
b4 
-Z zl), Z1 = zl), 
2 al b2 zl +2 al b4 y3 - a2 zl bl 
ýalpha = 1/2 ---------------------------------- 
bl al 
1/2 1/2 1/2 1/2 1/2 1/2 1/2 
32 %2 +2 zl b2 32 %2 
z2 1/4 ----------------------------- z5 = 1/4 --------------- 
1/2 1/2 
b2 b2 
b2 zl + b4 y3 
laabda -------------- zl = zl, y3 = y3}, 
bl 
1/2 1/2 1/2 1/2 
32 %2 +2 zl b2 
ýz2 1/4 ------------------------------ 1/2 
b2 
2 al b2 z1 +2 al b4 y3 - a2 z1 bl 
alpha = 1/2 ---------------------------------- bl al 
1/2 1/2 1/2 
32 %2 b2 zl +N y3 
z5 1/4 ----------------- lambda = -------------- zl = zl, y3 = y3), 1/2 bl 
b2 
, bs 
1/2 1/2 1/2 
32 %1 b2 z1 - b4 y3 
ýz5 = 1/4 ---------------- 1 ambda = -------------- Z1 Z1, 
1/2 bl. 
b2 
1/2 1/2 1/2 1/2 
32 %1 -2 z1 b2 
z2 = 1/4 ----------------------------- 
1/2 
b2 
2 al b2 z1 -2 al b4 y3 a2 zl bl 
alpha = 1/2 ----------------------------------- y3 y3), 
bl al 
1/2 1/2 1/2 
32 %1 b2 z1 b4 y3 
ýz5 1/4 ---------------- lambda -------------- zi zi, 
1/2 bl 
b2 
1/2 1/2 1/2 1/2 
32 %1 +2 z1 b2 
z2 1/4 ----------------------------- 
1/2 
b2 
2 al b2 z1 -2 al b4 y3 - a2 z1 bl 
alpha = 1/2 ----------------------------------- y3 = y3} 
bl al 
22 
%1 3 b2 zl +4 b3 y3 -2 b4 y3 zl 
22 
%2 3 b2 zl +2 b4 y3 zl +4 b3 y3 
> quit; 
bytes used=2335180, alloc=1244956, time=42.016 
"D6 
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