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Measurement bias refers to systematic differences across subpopulations in the relation
between observed test scores and the latent variant underlying the test scores.
Comparisons of subpopulations with the same score on the latent variable can be
expected to have the same observed test score. Measurement invariance is therefore
one of the key issues in psychological testing. It has been established that strict factorial
invariance (SFI) with respect to a selection variable V almost certainly implies weak
measurement invariance with respect to V: given SFI, means and variances of observed
scores do not depend on V . It is shown that this result can be extended. SFI in groups
derived by selection on V has implications not only for V but also for potentially biasing
variables W, ifW and the selection variable V and/or ifW and the factor underlying the
observed test scores are statistically dependent. Given SFI with respect to V and prior
knowledge concerning these dependencies, it is not necessary to measure and model
variables W in order to exclude them as potentially biasing variables if the investigation
focuses on groups selected on V.
1. Introduction
Establishing measurement invariance is of primary interest in psychological testing. The
probability of correctly answering an item measuring, say, mathematical achievement,
should be the same for all test takers with the same level of mathematical achievement,
and should not depend on the test taker’s other characteristics such as sex, race, or
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parents’ education. As a consequence, considerable research has focused on bias
detection, that is, absence of measurement invariance (see, for example, Mellenbergh,
1989; Millsap & Everson, 1993; Shealy & Stout, 1993). Oort (1992) has emphasized the
necessity of explicitly specifying the variable with respect to which a test is unbiased. If
a test is unbiased with respect to, say, race, this cannot be taken to mean that the test is
necessarily unbiased with respect to some other variable (Meredith, 1993). For instance,
it is possible that, conditional on ability, a test item is equally dif®cult for children
belonging to different ethnic groups, but biased with respect to sex. Ideally, then, one
would have to investigate absence of bias with respect to all characteristics of the test-
taking population which are deemed relevant in order to guarantee bias-free results. The
present paper aims to show that such an effort can be largely reduced. To ascertain bias-
free results across given groups, it is not necessary to investigate absence of bias in these
groups with respect to all potentially biasing variables separately.
The paper is con®ned to the context of the common factor model where observed
multivariate normally distributed variables are linearly regressed on underlying multi-
variate normally distributed factors. We consider a population consisting of several
subpopulations which are de®ned by a grouping or selection variable V . If V is sex, then
subpopulations will be boys and girls. Suppose that a test, say a mathematical
achievement test, is administered to these two subpopulations and that the observed
stores on the test can be adequately modelled with a common factor model. De®ne a
potentially biasing variableW as a variable with a direct effect on (one of) the test items,
say test item k.1This means that the regression of the test item k onW is non-zero. Bias
(i.e. absence of measurement invariance) occurs if W causes mean and/or variance
differences in item k between subpopulations de®ned by selection on V . These mean
and/or variance differences between subpopulations derived by selection on V can only
be due to W if the mean and/or variance of W conditional on V differs across these
subpopulations. In our example, for bias to occur, (one of) the observed test items of the
mathematical achievement test is in¯uenced by a potentially biasing variable W , say
attitude to mathematics, and boys and girls have to differ with respect to the mean
and/or variance of attitude to mathematics and/or the strength of the in¯uence of
attitude to mathematics on the mathematical achievement item.
The test is said to be weakly measurement invariant across the subpopulations
derived by selection on V (e.g. across boys and girls) if the means and (co)variances of
observed test scores conditional on the selection variable and the latent variables
underlying the test equal the means and (co)variances of the observed test scores
conditional on the latent variables underlying the test (Meredith, 1993). In terms of the
example, sex in¯uences the means or variances of the mathematical achievement test
scores only through the mean and variance of the mathematical achievement factor but
sex has no direct effect on (one of) the items. Hence, sex can be excluded as a biasing
variable. We argue that once weak measurement invariance has been established in
groups selected on V , it is possible not only to exclude V as a biasing variable, but also to
exclude other potentially biasing variables W in the groups selected on V if W and the
selection variable V and/or if W and the latent variable underlying the test are
statistically dependent. In our example, if weak measurement invariance of the
mathematical achievement test has been established across boys and girls, then it is
possible to exclude sex as a biasing variable and, in addition, attitude towards
mathematics if the latter can be assumed to be correlated with sex. Note that this
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1For ease of presentation we consider a single item, but our argument holds for more than one item.
extension of the theory provided by Meredith (1993) only concerns the groups selected
on V (e.g. boys and girls). We do not make any statements concerning measurement
invariance in groups selected on other potentially biasing variables (e.g. different maths
attitude groups).
The argument is based on the concept of strict factorial invariance (SFI), which has
been developed within the context of the common factor model by Meredith (1964,
1993); see also Bloxom (1972) and Ellis (1993). SFI means that the relation between test
items or subscales and the underlying latent construct(s) can be represented by the
same common factor model in different groups. More speci®cally, a test is de®ned to be
strictly factorial invariant with respect to some variable V if the factor model, which
holds in the parent population, also holds in each subpopulation derived by selection on
V . The only difference between subpopulations, then, pertains to the means and
(co)variances of the factors. Meredith (1993) has shown that tenability of SFI across
groups derived by selection on V almost certainly implies weak measurement invar-
iance with respect to V . We elaborate on this result and show that tenability of SFI with
respect to V has implications not only for V but also for potentially biasing variables W .
Consider the case where W and V are statistically dependent. Non-random selection on
V introduces mean and/or variance differences in W across at least some selected
subpopulations. We show that in that case SFI cannot hold in subpopulations derived by
selection on V . Hence, if SFI is true, the expected value and/or the variance of W
conditional on V has to be constant across subpopulations derived by selection on V .
Now consider the case whereW and V are statistically independent, but thatW and the
factor underlying the observed scores are dependent. Selection on V leaves the
conditional expectance and variance of W invariant across subpopulations. We show
that in this case SFI also cannot hold. Hence, if SFI is true, W and the factor cannot be
dependent. Finally, consider the case where W and V , and W and the factor are
independent. Again, there are no mean and variance differences in W across sub-
populations selected on V . We show that SFI holds with respect to V . Mean and variance
in the observed variable with the non-zero regression on W may be partially due to W .
These differences are absorbed by the regression intercept and the residual variance of
the regression of that variable on the factor. Since there are no subpopulation
differences in W , the regression intercept and the residual variance remain invariant
across subpopulations derived by selection on V , and SFI holds.
A consequence of these implications of SFI with respect to V is that if prior
knowledge is present establishing the dependence of potentially biasing variables on
the selection variable V and/or the factor underlying observed test scores, it is
unnecessary to measure these variables and conduct bias investigations with respect
to them. Given tenability of SFI with respect to V , it is possible to conclude that a
variable W does not induce bias in groups selected on V without even measuring the
variable, ifW and the selection variable, orW and the underlying factor are known to be
statistically dependent.
2. Absence of measurement bias
Various forms of bias can be distinguished. Millsap (1995, 1997, 1998) discusses the
relation between predictive bias and measurement bias. Predictive bias concerns
systematic group differences in the prediction of a criterion variable from test scores.
Measurement bias, on the other hand, refers to group differences in the relation
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between test scores and the underlying latent variable or factor. The present paper is
con®ned to measurement bias. Absence of measurement bias with respect to a selection
variable V has been de®ned by Mellenbergh (1989) in terms of the equality
f (Y | h , v) = f (Y | h ), (1)
where f ( ´ ) denotes the probability distribution function, h is a q-dimensional vector
of scores on latent variables or factors underlying the p-dimensional random variable
Y, p > q, and v is a realization of the selection variable V .2 This equality holds if and
only if Y and V are conditionally (i.e. locally) independent given the factor scores h
(for a proof, see Meredith, 1993, p. 528). Suppose again V represents sex, Y contains
scores on items of a mathematical achievement test, and h is also unidimensional and
represents a mathematical achievement factor. Local independence of Y and V given
h means that the scores Y of male and female test takers depend solely on their level
of mathematical achievement and not on their sex, that is, Y is not biased with
respect to sex.
Equation (1) coincides with Meredith’s de®nition of measurement invariance.
Meredith’s de®nition of weak measurement invariance (WMI) states that only the ®rst
two moments of f (Y | h , v) depend solely on h . Using the above example, WMI means
that the means and (co)variances of test scores depend solely on mathematical
achievement and not on sex. If f (Y | h , v) is a multinormal distribution, the distinction
between measurement invariance and WMI disappears.
Analogously to Mellenbergh (1982, 1989), we distinguish between uniform and
non-uniform measurement bias. Uniform bias concerns a main effect of the biasing
variable: conditional on h , members of one group score consistently higher than
members of another group. If the scores in both groups can be modelled in terms
of linear regressions of observed scores Y on latent scores h , uniform bias implies
group differences in the intercepts of the regression and parallel regression slopes.
Non-uniform bias, on the other hand, pertains to group differences in regression
slopes and can be conceptualized as an interaction of the latent variable and the
biasing variable. Note that not only differences in the intercept and slope are
critical in the context of measurement bias. Differences in residual variances may
have important consequences even if uniform and/or non-uniform bias is absent.
Suppose, for instance, that a test is used for an admission decision and a certain
level of ability (e.g. the latent variable or factor) is required. If the decision is based
on the observed test scores, then the number of false admissions and false
rejections is higher in the group with the larger residual variance (see also
Meredith, 1993, p. 530). In short, given linearity of the regression of Y on h , the
different forms of measurement bias involve differences in intercepts, slopes and
residual variances.
3. Strict factorial invariance
The usefulness of SFI as a tool in bias investigations lies in the fact that SFI implies a
number of restrictions on the regression of Y on h . The restricted regression model, in
turn, has implications with respect to measurement invariance. As we will see, the
restrictions encompass equality of intercepts, slopes and residual variances. The
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2Without loss of generality, we assume V to be unidimensional throughout.
regression model is the common factor model ( JoÈreskog, 1971),
y = n + L h + «, (2)
where y denotes measurements of the p-dimensional random variable Y, n is a
p-dimensional vector of intercepts, L is a p ´ q dimensional matrix of regression
coef®cients or factor loadings on the q factors underlying Y ( p > q), h is the
q-dimensional vector of factor scores, and, ®nally, « is the p-dimensional residual
score of the regression of Y on h .
In what follows, we assume that, in all subpopulations, Y is continuous, that the
regression of Y on h is linear, and that the residuals have zero mean and are neither
mutually correlated nor correlated with the factors. Note that the residual consists of the
sum of two components, random error and a component which is speci®c to the
observed variable Y. Meredith’s de®nition of SFI states that Y is strictly factorially
invariant with respect to some selection variable V , if intercepts, n, slopes, L, and
residual variances, Q, of the regression of Y on h are invariant across subpopulations
derived by selection on V . Given SFI, means and covariances of Y in group i, where
i = 1, 2, . . . , s, can therefore be represented as follows:
m i = n + La i , (3)
Si = LWiL
T + Q. (4)
Here, m i and a i are vectors containing the means of Y and h in group i, respectively, and
S i , Wi and Q represent the covariance matrices of Y, h and « in group i, respectively.
Note that due to the restrictions of SFI, intercepts, n, slopes, L, and residual variances,
Q, have no group index. SoÈrbom (1974) has shown how the mean and the covariance
model can be estimated simultaneously using standard software for structural equation
modelling. We assume that the matrix L contains suf®cient ®xed parameters to ensure
identi®cation of the factor model for as far as it concerns the covariance structure of the
test scores. In addition, to ensure identi®cation of the mean structure, it is necessary to
arbitrarily choose one group, say the ®rst, to be the reference group. The factor mean in
the reference group, a1, is ®xed to zero. Hence, the estimated factor means in the
remaining groups, i = 2, . . . , s, can be interpreted in terms of factor mean differences
with respect to the reference group.
SFI with respect to V almost certainly implies WMI with respect to V , because,
given SFI, group differences in means and (co)variances of observed variables are
almost certainly due solely to group differences in factor means and (co)variances
(Meredith, 1993). The term `almost certainly’ is used in the previous sentences
because of the indeterminacy concerning the residual variance mentioned above:
SFI would certainly imply WMI if both speci®c and random error variance were
equal across groups. In the factor model, only the sum of random and speci®c
error is considered. Equality of the residual variance across subpopulations does
not guarantee equality of both speci®c and random error variance across groups,
only invariance of the sum of these two components. For instance, group
differences in the speci®c component may indicate measurement bias because
parameters of the factor model other than means and (co)variances of the factors
depend on the selection variable V . However, in order to have equal residual
variances, possible subpopulation differences in speci®c variance have to be
accompanied by differences in random error variance and the two differences
have to cancel each other out. Since this is very unlikely to be the case, Meredith
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asserts that SFI with respect to V `almost certainly’ implies weak measurement
invariance with respect to V .
In what follows, this result is extended. In groups selected on V , not only V but also
variables that are correlated with V and/or with h can be excluded as possible sources of
bias.
4. Weak measurement invariance with respect to unmeasured variables
We disregard special cases of selection on V which do not give rise to mean differences
across groups (e.g. random selection). Rather, we focus on selection which results in
differences in the expected value of V across subpopulations. Also, we assume that V
and the latent variable underlying Y are stochastically dependent so that selection on V
entails subpopulation differences in h and, consequently, in m .
If groups are selected on V and SFI holds with respect to these groups, then we can
take it as almost certain that V does not introduce bias. Suppose there is, in addition to
the selection variable V and the latent variable, which is assumed to underlie the
observed variable Y, a potentially biasing variable W . At least some of the observed
indicators have a non-zero regression coef®cient onW . Furthermore,W is not measured
and therefore not included in the model. The objective of the present paper is to
examine the consequences of not including W in the model for groups selected on V if
W introduces uniform bias in indicators of h (i.e. W has a main effect on one or more
indicators), and ifW introduces non-uniform bias (i.e. an interaction ofW and h that can
be modelled with a product term, see below). We argue that in both cases, SFI is not
tenable in groups derived by selection on V if either W and h or W and V , or all three,
are correlated. Consequently, if SFI is tenable, W does not introduce uniform or non-
uniform bias under these conditions. To avoid possible misunderstandings we would
like to emphasize that our argument pertains only to groups selected on V , and only to
those biasing variables that are correlated with h and/or V. Importantly, we do not claim
that SFI necessarily holds in groups selected on W . Let V again be sex, and W attitude
towards mathematics, and assume these two variables to be correlated. If SFI holds in a
maths achievement test across boys and girls, we argue that sex is not a biasing factor
and that attitude to mathematics does not introduce bias in the two gender groups. It
does not mean that if we create groups based on attitude to maths, SFI will hold for the
mathematical achievement test across the attitude groups.
Following Mellenbergh (1982), we represent uniform bias by an additive main effect
of the biasing variable W . For reasons of simplicity, we assume a biasing in¯uence ofW
on one of the K indicators of h , say Yk. Omitting group and subject subscripts, the score
on Yk equals
yk = nk + lkhh + lkwW + « k , k = 1, 2, . . . ,K , (5)
where lkh and lkw are the factor loadings of Yk on the underlying factor and the
unmeasured variable W , respectively. In case of non-uniform bias, Mellenbergh adds a
product term, in our notation hW , because the relation between h and Yk depends on
the level ofW (see also Kenny & Judd, 1984). Importantly, the main effect ofW remains
in the model such that
yk = nk + lkhh + lkwW + lkhwhW + « k . (6)
We will show that if the main effect of W or both main and interaction effect are
236 Gitta H. Lubke et al.
omitted from the model then SFI across subpopulations derived by selection on V is not
tenable. It follows that tenability of SFI with respect to V (almost certainly) indicates
absence of uniform and/or non-uniform bias by W in groups selected on V under the
dependencies described above.
Conditional on V , the expected value of Yk in the case of uniform and non-uniform
bias is
E(Yk) = nk + lkhE(h) + lkwE(W ), (7)
E(Yk) = nk + lkhE(h) + lkwE(W ) + lkhwE(hW ), (8)
respectively. In (7) and (8), E(W ) and E(hW ) indicate the expected values of W and
the product variable, hW , respectively. The variance of Yk , Var(Yk), under uniform and
non-uniform bias, is
Var(Yk) = l
2
kh Var(h) + l
2
kw Var(W ) + 2lkhlkw Cov(W , h) + Var( « k), (9)
and
Var(Yk) = l
2
kh Var(h) + l
2
kw Var(W ) + l2khw Var(hW ) + 2lkhlkw Cov(hW , h)
+ 2lkhlkhw Cov(W , h) + 2lkwlkhw Cov(W , hW ) + Var( « k), (10)
respectively. The covariance between Yk and some other, non-biased indicator of the
underlying factor, say Yl, equals
Cov(Yk , Yl) = lkhl lh Var(h) + l lhlkw Cov(h, W ) (11)
in the case of uniform bias, and
Cov(Yk , Yl ) = lkhl lh Var(h) + l lhlkw Cov(h, W ) + l lhlkhw Cov(h, hW ), (12)
in the case of non-uniform bias. Note that, since Yl is unbiased, the factor loading of Yl
on W , l lw , is zero, and all terms involving l lw are omitted in (11) and (12).
The distinct situations in which the unmeasured variable W is correlated with the
selection variable (case 1, see Fig. 1), with the underlying factor (case 2, see Fig. 2), or
with both (case 3, see Fig. 3) are considered separately. In addition, we brie¯y discuss
the consequences of not including W in the model ifW is stochastically independent of
both h and V (case 4).
4.1. Case 1: W is correlated with V but stochastically independent of h
IfW is correlated with V then the two variables are dependent and the expectation ofW
conditional on V is a function of V . Since subpopulations derived by selection on V
differ with respect to V , there will be at least some subpopulations which differ also
with respect to W (see Fig. 1). For instance, let V be race and W family income; then
selection on race will induce mean differences in family income across at least some of
the different ethnic groups. Stated otherwise, indirect selection on W due to direct
selection on V introduces group differences in the conditional expectance of W given
V , E(W | V = v).
4.1.1. Uniform bias
Consider the expected value of Yk if W is not included in the model. Subpopulation
differences in E(W ) will be manifest in terms of differences in the intercept of Yk as
nk = nk + E(W ). As a result, the mean structure model with SFI restrictions as shown in
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(3) does not hold, because nk is not subpopulation invariant. If W is not included in the
model, (3) under- or overestimates the mean difference in Yk depending on the sign of
the mean difference of W across subpopulations.
An exception occurs if the intercept of the regression of Yk on h differs across groups
but the sum of the group-speci®c intercept and Ei (W ) is equal across groups, that is,
ni + Ei (W ) = n. However, this exception presupposes a second source of bias causing
the intercepts to differ across groups and a compensation of the two biasing effects. We
regard this exception as being of the same order as the indeterminacy in the residual
which led Meredith (1993) to conclude that SFI `almost certainly’ implies weak
measurement invariance.
Note that, generally, SFI will not hold even if all indicators of h are in¯uenced by W.
However, SFI will hold if the vector of loadings on h and the vector of loadings onW are
collinear. In that case h and W cannot be distinguished and the estimate of E(h) would
not correctly represent the group difference in the factor. On a conceptual level,
however, it seems dif®cult to imagine a biasing variable with linear relations to observed
variables which are collinear to the relations of the factor one is interested in.
4.1.2. Non-uniform bias
The expected value ofYk in the case of non-uniform bias is given in (8) and, as in the case
of uniform bias, the mean structure model with SFI restrictions does not hold. As can be
deduced from (8), the only exception here occurs if lkw = lkwE(W ) + lkhwE(hW ).
Hence, if Yk has a non-zero regression coef®cient on an unmeasured potentially
biasing variable W , and W is correlated with the selection variable V but stochastically
independent of h , then SFI with respect to V is not tenable when omitting W from
modelling.
The argument can be turned around. If SFI holds in groups selected on V , then the
conditions of case 1 cannot hold. More speci®cally, if SFI holds in groups selected on V ,
then the conditional expectation of a potentially biasing variable W given V has to be
invariant across all groups selected on V . Only if E(W ) is invariant under selection on V
can the intercept of Yk in (3) be replaced by nk = nk + lkwE(W ) without leading to a
rejection of SFI in groups selected on V (given the additional assumption of invariance
of lkw across groups). Furthermore, as can be deduced from (9) and (10), the
238 Gitta H. Lubke et al.
Figure 1. Path model representing case 1 in the present population. The unmeasured variable W and
the selection variable V are stochastically dependent, and W and the factor underlying observed
variables Y are stochastically independent.
conditional variance of W given V has to be invariant for all realizations of V if SFI
holds in groups selected on V . If the conditional variance is constant across groups,
then the residual variance in (4) can be replaced by the sum of the residual variance
and the conditional variance of W given V multiplied by the square of the respective
factor loading, and SFI holds. In sum, tenability of SFI with respect to V almost
certainly implies absence of uniform and/or non-uniform bias introduced by W in
case 1.
4.2. Case 2: W is correlated with h but stochastically independent of V
The second part of our statement concerns the case where the unmeasured potentially
biasing variable W and the selection variable V are stochastically independent
variables, and there is prior knowledge that W and factor scores h are correlated
(see Fig. 2). This differs from Case 1 in that the expectation of W conditional on V
equals the unconditional expectation of W , meaning that there are no mean or
variance differences in W across groups after selection on V . For instance, if sex
and age are independent in the parent sample, selection on sex will not induce
differences in age after selection.
4.2.1. Uniform bias
Assuming without loss of generality that the mean ofW is zero in the parent population,
(7) is consistent with (3): the mean difference in Yk between groups is solely due to
differences in h . But consider the (co)variances of Yk with unbiased indicators of h if W
is omitted. If SFI is tenable, according to (4) the covariance between Yk and Yl
equals lkhl lh Var(h), which is inconsistent with (11).
3 Equation (11) can be rewritten
as follows:
Cov(Yk, Yl) = lkhl lh Var(h) + l lhlkw Cov(h, W ) (13)
= [lkh + lkw Cov(h, W )/Var(h)]l lh Var(h) (14)
= lkhl lh Var(h). (15)
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Figure 2. Path model representing case 2 in the parent population. The unmeasured variable W and
the selection variable V are stochastically independent, and W and the factor underlying observed
variables Y are stochastically dependent.
3If W and h are not jointly normally distributed, it is possible to construct cases in which the covariance between h and W is
zero, but these covarianceswill differ from zero for at least some selection functions. If W and h are jointly normally distributed,
the covariance always differs from zero.
When applying (4) to groups selected on V , omission of W results in over- or
underestimation of lkh, depending on the sign of the covariance between W and h
and the signs of the loadings. Importantly, the factor loading lkh in the covariance model
differs from the corresponding parameter in the mean model, becauseW contributes to
the covariances between Yk and the unbiased Y -variables but not to the mean
differences in Yk. In this situation, (3) and (4) do not hold simultaneously, so SFI with
respect to V is not tenable.
4.2.2. Non-uniform bias
The consequences of non-uniform bias introduced by W are as follows. If the effect
of the product term hW on the mean of Yk varies across subpopulations, the result
is straightforward: (3) does not hold (see (8)). If the effect is equal across the
subpopulations under consideration, then (12) is rewritten as
Cov(Yk , Yl) = lkhl lh Var(h) + l lhlkw Cov(h, W ) + l lhlkhw Cov(h, hw) (16)
= {lkh + [lkw Cov(h, W ) + lkhw Cov(h, hw)]/Var(h)}l lh Var(h) (17)
= lkhl lh Var(h) (18)
(cf. (13)±(15)). Again, the factor loading in the covariance model differs from
the corresponding loading in the mean model, and (3) and (4) will not hold
simultaneously.
The conclusion in case 2 is the same as in case 1: uniform and/or non-uniform bias of
Yk with respect toW under the conditions of case 2 means that SFI with respect to V is
not tenable. Consequently, SFI with respect to V is tenable only if the conditions of case
2 do not hold, that is, the biasing variable W is not correlated with h.
4.3. Case 3: W is correlated with h and V
Given the dependence relations of both case 1 and case 2, SFI with respect to V does
not hold when omitting W due to speci®c discrepancies between the SFI model
without W (i.e. (3) and (4)), and the corresponding models including W . Depen-
dence of W and V resulted in over- or underestimation of the mean difference in Yk
whereas dependence of W and h resulted in an incorrect estimation of the factor
loading of Yk on h . The question might arise under which conditions these effects
cancel out if W is correlated with both the selection variable and the latent variable
h . If the discrepancies of cases 1 and 2 cancel out, SFI would hold and, consequently,
bias would remain undetected.
4.3.1. Uniform bias
The discrepancy in case 1 between the model with and without W can be derived by
substracting (3) from (7) and equals lkwE(W ). The discrepancy in case 2 equals the
difference between (4) and (13), that is, lkw Cov(h, W )/Var(h). Hence, if W is
correlated with both V and h , SFI with respect to V holds if and only if
lkwE(W ) = ê lkw Cov(h, W )/Var(h) (19)
E(W ) = ê Cov(h, W )/Var(h). (20)
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4.3.2. Non-uniform bias
The condition for non-uniform bias can be derived in a similar way:
lkwE(W ) + lkhwE(hW ) = ê [lkw Cov(h, W )
+ lkhw Cov(h, hW )]/Var(h), (21)
where the left-hand side is the discrepancy in case 1, that is, the difference between (3)
and (8). The right-hand side gives the discrepancy in case 2, and equals the difference
between (4) and (17).
Only if these rather special conditions are met do (3) and (4) hold simultaneously. If
the above equalities do not hold and Yk is uniformly and/or non-uniformly biased by W,
SFI with respect to V is not tenable if W is omitted from modelling.
4.4. Case 4: W is stochastically independent of both h and V
If the biasing variable W and V are stochastically independent, selection on V will
entail group differences neither in the mean nor in the variance of W . Hence, the
in¯uence of W on Yk is invariant in subpopulations selected on V . The variance in
Yk due to W is absorbed by the residual variance of the regression of Yk on the
factor, but this residual variance remains invariant across groups. The covariance of
W and h is zero in groups selected on V and does not disturb the covariance of Yk
and unbiased indicators of h . It follows that SFI with respect to V holds. Restricting
the factor model according to SFI across groups selected on V is not a means to
detect an in¯uence of W if both W and h and W and V are stochastically
independent. Suppose, for instance, that sex and ethnicity, and sex and an IQ
factor are stochastically independent. Suppose further that selection is on ethnicity,
and sex has an effect on one of the IQ test items. SFI with respect to ethnicity does
not allow any conclusions with respect to the effect of sex if sex is stochastically
independent of both V and h . Note however, that in the ethnic groups, the
in¯uence of sex is invariant. Now consider the following, somewhat more compli-
cated example suggested by a reviewer.4 In this example, we have a variable U in
addition to W , V , and h (see Fig. 4).
U introduces bias and W is regressed on U , but U is stochastically independent of
V and h . W is correlated with V . An example would be where V is ethnicity, W is
family income, h is an IQ factor, and U is sex. Ethnicity is correlated with income but
sex and ethnicity are independent, and, for the sake of this example, sex is again
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Figure 3. Path model representing case 3 in the parent population. The unmeasured variable W , the
selection variable V, and the factor scores h are mutually dependent.
independent of the IQ factor. Income is regressed on sex. Let sex introduce bias in
indicators of the IQ factor. Hence, if U is not observed, the biasing in¯uence of U is
conveyed via W . Again, SFI across ethnic groups is not a means to detect the
in¯uence of sex. The reason is that the variable U (sex) is stochastically independent
of V and h (ethnicity and IQ, respectively). Our argument pertains only to those
potentially biasing variables that are correlated with the selection variable and/or the
underlying factor. In other words, if there is a set of potentially biasing variables, we
state that SFI across groups selected on V allows conclusions to be drawn with
respect to members of the subset of potentially biasing variables that are correlated
with V and/or h but not with respect to those potentially biasing variables that do
not exhibit these dependencies.
The results concerning tenability of SFI as presented in this section provide a
theoretical basis for using the concept of SFI in practice. Tenability or rejection of SFI
when ®tting (3) and (4) simultaneously to data will depend on the size of sample
estimates of correlations, factor loadings, etc. Therefore, an illustration of the three
cases (e.g.W and V correlated,W and h correlated, and a combination of the two) based
on simulated data is given in the next section. The illustration is restricted to uniform
bias.
5. Illustration of cases 1–3 based on simulated data
5.1. Procedure
Case 1 represents the ®rst part of the statement, which asserts that if an unmeasured
biasing variable is correlated with the selection variable, then SFI does not hold. Case 2
concerns the second part where the biasing variable is correlated with the latent
variable underlying the manifest biased variable. Case 3, ®nally, consists of a combina-
tion of case 1 and case 2. The general procedure used to illustrate cases 1±3 is as follows.
The factor of interest, the unmeasured biasing variable, and the selection variable are
unidimensional (see Figs 1±3). Sample data representing the parent population are
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Figure 4. Path model representing the example provided by a reviewer. Note that the bias introduced
by Umight effect either Y4 or the speci c error of Y4 . The important feature is that the bias introducing
variable is U, which is stochastically independent of V and h .
4We would like to thank the reviewer for this contrived example which helps to clarify the scope of our argument.
obtained by generating factor scores h , scores on W , and scores on V for n subjects.
Regarding h, W , and V as factors, we use the common factor model (2) to compute
manifest scores on Y. The parent sample is divided into two subsamples by selection on
V . Covariance matrices and mean vectors for the two subpopulation samples are
computed and a two-group model incorporating the restrictions of SFI is ®tted using
normal theory maximum likelihood estimation (using LISREL 8.2). Tenability of SFI is
evaluated by means of measures of goodness of ®t and modi®cation indices.5
The following characteristics are common to all three cases. The single underlying
factor has four indicators, Y1 to Y4. The selection variable V and Y1 to Y3 are locally
independent given the factor score h (see Figs 1±3). One of the four elements of Y, Y4,
has a non-zero loading on W , meaning that Y4 is uniformly biased with respect to W .
The factor score h and variable W are both normally distributed with mean 0 and
variance 1.5. The selection variable V is perfectly related to one dichotomous indicator
taking values 1 and 0, which is a way of modelling an observed dichotomous selection
variable such as sex. The residuals of the regression of Y on h, W , and V are normally
distributed with « , N (0, Q). The residual variance,Q, depends on the reliability of Y,
which is varied (see below). The factor loadings of Yon h are [1 .55 .7 .65] throughout
and the correlation between h and V equals .5. The sample sizes of the subsamples are
N1 = N2 = 1000.
Besides the reliability of the elements of Y, in all three cases the size of the loading of
Y4 onW is varied as well as the size of the correlation between h andW , and between V
and W . As a measure of the reliability of Y we use the ratio of the true variance
attributable to the common factors and the total variance of an indicator which is given
in the LISREL output as the squared multiple correlation. The residual variances of the
V -variables are chosen such that when ®tting the true model (i.e. the model with which
the data were generated), the mean reliability is either low (i.e. approximately .4) or
appropriate (i.e. approximately .7). The size of the loading of Y4 on W is either .3 or .5.
As for the correlations, recall that in cases 1 and 3, the correlation between V andW is
non-zero, whereas in case 2, V and W are independent and have therefore a zero
correlation. In case 1, h and W are independent and have a zero correlation whereas in
cases 2 and 3 the correlation is non-zero (see Figs 1±3, respectively). The non-zero
correlations are varied and take the value .3 or .5. The data were generated using
S-PLUS (4.5).
The data are analysed as follows. The correct model in the subpopulations is a two-
factor model because the selection variable V is dichotomous in the parent population
and, consequently, degenerate in subpopulations which are selected based on values of
V . Fitting the two-factor model provides correct estimates of the subpopulation
parameters. The relevant parameter estimates resulting from ®tting the true model
are given for each data set in the corresponding table to allow comparison. The focus
of the illustration is on whether or not SFI is tenable if W is omitted from the
comparison of the subpopulation data. This would happen in practice if W is not
measured and, consequently, not included in the model. Hence, a single-factor model
is ®tted on the means and covariances of the four elements of Y simultaneously in
the two subpopulations using (3) and (4), that is, the model with SFI restrictions.
These restrictions entail that regression intercepts, factor loadings, and residual
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5Modi cation indices are measures of misspeci cation. A modication index indicates the decrease in x2 if a constrained
parameter is freed and the model is re-estimated( Jo¨reskog & So¨rbom, 1993). If the parameterequals the value as speci ed in
the model, the corresponding modication index is x2 -distributed with one degree of freedom.
variances are equated across groups. Furthermore, the restrictions imply that the
factor loadings are the same in the mean model and the covariance model. The only
violation of SFI is due to omitting the in¯uence of W on Y4. More speci®cally, in case
1, V and W are dependent. As described in a previous section, selection on V implies
indirect selection on W and the resulting difference in means of W across
subpopulations leads in turn to mean differences of the residual of the regression
of Y4 on h. However, ®tting (3) assumes that the mean differences in the residual are
zero, which should result in evidence of mis®t due to over- or underestimation of the
mean difference in the biased variable Y4. In case 2, the estimate of the factor loading
of the biased variable on h will be incorrect, because the contribution of W to the
covariances of Y4 and the other Y -variables is partially conveyed through h. The over-
or underestimated factor loading in turn will result in a failure to reproduce the mean
difference in Y4. In case 3, ®nally, underestimation and overestimation of the mean
difference in Y4 may tend to cancel each other out.
5.2. Results
5.2.1. Case 1
The mean difference in Y4 in the simulated data equals the sum of mean differences in
the factor and mean differences in W , each multiplied with the corresponding factor
loading. The mean difference in Y4 is underestimated by the mean model (3), because it
does not take into account the contribution ofW to the means of Y4 whenW is omitted
from the model. This mis®t can only partially be compensated by an overestimation of
the factor loading of Y4 on h, because h and W are stochastically independent and,
consequently, W does not contribute to the covariances among the Y -variables. This
limits the overestimation of the factor loading of Y4 on h. The estimate of the factor
loading appeared to be close to the true value with which the data were generated.
Modi®cation indices and measures of goodness of ®t in Table 1 show that SFI was not
tenable.
Even if the Y -variables are measured with low reliability and the loading of Y4 onW
as well as the correlation between V andW equals .3 in the parent sample (i.e. ®rst row
of Table 1), especially the modi®cation index of the group difference in mean of Y4, md
demonstrates that SFI did not hold. In order to investigate whether the mean model is a
source of mis®t one can follow a two-step procedure (Mandys, Dolan, & Molenaar,
1994). In both steps, means and covariances are ®tted simultaneously. In the ®rst step,
the mean model is unrestricted (i.e. m i = ni in both groups). In the second step, the
mean model is restricted to implement the full set of restrictions implied by SFI (3). The
decrease in ®t can be tested with a likelihood ratio (LR) test. In case 1 with reliability < .4
the difference in x2 is 15.07 and the difference in degrees of freedom equals 3. Hence,
the LR test is signi®cant with p < .01.
5.2.2. Case 2
Here, W contributes to the covariances of Y4 with the other, unbiased Y -variables,
which results in an overestimation of the factor loading of Y4 on h when W is not
included in the estimated model (see Table 2).
The overestimated factor loading in turn leads to an overestimation of the mean
differences in Y4. As in case 1, the data set with lW = rV W = .3 and reliability < .4 is also
analysed in a two-step procedure. The difference in x2 between the unrestricted and the
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restricted mean structure equals 13.65, the difference in degrees of freedom equals 3,
and the LR test is signi®cant with p < .01. As in case 1, this result indicates a signi®cant
decrease in model ®t when the mean model is restricted according to SFI. Case 2 shows
that assessing tenability of SFI is a useful tool not only in case V and W are correlated,
but also in case V and W are independent variables and W and h are dependent.
5.2.3. Case 3
In this case the effects of omitting W may tend to cancel each other out. As shown
in Table 3, the results are less clear than in cases 1 and 2. Low reliability of the
Y -variables, in combination with a small biasing effect of W , tends to obscure the
violation of SFI.
Reanalysis of the data set with l4W = rVW = rW h = .3 and reliability < .4 using the
two-step procedure does not show a signi®cant decrease in model ®t: the resulting x2
difference is 2.66.
It is noteworthy that the modi®cation index regarding the mean model, md4, is
apparently more sensitive to violations of SFI than is x2. Even if the reliability of the
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Table 1. Case 1 results
Parameter estimates Modi cation indices Measures of model  t
Parameter values
parent population l4h a l4h md4 x
2 ( p-value) RMSEA
Reliability of observed Y-variables < .4
l4W = rVW = .3 .69 (.64) .90 (.87) 3.58 15.17 29.77 (.01) 0.033
l4W = rVW = .5 .74 (.64) .94 (.88) 33.63 111.24 121.44 (.00) 0.090
Reliability of observed Y-variables < .7
l4W = rVW = .3 .67 (.65) .93 (.87) 11.62 60.19 75.90 (.00) 0.066
l4W = rVW = .5 .67 (.65) .93 (.87) 73.95 313.46 338.20 (.00) 0.150
Note. Correct subpopulation parameter estimates derived by  tting a two-factor model in the two
groups are given in parentheses.
Table 2. Case 2 results
Parameter estimates Modi cation indices Measures of model  t
Parameter values
parent population l4h a l4h md4 x
2 ( p-value) RMSEA
Reliability of observed Y-variables < .4
l4W = rVW = .3 .74 (.64) .84 (.86) 3.95 12.98 28.66 (.00) 0.032
l4W = rVW = .5 .93 (.64) .81 (.86) 15.77 58.39 78.59 (.00) 0.066
Reliability of observed Y-variables < .7
l4W = rVW = .3 .75 (.65) .84 (.86) 9.21 28.50 46.57 (.00) 0.047
l4W = rVW = .5 .96 (.65) .83 (.86) 33.74 123.65 149.37 (.00) 0.095
Note. Correct subpopulation parameter estimates derived by  tting a two-factor model in the two
groups are given in parentheses.
Y -variables is low, the modi®cation index of md4 in our example indicates that SFI is
violated.
The results of the illustration can be summarized as follows. The dependence ofV and
W results in violation of SFI when W is not included in the model, because the
dependence results in mean differences in Y4 in the simulated data which are larger
than those reproduced by the mean model. The mean model underestimates the mean
differences in the data. Dependence of h and W , on the other hand, results in an
overestimation of the true factor loading of Y4 on h, which leads in turn to an over-
estimation of the mean difference in Y4. If the dependence of V and W occurs
simultaneously with independence of h and W and vice versa as in case 1 and case 2,
respectively, SFI is rejected. In both cases, rejection is due tomis®t of themeanmodel, and
the results of cases 1 and2 look surprisingly similar. In an empirical situation, cases 1 and2
can be distinguished based on prior knowledge concerning dependence ofV andW , and
of h andW . Cases 1 and 2 are interesting mainly as limiting cases since independence of
variables is the exception rather than the rule in the social sciences. When the two
dependencies occur in combination as in case 3, the effects of omitting W from model
®tting tend to partially cancel each other out.Nevertheless, themodi®cation indices seem
to be sensitive to violations of SFI. It is advisable to analyse the data in the two-step
procedure suggested byMandys et al. (1994) in order to detect violations of SFIwhich are
due to discrepancies between the covariance and the mean model.
6. Conclusion
Establishing a tenability of SFI of a psychometric test with respect to a selection variable
V has important consequences. In groups selected on V , one can exclude not only V as
a biasing variable, but also all variables W that are correlated with V and/or with the
latent variable underlying the test items or subscales. We have shown that restricting a
factor model according to SFI is useful for detecting both uniform and non-uniform bias
of W on a test item. Clearly, SFI can only be investigated through simultaneous
modelling of means and (co)variances of the observed variable test scores (Meredith,
1993). Simultaneous modelling of means and (co)variances can be carried out with
standard software for structural equation modelling such as LISREL. As stated by
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Table 3. Case 3 results
Parameter Modi cation Measures of
estimates indices model  t
Parameter values
parent population l4h a l4h md4 x
2 ( p-value) RMSEA
Reliability of observed Y-variables < .4
l4W = rVW = rWh = .3 .76 (.65) .88 (.86) .50 7.00 17.33 (.24) 0.015
l4W = rVW = rWh = .5 .90 (.66) .90 (.86) 5.02 19.90 34.95 (.00) 0.039
Reliability of observed Y-variables < .7
l4W = rVW = rWh = .3 .75 (.65) .88 (.86) 1.89 14.07 30.28 (.00) 0.034
l4W = rVW = rWh = .5 .89 (.66) .90 (.86) 14.41 74.02 90.07 (.00) 0.074
Note. Correct subpopulation parameter estimates derived by  tting a two-factor model in the two
groups are given in parentheses.
Meredith (1993), it is important to realize that weak measurement invariance and strict
factorial invariance are idealization; however, it should be evident that these are
enormously useful concepts.
One issue that deserves attention concerns the origin of mean differences in the
factor underlying Y when SFI is tenable with respect to V . Suppose thatW is correlated
with V and h (e.g. case 3). Tenability of SFI with respect to V implies that W has no
in¯uence on Y in addition to the in¯uence that is conveyed through the factor (i.e. the
loadings of Y on W are all zero). However, it is possible that h can be regressed on W .
This would have no consequence for SFI if W is omitted from modelling. If there is such
a regression relation, it is also possible that the group difference in the factor means is
partially due to differences in W . For instance, let V represent sex, h verbal reasoning
and W interest in reading. Suppose that sex and verbal reasoning are stochastically
dependent and interest in reading boosts verbal reasoning, that is, the regression
coef®cient of h on W is positive. If SFI is tenable with respect to sex, then the verbal
test is almost certainly not biased with respect to interest in reading, however, mean
differences in the verbal reasoning factor may be at least partially due to differences in
interest in reading. Tenability of SFI implies that mean differences across groups in
observed scores are due to mean differences in the factors underlying the observed
scores, but this says nothing about the scores of the factor mean differences.
It might be argued that tenability of SFI is rather unlikely in practice. However, Dolan
(2000), using generally accepted measures of goodness of ®t, showed that SFI was
tenable in a comparison of representative samples of African and Caucasian Americans
(Nb = 306, Nw = 1868) on the Wechsler Adult Intelligence Scale ( Jensen & Reynolds,
1982). Moreover, the illustration provided in the present paper showed that even if SFI is
rejected, investigating the composite hypothesis of SFI provides useful information
about possible sources of mis®t in the mean model and/or discrepancies between the
mean and the covariance model.
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