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Abstract 
The challenge of third-generation wireless network is to provide multimedia service 
with different levels of quality of service (QoS), based on users requirements and their 
link budgets. We address two issues to provide end users with the necessary QoS. 
The first is to support a new service, called delayable service, in wireless network in 
concurrence with traditional services, such as real-time service and best-effort service. 
In the new service, customers specify the extent of delay that is tolerable at the time of 
request so that the system can schedule the transmission according to the on-going 
traffic. It gives flexibility to both customers and system operators. Considering the 
bursty nature of real-time traffic, we proposed to rearrange the accepted delayable 
packets to release similar number of channels in the following slots. More real-time 
connections can be admitted consequently. 
The second is to design transmission schedule that meets the target QoS requirements, 
given the channel fading information. Heuristic algorithms are proposed to reduce the 
computational complex of the optimal scheduling protocols. Users are divided into 
groups based on the idea thai users in the same group experience similar channel 
conditions and adopt the same transmission schemes. With the assumption that just 
one data user is admitted for transmission in each slot, we select the user based on 
channel conditions in PHY layer and queue information in MAC layer jointly. The 
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Chapter 1 biirodiictum 
Chapter 1 Introduction 
Wireless traffic continues to increase at a steady rate. For example, there are 1.3 
billion cellular subscribers worldwide by the end of 2003, and 1.7 billion expected by 
the end of 2007 [1]. On March 31" 2004, NTT DoDoMo announced the number of 
subscribers to its 3G service has reached three million, just two months after hitting 
the two million mark [1]. Such a trend will continue as wireless services shift from 
voice to packet data, and users become more accustomed to conducting wireless 
business and multimedia applications. This course of evolution will be similar to 
what happened to the Internet: from a limited application environment to an integral 
part of the average person's life. The future of wireless networks is not just in voice, 
but also in the integration of voice, data, and multimedia. Multimedia applications 
will be supported with diverse quality-of-service (QoS) requirements, 
accommodating the needs of individual customers. Because the wireless access 
channels quality varies with time, there is a need to develop resource management 
and control schemes for wireless channels thai provide QoS guarantees for 
heterogeneous traffic. The QoS control schemes also need to be simple to implement 
and manage. 
In this thesis, we address two issues for 3G networks, new service and joint design. 
The service called delayable service is introduced in wireless networks, which was 
first proposed by Yum and Chen [2] in cable networks. In delayable service, 
customers specify the extent of delay that is tolerable at the time of request so that 
ihe system can transport the traffic to the customer any time before the customer's 
specified due-time. Thus a particular customer may make a request that an email or 
short message should reach his friend before a specified due-time. Delayable service is 
attractive to the network operators because it can often be transported through the 
network at non-busy hours. It will also be welcomed by the customers as they can 
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enjoy service before due-time but pay less. Delayable service is also attractive in 
wireless networks because current wireless data traffic is bursty and bandwidth has 
low utilization most of the time. Diverse user requirements are also accommodated. 
A traffic scheduling algorithm is therefore required to support delayable service in 
concurrence with traditional wireless service, such as real-time service and best-
efforl service. 
The radio link can be characterized by a time-varying multipath fading channel. It 
causes the link quality to vary with time. When the transmitter is provided with 
channel fading information, the transmission schemes can be adapted to it, allowing 
the channel to be used more efficiently. We propose to allocate channels combined 
with error-control coding schemes [3] and power control scheme. The transmission 
power can be used to compensate deep fades of channels. But this causes large 
interference to other users, leading to capacity reduction. The error-control coding 
scheme corrects some transmission errors at the cost of some redundant checking bits. 
On the other hand, with the error-correcting capability, interference is more tolerable. 
Therefore more coded data or more users can be admitted for transmission, which 
may compensate the coding overhead. To make full use of resource we jointly design 
these parameters to achieve a higher system throughput, subjected to the required 
decoded bit error rates. Queue information in MAC layer can also be considered to 
make the tradeoff between fair allocation among flows and system throughputs. 
1.1 Research Background 
The third-generation mobile communication system has been under active research 
and development in the past decade. The first issue to decide on is, of course, the air 
interface. After much effort by the various technical groups at International 
Telecommunication Union (ITU), a family of air interface standards is agreed upon. 
The universal terrestrial radio access (UTRA) is mainly a joint European-Japanese 
contribution. UTRA consists of two parts, the Frequency Division Duplex (FDD) 
pari, choosing wideband code division multiple access (WCDMA) as air interface, is 
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for wide-area coverage and paired spectrum allocation; the Time Division Duplex 
(TDD) part, choosing Time Division CDMA (TD-CDMA) as air interface, is for 
local-area coverage and unpaired spectrum allocation. 
In UTRA, a traffic channel is identified by an orthogonal variable spreading factor 
(OVSF) code and OVSF codes can support multirate transmissions for different users. 
According to 3GPP technical specifications [4], [5], multicode transmission and 
singlecode transmission are both possible to support multirate multimedia 
applications. In general, however, single-code transmission is preferred since it 
requires a single decoder at the mobile terminal regardless to the rate transmitted 
from a base station [6]. We focus on the OVSF scheme in this thesis. The OVSF 
codes can be generated in the form of tree structure [7]. An OVSF code in the tree is 
assigned to a transmission request only when the code can fulfill the requested rate 
and is orthogonal to other codes already assigned. However, there is a problem called 
code blocking, first raised by Minn and Sin [8], which leads to a high blocking 
probability for high rate transmission requests. Great interest has been drawn 
recently to solve this problem in the OVSF codes assignments. 
Yum and Chen [2] proposed the delayable service in cable networks and proposed to 
overflow the accepted delayable traffic onto the channels allocated to real-time 
service without violating the blocking requirement of real-time service. Simulation 
results showed that it can greatly increase the channel utilization without affecting 
service requirements. Passas et al [9] designed an interesting scheduling algorithm 
used in the media access control (MAC) protocol for the wireless ATM networks. 
The scheduling algorithm focused on satisfying delay constraints of the various 
connections. It was based on the intuitive idea that, in order to minimize the fraction 
of expired ATM cells, each ATM cell should be initially scheduled as close to its 
deadline as possible. This idea also accommodates the nature of delayable traffic. 
Adaptive transmission, which requires accurate channel estimation at the receiver 
and a reliable feedback path between the receiver and transmitter, was first proposed 
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in the late 1960’s [10]. Interest in these techniques was short lived, perhaps due to 
hardware constraints, lack of good channel estimation techniques, and/or systems 
focusing on point-to-point radio links without transmitter feedback. The fact that 
these issues are less constraining in current systems, coupled with the growing 
demand for spectrally efficient communication, has revived interest in adaptive 
modulation methods. For single user narrowband wireless communications, adapting 
the transmit rate and power to the channel fade variations is a well-known strategy to 
enhance the average throughput. Adaptive variation of transmission power was 
considered in [10], following adaptive variation of data rate [11], constellation size 
[12], and adaptive coding scheme [13], all for narrow-band systems. Multirate DS-
CDMA remains a relatively unexplored area of research. "Adaptation" in the context 
of CDMA systems has been mostly synonymous with power control. Wireless 
networks of the past have been designed primarily for voice traffic. Due to the delay 
intolerant nature of voice, rate adaptation is not desirable. Thus, in the past, the goal 
for system design has been to provide constant rate communications, using power 
adaptation to compensate for channel fades and propagation path loss. However, 
wireless data is viewed as a vast source of revenue for future wireless systems. The 
delay tolerant nature of data traffic allows rate adaptation. This leads to a significant 
shift in the objectives governing the design of wireless systems. Instead of traditional 
power adaptation schemes that maintain a constant rate, the focus is now on joint rate 
and power adaptation schemes that maximize the total throughput. CDMA schemes 
lend themselves to rate adaptation in a simple manner by using multiple codes, 
multiple processing gains, or multirate modulations. The throughput gains with 
multirate CDMA schemes have been studied in [14]-[20]. Wasserman and Oh [14] 
considered optimal (throughput maximizing) dynamic spreading gain control with 
perfect power control. They also considered optimal joint rate and power adaptation 
subject to a peak transmit power constraint and a maximum interference constraint 
[15]. Adaptive code rales with multiple orthogonal codes were considered in [16]. 
Has hem and Sousa [17] showed that limiting the increase in power to compensate for 
multipalh fading, and getting the extra gain required by reducing the transmission 
rale, can increase the total throughput by about 231% for flat Rayleigh fading. Kim 
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and Lee [18] showed the power gains achieved by the same scheme, and also 
considered truncated rate adaptation. 
1.2 Contributions of the Thesis 
In Chapter 2, we review the property of OVSF codes, which will be used as platform 
in the following chapters. 
In Chapter 3, we study the support of delayable service in wireless network in 
concurrence with traditional services, such as real-time service and best-effort. 
Delayable packets are scheduled as close to their deadlines as possible. Some 
channels are reserved for real-time service based on the measurement of its traffic 
load. The leftover bandwidth is nominated to delayable service. On the occurrence of 
real-time burst, we propose to overflow real-time connections to the channels 
nominally assigned to delayable service. It is feasible if 1) the accepted delayable 
traffic can be rearranged to release similar amount of bandwidth in the following 
slots; 2) although the bandwidth in some slots cannot be released, the overflowed 
real-time connections will terminate before these slots. An algorithm is designed to 
rearrange the accepted delayable traffic and to determine the amount of bandwidth 
that can be lent to real-time service. We also derive the blocking probability of 
delayable service. Numerical results show that the bandwidth utilization is increased 
without affecting service requirements and the blocking probability of real-time 
service is decreased with the rearrangement of delayable traffic. 
When the channel can be estimated, the transmission schemes can be adapted relative 
to the channel characteristics. However it is too complex to optimize many 
parameters simultaneously in practice. Therefore, we make some assumptions to 
reduce the complexity and to find the sub-optimal solutions. We first assume that 
power adaptation is applied only to reduce the near-far effect in CDMA systems, 
based on the disadvantage that much of the adapted power is used in compensation 
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for deep fades and translates into large interference to other users [18]. Therefore we 
combine the number of active users and the error-control coding schemes. A 
scheduling algorithm is designed consequently. We then assume that all voice users 
can be accommodated and only one data user is admitted for transmission in each 
slot. The problem therefore transforms to maximize the data packets transmitted in 
each slot with respect to transmission power and error-control coding schemes. 
Based the assumption that voice users with similar channel conditions adopt the 
same parameters, we reduce the computational complexity further. A heuristic 
scheduling algorithm is consequently proposed. For data users, we allocate resource 
based on their channel conditions in PHY layer and queue information in MAC layer 
jointly. It is the tradeoff between system throughput and fair allocation among flows. 
1.3 Organization of the Thesis 
The rest of the thesis is organized as follows. We describe the properties of OVSF 
codes and survey the assignment strategies in Chapter 2. In Chapter 3, we support 
delayable service in concurrence with traditional services, such as real-time service 
and best-effort service, in wireless networks and extend the scheduling algorithm to 
adapt the traffic burst. In Chapter 4, we assign transmission parameters with joint 
information and propose heuristic algorithms to reduce the computational complexity. 
This thesis is concluded in Chapter 5. 
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In UTRA, a traffic channel is identified by an orthogonal variable spreading factor 
(OVSF) code and OVSF codes can support multirate transmissions for different users. 
According to 3GPP technical specifications [4], [5], multicode transmission and 
singlecode transmission are both possible to support multirate multimedia 
applications. In general, however, single-code transmission is preferred since it 
requires a single decoder at the mobile terminal regardless to the rate transmitted 
from a base station [6J. We focus on the OVSF scheme in this thesis. The OVSF 
codes can be generated in the form of tree structure [7]. An OVSF code in the tree is 
assigned to a transmission request only when the code can fulfill the requested rate 
and is orthogonal to other codes already assigned. However, there is a problem called 
code blocking, first raised by Minn and Siu [8], which leads to a high blocking 
probability for high rate transmission requests. Great interest has been drawn 
recently to solve this problem in the OVSF codes assignments. 
2.1 Tree-Structured Generation of OVSF Codes 
Spectrum spreading is achieved in DS-CDMA by mapping each data bit € {l, - l } into 
an assigned code sequence. The length of the code sequence per data bit is called the 
Spreading Factor or the bandwidth-expansion factor [35], and it is denoted by N . For 
example, in IS-95 and IMT-2000 WCDMA standards, the spreading factors are 64 and 
256, respectively [36], [37]. An important class of orthogonal code sequence is the 
family of Walsh codes. Figure 2.1 (a) illustrates the Walsh encoded sequence for data 
bits {+1 , -1} using Walsh code {+1, - 1 , - 1 , +1} in a DS-CDMA system. The 
spreading factor TV is 4 in this case. Comparing Figure 2.1 (a) and (b), the larger 
spreading factor, the lower data rate with the same chip rate. 
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Figure 2.1 Walsh encoded waveforms for data sequence [+1, - 1 ] using Walsh code 
+ 1 , - 1 , - 1 , + l], yV = 4 , a n d Walsh code [+1,-1]，N = 2 
Let C\ denote the set of N binary spreading codes of N -chip length, {C/^W}二， 
where ( ; ( / ? ) is the row vector of N elements and N = 2^ {K is a positive integer); 
it is generated from C叩 as 
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where (〜。(“） s^ the row vector of NJL elements and is the binary 
complement of ( Z � • As a result, tree-structured spreading codes are generated 
recursively as shown in Figure 2.2. Starting from C, (l) = 1, a set of 2人’spreading 
codes are generated at the k th layer {k = \, 2 , K，K ) from the top. The code length of 
the k th layer is chips and can be used for the code channels transmitting data at 
times the lowest rate. The data rate a code can support is called its capacity. The 
codes in the lower layer in Figure 2.2 have the larger spreading factor and the lower 
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capacity. Let the capacity of the leaf codes (in layer K) be R . The capacity of the 
codes in layer (/：-]), {K-2), 1 and 0 are 2R , 4R , 2�-�R and 2" R 
respectively, as shown in Figure 2.2. We also note that the capacity of OVSF codes is a 
power of 2 times the basic rate R . The maximum capacity of a -layer code tree 
is R , denoted as C . 
二 ： — N u m b e r 二 ty 
0 J S I 洲 
1 ^yK 
2 © © ® ® 料 
: A / \ / \ / \ ： 
K 0 ® ® © O O O O ^ 
Figure 2.2 A K-layer code tree 
Layer k has 2" codes and they are sequentially labeled from left to right, starting 
from one. The in ih code in layer k is referred to as code [k, m). The total capacity of 
all the codes in each layer is R, irrespective of the layer number. For a typical code 
(A, m) (/c > 1), its ancestor codes are the codes on the path from [k, m) to the r o d 
code (O, l) . On the other hand, the descendant codes of {k, m) {k < K - \) are the 
codes in the branch under [ k � m ) . 
An OVSF code in the tree is assigned to a transmission request only when the code can 
fulfill the requested rate and is orthogonal to other codes already assigned. It can be 
understood from formula (2.1) that generated codes of the same layer constitute a set 
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of Walsh functions and they are orthogonal. Furthermore, any two codes of different 
layers are also orthogonal except for the case that one of the two codes is an ancestor 
code of the other [20]. However, there is a problem called code blocking, first raised 
by Minn and Siu [8], which leads to a high blocking probability for high rate 
transmission requests. Great interest has been drawn recently to solve this problem in 
the OVSF codes assignments. 
2.2 OVSF Codes Assignment 
In OVSF-CDMA, once a particular code is used, simultaneous use of its descendant or 
ascendant codes is not allowed because their encoded sequences are indistinguishable. 
An example is shown in Figure 2.1 (a) and (b) where the code {+1, - 1 } and its 
descendant code {+1’ - 1, -1，+ l} cannot be assigned simultaneously because their 
encoded sequences are identical in the interval 0 <T <T. Another example is shown 
as Figure 2.3 in [8]. 
X 又 X 
^ ^ # p 
6bdb4h6}} 
b 1 oc ke d J j ^ as signed 
code code 
Figure 2.3 OVSF code blocking 
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Code (2,1) , (3 ,3 ) , and (3,5) are already assigned and the capacity used is AR . 
Assuming an ideal code-limited (single-cell) scenario, the system can support a 
maximum capacity of 8/?, since there are 8 leaves and each leaf support R rate. 
Hence the unused capacity is ( 8 - 4 ) = 47?. However, codes (1,1), (1’ 2), (2 ,2) , and 
(2, 3) are blocked by their respective descendant codes. (Note that code (2, 4) is 
available for assignment.) As a result, a new call requesting 4R is blocked although 
there is enough capacity left. The code blocking is defined as the condition that a new 
call cannot be supported although the system has excess capacity to support the rate 
requirement of the call [8]. It is important to note that code blocking only occurs in 
higher layer codes. It is also easy to see that the higher the layer number of a code, the 
larger the code blocking probability. 
Many allocation strategies have been presented in the literature to address the code 
blocking issue. There are two types of code assignment schemes: nonrearrangeable and 
rearrangeable. In [21J，several code assignment schemes were proposed. The static 
(nonrearrangeable) approach applies the first-fit scheme (for the bin packing problem) 
in the algorithm design. The dynamic approach is based on a tree partitioning method, 
which requires the knowledge of traffic composition (percentage of different data-rate 
users). Two priority-based rearrangeable code assignment schemes were proposed in 
[22] and [23], respectively, to accommodate both the real time traffic (circuit-switched, 
e.g., voice communication and video streaming) and the nonreal time traffic (best-
effort, e.g., file transfer and e-mail). Obviously, real time traffic has a higher priority to 
obtain a code. Specifically, the scheme in [23] makes use of the bursty property of real 
time traffic and can, therefore, offer higher system utilization. The code assignment 
scheme suggested in [22] performs code reassignment for real time traffic classes on 
every call departure instant. At these instants, the "right-most" call in the same layer 
(of the code tree) is moved to occupy the "just-released" code. As a result, the 
remaining assignable single-code capacity is maximized. Subsequently, Chen et al [24] 
extended this scheme by partitioning the codes into two groups based on code capacity. 
When a code is released, the “right-most” or the "left-most" (according to the group 
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the code belongs to) call in the same layer will be rearranged to the "just-released" 
code. After that, the ongoing calls in the lower layers (if any) are rearranged similarly, 
layer by layer. Furthermore, the region division assignment (RDA) scheme presented 
in [19] divides the code tree into multiple mutually exclusive regions with each region 
dedicates to a particular transmission data rate. When a new call cannot be 
accommodated in the corresponding region, a suitable code in other regions is 
borrowed and assigned to the new call. In [8], Minn and Siu proposed a rearrangeable 
assignment scheme whereby the number of OVSF codes that must be rearranged to 
support a new call is minimized. According to the authors, the main challenge of using 
this scheme lies in the searching effort of the “minimum-cost,，branch. The "cost of a 
branch" is defined in [8] as the minimum number of code rearrangements necessary to 
reassign all occupied codes in the branch to other branches so that the branch is left 
empty. Another concept named flexibility index is defined in [20] to measure the 
capability of an assignable code set in supporting multirate traffic. Based on this 
concept, the authors proposed two computational efficient single-code assignment 
schemes, namely compact assignment (CA) and rearrangeable compact assignment 
(RCA). Both schemes leave the system as flexible as possible after each code 
assignment. 
Inspired by the idea of region division, we propose to reserve codes according to the 
blocking probabilities of each supported class. Let the arrival of requests be Poisson 
process and the holding time be exponential distribution. The traffic load of class- k is 
Pa. and the acceptable blocking probability is B,^. The capacity reserved for class-A: is 
given by Eiiang B 
(2.2) 
. ' = 0 , 
IR ^ C\ < C , the leftover capacity is shared among classes or equally reserved to each 
K 
supported class. Given acceptable blocking probability, Figure 2.4 illustrates the 
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capacity reserved verse different traffic load. With the measure of traffic load, we can 
update the reservation volumes of each class periodically. The class whose blocking 
probability is not satisfied by reservation will be given higher priority to borrow. 
1 0 r 1 r— 1 I I I 
~ iT Acceptable Blocking Probability = 0.01 
L O Acceptable mocking Probabi%= 0.001 [！ 
i o - \ 
14 units bandwidil>^ - — ^ 
f 翻 
0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 
Offered Traffic (Eriang) 
Figure 2.4 Reserved bandwidth versus offered traffic load 
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Chapter 3 Support Delayable Traffic in 
Wireless Networks 
There is an ever-growing demand for multi-service in wireless networks. Different 
users require different services according to their own needs. The service called 
delayable service is first proposed by Yum and Chen [2] in cable networks. In this 
service, customers specify the extent of delay tolerable at the time of request so that the 
system can schedule the transmission according to the on-going traffic. Thus a 
particular customer may make a request to send an email or short message to his friend 
before a specified due-time. The email or short message can be scheduled for transport 
to reach the friend on any non-busy time before the due-time. It is welcomed by 
customers as they can get guarantee service before deadline and also welcomed by 
system operators as they can make full use of bandwidth. Delayable service is also 
attractive in wireless networks because current wireless traffic occurs as burst and 
bandwidth has low utilization in other period. A traffic scheduling algorithm is 
therefore required to support this service in concurrence with traditional wireless 
service, such as real-time service and best-effort service. 
In multi-service systems, some bandwidth is reserved for real-time service, but usually 
only a fraction of them is busy. Yum and Chen [2] proposed to overflow the accepted 
delayable traffic onto the channels allocated to real-time service without violating the 
blocking requirement of real-time service. We consider the problem in the other way 
around. Bandwidth is reserved for real-time service based on the measurement of real-
time traffic load. The leftover resource is nominated to delayable service and the 
accepted delayable traffic should not exceed such a boundary. It is based on the 
intuitive idea that, in order to maximize the fraction of packets that are transmitted 
before their deadlines, each delayable packet is initially scheduled for transmission as 
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close to its deadline as possible. On the other hand, delayable traffic is pre-scheduled 
and the leftover bandwidth is not equal in the following slots. 
Since the real-time traffic has random arrival time and random service duration, 
precise prediction of real-time traffic load is impossible. When a real-time burst occurs, 
more channels will be required by real-time service. However, it is difficult because 
the bandwidth in some following slots has been occupied by delayable traffic and it is 
unbearable for real-time connections to be interrupted. We propose to smooth the 
scheduled delayable traffic to release similar amount of bandwidth in the following 
slots. Real-time traffic is therefore overflowed onto the bandwidth nominated to 
delayable service. More uniform the delayable traffic, more real-time connections can 
be accepted. The difficulty to smooth delayable traffic is that delayable traffic is 
initially scheduled at its deadline so there is just one direction to move the packets. We 
define ascending slot series and prove that smoothing all of the ascending slot series in 
the following slots results in the uniformity of overall delayable traffic. 
3.1 System Model 
Lei R be the minimum capacity of codes in a K -layer OVSF code tree. The capacity 
of codes in the tree is a power of two times R . Therefore R is also referred to as the 
Bandwidth Unit of OVSF codes. The number of BU of a code in layer k is 2人、"and 
the maximum BU of the tree is . If the required bit rate of a real time call is A' , the 
number of BU needed is X j R . We assume that an incoming call can be served by a 
single code. We represent the request of best-effort service or delayable service as a 
packet. Such a packet is divided into one-slot-long and one-BU-capacity "segments" 
that are reassembled at the receiving end. In other words, a segment can be transmitted 
by a code with one BU capacity in one slot. Let T\ denote the length of a slot. If the 
size of a packet is S, the number of segments it contains is expressed as S/{R • TJ . 
The number of segments scheduled in a slot corresponds to the number of BU should 
be allocated to the user in the slot. This number should also be a power of two. 
15 
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For the purpose of the algorithm, time slots are numbered. The slot in which the target 
request arrives is numbered as zero. The slots following or preceding that slot are 
numbered starting from 1 and —1 respectively. We agree that "forward" is the 
direction towards the positive slots and "backward" is the direction towards the 
negative slots. 
First, we derive the number of BU should be reserved for real-time class, which 
satisfies the blocking probability of real-time class. Suppose real-time class supports I 
types of rate. A rate- / call requires b’.丨 units BU to set up connection and offers the 
mean traffic load p,., . Let A; denote the number of ongoing rate- i calls and 
= (X|, .v, ,K , X,) . The steady state probability of on-going real-time calls is denoted 
as If units BU are reserved for real-time class ,尸( i ) is derived in [25] to be 
of the product form. 
^ = [ F R T ^ ( / A ' L ' . R T + W 、 . ' ， （ 3 . 0 
VeQ i = \ I • J / = l ^ I . 
Where 0 = 忆 入 “ 4 
Let /?,.(/) denote the blocking probability of rate- / calls. It is given by 
(3.2) 
w h e r e Q , 令 , . 工 X 入 化 } . 
The overall blocking probability of real-time class B,. is the weighted sum of 
or 
「/ ]-丨 / 
民 = ! > , . / .2>"民(./). (3.3) 
./=丨 J /=丨 
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Therefore, if the required blocking probability of real-time class is B•.叫 ,we need 
reserve (’,. units BU, which satisfies B丨.< B叫 . 
Then, let C j be the maximum number of BU can be used by delayable class in each 
slot, ll is given by 
- C , . . (3.4) 
C j is the upper bound that the accepted delayable packets in each slot should not 
exceed. When a delayable packet with deadline in slot L comes in, it will be accepted 
if there are enough bandwidth left before its deadline with the constraint of The 
packet will be divided into segments and packed backward starting from slot L . It is 
based on the intuitive idea that, in order to maximize the fraction of packets that are 
transmitted before their deadlines, each packet is initially scheduled for transmission as 
close to its deadline as possible. This idea is first proposed by Passas et al. [9] in 
wireless ATM networks. It also accommodates the nature of delayable traffic. 
Best-effort packets are scheduled after the satisfaction of real-time traffic and 
delayable traffic. Best-effort packets are divided into segments and queued for 
transmission. The queue policy is decided by system operators. A packet is removed 
from the queue only when all of its segments have been completely transmitted. 
11�best-effort packets do not exhaust the resources in a slot, delayable segments 
scheduled in the following slots will be moved backward based on the idea that codes 
never stay idle as long as there are segments requesting transmission. The backward 
procedure will begin with the segments scheduled in the nearest slots. 
3.2 Scheduling Algorithm with Burst Adaptation 
When a real-time burst occurs, overflowing these real-time connections can reduce 
their blocking probability. It is feasible if 1) the accepted delayable traffic can be 
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rearranged to release similar amount of bandwidth in the following slots; 2) the 
overflowed real-time connections will terminate in time. 
Suppose the maximum delay of real-time class is n slots and most of real-time 
connections will terminate in L slots. If we could rearrange enough bandwidth in the 
following (/7 + L) slots, the real-time connections will be overflowed on arrival. We 
assume n = 1 for ease of analysis. Suppose the duration of a real-time connection is 
geometrically distributed with parameter p which is the probability that the 
connection will end up in a slot no matter how long it has held. The probability 
connections don' t terminate before slot L is given by 
= i - i > 0 i 广 1 = 0 — / ) y . (3.5) 
A- = l 
Delayable traffic is smoothed from slot one to slot L to release bandwidth for real-
lime service. Therefore, real-time connections should terminate before slot L to return 
bandwidth, otherwise they will be dropped. We refer to the probability real-time 
connections dropped with as dropping probability. Given the acceptable dropping 
probability ) ' , we derive the number of L as 
L = logn-…y . (3.6) 
Other distributions of holding time are also applicable if slot L can be derived. 
The scheduled delayable traffic is rolling and they can be moved just one direction. We 
now consider the problem to determine the amount of bandwidth to be released. For 
two slots, say slot i and slot / ( / < j )’ when we could not move some segments 
backward from slot / to slot / to reduce the difference of the number of segments in 
the two slots, we regard that the distribution of traffic in the two slots is uniform. Let 
cik denote the number of delayable segments accepted in slot k . We define a slot 
series IVoni slot i to slot / as an ascending slot series when the number of segments in 
the slots satisfies ci, <IC < K <d ^ and [d ^ -d,)>\ , i<k < J . For an 
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ascending slot series, after the traffic is smoothed, the difference of the number of 
segments in any two slots will be less than or equal to one. Let d[ denote the number 
of segments in slot k after the traffic is smoothed. Obviously, for an ascending slot 
series, no segments in the slots will be moved forward when the traffic is smoothed. 
We prove a proposition before describing the algorithm to smooth delayable traffic. 
Proposition 1: In the area from slot one to slot L，if there is no ascending slot series, 
no segments can be moved backward to make the traffic more uniform. 
Proof. We prove this by contradiction. 
Suppose there exist slot i and slot j where / < j and -d^)>\. If 7 = / +1 , slot i 
and slot j form an ascending series. It contradicts the premises. If / > / + 1 , we 
consider the segments scheduled in slot (/ + l) to slot ( y - l ) . d,^  + \ holds for 
^ = (/• +1). K，(/ 一 1). Since ( J丨�J , +1，there must be an ascending series in the area 
from slot i to slot j. It contradicts the premises and the assumption is wrong. This 
completes our proof. 
The proposition indicates the way to smooth scheduled delayable traffic in the area 
from slot one lo slot L . Starting from slot one, we find the first ascending slot series 
and smooth the number of segments in its slots. This may result in a new ascending 
slot series. All the slots in the area form several ascending series. Supported by 
Proportion 1, smoothing all these series must result in the uniformity of segments 
distribution. We detail the procedures to realize above algorithm as follows. Specially, 
Procedure A smoothes an ascending slot series. Procedure B finds the first ascending 
slot series since slot one. And Procedure C is the main procedure to smooth the 
segments distribution in slot one to slot L . 
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Procudure A 
INPUT: d ” k = \，]^，L. 
OUTPUT: d ” k = \ , \ d 
1. Repeat the following: 
1.1. Call Procedure B to find the first ascending series since slot one. Let 
slot i denote its beginning and slot j denote its end. 
1.2. IF (c/, K T H E N 
call Procedure C to smooth the series. 
ELSE break. 
2. c/l =d” k = \’¥^ ,L. 
3. Return ci[ 's. 
Procedure B 
INPUT: an ascending series from slot i to slot j . 
OUTPUT: d l , ^ = / , K ， . / . 
1. / = 0 . 
2. FOR /c = / + ! TO /c = j, repeat I = l + -d^ and d,^ 
3. k = Q, 
4. WHILE / > 0 , repeat the following: 
4.1 + . 
4.2 k = {k + l )%(/ — /) , where % is module operation. 
4.3 ( - - . 
5. d'k = d k，k = i , j . 
6. Return d[ ’s. 
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Prociidure C 
INPUT: di^, k = \,K,L" 
OUTPUT: the first ascending series since slot one, from slot i to slot j , 
1. num _ i = mim _{k - 1 ) = c/,, / = j = \ , and k = 2 . 
2. WHILE k < L , repeat the following: 
IF d, > num _{k-\), THEN 
num_{k - \) = df^. 
k = k + \. 
ELSE IF c/人.> num _ / +1 > mmi _ / + 1 , THEN 
j = k- \ and break. 
ELSE 
i = k. 
mim _ i = mini _{k - 1 ) = . 
k = k + \. 
3. IF J> \ THEN return i and ./ . 
ELSE return failure. 
Relumed from Procedure A, d[ ’s indicate the number of segments should be 
scheduled in each slot for uniform distribution. Let d[,, be the maximum among d[，s. 
The maximum BU can be used by real-time class in slot one to slot L is ( 2人’ - ) . 
The upper bound for delayable class in these slots is decreased to be or a little 
larger than d ^ if the real-time traffic is not too heavy. 
The difficulty of the algorithm with burst adaptation is that the come of burst can't be 
predicted and the delayable packets can't be moved forward. If the maximum delay of 
real-lime class is not so stringent that it is more than one slot, our scheme will be more 
flexible. We also considered another scheme that the segments of a delayable packet 
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were uniformly scheduled in the slots before its deadline when accepted. This makes 
the distribution of delayable segments more uniform and therefore it is easier to accept 
overflowed real-time connections. On the other hand, the segments of a packet are 
scheduled in more slots and the data terminals are required to keep alive for longer 
lime. So this scheme isn't applicable in wireless communication. 
3.3 Performance Analysis 
For delayable class, suppose the packet size in unit of segment is geometrically 
distributed with mean m and the packet arrival process is modeled as a Bernoulli 
process with probability 入/T�of having an arrival in each slot. In other words, in each 
slot a packet formed by a number of segments geometrically distributed with mean m 
arrives with probability 入/F�. Let M denote the number of segments arriving in each 
slot. Its probability is given by 
、-入"L, if m = 0 
P{h4 = n i i 1 f 1 Y"-' (3.7) 
入J�= 1-— ， [f w>0 
m \ m y 
Let D denote the deadline of a packet in unit of slot. It is uniformly distributed in 
range [ " , � , ] ,w h e r e \ <U <V . The segments of a packet will be packed in slot D to 
slot one. When a packet with M segments arrives in slot zero, some segments have 
been scheduled in slot one to slot ( K - 1 ) . The target packet will be blocked if the 
capacity left in slot one to slot D is less than M . We are to derive the distribution of 
segments on arrival and thus obtain the conditional blocking probability depending on 
/ ) and M . Suppose the upper bound for delayable class in the following slots is . 
Let denote the blocking probability of delayable class. Let N" denote the number 
of segments arriving in slot i (/• < 0) and with deadline in slot j ( / > 0). iV" is larger 
than zero when three conditions are satisfied: 1) there is a packet arriving in s lot / ; 2) 
the packet is not blocked; and 3) the packet has deadline in slot j • The probability of 
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N" is given by (3.8). We note the probability does not depend on i and j , so we use 
N instead of N” for / < 0 . 
(1 - X J ^ y X J ^ B , + — B, , if n = 0 
/ , \ V ~U + \ 
( " 4 1 1 r 1 V - ' . (3.8) 
KJM -礼)丨，〃 - 1 - - ’ {fn>0 � V - u + \ my m ) 
The segments requiring to be scheduled in slot j include two parts: the segments with 
deadline in slot j and the segments moved backward. When a segment is moved 
backward, it will be first packed in the nearest slot and will be moved again if the 
nearest slot is full. Therefore, it is because slot {j +1) is full that some segments are 
moved backward into slot / . Let N 丨 denote the total number of segments requiring 
slot j and let 十丨)，denote the number of segments moved backward from slot 
(,/ + 1) to slot j . The probability of 丨)，is given by 
[ 也 丨 / 7 > 0 
.A-=0 
and N 丨 is given by 
'(【/ —" + l)yV + y V(川),，1</<^-1 
N, = (,/-./)" + "(",),’ U<J<V-2, (3.10) 
"’ j = V - \ 
Since there are no segments requiring slot V , we have P{Ny 二 0) = 1. Based on (3.8), 
(3.9)’ and (3.10), the distribution of A^ ^ 's (1 < / < F - 1 ) can be derived recursively. 
I t � N 丨 > C", some segments will be moved backward because of bandwidth limitation 
in each slot. Let N�:�denote the number of segments scheduled in slot j . Its 
probability is given by 
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. 丨 = n \ 0 < /? < C\, 
/•(丨 ( 、 . (3.11) 
The target packet with size M and deadline D will be blocked if and only if 
I) 
[ " 广 > C j D - M . This gives the conditional blocking probability. The blocking 
probability of delayable class is then derived by considering the distribution of packet 
size and its deadline. 
Once a delayable packet is accepted, it is supposed to be transmitted completely before 
its deadline. Therefore the delay of delayable class is not concerned. 
For real-time class, the blocking probability is given by (3.3) when C,. units BU are 
reserved. 
For best-effort class, suppose the arrival process is modeled as Poisson process and the 
queue policy is Short-Job-First. Il follows that the best-effort queue is Head-Of-the-
Line [26]. The service rate depends on the traffic load of real-time class and delayable 
class at the time. 
3.4 Simulation Results 
In this section’, we compare the blocking probability and system throughput when 
delayable service is supported or not, and when rearrangement strategy is applied or 
not. Real-lime service is treated as voice calls, each requiring a code with one BU 
capacity. It arrives as Poisson process and has exponential holding time. Delayable 
service also has Poisson process and exponential size. The deadline of delayable 
packet is uniformly distributed in range 4 to 8 in unit of slot. Best-effort service is not 
considered in simulation. Lei the system capacity be 64 units BU. Codes are reserved 
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for real-time class based on the method stated in Section 3.1. The required blocking 
probability of real-time class is set to be 0.001. 
We first compare the performance when delayable service is supported or not, by 
increasing the offered traffic load, one half from real-time service and the other half 
from delayable service. When delayable service is not supported, the same amount of 
tralTic is treated as if it were real-time traffic with the arrival time set at their respective 
due-time. The results are shown as Figure 3.1 and Figure 3.2. 
1 Q-i� . 1 1 , 1  
Overall Blocking Prob. and/or 
Blocking Prob. of Real-Time Service 一 
Iq-2 when DelayaWe Service not Supported-""""*" _ 
\ 一 Overall Blocking Prob. 
when Delayable Service Supported,,,*--^, 
1 <。• 一 I " 
2 ._-3 / 0 
Q- 10 • Blocking Prob. of Real-Time Service,� " 
.巨 when Delayable Service Support^ ?}� 
o 
m <••、-、* 
1�-4 , , z \ ： 
Blocking Prob. of Delayable Service 
Z when Delayable Service Supported 
10-5 L L— i 1 1 1  
42 44 46 48 50 52 54 
Offered Load 
Figure 3.1 Blocking probability versus offered load 
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Figure 3.2 System throughput versus offered load 
In Figure 3.1, when delayable service is not supported, the blocking probability of real-
lime service is the same as the overall blocking probability, which is larger than the 
blocking probability of real-time service and the overall blocking probability when 
delayable service is supported. With the support of delayable service, the blocking 
probability of real-time service keeps an acceptable value with the increase of offered 
traffic load. In Figure 3.2, the system throughput is improved with the support of 
delayable service, compared with that achieved where delayable service is not 
supported. The improvement is up to 5% when the blocking probability of real-time 
service is slill acceptable. 
We then compare the performance when rearrangement strategy is applied or not. We 
set the size of a slot block to be 500 slots. The offered traffic load in the first 400 slots 
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is set to be 48, one half from real-time service and the other half from delayable 
service, and these slots are used to make the occupancy of codes be steady. The last 
100 slots are numbered starting from 1 and the statistics in these slots is concerned. In 
these 100 slots, the offered load of real-time traffic is the same except that the load is 
increased from 24 to 26 in slot 11 to slot 25. In other words, the real-time burst occurs 
in slot 11 to slot 25 with traffic load increased by 10%. On the arrival of real-time burst, 
the accepted delayable traffic wi 1.1 b e s m o o t h e d t o release bandwidth for real-time 
connections when rearrangement strategy is applied. If the acceptable dropping 
probability of real-time class is 0.0001 and the holding time is exponential distributed 
with mean of 5.0 slots, a real-time connection is allowed to hold for up to 39 slots 
before dropped. In our simulation, since the burst arrives in slot 11 to slot 25, we 
overflow the real-time connections in slot 12 to slot 64. Such a slot block will be 
simulated 10^ times for stable results. The number of blocked calls in each slot will be 
added up to calculate the average blocking probability of real-time class. The blocking 
probability of real-time service is shown in Figure 3.3 and the system throughput is 
shown in Figure 3.4. 
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Figure 3.3 Blocking probability of real-time service on real-time burst 
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Figure 3.4 System throughput on real-time burst 
In Figure 3.3, we note that the blocking probability of real-time service keeps an 
acceptable value even when the real-time burst occurs in slot 11 to slot 25, by 
rearranging the accepted delayable traffic. We also note that the blocking probability is 
much lower after the burst in slot 25 to slot 64. It is because that more bandwidth is 
still used by real-time class. After slot 64, delayable class retrieves its bandwidth and 
most connections of the burst have terminated, so the blocking probability in the two 
cases becomes the same. In Figure 3.4, we note the system throughput is similar 
achieved in two cases. It shows that the system throughput is not descended while the 
blocking probability of real-time service is maintained. It is because that some 
bandwidth is borrowed from delayable service to serve the real-time burst. 
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Chapter 4 Allocate OVSF Codes with Joint 
Design 
In CDMA systems, multiple access interference (MAI) is affected by the number of 
active users, the transmission power, the channel coding rate, and so on. By 
increasing the transmission power, a user increases his own throughput while 
everyone else's throughput gets reduced due to additional MAI contributed by him. 
On the other hand, by reducing his own power, a user decreases his own throughput, 
as well as the MAI, which allows other users to increase their throughputs. The 
similar tradeoff also lies between coding schemes and system throughput. Error-
control coding scheme [3] corrects some transmission errors by introducing some 
redundant checking bits. Generally, the more checking bits transmitted, the larger 
error-correcting capability achieved, but the fewer information bits transmitted in a 
block. On the other hand, with the error-correcting capability, more coded data or 
more users can be admitted for transmission, which may compensate the low coding 
efficiency. To make full use of resource we assign all these parameters jointly to 
achieve higher system throughput, subjected to the required decoded bit error rates. 
Queue information in MAC layer can also be considered to make the tradeoff 
between fair allocation among flows and system throughputs. 
OVSF codes are allocated to achieve the highest system throughput with the 
constraint of acceptable bit error rate (BER) performance. We make some 
assumptions to find the effects of different factors. In Section 4.1, we consider the 
number of active users and their error-control coding schemes, assuming the power 
adaptation is only applied in near-far problem. In Section 4.2, we combine the power 
adaptation and the error-control coding scheme, assuming voice traffic can be 
accommodated and only one data user is admitted in each slot. Information of data 
queue is also considered to select the best user for transmission. 
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4.1 Combine Number of Active Users and Error-Control Coding Scheme 
4.1.1 System Model 
Error-control coding scheme corrects some bit errors by introducing some redundant 
checking bits. We adopt linear block codes as coding scheme in this section. Linear 
block codes have mathematic expressions on the error-correcting capability and the 
coding efficiency, which highlights the effect of bit error probability and system 
throughput. Other coding schemes are also applicable and may demonstrate 
advantages in error-correcting capability or coding efficiency, such as Turbo codes 
proposed in [27]. For an (/?, x) linear block code, x denotes the number of 
information bits and the coding efficiency is r = x/n . The error-correcting capability 
of a linear block code is determined by the parameter called the minimum distance, 
川“.A code with c/"川,guarantees correcting all the error patterns of 
/ =[_(",川丨、-l)/2�or fewer errors, where [ / �d e n o t e s the largest integer no greater 
than z . The parameter t is called the error-correcting capability of the code. For 
example, the linear block code (7，4) has minimum distance 3 and can correct all 1-
bit error patterns. So the (7, 4) code is called a 1 -error-correcting code. Also a block 
code with t -error-correcting capability is capable of correcting many error patterns 
of (/ +1) or more. Some literatures settled for upper and/or lower bounds on (^ 隱 for 
linear block codes. One of them, referred to as the Plotkin bound, is given by [3] 
^ ( 4 . 1 ) 
When X is constant, the coding scheme with larger n has better error-correcting 
capability, but lower coding efficiency. For small codes, the best codes with larger or 
the largest "丨誦 can be found by exhaustive search of generator matrices. A table of 
the tightest known bounds on for small codes was listed in [28]. 
We assume that users from the same class experience the same BER performance 
and subscribe the same information rate, so they adopt the same coding scheme and 
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OVSF codes with the same capacity. Let k丨 denote the number of active users in 
class i and N丨 denote the spreading factor of their OVSF codes. If the received 
power is the same for all users, the BER performance experienced by a user in class 
i on Additive White Gaussian Noise (AWGN) channels after demodulation was 
derived in [13]. It is approximated by 
Y / Ny'/2' 
PM,)=0 — + — T — (4.2) 
- [ 2 , , ， 3 N 丨、—N 丨 ‘ J J 
where y^ = E , �丨N r e p r e s e n t s the signal to noise ratio per bit. According to this 
formula, P^  increases with the number of active users and decreases with the 
spreading factor of their codes. 
Let p denote the probability that a symbol is received in error on a binary symmetric 
channel (BSC). The probability that an /7-bit linear block code is decoded in error 
over a BSC is upper bounded by [3J 
p , < ± [ ' X ' { \ - p r ' ^ (4.3) 
The decoded bit error probability is approximated as [3] 
" " 作 0 ( 4 . 4 ) 
丨 l / j 
We note that the decoded bit error probability is reduced if we adopt the coding 
scheme with more error-correcting capability. The cost is that fewer information bits 
are transmitted in a block. 
OVSF codes support multiple rates by varying the spreading factor. The code with 
capacity n • R maps each data bit into Njn chips. It follows from (4.2) and (4.4) that 
in CDMA systems the decoded bit error probability of a user adopting the coding 
scheme [“,, x j with /, -error-correcting capability on AWGN is given by 
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, „ f \ / � f 
畔 . (4.5) 
n 丨 /=/,+! \J J V"' y L v"/ J, 
Based on the assumption that resource is not fully utilized in most time, more 
checking bits are transmitted. The decoded bit error probability at the receiver may 
meet the BER requirement, even when more users are admitted for transmission and 
the multiple access interference is increased. More transmitted data may compensate 
the lower coding efficiency and higher system throughput may be achieved. 
According to the formula (4.2) and (4.4), k丨 increases, P^  increases, and the decoded 
increases when the coding schemes keep constant. It is not obvious how the 
decoded /)" varies with /7,，as affects several factors in the formulas by different 
way. The numerical results are provided in simulation section. 
4.1.2 Scheduling Algorithm Description 
Suppose K classes of service with constant rates are supported in the system. For 
class i, let denote the target BER requirement and x丨• R denote the subscribed 
rate, where x丨 is a power of 2. The system throughput is given by 
T = (4.6) 
I 
and the resource utilization is given by 
L = (4.7) 
I 
Given the system capacity C. R , we are looking for an optimal adaptation strategy to 
maximize the system throughput T with the constraints 
\L<C-It 
r Ml - • 
Since the capacity of an OVSF code is a power of 2, we need also take this constraint 
into consideration. Each class searches all possible linear codes. The attempt begins 
with = X丨,increases twice n, = 2/7,, and ends in = C if all the resource can be 
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allocated to this class. The decoding schemes together with the number of users 
admitted from each class are selected to allocated resource among classes. 
Let us consider the case where all classes have the same BER requirement. We are to 
find what kind of class will be favored in allocation. Suppose additional resource is 
allocated to k number of users with coding scheme [n, x] . The interference 
introduced to an active user, say in class i , is increased to 
7 / , X \-l/2" 
1 n n n , k � kn 
^^^ I - ^ - l . (4.9) 
n丨 j 3N) 
It indicates that no matter which class the additional resource is allocated to and no 
matter what the value of k and n is, the transmission error suffered by an active user 
is the same as long as the product k-n \s the same. The same amount of resource can 
be allocated either to more users who adopt the coding scheme with smaller n or to 
fewer user who adopt the coding scheme with larger n . There is tradeoff between 
coding efficiency and error-correcting capability in coding schemes. The higher 
coding efficiency, the worse error-correcting capability. Among coding schemes with 
the same coding efficiency, the coding scheme with larger n transmits more 
information bits and possesses better error-correcting capability. Lower decoded 尸" 
results from better error-correcting capability given the same transmission error . 
Therefore when all classes adopt the coding schemes with the same coding efficiency, 
users who adopt the coding scheme with larger n achieve the same throughput but 
suffer lower decoded /)". On the other hand, when all classes require the same BER 
performance, the class adopting the coding scheme with larger n possesses better 
error-correcting capability and more users in this class can be admitted for 
transmission. Such a class is to be favored in allocation to achieve higher system 
throughput. Another case is that a class has smaller information rate but lower BER 
requirement. More checking bits are required by this class compared with other 
classes with larger information rates or higher BER requirements. It is more obvious 
that such a class will be starved in allocation to maximize the system throughput. 
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Therefore a mechanism to guarantee the allocation fairness among classes is needed 
in both cases. 
4.1.3 Simulation Results 
In this section, we provide the numerical results how the decoded P,^  varies with n . 
Figure 4.1 shows thai the curves are not monotonous but zigzag given different y,,. 
The capacity of an OVSF code is a power of 2 and the coding scheme takes only 
those points with value of a power of 2 at the n-coordinate in Figure 4.1. Therefore in 
OVSF system, the decoded 尸"can be regarded to decrease monotonously against n 
when k keeps constant. 
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We compare the throughput performance of the proposed joint-design algorithm and 
those of two conventional scheduling algorithms, Coding Scheme Adaptive 
algorithm (CSA) and Codes Allocation Adaptive algorithm (CAA). In the CSA 
algorithm, the total bandwidth is partitioned among classes. Each class has exclusive 
use of its dedicated portion but adapts its coding scheme. In the CAA algorithm, all 
classes share the bandwidth but adopt a particular coding scheme each. Two classes 
of service are supported for simulation, voice service whose information bit rate is R 
and low resolution video service whose information bit rate is AR . The required 
BER performance is lower than 10""^  for voice users and lower than 10""' for video 
users. The arrival of voice traffic and video traffic are both modeled as Poisson 
processes. The holding time of them are modeled as exponential distribution. Let the 
maximum spreading factor of the OVSF-code tree be 512 and the system capacity be 
64R. 
First, we compare the system throughput by increasing the signal to noise ratio per 
bit /i, from OdB to \6DB given a particular traffic load. The offered load is 407^, 
one half from the voice class and the other half from the video class. In the CSA 
algorithm, the total bandwidth is divided into two parts and each has 32R capacity. 
The coding schemes are adaptive. In the CAA algorithm, two classes share the 
bandwidth. Each class adopts the coding scheme with 1 -error-correcting capability, 
so voice users adopt the linear code [4,1] and video users adopt the linear code [8，4 . 
The results are shown as Figure 4.2. 
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Figure 4.2 System throughput versus signal to noise ratio per bit 
We note the joint design algorithm achieves the highest system throughput for all y^. 
When y,, is low, there are many errors in transmission. For CAA users, their coding 
scheme cannot correct all transmission errors and the decoded bit error probability is 
greater than the requirement. Therefore, few users are admitted for transmission in 
the CAA algorithm. Video users have lower BER requirement and require coding 
schemes with higher error-correcting capability but lower coding efficiency. Voice 
users have higher BER requirement and their coding schemes are more efficient. 
More voice users are admitted for transmission in the joint design algorithm to 
improve the system throughput, comparing with those admitted in CSA algorithm 
due to bandwidth partition. When is high, the coding scheme with low error-
correcting capability is required. For CAA users, more redundant bits are transmitted 
and the throughput of information bits is limited. Voice users adopt the coding 
scheme with few checking bits and do not exhaust their dedicated bandwidth. The 
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leftover bandwidth is borrowed by video users in the joint design algorithm to 
achieve higher system throughput. 
Given a particular y,^, we then compare the system throughput by increasing the 
offered traffic load. The offered load is increased from 5R to 60R，one half from the 
voice class and the other half from the video class. Yh is set to be \QDB • The system 
throughput is shown as Figure 4.3. We define the overall blocking probability as the 
proportion both the blocked voice users and the blocked video users over the total 
incoming users. Figure 4.4 shows the overall blocking probability versus the offered 
traffic load. We note the joint design algorithm achieves the highest system 
throughput and the lowest overall blocking probability. 
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Another version of the joint design algorithm is to increase the transmission rate of 
an active user, instead of increasing the number of active users form each class. The 
best user is selected from each class and is assigned a code with as much capacity as 
possible, so that it can transmit data in a high rate. The best user can be the user with 
the most traffic, with the latest due time, or with the most credit tokens, etc. in its 
class. The second version is more suitable for bursty traffic with variable rate, such 
as dale file transfer. 
4.2 Combine Power Adaptation and Error-Control Coding Scheme 
4.2.1 System Model 
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We consider the system where two kinds of traffic are scheduled, voice traffic and 
data traffic. Voice traffic has higher priority. Therefore voice users are served as 
many as possible and data users are served with the leftover resource. In the case if 
the channels are not enough to admit all voice requests, some strategies were 
proposed to select the best users, e.g. with the best channel conditions [30]. We 
consider another scenario when the channels are enough to admit all voice requests. 
The number of incoming voice users is known on allocation. The more data traffic 
scheduled, the more system throughput achieved. Data traffic tolerates some delay. 
Therefore in each slot only one data user is admitted for transmission using a code 
with the highest capacity available. 
Suppose there are k number of voice users in the queue and the data user is 
numbered as u s e r - ( � + l) . For user- i , let S, denote the transmission power and g. 
denote the channel power gain due to multipath feding. [/7,, j , J denotes the coding 
scheme, where n丨.R corresponds to the channel coding rate and x, • R corresponds 
to the source coding rate. The bit energy-to-eqiiivalent noise spectral density ratio 
E J N � , on the additive white Gaussian noise (AWGN) with MAI is given by [18] 
S…N 
l = W ^ ， ( 4 . 1 。 ） 
where N" is the one-sided power spectral density of AWGN and is the chip 
duration. The decoded bit error rate after correcting is denoted as ？丨),which depends 
on Eb INe and the coding rate r = x/n, and is expressed as [31] 
( I 1 � 
I),、= Q , (4.11) 
V V ' ' ) 
where W is a factor depending on the error-control coding scheme adopted and d is 
the minimum distance depending on n and r . When r = 1 and no checking bits are 
transmitted, is simplified as 
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/ I \ 
/ ) „ = 發 斜 (4.12) 
V V " ‘’ J 
Since voice traffic has constant rate, we assume all voice users adopt the same source 
coding rate but vary the channel coding rate, which in turn affects the error-
correcting capability. The source coding rate can also be adaptive as proposed in 
AMR [32]. We here focus on the OVSF codes allocation and power adaptation. The 
system throughput is given by 
k 
r = + � = “ 〜 ， （4.13) 
assuming x, = 1 for voice users. We are to maximize T, or for k is given on 
allocation, with the constraints of BER performance, maximum transmitted power, 
and the system capacity. 
Let BER�’ and BER" denote the BER requirements of voice users and data users. Let 
t^ max be the maximum transmission power of each user. The constraints are 
expressed as 
P丨)丨 S BER�,�i = lK,k; 
n, ^ BER,, i = k + l, 
‘ 0 < .S； = + (4.14) 
“ I 
.'=1 
where P!” is given by formula (4.11). For OVSF codes, the capacity of a code is a 
power of 2, so n丨 could only take some discrete values. 
4.2.2 Scheduling Algorithm Description 
We are to find the parameters and for (/c +1 ) number of users. The channel 
coding rale n and the coding efficiency r are discrete, while the transmission power 
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S is continuous. Since formula (4.11) is not linear when S, and /7, are both 
variables, S^  and cannot be optimized by linear programming simultaneously. We 
therefore optimize them in two loops. In external loop, we exhaustedly search all 
possible levels of n and r . With each possible combination of n丨,s and r丨 ’s, we find 
S, ,s that satisfy the constraints in internal loop. The combination that achieves the 
maximum throughput is selected. We set three levels of channel coding rate for voice 
users. The data user attempts all possible channel coding rates up to the leftover 
capacity. We also set three levels of coding efficiency for data users. The external 
and internal loops are outlined as follows. 
External loop: 
To maximize A'“丨=丨 . /7左+丨，exhaust search all possible levels. 
/7, = { l , 2 ’ 4 } ， i = l K , k + \; 
<r, ={3 /4 ,2 /3 ,1 /2} , i = k + \- (4.15) 
A- + I 
-'=i 
Internal loop: 
To find S^  ’s that satisfy the constraints. 
"L (4.16) 
l o s s : 〜 、 ， / = + 
In the internal loop, given n, 's, 's can be found by linear programming [33]. In the 
external loop, voice users attempt all possible channel coding rates and data user 
attempts all possible coding efficiency. Let 0{s) be the complexity of finding ，s 
in the internal loop given n, ’s. The complexity of the whole procedure must be 
larger than . � .W e propose another method to find /7,，s with less complexity. 
The solution, of course, is not optimal. 
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Intuitively, voice users with similar channel conditions should adopt the coding 
schemes with the same error-correcting capability and/or the same transmission 
power. The difficulty is how to find these users and the proper coding schemes they 
adopt. A heuristic algorithm is that voice users are divided into groups according to 
their channel conditions and users in the same group adopt the same coding scheme. 
Transmission power is still adaptive for each user. Three kinds of coding schemes 
are provided in the algorithm corresponding to /7 = 1, 2, 4 . Users are divided into 
groups according to their channel condition by Clustering Algorithm, e.g. K-Means 
method [34J. We detail the algorithm as follows. 
1. Voice users are divided into three groups according to their channel conditions. 
2. Voice users in each group attempt all possible values of n . 
3. The data user attempts all possible n , which is no greater than 
f f k \ \ 
power 2， log , C - ^ / 7 , , (4.17) 
V L V '=丨 y�J 
4. The data user attempts all possible coding efficiency r 
5. Find S丨 ’s that satisfy (4.16) by linear programming. 
6. IF SI ,s are found, calculate the system throughput. 
7. Return the maximum system throughput. 
The number of groups can be adjusted to find more optimal solution at the cost of 
complexity. 
To select the data user for transmission in each slot, we combine the channel 
conditions in PHY layer and the queue information in MAC layer. Let D denote the 
due time and J denote the time jitter of data users. Users are given higher priority in 
the range of [D -./, D] ； otherwise users with better channel conditions are preferred. 
It is the tradeoff between fair allocation and system throughput. The algorithm to 
select the data user is detailed as follows. The current slot is number as 0. 
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1. FOR /• = 0 TO / = J , repeat 
IF there are users with due time in slot-/ , THEN 
IF there is more than one user, THEN 
The user with the best channel condition is preferred. 
ELSE 
The user with due time in slot- i is admitted. 
Break. 
2. The user with best channel condition is selected from the users with due time after 
slot- J . 
4.2.3 Simulation Results 
We will compare the performance achived by different algorithms. We have made 
the assumption that voice users are given higher priority to be served and the 
bandwidth is enough to admit all voice requests. Therefore, the difference is the 
system throughput achieved by different algorithms, which is affected mostly by the 
amount of data traffic admitted for transmission. 
The channel condition is modeled as Rayleigh distribution [36] 
( 2 A 
,\ A e x p , 0 < ^^  < <X) 
p { H ) = W - 、 2 a ” ’ （4.18) 
0， 只 < 0 
where a is the rms value of the received voltage signal before envelope detection, 
and cr^ is the time-average power of the received signal before envelope detection. 
We compare the system throughput achieved by three algorithms for different 
channel conditions and for different real time traffic load. The first algorithm is our 
heuristic algorithm. The other algorithms are the traditional versions. Voice users 
adopt the constant coding scheme but vary the transmission power, or voice users 
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adapt the coding scheme but transmit in constant power. The BER performance is 
lower than 10""^  for voice users and lower than 10"^ for data users. 
The voice traffic has Poisson arrivals and exponential duration. Voice users have 
higher priority to be served. Since data traffic can tolerate some delay and is bursty 
ill nature, we assume there is always data traffic in the queue. We are to find the 
maximum system throughput can be achieved. The system capacity is set to be 6AR 
and the maximum transmission power ranges from 1 to 10. In the joint design 
algorithm, users adapt their coding schemes and transmission power according to 
their channel condition. In coding scheme constant algorithm, voice users all adopt 
the same coding scheme [2, IJ, but adapt their transmission power to satisfy the BER 
requirements with different channel conditions. Data user in this scheme attempts all 
possible coding schemes to transmit information as much as possible. In power 
constant algorithm, all users adopt the same transmission power >5丨顧/2, but adapt 
their coding schemes. 
In Figure 4.5, we increase the parameter cj of Rayleigh distribution, or in other 
words, improve the channel condition. The voice traffic load is set to be 127?. We 
find that the joint design algorithm achieves the highest system throughput. The 
coding scheme constant algorithm achieves higher throughput than the power 
constant algorithm. This shows the disadvantage of power constant algorithm. The 
same power is used for each user no matter its channel condition. Large interference 
is translated to other users, leading to a capacity reduction. We also note with the 
improvement of channel condition, the difference between joint design algorithm and 
coding scheme constant algorithm is increased. It is because that the checking bits in 
coding scheme become redundant when the channel condition improves. 
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Figure 4.5 System throughput versus channel condition 
We then compare the system throughput by increasing the traffic load. The channel 
condition is modeled as Rayleigh distribution with cr = 1 . The voice traffic is 
increased from \0R to 16尺.The system throughput achieved by the algorithms is 
shown in Figure 4.6. The joint design algorithm achieves the highest system 
throughput and the power constant algorithm achieves the lowest system throughput. 
The voice traffic load is low to meet our assumption that the voice requests can all be 
served. 
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Figure 4.6 System throughput versus offered traffic load 
We simulate the scenario when data packets are not infinite. Data users in the range 
of [D - J, D] are given higher priority; otherwise, users with better channel 
conditions are preferred. In each slot, number as slot-0, one data user arrives with 
due lime D uniformly distributed in the slot-6 to slot-9. The size of data packets has 
geometric distribution with mean value of 7 or 10 in unit of R . We set the time jitter 
J = 3. The system throughput is show as Figure 4.7 and the blocking probability of 
data traffic is shown as Figure 4.8. 
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Figure 4.8 Blocking probability of data traffic with different data traffic load 
When larger data traffic load is offered, the system achieves higher system 
throughput bill larger blocking probability of data traffic. When data traffic load has 
mean value of 7, system throughput does not increase much after y reaches a certain 
value. It is because there is not sufficient data traffic in the queue although 
bandwidth is available. 
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Chapter 5 Conclusion 
The third-generation mobile communication system has been under active research 
and development in the past decade. Recent proposals for third-generation wireless 
systems have paved the way for the support of various wireless multimedia 
applications with different levels of quality of service (QoS) in terms of data rate, bit 
error rate, and delay. This inspires us to support a new service, called delayable 
service, in wireless networks in concurrence with traditional services, such as real-
lime service and best-effort service. Based on the intuitive idea that, in order to 
maximize the fraction of packets that are transmitted before their deadlines, each 
delayable packet is initially scheduled for transmission as close to its deadline as 
possible. Considering the bursty nature of real-time traffic, we proposed to rearrange 
the accepted delayable packets to release similar number of channels in the following 
slots. More real-time connections are admitted consequently. Simulation results show 
that the bandwidth utilization is increased without affecting service requirements and 
the blocking probability of real-time service is decreased with the rearrangement of 
delayable traffic. 
When the transmitter is provided with channel fading information, the transmission 
schemes are adapted to use the channels more efficiently. However it is too complex 
to optimize all these parameters simultaneously. We propose some algorithms to find 
sub-optimal solutions for practice. We combine the number of users admitted and 
their error-control coding schemes, based on the assumption that power adaptation is 
used only to reduce the near-far effect in CDMA systems. We combine transmission 
power and error-control coding schemes, based on the assumption that all voice users 
can be accommodated and only one data user is admitted for transmission in each 
slot. We further reduce the complexity by dividing users into groups according to 
their channel conditions, based on the idea that users in the same group experience 
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similar channel fading and adopt the same transmission schemes. We select the data 
user for transmission in each slot based on the channel conditions in PHY layer and 
queue information in MAC layer crossly. It is the tradeoff between system 
throughput and fair allocation among flows. Simulation results show that higher 
system throughput is achieved by joint design algorithms. 
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