Abstract
Introduction
State space models have been largely applied in several areas of applied 23 statistics. In particular, the linear state space models have desirable proper-24 ties and they have a huge potential in time series modeling that incorporates 25 latent processes.
26
Once a model is placed in the linear state space form, the most usual algo-27 rithm to predict the latent process, the state, is the Kalman filter algorithm.
28
This algorithm is a procedure for computing, at each time t (t = 1, 2, . . .), 29 the optimal estimator of the state vector based on the available information 30 until t and its success lies on the fact that is an online estimation procedure.
31
The main goal of the Kalman filter algorithm is to find predictions for the there is no reason to assume that the state process is not stationary.
107
When the state process's stationarity is suitable it can be assumed that 
and with covariance matrix Σ, which is the solution of the equation Σ =
111
ΦΣΦ + Σ ε .
112
Usually, the linear state space models are represented considering a state The Kalman filter provides optimal unbiased linear one-step-ahead and 
Thus, the conditional mean estimator is the minimum mean square es-
153
timator of β t and it is unbiased in the sense that the expectation of the 154 estimation error is zero (Harvey, 1996) . So, it is usually assumed the errors 155 normality in several applications, nevertheless, some authors studied other 156 appropriated methodologies for non-Gaussian errors.
157
The parameters estimation problem in state space models with non- 
It is possible to obtain the ML estimates maximizing the log-likelihood 171 function in order to the unknown parameters using numerical algorithms, i.e.,
where λ is the estimation error.
195
Let Y t|t−1 ( Θ) be the one-step-ahead forecast of Y t obtained with Θ and
196
similarly β t|t−1 ( Θ) and β t|t ( Θ) for the state estimators.
197
As the Kalman filter estimators are linear on µ, the estimation error λ of 198 µ will influence them additively, i.e.,
If the state process is stationary the starting value β 1|0 ( Θ) for the Kalman filter is given by the mean of the unconditional distribution of the state vector.
201
So, in this case we have β 1|0 ( Θ) = µ = µ + λ.
202
If the state is not stationary we consider β 1|0 ( Θ) = β 1|0 + λ β 1|0 ( Θ) .
203
The bias induced in forecast of Y t is given by
which induces a bias in the filtering stage, namely,
Additionally, the bias of the one-step-ahead forecast has the form
In a recursively way, we have,
which can be written as
through the application of (7) and (6), respectively.
210
These equations allow obtaining non-recursive analytical expressions for λ and assume that the remaining parameters are known.
215
Then, for t ≥ 2,
All technical details and proofs are given in the Appendix.
218
This proposition shows that, under the considered conditions, the induced 219 forecast and filter bias are proportional to the vector bias whose proportion-220 ality constant is given by the expressions above. However, these expressions 221 can be simplified in the invariant models, i.e., when matrices H t = H do not 222 depend on time, as follows in the next subsection. Consider an invariant linear state space model with equations (1)-(2), i.e.,
225
H t = H for all t, and that the stationarity condition (3) holds. In this case,
226
the Kalman filter converges to the steady-state Kalman filter rapidly.
227
Briefly, it means that the sequence {P t|t−1 } converges to a steady matrix P which verifies the Riccati equation, and the sequence {K t } converges to a steady matrix K, (Harvey, 1996) , that verifies the equation 
246
The Kalman filter estimators bias obtained in Proposition 1 can be writ-
where A t−1 ( Θ) and B t ( Θ) are functions of Θ at time t − 1 and t, respectively.
250
Thus,
As the Kalman filter estimators are unbiased in the sense that the expec-253 tation of the estimation error is zero, follows that
On the one hand, the factor [A t−1 ( Θ)−B 
An estimator λ can be obtained through the least squares method, i.e.,
On the one hand, the one- it is suggested to take the median as a robust measure, i.e.,
where the quotient is defined as element by element of vectors when the 268 state process {β t } is multivariate. This approach is recommended having 269 into account its robustness to outliers existence.
270
When the state process {β t } is stationary it can be performed a recur- correcting the bias is performed a single time.
278
The proposed procedure of bias correction is implemented by the next 279 algorithm.
280
Algorithm. Let (y 1 , y 2 , ..., y n ) be a time series generated by the model (1) 
e , Σ 
where the radar estimate R t is known and the state β t , at time t, is a stochas- Due to small sample dimension, Table 1 the bias estimate is close to 10 −8 (see Table 2 ). we considered the following measures
and and after the bias-correction procedure. The proposed approach allows a re-352 duction of the 13.21% and 55.28% of the MSE t|t−1 and MSE t|t , respectively.
353
The correction procedure had more impact proportionally in the reduction 21" 22" 23" 0" 1" 2" 3" 4" 5" 6" 7" 8" 9" 10" 11" 12" 13" 14" 15" 16" 17" 18" 19" 20" Figure 2: Anomalies, one-step-ahead forecasts and the respective empirical confidence levels at 95% for the bias-corrected case.
(data over land, satellite measurements of sea surface temperature (SST) that the anomaly is a non-stationary process. In fact, the Gaussian ML suggests that the state equation error has a non-zero mean of 0.010028.
389
Although the state process is not stationary, the Kalman filter enters in 390 a steady state very quickly since in the Kalman filter p t|t−1 →p and k t →k.
391
Therefore, the limits of Corollary 1 were achieved. The limit forecast bias is 392 0.0224 • C and the limit filtered bias is 0.01239 • C in each year.
393
Thus, this procedure allows estimating these three types of bias: the 394 bias µ(1 − φ) suggests that this constant can be viewed as the mean of 395 Figure 2 shows the anomalies, one-step-ahead forecasts and their respective 416 empirical confidence levels at 95% for the bias corrected case. Consider now that the expression is valid for all instants up to time t. The proof of the result to bias( β t|t ( Θ)) follows applying (6) and the result 444 to bias( β t|t−1 ( Θ)).
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