Abstract-This paper proposes an approach to control of discrete systems with incomplete information and sensing capabilities, with respect to temporal logic constraints. The approach introduces active sensing to alleviate computational effort in control design for systems interacting with uncontrollable environments under incomplete information. Particularly, it transforms a deterministic controller under complete information into a randomized, observation-based controller. Interleaving the latter with strategic queries to sensors, the temporal logic specification is proven to be satisfied almost surely. The effectiveness of the method is demonstrated with robotic motion planning examples.
I. INTRODUCTION

I
NTERACTIONS between a system and its dynamic, uncontrolled environment can be captured as a two-player zero-sum game. The winning strategy for the system with respect to a given temporal logic specification provides a reactive controller that guarantees correctness of the controlled system against all allowable behaviors of its environment. Synthesis of such controllers has been successfully applied to hardware design [1] , control of autonomous robotic systems [2] , [3] , vehicle management systems [4] . Moreover, software tool-sets [5] - [7] have been developed to facilitate control design process.
A common yet often unjustified assumption in much of the present work on reactive synthesis is the availability of complete and precise information (about the system and environment states) during the execution of controllers. However, such an assumption is impractical. Accordingly, control design methods have been developed for systems with incomplete information. Depending on the modeling of the environment, the interaction between the system and its environment gives rise to a partially observable Markov decision process (POMDP) for purely stochastic environments, and a two-player zero-sum game with partial information for non-deterministic environments. For a POMDP subject to temporal logic constraints, a finite-memory policy can be computed with the method in [8] to ensure the objective is satisfied with probability one for a given initial state, whenever such a policy exists. Two-player zero-sum games with partial information cannot be solved by POMDP solvers for the difference in the modeling of environment. For such games, synthesis methods and tools have been developed with respect to two qualitative criteria [9] - [11] : A sure-winning controller ensures the satisfaction of a specification and an almost-sure winning controller is a randomized strategy and ensures satisfaction with probability 1. These solutions rely on a subset construction and have complexity exponential in the size of the state space [12] . The computational complexity largely limits the practical utility of these algorithms. In this paper, we study a synthesis problem with partial information from a fresh perspective: Since the control synthesis is computationally expensive in the case of partial information, is it possible to gather additional information during runtime execution and reduce computational complexity by utilizing such information, with guaranteed correctness with respect to the temporal logic specification?
More specifically, we introduce the notion of active sensing in reactive synthesis under temporal logic constraints in discrete finite-state transition systems. Discrete finite-state transition systems often arise as abstractions of complex continuous systems. Various abstraction methods have been developed in the past, such as, state-space discretization [13] , counter-example guided method [14] , and domain-specific abstraction methods for linear systems [15] , hybrid systems [16] , [17] , and robotic systems with pre-defined atomic controllers [18] . In this paper, we focus on the problem of synthesizing control and active sensing policies at the discrete level of abstraction.
Active sensing emphasizes that a system chooses to query its sensors intentionally to reduce the ambiguity in its belief , a set which the system believes the current state is in or a probability distribution of states, in order to accomplish its task. In general, there are two different approaches to active sensing: One approach [19] , [20] studies the problem of optimal information gathering and motion planning in POMDPs with an individual robot or a cooperative team of robots. The problem of synthesizing an active sensing strategy in a POMDP is transformed into a reinforcement learning problem, in which information gain is maximized and the accumulated cost of actions is minimized. The second approach, which is the one considered in this paper, is defined by introducing a set of sensing actions, also known as knowledge-producing actions [21] . These actions, when applied, reveal the truth values of certain propositional logic formulas. A system makes decisions on which sensing actions to apply at a given instance of execution, and uses the obtained information toward achieving its goal. The inclusion of sensing actions leads to two critical questions. First is on the control synthesis: Given a system with partial observation, a set of sensing actions, and a temporal logic specification, how to design an active sensing strategy and a control strategy such that the system satisfies the specification? The second question is on the computational complexity: Is it possible to reduce the computational complexity of synthesis of a provably correct controller with partial information by utilizing active sensing?
By explicitly introducing sensing actions into reactive synthesis, we have to not only consider the effect of control input but also prepare for all possible situations that may be revealed by applying such sensing actions. Thus, an offline computation of the strategy with partial information and sensing actions is at least as computationally heavy as synthesis with partial information itself. Recent studies [22] - [25] propose online planning with partial information and sensing actions as a way to overcome such complexity since the system only needs to compute a strategy for a finite number of steps and replan with new information obtained through sensing actions. However, in these aforementioned works, only traditional reach-avoid path planning objectives are considered, which constitute a proper subset of objectives that can be expressed in temporal logic. Furthermore, these planners cannot provide correctness guarantees with respect to temporal logic constraints in the presence of dynamical environments. In this paper, we make the first effort that successfully incorporates active sensing into reactive synthesis for designing provably correct controllers with respect to temporal logic constraints.
We propose an online planning algorithm featured by switching between two phases, exploitation and exploration with sensing. In the exploitation phase, the system takes control actions in order to satisfy its specification based on its current belief. During the exploration phase, the system uses sensing actions to reduce the ambiguity in its current belief. The correctness of the online control strategy is ensured by two key elements. The first element is a transformation from a sure-winning strategy in a game with complete information to an observationbased randomized exploitation strategy. The transformation is computationally efficient given that it does not involve a subset construction. However, since this exploitation strategy may not be defined for all beliefs the system might encounter-when the system runs into a belief for which no exploitative action is applicable-the system applies a sequence of sensing actions, to refine its current belief until it finds itself in a belief for which the exploitation strategy is defined. In this way, we make a trade-off between the amount of computation and run-time sensing efforts. Note that the notions of exploration and exploitation in this context are different from those in [26] , [27] , in which the system has complete information (e.g. sensory information) yet incomplete knowledge of its stochastic environment (e.g., a model of the environment). Thus, in [26] , [27] , a planner explores to learn unknown dynamics rather than to acquire new information.
In addition to alleviating the expense of offline computation, the notion of sensing actions provides a systematic way of sensor design for systems under temporal logic constraints. Through active sensing, the system can select what and when to query, and what information to be overlooked for the time being. This type of local modification of the sensor configuration was not possible in the sensor framework examined in the past [12] , [28] , and is of great interest because it can potentially reduce the usage of sensors and communications of information.
The rest of the paper is organized as follows. We begin with an informal problem statement and an overview of the solution approach. In Section III, we discuss some preliminaries and give a formal problem statement. The main result is presented in Section IV. We first present synthesis algorithms for an exploitation strategy and an active sensing strategy, and then prove the given temporal logic specification can be satisfied with probability 1 by interleaving these two strategies. Section V presents a synthesis method for an online sensing strategy that trades the optimality of an active sensing strategy for computational efficiency. We demonstrate the solution with two case studies in the context of robotic motion planning and distributed sensors in Section VI. Section VII concludes.
II. PROBLEM STATEMENT AND APPROACH OVERVIEW
We study the following problem: Given a temporal logic specification, a partially observable environment, and a set of sensing actions that can acquire additional information when they are applied, construct a controller with available control inputs and sensing actions such that the controlled system satisfies the specification. We illustrate an overview of our approach through a running example-the so-called "the Wumpus game" on a 4 × 4 gridworld [29] .
Example 1: Consider the gridworld in Fig. 1 in which a robot is to go back and forth between the gold mine from the bottom-right corner to its home at the top-left corner infinitely often, while avoiding the Wumpus (A formal task specification is given in Section III-B). The robot can move in any of the four compass directions (north (N), south (S), east (E) and west (W)), by one cell at a time. If it hits the boundary, it will stay in its current cell. A monster, called the Wumpus, can move along the cells on the diagonal but each time it can only move to one of its adjacent, empty cells along the diagonal. The robot will be captured by the Wumpus if it runs into a cell currently occupied by the Wumpus. Yet the Wumpus cannot walk into a cell which is already occupied by the robot. However, during execution, the robot does not observe the location of the Wumpus. The Wumpus emits stenches that drift to its adjacent cells, indicated by the waves in Fig. 1 . Suppose the robot is equipped with a sensor that can detect whether there is a stench in any of its adjacent cells and each time the sensor can be applied to only one such cell. Given the cost of sensing such as time and energy, it is not preferable to apply this sensor for all adjacent cells all the time. Then, we want to design a strategy that decides, at each step, whether it is necessary to apply the sensor, and if so, what cell (or cells) to be sensed, and which action to take, such that the robot accomplishes its task.
The solution we propose is a control policy that performs alternating exploitation with control actions and exploration with sensing actions. The interaction between a system and its environment is captured as a two-player, turn-based game in which the system is player 1 and its environment is player 2. Although the game state is only observed partially during control execution, we can still compute a sure-winning, deterministic strategy based on complete knowledge about the game dynamics. At runtime, with partial information, the system continuously infers a set of states it can be in, referred to as its belief . Then we transform this sure-winning deterministic strategy into a belief-based (which can be transformed into an observation-based) randomized exploitation strategy. The transformation ensures that, given the system's current belief, for any action that can be taken with a non-zero probability according to the exploitation strategy, the system is ensured to reach some state from which onward it is still able to satisfy the specification. Moreover, for the actual state of the system, there is a non-zero probability of choosing the action indicated by the sure-winning strategy, even though the system may not know which is the actual state due to partial information. In Example 1, suppose the robot is at cell (2, 0), even if it does not know in which cell the Wumpus is exactly, it can still perform action either N or W because both actions will get itself closer to home.
At runtime, the system applies the belief-based exploitation strategy as long as this strategy is defined for the current belief. However, the system may run into a belief for which the exploitation strategy is undefined. For example, if the robot, while in cell (1, 0), hypothesizes the Wumpus can be in any of the cells along the diagonal, then it cannot make any further move, threatened by running into the Wumpus. In this case, the robot explores with a finite sequence of sensing actions according to an active sensing strategy in order to decide the next control action. With the acquired information, the system revises its current belief until it finds itself in a belief for which the exploitation strategy is defined. In the Wumpus game, if the robot detects whether there is a stench in cell (1, 0), then it will have information to decide whether the Wumpus is in the set of cells {(0, 0), (1, 1)} or the set of cells {(2, 2), (3, 3)}. Once the sensing action is applied and if the Wumpus is in one of the cells of {(2, 2), (3, 3)}, then the robot can now apply either action "N" or "W" and reach home in 3 steps without any further detection of stenches.
Under a certain condition (discussed in Section IV-C), which basically requires the set of sensing actions to be sufficient for avoiding dead-ends with online planning, by alternating the exploitation strategy and the sensing strategy, system is ensured to achieve the goal almost surely, i.e., with probability 1. We now continue with some preliminary material needed for a formal problem statement and our solution.
III. PRELIMINARIES
A probability distribution on a finite set S is a function
The set of probability distributions on a finite set S is denoted D(S). Let Σ be a finite alphabet. Σ * , Σ + , and Σ ω are sets of strings over Σ with finite length, with length equal to or greater than one, and with infinite length respectively. Given u and v in Σ * , uv is the concatenation of u with v.
s → s i be the projection function that maps s to its i-th entry.
A. Reactive Systems With Partial Information
The interaction between a system and its environment is formulated as a game arena and later the temporal logic specification is introduced to define the winning condition that completes the game. We assume that the system and its environment do not perform concurrent actions, and thus the game is turnbased. The following definition is derived from the notion of game arena in [30] , augmented with a set of atomic propositions and a labeling function.
Definition 1: A deterministic game arena capturing the interactions of a system (player 1) and its dynamic environment (player 2) is
where the components are defined as follows.
• Q = Q 1 ∪ Q 2 is the set of states. At each state in Q 1 , the system takes an action. At each state in Q 2 , the environment takes an action.
• Σ = Σ 1 ∪ Σ 2 is the set of actions. Σ 1 is the set of actions for the system, and Σ 2 is the set of actions for the environment.
• AP is a set of atomic propositions.
•
AP is the labeling function.
The definition of game arena is similar to that of game transition system [26] and reactive system [28] . A state q ∈ Q is related with a propositional logic formula over a given set P of predicates. That is, each state q ∈ Q is associated with a truth assignment to each predicate p ∈ P. This association is captured by the interpretation function Π such that for any q ∈ Q, for any predicate p ∈ P, Π(q)(p) ∈ {true, false}. We write Π(q) = ∧ p∈P p where p = p if Π(q)(p) = true and p = ¬p if Π(q)(p) = false, where ∧ and ¬ are the logical connectives for conjunction and negation, respectively. It is the case that AP ⊆ P because not all the state information is of concern with respect to the control objective.
Example 1 (cont.): In Example 1, the set P of predicates is
where (x r , y r ), (x w , y w ) are the positions of the robot and the Wumpus, respectively; t is a Boolean turn variable: When t = 1 the robot makes a move, otherwise t = 0 and the Wumpus makes a move; D 1 is the range of variables x r , x w , and D 2 is the range of variables y r , y w . Stench(x, y) indicates that there is stench at position (x, y). Since the assignments for x w and y w uniquely determine the value of predicate Stench(x, y), for any x ∈ D 1 and y ∈ D 2 , for simplicity, we write q = ((x r , y r ), (x w , y w ), t) to denote a state.
Observations: The system has partial observation of states in the set Q. Following [9] , this partial observation of a state in Q is defined by an equivalence relation over the set of states, denoted R ⊆ Q × Q. Two states q and q are observationequivalent, that is, (q, q ) ∈ R, if both q and q provide the same state information observable by the system. We denote the observations of states for the system by O ⊆ 2 Q , which is defined by the observation-equivalence classes in Q. Clearly, O is a partition of the state space Q. Moreover, we assume the system always knows whose turn it is to play, i.e., it observes the value of a Boolean turn variable, which when 1 the system makes a move, otherwise the environment makes a move.
We assume that the system cannot observe which action the environment performs and define an observation function
that satisfies the following properties i) For every q, q ∈ Q, q ∈ Obs(q) if and only if q and q are observation-equivalent in the game arena G. ii) For any σ ∈ Σ 1 , Obs(σ) = σ. iii) For any σ ∈ Σ 2 , Obs(σ) = λ, which is the empty string, for the system cannot observe the action of its environment.
A run in G is a finite sequence ρ = q 0 q 1 . . . q n ∈ Q * of states or an infinite sequence ρ = q 0 q 1 . . . ∈ Q ω such that q 0 is the initial state and, for all i ≥ 0, there exists
If ρ is finite, the last element of ρ is a state, denoted Last(ρ). The observation sequence of a run ρ is a sequence Obs(ρ) = Obs(q 0 )Obs(q 1 ) . . .. The set of prefixes of all runs in the game arena G is denoted Pref(G).
Example 1 (cont.): We assume that the robot always knows its own position and the value of the turn variable, i.e., the assignments for variables x r , y r and t. Thus, for example, the set of states observation-equivalent to a state ((3, 0), (1, 1), 1) includes all the states in which the robot is at cell (3, 0) and t = 1, while the Wumpus can be at any cell along the diagonal. That is, Obs((3, 0),
a) Strategy: For both players 1 and 2, a deterministic strategy for player i is a function f i : Pref(G) → Σ i and a randomized strategy is a function f i : Pref(G) → D(Σ i ). We say that player i follows strategy f i if for any run ρ ∈ Pref(G) at which
Note that in case when the deterministic strategy outputs sets of actions, i.e., f i : Pref(G) → 2 Σ i , for a run ρ ∈ Pref(G), player i takes one action from f i (ρ) nondeterministically. Since the system has partial observation of the states, it can only apply an observation-based strategy f 1 , in the sense that for any two prefixes ρ and ρ ∈ Pref(G), if
We introduce a set Γ of sensing actions for the system. Definition 2: Consider the set P of predicates and the set Γ of sensing actions. For each sensing action a ∈ Γ, its effect is captured by the notation KWhether(φ, a), reads as "know whether φ is true after taking a." It is an abbreviation for a formula which indicates that, after applying the sensing action a, the truth value of a propositional logic formula φ over P is known. That is, KWhether(φ, a) evaluates true if φ is true, and evaluates false otherwise. KWhether(φ, a) implies KWhether(ϕ, a) provided that φ implies ϕ. To capture both global and local sensing capabilities, for a given state q, we denote Γ q ⊆ Γ to be a set of sensing actions enabled at q.
The notion of sensing action is defined based on the notion of knowledge producing actions in [21] . Similarly to [21] , the no side-effect assumption on sensing actions is made.
Assumption 1: A sensing action will not change the value of state variables in the game.
The assumption is not restrictive because in general a control action can potentially have both physical effect (changing the state) and epistemic effect (revealing some information for the state). Thus, if an action introduces both physical and epistemic changes, we simply consider it as an ordinary control action and include it into Σ 1 . We call an action in Γ sensing to emphasize that it provides information of the current state, and an action in Σ physical to emphasize it changes the state of the game and Γ ∩ Σ = ∅. We assume that at each turn of the system it can either choose a physical action or several sensing actions followed by a physical action.
Example 1 (cont.): A sensing action Smell(x, y) represents that the robot detects whether there is a stench at cell (x, y) and, if there is, the proposition Stench(x, y) becomes true. The set of sensing actions for the robot is {Smell(x, y) | x, y ∈ {0, 1, 2, 3}}. Given the fact that the robot can only detect stenches nearby, that is, when the robot is at (x r , y r ), Smell(x, y) is enabled if and only if |x − x r | ≤ 1 and |y − y r | ≤ 1. The effect of the sensing action Smell(x, y) is simply KWhether(Stench(x, y), Smell(x, y)). [31] . Formally, the set of LTL formulas over a finite set AP of atomic propositions can be defined inductively as follows:
B. Specification Language
• Any atomic proposition p ∈ AP is an LTL formula.
• if ϕ and ψ are LTL formulas, so as ¬ϕ, ϕ ∧ ψ, ϕ and ϕUψ where and U are temporal modal operators for "next" and "until".
Additional temporal logic operators include ♦ (eventually) and (always), defined by ♦ϕ := trueUϕ and ϕ := ¬♦¬ϕ.
It has been shown that an expressive subset of LTL formulas [32] can be encoded by the languages accepted by Deterministic Büchi automata (DBAs). This subset of LTL formulas is defined by the grammar ϕ :
where ψ is a formula in the logic defined by the grammar [32] . An example formula that can be encoded into a DBA is p ∨ ♦(q ∧ ♦r) where p, q, r are atomic propositions. It means that either p is always true or eventually q and r (in this order) become true. An example that is not in this subset is ♦(q ∨ p) ∨ ♦r (either q becomes true eventually or eventually always p, or always eventually r). In general, this subset of formulas is expressive enough to specify a wide range of desirable system properties including safety, sequencing, liveness, persistence and recurrence. Moreover, it is noted that the method presented herein applies to LTL formulas encoded by DBAs, which strictly include LTL fragment formulas defined by [32] .
With the labeling function L : Q → 2 AP of the game arena G, we relate the winning condition of players with the specification DBA A s . A run ρ ∈ Q ω is winning for the system if and only if L(ρ) belongs to the language of A s . Otherwise, it is winning for the environment. If the system wins, we ensure that the specification ϕ is satisfied.
Example 1 (cont.): In Example 1, the robot is assigned with the following task: Every time gold is collected (resp. the home is reached), eventually the robot has to bring it to its home (resp. visit the gold mine again), and it has to do so infinitely often while avoiding the Wumpus. This task specification can be expressed as an LTL formula
where p 1 is (x r , y r ) = (3, 0), p 2 is (x r , y r ) = (0, 3) and p 3 is (x r , y r ) = (x w , y w ). In this case, the set AP of atomic propositions is {p 1 , p 2 , p 3 }. The control synthesis problem with respect to satisfy the specification (resp. satisfy the specification with probability one) amounts to computing a sure-winning (resp. almost-surewinning) strategy for the system. We refer the reader to [12] for details on the methods for solving games with temporal logic specifications and partial information. Algorithms for sure-winning strategies and almost-sure-winning strategies are EXPTIME-complete [33] , due to a subset construction. This subset construction starts with a set of states, which are observation-equivalent to the initial state, and computes a set of subsets of states that can be reached from this initial set with all possible enabled actions. Then, it recursively computes a set of reachable subsets of states for each newly generated state set for each enabled action and in the worst case, it enumerates all subsets of the set of states in the game.
C. Problem Statement
Formally, we solve the following problem in this paper.
AP , T s , I s , F s , and a set Γ of sensing actions, design an observation-based strategy f : Q * → D(Σ 1 ) ∪ Γ * with which the specification is satisfied with probability 1, whenever such a strategy exists.
Motivated by the exponential complexity of existing solutions for games with partial information [9] , [12] , we propose a synthesis method that ensures satisfaction with probability 1 and avoids the subset construction by sporadic sensor queries.
IV. MAIN RESULTS
We propose a solution to Problem 1 that includes a synthesis algorithm for the exploitation strategy using a game with complete information (in Section IV-A) and an algorithm for an active sensing strategy (in Section IV-B). Then, we prove that under the synthesized strategy, the temporal logic specification is satisfied with probability 1, provided a condition on the game and the set of sensing actions is satisfied. The condition is commonly used in online planning algorithms.
A. Games With Complete Information and the Exploitation Strategy
First, we construct a product game that encodes the specification, given by the DBA A s , into the game arena G. Such a product operation is commonly used for control synthesis in discrete finite-state transition systems with temporal logic constraints [34] , [35] .
with components defined as follows: V = Q × S is the set of states, partitioned into the set V 1 = Q 1 × S of system's state, and the set
ω is winning for the system if it visits some states in the set F infinitely often. Otherwise, it is winning for the environment.
A run in the game G is a sequence of game states ρ = v 0 v 1 . . . such that v 0 is the initial state and for all i > 0, there exists a ∈ Σ, v i = Δ (v i−1 , a) . The set of prefixes of all runs in the game G is Pref(G). s 1 ) . . ., for convenience in notation, we denote π 1 (ρ) = π 1 (v 0 )π 1 (v 1 ) . . . = q 0 q 1 . . ., the corresponding sequence of states in the underlying game arena, and π 2 (ρ) = π 2 (v 0 ) π 2 (v 1 ) . . . = s 0 s 1 . . ., the corresponding sequence of states in the specification automaton.
By construction of the product game, if the system has complete information, its sure-winning strategy becomes a controller that ensures that the specification is satisfied from any state at which the strategy is defined. The system's surewinning strategy is a memoryless, deterministic policy WS : V → Σ 1 and can be computed in time polynomial in the size |V × Σ| of the game. For the algorithm for computing such a policy, the reader is referred to [30] .
b) Belief and belief update: The belief B of the system is a subset of the set V of game states in which the system thinks the game can possibly be, given its partially observed history. Formally, given a run ρ = v 0 v 1 . . . v n , the belief of the system is B = {Last(ρ ) ∈ V | ρ ∈ Pref(G) and Obs(π 1 (ρ )) = Obs(π 1 (ρ))}. In the game G, the initial belief
For clarity, we denote the set of beliefs by B ⊆ 2 V . When interacting with the environment with physical actions, the belief of the system is updated through a process called belief update and is captured by the function
where the empty string λ represents the unobserved environment's action. Formally, the function of belief update is defined as follows: Given a belief B, the system takes action a ∈ Σ 1 and gets an observation o ∈ O, it updates its belief to B according to
If it is the environment's turn, after the environment takes some action, the system gets an observation o ∈ O and then updates its current belief B to B as follows:
Remark 1: Different notions of belief have been developed in different problem formulations. For example, in stochastic systems with partial observation and sensors with uncertainties, a belief is a probabilistic distribution over states [36] . In two-player deterministic games with partial observation and deterministic sensors studied in this paper, a belief is a subset of states.
A belief-based strategy: A belief-based, memoryless and randomized strategy is a function f b : B → D(Σ 1 ). A belief-based strategy can be transformed into a randomized, observationbased strategy for the system f :
is defined, otherwise f (ρ) = ∅. By construction, it holds that if ρ ∈ Q * and ρ ∈ Q * are observation-equivalent, the system obtains the same belief B after observing ρ and ρ and therefore takes an action according to the same distribution
So far, we have introduced two strategies: One is the deterministic sure-winning strategy WS : V → Σ 1 in the product game G, which can be computed but requires perfect observation to execute at runtime. The second is a belief-based strategy f b : B → D(Σ 1 ) which is applicable with partial observation. From the sure-winning strategy WS, we construct a beliefbased, exploitation strategy in the following way: Let Win 1 ⊆ V be the set of states at which WS are defined, also known as the sure-winning region of the system. Given B ∈ B, let Progress(B) = v∈B WS(v), and
where
Essentially, for each state v ∈ B, the sure-winning strategy will suggest action WS(v) to be taken by the system, which is then included into a set Progress(B). The set Allow(B) is a set of actions with the following property: No matter in which state of the belief B the game is, by taking an action in Allow(B), the next state will still be one for which the sure-winning strategy is defined. 
Example 1 (cont.): For illustration purpose, consider a simple objective "reaching home" that requires the robot to reach home without running into the Wumpus. The state in the corresponding DBA is 1 when the robot gets home and 0 otherwise. Given the robot's belief B = { (((3, 0) , (x w , y w ), 1), 0) | x w = y w , x w ∈ {0, 1, 2, 3}}, we obtain Progress(B) = {W, N } and Allow(B) = {N, W, S, E} because with actions S and E the robot will stay in its current cell, for which the sure-winning strategy is defined. We define the exploitation strategy as
In some cases, the sure-winning strategy WS can be setvalued, for example, WS is a permissive strategy [37] . For these cases, the observation-based exploitation strategy is derived from WS : V → 2 Σ 1 as follows: If for all v ∈ B, the set WS(v) ∩ Allow(B) is not empty, then let Progress(B) = v∈B (WS(v) ∩ Allow(B)) and f b (B)(σ) = 1/|Progress(B)|, for each σ ∈ Progress(B). By construction, for each state v in the belief B, at least one action in WS(v) will be chosen by the system with a non-zero probability.
So far, we have shown how to transform the sure-winning strategy with perfect observation in the product game into a randomized, belief-based exploitation strategy with partial observation. During control execution, the system only maintains and updates its current belief. At each turn of the system, after applying an action σ ∈ Σ 1 at the belief B, the system receives an observation o ∈ O, updates its belief to B = Update (B, σ, o) . Then, from the environment's move, the system obtains another observation o ∈ O, updates its belief to B = Update (B , λ, o ) . The system applies f b (B ) if f b is defined for B . The game continues with alternating moves of the system and its environment.
Complexity analysis for the exploitation strategy: For a twoplayer, turn-based, product game G, the time complexity of finding a sure-winning strategy WS(·) with complete information is O(n × m) where n = |V | is the number of states and
∈ Σ}| is the number of transitions [30] . At each belief update, if it was after a move of the system player, the system computes a new belief and the computation is time-linear in the size of the current belief, which is at most |V |. If it was after a move of the environment player, the system computes a new belief which is time-linear in the product of the size of current belief and the number of actions for the environment, which is at most O(|V | × |Σ 2 |). The computation of f b for each belief is simply set union and set intersection, which are time-linear in the sets. Overall, the time complexity of computing the exploration strategy f b is polynomial in the number of states and number of transitions of the game G. In contrast, an offline method solves two-player games with partial information in time exponential in the size of the game. Online planning manages to avoid this heavy computation by only considering one reachable belief at each step that conforms to the system's observation.
The constraint enforced on the choice of actions by the set of allowable actions is necessary for keeping the system in the winning region of the sure-winning strategy WS. It is thus possible, for some beliefs in B, the strategy f b is undefined. When the system reaches one such belief during execution, it needs to explore and obtain new information and revise its belief with a finite number of sensing actions, until it finds itself in one for which f b is defined and then can continue to execute f b . The acquisition of information is done by applying an active sensing strategy. The active sensing strategy is a function that maps a belief to a sensing action that should be applied. Next, we present a synthesis method to compute the active sensing strategy that minimizes the maximal number of sensing actions per exploration phase.
B. Belief Revision and the Active Sensing Strategy
We show how the effect of a sensing action revises a belief. Definition 4: Given a belief B and a sensing action a ∈ Γ with effect KWhether(φ, a), the revision of B by a is represented by
Knows(φ, a, B) = (B , B \ B )
where B ⊆ B is the set of states in which φ evaluates true and B \ B is the set of states in which φ evaluates false. Formally, for any v = (q, s) ∈ B , it holds that Π(q) implies φ, and for any v = (q, s) ∈ B \ B , it holds that Π(q) implies ¬φ. (((2, 1), (x, x) , 1), 0) | x ∈ {0, 1, 2}}, where each node x represents a game state (((2, 1), (x, x) , 1), 0) in V and the sensing action Smell(x, y) is abbreviated as S(x, y). The set of leaves are marked with double circles. Note that, for the belief {1, 2}, which means the Wumpus can either be at cell (1, 1) or (2, 2), the exploitation strategy is not defined and the robot has to further revise its belief when it reaches this node.
If φ is true, the belief is revised to be B . Otherwise, it is revised to be B \ B . A sensing action a ∈ Γ is enabled at a belief B if and only if, for each v ∈ B, action a is enabled at q = π 1 (v). We say that a belief B cannot be revised if for any sensing action a enabled at B, for any propositional logic formula ϕ whose value can be detected by applying a, given Knows(ϕ, a, B) = (B 1 , B 2 ), it holds that for either i = 1 or i = 2, B i = B. In the following, we construct a tree structure that represents how the system revises its beliefs based on information obtained through sensing actions. Then, we propose a synthesis method for an active sensing strategy using the tree structure.
Given a belief B I , the belief revision tree with the root B I is a tuple BRTree(B I ) = N , E , where N is the set of nodes in the tree, consisting a subset of beliefs, and E ⊆ N × Γ × N is the set of edges. It is constructed as follows.
1) The root of the tree is B I . 2) At each node B ∈ N , for each sensing action a ∈ Γ enabled at the belief B, if there exists a formula ϕ whose value can be detected by a, such that (B (((2, 1) , (x, x), 1), 0) | x ∈ {0, 1, 2}}, with the set of sensing actions {Smell(x, y) | |x − 2| ≤ 1, |y − 1| ≤ 1}. We construct the belief revision tree in Fig. 2 . For clarity, we only consider a subset of sensing actions {Smell(x, y) | (x, y) ∈ {(1, 2), (1, 1), (1, 0)}} out of total nine sensing actions enabled at B I .
The active sensing strategy is a function f s : B → Γ that maps a belief into a sensing action for the system to take.
It is computed as follows. First, in the tree BRTree(B I ), we compute a set of target nodes Reach ⊂ N such that a node B is included in Reach if and only if f b (B ) is defined. Similar to the attractor computation for reachability objectives [30] with the target set Reach, we have the following recursion:
(B, a, B ) ∈ E implies B ∈ X i } and we define f s (B) = a. In other words, a belief B is included in X i+1 if there exists a sensing action a such that, when a is applied at B, the system must reach a belief in X i . 3) Until i is increased to some number m ∈ N such that X m+1 = X m , the computation terminates and we output the sensing strategy f s .
In principle, for a given belief B, both f b and f s may be defined at B. Here, we enforce the condition that whenever f b (B) is defined, f s (B) must not be defined. In other words, the intersection of the domains of f b and f s is empty. We denote X m = Attr(Reach) following the notion of an attractor of the target set Reach. By construction, for any state in Attr(Reach), there exists a sensing strategy f s such that, for whatever outcome resulted by applying sensing actions, the system can arrive at some belief in Reach in finitely many steps by following f s . Furthermore, the resulting strategy also minimizes the maximal number of sensing actions required in the exploration phase under the following constraint: During sensing, the system will not run into a belief outside the region Attr(Reach). We associate a number, called level, for each belief B ∈ Attr(Reach). Let Level(B) = 0 for B ∈ Reach, Level(B) = i if and only if B ∈ X i \ X i−1 , for 1 ≤ i ≤ m. The proof of this property in the following lemma follows immediately from the property of attractor.
Lemma 2: Given the current belief B I ∈ B of the system and the active sensing strategy f s : B → Γ obtained with the attractor computation on BRTree(B I ), if f s (B I ) is defined, then the maximal number of sensing actions required during the exploration phase is Level(B I ).
Proof: When B I ∈ Attr(Reach), active sensing stops when the system reaches a belief in Reach and for each B ∈ Reach, Level(B) = 0. Each step, by applying f s , the level of system's belief will be strictly decreased by 1. Thus, the number of sensing actions required to reach a belief B ∈ Reach is maximally Level(B I ).
Example 1 (cont.): Consider the belief revision tree BRTree(B I ) in Fig. 2 , in this case Reach coincides with the set of leaves and Attr(Reach) contains all the nodes in the tree. Let X 0 = Reach, X 1 = Reach ∪ {{0, 1, 2}, {1, 2}} and X 2 = X 1 = Attr(Reach). The action f s (B I ) can be either Smell(1, 0) or Smell (1, 1) . If the Wumpus is actually in cell (2, 2), by taking action Smell(1, 0), the robot detects Stench(1, 0) = false, updates the belief into a singleton {(((2,1), (2, 2),1), 0)} and then takes a physical action "W" indicated by the exploitation strategy. If the Wumpus is not in (2, 2) , after taking action Smell (1, 0) , the robot detects Stench(1, 0) = true and knows that the Wumpus is in one of the cells in {(0, 0), (1,1) }. It will take action "N" to avoid running into the Wumpus, indicated by the exploitation strategy f b (B), with B = { (((2, 1) , (0, 0), 1), 0), (((2, 1), (1, 1), 1) , 0)}.
Complexity analysis for computing active sensing strategies: The computation time of an active sensing strategy f s is linear in the size of the belief revision tree. However, the construction of a belief revision tree with root B I is based on a subset construction, giving O(2 |B I | ) worst-case time complexity. One way of dealing with this expensive belief revision computation is to restrict the maximal number of states in the root of the tree, i.e., |B I | ≤ n, by defining a new exploitation strategy
is undefined. In other words, before the ambiguity regarding the current game state grows too big, the system is forced to take some sensing actions to refine its belief. Alternatively, in Section V, we show that an opportunistic sensing strategy can be obtained without the construction of a belief revision tree and the attractor computation.
Up to this point in this subsection, we have developed an algorithm for synthesizing an active sensing strategy to revise the system's belief. However, if the belief B I is not in Attr(Reach), then, even if we can resolve the ambiguity to a certain extent by applying sensing actions randomly, we might run into a "dead-end" for which the exploitation strategy is not defined, and no sensing action can further revise the system's current belief. Dead-ends are notorious pitfalls for online planning algorithms [24] , [38] , [39] . Since our method does not construct a complete solution to the synthesis problem with partial observation and sensing actions, it is no exception. On the other hand, a complete solution of games with partial observation and sensing actions requires a subset construction for all reachable subsets of states, for all enabled control actions and sensing actions. The exponential space for finding a complete solution is prohibitively large for problems in practice. In the following subsection, we prove that by switching between the exploitation and active sensing strategies, the system can satisfy the specification with probability 1, provided that a certain condition in the game and the set of sensing actions is satisfied.
C. Almost-Sure Winning With Active Sensing and Exploitation
At runtime, the system alternates between the exploitation strategy and the active sensing strategy. We call the system's strategy at runtime a composite strategy, denoted f : B → D(Σ 1 ) ∪ Γ. The composite strategy combines the belief-based exploitation strategy f b : B → D(Σ 1 ), and the sensing strategy f s : B → Γ as
Recall that, by the definition of the sensing strategy, the intersection of the domains of f b and f s is empty. The composite strategy f simply means that the system makes progress using f b if and only if it is defined for its current belief. Otherwise, the system is stuck in the exploitation phase and has to switch to the exploration phase with the sensing strategy f s .
A belief dead-end is a belief B at which both f b and f s are undefined. We say that a game with partial observation is devoid of belief dead-ends if the following condition is satisfied: For any belief B reachable from the initial belief B 0 by following the composite strategy, if f b (B) is undefined, then for any game state v ∈ B, there exists a belief B ∈ Reach of BRTree(B), v ∈ B and f s (B) is defined.
The following two conditions are sufficient for a game with partial observation being devoid of belief dead-ends. 1) For each set Y ⊆ Q of states and each q ∈ Y , there exists a sequence w of sensing actions such that after applying w, the system detects that the actual state is q. 2) For any belief B reachable from the initial belief B 0 by following the composite strategy, if there
, then f b must be defined for the belief {v, v }. This first condition requires a powerful sensing capability for the system. By definition, sensing actions cannot distinguish two game states v and v if they share the same state in Q but different states in the set S of specification states. Thus, if we run into a belief which includes v and v , then no matter what sensing actions are applied, the revised belief that contains v must also contain v . If f b is undefined for {v, v }, the system then runs into a belief deadend. The second condition is enforced to avoid such belief deadends. Note that the requirement on no dead-end is necessary to ensure the correctness of online planning algorithms. Similar notions on games with no dead-ends are proposed, for instance, belief connected planning problems [24] .
Example 1 (cont.): In this example, the set of sensing actions, which allows the robot to detect a stench in any surrounding cell, turns out to be sufficient with respect to the objective of "reaching home," even though this set of sensing actions does not necessarily reduce every belief into a singleton. For example, when the robot is in cell (0, 0) and the Wumpus is in cell (3, 3) , with sensing actions, the robot can only tell that the Wumpus is not in cell (1, 1) or (0, 0). Yet, with this information, it already knows which action to take using its exploitation strategy.
Next we prove the correctness of the composite strategy. To this end, we recall a property in the solution for games with perfect observation from [30] : For the product game G = V, Σ, Δ, v 0 , F with perfect observation, the sure-winning region of the system can be partitioned as
then after applying WS(v), the system reaches a state v ∈ W j for some 0 ≤ j ≤ m. On the other hand, if v ∈ W i ∩ V 2 for some i > 0, then no matter which action the environment takes, the next state is in W i−1 . If v ∈ W 0 ∩ V 2 , then no matter which action the environment takes, the next state is in W j for some 0 ≤ j ≤ m.
Theorem 1: Given a game G = V, Σ, Δ, v 0 , F , and the initial belief B 0 , if G is devoid of belief dead-ends and the composite strategy f is defined for B 0 , then by following f , it is ensured that with probability 1, the set F of states is visited infinitely often.
Proof: With the assumption that G is devoid of belief dead-ends, let us consider a belief B ∈ B the system runs into by following the composite strategy f and suppose f b is defined for B. By definition of f b , for each σ ∈ Progress(B), the probability of choosing action σ is 1/u, where u = |Progress(B)|. Suppose the true state v is in W i , as the action WS(v) will be chosen with probability 1/u, it is the case that with probability 1/u, the system will reach a state in W i−1 when i = 0, or a state in W k for some 0 ≤ k ≤ m when i = 0. Moreover, since Progress(B) ⊆ Allow(B), any action that can be taken by the system with a non-zero probability is in Allow(B) and thus with probability 1 the system stays in Win 1 by choosing any action σ = WS(v). Formally, suppose v is the actual state and v is the state after taking some action, 1 | v, σ) is the probability of v being in Win 1 provided that action σ is taken at the state v.
At each turn of the game either the system takes a physical action or a sequence of sensing actions followed by a physical one, or the environment takes an action.
denote the probability of reaching W 0 from state v in i turns. When system applies the strategy f , it is Pr(v,
i > 0 and the probability of not reaching W 0 in i turns is less than or equal
where m + 1 is the total number of partitions in Win 1 . Meanwhile, any action taken by the system or the environment ensures that the next state is within Win 1 . Suppose that, given the true state v ∈ W i , i > 1, the system takes action σ = WS(v). Then, instead of reaching W i−1 , the system arrives at v ∈ W j for some 0 < j ≤ m, the probability of not reaching W 0 in j turns from v is still less than or equal to r. Therefore, under the policy f , the probability eventually reaching W 0 from any state v ∈ Win 1 is Pr(v,
Once entering W 0 = F , the system's action or any environment's action ensures reaching a state in Win 1 , and the above reasoning applies again, which means with the strategy f , the system can revisit the set F of states infinitely often with probability 1.
The proof is partially inspired by the synthesis algorithm for games with partial observation [12] , in which the set of states from which the system can achieve the goal with probability 1 is computed and the observation-based strategy ensures that the system will never leave such a set. However, here we do not compute this set. Rather, we replace it with the sure-winning region in the game with perfect observation. We can do so due to the ability of acquiring information with sensing actions at runtime and the condition of no belief dead-ends: It is possible for us to reduce the uncertainty whenever such a reduction is needed.
V. ONLINE SENSING WITH REDUCED COMPUTATIONAL COMPLEXITY
Although the exploitation strategy does not require a subset construction in the game, the construction of belief revision tree based on the sensing information is in fact exponential in the size of the belief at the root. In this section, we show that by relaxing the requirement on finding a sensing strategy that minimizes the maximal number of sensing actions per exploration phase, an online sensing strategy can be developed to ensure to reach a leaf in the belief revision tree at which f b is defined. In the worst case, this strategy applies every sensing action at most once. But in practice, it is often the case that even with the online sensing strategy, only a small subset of sensing actions is applied during each exploration phase.
Given the current belief B, the online sensing strategy f s is defined as follows: Next we show that if there exists an active sensing strategy which ensures that the system will reach a belief at which f b is defined, then the online sensing strategy will ensure that we reach a possibly different belief, at which f b is also defined, with potentially more sensing actions.
First, we show that for a given belief, the belief obtained after revision depends only on which sensing actions are applied not the order in which those actions are applied. 
The proof is based on the commutativity of conjunction. Suppose that the effect of a 1 (resp. a 2 ) is captured by formula KWhether(ϕ 1 , a 1 ) (resp. KWhether(ϕ 2 , a 2 )). 
Lemma 4: Given a belief B ⊆ V and the actual state v ∈ B, if there exists an active sensing strategy f s such that f s (B) is defined, then by applying the online sensing strategy, it is ensured that the system will reach a belief at which f b is defined.
Proof: Suppose, by applying the active sensing strategy f s , the system reaches a belief B at which f b is defined, with a sequence of sensing actions a 0 a 1 . . . a m . Consider any sequence of sensing actions w ∈ Γ * , let Acts(w) be the set of sensing actions in w. By Lemma 3, as long as {a i , 0 ≤ i ≤ m} ⊆ Acts(w), we are ensured to arrive at a belief B ⊆ B since any sensing action other than those in {a i , 0 ≤ i ≤ m} may further refine the belief B into one of its subsets. Since the online sensing strategy in the worst case will apply every sensing action in Γ once, it is guaranteed that either the system reaches a belief at which f b is defined before using all the actions in {a i , 0 ≤ i ≤ m}, or the sequence w of sensing actions used in the exploration phase satisfies {a i , 0 ≤ i ≤ m} ⊆ Acts(w) and the system reaches a belief B ⊆ B . According to Lemma 1, as f b is defined for B , it is also defined for B .
The above lemma shows that if the system with active sensing strategy can avoid running into a dead-end in online planning, so can it with the online sensing strategy. Note that although the composite strategy with online sensing can be computed in time polynomial in the size of the game, comparing to the exponential complexity of any offline solution for partially observable games, the reduction in complexity comes at a cost: 1) Only if there is no belief dead-ends, the composite strategy can ensure that the specification can be satisfied almost surely. 2) Online sensing cannot guarantee the minimization of the maximal number of sensing actions during each exploration phase. Consequently, online sensing introduces a trade-off between computational complexity and the optimality in the sensing strategy.
VI. EXAMPLES
We apply the exploitation and exploration with sensing actions algorithm to Example 1 and a robotic motion planning problem in a terrain with a set of distributed, stationary sensors. The implementations are in Python on a desktop with Intel(R) Core(TM) i5 processor and 16 GB of memory. For both examples, without the inclusion of sensing actions, it can be shown that neither observation-based, sure-winning strategies nor almost-sure winning strategies exist using algorithms for games with partial observation [12] . That is, for these examples, the initial state is not included in the winning region of the system, which is computed using the algorithms in [12] . Intuitively, in the Wumpus game with partial information, the robot will inevitably reach a belief that the Wumpus can be in any of the cells along the diagonal. When the robot is in a cell in the upper or lower diagonal, there is no action which ensures that the robot can cross the diagonal in order to reach its home or the gold mine without running into the Wumpus. A similar argument applies to explain the non-existence of winning strategy for the system in the other example.
A. Example I: The Wumpus Game
In Example 1, it is reminded that the robot needs to collect gold from the mine to its home infinitely often while avoiding the Wumpus. This specification in LTL is given in (1). Suppose with each trip between Gold and Home the system is able to collect 10 grams gold. From the experimental result, after 1000 steps (a step includes either a finite sequence, possibly of length 0, of the system's sensing actions followed by a control action, or includes an action of the environment), the robot collected 3700 grams of gold with 100 sensing actions applied. In Fig. 3 we show the belief updates by applying alternatively the exploitation strategy and active sensing strategy for the initial 100 steps. It is observed that the maximum cardinality of the belief set is 4 over the control execution, which means that the robot thinks the Wumpus can be in any diagonal cell. However, if there is no danger of running into the Wumpus in Fig. 3 . The update in the number of possible Wumpus' positions in the system's belief. Fig. 4 . Partitioned work space including two robots (bot1, bot2, represented by the red and green blocks), some static obstacles represented by the black cross, and a set of sensors, each of which is represented by a cycle with an arrow indicating the direction at which the sensor is pointing. the next step, the robot tolerates this uncertainty and revises its belief whenever it needs more information of the Wumpus' location in order to avoid it.
To see what is the minimal set of sensing actions required for the system to accomplish this task, we took several experiments with different sensor configurations. It turns out that the minimal set is not unique: the goal can be accomplished if the system can detect whether there exist stenches in its own cell and cells to its h and direction with (h, ) ∈ {(N, E), (N, S), (S, W )}. Certainly, any superset of a minimal set of sensor actions would be sufficient.
B. Example II: Distributed Sensors
We consider a gridworld example as shown in Fig. 4 . The assumption on the dynamics of two robots, named bot1 and bot2, is the following: the position of bot1 has a discrete domain
where Z is the set of integers. The domain of bot2's position is the set of cells in the block enclosed by the red, bold-lined boundary:
where k is a parameter one can specify to restrict the motion of bot2. In this figure and the following experiments, k = 4.
Given a set R = {r 0 , r 1 , . . . , r n } of n + 1 sensors, the range of sensor r i is determined by the location (x ri , y ri ) and its angle θ ri , where θ ri ∈ {0, 0.5π, π, 1.5π}. To be specific, the range of a sensor, denoted as its ray, is a set of cells: ray(
and ray(x ri , y ri , 1.5π) = {(x, y) | x = x ri , y ≤ y ri }. A sensor with configuration (x r , y r , θ r ) outputs 1 if there is a moving object in the set of cells ray(x r , y r , θ r ). Otherwise it outputs 0. It is assumed that the ray only detects robots (e.g., by heat or by vision). In other words, if the ray of a sensor includes some obstacle but no robot, the sensor outputs 0. Depending on the locations and orientations of the sensors, we can estimate the position of a target. For example, given that sensor r 1 outputs 1 and sensor r 0 outputs 1, we know that there is a robot in the intersection of the rays from r 1 and r 0 . From bot1's perspective, bot2 is its dynamic environment. The objective of bot1 is given in the form of a temporal logic formula ϕ s1 := ♦(R2 ∧ ♦R1) ∧ ϕ safe , where ϕ safe means bot1 shall not hit any obstacle or bot2.
The dynamics of bot1 are given by
In other words, bot1 can walk in eight compass directions and if it tries to walk off the grid, it will stay in its current cell. The dynamics of bot2 are similar to bot1 except that the input of bot2 is restricted to a set {(1, 0), (0, 1), (−1, 0), (0, −1)}. That is, bot2 cannot move diagonally. If bot2 tries to walk out of the region enclosed by the red boundary, it has to stay in its current cell.
In what follows, we show three experiments with different configurations of the sensors (by configuration we mean the locations and numbers of sensors). Though the game between bot1 and bot2 has infinite number of stages, we carry out each experiment for 1000 steps (at each step either bot1 or bot2 makes a move). In the three experiments, the initial state of the game is ((0, 3), (7, 6) , 1), which means that bot1 is at location (0, 3), bot2 is at (7, 6) and it is bot1 to make the first move. In this example, the number of states in the game is 13 400. Since the construction of belief revision trees is time consuming for a game of this size, we apply the online sensing strategy. Each decision (a physical action or a sequence of sensing actions followed by a physical one) is made in about 0.001 to 0.02 seconds during the online planning. The computation of sure-winning strategy given complete information took 29.56 s. {(2, 0), (3, 1), (4, 2), (5, 3) , (6, 4), (7, 5) , (8, 6 ), (9, 7)}. The results are summarized in Table I . The first column shows the number of sensors that are installed in the environment. The second column is the computation time for a simulation of 1000 steps, which is time linear in the number of steps. In the three experiments, bot1 manages to revisit R 2 and R 1 multiple times and is able to do so infinitely often if the game continues. The third column shows the number of revisits to R 2 (or R 1 ) in 1000 steps. The last column shows the numbers of sensing actions applied in the three experiments. Since bot2 plays randomly, i.e, at each turn it chooses one available action at random, the difference in the number of revisits, the number of applied sensing actions and computation time is in fact not a result of the sensor design but rather because of the randomness in bot2's actions. Through these experiments we observe that in order for bot1 to accomplish its task specified in ϕ s1 , the minimum number of sensors is 6, and the sensor design should cover all the states where bot1 is in the workspace of bot2. Thus, the locations of sensors matter: With a bad choice of sensor, even with 10 sensors, bot1 may not be able to accomplish this task due to unresolvable ambiguity for the game states. For example, placing two sensors next to each other horizontally or vertically provides less coverage than placing them next to each other diagonally. Fig. 5 shows the belief updates for the initial 1000 steps in Experiment 1 with 10 sensors. For the other two experiments, the results are similar. In these experiments, the maximal cardinality of the beliefs is 67. At these states, bot1 believes bot2 can be anywhere in its workspace.
As a comparison, we used the offline solver Alpaga [11] to compute the solution for this game with partial information. Alpaga reduces the partially observable game to one with complete information by a subset construction. Due to the large state space (13 400 states), the solver does not generate any output after 30 minutes and is terminated. The efficiency and practical usability of the proposed method is observed.
VII. CONCLUSION
Our work shows that when additional information can be obtained through sensing actions, one can transform a surewinning strategy with complete information to an observationbased, almost-sure winning strategy with partial information, which is then combined, at runtime, with a sensing strategy to ensure a given temporal logic specification is satisfied with probability 1. The method avoids a subset construction for solving games with partial information. Meanwhile, the active sensing strategy leads to a cost-efficient way of sensor design: Although we require a sufficient set of sensing actions to avoid dead-ends at runtime, the system minimizes the usage of sensing actions by asking the most revealing queries, depending on what specification is to be satisfied, and how much uncertainty the system has about the state at runtime.
A number of future extensions are of interest. First, currently the active sensing strategy minimizes the maximal number of sensing actions over each exploration phase. It is straightforward to design an active sensing strategy that minimizes an upper bound on the cost of sensing during each exploration phase with respect to a given cost function, by solving a constrained minimax problem: The system aims to minimize the cost of sensing actions for the worst-case scenario. Second, the sensing actions' outcomes are deterministic and obtained instantaneously. That is, for a given propositional formula, by applying the corresponding sensing action, the system knows the truth value of that formula. Since in practice many sensor outcomes are probabilistic and delayed, and the environment might be changing during the exploration phase with delayed sensor outcomes, in our future work, we will consider sensing actions with probabilistic and delayed sensor outcomes. Moreover, we will consider both uncertainties in the sensor outcomes and the system dynamics. Uncertainty in the system and environment dynamics gives rise to a two-player stochastic game, for which different solution techniques [34] shall be applied for control synthesis with respect to temporal logic constraints. Third, the framework of planning with sensing actions can be adapted for robot motion planning in human-robot co-work, where human provides information to the robotic system upon queries. For this extension, we are currently investigating modifications that need to be made to account for delays, uncertainty and ambiguity in the information provided by the human.
