Abstract. We classify up to equivalence all finite-dimensional irreducible representations of P SL 2 (Z) whose restriction to the commutator subgroup is diagonalizable.
Introduction
In this paper, we study finite-dimensional representations of the projective modular group P SL 2 (Z). Adriaenssens and Le Bruyn [1] have recently analyzed specific families of representations of P SL 2 (Z), from the point of view of noncommutative algebraic geometry. Also, a complete classification of finite-dimensional irreducible representations of dimension ≤ 5 follows from the work of Tuba and Wenzl [4] on representations of B 3 . Our main result completely classifies up to equivalence all finite-dimensional irreducible representations of P SL 2 (Z) whose restrictions to the commutator subgroup are diagonalizable. These representations are of dimension 1, 2, 3, and 6.
Recall that P SL 2 (Z) has the presentation x, y | x 2 = y 3 = 1 . Its commutator subgroup has index 6 and is generated by the elements xyxy 2 , xy 2 xy; see [3] . Since the index is 6, it follows from standard Clifford Theory that the dimensions of the irreducible representations we are studying divide 6; see, for example, [2, 2.7] for further explanation. This fact is used in our analysis.
The inspiration of this paper comes from the theory of highest weight modules. The finite-dimensional irreducible representations of a complex semisimple Lie algebra are diagonalizable over its Cartan subalgebra. In our study below, we view the commutator of P SL 2 (Z) as playing a role analogous to that of the Cartan subalgebra.
Another way to view our work is as follows: Set G ′ as the commutator subgroup of G and G ′′ as the second commutator subgroup of G. It is well known (see [3] ) that G ′ is a free group in the two generators xyxy 2 and xy 2 xy, and so G ′ /G ′′ is a free abelian group on two generators. In particular, the irreducible representations of G ′ /G ′′ are all one-dimensional. Therefore, by Clifford theory, the restrictions to G ′ /G ′′ of irreducible finite-dimensional representations of G/G ′′ must be diagonalizable. Conversely, every finite-dimensional irreducible representation of G/G ′′ lifts to a representation of G whose restriction to G ′ naturally factors through G/G ′′ . We see that our results amount to a complete classification, up to equivalence, of the irreducible finite-dimensional representations of G/G ′′ . Moreover, since G/G ′′ is abelian-by-finite, the irreducible representations are all finite-dimensional. Our approach is mostly elementary, relying on basic linear algebraic computations and case-by-case analyses. Toward the end of the paper, extensive Maple calculations are used to determine the 6-dimensional representations; an appendix of the Maple code used is included.
Our main results are stated in section 4. Sections 5 and 6 are devoted to the proofs. Preliminary results and notation are given in sections 2 and 3.
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Definitions and Notation
We begin with some relevant definitions. Let k denote an algebraically closed field and M n (k) denote the set of all n × n matrices with entries in k. Let GL n (k) denote the set of all invertible elements of M n (k). 
Notation 2.2.
The following notation will remain in effect for the entire paper: Let G = P SL 2 (Z), which we identify with x, y | x 2 = y 3 = 1 . Let ρ : G → GL n (k) be an irreducible representation of G. Set X = ρ(x), Y = ρ(y), Λ = XY XY 2 , and Γ = XY 2 XY . It then follows that X 2 = Y 3 = I, and (X, Y ) is irreducible. Denote the entry in the i th row and j th column of a matrix X by X i,j . We will use f 1 , . . . , f t to denote the ideal (in a given ring) generated by f 1 , f 2 , . . . f t .
Preliminary Results
Remark 3.1. Since k is algebraically closed, all irreducible solutions to XY = Y X in M n (k) are one-dimensional. 
Similarly, computation with Γ = cI yields
Remark 3.1 thus concludes this proof.
Remark 3.3. Assume Λ and Γ are n × n diagonal matrices, where Λ i,i =: λ i and Γ i,i =: γ i for i = 1, 2, . . . , n. We observe the following properties of Λ and Γ:
• ΛXΛ = X, ΓXΓ = X, ΛY Γ = Y , ΓY 2 Λ = Y
• ΛΓ = ΓΛ, so (XY ) 6 = (Y X) 6 = I.
• Since Y has at least one nonzero entry per row, Λ and Γ are conjugate, and ΛY Γ = Y , then 1 λi = γ j = λ k for each i = 1, 2, . . . , n, and some j, k ∈ {1, 2, . . . , n}. Note that Λ, Γ ∈ GL n (k), so λ i , γ i = 0 for each i = 1, 2, . . . , n.
The proof of the following lemma is routine and omitted.
Lemma 3.4. Let the following properties hold:
(1) X, Y ∈ GL n (k) and have exactly one nonzero entry per row and column
Then (X, Y ) satisfies the above properties if and only if (P XP −1 , P Y P −1 ) satisfies the above properties, where P is a non-singular weighted permutation matrix (i.e. P has exactly one nonzero entry per row and column).
Main Results
Let ρ be an irreducible representation of P SL 2 (Z) which maps the commutator subgroup of P SL 2 (Z) to diagonal matrices in GL n (k). Since the index of the commutator subgroup is 6, it follows from standard Clifford Theory (see, e.g., [2,2.7] that the dimension of ρ divides 6. We thus analyze the cases when n = 1, 2, 3, and 6.
Theorem 4.1. Let k be an algebraically closed field, and let ζ be a primitive cube root of unity if k is not of characteristic 3. Let ρ : P SL 2 (Z) → GL n (k) be an irreducible representation of P SL 2 (Z) = x, y | x 2 = y 3 = 1 which maps the commutator subgroup of P SL 2 (Z) to diagonal matrices in GL n (k). i) If k is not of characteristic 2 or 3, then (ρ(x), ρ(y)) is equivalent to one of the following: 
ii) If k is of characteristic 2, then (ρ(x), ρ(y)) is equivalent to one of the following: 
iii) If k is of characteristic 3, then (ρ(x), ρ(y)) is equivalent to one of the following: 
Furthermore, for n < 6, each of the cases i), ii), and iii) yields distinct equivalence classes. For n = 6 and c 1 , c 2 satisfying the above criteria, the following correspond to the same equivalence class: (c 1 , c 2 ), (
does not equal any of the preceding pairs, then (c
The remainder of the paper is devoted to the proof of this theorem.
Remark 4.2. Since the commutator subgroup of G is generated by xyxy 2 and xy 2 xy, ρ maps the commutator subgroup of G to diagonal matrices in GL n (k) if and only if Λ and Γ are diagonal matrices. Thus the problem reduces to finding distinct equivalence classes of (X, Y ) where
2 is a diagonal matrix, Γ = XY 2 XY is a diagonal matrix, and (X, Y ) is irreducible.
Cases when n=1, n=2, and n=3
In this section, we prove (i), (ii), and (iii) of Theorem 4.1, considering separately the cases when n = 1, 2, and 3.
5.1. n=1. For n = 1, Λ and Γ are trivially diagonal. We only require that (X, Y ) = (a, b) where
In fields of characteristic 2, the only solution to X 2 = 1 is X = 1. In fields of characteristic other than 2, X 2 = 1 has the 2 distinct solutions X = ±1. In fields of characteristic 3, the only solution to Y 3 = 1 is Y = 1. In fields of characteristic other than 3, Y 3 = 1 has the 3 distinct solutions Y = 1, ζ, ζ 2 . We therefore arrive at the desired result.
is a contradiction by Lemma 3.2. Thus assume λ 1 = λ 2 . By explicitly solving ΛXΛ = X, we find that for any i, j ∈ {1, 2}, λ i λ j = 1 if X i,j = 0. If X has more than one nonzero entry per row or column, it follows that λ 1 = λ 2 , which is a contradiction to our assumption. Therefore since X is non-singular, X has exactly one nonzero entry per row and column. Since Λ and Γ are conjugate, we find Γ has diagonal entries γ 1 , γ 2 where γ 1 = γ 2 . Solving ΛY Γ = Y , we find that for any i, j ∈ {1, 2}, λ i γ j = 1 if Y i,j = 0. If Y has more than one nonzero entry per row or column, then either λ 1 = λ 2 or γ 1 = γ 2 , both of which are contradictions. Therefore since Y is non-singular, Y has exactly one nonzero entry per row and column. Hence X and Y are of the form * 0 0 * or 0 * * 0 . If Y is of the latter type, then Y 3 = I, so Y must be diagonal. Clearly X is of the latter form by the irreducibility of (X, Y ). Using 
Conjugating X 1 and Y 1 by permutation matrix
Thus we may assume the following cases: (a, b) = (1, ζ), (1, ζ 2 ), or (ζ, ζ 2 ). Since tr(Y 1 ) is distinct for each of the listed cases, each yields a separate equivalence class. This gives the desired result.
 . By Lemma 3.4, we may assume that either λ 1 = λ 2 = λ 3 , λ 1 = λ 2 = λ 3 , or that λ 1 , λ 2 , and λ 3 are distinct.
In the first case Λ = λ 1 I, which is a contradiction by Lemma 3.2.
We will now solve the third case. By solving ΛXΛ = X, we conclude for any i, j ∈ {1, 2, 3} that λ i λ j = 1 if X i,j = 0. If X has more than one nonzero entry per row or column, we find that λ i = λ j for some i = j, which is a contradiction to our assumption that λ 1 , λ 2 , λ 3 are distinct. Therefore since X is non-singular, X has exactly one nonzero entry per row and column. Solving ΛY Γ = Y , we find that for any i, j ∈ {1, 2, 3}, λ i γ j = 1 if Y i,j = 0. If Y has more than one nonzero entry per row or column, then either λ i = λ j or γ i = γ j for some i = j, both of which are contradictions. Therefore since Y is non-singular, Y has exactly one nonzero entry per row and column. Note, λ k = In case 2, we assume λ 1 = λ 2 = λ 3 . First assuming λ 1 = 1 λ1 and using Remark 3.3, we see λ 3 = 1 λ1 . Again solving ΛXΛ = X, we conclude for any i, j ∈ {1, 2, 3} that
But this implies that X is singular, which is a contradiction. Hence λ 1 = x . This is a contradiction since λ 1 = λ 3 . Hence if k has characteristic 2, there are no irreducible representations from P SL 2 (Z) to GL 3 (k).
We now consider fields k which are not of characteristic 2. Since λ i = and
Hence it is sufficient to check irreducibility for (X 2 , Y 1 ). However, we note that the standard basis matrices can be composed as:
2 .
Note that (X 2 , Y 1 ) and (−X 2 , Y 1 ) yield separate equivalence classes since the trace of the matrices are preserved in each equivalence class and tr(X 2 ) = tr(−X 2 ). We have therefore achieved the desired result.
Case when n=6
In this section, we prove (i), (ii), and (iii) of Theorem 4.1 in the case when n = 6. Proof. Assume X and Y satisfy the hypothesis of the lemma. Let Λ and Γ be diagonal matrices with diagonal entries Λ i,i =: λ i , Γ i,i =: γ i . Note that (X, Y ) satisfies the hypothesis if and only if (P XP −1 , P Y P −1 ) satisfies the hypothesis where P is a permutation matrix. Thus we may assume the diagonal entries of Λ are in one of the following cases, where entries in distinct ordered tuples are not equal and entries in the same ordered tuple are equal:
(
In this case Λ = λ 1 I, which by Lemma 3.2 is a contradiction to the irreducibility of (X, Y ). . Expanding ΛXΛ = X we get a system of equations where for any i, j ∈ {1, . . . , 6},
, we find X must be singular, which is a contradiction. Thus assume λ 1 = 1 λ1 . We conclude from Remark 3.3 that λ 6 = 1 λ6 and hence Λ 2 = I. Because ΛΓ = ΓΛ, we see that
, ABA = BAB, and A 6 = B 6 = I, we can count possible monomials in A and B to find that (A, B) span at most a 24-dimensional space and thus cannot be irreducible. Note (A, B) is irreducible if and only if (X, Y ) is irreducible, since we can generate X and Y from A and B and vice versa. Therefore (X, Y ) is not irreducible. 
Then it follows that
Substituting Λ = XY XY 2 and Γ = XY 2 XY into equation (6.2) and using (Y X)
Given that Λ and Γ are conjugate and λ 1 and λ 6 are not equal to 1, (Γ − I) is invertible. Also by invertibility of (Y X), we deduce (Y X) Let P be a permutation matrix. Note that (X, Y ) satisfies the hypothesis of Lemma 6.1 if and only if (P XP −1 , P Y P −1 ) does. Also, X and Y have one nonzero entry per row and column if and only if P XP −1 and P Y P −1 do. Thus for any permutation matrix P , we may replace (X, Y ) with (P XP −1 , P Y P −1 ). Further case-by-case checking gives us that for each of the 12 possible values of Γ, we are able to replace (X, Y ) with (P XP −1 , P Y P −1 ) for an appropriate permutation matrix P , so that Λ is preserved, 
But then:
This is a contradiction to
Case 6:
. We expand ΛXΛ = X to get a system of equations where for any i, j ∈ {1, . . . , 6},
, then X must be singular, which is a contradiction. Thus λ 6 = In each of these 16 cases, the restriction that XY XY 2 is diagonal forces both X and Y to have exactly one nonzero entry per row and column.
Case 8:
, then we find X must be singular, which is a contradiction. Thus λ 1 = 
Using a similar argument to that in Case 5, we reach a contradiction with both forms of (X, Y ).
We then see that λ 3 , λ 5 , or λ 6 equals 1 λ1 . Expand ΛXΛ = X to get a system of equations where for any i, j ∈ {1, . . . , 6},
, it follows that X is singular, which is a contradiction.
. From ΛXΛ = X, one sees that X 5,5 and X 6,6 are nonzero elements. Note γ . We expand ΛXΛ = X to get a system of equations where for any i, j ∈ {1, . . . , 6},
, then X must be singular, which is a contradiction. Thus λ 1 = Case 11: By solving ΛXΛ = X, we find that for any i, j ∈ {1, . . . , 6}, λ i λ j = 1 if X i,j = 0. If X has more than one nonzero entry per row or column, then λ i = λ j for some i = j, which is a contradiction to our assumption that all λ i are distinct. Therefore since X is non-singular, X has exactly one nonzero entry per row and column. Solving ΛY Γ = Y , we find that for any i, j ∈ {1, . . . , 6},
If Y has more than one nonzero entry per row or column, then either λ i = λ j or γ i = γ j for some i = j, both of which are contradictions. Therefore since Y is non-singular, Y has exactly one nonzero entry per row and column. Proof. Assume (X, Y ) satisfies the hypotheses of Lemma 3.4. Let H be the group of 6 × 6 matrices with exactly one nonzero entry per row and column and with the group operation of matrix multiplication. Let M be the group of all equivalence classes of H where A ∈ H is equivalent to B ∈ H when
Denote [A] ∈ M as the equivalence class of A ∈ H and denote [1] M as the identity element in M . Now consider [X] ∈ M . Since X 2 = I, [X] has order 1 or 2. We see that M is isomorphic to S 6 . The conjugacy classes of S 6 with elements that have order 1 or 2 are represented by (1), (1 2), (1 2) (3 4), and (1 2)(3 4)(5 6). Thus there must be a permutation matrix, P , such that P XP −1 is diagonal or one of
, for suitable choices of x 1 , . . . , x 6 .
Similarly, since Y 3 = I, there must be a permutation matrix, Q, such that QY Q
is diagonal or is equal to 
Since Y ∈ H and Y 2 ∈ H, we find that Y and Y 2 have exactly one nonzero entry per row and column. Thus (X, Y ) can span at most an 18-dimensional space, which is a contradiction to (X, Y ) being irreducible. Now assume QY Q −1 is diagonal for some permutation matrix Q. By a similar argument to that above, we see that Y is a diagonal matrix. Now take an arbitrary monomial in X and Y . Again, this monomial can be expressed as Y a1 XY a2 X . . . Y an where a i = 0, 1, or 2 for i = 1 . . . n. Then since Y is diagonal and X 2 = I,
Since X ∈ H, we find X has one nonzero entry per row and column. Therefore (X, Y ) can span at most a 12-dimensional space, which is a contradiction to (X, Y ) being irreducible. Hence P XP 
From QY ′ = Y * Q, we see that:
From this result and again using QY ′ = Y * Q, we find (c
Note that using:
It remains to check irreducibility of (X ′ , Y ′ ).
Note that conjugating by P = 
irreducible, it is sufficient to generate L and U as k-linear combinations of products in X ′′ , Y ′ . Note that this is a necessary and sufficient condition for (X ′′ , Y ′ ) to be irreducible.
We now find conditions that let us generate L and U from X ′′ and 
. Thus U and L can be generated as above if
2 ) = 0, where R 1 is a polynomial in c 1 and c 2 . Likewise, we attempt to generate U and L using matrices
Using the method above, we obtain a matrix
We are able to generate L and U from the monomials above if det(B 1 ) = R 2 /(c 
We now solve R 1 = R 2 = 0. By factoring R 2 we find
where Specifically, sprem inputs a variable x, and multivariate polynomials in x, say a and b. It computes multivariate polynomials in x with integer coefficients, say m and q, where ma = bq + r, and the degree of x in r is strictly less than the degree of x in b. The output of sprem is the multivariate function r. m is always of the form x n for some n. 
. We now solve R 1 = F 3 = 0 in two different ways. First, we recursively reduce the degree of c 2 by using the Maple command sprem with initial polynomials R 1 and F 3 . We find
where T 1 is an irreducible polynomial in c 1 of degree 28 and where T 2 is an irreducible polynomial in c 1 of degree 40. Alternatively, factor R 1 into (c 2 − c 1 )(c • (c 1 + 1)
where T 3 is an irreducible polynomial of degree 16 and T 4 is an irreducible polynomial of degree 26. Now remove the temporary replacements of c 1 , c 2 , R 1 , and 
, then R 1 = 0, which is a contradiction. We now consider all solutions to R 1 = R 2 = 0.
• If c 1 = c 2 and c 6.4 If ρ : P SL 2 (Z) → GL n (k) is an irreducible 6-dimensional representation of P SL 2 (Z) = x, y | x 2 = y 3 = 1 with X := ρ(x) and Y := ρ(y), it follows from Lemma 6.1 that X and Y have one nonzero entry per row and column. In particular, ρ : P SL 2 (Z) → GL n (k) is an irreducible 6-dimensional representation of P SL 2 (Z) if and only if (X, Y ) satisfies the hypothesis of Lemma 3.4. Then by Lemma 6.2 and Remark 6.3, we have classified the irreducible 6-dimensional representations of P SL 2 (Z) up to equivalence.
Appendix 1
In this Appendix, we list the matrices used in the case-by-case analysis proofs in Lemma 6.1. Again, let γ i denote Γ i,i , and λ i denote Λ i,i . Let (a 1 , a 2 , a 3 , a 4 , a 5 , a 6 ) denote the unique 6 × 6 permutation matrix which maps e i to e ai , where e i is the standard basis vector of k 6 . Case 5: In our proof, we found that λ 1 = 1 λ1 and λ 5 = 1 λ6 . From ΓXΓ = X, we conclude that if γ i γ j = 1, then X i,j = 0. From ΛXΛ = X, we conclude that if λ i λ j = 1, then X i,j = 0. For each of the 30 matrices for Γ in terms of λ i , we determine which entries of X must equal 0. Of the 30 possible matrices for Γ, we found that for all but 14 matrices, X is forced to be singular. Two of these Γ lead to (X, Y ) irreducible. For the 12 remaining matrices for Γ, we replace (X, Y ) with (P XP −1 , P Y P −1 ) for an appropriate permutation matrix P , so that Λ is preserved, γ 1 = γ 2 = γ 5 = γ 6 = λ 1 , γ 3 = λ 5 , and γ 4 = λ 6 . We list each of the 14 possible matrices for Γ, and for the 12 possible matrices for Γ which do not lead to (X, Y ) irreducible, we list the corresponding permutation matrix P .
; P is the identity matrix. (4) γ 1 = γ 2 = γ 5 = γ 6 = λ 1 , γ 3 = λ 6 , γ 4 = λ 5 ; P = (1, 2, 4, 3, 5, 6 ). (5) γ 1 = γ 3 = γ 5 = γ 6 = λ 1 , γ 2 = λ 5 , γ 4 = λ 6 ; P = (1, 3, 2, 4, 5, 6 ). (6) γ 1 = γ 4 = γ 5 = γ 6 = λ 1 , γ 2 = λ 5 , γ 3 = λ 6 ; P = (1, 4, 2, 3, 5, 6 ). 3, 1, 4, 5, 6 ). (10) γ 2 = γ 4 = γ 5 = γ 6 = λ 1 , γ 1 = λ 5 , γ 3 = λ 6 ; P = (2, 4, 1, 3, 5, 6). (11) γ 3 = γ 4 = γ 5 = γ 6 = λ 1 , γ 1 = λ 5 , γ 2 = λ 6 ; P = (3, 4, 1, 2, 5, 6). (12) γ 2 = γ 3 = γ 5 = γ 6 = λ 1 , γ 1 = λ 6 , γ 4 = λ 5 ; P = (2, 3, 4, 1, 5, 6). (13) γ 2 = γ 4 = γ 5 = γ 6 = λ 1 , γ 1 = λ 6 , γ 3 = λ 5 ; P = (2, 4, 3, 1, 5, 6). (14) γ 3 = γ 4 = γ 5 = γ 6 = λ 1 , γ 1 = λ 6 , γ 2 = λ 5 ; P = (3, 4, 2, 1, 5, 6).
Case 7: Here we list the 22 possible values for Γ and the corresponding forms of X and Y . The forms of X and Y are described by which entries (of X or Y respectively) must equal 0. There are 5 forms for X and 22 forms for Y .
For Γ in cases 1 and 6, X has the following form: if X i,j = 0, then (i, j) = (1, 1), (1, 2), (2, 1), (2, 2), (3, 5) , (3, 6) , (4, 5), (4, 6), (5, 3), (5, 4), (6, 3), or (6, 4). For Γ in cases 2 and 4, X has the following form: if X i,j = 0, then (i, j) = (1, 1), (1, 2), (2, 1), (2, 2), (3, 5) , (4, 6), (5, 3), or (6, 4). For Γ in cases 3 and 5, X has the following form: if X i,j = 0, then (i, j) = (1, 1), (1, 2), (2, 1), (2, 2), (3, 6), (4, 5), (5, 4), or (6, 3). For Γ in cases 7, 9, 12, 14, 15, 17, 20, and 22, X has the following form: if X i,j = 0, then (i, j) = (1, 2), (2, 1), (3, 5) , (4, 6), (5, 3), or (6, 4). For Γ in cases 8, 10, 11, 13, 16, 18, 19, and 21, X has the following form: if X i,j = 0, then (i, j) = (1, 2), (2, 1), (3, 6), (4, 5), (5, 4), or (6, 3). λ 6 , λ 4 , λ 1 , λ 1 , λ 1 ) (11) (λ 6 , λ 4 , λ 5 , λ 1 , λ 1 , λ 1 ) (12) (λ 6 , λ 5 , λ 4 , λ 1 , λ 1 , λ 1 )  (13) (λ 1 , λ 1 , λ 1 , λ 4 , λ 5 , λ 6 ) (14) (λ 1 , λ 1 , λ 4 , λ 1 , λ 5 , λ 6 ) (15) (λ 1 , λ 4 , λ 1 , λ 1 , λ 5 , λ 6 )  (16) (λ 4 , λ 1 , λ 1 , λ 1 , λ 5 , λ 6 ) (17) (λ 1 , λ 1 , λ 1 , λ 4 , λ 6 , λ 5 ) (18) (λ 1 , λ 1 , λ 4 , λ 1 , λ 6 , λ 5 )  (19) (λ 1 , λ 4 , λ 1 , λ 1 , λ 6 , λ 5 ) (20) (λ 4 , λ 1 , λ 1 , λ 1 , λ 6 , λ 5 ) For Γ in cases 1, 2, 7, and 8, X has the following form: if X i,j = 0, then (i, j) = (1, 1), (2, 3) , (3, 2) , (4, 4), (5, 6), or (6, 5). For Γ in cases 3, 5, 9, and 11, X has the following form: if X i,j = 0, then (i, j) = (1, 3), (2, 2), (3, 1), (4, 4), (5, 6), or (6, 5). For Γ in cases 4, 6, 10, and 12, X has the following form: if X i,j = 0, then (i, j) = (1, 2), (2, 1), (3, 3) , (4, 4), (5, 6), or (6, 5). 
For Γ in cases 3, 4, 7, and 8, X has the following form: if X i,j = 0, then (i, j) = (1, 2), (2, 1), (3, 3) , (3, 4) , (4, 3), (4, 4), (5, 6), or (6, 5). For Γ in cases 1, 2, 5, and 6, X has the following form: if X i,j = 0, then (i, j) = (1, 1), (1, 2), (2, 1), (2, 2), (3, 4), (4, 3), (5, 6), or (6, 5). For Γ in cases 9, 10, 19, and 20, X has the following form: if X i,j = 0, then (i, j) = (1, 1), (1, 2), (2, 1), (2, 2), (3, 3) , (3, 4) , (4, 3), (4, 4), (5, 6), or (6, 5). For Γ in cases 11, 12, 13, 14, 15, 16, 17, and 18, X has the following form: if X i,j = 0, then (i, j) = (1, 1), (2, 2) , (3, 3) , (4, 4), (5, 6), or (6, 5). (1) (λ 1 , λ 5 , λ 3 , λ 6 , λ 1 , λ 3 ) (2) (λ 1 , λ 5 , λ 6 , λ 3 , λ 1 , λ 3 ) (3) (λ 1 , λ 6 , λ 3 , λ 5 , λ 1 , λ 3 ) (4) (λ 1 , λ 6 , λ 5 , λ 3 , λ 1 , λ 3 ) (5) (λ 3 , λ 5 , λ 1 , λ 6 , λ 1 , λ 3 ) (6) (λ 3 , λ 5 , λ 6 , λ 1 , λ 1 , λ 3 ) (7) (λ 3 , λ 6 , λ 1 , λ 5 , λ 1 , λ 3 ) (8) (λ 3 , λ 6 , λ 5 , λ 1 , λ 1 , λ 3 ) (9) (λ 5 , λ 1 , λ 3 , λ 6 , λ 1 , λ 3 ) (10) (λ 5 , λ 1 , λ 6 , λ 3 , λ 1 , λ 3 ) (11) (λ 5 , λ 3 , λ 1 , λ 6 , λ 1 , λ 3 ) (12) (λ 5 , λ 3 , λ 6 , λ 1 , λ 1 , λ 3 ) (13) (λ 6 , λ 1 , λ 3 , λ 5 , λ 1 , λ 3 ) (14) (λ 6 , λ 1 , λ 5 , λ 3 , λ 1 , λ 3 ) (15) (λ 6 , λ 3 , λ 1 , λ 5 , λ 1 , λ 3 ) (16) (λ 6 , λ 3 , λ 5 , λ 1 , λ 1 , λ 3 ) (17) (λ 1 , λ 5 , λ 3 , λ 6 , λ 3 , λ 1 ) (18) (λ 1 , λ 5 , λ 6 , λ 3 , λ 3 , λ 1 ) (19) (λ 1 , λ 6 , λ 3 , λ 5 , λ 3 , λ 1 ) (20) (λ 1 , λ 6 , λ 5 , λ 3 , λ 3 , λ 1 ) (21) (λ 3 , λ 5 , λ 1 , λ 6 , λ 3 , λ 1 ) (22) (λ 3 , λ 5 , λ 6 , λ 1 , λ 3 , λ 1 ) (23) (λ 3 , λ 6 , λ 1 , λ 5 , λ 3 , λ 1 ) (24) (λ 3 , λ 6 , λ 5 , λ 1 , λ 3 , λ 1 ) (25) (λ 5 , λ 1 , λ 3 , λ 6 , λ 3 , λ 1 ) (26) (λ 5 , λ 1 , λ 6 , λ 3 , λ 3 , λ 1 ) (27) (λ 5 , λ 3 , λ 1 , λ 6 , λ 3 , λ 1 ) (28) (λ 5 , λ 3 , λ 6 , λ 1 , λ 3 , λ 1 ) (29) (λ 6 , λ 1 , λ 3 , λ 5 , λ 3 , λ 1 ) (30) (λ 6 , λ 1 , λ 5 , λ 3 , λ 3 , λ 1 ) (31) (λ 6 , λ 3 , λ 1 , λ 5 , λ 3 , λ 1 ) (32) (λ 6 , λ 3 , λ 5 , λ 1 , λ 3 , λ 1 ) (33) (λ 1 , λ 1 , λ 3 , λ 3 , λ 5 , λ 6 ) (34) (λ 1 , λ 3 , λ 1 , λ 3 , λ 5 , λ 6 ) (35) (λ 1 , λ 3 , λ 3 , λ 1 , λ 5 , λ 6 ) (36) (λ 3 , λ 1 , λ 1 , λ 3 , λ 5 , λ 6 ) (37) (λ 3 , λ 1 , λ 3 , λ 1 , λ 5 , λ 6 ) (38) (λ 3 , λ 3 , λ 1 , λ 1 , λ 5 , λ 6 ) (39) (λ 1 , λ 1 , λ 3 , λ 3 , λ 6 , λ 5 ) (40) (λ 1 , λ 3 , λ 1 , λ 3 , λ 6 , λ 5 ) (41) (λ 1 , λ 3 , λ 3 , λ 1 , λ 6 , λ 5 ) (42) (λ 3 , λ 1 , λ 1 , λ 3 , λ 6 , λ 5 ) (43) (λ 3 , λ 1 , λ 3 , λ 1 , λ 6 , λ 5 ) (44) (λ 3 , λ 3 , λ 1 , λ 1 , λ 6 , λ 5 ) For Γ in cases 1, 3, 5, 7, 10, 12, 14, 16, 17, 19, 21, 23, 26, 28, 30, 32, 35, 36, 41, and 42, X has the following form: if X i,j = 0, then (i, j) = (1, 3), (2, 4), (3, 1), (4, 2), (5, 6), or (6, 5). For Γ in cases 2, 4, 6, 8, 9, 11, 13, 15, 18, 20, 22, 24, 25, 27, 29, 31, 34, 37, 40, and 43 X has the following form: if X i,j = 0, then (i, j) = (1, 4), (2, 3) , (3, 2) , (4, 1), (5, 6), or (6, 5). For Γ in cases 33, 38, 39, and 44, X has the following form: if X i,j = 0, then (i, j) = (1, 3), (1, 4), (2, 3) , (2, 4) , (3, 1) , (3, 2) , (4, 1), (4, 2), (5, 6), or (6, 5). Fix Γ in one of the above cases. Then Y has the following form: if Y i,j = 0, then λ i γ j = 1. We note that the selection of Γ in the cases 1 through 32 does not force (X, Y ) to be reducible.
Case 10: Listed below are the 24 possible values for Γ and the corresponding forms of X and Y . The forms of X and Y are described by which entries (of X or Y respectively) must equal 0. There are 2 forms for X and 24 forms for Y . (γ 1 , γ 2 , γ 3 , γ 4 , γ 5 , γ 6 ) = (1) (λ 1 , λ 1 , λ 5 , λ 6 , λ 3 , λ 4 ) (2) (λ 1 , λ 1 , λ 6 , λ 5 , λ 3 , λ 4 ) (3) (λ 5 , λ 6 , λ 1 , λ 1 , λ 3 , λ 4 ) (4) (λ 6 , λ 5 , λ 1 , λ 1 , λ 3 , λ 4 ) (5) (λ 1 , λ 1 , λ 5 , λ 6 , λ 4 , λ 3 ) (6) (λ 1 , λ 1 , λ 6 , λ 5 , λ 4 , λ 3 ) (7) (λ 5 , λ 6 , λ 1 , λ 1 , λ 4 , λ 3 ) (8) (λ 6 , λ 5 , λ 1 , λ 1 , λ 4 , λ 3 ) (9) (λ 1 , λ 1 , λ 3 , λ 4 , λ 5 , λ 6 ) (10) (λ 1 , λ 1 , λ 4 , λ 3 , λ 5 , λ 6 ) (11) (λ 3 , λ 4 , λ 1 , λ 1 , λ 5 , λ 6 ) (12) (λ 4 , λ 3 , λ 1 , λ 1 , λ 5 , λ 6 ) (13) (λ 1 , λ 1 , λ 3 , λ 4 , λ 6 , λ 5 ) (14) (λ 1 , λ 1 , λ 4 , λ 3 , λ 6 , λ 5 ) (15) (λ 3 , λ 4 , λ 1 , λ 1 , λ 6 , λ 5 ) (16) (λ 4 , λ 3 , λ 1 , λ 1 , λ 6 , λ 5 ) (17) (λ 3 , λ 4 , λ 5 , λ 6 , λ 1 , λ 1 ) (18) (λ 3 , λ 4 , λ 6 , λ 5 , λ 1 , λ 1 ) (19) (λ 4 , λ 3 , λ 5 , λ 6 , λ 1 , λ 1 ) (20) (λ 4 , λ 3 , λ 6 , λ 5 , λ 1 , λ 1 ) (21) (λ 5 , λ 6 , λ 3 , λ 4 , λ 1 , λ 1 ) (22) (λ 5 , λ 6 , λ 4 , λ 3 , λ 1 , λ 1 ) (23) (λ 6 , λ 5 , λ 3 , λ 4 , λ 1 , λ 1 ) (24) (λ 6 , λ 5 , λ 4 , λ 3 , λ 1 , λ 1 ) For Γ in cases 3, 4, 7, 8, 11, 12, 15, 16, 17, 18, 19, 20, 21, 22, 23 , and 24, X has the following form: if X i,j = 0, then (i, j) = (1, 2), (2, 1), (3, 4) , (4, 3), (5, 6), or (6, 5). For Γ in cases 1, 2, 5, 6, 9, 10, 13, and 14, X has the following form: if X i,j = 0, then (i, j) = (1, 1), (1, 2), (2, 1), (2, 2), (3, 4), (4, 3) , (5, 6), or (6, 5). > sprem(c1 * c2 ∧ 2 -1, A6, c2, 'm', 'q'); > factor(%); > A7:= sprem(R3, F3, c2, 'm', 'q'); > A8:= sprem(F3, A7, c2, 'm', 'q'); > A9:= sprem(A7, A8, c2, 'm', 'q'); > sprem(A8, A9, c2, 'm', 'q'); > factor(%);
To solve R 1 = R 2 = c ∧ 2 -c1 + 1, c1, 'm', 'q'); > sprem(c1 ∧ 2 -c1 + 1, B4, c1, 'm', 'q'); > factor(%);
