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Abstract
Few problems in statistics are as perplexing as variable selection in the presence
of very many redundant covariates. The variable selection problem is most familiar in
parametric environments such as the linear model or additive variants thereof. In this
work, we abandon the linear model framework, which can be quite detrimental when
the covariates impact the outcome in a non-linear way, and turn to tree-based methods
for variable selection. Such variable screening is traditionally done by pruning down
large trees or by ranking variables based on some importance measure. Despite
heavily used in practice, these ad-hoc selection rules are not yet well understood
from a theoretical point of view. In this work, we devise a Bayesian tree-based
probabilistic method and show that it is consistent for variable selection when the
regression surface is a smooth mix of p > n covariates. These results are the first
model selection consistency results for Bayesian forest priors. Probabilistic assessment
of variable importance is made feasible by a spike-and-slab wrapper around sum-
of-trees priors. Sampling from posterior distributions over trees is inherently very
difficult. As an alternative to MCMC, we propose ABC Bayesian Forests, a new
ABC sampling method based on data-splitting that achieves higher ABC acceptance
rate. We show that the method is robust and successful at finding variables with high
marginal inclusion probabilities. Our ABC algorithm provides a new avenue towards
approximating the median probability model in non-parametric setups where the
marginal likelihood is intractable.
Keywords: Approximate Bayesian Computation, BART, Consistency, Spike-and-Slab, Vari-
able Selection.
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1 Perspectives on Non-parametric Variable Selection
In its simplest form, variable selection is most often carried out in the context of linear
regression (Fan and Li, 2001; George and McCulloch, 1993; Tibshirani, 1996)). However,
confinement to linear parametric forms can be quite detrimental for variable importance
screening, when the covariates impact the outcome in a non-linear way (Turlach (2004)).
Rather than first selecting a parametric model to filter out variables, another strategy is
to first select variables and then build a model. Adopting this reversed point of view, we
focus on developing methodology for the so called “model-free” variable selection (Chipman
et al., 2001).
There is a long strand of literature on the fundamental problem of non-parametric vari-
able selection. One line of research focuses on capturing non-linearities and interactions
with basis expansions and performing grouped shrinkage/selection on sets of coefficients
(Lin and Zhang, 2006; Radchenko and James, 2010; Ravikumar et al., 2009; Scheipl, 2011).
Lafferty and Wasserman (2008) propose the RODEO method for sparse non-parametric
function estimation through regularization of derivative expectation operator and provide
a consistency result for the selection of the optimal bandwidth. Candes et al. (2018) propose
a model-free knock-off procedure, controlling FDR in settings when the conditional distri-
bution of the response is arbitrary. In the Bayesian literature, Savitsky et al. (2011) deploy
spike-and-slab priors on covariance parameters of Gaussian processes to erase variables. In
this work, we focus on other non-parametric regression techniques, namely trees/forests
which have been ubiquitous throughout machine learning and statistics (Breiman, 2001;
Chipman et al., 2010). The question we wish to address is whether one can leverage the
flexibility of regression trees for effective (consistent) variable importance screening.
While trees are routinely deployed for data exploration, prediction and causal infer-
ence (Gramacy and Lee, 2008; Hill, 2011; Taddy et al., 2011), they have also been used
for dimension reduction and variable selection. This is traditionally done by pruning out
variables or by ranking them based on some importance measure. The notion of variable
importance was originally proposed for CART using overall improvement in node impu-
rity involving surrogate predictors (Breiman et al., 1984). In random forests, for example,
2
the importance measure consists of a difference between prediction errors before and af-
ter noising the covariate through a permutation in the out-of-bag sample. However, this
continuous variable importance measure is on an arbitrary scale, rendering variable selec-
tion ultimately ad-hoc. Principled selection of the importance threshold (with theoretical
guarantees such as FDR control or model selection consistency) is still an open problem.
Simplified variants of importance measures have begun to be understood theoretically for
variable selection only very recently (Ishwaran, 2007; Kazemitabar et al., 2017).
Bayesian trees and forests select variables based on probabilistic considerations. The
BART procedure (Chipman et al., 2010) can be adapted for variable selection by forcing
the number of available splits (trees) to be small, thereby introducing competition be-
tween predictors. BART then keeps track of predictor inclusion frequencies and outputs
a probabilistic importance measure: an average proportion of all splitting rules inside a
tree ensemble that split on a given variable, where the average is taken over the MCMC
samples. This measure cannot be directly interpreted as the posterior variable inclusion
probability in anisotropic regression surfaces, where wigglier directions require more splits.
Bleich et al. (2014) consider a permutation framework for obtaining the null distribution of
the importance weights. Zhu et al. (2015) implement reinforcement learning for selection
of splitting variables during tree construction to encourage splits on fewer more important
variables. All these developments point to the fact that regularization is key to enhancing
performance of trees/forests in high dimensions. Our approach differs in that we impose
regularization from outside the tree/forest through a spike-and-slab wrapper.
Spike-and-slab variable selection consistency results have relied on analytical tractabil-
ity (approximation availability) of the marginal likelihood (Castillo et al., 2015; Johnson
and Rossell, 2012; Narisetty and He, 2014). Nicely tractable marginal likelihoods are ulti-
mately unavailable in our framework, rendering the majority of the existing theoretical tools
inapplicable. For these contexts, Yang and Pati (2017) characterized general conditions for
model selection consistency, extending the work of Lember and van der Vaart (2007) to
non iid setting. Exploiting these developments, we show variable selection consistency of
our non-parametric spike-and-slab approach when the regression function is a smooth mix
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of covariates. Building on Rocˇkova´ and van der Pas (2017), our paper continues the inves-
tigation of missing theoretical properties of Bayesian CART and BART. We show model
selection consistency when the smoothness is known as well as joint consistency for both
the regularity level and active variable set when the smoothness is not known and when
p > n. These results are the first model selection consistency results for Bayesian forest
priors.
The absence of tractable marginal likelihood complicates not only theoretical analysis,
but also computation. We turn to Approximate Bayesian Computation (ABC) (Csillery
et al. (2010); Marin et al. (2012); Plagnol and Tavare´ (2004)) and propose a procedure for
model-free variable selection. Our ABC method does not require the use of low-dimensional
summary statistics and, as such, it does not suffer from the known difficulty of ABC model
choice (Robert et al. (2011)). Our method is based on sample splitting where at each
iteration (a) a random subset of data is used to come up with a proposal draw and (b) the
rest of the data is used for ABC acceptance. This new data-splitting approach increases
ABC effectiveness by increasing its acceptance rate. ABC Bayesian forests relate to the
recent line of work on combining machine learning with ABC (Jiang et al., 2017; Pudlo
et al., 2015). We propose dynamic plots that describe the evolution of marginal inclusion
probabilities as a function of the ABC selection threshold.
The paper is structured as follows. Section 2 introduces the spike-and-slab wrapper
around tree priors. Section 3 develops the ABC variable selection algorithm. Section 4
presents model selection consistency results. Section 5 demonstrates the usefulness of the
ABC method on simulated data and Section 6 wraps up with a discussion.
1.1 Notation
With ‖ · ‖n we denote the empirical L2 norm. The class of functions f(x) : [0, 1]p → R such
that f(·) is constant in all directions excluding S0 ⊆ {1, . . . , p} is denoted with C(S0). With
Hαp , we denote α-Ho¨lder continuous functions with a smoothness coefficient α. Operator
a . b denotes a is less or equal to b, up to a multiplicative positive constant, and a  b
denotes a . b and b . a. The ε-covering number of a set Ω for a semimetric d, denoted by
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N(ε; Ω; d), is the minimal number of d-balls of radius ε needed to cover set Ω.
2 Bayesian Subset Selection with Trees
We will work within the purview of non-parametric regression, where a vector of continuous
responses Y (n) = (Y1, . . . , Yn)
′ is linked to fixed (rescaled) predictors xi = (xi1, . . . , xip)′ ∈
[0, 1]p for 1 ≤ i ≤ n through
Yi = f0(xi) + εi with εi ∼ N (0, σ2) for 1 ≤ i ≤ n, (1)
where f0(·) is the regression mixing function and σ2 > 0 is a scalar. It is often reasonable
to expect that only a small subset S0 of q0 = |S0| predictors actually exert influence on
Y (n) and contribute to the mix. The subset S0 is seldom known with certainty and we are
faced with the problem of variable selection. Throughout this paper, we assume that the
regression surface is smoothly varying (α-Ho¨lder continuous) along the active directions S0
and constant otherwise, i.e. we write f0 ∈ Hαp ∩ C(S0).
Unlike linear models that capture the effect of a single covariate with a single coefficient,
we permit non-linearities/interactions and capture variable importance with (additive) re-
gression trees. By doing so, we hope to recover non-linear signals that could be otherwise
missed by linear variable selection techniques.
As with any other non-parametric regression method, regression trees are vulnerable to
the curse of dimensionality, where prediction performance deteriorates dramatically as the
number of variables p increases. If an oracle were to isolate the active covariates S0, the
fastest achievable estimation rate would be n−α/(2α+|S0|). This rate depends only on the
intrinsic dimensionality q0 = |S0|, not the actual dimensionality p which can be much larger
than n. Recently, Rocˇkova´ and van der Pas (2017) showed that with suitable regularization,
the posterior distribution for Bayesian CART and BART actually concentrates at this fast
rate (up to a log factor), adapting to the intrinsic dimensionality and smoothness. Later
in Section 4, we continue their theoretical investigation and focus on consistent variable
selection, i.e. estimation of S0 rather than f0(·). Spike-and-slab regularization plays a key
role in obtaining these theoretical guarantees.
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2.1 Trees with Spike-and-Slab Regularization
Many applications offer a plethora of predictors and some form of redundancy penalization
has to be incurred to cope with the curse of dimensionality. Bayesian regression trees
were originally conceived for prediction rather than variable selection. Indeed, original
tree implementations of Bayesian CART (Chipman et al. (1998); Denison et al. (1998)) do
not seem to penalize inclusion of redundant variables aggressively enough. As noted by
Linero (2018), the prior expected number of active variables under the Bayesian CART
prior of Chipman et al. (1998) satisfies limp→∞ E[q] = K − 1 as p → ∞ where K is the
fixed number of bottom leaves. This behavior suggests that (in the limit) the prior forces
inclusion of the maximal number of variables while splitting on them only once. This is
far from ideal. To alleviate this issue, we deploy the so-called spike-and-forest priors, i.e.
spike-and-slab wrappers around sum-of-trees priors (Rocˇkova´ and van der Pas (2017)). As
with the traditional spike-and-slab priors, the specification starts with a prior distribution
over the 2p active variable sets:
S ∼ pi(S) for each S ⊆ {1, . . . , p}. (2)
We elaborate on the specific choices of pi(S) later in Section 3.2 and Section 4.
Given the pool of variables S, a regression tree/forest is grown using only variables inside
S. This prevents the trees from using too many variables and thereby from overfitting.
Recall that each individual regression tree is characterized by two components: (1) a tree-
shaped K-partition of [0, 1]p, denoted with T , and (2) bottom node parameters (step
heights), denoted with β ∈ RK . Starting with a parent node [0, 1]p, each K-partition
is grown by recursively dissecting rectangular cells at chosen internal nodes along one of
the active coordinate axes, all the way down to K terminal nodes. Each tree-shaped K-
partition T = {Ωk}Kk=1 consists of K partitioning rectangles Ωk ⊂ [0, 1]p.
While Bayesian CART approximates f0(x) with a single tree mappings fT ,β(x) =∑K
k=1 I(x ∈ Ωk)βk, Bayesian Additive Regression Trees (BART) use an aggregate of T
mappings
fE,B(x) =
T∑
t=1
fT t,βt(x)
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where E = {T 1, . . . , T T} is an ensemble of tree partitions and B = [β1, . . . ,βT ] is an
ensemble of step coefficients. In a fully Bayesian approach, prior distributions have to be
specified over the set of tree structures E and over terminal node heights B. The spike-
and-forest construction can accommodate various tree prior options.
To assign a prior over E for a given T , one possibility is to first pick the number of
bottom nodes, independently for each tree, from a prior
Kt ∼ pi(K) for K = 1, . . . , n, (3)
such as the Poisson distribution (Denison et al., 1998). Next, one can pick a tree partition
ensemble from a uniform prior over valid forests E ∈ VEKS , i.e.
pi(E | S,K) = 1
∆(VEKS )
I
(E ∈ VEKS ) , (4)
where ∆(VEKS ) is the number of valid tree ensembles characterized byK bottom leaves and
split directions S. We say that a forest is valid if it consists of trees that have non-empty
bottom leaves. The prior (3) and (4) was deployed in the Bayesian CART implementation of
Denison et al. (1998) (with T = 1) and it was studied theoretically by Rocˇkova´ and van der
Pas (2017). Another related Bayesian forest prior (implemented in the BART procedure
and studied theoretically by Rocˇkova´ and Saha (2019)) consists of an independent product
of branching process priors (one for each tree) with decaying split probabilities (Chipman
et al., 1998). The implementation is very similar to the one of Denison et al. (1998).
Finally, given the partitions T t of size Kt for 1 ≤ t ≤ T , one assigns (independently for
each tree) a Gaussian product prior on the step heights
pi(βt |Kt) =
Kt∏
k=1
φ(βtk;σ
2
β), (5)
where φ(x;σ2β) denotes a Gaussian density with mean zero and variance σ
2
β = 1/T (as
suggested by Chipman et al. (2010)). The prior for σ2 can be chosen as inverse chi-squared
with hyperparameteres chosen based on an estimate of the residual standard deviation of
the data (Chipman et al., 2010).
The most crucial component in the spike-and-forest construction, which sets it apart
from existing BART implementations, is the active set S which serves to mute variables
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by restricting the pool of predictors available for splits. The goal is to learn which set S
is most likely (a posteriori) and/or how likely each variables is to have contributed to f0.
Unlike related tree-based variable selection criteria, the spike-and-slab envelope makes it
possible to perform variable selection directly by evaluating posterior model probabilities
Π(S | Y (n)) or marginal inclusion probabilities Π(j ∈ S0 | Y (n)) for 1 ≤ j ≤ p. Random
forests (Breiman (2001)) also mute variables, but they do so from within the tree by
randomly choosing a small subset of variables for each split. The spike-and-slab approach
mutes variables externally rather than internally. Bleich et al. (2014) note that when the
number of trees is small, the Gibbs sampler for BART can get trapped in local modes
which can destabilize the estimation procedure. On the other hand, when the number
of trees is large, there are ample opportunities for the noise variables to enter the model
without necessarily impacting the model fit, making variable selection very challenging.
Our spike-and-slab wrapper is devised to get around this problem.
The problem of variable selection is fundamentally challenged by the sheer size of possi-
ble variable subsets. For linear regression, (a) MCMC implementations exists that capital-
ize on the availability of marginal likelihood (Guan and Stephens, 2011; Narisetty and He,
2014), (b) optimization strategies exist for both continuous (Rocˇkova´ and George (2018);
Rocˇkova´ (2017)) and point-mass spike-and slab priors (Carbonetto and Stephens, 2012).
These techniques do not directly translate to tree models, for which tractable marginal like-
lihoods pi(Y (n) | S) are unavailable. To address this computational challenge, we explore
ABC techniques as a new promising avenue for non-parametric spike-and-slab methods.
3 ABC for Variable Selection
Performing (approximate) posterior inference in complex models is often complicated by the
analytical intractability of the marginal likelihood. Approximate Bayesian Computation
(ABC) is a simulation-based inference framework that obviates the need to compute the
likelihood directly by evaluating the proximity of (sufficient statistics of) observed data and
pseudo-data simulated from the likelihood. Simon Tavare´ first proposed the ABC algorithm
for posterior inference (Tavare´ et al., 1997) in the 1990’s and since then it has widely been
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used in population genetics, systems biology, epidemiology and/or phylogeography1.
Combined with a probabilistic structure over models, marginal likelihoods give rise
to posterior model probabilities, a standard tool for Bayesian model choice. When the
marginal likelihood is unavailable (our case here), ABC offers a unique computational
solution. However, as pointed out by Robert et al. (2011), ABC cannot be trusted for
model comparisons when model-wise sufficient summary statistics are not sufficient across
models. The ABC approximation to Bayes factors then does not converge to exact Bayes
factors, rendering ABC model choice fundamentally untrustworthy. A fresh new perspective
to ABC model choice was offered in Pudlo et al. (2015), who rephrase model selection as
a classification problem that can be tackled with machine learning tools. Their idea is
to treat the ABC reference table (consisting of samples from a prior model distribution
and high-dimensional vectors of summary statistics of pseudo-data obtained from the prior
predictive distribution) as an actual data set, and to train a random forest classifier that
predicts a model label using the summary statistics as predictors. Their goal is to produce
a stable model decision based on a classifier rather than on an estimate of posterior model
probabilities. Our approach has a similar flavor in the sense that it combines machine
learning with ABC, but the concept is fundamentally very different. Here, the fusion of
Bayesian forests and ABC is tailored to non-parametric variable selection towards obtaining
posterior variable inclusion probabilities. Our model selection approach does not suffer from
the difficulty of ABC model choice as we do not commit to any summary statistics and use
random subsets of observations to generate the ABC reference table.
3.1 Naive ABC Implementation
For its practical implementation, our Bayesian variable selection method requires sam-
pling from the posterior distribution over subsets Π(S | Y (n)) under the spike-and-forest
prior (4), (3) and (2). Given a single tree partition T , the (conditional) marginal likeli-
hood pi(Y (n) | T ,S) is available in closed form, facilitating implementations of Metropolis-
Hastings algorithms (Chipman et al. (1998), Denison et al. (1998)) (see Section 7.4). How-
1The study of how human beings migrated throughout the world in the past.
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ever, such MCMC schemes can suffer from poor mixing. Taking advantage of the fact that,
despite being intractable, one can simulate from the marginal likelihood pi(Y (n) |S), we will
explore the potential of ABC as a complementary development to MCMC implementations.
The principle at core of ABC is to perform approximate posterior inference from a
given dataset by simulating from a prior distribution and by comparisons with numerous
synthetic datasets. In its standard form, an ABC implementation of model choice creates
a reference table, recording a large number of datasets simulated from the model prior and
the prior predictive distribution under each model. Here, the table consists of M pairs
(Sm,Y ?m) of model indices Sm, simulated from the prior pi(S), and pseudo-data Y ?m ∈ Rn,
simulated from the marginal likelihood pi(Y (n) | Sm). To generate Y ?m in our setup, one
can hierarchically decompose the marginal likelihood
pi(Y (n) | S) =
∫
(fE,B ,σ2)
pi(Y (n) | fE,B, σ2)dpi(fE,B, σ2 | S) (6)
and first draw (fmE,B, σ
2
m) from the prior pi(fE,B, σ
2 | S) and obtain Y ?m from (1), given
(fmE,B, σ
2
m). ABC sampling is then followed by an ABC rejection step, which extracts pairs
(Sm,Y ?m) such that Y ?m is close enough to the actual observed data. In other words, one
trims the reference table by keeping only model indices Sm paired with pseudo-observations
that are at most -away from the observed data, i.e. ‖Y obs −Y ?m‖2 ≤  for some tolerance
level . These extracted values comprise an approximate ABC sample from the posterior
pi(S | Y (n)), which should be informative for the relative ordering of the competing mod-
els, and thus variable selection (Grelaud et al. (2009)). Note that this particular ABC
implementation does not require any use of low-dimensional summary statistics, where re-
jection is based solely on Y obs. While theoretically justified, this ABC variant has two
main drawbacks.
First, with very many predictors, it will be virtually impossible to sample from all 2p
model combinations at least once, unless the reference table is huge. Consequently, relative
frequencies of occurrence of a model Sm in the trimmed ABC reference table may not be a
good estimate of the posterior model probability pi(Sm | Y (n)). While the model with the
highest posterior probability pi(Sm |Y (n)) is commonly conceived as the right model choice,
it may not be the optimal model for prediction. Indeed, in nested correlated designs and
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orthogonal designs, it is the median probability model that is predictive optimal (Barbieri
and Berger (2004)). The median probability model (MPM) consists of those variables
whose marginal inclusion probabilities P(j ∈ S0 | Y (n)) are at least 0.5. While simulation-
based estimates of posterior model probabilities P(S | Y (n)) can be imprecise, we argue
(and show) that ABC estimates of marginal inclusion probabilities P(j ∈ S0 |Y (n)) are far
more robust and stable.
The second difficulty is purely computational and relates to the issue of coming up with
good proposals fmE,B such that the pseudo-data are sufficiently close to Y
obs. Due to the
vastness of the tree ensemble space, it would be naive to think that one can obtain solid
guesses of f0 purely by sampling from non-informative priors. This is why we call this
ABC implementation naive. These considerations lead us to a new data-splitting ABC
modification that uses a random portion of the data to train the prior and to generate
pseudo-data with more affinity to the left-out observations.
3.2 ABC Bayesian Forests
By sampling directly from uninformative priors over tree ensembles pi(fE,B, σ2 | S), the
acceptance rate of the naive ABC can be prohibitively small where huge reference tables
would be required to obtain only a few approximate samples from the posterior.
To address this problem, we suggest a sample-splitting approach to come up with draws
that are less likely to be rejected by the ABC method. At each ABC iteration, we first
draw a random subsample I ⊂ {1, . . . , n} of size |I| = s with no replacement. Then we
split the observed data Y (n) into two groups, denoted with Y
(n)
I and Y
(n)
Ic , and rewrite the
marginal likelihood (6) in a conditional form
pi(Y (n) | Y (n)I ,S) =
∫
(fE,B ,σ2)
pi(Y
(n)
Ic | fE,B, σ2)dpiI(fE,B, σ2 | S) (7)
where
piI(fE,B, σ2 | S) = pi(fE,B, σ2 | Y (n)I ,S). (8)
This simple decomposition unfolds new directions for ABC sampling based on data split-
ting. Instead of using all observations Y obs to accept/reject each draw, we set aside a
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random subset of data Y obsIc for ABC rejection and use Y
obs
I to “train the prior”. The
key observation is that the samples from the prior piI(fE,B, σ2 | S), i.e. the posterior
pi(fE,B, σ2 | Y (n)I ,S), will have seen a part of the data and will produce more realistic
guesses of f0. Such guesses are more likely to yield pseudo-data that match Y
obs
Ic more
closely, thereby increasing the acceptance rate of ABC sampling. Note that the acceptance
step is based solely on the left-out sample Y obsIcm , not the entire data. Similarly as the naive
ABC outlined in the previous section, we first sample the subset S from the prior pi(S)
and then obtain draws from the conditional marginal likelihood under an updated prior
piI(fE,B, σ2 | S). This corresponds to an ABC strategy for sampling from pi(S | Y (n)Ic ) un-
der the priors (2) and (8). As will be seen later, this conditional posterior is effective for
assessing variable importance. Moreover, if pi(S) is close to pi(S | Y (n)I ) (when the training
set is small relative to the ABC rejection set), this ABC will produce approximate samples
from the original target pi(S | Y (n)).
The ABC Bayesian Forests algorithm is formally summarized in Table 1. It starts by
splitting the dataset into two subsets at each (mth) iteration: Y obsIm for fitting and Y
obs
Icm for
ABC rejection. The algorithm then proceeds by sampling an active set S from pi(S). Using
the spike-and-slab construction, one can draw Bernoulli indicators γ = (γ1, . . . , γp)
′ where
P(γj = 1 | θ) = θ for some prior inclusion probability θ ∈ (0, 1) and set Sm = {j : γj = 1}.
When sparsity is anticipated, one can choose θ to be small or to arise from a beta prior
B(a, b) for some a > 0 and b > 0 (yielding the beta-binomial prior). We discuss other
suitable prior model choices in Section 4.
In the (c) step of ABC Bayesian Forests, one obtains a sample from the posterior of
(fE,B, σ2), given Y obsIm . For this step, one can leverage existing implementations of Bayesian
CART and BART (e.g. the BART R package of McCulloch et al. (2018)). A single draw from
the posterior is obtained after a sufficient burn-in. In this vein, one can view ABC Bayesian
Forests as a computational envelope around BART to restrict the pool of available variables.
The (d) step then consists of predicting the outcome Y ?Icm for left-out observations xi using
(1) for each i ∈ Icm. The last step is ABC rejection based on the discrepancy between Y ?Icm
and Y obsIcm .
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Algorithm 1 : ABC Bayesian Forests
Data: Data (Y obsi , xi) for 1 ≤ i ≤ n
Result: pij() for 1 ≤ j ≤ p where pij() = P̂(j ∈ S0 | Y (n))
Set M : the number of ABC simulations; s: the subsample size; : the tolerance threshold;
m = 0 the counter
while m ≤M do ahoj
(a) Split data Y obs into Y obsIm and Y
obs
Icm , where Im ⊂ {1, . . . , n} of size |Im| = s is
obtained by sampling with no replacement.
(b) Pick a subset Sm from pi(S).
(c) Sample (fmE,B, σ
2
m) from piIm(fE,B, σ
2 | Sm) = pi(fE,B, σ2 | Y obsIm ,Sm).
(d) Generate pseudo-data Y ?Icm by sampling white noise εi
iid∼ N (0, σ2m) and setting
Y ?i = f
m
E,B(xi) + εi for each i /∈ Im.
(e) Compute discrepancy m = ‖Y ?Icm − Y obsIcm‖2.
if m <  then
Accept (Sm, fmE,B) and set m = m+ 1
else
Reject (Sm, fmE,B) and set m = m+ 1
end
end
Compute pij() as the proportion of times j
th variable is used in the accepted fmE,B’s.
For the computation of marginal inclusion probabilities pij(), one could conceivably
report the proportion of ABC accepted samples Sm that contain the jth variable. However,
Sm is a pool of available predictors and not all of them are necessarily used in fmE,B. Thereby,
we report the proportion of ABC accepted samples fmE,B that use the j
th variable at least
once, i.e.
pij() =
1
M()
∑
m:m<
I(j used in fmE,B), (9)
where M() is the number of accepted ABC samples at . Each tree ensemble fmE,B thus
performs its own variable selection by picking variables from Sm rather than from {1, . . . , p}.
Limiting the pool of predictors prevents from too many false positives. In addition, the
inclusion probabilities (9) do use the training data Y
(n)
I to shrink and update the subset S
by leaving out covariates not picked by fmE,B. In this way, the mechanism for selecting the
subsets S is not strictly sampling from the prior pi(S) but it seizes the information in the
training set I. In this way, Sm’s can be regarded as approximate samples from pi(S |Y obs).
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When I = ∅, we recover the naive ABC as a special case.
3.2.1 Dynamic ABC
The estimates of marginal inclusion probabilities pij() obtained with ABC Bayesian Forests
unavoidably depend on the level of approximation accuracy . The acceptance threshold 
can be difficult to determine in practice, because it has to accommodate random variation
of data around f0 as well as the error when approximating smooth surfaces f0 with trees.
As → 0, the approximations pij() will be more accurate, but the acceptance rate will be
smaller. It is customary to pick  as an empirical quantile of m (Grelaud et al. (2009)),
keeping only the top few closest samples. Rather than choosing one value , we suggest a
dynamic strategy by considering a sequence of decreasing values N > N−1 > · · · > 1 > 0.
By filtering out the ABC samples with stricter thresholds, we track the evolution of each
pij() as  gets smaller and smaller. This gives us a dynamic plot that is similar in spirit to
the Spike-and-Slab LASSO (Rocˇkova´ and George (2018)) or EMVS (Rocˇkova´ and George
(2014)) coefficient evolution plots. However, our plots depict approximations to posterior
inclusion probabilities rather than coefficient magnitudes. Other strategies for selecting
the threshold  are discussed in (Csillery et al., 2010; Marin et al., 2012; Sunnaaker et al.,
2013).
3.3 ABC Bayesian Forests in Action
We demonstrate the usefulness of ABC Bayesian Forests on the benchmark Friedman
dataset (Friedman, 1991), where the observations are generated from (1) with σ = 1 and
f0(xi) = 10 sin(pi xi1 xi2) + 20 (xi3 − 0.5)2 + 10xi4 + 5xi5, (10)
where xi ∈ [0, 1]p are iid from a uniform distribution on a unit cube. Because the outcome
depends on x1, . . . , xp, the predictors x6, . . . , xp are irrelevant, making it more challenging
to find f0(x). We begin by illustrating the basic features of ABC Bayesian Forests with
p = 100 and n = 500, assuming the beta-binomial prior pi(S | θ) with θ ∼ B(1, 1) (see
Section 3.2). At the mth ABC iteration, we draw one posterior sample fmE,B after 100
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Figure 1: (Left) Dynamic ABC plots for evolving inclusion probabilities as  gets smaller. (Right)
Plot of pij() obtained with ABC Bayesian Forests ( is the 5% quantile of m’s) and the variable
importance measure from Random Forests (rescaled to have a maximum at 1).
burnin iterations using the BART MCMC algorithm (Chipman et al. (2001)) with T = 10
trees. We generate M = 1 000 ABC samples (with s = n/2) and we keep track of variables
used in fmE,B’s to estimate the marginal posterior inclusion probabilities pij(). It is worth
pointing out that unlike MCMC, ABC Bayesian Forests are embarrassingly parallel, making
distributed implementations readily available.
Following the dynamic ABC strategy, we plot the estimates of posterior inclusion indi-
cators pij() as a function of  (Figure 1). The true signals are depicted in blue, while the
noise covariates are in red. The estimated inclusion probabilities clearly segregate the ac-
tive and non-active variables, even for large  values. This is because BART itself performs
variable selection to some degree, where not all variables in Sm end up contributing to
fmE,B. For small enough , the inclusion probabilities of true signals eventually cross the 0.5
threshold. Based on the median probability model rule (Barbieri and Berger (2004)), one
thereby selects the true model when  is sufficiently small. Because the inclusion probabil-
ities get a bit unstable as  gets smaller (they are obtained from smaller reference tables),
we excluded the 10 smallest  values from the plot.
We repeated the experiment with more trees (T = 50) and a single tree (T = 1). Using
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more trees, one still gets the separation between signal and noise. However, many more
noisy covariates would be included by the MPM rule. This is in accordance with Chipman
et al. (2001) who state that BART can over-select with many trees. With a single tree, on
the other hand, one may miss some of the low-signal predictors, where deeper trees and
more ABC iterations would be needed to obtain a clearer separation.
In this simulation, we observe a curious empirical connection between pij(), obtained
with ABC Bayesian Forests (taking top 5% ABC samples), and rescaled variable impor-
tances obtained with Random Forests (RF). From Figure 1(b), we see that the two mea-
sures largely agree, separating the signal coefficients (triangles) from the noise coefficients
(dots). However, the RF measure is a bit more conservative, yielding smaller normalized
importance scores for true signals. While variable importance for RF is yet not under-
stood theoretically, in the next section we provide conditions under which the posterior
distribution is consistent for variable selection.
4 Model-Free Variable Selection Consistency
In this section, we develop large sample model selection theory for spike-and-forest priors.
As a jumping-off point, we first assume that α (the regularity of f0) is known, where
model selection essentially boils down to finding the active set S0. Later in this section, we
investigate joint model selection consistency, acknowledging uncertainty about S0 and, at
the same time, the regularity α.
Several consistency results for non-parametric regression already exist (Zhu et al. (2015),
Yang and Pati (2017)). Comminges and Dalalyan (2012) characterized tight conditions on
(n, p, q0), under which it is possible to consistently estimate the sparsity pattern in two
regimes. For fixed q0, consistency is attainable when (log p)/n ≤ c for some c > 0. When
q0 tends to infinity as n→∞, consistency is achievable when c1q0+log log(p/q0)−log n ≤ c2
for some c1, c2 > 0. Throughout this section, we will treat q0 as fixed and show variable
selection consistency when q0 log p ≤ nq0/(2α+q0). As an overture to our main result, we
start with a simpler case when T = 1 (a single tree) and when α is known. The full-fledged
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result for Bayesian forests and unknown α is presented in Section 4.3. Throughout this
section, we will assume σ2 = 1.
4.1 The Case of Known α
Spike-and-forest mixture priors are constructed in two steps by (1) first specifying a con-
ditional prior ΠS(f) on tree (ensemble) functions expressing a qualitative guess on f0, and
then (2) attaching a prior weight pi(S) to each “model” (i.e. subset) S. The posterior
distribution Π(f | Y (n)) can be viewed as a mixture of individual posteriors for various
models S with weights given by posterior model probabilities Π(S | Y (n)), i.e.
Π(f | Y (n)) =
∑
S
Π(S | Y (n))ΠS(f | Y (n)).
Our aim is to establish “model-free” variable selection consistency in the sense that
Π(S = S0 | Y (n))→ 1 in P(n)f0 -probability as n→∞,
where P(n)f0 is the distribution of Y
(n) under (1). The adjective “model-free” merely refers to
the fact that we are selecting subsets in a non-parametric regression environment without
necessarily committing to a linear model. We start by defining the model index set Γ ={S : S ⊆ {1, . . . , p}}, consisting of all 2p variable subsets, and we partition it into (a) the
true model S0, (b) models that overfit ΓS⊃S0 (i.e. supersets of the true subset S0) and
(c) models that underfit ΓS6⊃S0 (i.e. models that miss at least one active covariate). Each
model S ∈ Γ is accompanied by a convergence rate εn,S that reflects the inherent difficulty
of the estimation problem. For each model S of size |S|, we define
εn,S = Cε n−α/(2α+|S|)
√
log n for some Cε > 0, (11)
the ‖ · ‖n-near-minimax rate of estimation of a |S|-dimensional α-smooth function.
4.1.1 Prior Specification
Prior distribution on the model index Π(S) has to be chosen carefully for model selection
consistency to hold when p > n (Moreno et al. (2015)). Traditional spike-and-slab priors
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introduce Π(S) through a prior inclusion probability θ = Π(i ∈ S0 | θ), independently for
each i = 1, . . . , p. This prior mixing weight is often endowed with a prior, such as the
uniform prior pi(θ) = Beta(1, 1) (Scott and Berger (2010)), yielding a uniform prior on the
model size, or the “complexity prior” pi(θ) = Beta(1, pc) for c > 2 (Castillo and van der
Vaart (2012)), yielding an exponentially decaying prior on the model size. We propose a
different approach, directly assigning a prior on model weights through
pi(S) ∝ e−C (n|S|/(2α+|S|) logn∨|S| log p) (12)
where C > 0 is a suitably large constant. When |S| log p ≤ n|S|/(2α+|S|), this prior is
proportional to e−C/C
2
ε n ε
2
n,S and, as such, it puts more mass on models that yield faster
rates convergence (similarly as in Lember and van der Vaart (2007)). When |S| log p >
n|S|/(2α+|S|) log n, the implied prior on the effective dimensionality pi(|S|) = ( p|S|)pi(S) will be
exponentially decaying in the sense that pi(|S|) . e−(C−1)|S| log p for C > 1. It was recently
noted by Castillo and Mismer (2018) that the complexity prior “penalizes slightly more
than necessary”. With our prior specification (12), however, the exponential decay kicks
in only when |S| is sufficiently large.
Assuming that the level of smoothness α is known, the optimal number of steps (i.e.
tree bottom leaves K) needed to achieve the rate-optimal performance for estimating f0
should be of the order nq0/(2α+q0) = 1/C2ε n ε
2
n,S0/ log n (Rocˇkova´ and van der Pas (2017)).
For our toy setup with a known α, we thus assume a point-mass prior on K with an atom
near the optimal number of steps for each given S, i.e.
pi(K | S) = I[K = KS ], where KS = bCK/C2ε n ε2n,S/ log nc (13)
for some CK > 0 such that KS0 = 2
q0s for some s ∈ N. In Section 4.2, we allow for more
flexible trees with variable sizes.
4.1.2 Identifiability
The active variables ought to be sufficiently relevant in order to make their identification
possible. To this end, we introduce a non-parametric signal strength assumption, making
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sure that f0 is not too flat in active directions (Comminges and Dalalyan (2012); Yang and
Pati (2017)).
We first introduce the notion of an approximation gap. For any given model S, we
denote with FS a set of approximating functions (only single trees fT ,β with KS leaves for
now) and define the approximation gap as follows:
δSn ≡ inf
fT ,β∈FS
‖f0 − fT ,β‖n = ‖f0 − f ŜT ,β̂‖n, (14)
where f ŜT ,β̂ is the ‖ · ‖n-projection of f0 onto FS . For identifiability of S0, we require that
those models that miss one of the active covariates have a large separation gap.
Definition 4.1. (Identifiability) We say that S0 is (f0, ε)-identifiable if, for some M > 0,
inf
i∈S0
δS0\in > 2Mε. (15)
We provide a bit more intuitive explanation of (15) in terms of directional variability
of f0. The best approximating tree f
Ŝ
T ,β̂ can be written as
f ŜT ,β̂(x) =
KS∑
k=1
I(x ∈ Ω̂Sk )β̂k with β̂k = E[f0 | Ω̂Sk ] ≡
1
n(Ω̂Sk )
∑
xi∈Ω̂Sk
f0(xi),
where {Ω̂Sk }KSk=1 is the best tree-shaped partition with KS leaves and where n(Ω̂Sk ) =∑n
i=1 I(xi ∈ Ω̂Sk ) ≡ nµ(Ω̂Sk ). The separation gap in (14) can be then re-written as
δSn =
√√√√ KS∑
k=1
µ(Ω̂Sk )Var [f0 | Ω̂Sk ],
where
Var [f0 | Ω̂Sk ] ≡
1
n(Ω̂Sk )
∑
xi∈Ω̂Sk
(
f0(xi)− E[f0 | Ω̂Sk ]
)2
is the local variability of f0 inside Ω̂
S
k . Given this characterization, (15) will be satisfied, for
instance, when variability of f0 inside best approximating cells that miss an active direction
is too large, i.e.
inf
i∈S0
inf
k
Var [f0 | Ω̂S0\ik ] > 4M2 ε2.
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The second condition needed for S0 to be fully recoverable is “irrepresentability” (Zhao
and Yu, 2006), i.e. restricting the amount of correlation between active and non-active
covariates. Consider an underfitting model S = S1 ∪ S2 6⊃ S0, where S1 ⊂ S0 are true
positives and S2 is a possibly empty set of false positives, i.e. S2 ∩ S0 = ∅. We define
ρSn ≡ E[(f0 − fS1T̂ ,β̂)(f ŜT ,β̂ − fS1T̂ ,β̂)] =
1
n
n∑
i=1
[f0(xi)− fS1T̂ ,β̂(xi)][f ŜT ,β̂(xi)− fS1T̂ ,β̂(xi)], (16)
the sample covariance between the surplus signals in f0 and f
Ŝ
T ,β̂ obtained by removing the
effect of fS1T̂ ,β̂. This quantity will be large if noise covariates inside S2 can compensate for
the missed true covariates in S0\S1, i.e. when the true and fake covariates are strongly
correlated. To obviate this substitution effect, we introduce the following assumption as a
non-parametric analogue of the irrepresentability condition (Zhao and Yu (2006)).
Definition 4.2. (Irrepresentability) We say that ε-irrepresentability holds for f0 and S0
if, for some M > 0, we have supS6⊃S0 ρ
S
n <
M
2
ε, where ρSn was defined in (16).
It follows from Lemma 7.2 (Appendix) that under the irrepresentability and identifia-
bility conditions (Definition 4.1 and 4.2), we obtain
inf
S6⊃S0
inf
fT ,β∈FS
‖fT ,β − f0‖n > M ε. (17)
This condition essentially states that all models that miss at least one active covariate (i.e.
not only subsets of the true model) have a large separation gap.
The following theorem characterizes variable selection consistency of spike-and-tree pos-
terior distributions. Namely, the posterior distribution over the model index is shown to
concentrate on the true model S0. One additional assumption is needed to make sure
that the (fixed) design X = {x1, . . . ,xn} is sufficiently regular. Rocˇkova´ and van der Pas
(2017) define the notion of a fixed S0-regular design in terms of cell diameters of a k-d tree
partition (Definition 3.3). This assumption essentially excludes outliers, making sure that
the data cloud is spread evenly in active directions (while permitting correlation between
covariates).
Theorem 4.1. Assume f0 ∈ Hαp ∩C(S0) for some α ∈ (0, 1] and S0 ⊂ {1, . . . , p} with q0 =
|S0| and ‖f0‖∞ . B. Denote with ε˜n = Cε n−α/(2α+qn)
√
log n, where qn = Cqdn ε2n,S0/ log pe
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for some Cq > 0, and assume q0 log p ≤ nq0/(2α+q0) with 2 ≤ q0 = O(1) as n→∞. Assume
that (a) S0 is (f0, ε˜n)-identifiable, (b) ε˜n-irrepresentability holds and that (c) the design X
is S0-regular. Under the spike-and-tree prior comprising (with T = 1) (4),(5),(12) with
C > 2 and (13), we have
Π[S = S0 | Y (n)]→ 1 in P(n)f0 -probability as n→∞.
Proof. Section 7.1
Remark 4.1. The identifiability gap ε˜n in Theorem 4.1 is a bit larger than the near-
minimax rate εn,S0. This requirement will be relaxed in the next section, where α will be
treated as unknown.
Remark 4.2. (Prior Anticoncentration) A variant of Theorem 4.1 could be obtained under
more general model weights as long as the prior does not reward supersets of the true model.
This would happen if the prior had the so called “anti-concentration” property (Ghosal et al.,
2008; Yang and Pati, 2017) in the sense that ΠS (fT ,β ∈ FS : ‖f0 − fT ,β‖n ≤ C εn,S) ≤
e−H nε
2
n,S0 for S ⊃ S0 and for some sufficiently large C > 0 and H > 0. We bypassed this
condition with our definition of model weights (12) (see Section 7.1.3 for more details).
For iid models, Ghosal et al. (2008) considered the problem of nonparametric Bayesian
model selection and averaging and characterized conditions under which the posterior
achieves adaptive rates of convergence. The authors also study the posterior distribu-
tion of the model index, showing that it puts a negligible weight on models that are bigger
than the optimal one. Yang and Pati (2017) characterized similar conditions for the non-iid
case, see Section 7.1 for more details.
4.2 The Case of Unknown α
The fact that the level α has to be known for the consistency to hold makes the result in
Theorem 4.1 somewhat theoretical. In this section, we provide a joint consistency result for
the unknown regularity level K and, at the same time, the unknown subset S0. Finding the
optimal regularity level K, given S0, is a model selection problem of independent interest
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(Lafferty and Wasserman (2001)). Here, we acknowledge uncertainty about both K and
S0 by assigning a joint prior distribution on (K,S). Namely, we consider an analogue of
(12), where n|S|/(2α+|S|) is now replaced with K log n (according to (13)), i.e.
pi(K,S) ∝ e−C(K logn∨ |S| log p) for 1 ≤ K ≤ n and S ⊆ {1, . . . , p}. (18)
This prior penalizes models with too many splits or too many covariates. We now re-
gard each model as a pair of indices (K,S), where the “true” model is characterized
by Γ0 = (KS0 ,S0) with KS0 defined in (13). Again, we partition the model index set
Γ = {(K,S) : S ⊆ {1, . . . , p}, 1 ≤ K ≤ n} into (a) the true model Γ0, (b) models that
underfit Γ{S6⊃S0}∪{K<KS0} (i.e. miss at least one covariate or use less than the optimal
number of splits), and (c) models that overfit Γ{S⊃S0}∩{K≥KS0} (i.e. use too many variables
and splits).
We combine the identifiability and irrepresentability conditions into one as follows:
inf
{S6⊃S0}∪{K<KS0}
inf
fT ,β∈FS(K)
‖fT ,β − f0‖n > M εn,S0 (19)
for some M > 1, where FS(K) consists of all trees with K bottom leaves and splitting
variables S. This condition is an analogue of (17), essentially stating that one cannot
approximate f0 with an error smaller than a multiple of the near-minimax rate using
underfitting models.
Theorem 4.2. Assume f0 ∈ Hαp ∩ C(S0) for some α ∈ (0, 1] and S0 ⊂ {1, . . . , p} such
that |S0| = q0 and ‖f0‖∞ . B. Assume q0 log p ≤ nq0/(2α+q0) and 2 ≤ q0 = O(1) as
n→∞. Furthermore, assume that the design X is S0-regular and that (19) holds. Under
the spike-and-tree prior comprising (with T = 1) (4), (5) and (18) for C > 3, we have
Π
[
{S = S0} ∩ {KS0 ≤ K ≤ Kn}
∣∣∣Y (n)]→ 1 in P(n)f0 -probability as n→∞,
where KS0 was defined in (13) and Kn = dC¯ n ε2n,S0/ log ne for some C¯ > CK/C2ε .
Proof. Section 7.2
Note that both KS0 and Kn are of the same (optimal) order, where the marginal poste-
rior distribution Π(K | Y (n)) squeezes inside these two quantities as n→∞. Lafferty and
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Wasserman (2001) provide a similar result for their RODEO method, without the variable
selection consistency part. Yang and Pati (2017) also provide a similar result for Gaussian
processes, without the regularity selection consistency part. Here, we characterize joint
consistency for both subset and regularity model selection.
4.3 Variable Selection Consistency with Bayesian Forests
Finally, we provide a variant of Theorem 4.2 for tree ensembles. Each Bayesian forest (i.e.
additive regression tree) model is characterized by a triplet (S, T,K), where S is the active
variable subset, T ∈ N is the number of trees and K = (K1, . . . , KT )′ ∈ NT is a vector
of the bottom leave counts for the T trees. Rate-optimality of Bayesian forests can be
achieved for a wide variety of priors, ranging from many weak learners (large T and small
Kt’s) to a few strong learners (small T and large Kt’s) (Rocˇkova´ and van der Pas (2017)).
The optimality requirement is that the total number of leaves in the ensemble
∑T
t=1K
t
behaves like KS0 , defined earlier in (13).
We thereby define models in terms of equivalence classes rather than individual triplets
(S, T,K). We construct each equivalence class E(Z) by combining ensembles with the
same number Z of total leaves, i.e.
E(Z) =
min{Z,n}⋃
T=1
{
K ∈ NT :
T∑
t=1
Kt = Z
}
. (20)
The cardinality of E(Z), denoted with ∆(E(Z)), satisfies ∆(E(Z)) ≤ Z! p(Z), where p(Z)
is the partitioning number (i.e. the number of ways one can write Z as a sum of pos-
itive integers). The “true” model Γ0 = (S0, E(KS0)) consists of an equivalence class of
forests that split on variables inside S0 with a total number of KS0 leaves. Similarly as
before, we define underfitting model classes Γ{S6⊃S0}∪{E(Z):Z<KS0} and overfitting model
classes Γ{S⊃S0}∩{E(Z):Z≥KS0}. Regarding the prior on T , similarly as Rocˇkova´ and van der
Pas (2017), we consider
pi(T ) ∝ e−CT T , T = 1, . . . , n, for CT > 0. (21)
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Given T , we assign a joint prior over S0 and K ∈ NT as follows:
pi(S,K | T ) ∝ e−C max{|S| log p ;
∑T
t=1K
t logn} for C > 1. (22)
We conclude this section with a model selection consistency result for Bayesian forests
under the following identifiability condition
inf
{S6⊃S0}∪{E(Z):Z<KS0}
inf
fE,B∈FS(K)
‖fE,B − f0‖n > M εn,S0 , (23)
where FS(K) denotes all forests fE,B that split on variables S and consist of T trees with
K = (K1, . . . , KT )′ bottom leaves.
Theorem 4.3. Assume f0 ∈ Hαp ∩ C(S0) for some α ∈ (0, 1] and S0 ⊂ {1, . . . , p} such
that |S0| = q0 and ‖f0‖∞ . B. Assume q0 log p ≤ nq0/(2α+q0), where 2 ≤ q0 = O(1) as
n→∞. Furthermore, assume that the design is S0-regular and that (23) holds. Under the
spike-and-forest prior comprising (4), (5), (21) and (22), we have
Π
[
{S = S0} ∩
{
KS0 ≤
T∑
t=1
Kt ≤ Kn
} ∣∣∣Y (n)]→ 1 in P(n)f0 -probability as n→∞,
where KS0 was defined in (13) and Kn = dC¯ n ε2n,S/ log ne for some C¯ > CK/C2ε .
Proof. Section 7.3
5 Simulations and Results
We evaluate the performance of ABC Bayesian Forests on simulated data where we can
gauge their effectiveness against the true underlying signal. We consider the following
performance criteria: False Discovery Proportion (FDP), Power (defined as the proportion
of true signals discovered as such), F1-measure (Bleich et al. (2014)) and area under ROC
curve (AUC). The F1 measure is obtained as the harmonic mean of Power and Precision
(defined as the proportion of true signals among positives), i.e. F1 = 2 · Power·PrecisionPower+Precision .
The F1 score measures the capability to retrieve signal and, at the same time, avoid false
identifications. The value F1 = 1 signals correct recovery of the true model without any
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mistakes. Traditionally, AUC assesses how well a classification method can differentiate
between two classes in the absence of a clear decision boundary. We use this criterion
to assess variable selection, since many of the treed selection methods are based on an
importance measure and, as such, do not have a clear decision boundary. We consider four
simulation setups:
Linear setup For the linear setup, we first draw xi for i = 1, . . . , n independently from
Np(0,Σ), where Σ = (σij)p,pi,j=1 with σii = 1 and σij = 0.6 for i 6= j. Only the first 5 variables
are related to the outcome via the mean function f0(xi) = xi1 + 2xi2 + 3xi3 − 2xi4 − xi5.
The responses are obtained from (1) with σ2 = 1.
Friedman setup For input observations xi, generated from a uniform distribution on
[0, 1]p, the response vector is obtained from (1) using σ2 = 1 and (10).
Checkerboard setup Following Zhu et al. (2015), we generate xi ∼ Np(0,Σ), where
Σ = (σij)
p,p
i,j=1 and σij = 0.3
|i−j|, and obtain Yi’s from (1) with f0(xi) = 2 xi,1xi,4 + 2xi,7xi,10
and σ2 = 1.
BART setup Finally, using the same model for the xi’s as in the Checkerboard setup,
we draw f0(x) from a BART prior with T = 200 trees, using only first 5 covariates for
splits. The variance is again σ2 = 1.
We compare ABC Bayesian Forests to Random Forests (RF), Reinforcement Learning
Trees (RLT) of Zhu et al. (2015), BART (Chipman et al. (2010)), DART of Linero (2018),
LASSO and Spike-and-Forests (the MCMC counterpart of ABC Bayesian Forests outlined
in Section 7.4). ABC Bayesian Forests are trained with M = 10 000 samples, where only
a fraction of ABC samples (top 5002) are kept in the reference table. We also include
another ABC model trained with M = 1 000 samples to show the performance under
less computation costs. We denote the two models with 1k and 10k in our results. The
prior on S is obtained by assigning an iid Bernoulli prior on the inclusion indicators γi,
where the success probability follows θ ∼ B(1, 1). Inside each ABC step, we sample a
subset of size s = n/2 and draw a tree ensemble using the default Bayesian CART prior
(Chipman et al. (1998)) and T = 10 trees. For each ABC sample, we draw the last
2The results were similar for the top 100 and top 4 000.
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BART sample after 100 burn-in’s. For comparisons, two versions of BART (without ABC)
are deployed using the R package BART: the standard BART from Chipman et al. (2010)
with its default settings T = 200 and T = 10, and the sparse version DART of Linero
(2018) with a Dirichlet prior (sparse=TRUE, a=0.5, b=1) with T = 200 and T = 10.
In both cases, we try both 1 000 samples after 1 000 burn-in’s and 10 000 samples after
10 000 burn-in’s. The variable importance measure is obtained as the average inclusion
probability, which is 1 if shown in the trees and 0 otherwise. For LASSO, we use the
glmnet package in R (Friedman et al. (2010)) using five-fold cross-validation to select the
value of λ. For Random Forests, we deploy the randomForest package in R (Liaw and
Wiener (2002)) using the default setting of 500 trees where variable importance is based
on the difference in predictions (with and without each covariate) in out-of-bag samples.
For Reinforcement Learning Trees, we use the RLT package in R (Zhu (2018)) with its
default regression model settings. Since the various importance measures are on different
scales, we (a) normalize them to have maximum 1, and (b) choose a threshold 0.5 for
selection. This threshold corresponds to the median probability model for ABC Bayesian
Forests. The normalization will not affect the ABC importance scores much, because they
are probabilities and stretch from 0 to 1. For RF and RLT, however, the threshold is
rather ad hoc and it is more reasonable to compare their AUC. There is no consensus
on selecting the threshold for these methods. Regarding our MCMC implementation, a
thorough description of our Spike-and-Forests (SF) method is outlined in Section 7.4. This
method also outputs marginal inclusion probabilities. However, the prior used in SF is (a)
the Bayesian CART of Denison et al. (1998) rather than Chipman et al. (1998) and (b) the
residual variance σ2 is set to one. This prior was analyzed theoretically by Rocˇkova´ and
van der Pas (2017). With regard to computation costs, we compare the number of tree
samples drawn by ABC, BART and DART. The total number of tree samples drawn in
ABC sampling is T×{#BART samples drawn in each ABC sample} ×{#ABC samples},
which makes 10 000 000 tree samples in our 10k example. The number of tree samples
drawn in BART/DART case is T×{# BART/DART samples drawn}, of which the largest
in the simulation is 4 000 000. In these comparisons, it is important to note that ABC uses
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half of the sample size (s = n/2) and roughly half of the variables (θp) in each training
step. This reduces the computation cost of ABC, which makes it not drastically slower
than BART. Generally, the performance of DART and ABC is better when more iterations
are looped. However, in some scenarios, the results are even already satisfying in a short
sampling procedure. For comprehensive comparison, we report BART/DART and ABC
model with different iterations in our simulation results.
We repeated our simulation over 50 different datasets assuming n = 500 and p = 10,
p = 100 and p = 1 000. The results are summarized in Table 1 (linear and Friedman setups),
Table 2 (checkerboard and BART setups) and visualized in Section 7.5. In the linear setup,
ABC performs best when p = 10 and p = 100. When p = 1000, the power of ABC Bayesian
Forests is better than RF and worse than BART. However, it is important to note that
ABC has an average AUC of 0.99, signaling that it is able to distinguish between the null
and non-null variables nearly perfectly. Generally, we observe that the performance of SF
is worse than ABC for p = 1 000. This is because, due to time considerations, we used
only 10 000 MCMC iterations, which might not be enough in such a challenging example.
Actually, the rather unsatisfactory performance of Spike-and-Forests in high-dimensional
data has motivated our development of ABC Bayesian Forests. For the Friedman setup,
ABC Bayesian Forest outperform other methods when p = 10 and p = 100. This is largely
because they are able to extract x3, a weak quadratic signal often missed by BART and
Random Forests. ABC Bayesian Forests recover the exact subset when p ≤ 100 for all
50 simulation trials (mean F1 score is 1 with 0 s.d.). Spike-and-Forests are also seen to
outperform the competitors in the lower dimensional cases (p ≤ 100). DART200 with
20 000 iterations performs the best in both Linear and Friedman scenario. And it differs
from BART in making much less false discoveries. The Checkerboard setup is one of the
more interesting simulation scenarios since both interactions and collinearity are present.
Unsurprisingly, LASSO has a very small power in this case. In terms of AUC and F1,
our ABC Bayesian Forests perform better than BART across the board. Although ABC
reports smaller Power and F1 score than DART, it has better performance with regard
to AUC, especially when p = 1 000. Random Forests, which did not dominate in other
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Table 1: Summary of Simulation Results (Linear, Friedman)
Dim Method FDP Power F1 AUC FDP Power F1 AUC
Linear Friedman
p=10
RF 0.00(0.00) 0.60(0.00) 0.75(0.00) 1.00(0.00) 0.00(0.00) 0.56(0.08) 0.71(0.07) 1.00(0.00)
RLT 0.00(0.00) 0.40(0.00) 0.57(0.00) 1.00(0.00) 0.00(0.00) 0.58(0.07) 0.73(0.06) 1.00(0.00)
LASSO 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00) 0.55(0.30) 0.92(0.10) 0.76(0.10) 0.69(0.15)
BART10(2k) 0.20(0.00) 1.00(0.00) 0.91(0.00) 0.90(0.00) 0.22(0.17) 1.00(0.00) 0.91(0.07) 0.91(0.08)
DART10(2k) 0.60(0.00) 1.00(0.00) 0.77(0.00) 0.70(0.00) 0.19(0.18) 1.00(0.00) 0.92(0.07) 0.91(0.08)
BART10(20k) 0.20(0.00) 1.00(0.00) 0.91(0.00) 0.90(0.00) 0.15(0.16) 1.00(0.00) 0.94(0.07) 0.95(0.07)
DART10(20k) 0.60(0.00) 1.00(0.00) 0.77(0.00) 0.70(0.00) 0.05(0.09) 1.00(0.00) 0.98(0.04) 0.97(0.04)
BART200(2k) 1.00(0.00) 1.00(0.00) 0.67(0.00) 0.50(0.00) 1.00(0.00) 1.00(0.00) 0.67(0.00) 0.50(0.00)
DART200(2k) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00) 0.17(0.22) 1.00(0.00) 0.93(0.08) 0.95(0.08)
BART200(20k) 1.00(0.00) 1.00(0.00) 0.67(0.00) 0.50(0.00) 1.00(0.00) 1.00(0.00) 0.67(0.00) 0.50(0.00)
DART200(20k) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00) 0.04(0.12) 1.00(0.00) 0.98(0.05) 0.98(0.05)
SF 0.00(0.00) 0.67(0.12) 0.79(0.09) 1.00(0.01) 0.00(0.00) 0.83(0.07) 0.90(0.04) 1.00(0.00)
ABC5%(1k) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00)
ABC5% (10k) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00)
p=100
RF 0.00(0.00) 0.40(0.00) 0.57(0.00) 1.00(0.00) 0.00(0.00) 0.44(0.14) 0.60(0.14) 1.00(0.00)
RLT 0.00(0.00) 0.40(0.00) 0.57(0.00) 1.00(0.00) 0.00(0.00) 0.58(0.06) 0.73(0.05) 0.99(0.03)
LASSO 0.04(0.00) 1.00(0.00) 0.71(0.00) 0.98(0.00) 0.12(0.07) 0.82(0.06) 0.44(0.13) 0.85(0.04)
BART10(2k) 0.06(0.00) 1.00(0.00) 0.63(0.00) 0.97(0.00) 0.03(0.02) 1.00(0.00) 0.78(0.09) 0.99(0.01)
DART10(2k) 0.05(0.00) 1.00(0.00) 0.67(0.00) 0.97(0.00) 0.02(0.01) 1.00(0.00) 0.84(0.09) 0.99(0.01)
BART10(20k) 0.03(0.00) 1.00(0.00) 0.77(0.00) 0.98(0.00) 0.02(0.02) 1.00(0.00) 0.85(0.10) 0.99(0.01)
DART10(20k) 0.03(0.00) 1.00(0.00) 0.77(0.00) 0.98(0.00) 0.01(0.01) 1.00(0.00) 0.89(0.09) 0.99(0.01)
BART200(2k) 1.00(0.00) 1.00(0.00) 0.10(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00) 0.10(0.00) 0.94(0.03)
DART200(2k) 0.03(0.00) 1.00(0.00) 0.77(0.00) 1.00(0.00) 0.02(0.02) 1.00(0.00) 0.83(0.11) 0.99(0.01)
BART200(20k) 1.00(0.00) 1.00(0.00) 0.10(0.00) 1.00(0.00) 0.99(0.02) 1.00(0.00) 0.10(0.00) 0.91(0.04)
DART200(20k) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00) 0.01(0.01) 1.00(0.00) 0.94(0.08) 1.00(0.01)
SF 0.00(0.00) 0.62(0.14) 0.76(0.11) 0.98(0.03) 0.00(0.00) 0.69(0.12) 0.81(0.09) 1.00(0.00)
ABC5%(1k) 0.00(0.00) 0.79(0.04) 0.88(0.03) 1.00(0.00) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00)
ABC5%(10k) 0.00(0.00) 0.80(0.03) 0.89(0.02) 1.00(0.00) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00)
p=1000
RF 0.00(0.00) 0.40(0.00) 0.57(0.00) 1.00(0.00) 0.00(0.00) 0.41(0.15) 0.57(0.15) 1.00(0.00)
RLT 0.00(0.00) 0.40(0.00) 0.57(0.00) 1.00(0.00) 0.00(0.00) 0.51(0.13) 0.67(0.14) 0.99(0.04)
LASSO 0.04(0.00) 1.00(0.00) 0.19(0.00) 0.98(0.00) 0.02(0.02) 0.81(0.05) 0.33(0.16) 0.89(0.02)
BART10(2k) 0.00(0.00) 0.80(0.00) 0.67(0.00) 1.00(0.00) 0.00(0.00) 0.94(0.10) 0.68(0.08) 1.00(0.01)
DART10(2k) 0.00(0.00) 0.60(0.00) 0.60(0.00) 0.79(0.00) 0.00(0.00) 0.81(0.16) 0.82(0.10) 0.91(0.09)
BART10(20k) 0.00(0.00) 1.00(0.00) 0.77(0.00) 1.00(0.00) 0.00(0.00) 1.00(0.00) 0.79(0.11) 1.00(0.00)
DART10(20k) 0.00(0.00) 1.00(0.00) 0.91(0.00) 1.00(0.00) 0.00(0.00) 1.00(0.03) 0.89(0.09) 1.00(0.01)
BART200(2k) 0.03(0.00) 1.00(0.00) 0.23(0.00) 1.00(0.00) 0.05(0.01) 1.00(0.00) 0.17(0.02) 1.00(0.00)
DART200(2k) 0.00(0.00) 1.00(0.00) 0.91(0.00) 1.00(0.00) 0.00(0.00) 1.00(0.00) 0.81(0.13) 1.00(0.00)
BART200(20k) 0.04(0.00) 1.00(0.00) 0.21(0.00) 0.99(0.00) 0.05(0.01) 1.00(0.00) 0.16(0.02) 0.99(0.00)
DART200(20k) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00) 0.00(0.00) 1.00(0.00) 0.94(0.07) 1.00(0.00)
SF 0.00(0.01) 0.48(0.16) 0.48(0.18) 0.87(0.10) 0.00(0.01) 0.52(0.18) 0.51(0.19) 0.92(0.08)
ABC5%(1k) 0.00(0.00) 0.42(0.10) 0.58(0.10) 0.98(0.03) 0.00(0.00) 0.60(0.03) 0.75(0.03) 1.00(0.00)
ABC5%(10k) 0.00(0.00) 0.40(0.08) 0.57(0.08) 0.99(0.02) 0.00(0.00) 0.60(0.04) 0.75(0.03) 1.00(0.00)
Note: Table reports average performance scores over 50 simulated datasets assuming n = 500. Standard deviations are
attached in brackets. For both BART and DART, we try two settings: ntree=10, as in ABC Bayesian Forests, and ntree=200,
which is the standard setting in wbart. For ABC, we tried three different choices of  (1%, 5%, 40% quantiles of all m’s). The
performance of ABC is relatively robust w.r.t. the choice of . We report the results using 5%. The number in the bracket
indicates the number of iterations/samples trained in the model.
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Table 2: Summary of Simulation Results (Checkerboard, BART)
Dim Method FDP Power F1 AUC FDP Power F1 AUC
Checkerboard BART
p=10
RF 0.02(0.05) 1.00(0.00) 0.99(0.03) 1.00(0.00) 0.00(0.00) 0.96(0.08) 0.98(0.04) 1.00(0.00)
RLT 0.00(0.00) 0.82(0.24) 0.88(0.16) 1.00(0.00) 0.00(0.00) 0.71(0.17) 0.82(0.12) 1.00(0.00)
LASSO 0.09(0.16) 0.15(0.17) 0.40(0.11) 0.55(0.08) 0.65(0.25) 1.00(0.00) 0.76(0.07) 0.67(0.12)
BART10(2k) 0.21(0.17) 1.00(0.00) 0.87(0.09) 0.93(0.08) 0.30(0.23) 1.00(0.00) 0.88(0.08) 0.91(0.08)
DART10(2k) 0.08(0.12) 1.00(0.00) 0.95(0.07) 0.96(0.06) 0.17(0.18) 1.00(0.00) 0.93(0.07) 0.93(0.09)
BART10(20k) 0.17(0.18) 1.00(0.00) 0.90(0.10) 0.93(0.08) 0.20(0.18) 1.00(0.00) 0.91(0.07) 0.93(0.09)
DART10(20k) 0.10(0.11) 1.00(0.00) 0.94(0.07) 0.95(0.06) 0.10(0.13) 1.00(0.00) 0.96(0.06) 0.95(0.06)
BART200(2k) 1.00(0.00) 1.00(0.00) 0.57(0.00) 0.50(0.00) 1.00(0.00) 1.00(0.00) 0.67(0.00) 0.50(0.00)
DART200(2k) 0.10(0.13) 1.00(0.00) 0.94(0.08) 0.98(0.05) 0.45(0.23) 1.00(0.00) 0.82(0.08) 0.86(0.11)
BART200(20k) 1.00(0.00) 1.00(0.00) 0.57(0.00) 0.50(0.00) 1.00(0.00) 1.00(0.00) 0.67(0.00) 0.50(0.00)
DART200(20k) 0.03(0.07) 1.00(0.00) 0.98(0.04) 1.00(0.03) 0.34(0.21) 1.00(0.00) 0.86(0.08) 0.91(0.09)
SF 0.01(0.05) 0.98(0.14) 0.88(0.02) 0.99(0.03) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00)
ABC5%(1k) 0.03(0.08) 1.00(0.00) 0.98(0.05) 1.00(0.00) 0.01(0.04) 1.00(0.00) 1.00(0.02) 1.00(0.00)
ABC5%(10k) 0.02(0.06) 1.00(0.00) 0.88(0.04) 1.00(0.00) 0.01(0.05) 1.00(0.00) 0.99(0.02) 1.00(0.00)
p=100
RF 0.00(0.00) 0.81(0.23) 0.87(0.17) 1.00(0.00) 0.00(0.00) 0.76(0.18) 0.85(0.12) 1.00(0.00)
RLT 0.00(0.00) 0.71(0.24) 0.81(0.1) 1.00(0.00) 0.00(0.00) 0.68(0.19) 0.80(0.13) 1.00(0.00)
LASSO 0.01(0.02) 0.06(0.12) 0.33(0.13) 0.52(0.06) 0.18(0.11) 1.00(0.00) 0.43(0.19) 0.91(0.06)
BART10(2k) 0.02(0.02) 0.48(0.33) 0.55(0.18) 0.84(0.13) 0.03(0.02) 1.00(0.00) 0.77(0.10) 0.99(0.01)
DART10(2k) 0.01(0.01) 0.46(0.30) 0.63(0.17) 0.76(0.16) 0.02(0.01) 1.00(0.00) 0.85(0.08) 0.99(0.01)
BART10(20k) 0.02(0.02) 0.84(0.21) 0.70(0.18) 0.94(0.09) 0.02(0.02) 1.00(0.00) 0.84(0.10) 0.99(0.01)
DART10(20k) 0.01(0.01) 0.73(0.27) 0.78(0.18) 0.87(0.14) 0.01(0.01) 1.00(0.00) 0.93(0.08) 1.00(0.00)
BART200(2k) 1.00(0.00) 1.00(0.00) 0.08(0.00) 0.98(0.03) 1.00(0.00) 1.00(0.00) 0.10(0.00) 0.98(0.01)
DART200(2k) 0.01(0.01) 0.88(0.24) 0.84(0.17) 0.94(0.12) 0.07(0.04) 1.00(0.00) 0.63(0.13) 0.99(0.01)
BART200(20k) 1.00(0.00) 1.00(0.00) 0.08(0.00) 0.98(0.01) 1.00(0.00) 1.00(0.00) 0.10(0.00) 0.97(0.02)
DART200(20k) 0.00(0.01) 1.00(0.00) 0.95(0.07) 1.00(0.00) 0.04(0.04) 1.00(0.00) 0.76(0.16) 0.99(0.01)
SF 0.19(0.10) 0.74(0.24) 0.27(0.13) 0.84(0.12) 0.00(0.00) 0.97(0.07) 0.98(0.04) 1.00(0.00)
ABC5%(1k) 0.05(0.08) 0.80(0.22) 0.62(0.20) 0.97(0.04) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00)
ABC5%(10k) 0.04(0.07) 0.86(0.21) 0.67(0.21) 0.99(0.01) 0.00(0.00) 1.00(0.00) 1.00(0.00) 1.00(0.00)
p=1000
RF 0.00(0.00) 0.56(0.25) 0.57(0.20) 1.00(0.00) 0.00(0.00) 0.64(0.14) 0.77(0.11) 1.00(0.00)
RLT 0.00(0.00) 0.58(0.17) 0.69(0.15) 0.92(0.14) 0.00(0.00) 0.71(0.19) 0.81(0.14) 1.00(0.00)
LASSO 0.01(0.02) 0.03(0.08) 0.21(0.13) 0.51(0.04) 0.03(0.02) 1.00(0.00) 0.37(0.21) 0.99(0.01)
BART10(2k) 0.00(0.00) 0.08(0.13) 0.33(0.06) 0.64(0.13) 0.00(0.00) 0.95(0.09) 0.70(0.09) 1.00(0.02)
DART10(2k) 0.00(0.00) 0.05(0.11) 0.36(0.07) 0.56(0.15) 0.00(0.00) 0.77(0.17) 0.79(0.11) 0.90(0.08)
BART10(20k) 0.00(0.00) 0.18(0.21) 0.38(0.15) 0.69(0.13) 0.00(0.00) 1.00(0.00) 0.76(0.10) 1.00(0.00)
DART10(20k) 0.00(0.00) 0.24(0.23) 0.42(0.17) 0.66(0.13) 0.00(0.00) 1.00(0.00) 0.96(0.06) 1.00(0.00)
BART200(2k) 0.03(0.01) 0.12(0.18) 0.08(0.04) 0.68(0.14) 0.04(0.01) 1.00(0.00) 0.20(0.05) 1.00(0.00)
DART200(2k) 0.01(0.01) 0.17(0.22) 0.19(0.11) 0.65(0.11) 0.01(0.01) 1.00(0.00) 0.51(0.15) 1.00(0.00)
BART200(20k) 0.03(0.02) 0.25(0.28) 0.11(0.08) 0.72(0.14) 0.05(0.01) 1.00(0.00) 0.17(0.03) 0.99(0.00)
DART200(20k) 0.01(0.01) 0.23(0.28) 0.49(0.24) 0.62(0.15) 0.01(0.00) 1.00(0.00) 0.70(0.17) 1.00(0.00)
SF 0.03(0.02) 0.09(0.14) 0.07(0.06) 0.65(0.12) 0.00(0.00) 0.62(0.23) 0.65(0.19) 0.98(0.04)
ABC5%(1k) 0.02(0.01) 0.31(0.25) 0.15(0.10) 0.83(0.11) 0.00(0.00) 0.94(0.09) 0.97(0.05) 1.00(0.00)
ABC5%(10k) 0.01(0.02) 0.43(0.25) 0.24(0.14) 0.93(0.06) 0.00(0.00) 0.95(0.09) 0.97(0.05) 1.00(0.00)
Note: Table reports average performance scores over 50 simulated datasets assuming n = 500. Standard deviations are
attached in brackets. For both BART and DART, we try two settings: ntree=10, as in ABC Bayesian Forests, and ntree=200,
which is the standard setting in wbart. For ABC, we tried three different choices of  (1%, 5%, 40% quantiles of all m’s). The
performance of ABC is relatively robust w.r.t. the choice of . We report the results using 5%. The number in the bracket
indicates the number of iterations/samples trained in the model.
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scenarios, are actually also performing very well in this case. The fact that RF obtain
perfect AUC scores across all settings suggests a fundamental difficulty with RF threshold
selection. Our choice 0.5 is rather ad-hoc here, since the RF importance measure is non-
probabilistic and on an arbitrary scale. Under the BART setting, all tree methods provide
very good results. Interestingly, we observe that BART and DART perform slightly worse
when p = 10, clearly overfitting in terms of variables included.
Our simulation study demonstrates that ABC Bayesian Forests are very competitive
among existing methods, especially in the non-linear cases where standard methods like
LASSO tend to fail. In comparison to existing treed variable selection methods, ABC
Bayesian Forest and Spike-Forests are seen to often perform better than Random Forests,
using our decision boundary 0.5 for the normalized RF scores. One explanation for the
not-so-stellar performance of ABC Bayesian Forests when p = 1 000 is that the algorithm
cannot explore the 21 000 variable combinations within merely 10 000 iterations. Therefore,
the marginal inclusion probabilities may be underestimated and the 0.5 threshold may not
be the best practical decision boundary. For Spike-and-Forests, the performance could be
boosted with a prior on σ2 and a neighborhood search strategy (Hans et al., 2007) that
proposes many candidate trees/models at each steps and picks the best one.
6 Discussion
This paper makes advancements at two fronts. One is the proposal of ABC Bayesian
Forests for variable selection based on a new idea of data splitting, where a fraction of data
is first used for ABC proposal and the rest for ABC rejection. This new strategy increases
ABC acceptance rate. We have shown that ABC Bayesian Forests are highly competitive
with (and often better than) other tree-based variable selection procedures. The second
development is theoretical and concerns consistency for variable and regularity selection.
Continuing the theoretical investigation of BART by Rocˇkova´ and van der Pas (2017), we
proposed new complexity priors which jointly penalize model dimensionality and tree size.
We have shown joint consistency for variable and regularity selection when the level of
smoothness is unknown and no greater than 1. Our results are the first model selection
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consistency results for BART priors.
Our ABC sampling routine has the potential to be extended in various ways. Sampling
from pi(fE,B, σ2 |Y obsIm ,Sm) in ABC Bayesian Forests is one way of distilling Y obsIm to propose a
candidate ensemble fmE,B. We noticed that the ABC acceptance rate can be further improved
by replacing a randomly sampled tree with a fitted tree. Indeed, instead of drawing from
pi(fE,B, σ2 |Y obsIm ,S), one can fit a tree f̂mT ,β to Y obsIm using recursive partitioning algorithms
(such as the rpart R package of Therneau and Atkinson (2018)) or with BART (by taking
the posterior mean estimate f̂mE,B = E[fE,B | Y obsIm ,S]). This variant, further referred to as
ABC Forest Fit, is indirectly linked to other model-selection methods based on resampling.
Felsenstein (1985) proposed a “first-order bootstrap” to assess confidence of an es-
timated tree phylogeny. The idea was to construct a tree from each bootstrap sample
and record the proportion of bootstrap trees that have a feature of interest (for us, this
would be variables used for splits). Efron and Tibshirani (1998) embedded this approach
within a parametric bootstrap framework, linking the bootstrap confidence level to both
frequentist p-values and Bayesian a posteriori model probabilities. The authors proposed
a second-order extension by reweighting the first-order resamples according to a simple
importance sampling scheme. This second-order variant performs frequentist calibration
of the a-posteriori probabilities and amounts to performing Bayesian analysis with Welch-
Peers uninformative priors. Efron (2012) further develops the connection between paramet-
ric Bootstrap and posterior sampling through reweighting in exponential family models.
Using non-parametric bootstrap ideas, Newton and Raftery (1994) introduce the weighted
likelihood bootstrap (WLB) to sample from approximate posterior distributions. The WLB
samples are obtained by maximum reweighted likelihood estimation with random weights.
Such posterior sampling can be beneficial when, for instance, maximization is easier than
Gibbs sampling from conditionals. In a similar spirit, our ABC Forest Fit variant would
perform optimization (instead of sampling) on a random subset of the dataset to obtain a
candidate tree/ensemble.
It is worth pointing out that f̂mE,B does not necessarily have to be a tree/forest. We
suggest trees because they are are easily trainable and produce stable results using tradi-
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tional software packages. In principle, however, this method could be deployed in tandem
with other non-parametric methods, such as deep learning, to perform variable selection.
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7 Appendix
7.1 Proof of Theorem 4.1
We first review some notation used throughout this section and adapted from Rocˇkova´
and van der Pas (2017). Recall that ΠS(·) denotes the conditional distribution given the
model S. Next, FS(K) denotes a set of all step functions fT ,β(·) with K steps that split
on covariates S and ‖fT ,β‖∞ ≤ B. A tree partition is called valid when each tree splits on
observed values X = {x1, . . . ,xn} and has nonempty cells. We denote with VKS all valid
trees obtained by splitting K − 1 times along coordinates inside S. The number of such
valid trees is denoted with ∆(VKS ). For a valid tree partition T ∈ VKS , we denote with
F(T ) ⊂ FS(K) all step functions supported on T . We prove Theorem 4.1 by verifying
conditions B1-B4 in Theorem 4 of Yang and Pati (2017) (further referred to as YP17). We
build on tools developed in Rocˇkova´ and van der Pas (2017) (further referred to as RP17).
7.1.1 Prior Concentration Condition
The first condition pertains to prior concentration and consists of two parts: (a) the model
prior mass condition and (b) the prior concentration condition in the parameter space
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under the true model. Namely, we want to show that
pi(S0) ≥ e−n ε
2
n,S0 (24)
and
ΠS0 (fT ,β ∈ FS0(K) : ‖fT ,β − f0‖n ≤ εn,S0) ≥ e−dn ε
2
n,S0 (25)
for some d > 2. The prior concentration (24) follows directly from the definition of model
weights (12) for C ≤ C2ε under our assumption q0 log p < nq0/(2α+q0).
Regarding (25), a variant of this condition is verified in Section 8.2 of RP17 assuming
that K is random with a prior. It follows from their proof, however, that (25) holds if we
fix K at KS0 = bCK/C2ε n ε2n,S0/ log nc = 2q0s for some s ∈ N. The proof consists of (a)
constructing a single approximating tree (i.e. the k-d tree with s = (log2KS0)/q0 cycles of
splits on each coordinate in S0) and showing that it has enough prior support. This tree
exists under the assumption that the design is S0-regular. From (8.5) of RP17, such tree
approximates f0 with an error bounded by a constant multiple of εn,S0 . The verification of
(25) then follows directly from RP17.
7.1.2 Entropy Condition
The second condition (B4 in the notation of YP17) entails controlling the complexity of
over/underfitting models. In the sequel, we focus only on models with up to qn covariates,
where qn = Cqdn ε2n,S0/ log pe. This restriction is justified by the following lemma.
Lemma 7.1. Denote with qn = Cqdn ε2n,S0/ log pe. Under the assumptions of Theorem 4.1,
we have
Π(q ≥ qn | Y (n))→ 0 (26)
in P(n)f0 -probability as n→∞.
Proof. First, we show that Π(q ≥ qn)e(d+2)n ε
2
n,S0 → 0, where d > 2 is as in (25). We can
write
Π(q > qn)e
(d+2)nε2n,S0 . e(d+2)n ε2n,S0
p∑
k=qn
(
p
k
)
e−C×max{n
k/(2α+k) logn,k log p}
≤ e(d+2)n ε2n,S0−(C−2) qn log p = e−n ε2n,S0 [(C−2)Cq−(d+2)].
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The right hand side above goes to zero when (C− 2)Cq− (d+ 2) > 0. This can be satisfied
with C > 2 and Cq large enough. This fact, together with prior mass conditions (25) and
(24), yields (26) according to Lemma 1 of Ghosal and van der Vaart (2007).
Lemma 7.1 essentially states that the posterior will not reward models whose dimen-
sionality is larger than (or equal to) qn. In our following considerations, we thus condition
only models with less than qn variables.
We now verify that the complexity of overfitting models S ⊃ S0 is not too large in the
sense that their global metric entropy satisfies
logN (εn,S ; FS(KS) ; ‖ · ‖n) ≤ n ε2n,S . (27)
First, we note that for two tree step functions fT ,β1 ∈ F(T ) and fT ,β2 ∈ F(T ) that
have the same partition T ∈ VKSS and different step heights β1 ∈ RKS and β2 ∈ RKS ,
we have {‖fT ,β1 − fT ,β2‖n ≤ εn,S} ⊃ {‖β1 − β2‖2 ≤ εn,S}. Furthermore, noting that
F(T ) = {fT ,β : ‖fT ,β‖∞ ≤ B} ⊂ {β ∈ RKS : ‖β‖2 ≤ B
√
n} we can write
N (εn,S ; F(T ) ; ‖ · ‖n) ≤
(
3B
√
n
εn,S
)KS
≤ (3B n3/2/Cε)KS ,
where we used the standard εn,S covering number of a KS-Euclidean ball of a radius B
√
n
and the fact that 1/εn,S ≤ 1/Cε × nα/(2α+|S|) ≤ 1/Cε × n. Then we can write
N (εn,S ; FS(KS) ; ‖ · ‖n) ≤ ∆(VKSS )
(
3B n3/2/Cε
)KS
.
Using Lemma 3.1 of Rockova and van der Pas (2017), we have ∆(VKSS ) ≤ (KS n |S|)KS .
The overall log-covering number is then upper-bounded with (since |S| ≤ qn ≤ n)
KS log
(
3B n3 n3/2
)
. KS log n ∝ n ε2n,S . (28)
This verifies the model complexity condition for overfitting models. Next, we need to verify
(27) with εn,S replaced by ε˜n for “underfitting” models S ∈ ΓS6⊃S0 where |S| ≤ qn. This
follows from the same arguments as above and the fact that εn,S ≤ ε˜n. Finally, the last
requirement in Assumption B4 of YP17 is verifying that∑
S6⊃S0:|S|≤qn
e−C2 n ε˜
2
n +
∑
S⊃S0:|S|≤qn
e−C2 n ε
2
n,S ≤ 1 (29)
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for some large constant C2 > 0. Since ε˜n ≥ εn,S > εn,S0 for any S ⊃ S0 such that |S| ≤ qn,
we can upper-bound the left-hand side above with
qn∑
q=0
∑
S:|S|=q
e−C2 n ε
2
n,S0 ≤ e−C2 n ε2n,S0
qn∑
q=0
(
p
q
)
≤
(
2 e p
qn
)qn+1
e−C2 nε
2
n,S0
From our definition of qn, we have qn log p  n ε2n,S0 and (29) will be satisfied for a large
enough C2.
7.1.3 Prior Anticoncentration Condition
Lastly, as one of the sufficient conditions for model selection consistency, we need to verify∑
S⊃S0:|S|≤qn
pi(S) ΠS (fT ,β ∈ FS(KS) : ‖f0 − fT ,β‖n ≤M εn,S) ≤ e−H nε
2
n,S0 (30)
for some H > 0. Alternatively, YP17 introduce the so-called “anti-concentration condi-
tion” ΠS (fT ,β ∈ FS(KS) : ‖f0 − fT ,β‖n ≤M εn,S) ≤ e−H nε
2
n,S0 (Remark 4.2) for overfitting
models S ⊃ S0 where εn,S ≥ εn,S0 . This condition is needed to show that the posterior
probability of more complex models that contain the truth goes to zero.
It turns out that this condition can be avoided with our choice of model weights pi(S)
(Ghosal, Lember and van der Vaart (2008)). We can verify (30) directly (without the
anticoncentration condition) by upper-bounding the left hand side of (30) with
∑
S⊃S0:|S|≤qn
pi(S) ≤
∑
S⊃S0:|S|≤qn
e−C nε
2
n,S ≤ e−C nε2n,S0
(
2 e p
qn
)qn+1
. (31)
Since qn log p  n ε2n,S0 , (30) holds for H < C − 1.
7.1.4 Identifiability
Under the identifiability and irrepresentability assumptions (4.1) and (4.2), it turns out
that we cannot approximate f0 well enough with models that miss at least one covariate.
This property is summarized in the following Lemma, which is a variant of Proposition 1
of YP17.
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Lemma 7.2. For f0 ∈ Hαp ∩ C(S0), assume that S0 is (f0, ε)-identifiable and that ε-
irrepresentability holds. Then
inf
S6⊃S0
inf
fT ,β∈FS
‖f0 − fT ,β‖n > M ε.
Proof. We decompose S 6⊃ S0 into true positives and false positives, i.e. S = S1∪S2, where
S1 ⊂ S0 and S2 ∩ S0 = ∅. We denote with f̂S the projection of f0 onto FS , omitting the
subscripts T̂ and β̂. Then we can write
‖f0 − f̂S‖2n = ‖f0 − f̂S1 + f̂S1 − f̂S‖2n > ‖f0 − f̂S1‖2n − 2|E[(f0 − f̂S1)(f̂S − f̂S1)]|,
where E[(f0 − f̂S1)(f̂S − f̂S1)] equals ρSn defined in (16). We note that δS1n is monotone
increasing in the number of false non-discoveries |S0\S1|. The statement of the Lemma then
follows from the fact that ‖f0 − f̂S‖2n > infS1⊂S0 δ
S1
n − 2 supS6⊃S0
ρSn > inf
i∈S0
δ
S0\i
n −M ε > Mε.
7.2 Proof of Theorem 4.2
We introduce some more notation. We denote with FS =
⋃n
K=1FS(K) all valid trees that
split on directions inside S and we write ΠK,S(·) for the conditional prior, given K and S.
Similarly as in Section 7.1, we verify the three conditions (Prior Concentration, Entropy,
Prior Anti-concentration). The prior model concentration condition is again satisfied au-
tomatically from the definition of model weights in (18) and KS0 = bCK/Cε n ε2n,S0/ log nc.
Namely,
pi(KS0 ,S0) ∝ e−C max{CK/Cεn ε
2
n,S0 ,q0 log p} ≥ e−n ε2n,S0 , (32)
for CK < Cε/C, where we used the assumption q0 log p ≤ nq0/(2α+q0). Next, the prior
concentration in the parameter space associated with the true model
ΠKS0 ,S0 (fT ,β ∈ FS0(KS0) : ‖fT ,β − f0‖n ≤ εn,S0) ≥ e
−dn ε2n,S0
follows again from Section 8.2 of RP17.
For the entropy considerations, we focus only on models with up to qn covariates and
up to Kn splits, where qn = dCqn ε2n,S0/ log pe and Kn = dC¯n ε2n,S0/ log ne were defined in
Theorem 4.2. This restriction is justified by the following Lemma.
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Lemma 7.3. Denote with qn = dCqn ε2n,S0/ log pe and Kn = dC¯ n ε2n,S0/ log pe. Under the
assumptions of Theorem 4.1, we have
Π(q ≥ qn | Y (n))→ 0 and Π(K ≥ Kn | Y (n))→ 0 (33)
in P(n)f0 -probability as n→∞.
Proof. It suffices to show that Π(q > qn)e
(d+2)nε2n,S0 → 0 and Π(K ≥ Kn)e(d+2)nε
2
n,S0 → 0
for d > 2 from (25). We have q0 ≤ qn for n large enough, since q0 = O(1) as n→∞, and
thereby
Π(q ≥ qn)e(d+2)nε
2
n,S0 . e(d+2)nε2n,S0
p∑
q=qn
(
p
q
) n∑
K=1
e−C max{K logn,q log p}
≤ e(d+2)nε2n,S0
p∑
q=qn
elogn+q log(p e/q)−C q log p ≤ elog p+logn−(C−1) qn log p+(d+2)n ε2n,S0
≤ e−(C−3) qn log p+(d+2)n ε2n,S0 ,
where we used the fact that for q0 ≥ 2 and α ∈ (0, 1], we have log n ≤ nq0/(2α+q0). Since
qn log p ≥ Cqnε2n,S0 , the right hand side above goes to zero when (C − 3)Cq > d + 2. This
will be guaranteed with C > 3 and Cq large enough. Similarly, we have
Π(K ≥ Kn)e(d+2)n ε
2
n,S0 . e(d+2)n ε2n,S0
p∑
q=0
(
p
q
) n∑
K=Kn
e−C max{K logn,q log p}
≤ e(d+2)n ε2n,S0
p∑
q=0
n∑
K=Kn
e−(C−1) max{K logn,q log p}
≤ elog(p+1)+logn−(C−1)Kn logn+(d+2)n ε2n,S0 ≤ e−(C−2)Kn logn+(d+3)n ε2n,S0 ,
where we used our assumption log p ≤ nq0/(2α+q0). Since Kn ≥ C¯n ε2n,S0 , the right hand side
above goes to zero when (C − 2)C¯ > d + 3. Together with the prior mass conditions (25)
and (32), (33) follows from Lemma 1 of Ghosal and van der Vaart (2007).
This Lemma essentially says that the posterior does not overfit in terms of both q and
K, where the mass concentrates on models with K < Kn splits. Note that Kn is of the
same order as the optimal regularity KS0 . Now, we denote with Γn ⊂ Γ a sieve consisting of
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all models with less than qn variables and Kn splits. For the entropy bounds of overfitting
and underfitting models (inside the sieve Γn), we can use the same arguments as in Section
7.1. Assume a model (K,S) ∈ Γn. Then it follows from (28) that
logN (εn,S ; FS(K) ; ‖ · ‖n) ≤ K log(3B n3n3/2) . Kn log n . n ε2n,S0 .
For over-fitting models, this can be further upper-bounded with a multiple of n ε2n,S , thus
satisfying (27). The last requirement for the entropy condition is verifying the following
variant of (29) ∑
(K,S)∈Γn:S6⊃S0∪K<KS0
e−C2M
2 n ε2n,S0 +
∑
(K,S)∈Γn:S⊃S0∩K≥KS0
e−C2n ε
2
n,S ≤ 1 (34)
for some suitable C2 > 0. Since n ε
2
n,S0 ≤ n ε2n,S for S ⊃ S0, we can upper-bound the left
hand side with
∑
S:|S|<qn
Kn∑
K=1
e−C2n ε
2
n,S0 ≤ e−C2n ε2n,S0
(
2 e p
qn
)qn+1
elogKn ≤ e−C2n ε2n,S0+(qn+1) log p+logKn . (35)
Since qn log p  n ε2n,S0 and logKn . nq0/(2α+q0) . nε2n,S0 , the right-hand side of (35)
converges to zero for some suitably large C2 as n→∞, thus satisfying (34).
In place of the anti-concentration condition (similarly as in (31)), we need to verify that
the prior probability of larger models (that contain the truth) is small in the sense that,
for some H > 0, ∑
(K,S)∈Γn:{S⊃S0}∩{K≥KS0}
pi(S, K) ≤ e−H nε2n,S0 . (36)
We can write
∑
S⊃S0:|S|<qn
Kn∑
K=KS0
pi(S, K) ≤
qn∑
q=0
(
p
q
) Kn∑
K=KS0
e−C KS0 logn (37)
≤
(
2 e p
qn
)qn+1
elogKne−C KS0 logn. (38)
Because qn log p  n ε2n,S0 and logKn . nq0/(2α+q0) . nε2n,S0 the condition (36) is satisfied
for some H > 0 when C and CK are large enough.
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7.3 Proof of Theorem 4.3
We modify the notation a bit. We adopt the definition of δ-valid ensembles from RP17
(Definition 5.3). With FS(K) we denote all δ-valid tree ensembles fE,B that (a) are
uniformly bounded (i.e. ‖fE,B‖∞ ≤ B for some B > 0), (b) consist of T trees with
K = (K1, . . . , KT )′ ∈ NT leaves and (c) that split along directions S.
We start by showing that the prior model concentration condition is satisfied. From
our assumption q0 log p ≤ nq0/(2α+q0) and definition KS0 < CK/C2ε n ε2n,S0/ log n and using
(21) and (22), we obtain
pi(S0, E(KS0)) ∝
KS0∑
T=1
e−CT T
∑
K∈NT :∑Tt=1Kt=KS0
e−C n
q0/(2α+q0) logn ≥ e−(CTCK/(Cε logn)+C/C2ε )n ε2n,S0 .
The right-hand side can be further lower-bounded with e−n ε
2
n,S0 for a large enough Cε and
n. Next, we need to show prior concentration in the parameter space under the true model
equivalence class (S0, E(KS0)). All that is needed is finding a single well-approximating
forest supported on one partition ensemble characterized by (T,K) from the equivalence
class E(KS0). Such an ensemble can be obtained by considering T = 1 and a single k-d
tree with KS0 leaves from Lemma 3.2 of RP17. The prior concentration condition then
boils down to (25), which has already been verified in RP17.
Next, we show that for Kn = dC¯ n ε2n,S0/ log ne we have
Π
(
(T,K) :
T∑
t=1
Kt ≥ Kn
∣∣Y (n))→ 0.
We can write
Π
(
(T,K) :
T∑
t=1
Kt ≥ Kn
)
.
n∑
T=1
e−CT T
p∑
q=0
(
p
q
) n∑
Z=Kn
∑
K:
∑T
t=1K
t=Z
e−C max{Z logn,q log p}
. e−(C−1)Kn logn+log p+2 logn+log p(n)−CT ,
where p(n) is the partitioning number. According to Andrews (1976), we have
log p(n) ∼ pi
√
2n
3
as n→∞. (39)
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Under our assumptions q0 > 2 and α ∈ (0, 1], we have
√
n ≤ nq0/(2α+q0) and log n ≤
nq0/(2α+q0). From log p ≤ nq0/(2α+q0) and using the fact that Kn ≥ C¯ n ε2n,S0/ log n, we can
then write
Π
(
(T,K) :
T∑
t=1
Kt ≥ Kn
)
e(d+2)n ε
2
n,S0 . e−[(C−1)C¯−Dpi
√
2/3−d−5]n ε2n,S0
for some D > 0. The right hand side goes to zero for C > 1 and C¯ large enough. Similarly,
we can show that Π(q ≥ qn |Y (n))→ 0 as n→∞ for qn = dCq n ε2n,S0/ log pe by proceeding
as in Lemma 7.3 in Section 7.2.
Based on the previous paragraph, we narrow down attention to a subset of model indices
Γn ⊂ Γ, consisting of models (S, E(Z)) such that |S| < qn and Z < Kn. We now define a
sieve Fn as follows
Fn =
qn⋃
q=0
Kn⋃
T=1
⋃
∑T
t=1K
t≤Kn
⋃
S:|S|=q
FS(K).
It follows from the previous paragraph that Π(F cn | Y (n))→ 0 as n→∞. For the entropy
calculation we thus focus on the sieve Fn.
We first note that the metric entropy logN (εn,S ;F(E); ‖ · ‖n), where F(E) are all uni-
formly bounded forests supported on a δ-valid partition ensemble E , can be upper-bounded
with
(∑T
t=1K
t
)
log(B/εn,SC1κ(E)
√
n) (follows from equation (9.3) of RP17), where κ(E)
is the condition number of a valid ensemble (defined in Section 9.1. of RP17). Next, we
find an upper bound for the covering number of the tree ensembles that are attached to
a model (S, E(Z)), where E(Z) is the equivalence class of (T,K) defined in (20). From
Section 9.1 of RP17, and using the fact that ∆(E(Z)) ≤ Z!p(Z), it follows that
logN
εn,S ; ⋃
(T,K)∈E(Z)
FS(K) ∩ Fn; ‖ · ‖n

≤ log ∆(E(Z)) + log ∆(VEKS ) + Z log(B/εn,SC1κ(E)
√
n)
. Z logZ +
√
Z + Z log(|S|n2) + Z log
(
n2+δ/2
√
Z
)
for some C1 > 0, where ∆(VEKS ) is the cardinality of δ-valid ensembles VEKS . Inside the
sieve, we have |S| < qn ≤ n and Z < Kn  n ε2n,S0/ log n and thereby we can upper bound
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the log entropy with a constant multiple of n ε2n,S0 . For an overfitting model (S, E(Z))
such that Z ≥ K(S0) and S ⊃ S0, the log-covering number is further upper-bounded with
n ε2n,S ≥ n ε2n,S0 . Next, we verify the following variant of condition (29)∑
Γn∩Γ{S6⊃S0}∪{Z<KS0}
e−C2M
2 n ε2n,S0 +
∑
Γn∩Γ{S⊃S0}∩{Z≥KS0}
e−C2n ε
2
n,S ≤ 1 (40)
for some C2 > 0. Since n ε
2
n,S > nε
2
n,S0 for S ⊃ S0 and M > 1, we can upper-bound the
left-hand-side with
e−C2 n ε
2
n,S0
qn∑
q=0
(
p
q
) Kn∑
Z=1
∆(E(Z)) .
(
2 e p
qn
)qn+1
e−C2 n ε
2
n,S0+log qn+logKn+Kn logKn+pi
√
2Kn/3,
where we used the fact ∆(E(Z)) ≤ Z!p(Z) and (39). Since Kn logKn . n ε2n,S0 and
qn log p  nε2n,S0 , the right hand side goes to zero for a large enough constant C2 > 0.
Lastly, the anti-concentration condition is replaced with
n∑
T=Kn
pi(T )
∑
Γn∩Γ{S⊃S0}∩{Z≥KS0}
∑
K∈NT :∑Tt=1Kt=Z
pi(S,K | T ) ≤ e−H nε2n,S0
for some H > 0. Using the fact pi(S,K | T ) & e−C ∑Kt logn, we can upper-bound the left
hand side above with
Kn∑
T=1
pi(T )e−C KS0 logn
∑
Γn∩Γ{S⊃S0}∩{Z≥KS0}
∆(E(Z))
. e−C KS0 logn
(
2 e p
qn
)qn+1
e2 logKn+Kn logKn+pi
√
2Kn/3−CT
Using similar arguments as before, and because KS0 log n ≥ CK/Cε n ε2n,S0 , the condition
will be satisfied for large enough C > 0 and CK > 0.
7.4 Spike-and-Forests: MCMC Variant
As a precursor to ABC Bayesian Forests, we first implemented an MCMC algorithm for
joint sampling from a posterior Π(S, E | Y (n)) over the space of models and tree ensem-
ble partitions. We refer to this algorithm as Spike-and-Forests. The sampling follows a
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Metropolis-Hasting scheme, exploiting the additive structure of forests by sampling each
tree individually from conditionals in a Gibbs manner within each Metropolis step (Bayesian
backfitting by Chipman et al. (2010)). The key is assigning a joint proposal distribution
pr(S, E | Sm, Em) = pr(S | Sm)pr(E | S, Em) over variable subsets S and partition ensembles
E , where Sm and Em are current MCMC states.
We explain the proposal mechanism using a single tree and write T instead of E . First,
a model proposal S? is sampled from pr(S | Sm) which consists of the following three
options: add, delete and stay for adding/deleting one (or none) of the variables. These
three steps are chosen with probabilities 0.4, 0.4 and 0.2, respectively. Candidate variables
for deletion/addition are chosen from a uniform distribution. Given the newly suggested
model S?, the proposal distribution pr(T | S?, Tm) consists of various moves, described
below, depending on the status of S?.
If S? was obtained from Sm by adding a variable, the proposal pr(T | S? = add, Tm)
consists of two steps: birth and replace. In the birth step, a bottom node is added
to Tm and in the replace step one of the variables that occurs more than once inside Tm
is replaced with the new variable. The birth step increases the size of the tree, while the
replace step does not. The two steps are chosen with probabilities
pibirth,add = 0.7 min
{
pi(K + 1)
pi(K)
, 1
}
, pibirth, replace = 1− pibirth,add,
where K is the number of bottom nodes in Tm and pi(K) is a prior on the number of
bottom nodes. If no variable appears more than once in the tree, then replace is invalid
and pibirth, replace is set to 0.
If S? is obtained from Sm by deleting a variable, the proposal pr(T |S? = delete, Tm)
consists of two steps: death and replace. If the variable chosen for deletion occurs in a
bottom node, it can be removed from a tree Tm with a delete step that erases the bottom
node. If the variable occurs inside the tree, it can be deleted by replacing it with other
variables in the replace step. If both of these moves are eligible, we pick one of them with
probabilities
pideath,delete = 0.7 min
{
pi(K − 1)
pi(K)
, 1
}
, pideath,replace = 1− pideath,delete.
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If the variable suggested for deletion is not in a bottom node, then pideath,delete = 0.
If the pool of variables stays the same, i.e. S? = Sm, the proposal pr(T |S? = stay, Tm)
consists of 4 moves: add, delete, replace and rule. All proposal moves, and their
probabilities, are adopted from Bayesian CART of Denison et al. (1998). These steps only
modify the tree configuration without adding/deleting variables.
Regarding the prior distributions for our MCMC implementation, we assume the beta-
binomial prior on the variable subsets. Namely, for binary indicators γj ∈ {0, 1}, for
whether or not xj is active, we assume P(γj = 1 | θ) = θ and θ ∼ B(a, b). The prior
distribution on trees consists of (a) the truncated Poisson distribution on the number
of bottom leaves, (b) uniform prior over trees with the same number of leaves and (c)
standard Gaussian prior on the step sizes. This is the Bayesian CART prior proposed
by Denison et al. (1998) and analyzed theoretically by Rocˇkova´ and van der Pas (2017).
In the computation of MH acceptance ratios, we leverage the fact that the bottom leave
parameters can be integrated out to obtain a conditional marginal likelihood, given each
partition.
The MCMC sampling routine can be extended to spike-and-forests, altering each tree
inside the forests one by one through Bayesian backfitting (Chipman et al., 2010). One
big advantage of the Bayesian forest representation is that it accelerates mixing since most
trees are shallow and thereby more easily modified throughout MCMC (see Pratola (2016)).
7.5 Simulation Figures
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Figure 2: Simulation Results from the Linear Setup
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(b) Stats
Note: Average performance across 50 simulations for different variable selection approaches under correlated linear data
setting (with ρ = 0.6). (a) Average normalized inclusion probability of the first ten variables. The first five points on each
line represent the probability of ”true” variable being selected. We only show the first 10 variables for better visualization
(the rest of the null variables have similar inclusion probabilities). (b) Each box represents the minimum, maximum and
three quartiles of the ten values. Moving from left to right shifts from low to high dimensionality. Each row reports on a
different statistic.
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Figure 3: Simulation Results from Friedman Dataset
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(b) Stats
Note: Average performance across 50 simulations for different variable selection approaches under the Friedman setup. (a)
Average normalized inclusion probability of the first ten variables. The first five points on each line represent the probability
of ”true” variable being selected. We only show the first 10 variables for better visualization (the rest of the null variables
have similar inclusion probabilities). (b) Each box represents the minimum, maximum and three quartiles of the ten values.
Moving from left to right shifts from low to high dimensionality. Each row reports on a different statistic.
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Figure 4: Simulation Results from Checkerboard Dataset
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(b) Stats
Note: Average performance across 50 simulations for different variable selection approaches under the Checkerboard setup.
(a) Average normalized inclusion probability of the first ten variables. Points at X = 1, 4, 7, 10 represent the probability of
”true” variable being selected. We only show the first 10 variables for better visualization. The rest of the null variables
have similar inclusion probabilities. (b) Each box represents the minimum, maximum and three quartiles of the ten values.
Moving from left to right shifts from low to high dimensionality. Each row reports on a different statistic.
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Figure 5: Simulation Results from BART Dataset
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(b) Stats
Note: Average performance across 50 simulations for different variable selection approaches under the BART setting. a)
Average normalized inclusion probability of the first ten variables. The first five points on each line represent the probability
of ”true” variable being selected. We only show the first 10 variables for better visualization (the rest of the null variables
have similar inclusion probabilities). (b) Each box represents the minimum, maximum and three quartiles of the ten values.
Moving from left to right shifts from low to high dimensionality. Each row reports on a different statistic.
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