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Bilayer graphene (BLG) offers a rich platform for broken symmetry states stabilized by interac-
tions. In this work we study the phase diagram of BLG in the quantum Hall regime at filling factor
ν = 0 within the Hartree-Fock approximation. In the simplest non-interacting situation this system
has eight (nearly) degenerate Landau levels near the Fermi energy, characterized by spin, valley, and
orbital quantum numbers. We incorporate in our study two effects not previously considered: (i) the
nonperturbative effect of trigonal warping in the single-particle Hamiltonian, and (ii) short-range
SU(4) symmetry-breaking interactions that distinguish the energetics of the orbitals. We find within
this model a rich set of phases, including ferromagnetic, layer-polarized, canted antiferromagnetic,
Kekule´, a “spin-valley entangled” state, and a “broken U(1) × U(1)” phase. This last state involves
independent spontaneous symmetry breaking in the layer and valley degrees of freedom, and has
not been previously identified. We present phase diagrams as a function of interlayer bias D and
perpendicular magnetic field B⊥ for various interaction and Zeeman couplings, and discuss which
are likely to be relevant to BLG in recent measurements. Experimental properties of the various
phases and transitions among them are also discussed.
PACS numbers: 73.21.-b, 73.22.Gk, 73.43.Lp, 72.80.Vp
I. INTRODUCTION
Two-dimensional systems with discrete degrees of free-
dom in the quantum Hall regime support a variety of pos-
sible broken symmetry states, a phenomenon known as
quantum Hall ferromagnetism (QHF)1. In this context
graphene has presented itself as a particularly exciting
system, both in its monolayer and bilayer forms. These
systems differ from more conventional two dimensional
electron gases in supporting a ν = 0 quantized Hall effect,
a consequence of negative energy levels that are necessar-
ily present in their non-interacting spectra2,3. Moreover,
the presence of nearly-degenerate Landau levels (arising
from internal degrees of freedom such as spin, valley, and
layer) near the Fermi energy in undoped systems sug-
gest that these systems offer a unique platform for QHF
physics4.
In this work we study QHF in bilayer graphene (BLG)
subject to magnetic and electric fields. In zero magnetic
field, working in the tight-binding model with nearest-
neighbor hoppings only, the system distinguishes itself
from single layer graphene at the noninteracting level in
supporting two quadratic band touching (QBT) points,
at the K and K ′ points in the Brillouin zone, in contrast
with monolayer graphene which supports Dirac points
at these locations. When undoped, the Fermi energy
passes through these QBT’s, opening the possibility of
many-body instabilities when interactions are included
in zero magnetic field5–8 . In the presence of a field,
this system supports eight Landau levels near the Fermi
energy, offering a particularly rich set of possibilities for
groundstates with broken symmetries. These levels arise
from spin and valley quantum numbers, as well as orbital
states n = 0, 1 which are degenerate at any magnetic
field in the simplest models, when no electric field D⊥ is
applied perpendicular to the system.
Previous studies of this system have focused on mod-
els which differ in their choice of physical effects retained
in the single-particle Hamiltonian, and in how interac-
tions are modeled. Projection of the long-range Coulomb
interaction into this 8-fold manifold yields an effective
Hamiltonian with a layer-polarized state at large D⊥
and a ferromagnetic state at small D⊥, with a first or-
der transition separating them9,10. Distinguishing intra-
and inter-layer Coulomb interactions, as well as inclu-
sion of particle-hole symmetry-breaking terms, leads to
the appearance of a state spontaneously breaking a U(1)
symmetry11–14.
Interactions in general are, however, more complicated
than the long-range Coulomb form, because at the mi-
croscopic scale they may have lower symmetry (e.g., on-
site Hubbard interactions). Moreover, short-range inter-
actions have greater effect than expected based on pro-
jection directly into the small set of Landau levels near
the Fermi energy, because they impact the energetics of
the Landau levels below them12–19. An effective method
for dealing with this, introduced by Kharitonov20,21,
uses phenomenological short-range interactions consis-
tent with the symmetries of the lattice, in principle incor-
porating renormalizations from the Landau levels deep
within the Dirac sea. In this study, we adopt this gen-
eral approach of effective interactions confined to the set
of Landau levels near zero energy.
Experimentally, evidence for phase transitions among
states of different broken symmetries has been accumu-
lating. Two-terminal conductance experiments reveal
quantized Hall states at low and high D⊥ at filling factor
ν = 0, interrupted at intermediate D⊥ scales by a re-
2FIG. 1: The theoretical phase diagram in the tuning param-
eters B⊥ and the perpendicular electric field (labelled D in
the figure and proportional to D⊥) of our model in a range
of assumed couplings which exhibits the Broken-U(1)×U(1)
(BU(1)2) state. Here and in all the figures following, B⊥ is
in Tesla, and D is in arbitrary units. The boundaries of the
BU(1)2 state are the dashed red lines, while the boundaries
of the partially orbitally polarized (POP) state are the solid
black lines. The blue dash-dotted line is the upper bound-
ary of the spin-valley entangled (SVE) phase, while the green
dashed line with the + symbols is the upper boundary of the
Kekule (KEK) state. The canted antiferromagnet (CAF) oc-
cupies the small D part of the diagram at all values of B⊥. For
small values of B⊥ 6 11T, as one increases D starting from
zero, one successively encounters the CAF state, the BU(1)2
state, the spin-valley-entangled (SVE) state, and finally, at
large values of D, the fully layer polarized (FLP) state. At
larger values of B⊥ > 11T, again starting from D = 0, one
encounters the CAF, the BU(1)2 state, the partially orbitally
polarized (POP) state, the Kekule (KEK) state, and finally
the FLP state. All solid lines indicate first-order phase transi-
tions while the broken lines indicate second-order transitions.
gion where the transport gap vanishes22–24, indicating a
phase transition between different quantized Hall states.
The value of D⊥ at which this transition occurs increases
monotonically with increasing B⊥, the magnetic field
component perpendicular to the bilayer. The high D⊥
phase is rather naturally identified with a layer polar-
ized state, while the low D⊥ phase is largely thought
to represent a canted antiferromagnet (CAF) phase as
was suggested in Ref. 21. More recent capacitance
measurements25, however, show signatures of a separate
intermediate gapped phase between the low and high D⊥
limits, appearing above B⊥ ∼ 12T -13T. Finally, in some
samples the region in D⊥ separating the low and high
D⊥ states even at lower B⊥ is not perfectly sharp, raising
the possibility of other phases existing in the transition
region24,26.
In this work, we explore the phase diagram of bilayer
graphene at ν = 0 using a model of the form introduced
in Ref. 21, within the Hartree-Fock approximation. Our
model incorporates two ingredients which, to our knowl-
edge, have not been considered before in the context of
interacting BLG. The first is the nonperturbative inclu-
sion of “trigonal warping”3 (arising from a hopping am-
plitude t3 between sites in different layers which are not
above one another) in the single particle states compris-
ing the low-energy manifold. Here and in the following,
by “low-energy manifold” we will mean the states lying
near the Fermi energy. The t3 term is allowed by the
spatial symmetries of the lattice, and generically arises
in ab initio approaches to the band structure of BLG
(see Ref. 27 and references therein). This hopping term
significantly distorts the QBT in zero field, replacing it
with four Dirac points3. From a renormalization group
(RG) perspective, recent work28 has shown that the t3
term, being allowed by symmetry, is generated by short-
range interactions, even if it is assumed to be zero in the
bare theory. Once generated, it is relevant, and flows to
large values at low energies. In large magnetic fields this
term has a very small effect3. In consequence, this term
has previously been either neglected11,12,14,21 or taken
into account only perturbatively13. We find, however,
that for experimentally relevant values of B⊥ the non-
perturbative effect of the t3 term is crucial to stabilizing
hitherto unknown broken symmetry states.
The second crucial element in our theory is the inclu-
sion of short range interactions not included in Ref. 21:
a density-density coupling g0, and an orbital anisotropy
coupling gnz, an Ising-like interaction energy for fluctu-
ations in the density differences between the two spatial
orbitals. Both these couplings are allowed by symmetry,
and we find that including them yields a minimal model
with a phase diagram qualitatively consistent with cur-
rent experimental observations.
The phases that we find to be stable in different param-
eter regimes include: (1) a fully layer polarized (FLP)
state, (2) a fully spin polarized (ferromagnetic, FM)
state; (3) a canted antiferromagnetic state (CAF), char-
acterized by partial spin alignment along the direction of
the total magnetic field and antiferromagnetic alignment
between electrons in different valleys; (4) a Kekule´ state
(KEK), which may be regarded as an analog of the CAF
in which the roles of spin and valley degrees of freedom
have been interchanged; (5) a “spin-valley entangled”
(SVE) state, in which the occupied single-particle states
involve coherent superpositions of states of opposing spin
and valley index, similar to the spin-layer coherent state
of Refs. 11,13; (6) a partial orbitally polarized (POP)
state; and finally (7) a more exotic “Broken U(1)×U(1)”
state, which supports non-trivial coherence among dif-
ferent combinations of the single-particle states in the
spin-valley manifold such that two different U(1) sym-
metries are spontaneously broken. This contrasts with
the other coherent states that we find (which have been
discussed in earlier literature as well11–14,21) – the CAF,
KEK, and SVE – which represent families of states with
a single spontaneously broken U(1) symmetry.
To our knowledge the Broken-U(1)×U(1) (BU(1)2)
3state has not been previously identified in the literature,
though hints of it have been seen in the vanishing energy
of collective modes even at t3 = 0
29 at the CAF/FM to
KEK/FLP phase boundary (we explain this connection
in Sections IVC3, IVD and VB). Within our model,
the BU(1)2 phase requires a nonzero trigonal warping in
the single particle Hamiltonian, as well as the g0 and gnz
couplings. We find that for physically reasonable sets of
parameters it connects states with fewer broken symme-
tries, such as the CAF and KEK as the interlayer poten-
tial D⊥ or the perpendicular field B⊥ increases. Each
of the two U(1) angles involved comes with a stiffness,
one or the other of which vanishes continuously as the
transition to another state is approached. This suggests
the possibility of thermal or quantum disordering of the
phase, and the possibility that the state does not mani-
fest the quantized Hall effect at experimentally relevant
temperatures. If so, this would introduce a broad tran-
sition region between, for example, CAF and FLP states
as a function of D⊥, rather than a sharp transition be-
tween them as would occur in a first-order transition. A
typical phase diagram is illustrated in Fig. 1.
The rest of this article is organized as follows. In Sec-
tion II we introduce the noninteracting Hamiltonian for
BLG and the low-energy basis states we will be using.
These basis states include the effect of the trigonal warp-
ing nonperturbatively. In Section III we will introduce
the interacting Hamiltonian, and present the general for-
mula for the energy of a Hartree-Fock (HF) state. In
Section IV we describe the states that are encountered
in our numerical calculation. We also present the linear
instabilities of these states which helps us identify vari-
ous second-order phase transitions. Most importantly, it
helps us identify three different regimes of the coupling
constants which result in different topologies of the phase
diagram. In Section V, we present a brief analysis of the
possible phase diagrams at small B⊥ and large B⊥. This
distinction arises because the term in the Hamiltonian
induced by the trigonal warping scales as
√
B⊥, whereas
other terms are proportional to B⊥. Section V also con-
tains our main results. These include phase diagrams
in B⊥ − D space (D is proportional to the perpendicu-
lar electric field applied on the sample) for three differ-
ent regimes of coupling constants that produce different
topologies for the phase diagrams. Section VI includes a
discussion of experimental consequences relevant to our
phase diagrams, and notes a few limitations of our anal-
ysis. Section VII concludes with a summary, open ques-
tions, and future directions.
II. NONINTERACTING HAMILTONIAN AND
LOW ENERGY STATES
To set our notation from the start, we will use the in-
dex n = 0, 1 for the orbital degree of freedom, the Greek
indices α = 0, 1 for the valley (where α, β = 0 ≡ K
and α, β = 1 ≡ K ′), and the indices s, s′ = 0, 1 for
spin (s = 0 ≡↑, and s = 1 ≡↓). As a starting point
for analyzing the single-body part of the Hamiltonian we
consider a Bernal stacked BLG, where the A site of one
layer is directly on top of the B′ site of the other. In
the presence of a perpendicular electric field D⊥ and a
magnetic field B (introduced via a gauge choice where
Ay = B⊥x), the approximate effective Hamiltonian de-
scribing electron states on the remaining two sites of the
BLG unit cell is given (for valley K, spin s = 0, 1 =↑, ↓
and wave-vector k in the yˆ-direction) by3,27
HKseff = H0 +HZ +HD (1)
H0 = −~ωc
(
−ǫ˜aa†a
(
a†
)2
+ λa
(a)
2
+ λa† −ǫ˜aaa†
)
,
HZ = −
(
Ez(−1)s 0
0 Ez(−1)s
)
,
HD = −
(
D 0
0 −D
)
.
Here Ez ∝ |B| is the Zeeman energy, D ∝ D⊥ is (half)
the interlayer bias, and a = ℓ√
2
[∂x + (x −X)/ℓ2] is the
Landau level lowering operator (with ℓ =
√
~c/eB⊥ the
magnetic length and X = kℓ2 the guiding center co-
ordinate). The parameters of H0 account for all the
tight-binding parameters listed in Ref. 27, including the
longer-range interlayer hopping coefficients t3, t4 and a
particle-hole breaking onsite energy ∆:
ωc =
~
ℓ2m
∼ B⊥ , (2)
m ≡ t
2
1 −∆2
2[t1(v2⊥ + v
2
4) + 2v⊥v4∆]
≈ t1
2v2⊥
where v⊥ =
√
3|t⊥|a0/2~, v4 =
√
3|t4|a0/2~ with t⊥ the
inlayer hopping obeying |t⊥| ≫ |t4|, |t1| ≫ ∆. The di-
mensionless parameter
ǫ˜a =
[∆(v2⊥ + v
2
4) + 2t1v⊥v4]
[t1(v2⊥ + v
2
4) + 2v⊥v4∆]
≈ ∆
t1
(3)
determines the orbital anisotropy energy, and is indepen-
dent of B⊥, whereas
λ =
√
2v3mℓ
~
=
√
3/2|t3|a0mℓ
~2
∼ 1√
B⊥
. (4)
Finally, HK
′s
eff (for the other valley K
′) can be obtained
from Eq. (1) by trading a† ↔ a, D ↔ −D and λ↔ −λ.
The spectrum and eigenstates of the above effective
Hamiltonian are well-known for the case λ = ǫ˜a = 0, i.e.
when subleading hopping parameters are neglected. In
particular, there is a two-fold orbitally degenerate man-
ifold of zero energy eigenstates of H0 (ignoring spin and
the guiding center indices for the moment):
|n,K〉 =
( |n〉
0
)
, |n,K ′〉 =
(
0
|n〉
)
, (5)
4where |n〉 with n = 0, 1 are Landau level (LL) wave-
functions. Their corresponding energies are ǫn,α,s =
−D(−1)α−Ez(−1)s. Note that the two-fold degeneracy
of n = 0, 1 can be traced back to the quadratic band-
touching (QBT) characteristic to BLG. Adding a finite
ǫ˜a to H0 [Eq. (1)] maintains the eigenstates [Eq. (5)],
and merely lifts the degeneracy of the n = 0, 1 orbitals
by a small asymmetry energy. However, the parameter
λ associated with the t3-hopping term, which introduces
trigonal warping of the QBT, fundamentally changes the
structure of the electronic states. Moreover, using empir-
ical estimates of the bare parameters27,30 in Eq. (4), one
obtains λ ≡ λ1/
√
B⊥ where B⊥ is in Tesla and λ1 ∼ 1
is the value of λ at B⊥ = 1 T. This implies that its
effect is not necessarily perturbative; its relative signif-
icance is tunable with B⊥, and becomes especially pro-
nounced for moderately low fields of the order of a Tesla.
Indeed, as we show below, the resulting change in the
structure of non-interacting electron states has dramatic
consequences on the nature of broken-symmetry states
when interactions are included.
We therefore focus on the case where λ 6= 0 is arbi-
trary, and ǫ˜a = 0 (corrections due to a finite ǫ˜a will be
accounted for later on as a perturbation). The eigen-
states of HKseff , H
K′s
eff can then be cast as (again ignoring
spin and guiding center indices)
|K〉 =
( |ψ
K
〉
0
)
, |K ′〉 =
(
0
|ψ
K′
〉
)
where (a2 + (−1)αλa†)|ψα〉 = 0 . (6)
Using the operator identity [a, f(a†)] = f ′(a†) (with f(x)
an analytic function), Eq. (6) can be cast as an operator
version of the Airy equation y′′ − xy = 0 whose solu-
tions are the functions31 Ai(x), Bi(x). Employing their
integral form, we obtain the following basis for the states
|ψ
K
〉 (i.e., for α = 0 and λ > 0):
|ψA,K〉 =
∫ ∞
0
dt
[
cos
(
t3
3λ
− ta†
)]
|0〉, (7)
|ψB,K〉 =
∫ ∞
0
dt
[
e−
t3
3λ
−ta† + sin
(
t3
3λ
− ta†
)]
|0〉 .
It is convenient to express these integral forms as power
series in λ. This yields |ψA〉, |ψB〉 as linear combinations
of the orthonormal orbital states (see Appendix A)
|ψ0,K〉 =
∞∑
m=0
A0m|3m〉 , A0m ≡ C0(−1)m (3λ)
m√
(3m)!
Γ(m+ 13 )
Γ(13 )
; (8)
|ψ1,K〉 =
∞∑
m=0
A1m|3m+ 1〉 , A1m ≡ C1(−1)m (3λ)
m√
(3m+ 1)!
Γ(m+ 23 )
Γ(23 )
,
where |N〉 = 1√
N !
(a†)N |0〉 are the LL states and the nor-
malization factors Cn guarantee
∑∞
0 A
2
nm = 1. Recalling
Eq. (6), the solutions for the wavefunction |ψ
K′
〉 are di-
rectly obtained from Eq. (8) by the substitution λ→ −λ.
For convenience, we recall our label α for the valleys such
that α = K = 0, α = K ′ = 1, and the corresponding or-
bital labels n = 0, 1, so that
|n, α〉 ≡
∞∑
m=0
(−1)mαAnm|3m+ n〉 . (9)
The eigenstates of the effective Hamiltonian [with ǫ˜α = 0
in Eq. (1)] are then given by
|0,K, s〉 =
( |0, 0, s〉
0
)
, |1,K, s〉 =
( |1, 0, s〉
0
)
,
|0,K ′, s〉 =
(
0
|0, 1, s〉
)
, |1,K ′, s〉 =
(
0
|1, 1, s〉
)
(10)
where the explicit dependence on the parameter λ is given
in Eqs. (8) and (9) and the states |n, α, s〉 ≡ |n, α〉 ⊗ |s〉
incorporate spin. Note that the wavevector k, or equiv-
alently the guiding center X = kℓ2, is also a quantum
number of the states, but is suppressed in the above ex-
pressions.
This basis of low-energy states, i.e., states close to the
Fermi energy, has the full nonperturbative dependence
on t3 which will turn out to be important for the rest of
our analysis.
To evaluate the energy spectrum, we consider the full
effective Hamiltonian where the anisotropy parameter ǫ˜a
in Eq. (1) is finite but small [see Eq. (3)], so that the
corresponding terms can be treated perturbatively. Us-
ing the matrix elements
〈0, α|a†a|0, α〉 =
∞∑
m=0
3m|A0m|2, (11)
〈1, α|a†a|1, α〉 =
∞∑
m=0
(3m+ 1)|A1m|2 ,
and implementing the substitution D → −D for K →
K ′, we obtain the energy levels corresponding to the
5states Eq. (10) to first order in ǫ˜α:
ǫ0,K = D + ǫ˜α
∞∑
m=0
3m|A0m|2, (12)
ǫ1,K = D + ǫ˜α
∞∑
m=0
(3m+ 1)|A1m|2,
ǫ0,K′ = −D + ǫ˜α
∞∑
m=0
3m|A0m|2,
ǫ1,K′ = −D + ǫ˜α
∞∑
m=0
(3m+ 1)|A1m|2 .
For each valley, this introduces an orbital anisotropy
ǫa ≡ ǫ1,α − ǫ0,α = ǫ˜α
∞∑
m=0
[
(3m+ 1)|A1m|2 − 3m|A0m|2
]
(13)
which can be numerically evaluated for arbitrarily large
λ using the expressions for Anm [Eq. (8)].
III. THE INTERACTION HAMILTONIAN AND
HARTREE-FOCK
As explained above, there are three discrete quantum
numbers for the non-interacting single particle states in
BLG, representing spin, valley, and the n = 0, 1 orbitals.
To begin dealing with interactions we divide the basic
Coulomb interaction into a long-range part that has the
full SU(4) symmetry of spin and valley indices, and an
effective short-range part. The short-range interactions
(including those present at the bare level) should have
SU(2) symmetry in the spin sector and a U(1) symmetry
in the valley sector. There is no symmetry constraint
in the orbital sector. Upon the application of a Zeeman
field the symmetry of the spin-sector is also reduced to
a U(1). Thus the symmetry of the full Hamiltonian is
U(1)spin×U(1)valley .
Following previous work in single layer graphene20, we
will assume that the relevant interactions at low energy
have no explicit spin-dependence. Translation invariance
implies that at low energy there should be two kinds
of interactions, those that transfer a momentum small
compared to a reciprocal lattice vector, and those that
transfer a momentum close to the intervalley momentum
∆K = K−K′. Taking all these conditions into account,
we obtain a large set of possible interactions, each with
its own coupling.
Such a high-dimensional coupling constant space is
very hard to analyze systematically. Hence, in this work,
we will simplify the system by considering a “minimal”
model which contains only four distinct couplings. Defin-
ing cnαsk as the destruction operator for a particle in a
|n, α, s, k〉 state (here k is the Landau guiding center la-
bel), our minimal interaction Hamiltonian takes the form
Hint =
1
2LxLy
∑
k1,k2,q
e−iqx(k1−k2−qy)ℓ
2 ×
(
v0(q)
∑
nimiαβs1s2
ρ˜ααn1n2(q)ρ˜
ββ
m1m2(−q) : c†n1αs1,k1−qycn2αs1,k1c
†
m1βs2,k2+qy
cm2βs2,k2 :
+vz(q)
∑
nimiαβs1s2
ρ˜ααn1n2(q)ρ˜
ββ
m1m2(−q) : c†n1αs1,k1−qyτzcn2αs1,k1c
†
m1βs2,k2+qy
τzcm2βs2,k2 :
+2vxy(q)
∑
nimis1s2
ρ˜KK
′
n1n2(q)ρ˜
K′K
m1m2(−q) : c†n1Ks1,k1−qycn2K′s1,k1c
†
m1K′s2,k2+qy
cm2Ks2,k2 :
+vnz(q)
∑
n1n2αβs1s2
(−1)n1+n2 ρ˜ααn1n1(q)ρ˜ββn2n2(−q) : c†n1αs1,k1−qycn1αs1,k1c
†
n2βs2,k2+qy
cn2βs2,k2 :
)
. (14)
The matrix elements of the density ρ˜αβn1n2 are defined us-
ing the states of Eq. (9) (with spin still suppressed but
the guiding center indices now explicit) as
〈n1αk1|e−iq·x|n2βk2〉 = δk1,k2−qye−iqx(k1−qy/2)ρ˜αβn1n2(q).
(15)
Some details about these matrix elements that are rele-
vant to our study are provided in Appendix B. The cou-
plings vz , vxy were originally introduced by Kharitonov
for monolayer graphene20, and have exactly the same
meaning here as in the monolayer. In earlier work on
the edge states of monolayer graphene32,33, we intro-
duced the coupling v0, which treats all the discrete labels
equally and endows the system with a spin stiffness for
spatial variations of the order parameter. The new cou-
pling we introduce is vnz, which is analogous to vz, but
in the orbital sector.
To proceed one must specify forms for
v0(q), vz(q), vxy(q), and vnz(q). We make the
simplest possible choices, that they are constants
independent of q. This means the interactions are
very short-ranged in space. We note that in the case
6of single-layer graphene v0 does not alter the relative
energies of the various possible bulk states. However,
as we will see shortly, in bilayer graphene v0 enters the
energies of different states with different coefficients, and
hence plays a role in picking the true ground state.
The full effective Hamiltonian of our system truncated
to the low-energy space is H0 +Hint where
H0 = −
∑
nαsk
c†nαskcnαsk
[
(−1)nǫa + (−1)sEZ + (−1)αD
]
.
(16)
Any Hartree-Fock (HF) state is fully determined by its
one-body averages 〈c†i cj〉. We only consider states in the
bulk that conserve the guiding center label k: Thus, the
only possible translation symmetry breaking could arise
via densities with momentaK−K′. We define the matrix
∆αβmn;ss′ via
〈HF |c†mαskcnβs′k′ |HF 〉 ≡ δkk′∆αβmn;ss′ (17)
where |HF 〉 is a Hartree-Fock state. Note that ∆ is in-
dependent of k. Now consider evaluating the average of
Hint in such a state. A generic term is a sum of direct
and exchange contributions – i.e.,
〈HF |c†n1αs1,k1−qyc
†
m1ηs2,k2+qy
cm2γs2,k2cn2βs1,k1 |HF 〉 = δqy,0∆αβn1n2;s1s1∆ηγm1m2;s2s2 − δk1,k2+qy∆αγn1m2;s1s2∆ηβm1n2;s2s1 .
(18)
The direct terms are easy to deal with because ρ˜αβn1n2(q =
0) = δn1n2δαβ . The exchange integrals are a bit more in-
volved. In Appendix B we show the following important
result, which is relevant because of our assumption that
all interactions vi(q) are constants vi:∫
d2q
(2π)2
ρ˜αβn1n2(q)ρ˜
ηγ
m1m2(−q) =
δn1m2δm1n2
2πℓ2 r
(n1)
αγ r
(n2)
βη ,
r
(n)
αβ =
∞∑
j=0
(−1)j(α+β)|Anj |2 =
{
1 α = β
r α 6= β
}
(19)
where r =
∞∑
k=0
(−1)kA2nk.
The number r is independent of the orbital index n (see
App. B) but does depend on B⊥ via the coefficient λ
[Eqs. (4) and (8)] arising originally from the trigonal
warping term t3. The most important consequence of
this relation is that only ∆’s diagonal in the n-labels
appear in the energy. Using the general reasoning of Ref.
34, since the inter-orbital exchange (zero here) is smaller
than the intra-orbital exchange, this falls into the Ising
anisotropy class: The system cannot lower its energy by
superposing different orbitals in a single-particle state.
Operationally, this leads to the enormous simplification
that we need to consider only forms of ∆ which are block-
diagonal in n:
∆αβn1n2;s1s2 ≡ δn1n2∆αβn1;s1s2 (20)
Let us now define the couplings gi =
vi
2πℓ2 , and the
number of flux quanta passing through the sample Nφ =
LxLy
2πℓ2 . Recalling the indexing of Section II (α = 0 for the
K valley and 1 for the K ′ valley, s = 0 for spin up and
1 for spin down), the HF energy may then be written
compactly as
E({∆})
Nφ
≡ E˜({∆}) = − ∑
nαs
(ǫa(−1)n + Ez(−1)s +D(−1)α)∆ααn;ss
+ g02
(( ∑
nαs
∆ααn;ss
)2 − ∑
αβss′
r2αβ
(∑
n∆
αβ
n;ss′
)(∑
n′ ∆
βα
n′;s′s
))
+ gz2
(( ∑
nαs
(−1)n∆ααn;ss
)2 − ∑
αβss′
r2αβ(−1)α+β
(∑
n∆
αβ
n;ss′
)(∑
n′ ∆
βα
n′;s′s
))
+gxy
(
r2|∑ns∆KK′n;ss |2 −∑ss′ (∑n∆KKn;ss′)(∑n′ ∆K′K′n′,s′s)
)
+ gnz2
(( ∑
nαs
(−1)n∆ααn:ss
)2 − ∑
nss′αβ
r2αβ∆
αβ
n:ss′∆
βα
n:s′s
)
. (21)
IV. HARTREE-FOCK STATES AND LINEAR
INSTABILITIES
Before we present the numerical results, let us explore
the nature of the states we will encounter, parametrize
them analytically, and find critical values of D at which
7one kind of state is unstable to another. At ν = 0 four
single-particle states must be filled at each guiding cen-
ter. All the states we consider are one of three types. (i)
All four occupied states could be in the same (n = 0) or-
bital, which would be a maximally orbitally anisotropic
(MOA) state. (ii) Three of the occupied states could be
in the n = 0 orbital while one is in the n = 1 orbital, a
partially orbitally polarized (POP) state. (iii) Both the
n = 0, 1 orbitals support two occupied states. In this
case the most natural choice is ∆αβ0:ss′ = ∆
αβ
1:ss′ , a state
symmetric in the orbital label. We will analyze each of
these possibilities in turn. In the following, when we rep-
resent ∆0 and ∆1 as 4× 4 matrices, our ordering will be
K↑, K↓, K ′↑, K ′↓. We will be guided by experiment in
choosing our parameters; in particular, we will consider
only gxy < 0, because of the evidence that a canted anti-
ferromagnet (CAF) state is stable in BLG, determining
the sign of gxy.
A. Maximally Orbitally Anisotropic State
This state is particularly simple. The ∆ matrices are
∆0 = 14×4, ∆1 = 04×4. (22)
This state has orbital polarization, but no valley or spin
polarization. The HF energy is
E˜MOA = −4ǫa + 6g0 − 2gz + 6gnz. (23)
We find, for our choices of parameters, that this state is
never the ground state.
B. Partially Orbitally Polarized States
This state can be characterized by two different single-
particle states in the spin-valley sector, which for the
moment we generically label |a〉 and |b〉. The ∆ matrices
can be described as
∆0 = 14×4 − |a〉〈a|, ∆1 = |b〉〈b|. (24)
In principle, the states |a〉, |b〉 can be arbitrary, but at
the HF minimum we find them to be parametrized by a
single angle θ
|a〉 = [ 0 0 − sin(θ/2) cos(θ/2) ]T , (25)
|b〉 = [ cos(θ/2) − sin(θ/2) 0 0 ]T , (26)
where cos(θ) = EZ|gxy| for EZ < |gxy| and cos(θ) = 1 for
EZ > |gxy|. The energy of this state is
E˜POP = −2ǫa − 2D + 5g0 − gz + |gxy|− E
2
Z
|gxy| (27)
EZ < |gxy|,
= −2ǫa − 2D − 2EZ + 5g0 − gz + 2|gxy| (28)
EZ > |gxy|.
Note that the POP states have an orbital polarization of
2, a valley polarization of 2, and variable spin polariza-
tion which can never exceed 2. They also spontaneously
break the U(1) spin-rotation symmetry around the direc-
tion of B for EZ < |gxy|.
C. States Symmetric in Orbitals
This class exhibits the richest set of HF states, and
contains: (i) The canted antiferromagnet (CAF) which
spontaneously breaks the U(1) spin-rotation symmetry
around the direction of the total field B. The fully spin-
polarized ferromagnet (FM) is a limit of the CAF. (ii)
The Kekule state (KEK) which is a spin singlet but
is canted in the valley sector and thus spontaneously
breaks the valley U(1) symmetry. The fully layer po-
larized (FLP) state is a limit of the Kekule state. (iii)
A spin-valley-entangled (SVE) state that entangles K↓
with K ′↑. (iv) A new state which is canted in both the
spin and valley sectors, and thus has two distinct sponta-
neously broken U(1) symmetries. We will call this state
the Broken-U(1)×U(1), or BU(1)2 state.
It will prove convenient to look at the 4×4 matrix ∆0 =
∆1 = ∆ rather than the occupied states themselves. In
all the orbitally symmetric states gnz only appears via
the combination g0 +
1
2gnz. For future convenience we
define
G0 = g0 +
1
2gnz, (29)
D˜ = (1− r2)G0 + (1 + r2)gz + |gxy|. (30)
1. Canted Antiferromagnet (CAF) and Ferromagnet (FM)
These states have a ∆ matrix of the form
∆ =
1
2


1 + cos θ sin θ 0 0
sin θ 1− cos θ 0 0
0 0 1 + cos θ − sin θ
0 0 − sin θ 1− cos θ

 .
(31)
The minimum occurs at cos θ = EZ2|gxy| for Ez ≤ 2|gxy|
and cos θ = 1 for Ez > 2|gxy|. The energy is
E˜CAF = 8g0 − 4G0 − 4gz − E
2
Z
|gxy| (32)
EZ ≤ 2|gxy|,
E˜FM = 8g0 − 4G0 − 4gz − 4EZ+ 4|gxy| (33)
EZ > 2|gxy|.
The case EZ > 2|gxy| corresponds to the fully spin-
polarized FM state. The CAF/FM state has only spin-
polarization, and no orbital or valley polarization. The
CAF state spontaneously breaks the U(1) spin-rotation
symmetry aroundB. The FM state has no spontaneously
broken symmetries.
82. Kekule (KEK) and Fully Layer Polarized (FLP) States
For this state,
∆ =
1
2


1 + cos θ 0 sin θ 0
0 1 + cos θ 0 sin θ
sin θ 0 1− cos θ 0
0 sin θ 0 1− cos θ

 .
(34)
To specify the angle at the minimum, we need to define
an energy gK ;
gK = (3− r2)gz + (2r2 − 1)|gxy| − (1− r2)G0. (35)
In terms of gK the energy for arbitrary θ can be expressed
as
E˜(θ) = 8g0 − 2(1 + r2)G0 − 2(1− r2)gz
−2(2r2 − 1)|gxy| − 4D cos θ + 2gK cos2 θ. (36)
It is clear that if gK < 0, θ = 0 is the minimum. For
gK > 0 we find θ at the minimum to be
cos θ =
D
gK
∀D < gK ; cos θ = 1 ∀D > gK . (37)
The case D > gK corresponds to the fully layer polarized
(FLP) state. The energy of the KEK/FLP state is
E˜KEK = 8g0 − 2(1 + r2)G0 − 2(1− r2)gz
−2(2r2 − 1)|gxy| − 2D2gK D < gK , (38)
E˜FLP = 8g0 − 4G0 + 4gz − 4D D > gK . (39)
The KEK/FLP states have no orbital or spin polariza-
tion. They do have a valley polarization. The KEK state
spontaneously breaks the valley U(1) symmetry. The
FLP state does not spontaneously break any symmetry.
3. Spin-Valley Entangled (SVE) State
This state has the K↑ state occupied, but mixes the
K↓ and K ′↑ states. In this case,
∆ =
1
2


2 0 0 0
0 1 + cosψ sinψ 0
0 sinψ 1− cosψ 0
0 0 0 0

 . (40)
The energy of this state is evaluated to be
E˜(ψ) = 4(2g0 −G0 − gz + |gxy| − EZ)−
4 cos2 ψ2 (D + 2|gxy| − EZ − D˜)
+4(1− r2)(gz −G0) cos4 ψ2 . (41)
The optimum value of cos2 ψ2 is easily found to be
cos2
ψ
2
=
D + 2|gxy| − D˜ − EZ
2(1− r2)(gz −G0) . (42)
Defining
DSV Emin = D˜ + EZ − 2|gxy|, (43)
DSV Emax = D
SV E
min + 2(1− r2)(gz −G0), (44)
the minimum energy of the SVE state for D in the range
DSV Emin < D < D
SV E
max is
E˜SV E = 4
(
2g0−G0−gz−EZ+|gxy|
)− 2(D −DSV Emin )2
(DSV Emax −DSV Emin )
.
(45)
This state spontaneously breaks a single U(1), which is an
entangled combination of valley and spin, and smoothly
interpolates between the FLP and the FM states.
Note that as r2 → 1, Eq. (44) implies that the range
of D over which the SVE state exists shrinks to zero.
In fact, precisely at r2 = 1 and D = DSV Emin = D
SV E
max
the energy of Eq. (41) becomes independent of ψ. This
means that there should be a zero energy q = 0 collective
mode at this value of D, which is indeed seen in a recent
calculation29. This is a hint of the potential existence of
the SVE state even at r2 = 1.
4. Broken U(1)×U(1) [BU(1) 2] State
This is an interesting state that spontaneously breaks
the U(1) symmetries of both the spin and valley sectors.
We will call this the BU(1)2 state for short. The most
general state for two filled levels, assuming real vectors,
can be described by five real parameters. This can be
seen as follows: The first filled state is an O(4) vector
(real state) which can be specified by three angles. The
second filled state also has three angles, but the con-
straint that it should be orthogonal to the first filled state
reduces the total number of independent angles by one,
to a total of five.
We have numerically searched in this five-dimensional
parameter space for the minimum energy HF state, and
found that these minima can always be described by
a state requiring only three real angles, which we call
θ, χ, ψ. In addition to these there are two U(1) angles
upon which the energy does not depend, which we label
φ and η. Defining γ = ψ+χ2 and ζ =
ψ−χ
2 the resulting
∆ matrix may be expressed as
9∆ =
1
2


1 + cosχ cos θ e−iφ sin θ cos ζ eiη sin θ sin ζ −ei(η−φ) sinχ cos θ
eiφ sin θ cos ζ 1− cosψ cos θ −ei(η+φ) sinψ cos θ eiη sin θ sin ζ
e−iη sin θ sin ζ −e−i(η+φ) sinψ cos θ 1 + cosψ cos θ −e−iφ sin θ cos ζ
−e−i(η−φ) sinχ cos θ e−iη sin θ sin ζ −eiφ sin θ cos ζ 1− cosχ cos θ

 . (46)
The values of φ, η will be chosen in the true ground
state by spontaneous symmetry breaking. In the limit
ψ = χ = 0 this ansatz reduces to the CAF/FM where θ
is the canting angle of the CAF/FM. Similarly, for χ =
0, ψ = π it reduces to the KEK/FLP state, where θ now
means the canting angle of the Kekule state. Thus Eq.
(46) interpolates smoothly between the CAF/FM and
the KEK/FLP states. Finally, θ = χ = π and ψ 6= 0, π
corresponds to the SVE state. We will reserve the name
“Broken-U(1)×U(1)” for the state where all three angles
θ, χ, ψ are nontrivial, that is, different from 0 or π.
The energy for this ansatz is
E˜ = 8g0 − 4G0 − 4gz − 4 cos θ(EZ cos γ cos ζ +D sin γ sin ζ) + 2 sin2 ζ
(
D˜ − 2r2|gxy|
)
+cos2 θ
(
4|gxy| − 4(1− r2)|gxy| sin2 ζ + 2 sin2 ζ[D˜ − 2|gxy|] + 4 sin2 γ sin2 ζ(1 − r2)[gz −G0]
)
. (47)
Unfortunately, we have not been able to analytically find
the minima of E˜ within its full three angle domain.
D. Instabilities of CAF/FM, KEK/FLP, and SVE
states
Since the three-angle ansatz can describe all the other
states that only have a single broken U(1), we can use
the three-angle ansatz to find the instabilities of the
CAF/FM and the KEK/FLP. Motivated by experiment,
we will analyze the situation where B⊥ and EZ are fixed
while D is varied. We define the critical D at which
the CAF/FM becomes unstable to the three-angle ansatz
as Dc1, while the D at which the KEK/FLP or the
SVE/FLP becomes unstable to the three-angle ansatz is
defined as Dc2. Ignoring the POP state for the moment,
a necessary (but not sufficient) condition for the Broken-
U(1)×U(1) state to exist as a HF state is Dc2 > Dc1.
To make the ideas concrete, Fig. 2 shows the ener-
gies of the various HF states as functions of D for fixed
B⊥ = 6 T, and EZ = |gxy|/3. For this set of parameters,
the FM, KEK, and POP states are always higher in en-
ergy than the others, and hence are not the ground state
at any D. On the other hand, the CAF, the BU(1)2,
the SVE, and the FLP states are the lowest in energy,
each in a corresponding range of D. As can be seen, the
SVE state interpolates smoothly between the FM and the
FLP states. Thus, the FLP and FM states must be lin-
early unstable to the SVE state at the appropriate values
of D. Similarly, the BU(1)2 state interpolates smoothly
between the CAF and SVE states. Thus, the CAF and
SVE states must be linearly unstable to the BU(1)2 state
at the appropriate values of D. In the following, we will
analytically compute the values of D corresponding to
the various linear instabilities.
Let us consider Dc1 first. Since the CAF/FM state
has χ = ψ = γ = ζ = 0, we can consider γ, ζ ≪ 1 and
expand the energy in powers of γ, ζ. After doing so,
we obtain a constant piece (the energy of the CAF/FM
state) and a quadratic form in γ and ζ. The instability
occurs when the quadratic form has a zero eigenvalue.
For the CAF state with EZ < 2|gxy|, after setting cos θ =
EZ
2|gxy| , we find
E˜ = 4g0 − 4gz − 2gnz − E
2
Z
|gxy| +Mζζζ
2 +Mγγγ
2 − 2DEZ|gxy| γζ, (48)
Mγγ =
E2Z
2g2xy
(|gxy|+ (1− r2)G0 + (1 + r2)gz), (49)
Mζζ =
r2E2Z
|gxy| + 2
(
(1− r2)G0 + (1 + r2)gz − (2r2 − 1)|gxy|
)
. (50)
Recalling the definition of D˜ [Eq. (30)] we can express Eqs. (49) and (50) as
Mγγ = D˜
E2Z
2|gxy|2 , (51)
Mζζ = 2(D˜ − 2r2|gxy|) + r
2E2Z
|gxy| . (52)
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FIG. 2: The energies of the various HF states for a partic-
ular choice of parameters. We have fixed B⊥ = 6 T, and
EZ = |gxy |/3, and plotted the energies as functions of D.
The dashed and the dot-dashed black lines are the FM and
CAF energies respectively. They are independent of D. The
solid blue line is the energy of the FLP state (with a slope
of -4), while the solid black line is the energy of the POP
state (with a slope of -2). The solid red line, where it exists,
marks the energy of the BU(1)2 state. The dot-double-dashed
blue line is the energy of the SVE state, which interpolates
smoothly between the FM and FLP states. The dot-double-
dashed green line is the energy of the KEK state. For this
particular choice of parameters, as D increases, the system
starts in the CAF state for small D, undergoes a second-
order transition into the BU(1)2 state, which then gives way
to the SVE state, which in turn yields to the FLP state. All
transitions are second-order.
The critical value Dc1 for the CAF case is then
DCAFc1 =
|gxy|
EZ
√
MγγMζζ (53)
=
√
D˜
(
D˜ − 2r2|gxy|+ r
2E2
Z
2|gxy|
)
. (54)
For the FM state (EZ > 2|gxy|), setting θ = 0 we obtain
E˜ = 4g0 − 4gz − 2gnz − 4EZ + 4|gxy|
−4Dγζ +Mζζζ2 +Mγγγ2, (55)
Mζζ = Mγγ = 2
(
2D˜ + EZ − 2|gxy|
)
. (56)
In this case the critical value is
DFMc1 = D˜ + EZ − 2|gxy|. (57)
Now let us turn to Dc2, the critical value of D where
the KEK/FLP or the SVE/FLP state is unstable to the
three-angle-ansatz. We start from large D where the
FLP state is clearly the HF ground state. In this case,
since θ ≈ 0, χ ≈ 0, ψ ≈ π we can assume θ ≪ 1,
γ = π2 − ξ, ζ = π2 − ω, and expand the energy func-
tion for small θ, ξ, ω. Due to the fact that the energy
function Eq. (47) depends on θ only via cos θ, we see
that the quadratic fluctuations of θ decouple from those
of γ, ζ. The quadratic instability of the FLP state in the
θ channel occurs at
Dθc = D
FLP/KEK
c = gK (58)
and leads to the KEK state which we have already de-
scribed.
Ignoring the θ flucuations, the energy function near the
FLP state can be expanded for small ξ, ω as
E˜ = E˜FLP + 2(D − 4gz + D˜)(ξ2 + ω2)− 4EZξω. (59)
This leads to
Dξ,ωc,FLP = D
FLP/SV E
c = 4gz − D˜ + EZ . (60)
This instability leads to the SVE state which we have
also described. Using Eqs. (30) and (35), we note that
DFLP/SV Ec = D
FLP/KEK
c − 2r2|gxy|+ EZ (61)
implying that the SVE (KEK) is favored for EZ >
2r2|gxy| (EZ < 2r2|gxy|). In either case, the linear insta-
bility of the FLP state leads to a state with a single bro-
ken U(1). Thus, in order to see where the BU(1)2 state
terminates as D increases from Dc1 , we need to consider
the linear instabilities of the KEK and SVE states.
First consider the KEK state, which is stable when
D < gK . Once again the θ fluctuations decouple from
those of the other two angles. The energy function to
quadratic order in ξ, ω is
E˜ = EKEKNφ +
4r2D2|gxy|
g2
K
ξ2 − 4DEZgK ξω +Mωωω2,
Mωω = 4r
2|gxy| − 2
(
1− D2
g2
K
)
D˜. (62)
We infer the value of Dc2 from this equation to be
DKEKc2 = gK
√
1− 2r
2|gxy|
D˜
+
E2Z
2r2D˜|gxy|
. (63)
In order for the KEK state to be stable we must im-
pose Dc2 < gK , consistent with the requirement EZ <
2r2|gxy|. We thus identify a first parameter regime in
which BU(1)2 state is the groundstate for a non-vanishing
range of D.
For EZ > 2r
2|gxy| the KEK state has no linear insta-
bilities. If its energy crosses that of the CAF/FM state
it must do so as a first-order transition.
Now we turn to the linear instabilities of the SVE state.
The SVE state corresponds to θ = ξ = π while ψ is
nontrivial. The θ fluctuations once again decouple from
the ξ, ψ fluctuations. The ξ, ψ fluctuations are innocu-
ous, but the θ fluctuations do lead to an instability. A
straightforward analysis shows that
DSV Ec2 = D
SV E
min +
2|gxy| − EZ
|gxy| (gz −G0) . (64)
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FIG. 3: r2 vs. B⊥ for λ1 = 3 and λ1 = 4. Note
that r2 tends vary rapidly to zero when B⊥ falls be-
low a characteristic scale set by λ1. At large values of
B⊥, r
2 → 1. The approach to r2 = 1 is very slow.
Recalling the condition for the existence of the SVE state
to be DSV Emin < D < D
SV E
min + 2(1 − r2)(gz − G0), we
indeed see that this is an actual instability only for EZ >
2r2|gxy|. We then arrive at a second scenario in which
the BU(1)2 state is stable, in this case connecting either
the CAF state at D = DCAFc1 (for Ez < 2|gxy|) or the FM
state at D = DFMc1 (for Ez > 2|gxy|) to the SVE state at
D = DSV Ec2 .
Finally, if EZ < 2r
2|gxy| and the energy of the SVE
state crosses that of the CAF/FM, it must do so as a
first-order transition.
V. MAIN RESULTS AND PHASE DIAGRAMS
As seen in the previous section, there are several
different states that compete in different regimes of
B⊥, EZ , D. We will assume that all the couplings gi
are proportional to B⊥. It would then naively appear
that one can scale out B⊥ from the Hamiltonian. How-
ever, recall that the parameters r and ǫa depend on B⊥
via their dependence on λ [see Eq. (4)] arising from the
trigonal warping coefficient t3.
Introducing a field-independent parameter λ1 =
λ
√
B⊥ (which is the value of λ at B⊥ = 1T), in Fig.
3 and Fig. 4 we show r2 vs. B⊥ and ǫa vs. B⊥ for
λ1 = 3 and 4. We see that both r
2 and ǫa vanish very
rapidly for B⊥ smaller than a characteristic scale Bλ. For
B⊥ ≫ Bλ, we see that r2 → 1 while ǫa becomes linear in
B⊥. There are thus two regimes in which the analysis be-
comes simple. In the small B⊥ regime we can essentially
set r2 ≈ 0. In the large B⊥ regime we can set r2 ≈ 1.
With the parameters we use the small B⊥ regime is far
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FIG. 4: Orbital anisotropy energy ǫa vs. B⊥ for λ1 = 3 and
λ1 = 4. At very small values of B⊥ below a characteristic
scale set by λ1, ǫa vanishes rapidly as B⊥ → 0. At large
values of B⊥, ǫa becomes linear in B⊥.
easier to realize at experimentally feasible values of B⊥.
Before presenting the numerical HF results we analyze
the phase diagram for small and large B⊥ analytically.
This provides us with relations between the couplings gi
that determine the topology of the phase diagram.
A. Possible Phase Diagrams at Small B⊥
The key idea is to analyse the ordering of the various
special values of D that we defined in Section IVD in the
limit r2 → 0. They are
D˜ ≈ gz +G0 + |gxy|, (65)
gK ≈ 3gz −G0 − |gxy| ≈ 4gz − D˜, (66)
DCAFc1 ≈ D˜, (67)
DFMc1 = D˜ + EZ − 2|gxy|, (68)
DSV Ec2 = D˜ + EZ − 2|gxy|+ 2|gxy−EZ|gxy| (gz −G0). (69)
We have not included DKEKc2 because the condition for
it to exist, EZ < 2r
2|gxy|, cannot be satisfied when r2 →
0. The condition for the BU(1)2 state to be the true
HF ground state is Dc2 > Dc1. For EZ < 2|gxy|, this
becomes
gz > G0 + |gxy|. (70)
If EZ > 2|gxy| then DSV Ec2 ceases to be physical (because
it becomes less than DSV Emin ). In this case there is no
BU(1)2 state. Instead, asD increases, the FM state gives
way to the SVE state atDFMc1 , which in turn continuously
evolves to become the FLP state at D
FLP/SV E
c = 4gz −
D˜ + EZ , as long as
gz > G0. (71)
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Thus, we obtain the following three possibilities at small
B⊥: (i) If gz < G0 there will be a direct first-order
transition of the CAF/FM into either of the SVE/FLP
states at all values of EZ . (ii) If G0 < gz < G0 + |gxy|
then there will be a direct first-order transition between
the CAF and FLP/SVE states as D increases as long as
EZ < 2|gxy|. However, for EZ > 2|gxy|, the SVE state
smoothly interpolates between the FM at small D to the
FLP state at largeD. All transitions will now be continu-
ous. (iii) If gz > G0+ |gxy|, then the BU(1)2 state always
intervenes between the CAF and the SVE states as D is
increased for EZ < 2|gxy|. However, for EZ > 2|gxy|, the
BU(1)2 state disappears, and instead the SVE smoothly
connects the FM and FLP states.
Now we consider the POP state, and the criteria for
whether it is the true ground state for the small B⊥
regime in which r2 → 0. Some insight can be obtained
as follows. Consider the interlayer potential D ≡ D∗FLP
at which the the CAF and FLP states are equal in en-
ergy [Eqs. (32) and (39)]. Recall that the slope of the
POP state with respect to D is −2, while that of the
FLP state is −4. We evaluate the energy of the POP
state at D = D∗FLP . If E˜POP (D∗FLP ) > E˜CAF then the
POP state will not be the ground state for any D. For
purely perpendicular field, assuming EZ ≪ 2|gxy|, we
have D∗FLP ≈ 2gz. Since for r2 → 0 we have ǫa ≈ 0, this
leads to the condition for the absence of the POP state,
G0 + |gxy| − gz + 3
2
gnz > 0. (72)
Recall that in order to see the BU(1)2 state at minimal
EZ , and assuming EZ ≪ 4|gxy|, we need gz > G0+ |gxy|.
This means in order for the BU(1)2 state to be the low-
est in energy among the orbitally symmetric states, and
for it to have a lower energy than the POP state, we
need gnz greater than some critical value. This is eas-
ily understood, as a large, positive gnz penalizes orbital
polarization.
Let us now turn to the other extreme, very large values
of B⊥ such that r2 → 1 and ǫa = ǫa0B⊥.
B. Possible Phase Diagrams at large B⊥
Setting r2 ≈ 1 we find
D˜ ≈ 2gz + |gxy|, (73)
gK ≈ 2gz + |gxy| = D˜, (74)
DCAFc1 ≈
√
D˜
(
D˜ − 2|gxy|+ E
2
Z
2|gxy|
)
, (75)
DFMc1 = D˜ + EZ − 2|gxy| = 2gz − |gxy|+ EZ , (76)
DKEKc2 ≈
√
D˜
(
D˜ − 2|gxy|+ E
2
Z
2|gxy|
)
. (77)
For EZ < 2|gxy| we see that DFLP/KEKc = gK >
D
FLP/SV E
c , which means that one should considerDCAFc1
and DKEKC2 . However, in the r
2 → 1 limit, these
are identical! This means the window for the BU(1)2
state shrinks to zero as r2 → 1. The same is true for
EZ > 2|gxy|.
At r2 = 1 and D = DCAFc1 = D
KEK
c2 the energy be-
comes independent of two of the three angles. This im-
plies a q = 0 collective mode whose energy vanishes, as
has been found in a recent calculation29. Thus, hints of
the potential existence of the BU(1)2 state can be seen
in the collective mode spectrum even at r2 = 1.
We see then that the trigonal warping t3, via the pa-
rameter r2 < 1, is responsible for the existence of the
BU(1)2 state in a nonvanishing region of the parame-
ter space. For this reason previous theoretical analyses,
which in general have not included the effects of t3, have
not identified this state in the phase diagram.
C. Hartree-Fock Phase Diagrams
Since the space of couplings is so large, we will take
some guidance from experiments to narrow our choices.
The POP state has been seen in experiments on BLG
at ν = 0: at purely perpendicular fields, it makes its
appearance for B⊥ >12 T25. In some experiments a di-
rect transition25 is seen between a putative CAF state
at small D and a putative FLP state at larger D, while
in others there are intriguing hints that there may be
an intermediate phase between the CAF and the FLP at
small B⊥24,26. Presumably, disorder, the screening en-
vironment, or perhaps microscopic features of how the
samples are prepared, determine whether the intermedi-
ate phase is seen. A second result we will take from exper-
iments is that when one tries to fit the observed sequence
of transitions to a single-particle model, the anisotropy
energy appears to be close to zero for B⊥ < 10 T but
turns on afterwards35. Looking at Fig. 4 we see that
there is a similar behavior of ǫa vs. B⊥. This allows us
to conjecture that the effective value of λ is rather larger
than conventionally assumed.
To account for this diversity of observations, we will
consider three sets of parameters embodying the three
regimes of gz that we obtained in Section VA for small
B⊥. Parameter Set 1 (PS1) will have gz > G0 + |gxy|,
so that there is an intervening Broken-U(1)×U(1) phase
as a function of D between the CAF and the FLP phases
for EZ < 2|gxy|. Parameter Set 2 (PS2) will have
G0 < gz < G0 + |gxy|. This means that at the minimal
EZ there is a direct first-order transition between the
CAF and SVE phases, while for EZ > 2|gxy| the SVE
phase smoothly connects the FM state to the FLP state.
Parameter Set 3 (PS3) will have G0 > gz, so that there
is always a direct first-order transition between the CAF
and FLP phases.
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FIG. 5: The B⊥ − D phase diagram for PS1 for the case
of only perpendicular field. Here and in the following, D is
in arbitrary units. This is identical to Fig. 1, reproduced
here for convenience. At small D, the system is always in
the CAF phase. For B⊥ < 11T, as D increases, the system
undergoes a second-order phase transition (dashed red line)
to the BU(1)2 phase. Another second-order phase transition
(dashed red line) takes the system at a slightly higher D to
the SVE state. Finally, at an even higherD (dash-dotted blue
line) the system goes into the FLP phase. For B⊥ > 11T the
POP state becomes lower in energy than the BU(1)2 state for
an intermediate range of D, and is the ground state between
the two solid black lines. At higher B⊥ the BU(1)
2 state gives
way to the KEK state at the dashed red line, which in turn
gives way to the FLP state at the green dashed line with the
+ symbols.
1. Parameter Set 1
The values we use (arbitrary units) are g0 = 0.5B⊥,
gz = 3.5B⊥, gxy = −1.65B⊥, and gnz = 1.0B⊥. The
dimensionless parameter λ of Eq. (4) is assumed to be
λ = 5.0/
√
B⊥. In order to keep the POP state from
appearing below about 12T, we set the orbital anisotropy
to ǫ˜a = 1.4
Since we are using arbitrary units for the couplings gi,
our results for the values of D at which transitions take
place are also arbitrary. Therefore, in the phase diagrams
that follow, we will not put units on the D axis.
Let us first consider the case of a perpendicular field
only. From experimental measurements26, the total field
needed to spin-polarize a sample at B⊥ = 2T is about
12T. We combine this with the theoretical critical Zee-
man coupling for full spin-polarization, EZ = 2|gxy|, to
obtain EZ =
1
3 |gxy| for a purely perpendicular field. The
phase diagram for this situation is shown in Fig. 5. As
can be seen, most of the phases discussed before appear
in the phase diagram. Let us first focus on the small B⊥
region, where we expect r2 ≪ 1. In accordance with the
expectations of Section VA, we see that with increasing
D, one encounters, in order, the CAF, BU(1)2, SVE, and
FLP states, all of which are identified from the numer-
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FIG. 6: Order parameters at B⊥ = 6T for PS1 with
purely perpendicular field. Recall that D is in arbitrary
units. For D < 36, the system is in the CAF phase.
It makes a second-order transition to the BU(1)2 phase
at D = 36 and remains in this phase till D = 46, at
which point it makes another second-order transition
into the SVE phase. The SVE phase persists till about
D = 50, beyond which the system is fully layer polarized.
ically generated ∆ matrix. Fig. 6 illustrates the spin
polarization Sz and the valley polarization τz at fixed
B⊥ = 6T as a function of D. At this field the CAF gives
way to the BU(1)2 state at around D = 36. At D ≈ 46
a slight kink in the lines indicates that the system has
made a transition to the SVE state. The SVE state is
stable in the interval 46 6 D 6 50, and for D > 50 the
system is in the FLP state.
At larger B⊥ > 11T, the POP state makes its ap-
pearance by “eating-up” some of the regime that belongs
to the BU(1)2 state. An illustrative cut at B⊥ = 16T is
shown in Fig. 7, which in addition to Sz and τz illustrates
Oz, the orbital polarization. Now we see that the system
undergoes a second-order transition from the CAF state
to the BU(1)2 state at D ≈ 102. This is followed by a
first-order transition to the POP state at D ≈ 107, which
then persists until D ≈ 118. The system now undergoes
a first-order transition to a narrow sliver of the BU(1)2
state, which gives way to the KEK state at D ≈ 122.
The KEK state persists until D ≈ 130 beyond which the
system is in the FLP state.
For completeness, we present two other phase dia-
grams. In Fig. 8, we consider an intermediate value of
tilted field with EZ = |gxy|. The low D phase is still the
CAF state. Note that the SVE state expands its domain
compared to perperdicular field, and the BU(1)2 state
has a correspondingly smaller domain. The KEK state
has disappeared altogether. This is because, unlike the
SVE state, it has no spin polarization and thus cannot
take advantage of the Zeeman field. The domain of the
POP state has also expanded, and now it reaches down
to B⊥ = 8T.
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FIG. 7: Order parameters at B⊥ = 16T for PS1 with
purely perpendicular field. Once again, the system is in
the CAF state for small D. At around D = 102, there is
a second-order transition into the BU(1)2 state. This is
followed by a first-order transition into the POP state at
D = 107. The POP state persists until D = 118, at which
point the system makes a first-order transition back into the
BU(1)2 state. At about D = 122 there is another second-
order transition, this time into the KEK state. Finally, at
abour D = 130, the KEK state gives way to the FLP state.
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FIG. 8: Phase diagram for PS1 in a tilted field, such that
EZ = |gxy|. The BU(1)
2 state appears between the dashed
red lines, while the POP state appears between the solid black
lines. The main qualitative difference between this figure and
Fig. 5 is the absence of the KEK state at large B⊥, where it
has been supplanted by the SVE state. All transitions are
second-order except for those into and out of the POP state.
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FIG. 9: Phase diagram for PS1 at EZ = 2.5|gxy |. The
small D region is now in the fully spin-polarized FM state,
which makes a second-order transition (lower dashed blue
line) to the SVE state, which in turn gives way to the FLP
state via another second-order transition (upper dashed
blue line). The BU(1)2 state has disappeared and has been
supplanted by the SVE state. The POP state intrudes into
the SVE region via first-order transitions (solid black lines).
In Fig. 9, we present the phase diagram for a very
large tilted field of EZ = 2.5|gxy|. The low D phase is
now the FM state. We see that the BU(1)2 state has
disappeared. The SVE and POP states are better able
to take advantage of the large EZ at intermediate values
of D.
2. Parameter Set 2
This set of parameters is identical to PS1, except
gz = 2.5B⊥. This change means that now G0 < gz <
G0 + |gxy|. Furthermore, to keep the POP state from
appearing below ≃ 10T, we need to increase the dimen-
sionless orbital anisotropy to ǫ˜a = 1.77. Fig. 10 shows
the phase diagram for PS2 with a purely perpendicular
field (EZ = |gxy|/3). As can be seen, the BU(1)2 phase
has almost disappeared from the phase diagram. There
is a tiny remnant of it for 8T< B⊥ <10T.
There are several differences in the phase diagrams be-
tween PS1 and PS2. Focusing first on small B⊥, the CAF
goes into the SVE phase via a first-order transition, with-
out going through the BU(1)2 phase. The SVE phase
gives way to the FLP phase at larger D via a second-
order transition. Fig. 11 shows the evolution of the or-
der parameters with D for fixed B⊥ = 2T. In Fig. 12 we
show the evolution of the order parameters at B⊥ = 10T,
which includes a sliver of the BU(1)2 state. The evolu-
tion of the order parameters at B⊥ = 16T is presented
in Fig. 13.
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FIG. 10: Phase diagram for PS2 at EZ = |gxy|/3 (purely per-
pendicular field.) The small D region is in the CAF phase.
For small B⊥ < 8T the CAF makes a direct first-order
transition into the SVE phase (solid blue line), which then
gives way to the FLP phase via a second-order transition
(dashed blue line). Between 8T and 10T, the situation is
very complicated at intermediate D, where many phases are
almost identical in energy. At 10T, as one increases D, there
is a direct first-order transition from the CAF phase into the
POP state (lower solid black line). The system exits the POP
state via another first-order transition into a narrow sliver of
the BU(1)2 state, which exists between the upper solid black
line and the red line with circles. The BU(1)2 state enters
the KEK state via a second-order phase transition. Finally,
the KEK state gives way to the FLP state. At larger B⊥ the
situation simplifies: The CAF makes a first-order transition
into the POP, which makes another first-order transition
into the KEK, which finally makes a second-order transi-
tion to th FLP state (dashed green line with + symbols).
For completeness we examine PS2 for larger Zeeman
values. In Fig. 14 we present the phase diagram for PS2
at EZ = |gxy|. For B⊥ < 8T, there are only two transi-
tions as D increases. First the CAF goes into the SVE
state via a first-order phase transition, and then the SVE
state gives way to the FLP state via a second-order tran-
sition. For larger B⊥ > 8T, the CAF goes directly into
the POP state via a first-order transition. The system
then makes another first-order transition into the SVE
state, which finally undergoes a second-order transition
into the FLP state. Note also that the POP state, being
able to take advantage of the larger Zeeman coupling,
now appears at smaller values of B⊥ as compared to the
case of perpendicular field only.
In Fig. 15 we present the phase diagram for PS2 at
large Zeeman coupling, EZ = 2.5|gxy|. The low D phase
is now the FM state. This implies that the transition
from the FM to the SVE state should be second-order,
since the SVE smoothly interpolates between the FM and
the FLP. Indeed, in Fig. 16, a cut at B⊥ = 2T showing
the evolution of the order parameters as a function of D
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FIG. 11: Order parameters as a function of D at
B⊥ = 2T in PS2 for purely perpendicular field. The
first-order nature of the transition between the CAF
and the SVE states is clear. The SVE order pa-
rameters smoothly go over to those of the FLP.
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FIG. 12: Order parameters as a function of D at B⊥ = 10T
in PS2 for purely perpendicular field. At small D the
system is in the CAF phase. It makes a first-order transition
into the POP state at D = 50.1. The POP state gives
way to the BU(1)2 state via a first-order transition at
D = 50.75. The BU(1)2 state persists until D = 51.25,
at which point the system makes a second-order transition
to the KEK state. Finally, at D = 52, the KEK state
gives way to the FLP state via a second-order transition.
exhibits the second-order nature. At larger values of B⊥,
the POP state intervenes and two additional first-order
phase transitions, into and out of the POP state, appear,
as seen in Fig. 17.
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FIG. 13: Order parameters as a function of D at B⊥ = 16T
in PS2 for purely perpendicular field. As D increases, the
first two transitions, from the CAF into the POP, and from
the POP into the KEK state, are first-order. The final
transition from the KEK to the FLP state is second-order.
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FIG. 14: Phase diagram for PS2 in a tilted field, such that
EZ = |gxy|. Only the CAF, the SVE, FLP and the POP
appear. The transitions between the CAF, SVE and FLP
states (dashed blue lines) are second-order, while those
from the POP state (solid black lines) are first-order.
3. Parameter Set 3
For PS3, we need to have gz < G0. So we choose
the following values: g0 = 1.5B⊥, gz = 1.75B⊥, gxy =
−1.65B⊥, gnz = B⊥, and keep λ1 = 5. In order to have
the POP state not appear below B⊥ = 12T at purely
perpendicular field, we have to increase the value of the
dimensionless orbital anisotropy to ǫ˜a = 3.8.
In Fig. 18 we show the phase diagram for PS3 at purely
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FIG. 15: The phase diagram for PS2 in a large Zee-
man field EZ = 2.5|gxy |. Only the FM phase at small
D, the SVE, the FLP and the POP phases appear.
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FIG. 16: Order parameters for B⊥ = 2T in PS2 at large Zee-
man coupling, such that EZ = 2.5|gxy |. The small D phase
is the fully spin-polarized FM. This makes a second-order
phase transition into the SVE, which smoothly interpolates
to the FLP state via another second-order phase transition.
perpendicular field. This is the simplest topology of the
phase diagram, and only the CAF, FLP and POP states
appear. All the transitions are first-order.
In Fig. 19 we show the phase diagram at an interme-
diate value of the Zeeman coupling, EZ = |gxy|. Apart
from the POP state appearing at lower B⊥, and extend-
ing to larger D, there are no qualitative differences from
the case of purely perpendicular field.
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FIG. 17: Order parameters at B⊥ = 12T in PS2 at
a large Zeeman coupling EZ = 2.5|gxy |. The small
D phase is the fully spin-polarized FM. This makes
a second-order phase transition into the SVE. The
POP state intrudes via a first-order transition into the
SVE. Another first-order transition takes the system
back into the SVE, which smoothly interpolates to the
FLP state via another second-order phase transition.
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FIG. 18: Phase diagram for PS3 at purely perpendic-
ular field, EZ = |gxy|/3. All the transitions are first-
order. The CAF gives way directly to the FLP at small
B⊥, whereas the POP state intrudes for larger B⊥.
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FIG. 19: Phase diagram for PS3 at an intermedi-
ate value of Zeeman coupling, EZ = |gxy|. This
is very similar to the phase diagram of PS3 at per-
pendicular field. All transitions are first order.
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FIG. 20: Phase diagram for PS3 at a large value
of Zeeman coupling, EZ = |gxy|. The small D
phase is the FM, otherwise the phase diagram is
very similar to those for PS3 at smaller EZ .
VI. DISCUSSION
A. Experimental Signatures of the Phase
Transitions
We begin this section by discussing possible experi-
mental signatures of the phases and transitions discussed
above.
To our knowledge three types of measurements have
been performed on BLG in the quantum Hall regime:
transport, compressibility, and layer polarizability. With
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respect to transport, all the bulk states we have ana-
lyzed are insulators with a charge gap. Deep within a
phase, transport occurs only at the edges. In BLG, all
quantum numbers except spin are broken by the edge
potential; because of this, the FM state is expected to
be a quantum spin Hall state36–39 whereas the others
are trivial non-conducting states32,33,40,41. At a transi-
tion between two bulk phases, there can be conduction
by two distinct mechanisms. Firstly, if the transition is
second-order and has at least one broken U(1) symmetry
on at least one side of the transition (all our second-
order transitions have this property), we may expect the
stiffness of the broken U(1) angle to vanish at the tran-
sition. This leads to gapless charged edge excitations,
as the present authors have established in monolayer
graphene32,33. Secondly, if the transition is first-order,
one may expect the formation of domains due to disor-
der. Presumably charged excitations are attracted to the
domain walls, and if they percolate, there may be bulk
conduction42,43. Thus, both first- and second-order tran-
sitions are expected to be visible in transport.
Bulk excitations can also provide information about
the nature of the ground state. For example, gapless
modes associated with broken U(1) symmetries should
have clear signatures in heat transport44. Bulk excita-
tions can also be probed via the compressibility. Sev-
eral of the transitions we have described involve a U(1)
symmetry breaking as the transition is crossed. In the
broken symmetry phase, near the transition where there
is a soft stiffness one expects very low energy, charged
merons1. Nevertheless, we expect the system to remain
incompressible at zero temperature: in order to inject
an electron, one has to combine this low-energy meron
(which is expected to support a small charge) with a
high-energy antimeron (carrying the remaining charge of
the electron). The resulting bimeron, the form in which
electrons can be injected into the system, will have non-
vanishing energy in spite of the low energy of one of its
components. By contrast, at a first-order transition, if
the domain walls percolate we expect that electrons can
be injected at arbitrarily low energy, and the system
becomes compressible. At T > 0, the key criterion is
whether the phase with spontaneously broken U(1) is be-
low its Kosterlitz-Thouless transition temperature TKT .
In particular, the appearance of unbound (charged) vor-
tices above TKT may lead to singular behavior in the
compressibility as a function of temperature.
Finally, layer polarizability measurements have re-
cently become feasible for this system25. The level of
charge in each layer continuously varies in any state for
which there is a broken U(1) symmetry involving the val-
ley degree of freedom. Thus, the FM, CAF, POP and
FLP states have a vanishing linear layer polarizability,
while the BU(1)2, SVE, and KEK states are layer polar-
izable. Such experiments thus allow one to probe when
the U(1)valley symmetry is spontaneously broken in the
bulk.
Current experiments on BLG suggest that the CAF,
FM, POP, and FLP states can be stable in BLG. In a
subset of samples, at small B⊥, an intermediate state24,26
may have been seen between the CAF and the FLP
phases, suggesting that such samples are in parameter
regimes consistent with PS1 or PS2. In some samples,
an intermediate phase is also seen at small B⊥, albeit at
large tilted field, between the FM and the FLP phases26.
Again, this is consistent with both PS1 and PS2. In other
experiments, however, no intermediate phases are seen
between the CAF and the FLP at small B⊥, suggesting
that those samples are consistent with PS3. What pre-
cisely determines in which parameter regime a particular
sample might be remains unclear at this time, and is a
subject for further investigation. Detailed observations
at small B⊥ in extremely clean and cold samples would
greatly clarify the parameter regime to which pure BLG
belongs.
It is interesting to carry out a thought experiment in
which we assume that the bulk spin susceptibility ∂Sz∂EZ
can be measured, in addition to the layer polarizability
∂τz
∂D and the cross-susceptibilities
∂Sz
∂D ≡ ∂τz∂EZ (the last
identity is a Maxwell relation arising from Sz = − ∂E˜∂Ez
and τz = − ∂E˜∂D ). Such measurements may indeed be
accessible, e.g. using the technique of Reznikov et al45.
The combined measurement allows one to distinguish be-
tween the different possible states. The FM, CAF, POP,
and FLP have a vanishing layer polarizability. The FM,
KEK, and FLP have a vanishing spin susceptibility. The
SVE state has both layer polarizability and spin suscep-
tibility nonvanishing, but satisfies Sz + τz = 4, which
implies
∂Sz
∂D
+
∂τz
∂D
= 0 =
∂Sz
∂EZ
+
∂τz
∂EZ
(78)
Finally, the BU(1)2 state also has all susceptibilities non-
vanishing, but is not subject to the condition of Eq. (78).
This allows us, in principle at least, to distinguish the
BU(1)2 state from other possibilities.
B. Caveats and Omissions
We next briefly review some of the underlying assump-
tions that lead to the model analyzed in this work. We
first separated the Coulomb and other lattice scale inter-
actions into an SU(4) symmetric part (which plays no role
in choosing the ground state) and a part that does not
respect SU(4) symmetry,. We assumed that the part that
does not respect SU(4) symmetry can be represented as
short-range interactions. These short-range interactions
respect the spin-SU(2) but have only a U(1) symmetry
in the valley indices. Finally we assumed that all interac-
tion parameters gi are proportional to B⊥, corresponding
to ultra-short-range interactions.
Each of these assumptions can be challenged. Consider
first our assumption that gi ∝ B⊥. This seems reasonable
from the renormalization group (RG) standpoint, as can
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be seen from the following argument. At high energies,
the dispersion is Dirac-like, and short-range interactions
are irrelevant as one scales down in energy:
g˜i(ℓ) = g˜i(0)e
−ℓ, (79)
where g˜i are the dimensionless couplings (the ratio of
the dimensionful couplings to the kinetic energy scale),
ℓ is the RG flow parameter defined by e−ℓ = Λ(ℓ)/Λ(0),
and Λ(0) is the bandwidth. At a scale proportional to
the interlayer hopping t⊥ (corresponding to RG scale ℓ⊥,
say) the quadratic band touching manifests itself, and
the one-loop RG flow of g˜i, if one neglects t3, becomes
marginal8. In general the RG flows may be written in
the form
dg˜i
dℓ
= Cijk g˜j g˜k, (80)
and should be stopped at a kinetic energy scale ∼ B⊥
which is of relevance to the system we are studying. Since
they are marginal, the values of gi will follow the kinetic
energy scale, thus becoming proportional to B⊥.
Complications arise when t3 enters the picture. At the
quadratic band touching t3 is a relevant coupling and
will grow. Further, we know that t3 is generated by the
interactions28, and will in turn affect the flow of the gi.
Thus, it is likely that the couplings gi do have some B⊥
dependence in the presence of trigonal warping. Since
we have not worked out the RG flow equations in the
presence of t3, we have not taken this into account, and
have made the na¨ıve assumption that gi ∝ B⊥, which
follows from directly computing the interaction matrix
elements for our model in the Landau levels of interest,
without including any renormalization effects.
Secondly, we assume that all our interactions are ultra-
short-range. Here we are on somewhat firmer footing. In-
troducing a q-dependence of the form e−|q|
2ξ2 into the in-
teractions vi(q) will leave the Hartree terms unchanged,
but reduce the exchange terms by a factor close to unity.
This does change some of the inequalities which we use to
define the different parameter sets (PS1, PS2, and PS3),
but does not change the qualitative nature of the phases
or the topologies of the phase diagrams. As an aside,
introducing such a q-dependence into the Kharitonov
model21 will lead to a BU(1)2 phase in the phase dia-
gram.
Thirdly, we reiterate that the four couplings retained in
our interaction model are only a subset of many such cou-
plings which are allowed by the symmetry of the system.
This was largely to keep a tractable parameter space size
for our study; however, we believe that other couplings
will not qualitatively alter the topologies of the phase
diagrams or the nature of the phases we encounter.
Finally, our analysis has been carried out within
the Hartree-Fock approximation. Quantum fluctuations
could play an important role near second-order phase
transitions, particularly for states with broken U(1) sym-
metries. These are generically accompanied by soft stiff-
nesses when they are first entered, so that low-energy
excitations around the HF state will necessarily exist.
VII. CONCLUSIONS AND OPEN QUESTIONS
In this work we have studied the possible zero-
temperature ground states of bilayer graphene (BLG) at
charge neutrality in a quantizing perpendicular magnetic
field B⊥. This ν = 0 system is very rich, possessing
three sets of discrete labels: spin, valley, and orbital,
leading to eight nearly degenerate Landau levels in the
low-energy manifold. (Recall that by “low-energy man-
ifold” we mean the manifold of states near the Fermi
energy.) Experimentally, the system can be probed by
applying a tilted magnetic field (to increase the Zeeman
coupling EZ) and/or by applying a perpendicular electric
field D which induces layer polarization. In the presence
of these external fields, the symmetry of the problem is
reduced to U(1)spin×U(1)valley .
Our philosophy is to ignore the SU(4) symmetric, long-
range part of the Coulomb interaction completely, be-
cause it plays no role in ground state selection at ν = 0.
Our model is based on an effective Hamiltonian, con-
taining only short-range interactions, in the truncated
Hilbert space of the low-energy manifold. Effects of
the filled Dirac sea15–18 are assumed to be absorbed
into renormalizations of the couplings of the effective
Hamiltonian20,21.
We incorporate two aspects distinct from previous
work12–14,21: (i) We include the effect of the trigonal
warping t3 (an interlayer hopping term allowed by the
lattice symmetries) nonperturbatively in the one-body
states of the low-energy manifold that form our basis.
(ii) In addition to interactions introduced in previous
work20,21 (gz and gxy which correspond to U(1)valley
symmetric interactions), we introduce two new interac-
tions into our effective Hamiltonian, one (g0) which treats
all discrete labels equally, and another (gnz) which is an
Ising-like interaction in the orbital sector.
The dependence of the dimensionless coupling constant
associated with t3 on B⊥, together with suitable values
of the interaction strengths, leads to the stabilizition of
a hitherto unknown phase. This phase, which we dub
the Broken-U(1)×U(1) or BU(1)2 phase, spontaneously
breaks two distinct U(1) symmetries, and is one of the
central findings in this work. Hints of its existence can
be gleaned from unexpected zero modes in the collec-
tive spectrum29 even at t3 = 0. In contrast, all phases
known previously at ν = 0 are either symmetric un-
der U(1)spin×U(1)valley or spontaneously break a single
U(1). The spin-polarized ferromagnet (FM) and the fully
layer polarized (FLP) phases are symmetric, while the
canted antiferromagnet (CAF), the Kekule (KEK), and
the spin-valley entangled (SVE) phases break a single
U(1) symmetry.
We explored three parameter sets of couplings charac-
terized by inequalities among them. For parameter set
1 (PS1), gz > g0 +
1
2gnz + |gxy|, and the BU(1)2 phase
invariably appears in the B⊥−D phase diagram at small
B⊥ and small D when the B-field is not tilted. In this
regime, transitions between the CAF, BU(1)2, SVE, and
20
FLP phases are driven by increasingD and are all second-
order. At large B⊥ a partially orbitally polarized (POP)
phase, and the Kekule´ (KEK) phase intervene between
the CAF and the FLP phases for intermediate values of
D. Transitions between the POP and other states are al-
ways first-order, while the transition from the KEK state
to the FLP state is second-order. As the field is tilted and
the Zeeman energy increased, the BU(1)2 phase shrinks
and disappears from the B⊥ −D phase diagram.
Parameter set 2 (PS2) satisfies the inequalities g0 +
1
2gnz + |gxy| > gz > g0 + 12gnz. In this case the BU(1)2
phase, if it appears at all, is confined to a small sliver of
D and B⊥ near the onset of the POP state when the B-
field is untilted. At small B⊥ the CAF state transitions
directly to the SVE state via a first-order transition as D
is increased, which in turn smoothly goes over into the
FLP state via a second-order transition at even higher
D. As above, at larger B⊥, the POP state intervenes at
intermediate D, and a KEK state may appear at higher
D which ultimately gives way to the FLP state.
Parameter set 3 (PS3) satisfies gz < g0+
1
2gnz, and has
the simplest phase diagram of all. The CAF/FM state at
small D undergoes a first-order transition to either the
FLP or the POP state, depending on the value of B⊥.
All transitions in PS3 are first-order.
The BU(1)2 phase, if it exists, always appears in a nar-
row window of D. Since it undergoes second-order phase
transitions to states with a single broken U(1) at its D-
boundaries, one (pseudo)spin-stiffness must always van-
ish at each transition. In previous work we have shown
that in such cases the gap to edge transport vanishes at
the transition. Depending on the details of the stiffnesses,
and the temperature at which measurements are made,
the BU(1)2 phase may appear to be metallic. An alter-
native possibility is that quantum fluctuations disorder
at least one of the broken U(1)’s to form a symmetric
phase with vanishing gap at either D-boundary.
Our results also raise a host of interesting questions.
Foremost among them is the issue of edge conduction in
the various states. The BLG edge is expected to break all
lattice symmetries, but preserve spin-rotation symmetry,
because spin-orbit coupling is tiny. For the CAF state
in monolayer graphene the present authors showed that
edge conduction occurs via topological vortex excitations
of the CAF order parameter bound to an image antivor-
tex near the edge32,33. In a quantum Hall state such
topological objects carry charge due to the spin-charge
relation1. In BLG, the SVE and KEK states are valley
analogues of the CAF, and it remains to be seen whether
this edge physics carries over to the two latter phases.
Perhaps the most interesting is the edge BU(1)2 phase,
because the bulk supports several flavors of topological
excitations (vortices can be formed from either of the two
broken U(1)’s). The effects of thermal and/or quantum
disordering of the BU(1)2 state should also be explored.
Another set of interesting questions concerns fillings
close to ν = 0, particularly in the range −4 ≤ ν ≤ 4.
All these fillings nominally involve only the nearly de-
generate set of Landau levels around the Fermi energy
for undoped BLG. Trigonal warping likely impacts the
phase diagram at such fillings, and a detailed investi-
gation could help identify the appropriate interaction
regime for BLG. Lastly, on the theoretical side, a full
renormalization-group analysis for the short-range cou-
plings in the presence of t3 and a quantizing magnetic
field, while challenging, would in principle indicate the
scale of couplings that apply to models such as we have
analyzed, in which the degrees of freedom are projected
to a small number of Landau levels.
There are also intriguing connections between the
phase transitions in BLG at ν = 0 and recent ideas of crit-
ical deconfinement46, which is the phenomenon whereby
the emergent degrees of freedom at a phase transition
are fractionalized in terms of the order parameter fields
on either side of the transition. The canonical exam-
ple of critical deconfinement is the Neel to Valence Bond
Solid transition in a class of two-dimensional quantum
antiferromagnets. Recall that in the absence of Zeeman
coupling, the CAF state would become an antiferromag-
net (AF). Recently, it was argued47 that the transition
between the AF and the KEK phase would be critically
deconfined. Adding the Zeeman coupling will convert the
deconfined transition into a region where the two order
parameters coexist46. The BU(1)2 phase does have both
CAF and KEK order parameters but, in our model, ex-
ists even at zero Zeeman coupling.
Last, but not least, it has been proposed48 that the
fully polarized FM state in BLG (achieved at large
Zeeman coupling) could be a realization of a bosonic
symmetry-protected topological insulator49. Precisely
what set of interaction parameters would realize such a
state remains an open question.
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Appendix A: Derivation of the coefficients Anm
In this Appendix we derive a power-series expansion
in λ for the states |ψA〉, |ψB〉 [Eq. (7)], and consequently
the expressions for the coefficients Anm in Eq. (8). We
start by considering the integral∫ ∞
0
dt e
it3
3λ
−ita† = (A1)
(
λ
9
)1/3
e
ipi
6
∫ ∞
0
dξ ξ−2/3e−ξ exp
{
e−
ipi
3 (3λξ)1/3a†
}
where we have used the change of variables t3 = i3λξ.
Implementing a power-series expansion of the last expo-
nential factor in Eq. (A1), and performing the integra-
tion over ξ, we obtain
∫ ∞
0
dt e
it3
3λ
−ita† =
(
λ
9
)1/3
e
ipi
6
∞∑
n=0
(3λ)n/3Γ
(
n+1
3
)
n!
e−
inpi
3 (a†)n . (A2)
Employing Eq. (7), we thus find
|ψA〉 =
(
λ
9
)1/3 ∞∑
n=0
(3λ)n/3Γ
(
n+1
3
)
n!
cos
{π
6
(2n− 1)
}
(a†)n|0〉 . (A3)
To get a similar expansion for |ψB〉, we repeat the same steps for the purely real integral∫ ∞
0
dt e−
t3
3λ
−ta† =
(
λ
9
)1/3 ∞∑
n=0
(3λ)n/3Γ
(
n+1
3
)
n!
(−1)n(a†)n ; (A4)
substituting in Eq. (7), this yields
|ψB〉 =
(
λ
9
)1/3 ∞∑
n=0
(3λ)n/3Γ
(
n+1
3
)
n!
[
(−1)n − sin
{π
6
(2n− 1)
}]
(a†)n|0〉 . (A5)
We next examine the oscillating factors in Eqs. (A3) and (A5), which exhibit a 3-fold periodicity in n: for any
integer m,
n = 3m− 1 ⇒ cos
{π
6
(2n− 1)
}
= (−1)n − sin
{π
6
(2n− 1)
}
= 0
n = 3m ⇒ cos
{π
6
(2n− 1)
}
= (−1)m
√
3
2
, (−1)n − sin
{π
6
(2n− 1)
}
= (−1)m 3
2
n = 3m+ 1 ⇒ cos
{π
6
(2n− 1)
}
= (−1)m
√
3
2
, (−1)n − sin
{π
6
(2n− 1)
}
= (−1)m+1 3
2
. (A6)
Inserting Eq. (A6) in (A3), (A5) and using |N〉 = 1√
N !
(a†)N |0〉, we obtain
|ψA〉 = 1√
3
(
|ψ˜0〉+ |ψ˜1〉
)
|ψB〉 = |ψ˜0〉 − |ψ˜1〉 (A7)
where
|ψ˜0〉 = (3λ)
1/3
2
∞∑
m=0
(−1)m (3λ)
m√
(3m)!
Γ
(
m+
1
3
)
|3m〉
|ψ˜1〉 = (3λ)
1/3
2
∞∑
m=0
(−1)m (3λ)
m√
(3m+ 1)!
Γ
(
m+
2
3
)
|3m+ 1〉 . (A8)
By definition, |ψ˜n〉 are orthogonal (〈ψ˜0|ψ˜1〉=0) for ar- bitrary prefactors of each. Hence, introducing the nor-
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malization factors C0, C1, we arrive at the orthonormal
basis states Eq. (8). Once this form has been obtained,
it is straightforward to verify that these states satisfy
(a2 + λa†)|ψ˜0〉 = 0.
Appendix B: Form Factors
In this Appendix we discuss some details relevant to
the calculation of the density matrix elements, Eq. (15),
and in particular how their form leads to Eq. (20). We
begin with the basis states |n, α, k〉 in Eq. (9),
|n, α, k〉 ≡
∞∑
m=0
(−1)mαAnm|3m+ n, k〉 , (B1)
for which the coefficients Anm are defined in Eq. (8). Direct substitution yields the explicit form
ρ˜αβn1n2(q) =
∞∑
k1=0
∞∑
k2=0
(−1)k1α+k2βAn1k1An2k2ρ3k1+n1,3k2+n2(q) (B2)
where the usual Landau level matrix elements are defined as
ρn1n2(q) = (−1)n<+n2e−q
2ℓ2/4
√
n<!
n>!
ei(n1−n2)(θq−π/2)
(
qℓ√
2
)n>−n<
L|n1−n2|n<
(
q2ℓ2
2
)
. (B3)
In this equation, n< (n>) is the smaller (larger) of n1 and n2, L
n
m is an associated Laguerre polynomial, and θq is the
angle formed by q with the xˆ-axis. Now consider the exchange integral∫
d2q
(2π)2 v(q)ρ˜
αβ
n1n2(q)ρ˜
γδ
m1m2(−q)
=
∑
k1k2k3k4
(−1)k1α+k2β+k3γ+k4δAn1k1An2k2Am1k3Am2k4
∫
d2q
(2π)2
v(q)ρ3k1+n1,3k2+n2(q)ρ3k3+m1,3k4+m2(−q).
(B4)
Writing N1 ≡ 3k1 + n1, N2 ≡ 3k2 + n2, M1 ≡ 3k3 +m1, and M2 ≡ 3k4 +m2, Eq. (B4) can be reexpressed as∫
d2q
(2π)2
v(q)ρ˜αβn1n2(q)ρ˜
γδ
m1m2(−q) =
∑
k1k2k3k4
(−1)k1α+k2β+k3γ+k4δAn1k1An2k2Am1k3Am2k4
×
∫
d2q
(2π)2
v(q)e−q
2ℓ2/2(−1)N<+N2+M<+M2+M1+M2
√
N<!M<!
N>!M>!
ei(θ1−
pi
2
)(N1−N2+M1−M2)
×
(
qℓ√
2
)|N1−N2|+|M1−M2|
L
|N1−N2|
N<
(
q2ℓ2
2
)
L
|M1−M2|
M<
(
q2ℓ2
2
)
, (B5)
where we used the property
ρn1n2(−q) = (−1)n1+n2ρn1n2(q).
The integration over θq forces the integral to vanish un-
less N1 +M1 = N2 +M2. Moreover, specializing to the
case where v(q) has no q dependence, the orthogonality
relation∫ ∞
0
dx e−xxαLαm(x)L
α
n(x) =
Γ(n+ α+ 1)
n!
δmn (B6)
guarantees that the integral in Eq. (B5) vanishes unless
N< =M<. Writing v(q)→ v˜, we arrive at the relation
∫
d2q
(2π)2
v(q)ρ˜αβn1n2(q)ρ˜
γδ
m1m2(−q) =
v˜
2πℓ2
δn1m2δm1n2r
(n1)
αδ r
(n2)
βγ (B7)
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where
r
(n)
αβ =
∞∑
k=0
(−1)k(α+β)A2nk ≡ δαβ + r(1 − δαβ). (B8)
r
(n)
αβ turns out to be unity if α = β because of the nor-
malization condition that the wavefunctions coefficients
Ank must obey. For α 6= β, the sum is non-trivial, but we
have found by direct summation that its value is the same
for both values of n to within any numerical accuracy we
can attain. For this reason the quantity
r =
∞∑
k=0
(−1)kA2nk
is for all intents and purposes independent of n. Eq. (B8)
yields the result used in Eq. (20).
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