element of the character group of G). We use the known facts about such algebraic integers, together with elementary combinatorial information about these numbers which depends on their being sums of characters taken over the difference set, and the relations which must hold between the various character sums. We may then use the orthogonality of characters (Fourier inversion formula) to obtain information about the characteristic function of D.
The difference sets with v = An correspond to (unnormalized) Hadamard matrices. The only known cyclic (i.e., with G cyclic) difference set of this type is the trivial one with v -4. Although we did not succeed in proving that no such cyclic sets exist if v > 4, a number of nonexistence theorems are proved; these give bounds on the orders of the cyclic ^-subgroups of G, where p \ (n, v) . The proofs depend only on the existence of characters of certain orders.
In his survey of cyclic difference sets with k ^ 50, [5] , Hall had left twelve sets of values of (v, k, λ) undecided; it was not known whether a cyclic difference set with these values of (v, k, λ) existed. For all but one of these, (v,n) > 1. Nine of these were shown not to correspond to cyclic sets in [14] . Ten have since been shown not to correspond to cyclic sets by Mann ([8] ). Of the twelve sets of values, one is left unresolved by [8] or [14] , and it is shown here that it cannot correspond to an abelian set.
On the constructive side, we derive two classes of abelian, but not cyclic, difference sets, both with v = An. One class, for which v = 36, contains a set recently found by Menon [10] ; the other class, for which v -4*, was suggested by one of the sets with v -36.
Some of this work appeared in [13] and [14] . However, the use of the full force of Lemma 3 was suggested to me by my reading of Mann's paper [8] . I would like to express my gratitude to Professor Gleason for the large amount of time he spent reading this work; he pointed out a number of errors and is responsible for a great improvement in the quality of the exposition.
We assume throughout that the reader is familiar with cyclotomic fields (see e.g. [15] ). We recall in particular the following facts:
(1) The field of mth roots of 1 is of degree φ(m) over Q (the field of rationale); thus the field of mnth roots of 1 is of degree ψ{m) over the field of nth roots of 1 if (m, n) = 1. If (m, n) -1, any φ(m) consecutive powers of ζ, a primitive mth root of 1, form an integral basis for the field of mnth roots of 1 over the field K of nth roots of 1; the Galois group of K(ζ) over K is isomorphic to the multiplicative group of integers relatively prime to m (mod m). The automorphism σ 3 which corresponds to j is defined by o ό (ζ) -ζ (2) If p is prime, the factorization of p in the field Q(ζ), ζ a primitive mth root of 1, is as follows: if {p, m) -1, and we assume 4 I m if m is even, let σ p be the automorphism given by σ p (ζ) = ζ v . Then if P is any prime ideal divisor of (p) (where (A) denotes the principal ideal generated by A) σ p is a generator of the subgroup of automorphisms τ for which τ(P) -P. The prime ideal divisors P i of (p) are in one-to-one correspondence with the cosets of this subgroup, and (p) = TΓP . Thus if (p, m) -1, (p) is not divisible by the square of any ideal ^ (1) . If m = p a n, a ^> 1, (p, n) -1, and ζ is a primitive p a th root of 1, then in Q(ζ) (p) = (1 -ζ) φ , # = 0(p α ); Φ always denotes the Euler function. In the field of mth roots of 1, 1 -ζ factors just as p does in the field of nth roots of 1. Therefore
We use the following notations: if G is a group, p a prime, Difference sets* A (v, k, X) configuration is a set of v points and b subsets, called blocks, each containing k points, such that the intersection of any two distinct blocks consists of λ points. Defining n to be k -λ, we have also k 2 -Xv -n. If M is the incidence matrix of the configuration (m^ = 1 if point i is in set j, m i3 --0 otherwise), an equivalent definition is that
where J is the matrix with all entries = 1. Since Assume a (v, ifc, λ) configuration has a regular transitive group of automorphisms; that is, assume there exists a transitive group G of order v of permutations of the v points, each permutation taking blocks into block; if D is the subset of G of those σ for which σ(P) e B, where P is a fixed point and B a fixed block, any element a Φ e of G can be represented in precisely λ ways as τσ" 1 , with τ, σ in Zλ We must show aB Π B contains precisely λ points. This will happen unless aB -B, since aB is a clock of the design. So there are at least X pairs for which τα" 1 = a with τ, σ e D. But since &(fc -1) = X(v -1) and there are k(k -1) ordered pairs τ, σ and v -1 elements in G not the identity, we cannot have aB = B for a Φ e (cf. [1] 
as an equivalent formulation of the condition that D Π TD have precisely λ points for all τ.
A subset D of a group G is called a difference set if it satisfies the above conditions; D is cyclic or abelian if G is. The sets σD as <7 ranges through G form the blocks of a (v, fc, λ) configuration. The complement of a difference set is a difference set, and hence we may assume k ^v/2.
We shall always assume the difference set is nontrivial, i.e., 1 < k < v -1, from which it follows that v ^ 7.
Suppose G is abelian. Let / be a function defined on G, χ a character on G, and let
<i) /(%)-Σ/(</)%(</)
The set of equations
This shows D is a difference set, with parameters v,k,X, n = k -λ, if and only if Finally, D is a (v, k, λ) difference set if and only if we have, in the group algebra of G,
D
The orthogonality relations for characters imply that if / and / are related by (1), we must have
v % Let / be a function on a group G and restrict χ to a subgroup JT" of the character group. If H is the kernel of H, i.e., all h such that χ(Λ) = 1 for all χ in H, we may define a function F on G/iί by summing / over the cosets of H and apply the preceding formulae to F.
We note the following special cases:
( with Ai € K, so that the A { are uniquely determined, we have
the formula whose repeated application is equivalent to the inversion formula (6) for a cyclic group.
(2) Let f(g) be as before, χ x and χ 2 two characters of order p which generate a subgroup of order p 2 , ζ a fixed primitive pth root of 1.
We let i^ = Σ/(<7) over all g with .χ x (g) = ζ\ χ 2 (g) = ζ>'. Let = S, and let for A = 1, p, co(l + coj -j). The S m , fc can be determined by (7) For if χ 1 is a fixed character in the coset, the sum in question is Σne£f(9)X(9)XM=f(9)Ug)ΣneέX (9) and Σxe* Zfo) is m if χ(^) -1 for all % e if, 0 otherwise.
If iί is a subgroup of G, we will always denote by H the set of all characters χ such that %(h) = 1 for all he H, and vice versa.
If G is abelian, the group algebra of G is a direct sum of fields; in fact the elements Σ# 9X(9~1) are eigenvectors for all the elements of the regular representation of G. The eigenvalues of the incidence matrix of a (v, k, λ) configuration have absolute value l/n, except for one which is k; equations (4) If G is of prime order, written additively, the only periodic subset of G is G. Since the multipliers are a cyclic group, we may pick a generator σ of the multiplier group. If this is given by σ(i) = ki (modp), 1 -k has a multiplicative inverse mod^, so if σD -Da,
The quadratic residues modulo any prime = -1(4) form a difference set. In [7] , E. Lehmer considered the existence of other difference sets defined by power residues (mod v) if v is an odd prime. In particular, it was shown in [7] that if v -ef + 1, a prime, and if the eth powers, or eth powers and 0, form a difference set (mod^), then the multipliers are precisely the eth powers. The corollary proves a more general statement. THEOREM [5] has constructed a family of difference sets with m -3, e -6.
Character sums* We first prove a well known theorem of a type originally proved [2] for (v, k, 1) configurations (finite projective planes). (See [3] , [4] .) The proof given is very direct and yields more in the special case of abelian difference sets. Proof. The first statement is obvious since rjη = n. If p is semiprimitive mod m the prime ideal divisors of (p) in the field of mth roots of 1 are invariant under complex conjugation, (p, m) -1 implies that (p) is not divisible by the square of any prime ideal, which proves the lemma (cf. [8] ).
We remark at this point that, with the notations of the lemma, if d
is a power of a single prime ideal in the field of p α th roots of 1, and this ideal factors into distinct prime ideals invariant under complex conjugation in the field of mth roots of 1.
If v is even, n is a square. If p is a prime which divides n to an odd power and q Φ p is a prime divisor of v, p has odd order in the multiplicative group mod q.
(The conclusions that v even implies n is a square, and that p is a quadratic residue mod q are known for arbitrary v, k f λ configurations.)
Proof. If v is even, G has a character χ of order 2. | χ(D) | 2 = n implies n is a square, since χ(D) is rational. To prove the second part, let χ be a character of order q. Since | χ(D) | 2 = n, Lemma 3 shows that p cannot be semiprimitive mod q; the semiprimitive numbers are precisely those which have even order in the multiplicative group mod q. THEOREM 
If v is a prime and D is a difference set mod v, inversion is not a multiplier of D. Ifv -ef+1 and D is a union of m multiplicative cosets of the set of eth powers mod v, plus possibly 0, then f is odd.
REMARK. Inversion is not a multiplier under much more general conditions (see [8] ; never if G is cyclic). The conclusion that / is odd is proved for the eth powers, and the eth powers and 0, in [7] . If D is a union of multiplicative cosets of the set of eth powers mod v and / is even, -1 is an eth power and hence a multiplier, which we have just shown is impossible. This proves the last part of the theorem.
If σ is a multiplier of D, σD = Da, and we have χ{σD) = χ(a)χ(D); in particular the factorization of the ideals (χ(D)) is unchanged if we replace D by σD. The following theorem is a partial converse. THEOREM 
Suppose D is a difference set in G, G abelian, and σ is an automorphism of G such that the ideals (X(D)) and (χ(σD)) are the same for each character χ. Then if there exists m such that m\n, m > λ and (m, v) -1, σ is a multiplier of D.
REMARK. We give below an example of a difference set in which every automorphism leaves the principal ideals generated by the character sums invariant, but the multiplier group has order 2 while the automorphism group has order 96.
Proof. The theorem follows from the generalization of Hall's theorem ( [5] ; see also [8] , [9] , [12] ). We repeat the proof, essentially the one in [8] . In the group algebra of G, We note here a consequence of (9). THEOREM 
Assume D is a difference set in G and that (χψ(D)) -(ψ(D)) for some nonprincipal character ψ and all characters X in a group H. If the order of H is relatively prime to n and the order of ψ, there exists g in G such that χψ(Dg) -ψ(Dg) (or χ(g)χψ(D) -f{D)) for all χ in H.
Proof. We shall first prove the theorem for a cyclic group of prime power order. Let χ be a generator of H, of order p r ; we may assume r is the least integer for which the theorem is not known. 
is the conjugate of Xψ{D) under the automorphism which is the identity on the field of roots of 1 of order prime to p (to which w λ and ψ(D) belong) and takes p r th roots of 1 into their /th powers. Therefore Σχ j ψ(D) = w x f(Ό)trζ, the sum over all j with 0 < j < p\ {j, p) = 1. trζ is φ(p r ) if ζ = 1, -p r~λ if ζ is a primitive pth root of 1, and 0 otherwise. Since Abelian Hadamard matrices* An Hadamard matrix is a square matrix H of order h with entries ±1, any two distinct rows of which are orthogonal, i.e., such that HH f -hi. An Hadamard matrix may be normalized to have first row and column consisting of just +l's.
The remaining matrix of order h -1 has the property that the dot product of any two rows is -1, and that the sum of the entries in any row is -1.
Let M be the incidence matrix of a (v, k, λ) design, and J the matrix with all entries =1. The matrix 2M -J has entries 1 where M has entries 1,-1 where M has entries 0 and
Thus the dot product of two distinct rows of 2M -J is v An. It is clear that the matrix of order h -1 derived from an Hadamard matrix of order h > 2 by normalizing the first row and column is equivalent to the incidence matrix of (v, k, λ) configuration with v + 1 = An, k = 2n -1, λ = n -1. Several classes of abelian difference sets with these parameters are known.
However, the question of the existence of difference sets whose incidence matrix generates an Hadamard matrix without the normalization has not been considered extensively in the literature. By the preceding, these are defined by the condition v = An. In a recent paper [10] Menon constructed two such difference sets (one for the direct product of two dihedral groups of order six, the other one for the abelian group Z 6 x Z 6 and noted the product theorem (Lemma 4 below). In [9] Menon constructed such sets for the direct product of an even number of copies of Z 2 . The connection with Hadamard matrices is mentioned in neither paper. The author's interest in the question is partly due to the following theorem ( [11] ): if x i = ±1, l^i^v and | ΣU XiX i+j I ^ 1 for all j > 0, then if v is odd, v ^ 13; if v is even and >2, the i for which Xi = 1 (or -1) form a difference set (mod v) with v -An. (The problem partly answered by [11] arose in radar design.)
By an abelian Hadamard matrix we mean the Hadamard matrix derived from a difference set in an abelian group with v -An.
, if we normalize so that 2k < v. We shall call such sets H sets for brevity. Note that we have the formula k - (v -λ/v(v -An) + An)/2; v even implies n must be a square, and therefore the choice v -An leads to a simple family of values for v, k, λ. The first statement follows from the fact that the direct product of two Hadamard matrices is an Hadamard matrix; the second from the fact that if
is of the form vl + cJ only if ^ -4% = 0 for i = 1, 2.
A more involved proof is given in [10] .
Nonexistence theorems* In this chapter we shall prove several theorems of the following general nature: if D is a (v, k, λ) difference set in G and (n, v) > 1, there are bounds on the orders of characters of G. For example, if 2 | (n, v), we can prove that under suitable assumptions σ 2 (G) must be less than the exponent of 2 in v; in particular, G cannot be cyclic. Our main interest is the nonexistence of H sets; we use the previous notations: v = 4ΛP, n = N 2 . We remark that p \ (n, v) implies that p\k,X and that (k, vf | n, since n -k -λ and k 2 -Xv = w. We also note that if p is odd and 6 ^> 1, g semiprimitive mod p implies that q is semiprimitive mod For the rest of the theorem, we shall require the following lemma: LEMMA 
Let G be a finite cyclic group, f a function on G with integral values, and χ a generator of the character group of G. Assume m\f{χ) = Y ίgeG f{g)χ{g),f{χ)Φb.
Let r be the number of 9 and the lemma follows by induction on r since now | f{ht
| F(i) -F(j(i)) -Σ,e^ (/(Aί*) -f(ht^))χ(h)
Returning to the proof of the theorem with v λ > 1, we pick >S 0 as before. We may write 
COROLLARY 1. Let D be a difference set in a group G ivhich has a character of order v L . If m 2 \n and m is self conjugate mod v 19 then v x m g 2 r~λ v, where r is the number of distinct prime divisors of (m, vj.
If D is a difference set χ(D) Φ 0 for all χ. Let χ be a fixed character of order v 19 and let χ -χ x χ 2 , where the order of χ λ is the product of the distinct prime power divisors g, of v L for which (q i ,m)>l, and the order of χ 2 is relatively prime to the order of χ 1# If follows from the remarks after Lemma 3 that m \ χ{D) for any character χ of order dividing v lf and thus in particular m | χiχ^D) for all i. Theorem 6 shows that 2 r~x ?; ^ mv 1( In [5] , Hall listed twelve sets of (v 9 k, λ) with k ^ 50 for which the existence of a cyclic difference set had not been decided. The theorems in [8] , [13] , [14] showed there were no cyclic difference sets for all the sets of (v, k, λ) with the exception of (120, 35, 10).
As an example of the above corollary, we see that there is no abelian difference set with the parameters (120, 35, 10 The preceding results depended on elementary considerations about the magnitude of the characteristic function of a difference set summed over a subset of the group. We shall now prove a result which depends only on the fact that the characteristic function has integer values, with no restrictions on the size of the integers.
It is easy to see that the only algebraic integers in the field of 2 w th roots of 1, m Ξ> We first make the following remarks: if p is a prime and k, λ, v are integers such that k 2 -Xv = n, k -X = n, and p | (w, v) then p | (fc, λ); since k(k -1) = X(v -1), and p does not divide k - 1, v -1, 
w. Then equations (11) This follows from the theorem and Lemma 7. We remark that Lemma 6 holds for arbitrary primes.
Existence theorems* We shall now give some existence theorems for H sets. We denote Z 2 x Z 2 by if 4 . We now note a simple lemma.
If (X(D)) -(N) for X Φ Xo and G x in the kernel ofχ f then the numbers of elements in the cosets of G x are
This is a trivial application of, for example, formulae (7) and ( We shall now describe certain difference sets in the abelian groups of order 36 which have no elements of order 9. It will be convenient to consider Z z x Z z as an a ffine plane (over the field Z 3 ); we denote it by A 5 . We shall refer to these sets as Q sets.
Let G 4 be K, or Z,, and let 0, 1, 2, 3 be the elements of G 4 . In the affine plane A 3 take four lines L { , 0 ^ i S 3, one of each slope (i.e., four distinct mutually intersecting lines). Let S Q be the complement of L o in A?, S { = Li for i = 1, 2, 3. We let D be the subset of G 4 x A 3 consisting of all pairs (i, x) with xe S if 0 ^ ΐ ^ 3. It is not hard to verify that D is an H set; this will be shown in the course of Theorem 12.
We now enumerate Z± in the usual manner by i -0, 1, 2, 3, and let 0 = (0, 0), 1 = (0, 1), 2 = (1, 0), 3 = (1, 1) in K 4 . We let Q, be the We first prove a simple lemma. We now return to the proof of the theorem. Every automorphism σ of G 4 x A z induces automorphisms σ 4 , σ 3 on 6r 4 and A 39 respectively.
In an arbitrary Q set, the element of G A which corresponds to S o is determined (it is the only element x of G 4 for which there are six elements (x, y) in the set). Lemma 9 shows that the four lines L i have a point P of triple or quadruple intersection, necessarily unique, and it is also uniquely determined by the Q set. Since L o is uniquely determined by the set, we see that the sets Q it Ql are indeed inequivalent. To show that any Q set is equivalent to one of Q i9 Ql, we first translate the Q set so that the identity element of G 4 corresponds to L o and the point P of A 3 corresponds to the origin of A 3 . We now observe that the automorphism group of A 3 is transitive on quadruples of distinct slopes: given four distinct lines through the origin, we may clearly transform the first and second into X = 0 and Y = 0, respectively, by an automorphism (since A 3 is a vector space). If it is necessary to interchange the other two slopes, the linear transformation S which takes (x,y) into (x, -y) ((x,y)eA 9 ) will leave the X and Y axes invariant but will interchange the other two lines through the origin. If four of the lines Li go through P, we have shown the Q set is equivalent to Q x or Q[. If one of the L i does not contain P, we first apply an automorphism to A 3 which will transform the slopes to correspond to the slopes of Qi or Q' i9 i -1 or 2. If the line L i which does not contain P now coincides with the corresponding line in Qi or Q[ we have shown the desired equivalence; if it does not, we apply the inversion automorphism to A z . This will leave invariant the lines through the origin, and take a line not through the origin into the other line parallel to itself and not through the origin. THEOREM orders 4, 2, 2; 12, 6, 6, respectively. It is clear that a multiplier of any of the Q i9 QI must leave the sets fixed, since we have seen that identity elements of G 4 and A 3 are special elements of the sets. We have also seen that the automorphism group of A 3 is transitive on quadruples of slopes, and only the transformations ±1 of A z leave all the slopes invariant. A multiplier of one of the Q { or QI restricted to G 4 is a permutation τ of 0, 1, 2, 3 (which leaves 0 fixed); the permutation of the slopes of the L i in A 3 must induce the same permutation of 0, 1, 2, 3. We can always find precisely two automorphisms of A 3 , σ and (-Ι)σ, which leave the Y axis fixed and take the slope of L i into that of L^, i -1, 2, 3. If the Li all go through the origin both (τ, σ) and (τ, ( -I)σ) will be multipliers. However, if one of the L i does not go through the origin, only one of these two automorphisms will take Qi or Q[ into itself (the other will take the L { not through the origin into the line (-I)Li). The theorem now follows because Z± and K± have 2 and 6 automorphisms, respectively. We shall assume that k = N(2N -1) (by taking the complement of the H set D if necessary). We consider first G -K A X Z N x Z N , and write abed for y {a , h , c , d) with a,be Z 2 ,c, de Z N . We let χ a$ χ β be the characters of order 2 defined by χ« ((l, b, c, d) Similarly each of Σv k , Σw k , Σt k is 1 ± N; the argument is the same, but the term which corresponds to i = j = 0 in e.g., the sum Σ*,i X«XNXUD) is now N instead of N (2N -1) . The ^ are all +1 or all but one are -1; the same is true, independently for the w k and for the t k .
We shall write δ k for δ c+kd>ek , and Δ for Σ & δ k . Δ and the d k depend on c, d. We shall refer to the set of c, d such that c + kd = e k as line A; these are the points of A 3 for which δ k = 1. J is the number of the lines A; on which the point c, d lies. Now the inversion formula gives
The first of the above formulae, for example, is (with the convention ζ-c~-°°d = ζ-«) which reduces to the first formula. The above follow similarly, except that e.g., %«%*((!., 0, c, d)) = UΛ((l,0,c,d))= -χ, ((l,0,c,d) ).
It is clear that finding an H set D of the required type is precisely equivalent to finding u k , v kJ w ky t k all ±1, and e k mod N which yield 0 or 1 in all the above equations. We shall now consider all the possible types of solution (using the symmetry of the v kJ w k , t k in the problem). Since OOcd must be 0 or 1, any point c, d must lie on none or two of the lines Jc; but Lemma 9 then shows N is even. For another proof, note that these formulae show the resulting Hadamard matrix would be equivalent to a direct product of an N x N matrix ((2(00cd) -1)) by the 4x4 matrix 21 -J, which requires the N x N matrix to be Hadamard, i.e., N = 1 or N even. This case suggested the construction in Theorem 8. If cd is on none of the lines j, m, n we have lied = 1/2, which is impossible. But these three lines contain at most 3(ΛΓ -1) + 1 points, and for N > 2, N 2 > SN -2, so such a point exists.
V. u k = v k -w k -t k -1 for all k, except u h = -1 .
--+ // -A_ 2 2 and OOcd is not an integer for cd not on line h. We now turn to the group Z 4 x Z N x Z N = Z 4 x ^4^. We write αδc for y {a , h , C ), ae Z 4 ,b, ce Z N . We define the characters χ k k = 1, , iV, co of ^ x Z N as before. We let ψ be a fixed character of order 4. We have We use the Σ/> Σ// ^° denote the sum over those values of k for which a k = 0 or α Λ = 1, respectively. As before, the inversion formula gives
