Abstract. Let X, Y be compact Hausdorff spaces and E, F be Banach spaces over R or C. In this paper, we investigate the general form of surjective (not necessarily linear) isometries T : A −→ B between subspaces A and B of C(X, E) and C(Y, F ), respectively. In the case that F is strictly convex, it is shown that there exist a subset Y 0 of Y , a continuous function Φ : Y 0 −→ X onto the set of strong boundary points of A and a family {V y } y∈Y0 of real-linear operators from E to F with V y = 1 such that
Introduction
The study of isometries between subspaces of continuous functions originally dates back to the classical Banach-Stone theorem. The theorem has various generalizations (in scalar valued case) based on different techniques, see for example [6, 9, 12, 13, 16, 15] .
For a compact Hausdorff space X and a Banach space E, let C(X, E) be the Banach space of continuous E-valued functions on X endowed with supremum norm · ∞ . A representation theorem for isometries between C(X, E)-spaces was given in [10] by Jerison as follows:
Let X and Y be compact Hausddorff spaces, E be a strictly convex Banach space and let T : C(X, E) −→ C(Y, E) be a surjective linear isometry. Then there exist a continuous surjection Φ : Y −→ X and a map t −→ V t which is continuous from Y into the space B(E) of all bounded operators on E, endowed with the
This result has been generalized in several directions in [11] . We refer one of them which is related to our results. First we state conditions (S3) and (M) introduced in [11] for a subspace A of C(X, E) where X is a compact Hausdorff space and E is a Banach space over C or R: (S3) For each x in the Choquet boundary Ch(A) of A, for each neighborhood U of x and for each u ∈ E there exists a function f ∈ A such that f ∞ = u , f (x) = u and f = 0 on X\U.
(M) for each f ∈ A with f (x) = 0 and for each ǫ > 0, there exist a neighborhood U of x and f ǫ ∈ A such that f − f ǫ ∞ < ǫ and f ǫ = 0 on U.
Theorem 1.1. [11, Theorem 3.4 ] Let X and Y be compact Hausdorff spaces and let E be a strictly convex reflexive real or complex Banach space. Assume that A and B are subspaces of C(X, E), respectively, containing constant functions and both satisfy conditions (S3) and (M). Let T : A −→ B be a surjective linear isometry. Then there exist a continuous surjection ϕ : Ch(B) −→ Ch(A) between the Choquet boundaries, and a family V y : E −→ E, y ∈ Ch(B), of linear operators with V y = 1 such that
If, furthermore, the dual space E * is strictly convex, then ϕ is a homeomorphism and V y is an isometric isomorphism for each y ∈ Ch(B).
The purpose of this paper is to study surjective, not necessarily linear, isometries T : A −→ B between subspaces A and B of C(X, E) and C(Y, F ), respectively, where X, Y are compact Hausdorff spaces and E, F are Banach spaces (over R or C). We first assume that F is strictly convex and give a description of T on appropriate subset Y 0 of Y . The given description deals with the set of strong boundary points of A, which is, in many nice cases, large enough to be a boundary. Then, by imposing some additional assumptions on A and B, we give a similar result for certain non strictly convex Banach spaces. We should note that our method is based on studying maximal convex subsets of the unit spheres of A and B. This method initially emerged in the works of Eilenberg [5] and Myers [14] and has later been adapted to the scalar valued case by Roberts and Lee [15] .
Preliminaries
Throughout this paper K stands for the scalar fields R or C. For a compact Hausdorff space X and a Banach space E over K, C(X, E) is the Banach space of all continuous E-valued functions on X endowed with the supremum norm · ∞ . For each u ∈ E, the constant map c u : X −→ E is defined by c u (x) = u for each x ∈ X. We say that a subspace A of C(X, E) is E-separating if for any distinct points x, x ′ ∈ X and arbitrary u ∈ E there exists f ∈ A with f (
For a normed space E we denote the unit sphere of E by S(E) and we put S(E) = {K : K is a maximal convex subset of S(E)}.
Clearly S(E) is not convex and each convex subset of S(E) is contained in an element of S(E). We note that if E is strictly convex, then all maximal convex subsets of S(E) are singleton. Let X be a compact Hausdorff space and E be a Banach space over K. For a subspace A of C(X, E) the Choquet boundary of A is denoted by Ch(A). We recall that Ch(A) consists of all points x ∈ X such that ν * • δ x is an extreme point of the closed unit ball of A * for some extreme point ν * of the closed unit ball of E * . It is well known that Ch(A) is a boundary for A in the sense that for each f ∈ A there exists x ∈ Ch(A) such that f (x) = f ∞ . For x ∈ X and
Lemma 2.1. Let X be a compact Hausdorff space, E be a Banach space over K, and A be a K-subspace of C(X, E). Then for each convex subset C of S(A) there exist x ∈ X and K ∈ S(E) such that C ⊆ V A x,K . In particular every maximal convex subset of S(A) is of the form V A x,K for some x ∈ X and K ∈ S(E).
Proof. Since C is convex, it follows easily that the family {M(f ) : f ∈ C} of compact subsets of X has finite intersection property and consequently
Let X be a compact Hausdorff space and A be a K-subspace of C(X, E). We call a point x ∈ X a strong boundary point of A if for each neighborhood U of x, ǫ > 0, and u ∈ S(E) there exists a function f ∈ A such that f ∞ = 1, f (x) = u and f (y) < ǫ for all y ∈ X\U. We denote the set of all strong boundary points of A by Θ(A). We also denote the set of points x ∈ X satisfying the above condition for ǫ = 1 by τ (A). Hence Θ(A) ⊆ τ (A).
Main results
We begin this section by introducing certain type of points satisfying some maximal convexity conditions. Definition 3.1. Let X be a compact Haudsorff space, E be a Banach space over K, and A be a K-subspace of C(X, E). We say that a point x ∈ X is of type one
It is easy to see that if A is E-separating or it contains constants, then for any point x ∈ X of type two, the inclusion V
The set of all type one, respectively type two points for A will be denoted by η 1 (A) and η 2 (A).
We note that for an arbitrary subspace A of C(X, E) some of the above defined sets may be empty. However, as the next lemma shows, η 1 (A) and η 2 (A) contain the set of strong boundary points of A, which is large enough for certain subspaces A.
Lemma 3.2. Let X be a compact Hausdorff space, E be a Banach space over K and A be a K-subspace of C(X, E). Then
Proof. The first inclusion is trivial. Take x ∈ τ (A) and assume that V
, it is contained in a maximal convex subset of S(A). Hence, by Lemma 2.1, there exist y ∈ X and
The second part can be easily verified.
Using a similar argument as in [9, Lemma 3.2] we get the next lemma. We should note that the lemma is similar to the additive Bishop's Lemma in scalar case, see for instance [16] . Lemma 3.3. Let X be a compact Hausdorff space, E be a Banach space and A be a closed K-subspace of C(X, E). Assume that x ∈ Θ(A) and f ∈ A such that f ∞ = 1 and f (x) = 0. Then for each u ∈ S(E) and 0 < r < 1 there exists g ∈ V A x,{u} such that rf + g ∈ V A x,{u} . We note that, by the above lemma, for each x ∈ Θ(A) and u ∈ S(E) we have
where s > 0 and δ x : A −→ E is defined by δ x (f ) = f (x), f ∈ A. Motivated by this, we say that a point x ∈ X is a Bishop point for A if for each u ∈ S(E) the above inclusion holds for some s > 0. We denote the set of such points for A by Ω
(A). Hence Θ(A) ⊆ Ω(A).
In what follows we assume that X, Y are compact Hausdorff spaces, E, F are Banach spaces over K and A, B are K-subspaces of C(X, E) and C(Y, E), respectively. Let T : A −→ B be a surjective, not necessarily linear, isometry. Since, by the Mazur-Ulam theorem, T − T 0 is real-linear, without loss of generality we assume that T 0 = 0 and A is closed in C(X, E). Clearly T maps each maximal convex subset of S(A) to a such subset of S(B). Hence, by Lemma 2.1, for each x ∈ η 1 (A) and K ∈ S(E) there exist y ∈ Y and L ∈ S(F ) such that
y,{v} for some u ∈ S(E) and v ∈ S(F )}.
We also put Y 0 = x∈Θ(A) H x and Y 1 = x∈η 2 (A)∩Ω(A)∩X 0 H x , where X 0 is as in Lemma 3.2. We recall that X 0 = X if A contains constants and η 2 (A) = X = X 0 if A is E-separating.
We note that if Θ(A) = X and S(F ) contains a singleton {v} (in particular, if F is strictly convex), then Y 0 ⊇ Θ(B). Indeed, for each y ∈ Θ(B), since T −1 is also an isometry, there exist x ∈ X and K ∈ S(E) such that
Proof. We first show that for each x ∈ η 2 (A) ∩ Ω(A) ∩ X 0 and y ∈ H x if f ∈ A such that f (x) = 0, then T f (y) = 0. We note that, by the definition of
x,{u} . Therefore T (rf + g)(y) = v and T g(y) = v which implies, by the real-linearity of T , T f (y) = 0. Now assume that x, x ′ ∈ Θ(A) are distinct and assume on the contrary that there exists a point y in H x ∩H x ′ . Since Θ(A) ⊆ η 2 (A)∩Ω(A)∩X 0 , it follows from the above argument that T f (y) = 0 for each f ∈ A satisfying either f (x) = 0 or f (x ′ ) = 0. Let u ∈ S(E) and v ∈ S(F ) be as above. Since x ∈ Θ(A) there exists
. Similarly, since x ′ ∈ Θ(A)
we can choose h ∈ A satisfying h(x ′ ) = f (x ′ ) and h ∞ = f (x ′ ) . Then the 6 function g = f − h is an element of A with g(x ′ ) = 0. Hence T (g)(y) = 0 and
, a contradiction. Consider the case that A is E-separating and x, x ′ ∈ Ω(A). Let y ∈ H x ∩ H x ′ and u and v be as above. Then, by assumption, there exists f ∈ A such that f ∞ = 1, f (x) = u and f (x ′ ) = 0. As before, we get T f (y) = 0 while f ∈ V x,{u} and T (V x,{u} ⊆ V y,{v} , a contradiction. This shows that in both cases we have
Using the above lemma we can define a map Φ : Y 0 −→ Θ(A) such that for each y ∈ Y 0 , Φ(y) is the unique point x ∈ Θ(A) with y ∈ H x . Clearly Φ is a well-defined map which is surjective whenever F is strictly convex. Similarly we can define a function Φ 1 : Y 1 −→ Ω(A), whenever A is E-separating. 
Furthermore, (i) if A contains constants, then the map Y 0 −→ B(E, F ) is continuous with respect to the strong operator topology on B(E, F );
(ii) if A, B contain constants and T maps each constant function to a constant function, then all V y are equal to a real-linear isometry V : E −→ F .
Proof. As we noted before, we can assume that T is real-linear and A is closed in C(X, E). Let Y 0 ⊆ Y and Φ : Y 0 −→ Θ(A) be defined as above. For each y ∈ Y 0 , let V y : E −→ F be defined by V y (u) = T (f 0 )(y), where f 0 ∈ A satisfies f 0 (Φ(y)) = u. We note that there exists a function f 0 ∈ A satisfying this property, since Φ(y) ∈ Θ(A). Note also that V y is well defined. Indeed, for u ∈ E if f 0 , f 1 ∈ A such that f 0 (Φ(y)) = u = f 1 (Φ(y)), then (f 0 − f 1 )(Φ(y)) = 0 and it follows from real-linearity of T and the argument given in Lemma 3.4 that T (f 0 )(y) = T (f 1 )(y). It is easy to see that V y is a real-linear operator and since f 0 ∈ A with f 0 (Φ(y)) = u can be chosen such that f 0 ∞ = u we have V y ≤ 1. Clearly T f (y) = V y (f (Φ(y))) holds for all f ∈ A and y ∈ Y 0 .
The strict convexity of F shows that for each x ∈ Θ(A), H x is nonempty. Hence Φ is surjective. To show that Φ is continuous, let y 0 ∈ Y 0 and U be a neighborhood of Φ(y 0 ) in Θ(A). Choose an open neighborhood U in X with U = U ∩ Θ(A). By the definition of Φ, there exist u ∈ S(E) and v ∈ S(F ) such that
} is a neighborhood of y 0 in Y 0 and for each y ∈ W , f (Φ(y)) ≥ V y (f (Φ(y)) = T f (y) > 1 2 , that is Φ(W ) ⊆ U ∩ Θ(A) and so Φ is continuous.
We now show that for each y ∈ Y 0 , V y = 1. Let y 0 ∈ Y 0 and choose u ∈ S(E) and v ∈ S(F ) as above. Let f 0 ∈ A such that f 0 (Φ(y 0 )) = u and f 0 ∞ = 1. Then V y 0 (u) = T (f 0 )(y 0 ) and since f 0 ∈ V A Φ(y 0 ),{u} we have T (f 0 )(y 0 ) = v. Hence V y 0 (u) = T (f 0 )(y 0 ) = 1 = u and consequently V y 0 = 1. To prove (i) assume that A contains constants. Then for each y ∈ Y 0 and u ∈ E we have V y (u) = T (c u )(y). Hence for each net {y α } in Y 0 converging to a point y ∈ Y 0 , it follows from continuity of T (c u ) that V yα (u) → V y (u), as desired.
Finally to prove (ii) assume that A, B contain constants and T maps constants to constants. For each u ∈ S(E) we have V y (u) = T (c u )(y) = v = 1 where v ∈ S(F ) such that c v = T (c u ). Hence all V y 's are real-isometries and equal. Remark 3.6. (i) In the above theorem, if K = C and T is assumed to be complex linear, then each V y is also complex-linear.
(ii) If A is assumed to be E-separating, then the same argument can be applied to get a similar description of T for all points y ∈ Y 1 and the previously defined map Φ 1 :
(iii) If T maps constants onto constants, then it is easy to see that the real-linear isometry V : E −→ F is surjective.
For the application of the results we give next corollaries. As we noted before, the following (S3) condition has been considered in [11] in some results.
(S3) For each x ∈ Ch(A), for each neighborhood U of x and for each u ∈ E there exists a f ∈ A such that f ∞ = u , f (x) = u and f = 0 on X\U.
Clearly if (S3) holds for A, then we have Ch(A) ⊆ Θ(A) and consequently Θ(A) is a boundary for A. Now in the next corollary we consider this later condition. Hence this corollary may be compared with Theorem 1.1.
Corollary 3.7. Let X, Y be compact Hausdorff spaces, E, F be Banach spaces over K, where F is strictly convex. Let A and B be K-subspaces of C(X, E) and
Then for any surjective isometry T : A −→ B there exist a subset Z of Y , a continuous surjection φ : Z −→ Ch(A) and a family {V y } y∈Z of real-linear operators from E to F with V y = 1 such that
Moreover, in the case that A, B contain constants, and T maps constants to constants, all V y 's are equal to a real-linear isometry V : E −→ F and Z is a boundary for B.
Proof. The first part is immediate from Theorem 3.5. It suffices to consider Z = Φ −1 (Ch(A)) and φ = Φ| Z . For the second part, assume that A, B contain constants and T sends constants to constants. By the above theorem, there exists a real-linear isometry V : E −→ F such that V y = V for all y ∈ Y 0 . To show that Z is a boundary for B, let g ∈ B and f ∈ A such that T f − T 0 = g. Since φ : Z −→ Ch(A) is surjective and Ch(A) is a boundary for A, there exists a point
Therefore, g ∞ = g(y 0 ) , that is Z is a boundary for B.
We recall that a subspace A of C(X, E) is called completely regular if for each x ∈ X, u ∈ S(E) and closed subset F of X not containing x, there exists f ∈ A with f (x) = u, f ∞ = 1 and f (z) = 0 for each z ∈ F . Obviously for such subspaces we have Θ(A) = X. So we get the following generalization of Cambern's result [4] , which is also a generalization of [8, Theorem 1] for not necessarily linear isometries.
Corollary 3.8. Let X, Y be compact Hausdorff spaces and E, F be Banach spaces over K, where F is strictly convex. Let A be a completely regular K-subspace of C(X, E) and B be a K-subspace of C(Y, F ). Then for any surjective isometry T : A −→ B there exist a subset Y 0 of Y , a continuous surjection Φ : Y 0 −→ X and a collection {V y } y∈Y 0 of real-linear operators from E to F with V y = 1 such that
In the next theorem we give a similar result for surjective isometries, in not necessarily strictly convex case. We consider the case that F is a Banach space 9 whose unit sphere S(F ) has at least a point v such that {v} is a maximal convex subset of S(F ). Before stating our result we give an example of such (non strictly convex) Banach spaces.
Example 3.9. Let n ∈ N and K be a compact symmetric convex subset of R n with nonempty interior. Then we set 0 = 0 and for each nonzero point x ∈ R n we define x = 1 max{t∈R:tx∈K} . Then · defines a norm on R n whose closed unit ball is K. In particular, consider the following subset of R 2 :
Then K satisfies the above mentioned properties and so (R 2 , · ) is a Banach space with closed unit ball K. It is clear that this Banach space is not strictly convex, and there are infinitely many points in K which are maximal convex subsets of K. 
If, in addition, S(E) also contains a singleton, then Φ is a homeomorphism and all V y are isometries.
Proof. As before we may assume that T is real-linear. By hypothesis, there exists v ∈ S(F ), such that {v} is a maximal convex subset of S(F ). For each y ∈ Y , since Y = Θ(B), it follows from Lemma 3.2 that V y,{v} is a maximal convex subset of S(B). Being T −1 an isometry, there exists x ∈ X and K ∈ S(E) such
We note that the point x ∈ X satisfying the above equality for some K ∈ S(E) is unique. Indeed, if V x,K = V z,L where z ∈ X is distinct from x and L ∈ S(E), then since x and z are strong boundary points for A we can find easily a function f ∈ V x,K with f (z) < 1 2 , a contradiction. The same argument as in Lemma 3.4 shows that for all f ∈ A, f (x) = 0 implies T f (y) = 0 and consequently for each f, h ∈ A with f (x) = h(x) we have T f (y) = T h(y). Thus we can define a real linear operator V y : E −→ F by V y (e) = T f (y) where f ∈ A such that f (x) = e. Since X = Θ(A), the above function f ∈ A can be chosen such that f ∞ = e and f (x) = e. This shows that V y ≤ 1. Clearly T f (y) = V y (f (x)) holds for all f ∈ A. By the above argument we can define a map Φ : Y −→ X and a family of real linear operators {V y } y∈Y such that T f (y) = V y (f (Φ(y))) (f ∈ A, y ∈ Y ).
As in Theorem 3.5 we see that Φ : Y −→ X is continuous. For the second part, assume that S(E) also contains a singleton. Then using the above discussion for T −1 we can define a continuous map Ψ : X −→ Y and a family {W x } x∈X of real-linear operators from F to E such that W x ≤ 1 and T −1 (g)(x) = W x (g(Ψ(x))) (g ∈ B, x ∈ X).
Thus, for each f ∈ A and x ∈ X we have
If x ∈ X and Φ(Ψ(x))) = x, then there exists f ∈ A with f (x) = 1 and f (Φ(Ψ(x))) ≤ . Hence 1 = f (x) = W x (V x (f (Φ(Ψ(x)))) ≤ f (Φ(Ψ(x))) ≤ 1 2 which is a impossible. Therefore, Φ(Ψ(x))) = x for all x ∈ X. Similar argument shows that Ψ(Φ(y))) = y for all y ∈ Y , that is Ψ = Φ −1 , in particular, Φ is a homeomorphism. By the above argument we have f (x) = W x (V Ψ(x) (f (x)) (f ∈ A, x ∈ X).
Since for each x ∈ X and e ∈ E we can choose f ∈ A with f (x) = e, it follows from the above equality that W x (V Ψ(x) (e)) = e for all e ∈ E. Similarly, V y (W Φ(y) (e ′ )) = e ′ for all e ′ ∈ F . Hence V y = W −1 Φ(y) and V y = W Φ(y) = 1, that is each V y is an isometry, as desired.
