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Introduction
The spread of a flammable gaseous substance into a residential space has significant possibility to cause a hazardous event by an ignition and subsequent combustion or explosion. For example, the lower and upper flammability limits of propane at 296.2 K and 1.013 × 10 5 Pa have been reported as very low concentrations of 2.03 and 10.10 vol%, or, 0.835 and 4.16 mol m −3 , respectively [1] . Considering its low minimum ignition energy of 0.48 mJ at a concentration of 5.2 vol% [2] , or, 2.14 mol m −3 , only a small amount of leakage of propane in an insufficiently ventilated space will be hazardous. Utilization of a flammable gas in home-use electrical appliances is therefore regulated strictly by international standards, i.e., IEC 60335-2-40 [3] , to avoid hazardous events.
A hazard assessment of the flammable gas leakage into the indoor environment has been obtained extensive research in the field of heating, ventilating, and air conditioning for the following reason [4] . Several traditional refrigerants such as hydrofluorocarbons (HFCs) have been found to have extensive global warming impacts. A typical value of the global warming potential (GWP) of HFCs is in the order of 10 3 ; hence, the Kyoto Protocol [5] has specified quantitative targets of emission reductions of six greenhouse gases, including HFCs [6, 7] . It has also been revealed that emissions of high-GWP refrigerants into the atmosphere will accelerate global warming significantly if no actions to mitigate the emissions are taken [8] . HFC-based refrigerants should be replaced by other substances with low global-warming impacts to comply with the Kyoto Protocol. Several substances have been considered as alternatives to phase out the high-GWP refrigerants [7, 9] . While these candidates have very low global-warming impacts, many of them are categorized as flammable [4] , and their practical applications in the residential space are regulated by the IEC standard [3] .
Extensive laboratory and in situ measurements of the concentration profiles are necessary to evaluate the potential hazard posed by flammable gas spread. These measurements require a lot of experimental work to quantify gas flow velocities and concentrations in the residential space [10] [11] [12] , since the profiles depend strongly on many parameters and leakage scenarios. Assessing the hazard can be achieved in a more efficient manner by utilizing the numerical data based on computational fluid dynamics (CFD) technique [13, 14] . For example, Minor et al. [15] carried out a series of numerical experiments on flammable refrigerant spread in a mobile fleet for assessing the hazard posed by an accidental leakage. They predicted the spread of a low-GWP flammable refrigerant based on six leakage scenarios, exhibiting notable advantages of numerical experiments [16] . The numerical works by Minor et al. [15, 16] are a good example that demonstrates the critical role of a theoretical, or numerical approach to assess the hazard, providing a series of case studies of the flammable refrigerant spread in enclosed spaces, with details of leaked gas concentrations.
This study proposes a new numerical formulation of the gas spread into the residential space, and combines it and a CFD approach for obtaining unsteady concentration profiles of the leaked gas. An open-source CFD software package for transparent and traceable hazard analysis is employed. The CFD technique does not implement a turbulent model, and uncertainties produced by the model equations are not included. The accuracy of the present numerical solutions is sufficiently high, since all the essential scales of fluid motions are resolved by sufficient number of meshes with a sufficiently small time step. The numerical technique, without using a turbulent model, has been applied to environmental sciences by the author, and the usefulness of the model-free methodology has already been demonstrated in several references [17] [18] [19] .
The leakage process of the flammable gas is modeled by a mass balance based formulation, and the leakage concentration is determined by the formulation. This study performs three numerical runs of flammable gas spread using two gases with different density as a series of case studies, and compares the effect of gas density on the three-dimensional spread of these gases in the residential space. The effect of the gas leakage rate on the spread of the gases leaked into the three-dimensional enclosed space is also demonstrated. Fig. 1 shows a schematic representation of the newly proposed two-compartment concept. This concept is flexible to establish a mathematical formulation in many fields of environmental sciences, and an example of applications is found in Ref. [19] . Compartment I is the storage of the flammable gas whose charge is expressed by S in mol. Molecular mass of the gas is designated by M in kg mol −1 , therefore, the mass based charge of the gas is expressed by S m = M × S in kg. Compartment II is the residential space, which is filled initially with ambient air of zero velocities at pressure p 0 in Pa, and temperature T 0 in K. Molecular mass of ambient air is given by M 0 = 0.029 kg mol −1 as a reference value. The gas is assumed to be discharged into Compartment II through the leakage window, whose area is A in in m 2 . Its leakage velocity, concentration, and temperature are designated by U in (t) in m s −1 , C in (t) in mol m −3 , and T in (t) in K, respectively. The volume flow rate of the leaked gas, which is a mixture of the flammable refrigerant and air, is given by
Numerical method

Mathematical formulation of leaked gas spread
It is also assumed that all the charged gas is leaked between t = 0 and t L in s.
We consider the mass balance of the gas discharged through the leakage window, and the following equation is obtained,
Eq. (1) can be reduced to the following equation by assuming that both U in (t) and C in (t) are constant in time, respectively
where W ≡ dS/dt = S/t L is the leakage rate of the gas in mol s −1 . Eq.
(2) shows that the leakage concentration of the flammable gas can be estimated using W and Q only.
Numerical procedure for CFD analysis
A CFD technique is implemented to evaluate the unsteady threedimensional details of concentration, velocity, and temperature profiles. It is assumed that an air-refrigerant mixture is an ideal gas, whose viscosity, , molecular diffusivity of gas in air, D, and thermal diffusivity,˛are constant. Under the assumption that the leaked gas is incompressible Newtonian fluid, the governing equations are expressed as follows, 
is the velocity vectors in m s −1 , p is the pressure in Pa, C is the concentration of the gas in mol m −3 , T is the temperature in K, g i is the vector of the gravitational acceleration in m s −2 ,ˇ(≈ 1/T 0 ) is the volume expansion coefficient in K −1 , and r(≡ M/M 0 ) is the density ratio between the leaked gas and air. Also, Sc ≡ /D and Pr ≡ /˛are the Schmidt and Prandtl numbers, respectively. The subscripts i and j (i, j = 1, 2, 3) in the governing equations are used to designate the x, y, and z directions, respectively. The gravitational force is acted in the y direction only, therefore, g 1 = g 3 = 0, and g 2 = − g are given in Eq. (4), where g = 9.81 m s −2 is the gravitational acceleration. Table 1 summarizes parameterizations of the flammable gas leakage examined in this study. It considers the gas spread into an indoor space whose geometry is a cube of 27 m 3 (= 3 m × 3 m × 3 m).
The assumption of Sc ≈ 1 has been confirmed valid for several gaseous substances such as propane [20, 21] , and the present work assumes that the molecular diffusivity of the air-refrigerant mixture is the same as the viscosity of air without respect to its mixture ratio. We use kinematic viscosity of air at the specified pressure and temperature above as , and = D ≈ 1.59 × 10 −5 m 2 s −1 . Also, we use the values of Pr = 0.71 for solving Eq. (3d) [22] .
Numerical implementation
The governing equations are solved numerically by utilizing an open-source CFD package, OpenFOAM [23] . The CFD package applies the PISO (Pressure-Implicit Splitting Operator) algorithm to solve these governing equations. The numerical method is one of the extended ones of the SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm [24] . A second-order Crank-Nicolson method is used for integrating the governing equations in time, to maintain high accuracy and robust numerical stablity compared with an implicit Euler method [24] . The spatial derivatives in the nonlinear terms are approximated by a hybrid scheme of a linear interpolation and an upwind difference filtered by a limiter function. The spatial discretization has been effective to avoid overshooting and undershooting of the temperature and concentration fields. A linear interpolation is used for approximating the viscous terms in the governing equations. This study does not introduce a turbulent model, while many previous numerical works on hazardous gas spread have used turbulent closures for the Reynolds-averaged governing equations [25] [26] [27] [28] [29] [30] , or the subgrid-scale models for the large-eddy simulation [31] [32] [33] . A new solver for dealing with the governing equations has been developed, and sufficiently resolved finite-volume meshes of 300 × 240 2 (≈ 1.73 × 10 7 ) is generated to perform an exact computation for the unsteady spread of an air-refrigerant mixture. One of the advantages of the present numerical scheme is that no adjustable parameters for a turbulent model are necessary. All of the essential fluid flow motions are resolved by sufficient number of meshes, therefore, the effects of turbulent diffusion are involved appropriately in the present numerical experiments. An example of turbulent diffusion captured in the current numerical experiments is visualized in the Graphical abstract, which shows presence of turbulent motions of rotating fluid flow like a vortex [17] , and an example of turbulent vortices in the air flows is also demonstrated in the next section. The accuracy of the numerical solutions presented in this study is considered high enough, since no uncertainties produced by the turbulent model equations are involved. The model-free numerical method has already been applied to several issues in the field of the environmental sciences [17] [18] [19] .
The window is mounted 2.2 m above the floor. The leakage velocity U in , concentration C in , and temperature T in , at the leakage window are used as boundary conditions for solving the governing equations. The leakage velocity of the gases is a constant at U in = 0.125 m s −1 during the leakage events, the resulting flow rate Q = 8.44 × 10 −3 m 3 s −1 , or 18.1 cfm. Temperature of the leaked gas at the leakage window is fixed at T in = 297.2 K, resulting in a 6 K difference between the leaked gas and the ambient. We introduce two nondimensional parameters,
to quantify the effects of both the temperature and concentration differences on the leaked gas spread in the computational domain. The absolute value of T is 0.0198 in all three cases, which is smaller than C , 0.0491 for Run I, 0.295 for Run II, and 0.131 for Run III. The comparison shows that the effect of the temperature difference, 6 K, is thought to be overridden by the effect of the density difference in all numerical cases. The five walls of the room, except for the wall X as shown in Fig. 1 , are considered viscous, non-permeable, and adiabatic, hence to compensate for the inflow at the leakage window, where A w = 9 m 2 (= 3 m × 3 m) is the area of the wall X. The artificial outflow has been confirmed not to violate behavior of the gas spread in a series of preliminary computational attempts, since U out is small enough compared with U in , U out /U in = 7.5 × 10 −3 . Table 2 shows details of three numerical runs of the flammable gas spread. Two gases with different densities, A, and B, are used to examine the effect of gas density on three-dimensional spread of the flammable gas. Gas A has r = 1.5, or, M = 0.0435 kg mol −1 , and the other, B, is a gas of r = 4.0, or, M = 0.116 kg mol −1 .
Details of numerical runs
The charge of the flammable gas in Compartment I is S = 8 mol in Runs I and II, corresponding to the mass-based charge of 0.348 kg for A, and 0.928 kg for B, respectively. The leakage concentrations of the two gases are calculated as C in = 3.95 mol m −3 . An additional case, Run III, is prepared to compare the concentration profiles of the leaked flammable gas under the same mass of discharge. The charge of gas A is increased to S = 21.3 mol, or 0.928 kg in Run III. The leakage concentration of the gas is C in = 10.5 mol m −3 , which is 8/3 times higher than those in Runs I and II.
The leakage events are assumed to occur for 240 s. The 4-minute time span of the leakage events is the same as that considered in the international standard [3] . This study also considers the concentration profiles of the gas after the leakage is stopped at t = t L . The governing equations are advanced for an additional 60 s after t = t L . In the additional time duration, the leakage velocity and concentration at the window become zero, and the leakage temperature is changed suddenly from T in to T 0 at t = t L .
Results and discussion
This study evaluates the concentration profiles of the leaked gases in the y direction at nine sampling points from (a) to (i) at t = 120, 240, and 300 s as shown in Fig. 2 . The concentration profiles at (d) to (i), which are not on the center line of the space, are evaluated using an arithmetic average of the profiles at (d ) to (i ), respectively. together with plotting the concentration profiles of the leaked gas. Many turbulent vortices in the air flow can be visualized in this figure. The presence of these vortices is very similar to those observed in turbulent boundary layer computed by a direct numerical simulation technique, as illustrated in Figure 16 of Ref. [17] . This velocity vector mapping, therefore, demonstrates that the effect of turbulent diffusion is involved appropriately in the present numerical experiments without implementing a turbulent model.
Turbulence in leaked gas flow
Effect of leaked gas density on the concentration profiles
Figs. 4 and 5 compare the velocity profiles of the leaked gases of A and B at t = 120, 240, and 300 s evaluated in both the x − y plane at z = 1.5 m, and the x − z plane at y = 0.01 m, respectively. The comparison uses the magnitude of the fluid flow velocities, U = (U · U) 1/2 , to compare the spread velocities. The velocity profiles show that the spread velocities of B in Run II are larger than those of A from the results of Runs I and III. The results can be interpreted easily by considering the density difference of the two gases. Gas B has larger density compared with A, and the downward velocities of B leaked from the window become larger, because of the large density difference between the leaked gas and ambient air. Indeed, C in Run II is the largest ( C = 0.295), followed by that in Run III ( C = 0.131), and Run I ( C = 0.0491). The comparison of the velocity profiles suggests that the gas density is critical to determine gas spread. Also, the comparison of the velocity profiles of Runs I and III demonstrates that the spread velocities of the gas increase with increasing leakage rate W, however, the increase is not substantial.
It is also worth mentioning here that the gas flow velocities decay quickly after the leakages cease at t = 240 s. The maximum gas flow velocities decrease to smaller than 0.05 m s −1 at t = 300 s everywhere in the all numerical runs. The rapid decay suggests that the concentration of the leaked gas in the space varies marginally after the leakage is stopped because of the slow molecular diffusion. . It should be noted that the total amount of the two leaked gases are the same in volume, however, the leakage amount of A in mass is 3/8 times smaller than that of B. The major reason for the high concentration accumulation of A, compared with that of B, can be explained by the difference of the gas flow velocities of A and B. The spread velocities of B are larger than those of A, as shown in Figs. 4 and 5 , and the spread of gas B is faster than that of A. It is also clear from Fig. 6 that the variations of the concentration profiles at t = 240 and 300 s are marginal, because of very small molecular diffusion. We also compare the concentration profiles of A and B obtained by Runs II and III, in which the mass-based leakages rates are the same, 0.928 kg. Fig. 7 (a)-(i) illustrates the concentration profiles of the two gases under the same mass-based leakage rate, W m = 3.87 × 10 −3 kg s −1 . These plots demonstrate that the concentration profiles of A are overwhelmingly larger than those of B. The two comparisons shown in Figs. 6 and 7 reveal that the accumulation of the leaked gas in the region very near the floor wall is more significant as the gas density decreases. It is also observed that variations of the concentration profiles between t = 240 and 300 s are very small, suggesting that the leaked gas is very stable because of very slow molecular diffusion. Fig. 8(a) -(i) shows the effect of the leakage rate on the concentration profiles of the gas A at t = 120, 240, and 300 s obtained from Runs I and III, respectively. The concentrations are normalized by C in as C* = C/C in for a fair comparison of the concentration profiles under the different leakage concentration, C in . These comparisons show that the nondimensional profiles obtained by the two numerical runs are approximately the same for the leakage rate of 1.45 × 10 −3 ≤ W m ≤ 3.87 × 10 −3 kg s −1 at t = 240 and 300 s. Small degrees of difference in the concentration profiles are found at t = 120 s, at the time the concentration profiles are under development. We can therefore interpolate the effect of the leakage rate on the spread of the gas using the concentration profiles shown in Fig. 8 for the leakage rate of approximately 1.4 × 10 −3 ≤ W m ≤ 4.0 × 10 −3 kg s −1 .
Effect of gas density on spread of the leaked gas
Effect of the leakage rate on spread of the leaked gas
Discussion
The comparison of the concentration profiles shown in Figs. 6 and 7 suggests that the hazard posed by the leaked gas depends strongly on gas density. The present case studies throw light on the higher hazard with less gas density. The results of these three runs suggest that the substantial hazard of the leaked gas should be evaluated carefully in the cases of flammable gas with smaller molecular mass. Several characteristics of flammability should be incorporated into the present case studies for an accurate hazard assessment. One of the important characteristics for assessing the hazard is the lower and upper flammability limits, and a careful comparison between the concentration profiles and the flammability limits should be performed. The burning velocity, and the minimum ignition energy are also critical information for assessing the possibility of the ignition to the leaked gas. The present case studies provide a numerical framework to predict the concentration profiles of the leaked gas based on the CFD technique, but the numerical analyses do not cover the whole elements of the hazard assessment. Further investigations are required to link the numerical predictions of the concentration profiles to the hazard analysis of flammable gas leakage. 
Conclusion and future direction
This study performed three numerical calculations of the flammable gas spread using two gases with different gas densities. It compared primarily the effect of gas density on the timedependent three-dimensional spread of these gases in a residential space. The results showed that the gas flow velocities depend strongly on gas density, since the spread velocities are intensified by the density difference of the leaked gas and ambient air. This study also demonstrated the effect of the leakage rate on the gas spread. The nondimensional concentration profiles normalized by C in had almost the same profiles under the condition of the leakage rate of the gas of approximately 1.4 × 10 −3 ≤ W m ≤ 4.0 × 10 −3 kg s −1 .
While the present numerical modeling is useful to obtain the concentration profiles of the leaked flammable gas, we need additional information to assess the hazard posed by gas leakage. Extensive efforts must be made to link the concentration profiles predicted by the numerical modeling to the assessment by evaluating the possibility of ignition to the leaked gas. The present numerical modeling does not introduce a turbulent model to compute the concentration profiles of the leaked gas. While the numerical results do not involve uncertainties produced by the turbulent model equations, the computations require massive meshes to discretize the governing equations, resulting in huge CPU time and hardware requirements. The implementation of a suitable turbulent model is necessary to reduce hardware requirements and CPU time, as shown in Table 2 , and to expand availability of the developed numerical tool for a wide variety of gas leakage conditions. In addition, the results of the numerical predictions have not been validated by using a series of laboratory experiments. Validations of the present numerical results by laboratory and in situ measurements should be provided in the near future.
