Abstract. In this paper we consider semidefinite programs (SDPs) whose data depend on some unknown but bounded perturbation parameters. We seek "robust" solutions to such programs, that is, solutions which minimize the (worst-case) objective while satisfying the constraints for every possible value of parameters within the given bounds. Assuming the data matrices are rational functions of the perturbation parameters, we show how to formulate sufficient conditions for a robust solution to exist as SDPs. When the perturbation is "full," our conditions are necessary and sufficient. In this case, we provide sufficient conditions which guarantee that the robust solution is unique and continuous (Hölder-stable) with respect to the unperturbed problem's data. The approach can thus be used to regularize ill-conditioned SDPs. We illustrate our results with examples taken from linear programming, maximum norm minimization, polynomial interpolation, and integer programming.
Notation. For a matrix X, X denotes the largest singular value. If X is square, X 0 (resp., X 0) means X is symmetric and positive semidefinite (resp., definite). For X 0, X 1/2 denotes the symmetric square root of X. The notation I p denotes the p × p identity matrix; the subscript is omitted when it can be inferred from context.
Introduction.
A semidefinite program (SDP) consists of minimizing a linear objective under a linear matrix inequality (LMI) constraint; precisely,
where c ∈ R m − {0} and the symmetric matrices F i = F T i ∈ R n×n , i = 0, . . . , m, are given. SDPs are convex optimization problems and can be solved in polynomial time with, e.g., primal-dual interior-point methods [24, 35, 26, 19, 2] . SDPs include linear programs and convex quadratically constrained quadratic programs, and arise in a wide range of engineering applications; see, e.g., [12, 1, 35, 22] .
In the SDP (1), the "data" consist of the objective vector c and the matrices F 0 , . . . , F m . In practice, these data are subject to uncertainty. An extensive body of work has concentrated on the sensitivity issue, in which the perturbations are assumed to be infinitesimal, and regularity of optimal values and solution(s), as functions of the data matrices, is studied. Recent references on sensitivity analysis include [30, 31, 10] for general nonlinear programs, [33] for semi-infinite programs, and [32] for semidefinite programs.
When the perturbation affecting the data of the problem is not necessarily small, a sensitivity analysis is not sufficient. For general optimization problems, a whole field of study (stochastic programming) concentrates on the case where the perturbation is stochastic with known statistics. One object of this field is to study the impact of, say, a random objective on the distribution of optimal values (this problem is called the "distribution problem"). References relevant to this approach to the perturbation problem include [15, 9, 29] . We are not aware of special references for general SDPs with randomly perturbed data except for the last section of [30] , some exercises in the course notes of [13] , and section 2.6 in [23] .
The main objective of this paper is to quantify the effect of unknown but bounded deterministic perturbation of problem data on solutions. In our framework, the perturbation is not necessarily small, and we seek a solution that is "robust," that is, remains feasible despite the allowable, not necessarily small, perturbation. Our aim is to obtain (approximate) robust solutions via SDP. Links between regularity of solutions and robustness are, of course, expected. One of our side objectives is to clarify these links to some extent. This paper extends results given in [16] for the least-squares problem.
The approach developed here can be viewed as a special case of stochastic programming in which the distribution of the perturbation is uniform.
The ideas developed in this paper draw mainly from two sources: control theory, in which we have found the tools for robustness analysis [36, 17, 12] and some recent work on sensitivity analysis of optimization problems by Shapiro [31] and Bonnans, Cominetti, and Shapiro [10] .
Shortly after completion of our manuscript, we became aware of the ongoing work of Ben-Tal and Nemirovski on the same subject. In [7] , they apply similar ideas to a truss topology design problem and derive very efficient algorithms for solving the corresponding robustness problem. In [8] , the general problem of tractability of obtaining a robust solution is studied, and "tractable counterparts" of a large class of uncertain SDPs are given. The case of robust linear programming, under quite general assumptions on the perturbation bounds, is studied in detail in [6] . Our paper can be seen as a complement of [8] , giving ways to cope with (not necessarily) tractable robust SDPs by means of upper bounds. (In particular, our paper handles the case of nonlinear dependence of the data on the uncertainties.) A unified treatment, and more results, will appear in [4] .
The paper is divided as follows. Our problem is defined in section 2. In section 3, we show how to compute upper bounds on our problem via SDP. We give special attention to the so-called full perturbations case, for which our results are nonconservative. In section 4, we examine sensitivity of the robust solutions in the full perturbations case. We provide conditions which guarantee that the robust solution is unique and a regular function of the data matrices. We then consider several interesting examples in section 5, such as robust linear programming, robust norm minimization, and error-in-variables SDPs.
Problem definition.
2.1. Robust SDPs. Let F(x, ∆) be a symmetric matrix-valued function of two variables x ∈ R m , ∆ ∈ R p×q . In the following, we consider x to be the decision variable, and we think of ∆ as a perturbation. We assume that ∆ is unknown but bounded. Precisely, we assume that ∆ is known to belong to a given linear subspace D of R p×q , and in addition, ∆ ≤ ρ, where ρ ≥ 0 is given. In section 2.2, we will be more precise about the dependence of F on ∆.
We define the robust feasible set by
Now let c(∆) be a vector-valued rational function of the perturbation ∆, such that c(0) = c. We consider the following min-max problem:
From now on, we assume that the function c(∆) is independent of ∆ (in other words, the objective vector c is not subject to perturbation). This is done with no loss of generality: introduce a slack variable λ and definẽ
Problem (3) can be formulated as
whereX ρ is the robust feasible set corresponding to the functionF. In the following, we thus consider a problem of the form
and refer to it as a robust semidefinite problem (RSDP). In general, although X ρ is convex, P ρ is not a tractable problem-in particular, it is not an SDP. Our aim is to find a convex, inner approximation of X ρ that is described by a linear matrix inequality constraint. This inner approximation is then used to find an upper bound on the optimal value of P ρ by solving an SDP. In some cases, we can prove our results are nonconservative, that is, as in the so-called "full perturbation" case.
We refer to the set X 0 (resp., problem P 0 , i.e., (1)) as the nominal feasible set (resp., nominal SDP). We shall assume that the nominal SDP is feasible, that is, X 0 = ∅. Of course, the robust feasible set X ρ may become empty for some ρ > 0; we return to this question later.
Linear-fractional representation.
In this paper, we restrict our attention to functions F that are given by a "linear-fractional representation" (LFR):
where F (x) is defined in (1), R(·) is an affine mapping taking values in R q×n , and L ∈ R n×p and D ∈ R q×p are given matrices. Together, the mappings F (·), R(·), the matrices L, D, the subspace D, and the scalar ρ constitute our perturbation model for the nominal SDP (1).
The above class of models seems quite specialized. In fact, these models can be used in a wide variety of situations, for example, in the case where the (matrix) coefficients F i in P 0 are rational functions of the perturbation. The representation lemma, given below, and the examples of section 5 illustrate this point.
A constructive proof of the following result can be found in [37] . 
Using the LFR lemma, we may devise LFR models for SDPs, where a perturbation vector δ ∈ R k enters rationally in the coefficient matrices. The resulting set D of perturbation matrices ∆ is then a set of diagonal matrices of repeated elements, as in (6) . Componentwise bounds on the vector δ, such as |δ| i ≤ ρ, i = 1, . . . , k, translate into a norm-bound ∆ ≤ ρ on the corresponding matrix ∆.
A special case.
We distinguish a special case for which exact (nonconservative) results can be obtained via SDP. This is when F(x, ∆) is block diagonal, each block being independently perturbed-precisely, when
where each
. . , L, and D consists of block-diagonal matrices of the form
We refer to this situation as the block-full perturbation case. When L = 1, we speak of the full perturbation case. As will be seen later, all results given for L = 1 can be generalized to the case L > 1.
3. Robust solutions for SDPs. Unless otherwise specified, we fix ρ > 0.
Full perturbations case.
In this section, we consider the full perturbations case, that is, D = R p×q . We assume D < ρ −1 , which is a necessary and sufficient condition for F(x, ∆) to be well defined for every x ∈ R m and ∆ ∈ R p×q , ∆ ≤ ρ.
The following lemma is a simple corollary of a classic result on quadratic inequalities, referred to as the S-procedure [12] . Its proof is detailed in [16] .
Lemma 3.1. Let F = F T , L, R, D be real matrices of appropriate size. We have det(I − D∆) = 0 and
for every ∆, ∆ ≤ 1, if and only if D < 1 and there exists a scalar τ such that
A direct application of the above lemma shows that, in the full perturbations case, the RSDP (4) 
Special barrier functions adapted to a conic formulation of the problem can be devised and yield an interior-point algorithm that has the same complexity as the nominal problem; see [24] .
We may define the maximum allowable perturbation level, which is the largest number ρ max such that
Computing ρ max is a (quasi-convex) generalized eigenvalue minimization problem [24, 11] :
Remark. The above exact results are readily generalized to the block-full perturbation case (L > 1) as defined in section 2.2.
Structured case.
We now turn to the general case (D is now an arbitrary linear subspace). In this section, we associate with D the following linear subspace:
As shown in [16] , a general instance of problem (4) is NP-hard. Therefore, we look for upper bounds on its optimal value. The following lemma is a generalization of Lemma 3.1 that traces back to [17] . Its proof is detailed in [16] .
L, R, D be real matrices of appropriate size. Let D be a subspace of R p×q , and denote by B the set of matrices associated with D as in (11). We have det(I − D∆) = 0 and
for every ∆ ∈ D, ∆ ≤ 1 if there exist a triple (S, T, G) ∈ B such that S 0, T 0, and
Using Lemma 3.2, we obtain the following result.
Theorem 3.2. An upper bound on the RSDP (4) and a corresponding solution x can be computed by solving the SDP in variables x, S, T, G :
Note that when the perturbation is full, the variable G is zero and S, T are of the form τ I p , τ I q , resp., for some τ ≥ 0. We then recover the exact results of section 3.1.
As before, we may define the maximum allowable perturbation level, which is the largest number ρ max such that X ρ = ∅ for every ρ, 0 ≤ ρ ≤ ρ max . Computing a lower bound on this number is a (quasi-convex) generalized eigenvalue minimization problem:
4. Uniqueness and regularity of robust solutions. In this section, we derive uniqueness and regularity results for the RSDP in the case of full perturbations. As before, we first take L = 1 (one block), that is, D = R p×q . The results of this section remain valid in the general case L > 1 (several blocks).
We fix ρ, 0 < ρ < ρ max . For simplicity of notation (and without loss of generality) we take ρ = 1 (and thus ρ max > 1). For well-posedness reasons, we must assume D < 1. We make the further assumption that D = 0 (in other words, F(x, ∆) is affine in ∆). In section 4.5, we show how the case D = 0 can be treated.
For full perturbations and D = 0, the RSDP is the SDP (15) 4.1. Hypotheses. We assume that the SDP (15) 
is independent of (λ, x) = (0, 0) and not equal to the whole space.
is full column-rank.
Hypotheses H1 and H2 ensure, in particular, the existence of optimal points for problem (15) and its dual. Hypotheses H3(a) and (b) are difficult to check in general, but sometimes can be easily tested in practical examples, as seen in section 5. We note that H3(a) implies that R(x) = 0 for every x. Hypothesis H1 is equivalent to Robinson's condition [27] , which can be expressed in terms of
Robinson's condition is stated in [27] as the existence of
where dF is the differential of F, and S + n+q is the set of positive semidefinite matrices of order n + q. The equivalence between H1 and Robinson's assumption is not true, in general. Here, this equivalence stems from the fact that the problem is convex and that the cone S + n+q has a nonempty interior. Remark. Hypothesis H1 holds if and only if it holds for the nominal problem (1) (recall our assumption ρ max > 1). Also, hypothesis H2 implies L = 0 (otherwise, we can let τ → ∞ without affecting the objective value). If H2 holds for the nominal problem and L = 0, then H2 holds for the RSDP (15).
An equivalent nonlinear program.
Let x opt , τ opt be optimal for (15) . Hypothesis H3(a) ensures that any τ that is feasible for (15) is nonzero (otherwise, R(x) would be zero for some x). We thus have τ opt > 0.
We introduce some notation. For
Using Schur complements and τ opt > 0, we obtain that problem (15) can be rewritten as minimize d
T y subject to G(y) 0 (16) and that
T is optimal for (16). Our aim is first to prove that the so-called quadratic growth condition [10] holds at y opt for problem (16) . Then, we will apply the results of [10] to obtain uniqueness and regularity theorems.
Checking the quadratic growth condition.
Following [10] , we say that the quadratic growth condition (QGC) holds at y opt if there exists a scalar α > 0 such that, for every feasible y,
Roughly speaking, this condition guarantees that y opt is not on a facet on the boundary of the feasible set. Define the set of dual variables associated with y opt by
The following result is a direct consequence of a general result by Bonnans, Cominetti, and Shapiro [10] . Roughly speaking, this result states that, if an optimization problem satisfies Robinson's condition and has an optimal point, and if a certain "curvature" condition is satisfied, then the QGC holds at that point. 
The following theorem is proven in appendix A. Remark. Note that the QGC is satisfied independent of the objective vector. This means that the boundary of the feasible set is strictly convex (it contains no facets).
Regularity results.
In problem (15) , the data consist of the matrices L, and F i , R i , i = 0, . . . , m. We seek to examine the sensitivity of the problem with respect to small variations in F i , L i , and R i .
In this section, we consider matrices L(u), R i (u), and F i (u), i = 0, . . . , m that are functions of class C 1 of a (small) parameter vector u. Define
We denote by P(u) the corresponding problem (15) , where F (·), R(·), and L are replaced by F (·, u), R(·, u), and L(u). We assume that
We first note that, in the vicinity of u = 0, problem P(u) satisfies the hypotheses H1 and H2 if P(0) does. In this case, for every > 0 we may define the set S (u) of -suboptimal points of P(u):
where v(u) is the optimal value of P(u).
Recall that, if P 0 satisfies hypotheses H1 and H2, the optimal value v(u) is continuous, and even directionally differentiable, at u = 0 [32, Thm. 
When H1-H3 hold for P(0), the above theorem states that every (sufficiently) suboptimal solution to P(0) is Hölder-stable (with coefficient 1/2). This is true, in particular, for any optimal solution of P(u) (that is, for = 0). The fact that the theorem remains true for > 0 guarantees regularity of numerical solutions to the RSDP. The main consequence is that even if the nominal SDP is ill conditioned (with respect to variations in the F i 's), the RSDP becomes well conditioned for every ρ > 0. Now assume ρ = 1. We seek to examine the behavior of problem (10) (with D = 0) when the uncertainty level ρ for 0 < ρ < ρ max varies. This is a special case of the problem examined above, 
Using Schur complements, we have, for every x and τ > 0,
G(y) 0 if and only if
Hypothesis H3 holds forL,R(·) if and only if it holds for L, R(·). We can then follow the steps detailed previously. 
Examples.

Unstructured perturbations. Assume
. This case corresponds to the representation in section 5, with
Using Lemma 3.2, we obtain that problem (4) is equivalent to the SDP minimize c T x subject to
It turns out that we may get rid of the variable τ and get back to a convex problem of the same size as that of the unperturbed problem (1). To see this, first note that every feasible variable τ in problem (20) is strictly positive. Use Schur complements to rewrite the matrix inequality in (20) as
Minimizing (over variable τ ) the scalar in the left-hand side of the above inequality shows that the RSDP (1) is equivalent to
Formulation (21) is more advantageous than (20) , since (21) involves a (convex) matrix inequality constraint of the same size as the original problem. As noted before, special barrier functions can be devised for this problem and yield an interior-point algorithm that has the same complexity as the original problem; see [24] .
We note that, with the above choice for L, R, hypothesis H3 holds, which yields the following result.
Theorem 5.1. The optimal value of the RSDP (20) can be computed by solving the convex problem (21) . If (21) satisfies hypotheses H1 and H2, then for every ρ > 0, the solution is unique and satisfies the regularity conditions of Theorem 4.3.
Remark. A sufficient condition for hypotheses H1 and H2 to hold for (21) is that they hold for the nominal problem. A more restrictive sufficient condition is that the nominal feasible set X 0 is nonempty and bounded, and ρ < ρ max . 
Robust center of a linear matrix inequality.
In this section, for ρ > 0, we consider the SDP (21) and corresponding feasible (convex) set X ρ . We assume that X 0 is nonempty and bounded, and that P 0 is strictly feasible. Then, for every ρ, 0 < ρ < ρ max , X ρ is nonempty and bounded, and we can define a (unique) solution x(ρ) to the strictly convex problem (21) .
In view of Corollary 4.1, x(ρ) is a continuous function of ρ in ]0 ρ max [. Since (X ρ ) is a decreasing family of bounded sets, we may define
Note that x * is independent on the objective vector c. Thus, to the matrix inequality F (x) 0, we may associate the robust center, defined by (22) . The robust center has the property of being the most tolerant (with respect to unstructured perturbation) among the feasible points.
An example is depicted in Fig. 1 . The nominal feasible set X 0 is described by a linear matrix inequality F (x) 0, where F is a 5 × 5 matrix. For various values of ρ, we seek to minimize x 2 . The dashed lines correspond to the optimal objectives. As ρ increases, we observe that the robust feasible sets shrink. A crucial property of these robust sets is that they do not possess any straight faces, as observed in the figure. For ρ = ρ max 5, the robust feasible set is a singleton (in this example, x = 0). When ρ = 0, the optimal solution is not unique and not continuous with respect to changes in the coefficient matrices F i , i = 0, 1, 2 (although the optimal value is continuous). Since the sets X ρ become strictly convex as soon as ρ > 0, the resulting robust solutions are continuous. 
We seek a robust solution to our problem, which is a special case of the block-full perturbation case referred to in section 2.2, with F given by (7), and
where ∆ i = δ i /2, and D is the set of diagonal, L × L matrices. The robust LP is minimize c T x subject to a
The above program is readily written as an SDP by introducing slack variables. In fact, the robust LP is a second-order cone program (SOCP) for which efficient specialpurpose interior-point methods are available [24, 20, 23] .
We note that hypothesis H3 holds blockwise. This yields the following result. Theorem 5.2. The optimal value of the robust LP can be computed by solving the convex problem (23) . If the latter satisfies hypotheses H1 and H2, then for every ρ, 0 < ρ < ρ max , the solution is unique and satisfies the regularity conditions of Theorem 4.3.
In [6] , robust linear programming is studied in detail. For a wide class of perturbation models, where the data of every linear constraint vary in an ellipsoid, explicit robust solutions are constructed using convex SOCPs. Reference [23] also provides examples of robust linear programs solved via SOCP.
Robust eigenvalue minimization.
Consider the case where the nominal problem consists of minimizing the largest eigenvalue of a matrix-valued function F (x): minimize λ max (F (x)). (24) When F (·) is subject to unstructured perturbations (as defined in section 5.1), the robust version of the problem is minimize λ + 2ρ
x 2 + 1 subject to λI F (x), or equivalently minimize λ max (F (x)) + 2ρ x 2 + 1. (25) Let ρ > 0. When written in an SDP form, the above problem satisfies the hypotheses H1-H3. From Theorem 4.3 we obtain that the solution is unique. If we consider that the data of the above problem consist of the matrices F i , i = 0, . . . , m, then we know that the corresponding solution is Hölder-stable (with coefficient 1/2). Since the problem is unconstrained, we can use a result of Shapiro [31, Thm. 3.1] , by which we conclude that the solution is actually Lipschitz stable (inequality (18) holds with the exponent 1/2 replaced by 1). Finally, using the results from Attouch [3] , we can show that computing the solution for ρ → 0 amounts to selecting the minimum norm solution among the solutions of the nominal problem.
Theorem 5.3. The optimal value of the min-max problem (24) can be computed by solving the convex problem (25) . For every ρ > 0, the solution is unique and is Lipschitz stable with respect to perturbations in F i , i = 0, . . . , m. When ρ → 0, the solution converges to the minimum norm solution of the nominal problem (24) .
Remark. In this case, the RSDP is a regularized version of the nominal SDP, which belongs to the class of Tikhonov regularizations [34] . The regularization parameter is 2ρ and is chosen according to some a priori information on uncertainty associated with the nominal problem's data. Taking ρ close to zero can be used as a selection procedure for choosing a particular (minimum norm, regular) solution among the (not necessarily unique and/or regular) solutions of the nominal problem.
Problem (25) is particularly suitable to the recent so-called U-Newton algorithms for solving problem (24) . These methods, described in [21, 25] , require that the Hessian of the "smooth part" (the so-called U-Hessian) of the objective of (24) be positive definite. For general mappings F (·), this property is not guaranteed. However, when looking at the robust problem (25), we see that the modified U-Hessian is guaranteed to be positive definite for every x and ρ > 0. This indicates that the RSDP approach may be used to devise robust algorithms for solving SDPs.
Robust
SOCPs. An SOCP is a problem of the form
where
SOCPs can be formulated as SDPs, but special-purpose, more efficient algorithms can be devised for them; see [24, 5, 23] .
Assuming that C i , d i , e i , f i are subject to linear-or even rational-uncertainty, we may formulate the corresponding RSDP as an SDP. This SDP can be written as an SOCP if the uncertainty is unstructured and affects each constraint independently.
The subject of robust SOCPs is explored in [5] in detail. Explicit SDPs that yield robust counterparts to SOCPs nonconservatively are given for a wide class of uncertainty structures. In some cases, albeit not all, the robust counterpart is itself an SOCP. In [16, 14] , the special case of least-squares problems with uncertainty in the data is studied at length. (27) where
Robust maximum norm minimization. Several engineering problems take the form minimize H(x) ,
and H i , i = 1, . . . , m are given p×q matrices. A well-known instance of this problem is the linear least-squares problem, with H(x) = Ax − b. Another example is a minimal norm extension problem for a Hankel operator studied in [18] , in which H 0 is a given (arbitrary) n × n Hankel matrix and H i , i = 1, . . . , m is the n × n Hankel matrix associated with the polynomial 1/z i . In practice, the matrices H i , i = 0, . . . , m are subject to perturbation, which motivates a study of the robust version of problem (27) . Note that the least-squares case is extensively studied in [16] .
Consider the full perturbation case, which occurs when each H i is perturbed independently in a linear manner. Precisely, consider the matrix-valued function 
H(x, ∆) . (28)
This problem is an RSDP for which we can get exact results using SDP. Indeed, for every x ∈ R m and λ ≥ 0, the property
is equivalent to F(x, λ, ∆) 0 for every ∆, ∆ ≤ ρ, where
We thus write problem (28) as (4), where the perturbation set D is R p×q . Applying Theorem 3.2, we obtain that the RSDP above is equivalent to the SDP (15) (with D = 0). As in section 5.1, we may get rid of the variable τ and obtain the equivalent formulation
This RSDP satisfies hypotheses H1-H3, so we conclude that the results of Theorem 4.3 hold. As in robust eigenvalue minimization, we can get improved results using [31, (27) .
Remark. As for the RSDP arising in robust eigenvalue minimization, the robust minimum norm minimization problem is a regularized version of the nominal problem, which belongs to the class of Tikhonov regularizations.
We now consider the general case where each matrix H i in (27) is perturbed in a structured manner. To be specific, we concentrate on the minimal norm extension problem mentioned above.
In practice, the matrix H 0 is obtained from measurement and is thus subject to error. We may assume that this matrix is constructed from an n × 1 vector h 0 (δ) = h 0 + δ, where δ is unknown but bounded. The perturbed matrix H 0 is of the form
where L, R are given matrices (the exact form of which we do not detail), and
(In the above, each δ i corresponds to the uncertainty associated with the ith antidiagonal of H 0 .) We address the min-max problem minimize max
where ρ ≥ 0 is given. This problem is amenable to the robustness analysis technique. Defining
we obtain the following result. Theorem 5.5. An upper bound on the objective value of the min-max problem (30) can be computed by solving the SDP in variables x, S, G:
Polynomial interpolation.
This example, taken from [16] , can be formulated as an RSDP with rational dependence. For given integers n ≥ 1, k, we seek a polynomial of degree n − 1 p(t) = x 1 + · · · + x n t n−1 that interpolates given points
If we assume that (a i , b i ) are known exactly, we obtain a linear equation in the unknown x, with a Vandermonde structure:
which can be solved via standard least-squares techniques. Now assume that the interpolation points are not known exactly. For instance, we may assume that the b i 's are known, while the a i 's are parameter dependent:
where the δ i 's are unknown but bounded: |δ i | ≤ ρ, i = 1, . . . , k, where ρ ≥ 0 is given. We seek a robust interpolant, that is, a solution x that minimizes
The above problem is an RSDP. Indeed, it can be shown that
and, for each i, i = 1, . . . , k,
(Note that det(I − D∆) = 0, since D is strictly upper triangular.) With the above notation, if we define F(x, ∆) as in section 5, then problem (31) can be formulated as the RSDP (4).
With the approach described in this paper, one can compute an upper bound for the minimizing value of (31), and a corresponding suboptimal x. We do not know if the problem can be solved exactly in polynomial time, e.g., using SDP. We conjecture (as the reviewers of this paper did) that the answer is no. To motivate this claim, note that the solution to the problem of computing (31) for arbitrary affine functions A is already NP-hard [16] .
Error-in-variables
RSDPs. In many SDPs that arise in engineering, the variable x represents physical parameters that can be implemented with finite absolute precision only. A typical example is integer programming, where integer solutions to (linear) programs are sought. These problems (which are equivalent to integer programming) are NP-hard. We now show that we may find upper bounds on these problems using robustness analysis.
Consider, for instance, the problem of finding a solution x to the feasibility SDP find an integer vector x such that F (x) 0. (32) Now, consider the robust SDP maximize λ subject to
Assume there exists a feasible pair (x feas , λ) to the above problem, with λ ≥ 0. By construction, x feas satisfies F (x feas ) 0. Furthermore, any vector x chosen such that x − x feas ∞ ≤ 1/2 is guaranteed to satisfy F (x) 0. This is true, in particular, for x int , the integer closest to x feas . Thus, if we know a positive lower bound λ, and corresponding feasible point for problem (33), then we can compute an integer solution to our original problem.
Finding a lower bound for (33) and an associated feasible point can be done as follows.
Problem (33) can be formulated as
The above is a special instance of the structured problem examined in section 3.2. Define
Theorem 5.6. A sufficient condition for an integer solution to the feasibility SDP (32) is that the constraints
are feasible. If x feas is feasible for the above constraints, then any integer vector closest to x feas (in the maximum norm sense) is feasible for (32).
Conclusions.
In this paper, we considered semidefinite programs subject to uncertainty. Assuming the latter is unknown but bounded, we have provided sufficient conditions that guarantee "robust" solutions to exist via SDPs. Under some conditions (detailed in section 4), the robust solution is unique, and not surprisingly, stable. The method can then be used to regularize possibly ill-conditioned problems. For some perturbation structures (as for unstructured perturbations), the conditions are also necessary. That is, there is no conservatism induced by the method.
The paper raises several open questions. In our description, we have considered the problem of making the primal SDP robust, thereby obtaining upper bounds on an SDP subject to uncertainty. The dual point of view should be very interesting. One might be interested in applying the approach to the dual problem instead. Does this lead to lower bounds on the perturbed problem? Also, in some cases, the RSDP approach leads to a unique (and stable) primal solution. May we obtain a unique solution to the dual problem by making the latter robust? (This would lead to analyticity of the primal solution; see [32] .)
As seen in section 5.2 the notion of robust center has, certainly, connections with the well-known analytic center; is the latter related to some robustness characterization?
It seems that the RSDP method could be useful for deriving fast and robust (stable) algorithms for solving SDPs (see section 5.4), especially in connection with maximum eigenvalue minimization.
Finally, as said in section 2.2 (Lemma 2.1), an SDP with coefficient matrices depending rationally on a perturbation vector can always be represented by an LFR model. Now, this LFR model is not unique. However, the results given here (for example, Theorem 3.2) hinge on a particular linear-fractional representation for a perturbed SDP. Hence we have the question: are our results independent of the chosen representation? We partially answer this difficult question in Appendix B.
Appendix A. Proof of Theorem 4.2. We take the notation of section 4. Let Y = diag(Z, µ) be dual variables associated with (x opt , τ opt ) that are optimal (their existence is guaranteed by H1 and H2). Then, Y ∈ Y(y opt ). Let us show that condition (17) holds for this choice of Y .
TrR(x opt )
T R(x opt )Z > 0. We conclude that ∇ 2 yy L is positive definite at (y opt , Y ). Thus, problem (15) satisfies the QCG.
Appendix B. Invariance with respect to the LFR model. In this section, we show that the sufficient conditions obtained in this paper are, in some sense, independent of the LFR model used to describe the perturbation structure.
Consider a function F taking values in the set of symmetric matrices having an LFR such as that in section 5. This function can be written in a more symmetric form,
where we have dropped the dependence on x for convenience, and
It is easy to check that, if an invertible matrix Z satisfies the relation Z∆Z T =∆ for every ∆ ∈ D, then
In other words, the "scaled" triple (F, (LZ), (Z TD Z)) can be used to represent F instead of F,L,D in (35) . By spanning valid scaling matrices Z, we span a subset of all LFR models that describe F.
A valid scaling matrix Z can be constructed as follows. Let (S, T, G) ∈ B, and define
It turns out that such a Z satisfies the relation Z∆Z T =∆ for every ∆ ∈ D. Using the above facts, we can show that if condition (13) is true for the original LFR model F, L, R, D with appropriate S, T, G, then it is also true for the scaled LFR obtained using any scaling matrix Z such as that above, for appropriate matricesS, G,T . That is, the condition is independent of the scaling Z.
In this sense, the conditions we obtained are independent of the LFR used to represent the perturbation structure.
