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1. 研究背景 
近年情報空間にある情報を再利用する研究が活発に
行われるようになってきている. 情報の再利用の例とし
ては情報検索が挙げられ, その検索対象はWebに発信
された情報, 実空間中に設置されたセンサが周囲から
取得した情報, 実空間中を移動するロボット等のセンサ
が取得した情報, 人間が装着したセンサが取得した情
報等がある. 
一方, 我々は人間の感想情報を再利用する価値のあ
る情報と考えている.しかし, このような感想情報は全て
の人が発信するわけではなく, 誰かとコミュニケーション
をとらない限り, 空間に設置されたマイク等の受動的な
センサによって感想情報を収集することは出来ない. ま
た, 生体情報は感想情報との対応付けが難しく, ノイズ
も大きいので活用は困難である.  
そこで本研究では, システムが能動的にユーザとコミ
ュニケーションをとり, 感想情報のような価値のある情報
を明確に言語情報として取得することを目的とする.この
ような情報収集のための対話システムと従来のタスク遂
行型の対話システムにはいくつか異なる点がある. タス
ク遂行型ではタスクを速やかに, 正確に達成することを
目的とするのに対し, 情報収集のための対話システムで
はなるべく多くの情報を収集することを目的とする. した
がって, 多くの情報を対話相手から引き出すための対
話制御が必要である. 次にタスク遂行型では対話する
意図がユーザにあるため, ユーザが対話開始の判断を
する. 一方, 情報収集のための対話システムでは, ユー
ザには対話をする意図は無いため, 対話を開始しても
良いのかシステムが判断する必要がある. また, タスク
遂行型はタスクが達成されるという明確な終了条件を持
つが, 情報収集対話はなるべく多くの情報を収集するこ
とを目的とするため, 明確な終了条件を持たず, システ
ムは対話を続けようとするが, ユーザには対話をする意
図がないので途中で対話を止めたくなる可能性がある. 
そのため, ユーザが対話を止めたくなったら, システム
がそれを察知して対話を終了する必要がある. これらの
違いを表 1 に示す. 本研究では上記 3 点のうち, 対話
終了を判断するためのモデルを構築する. 
2. 提案手法 
対話終了を判断するために, 対話を継続しても良い
対話状況と対話を終了すべき対話状況の統計的モデ
ルを構築し, その尤度比によって判断を行う. モデルに
は混合正規分布(Gaussian Mixture Model, 以下では
GMM と呼ぶ)を使用する. 
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図 1: スピーチレートの分布 
 
対話終了判断モデルに有効な特徴量を考えると, 話
者とシステムが対話しているという前提があるので, 発話
内容と発話から抽出できる韻律等の音声情報が利用で
きる. また, 視線, 表情, 姿勢, 動作などの映像情報も
利用可能である. 本研究では音声情報と表面的な言語
情報のみを用いてモデル構築を行う. 
モデルを構築するには, どのデータが対話を継続す
べき状況で, どのデータが対話を終了すべき状況なの
かをラベリングする必要がある. ラベリングの際に本来な
らば話者本人による評価をもとにラベリングするべきだが, 
話者の心的状況が全て外に表れるわけではなく,  
話者の評価とデータの特徴が対応しない可能性がある.  
そのため本研究では話者ではなくデータを視聴した第
三者の評価をもとにしたラベリングを行う.  
3. モデル構築 
3.1 データ収録 
判断モデルを構築するためのデータを収録した. パ
ーソナルロボット PaPeRo[6]を用いて, WoZ 方式で
PaPeRo が質問し, その質問に被験者が答えるという対
話を行い, その音声を記録した.被験者は 4 名で, 収録
したデータのうち応答が短すぎるものを取り除き, 計 200
発話のデータを対象に, 3.2 章に述べる主観評価による
ラベリングを行った. 
 
 
 
表 1: 音声対話の比較 
 タスク遂行型 情報収集対話型 
対話目的 正確に, 速やかに 
タスクを遂行する 
多くの情報を得る 
対話開始の 
判断 
ユーザが行う システムが行う 
対話終了の 
条件 
タスクが 
遂行されたら終了 
システムが 
終了すべきと 
判断したら終了 
3.2 主観評価によるラベリング, クラス分け 
収録したデータを第三者に提示し, 話者が対話を終了
したそうかどうかを 1 から 5 の 5 段階で判定させた. 終了
したくなさそうなほど小さい数値を, 終了したそうなほど
大きい数値を付けさせた. また, 前に提示したデータ 
と比較してしまう等, データの順番による影響が予想さ
れたため, 被験者毎にデータの順序を変更した. ここで
の被験者は 5 名で, いずれも話者 4 人との面識はない. 
各データに対し, 得られた 5 人分の評価を平均してその
データのラベルとした.  
  ラベリングの後, ラベルの数値が上位 30%でに含まれ
るデータを, 対話を継続しても良い継続クラス, 下位 30%
に含まれるデータを, 対話を終了すべき終了クラスとし, 
その他のデータは中間クラスとした.  
3.3 特徴量選択 
得られたデータから音声特徴量を抽出し, 継続クラス, 
終了クラスで比較してモデル構築に用いる特徴量を選
択する. 各クラスごとに特徴量が正規分布すると仮定し, 
その過程の元でクラスの識別率に対して単純増加する
関数 F を定義し, F の値によって用いる特徴量を決定す
る. 関数 F を式(1)に示す. ここでμ1, μ2 はの継続クラ
ス, 終了クラス毎の特徴量の平均, Σ1, Σ2 は継続クラ
ス, 終了クラス毎の特徴量の分散である.  
 
          (1) 
 
今回は関数 F の値が 0.1 以上となる特徴量を選択す
る. その結果, 選択された特徴量と F の値を以下に示す. 
また, スピーチレートの分布を図 1 に示す.  
 スピーチレート   (F=0.850) 
 発話モーラ数   (F=0.694) 
 発話開始 0.8[s]間のパワー平均 (F=0.684) 
 質問から応答への交代潜時  (F=0.606) 
 発話中の無音区間割合  (F=0.393) 
 発話全体のパワー平均 (F=0.326) 
 発話 I[s]あたりのフィラー個数  (F=0.182) 
 発話全体のパワー分散 (F=0.180) 
 発話開始 0.8[s]間のパワー分散 (F=0.168) 
 発話全体の F0 平均値  (F=0.140) 
この結果からスピーチレート, 交代潜時, 無音区間割
合など時間的な特徴量と発話開始時, 発話全体のパワ
ー平均, 分散などパワー的な特徴量が第三者の判断に
影響していることが分かる.  
3.4 モデル構築・評価 
継続クラス, 終了クラスの 2 クラスからそれぞれ GMM を
構築し, 2 つの GMM の尤度比をそれぞれ l1, l2 として尤
度比 l2/ｌ１が 1 以上のとき終了クラスそうでないとき継続ク
ラスと判断するモデルを構築し, 評価した. 評価では実
際のクラスと識別されたクラスが一致したときに正しく識
別されたとし, 一致しなかったときに誤って識別されたと
した. 中間クラスのデータに関しては, ラベルが 2.4 のも
のは継続クラスが正解, ラベルが 2.6, 2.8 のものは終了 
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図 2: 混合数毎の識別率 
 
クラスが正解とした. データ数が少ないためモデル構築, 
識別には leave-one-out 法を用い, 混合数 1, 2, 4, 8 の
ときの識別率を分析した.その結果を図 2 に示す.  
3.5 考察 
  混合数 2 のときに継続クラス, 終了クラスともに識別率
が最大になり, 混合数 2 以上では混合数が増えるに従
って識別率が減少している. これは各特徴量を正規分
布に従うと仮定して選択したため, 混合数の少ないモデ
ルで識別率が高くなる特徴量が用いられたためだと考え
られる. 識別率は最大で継続クラスが 0.878, 終了クラス
が 0.810 で音声だけでの識別としては妥当な値だと考え
られる.  
4. まとめ 
今回, 情報収集対話システムを目的とした対話終了
判断モデルを構築するため,収録した2クラスのデータか
ら音声情報による GMM を構築して評価した. その結果, 
全体推定正解率約 0.765 という結果を得, 音声情報だ
けでもある程度の推定は行うことが出来た.  
改善のためには, 発話内容や映像情報等, 今回用い
なかった情報をモデルに取り入れるほか, 質問の種類
に応じたモデルを選択するなどして, 1 発話での推定を
より正確にすること, さらに, 各特徴量が会話開始時か
らどの程度変化しているかを特徴量として用いるモデル
化や, 時間遷移の概念を取り入れたモデルを構築する
ことが有効だと考えられる. 
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