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VELOCITY AVERAGING FOR DIFFUSIVE TRANSPORT EQUATIONS
WITH DISCONTINUOUS FLUX
M. ERCEG, M. MISˇUR, AND D. MITROVIC´
Abstract. We consider a diffusive transport equation with discontinuous flux and prove
the velocity averaging result under non-degeneracy conditions. As a corollary, we show the
existence of a solution for the Cauchy problem for nonlinear degenerate parabolic equation
with discontinuous flux. In order to achieve the results, we introduce a new variant of micro-
local defect functionals which are able to “recognise” changes of the type of the equation.
1. Introduction
The aim of the paper is to analyse the compactness properties of a sequence of diffusive
transport equations with the transport part (so-called flux) of low regularity, possibly even dis-
continuous. Under appropriate assumptions, we are going to prove that the sequence of solutions
to the considered equations satisfies certain compactness properties by combining diffusive effects
with a regularising effect known as velocity averaging in the kinetic theory (see e.g. [19]).
To be more precise, we aim to prove a velocity averaging result for a diffusive transport
equation with discontinuous flux meaning that for the sequence (un) of solutions to the sequence
of equations of the form
divx
(
f(x, λ)un(x, λ)
)
=divx
(
divx (a(λ)un(x, λ))
)
+ ∂λGn(x, λ) + divxPn(x, λ) in D′(Rd+1) ,
(1)
for every ρ ∈ C1c(R), the sequence
(∫
R
ρ(λ)un(x, λ) dλ
)
is strongly precompact in L1loc(R
d) (i.e.
it lies in a compact subset of L1loc(R
d)).
Equation (1) has two main components. The transport part
divx(f(x, λ)un(x, λ))
and the diffusive part
divx
(
divx (a(λ)un(x, λ))
)
= divx
(
a(λ)∇xun(x, λ)
)
,
where un(x, λ) is unknown, a(λ) ∈ Rd×d is the diffusion matrix, f(x, λ) is the flux, x ∈ Rd is
the space (and time) variable and λ is called the velocity variable, but it can be considered as
a parameter. For the sake of generality, and simplicity of the exposition, we compressed the
space-time variable into a single variable x, while still our main intention is to study evolution
equations (see Remark 4). In the literature, velocity variable λ is often denoted by v. The
form of the remaining source terms in (1) is motivated by the kinetic formulation for degenerate
parabolic equations, as can be seen in Section 5.
The transport component divx(f(x, λ)un(x, λ)) is a generalisation of the usual kinetic trans-
port term 〈v | ∇xh(x, v)〉, i.e. the equation
∂th+ 〈v | ∇xh〉 = divx∂κv g, (t,x) ∈ (0,∞)× Rd, v ∈ Rd, g ∈ L2(Rd × Rd) , κ ∈ Nd ,
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for which the velocity averaging results was proved in [1]. Independently of [1], the corresponding
results were discovered in [32] and further extended in [31]. The mentioned results were given
in the L2-setting. In [20], one can find the first Lp, p > 1, velocity averaging result obtained
using the approach of multiplier operators (see e.g. [33]). The optimal result in the sense of the
Lp-integrability of (un) has been achieved in [10, 48], while an L
2 velocity averaging result for
pseudo-differential operators can be found in [26].
Such a type of result appeared to be very useful and it was a substantial part of the proof
of existence of the weak solution to the Boltzmann equation [19] as well as the regularity of
admissible solutions to scalar conservation laws [42]. In [42], one can also find the first result
concerning the velocity averaging for the transport equations with the flux of the form f = f(λ),
f ∈ C(R;Rd), under the non-degeneracy conditions which essentially mean that for any ξ ∈
Rd \ {0}, the mapping
λ 7→ 〈f(λ) | ξ〉 (2)
is possibly zero only on a negligible set.
As for the non-hyperbolic situation (a 6= 0), the velocity averaging results for ultra-parabolic
equations are proven in [38, 46], while for the degenerate parabolic equations, i.e. the ones in
which a changes rank for different λ, by our best knowledge, the only results can be found in
[28, 42, 52] for the homogeneous flux f and diffusion matrix a (both independent of x) in the
Lp-settig for any p > 1. In the case when in (1) the flux is independent of x, our conditions are
less restrictive than the ones from [28, 52] and they coincide with the conditions from [42] (see
(4) and the Assumptions below). However, we note that in [42] details of the proof are not
provided (see [42, Theorem C]).
Let us now briefly explain a main idea of the technique from [28, 42, 52]. Since both flux
and diffusion matrix are independent of x, this enables a separation of coefficients and unknown
functions by means of the Fourier transform. Indeed, if f is independent of x, by applying the
Fourier transform to (1) with respect to x one sees that
uˆn(ξ, λ) =
σ2|ξ|2uˆn + i〈Pˆn | ξ〉+ ∂λGˆn
σ2|ξ|2 + i〈f | ξ〉+ 2π〈a ξ | ξ〉 , (3)
where we denoted by ξ the dual variable (the definition of the Fourier transform used here can
found in Notation below). In the case when a ≡ 0, informally speaking, from (3):
• by controlling the term uˆn on the right-hand side of the latter expression by the constant
σ;
• by integrating by parts with respect to λ to remove the derivative from the functions
Gˆn;
• by employing the non-degeneracy conditions (2);
one can draw appropriate conclusions on the sequence (un).
The generalisation on the situation when a 6= 0 is not straightforward. First we need to
assume that
(∀ξ ∈ Rd \ {0}) meas{λ ∈ K ⊂⊂ R : 〈f(λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0} = 0 , (4)
which are the non-degeneracy conditions corresponding to (1) (with the flux independent of x).
However, since the integration by parts with respect to λ (which is the second step in the
in the procedure above) affects the non-negativity of the matrix a, it seems that additional
assumptions on a are needed in order to conclude about the strong compactness of the velocity
averages.
In particular, such a result can be found in [52], which is aimed to the regularity properties
of the velocity averages (more precisely, Ws,r-regularity, s > 0, r ≥ 1). In the essence of the
proofs is the method described above (separation of the solution u from coefficients) together
with the so-called truncation property [52, Definition 2.1] (see [52, Lemma 2.3]) under a variant
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of assumption (4) and an assumption on behavior of the λ-derivative of the symbol L(ξ, λ) =
i〈f(λ) | ξ〉 + 2π〈a(λ)ξ | ξ〉 of equation (1) on layers in ξ-space defined by the Littlewood–Palley
decomposition. In [28], the results are repeated in the stochastic setting.
We also mention results from [27, 29] where one can find velocity averaging results for degen-
erate parabolic equations obtained as a kinetic reformulation of the porous media equation.
Before stating our main result, let us first fix the notation used in the paper.
Notation. Throughout the paper we denote by 〈· | ·〉 the complex Euclidean scalar product on
Cd, which we take take to be antilinear in the second argument. However, in our situations we
shall mainly work on Rd. By | · | we denote the corresponding norm of vectors, while the same
notation is used for the 2-norm for matrices. For a matrix A, by AT we denote its transpose.
For the complex conjugate of a complex number z we use z¯.
By x = (x1, x2, . . . , xd) we write points (vectors) in R
d, while by ξ = (ξ1, ξ2, . . . , ξd) we denote
the dual variables in the sense of the Fourier transform (if t occurs, then we use τ for the dual
variable). The Fourier transform we define by uˆ(ξ) = Fu(ξ) = ∫
Rd
e−2pii〈ξ | x〉u(x) dx, and its
inverse by (u)∨(x) = F¯u(x) = ∫
Rd
e2pii〈ξ |x〉u(ξ) dx, while the Fourier multiplier operator by
Aψu = (ψuˆ)∨. If Aψ is bounded on Lp(Rd) we call it the Lp-Fourier multiplier operator and ψ
the Lp-Fourier multiplier. We will often have that ψ depends (besides ξ) on λ which is always
considered as a parameter.
For a Lebesgue measurable subset A ⊆ Rd we denote by ClA, cA, meas(A) and χA the closure
of A, the complement of A, the Lebesgue measure of A, and the characteristic function over A,
respectively. The open (closed) ball in Rd centered at point x with radius r > 0 we will denote
by B(x, r) (B[x, r]), the unit sphere in Rd by Sd−1, and in Section 5 we will use the shorthand
Rd+1+ := R
+ × Rd. The signum function is denoted by sgn.
For a multi-index α = (α1, α2, . . . , αd) ∈ Nd0 we denote by |α| = α1 + α2 + · · ·+αd its length
and by ∂α = ∂α1x1 ∂
α2
x2 · · · ∂αdxd partial derivatives.
By Lploc(Ω), Ω ⊆ Rd open and p ∈ [1,∞], we denote the Fre´chet space of functions that are
contained in Lp(Ω′) for any compactly contained set Ω′ in Ω (Ω′ ⊂⊂ Ω), and analogously for
Sobolev spaces Ws,ploc(Ω), s ∈ R, p ∈ [1,∞]. Cc(X) stands for the space of compactly supported
continuous functions on a locally compact space X . If X is compact then Cc(X) = C(X). For
the space of Lipschitz functions we use C0,1(X). Any dual product is denoted by 〈·, ·〉, which we
take to be linear in both arguments. L(X) stands for the space of bounded linear operators on
a normed space X .
When applicable, functions defined on a subset of Rd shall often be identified by their exten-
sions by zero to the whole space.
In order to introduce the main results of the paper, we need the following assumptions on
(un) and the coefficients appearing in (1):
Assumptions
a) (un) is uniformly compactly supported on open Ω× S ⊂⊂ Rdx × Rλ, d ≥ 2, and weakly
(weakly-⋆ for q =∞) converges to zero in Lq(Rd × R) for some q ∈ (2,∞];
b) a = σTσ, where σ ∈ C0,1(S;Rd×d);
c) f ∈ Lp(Ω × S;Rd) for some p > qq−1 (p > 1 if q = ∞), and for any compact K ⊆ S it
holds
ess sup
x∈Ω
sup
ξ∈Sd−1
meas
{
λ ∈ K : 〈f(x, λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0} = 0 ; (5)
d) Gn → 0 strongly in Lr0loc(Rλ;W−1/2,r0loc (Rdx)) for some r0 ∈ (1,∞);
e) Pn = (P
n
1 , . . . , P
n
d )→ 0 strongly in Lp0loc(Rdx × Rλ;Rd) for some p0 ∈ (1,∞).
Assumption (b) from the above can be relaxed (see Remark 20), but the proofs remain essentially
the same.
4 M. ERCEG, M. MISˇUR, AND D. MITROVIC´
Our main result is the following velocity averaging result for (1).
Theorem 1. Let d ≥ 2 and let (un) satisfies (a) and the sequence of equations (1) whose
coefficients satisfy conditions (b)–(e).
Then there exists a subsequence (un′) such that for any ρ ∈ Cc(S),∫
S
ρ(λ)un′(x, λ) dλ −→ 0 strongly in L1loc(Rd) .
The theorem above generalises the compactness results of [42, 52] to the case of the flux dis-
continuous with respect to the space variable, while the diffusion matrix remains homogeneous,
i.e. dependent only on λ. Moreover, the non-degeneracy condition (5) can be seen as a natural
generalisation of (4) to the heterogeneous setting. The heterogeneity prevents us of using the
above explaind method based on the Fourier transform, thus in our proof we follow the approach
of [25, 38], which is elaborated below. However, we are not able to obtain the result for (un)
bounded in Lp if p ≤ 2, as achieved in [42, 52].
In Remark 21 one can find a discussion on how to relax the assumption on the diffusion matrix
a. For instance, we have the following corollary.
Corollary 2. If we replace (b) and (d) by
b’) a ∈ C0,1(S;Rd×d) is such that, for every λ ∈ S, a(λ) is a symmetric and positive semi-
definite matrix;
d’) Gn → 0 strongly in Lr0loc(Rdx × Rλ) for some r0 ∈ (1,∞);
the statement of Theorem 1 still holds.
Assumption (b) trivially implies (b’). However, the converse does not hold. For example,
notice that the matrix function
a(λ) =
(
0 0
0 |λ|
)
(6)
satisfies (b’), but
(
0 0
0
√
|λ|
)
is not Lipschitz continuous around zero, which implies that a
matrix σ such that condition (b) is satisfied does not exist. However, we note that the latter
example can be covered by our method as well – see Remark 20.
Therefore, Theorem 1, when applied to the homogeneous setting (f = f(λ)), does not reveal
completely the statement of [42, Theorem C] where only smoothness of a is required (we note
however that a proof of [42, Theorem C] is not presented). Nevertheless, condition (b) still covers
many interesting cases of the degenerate diffusion effects. Let us illustrate this on the following
example.
Example 3. It is clear that all matrix functions of the form a(λ) = Q(λ)TΛ(λ)Q(λ) satisfy
condition (b), where, for any λ ∈ S, Q(λ) is orthogonal and Λ(λ) is positive-definite and diagonal,
and Q,
√
Λ ∈ C0,1(S;Rd×d). Indeed, in this case we can take σ(λ) =
√
Λ(λ)Q(λ).
For instance,
a(λ) =
(
1√
λ2 + 1
[
λ 1
1 −λ
])[
0 0
0 λ2 + 1
](
1√
λ2 + 1
[
λ 1
1 −λ
])
=
[
1 −λ
−λ λ2
]
, (7)
is of the above form. Therefore, situations where the kernel of a(λ) depends on λ are allowed,
which overcomes the results of [38, 46] for ultra-parabolic equations.
Remark 4. Since we are particularly interested in the parabolic case, we refer to (1) as a degen-
erate parabolic equation with discontinuous flux, although it is not necessarily of the parabolic
type. More precisely, in the application to the Cauchy problem for nonlinear degenerate para-
bolic equation with discontinuous flux (see Section 5) we shall have f(t,x, λ) =
[
1
f˜(t,x, λ)
]
and
DEGENERATE PARABOLIC EQUATIONS 5
a(λ) =
[
0 0
0 a˜(λ)
]
. In order to have that a and f satisfy assumptions (b) and (c) it is sufficient
to have f˜ ∈ Lp(Ωt,x × S;Rd), a˜ = σ˜T σ˜, where σ˜ ∈ C0,1(S;Rd×d), and for any K ⊂⊂ S
ess sup
(t,x)∈Ω
sup
(τ,ξ)∈Sd
meas
{
λ ∈ K : τ + 〈f˜(t,x, λ) | ξ〉 = 〈a˜(λ)ξ | ξ〉 = 0} = 0 .
We shall now briefly explain principles of our approach.
Since we cannot separate the unknown function un from the coefficients in (1), here we
use variants of micro-local defect measures (or H-measures) introduced in now seminal papers
by P. Gerard [25] and L. Tartar [53]. Besides the velocity averaging results [25, 38], the H-
measures and similar tools found applications on existence of traces and solutions to nonlinear
evolution equations [3, 35, 45], generalisation of compensated compactness results to equations
with variable coefficients [25, 53], applications in the control theory [18, 41], explicit formulae
and bounds in homogenisation [5, 54], etc.
Moreover, it initiated variety of different generalisations to the original micro-local defect
measures which we call here micro-local defect functionals. We mention parabolic and ultra-
parabolic variants of the H-measures [6, 47], H-measures as duals of Bochner spaces [38], H-
distributions [8, 39, 43], micro-local compactness forms [49], one-scale H-measures [4, 55] etc.
Let us recall the first variant of H-measures [53] (introduced at the same time as the micro-
local defect measures [25]).
Theorem 5. If (un) is a sequence in L
2
loc(Ω;R
r), Ω ⊆ Rd, such that un ⇀ 0 in L2loc(Ω;Rr),
then there exist a subsequence (un′) ⊂ (un) and a positive complex bounded measure µ =
{µjk}j,k=1,...,r on Ω× Sd−1 such that for any ϕ1, ϕ2 ∈ Cc(Ω) and ψ ∈ C(Sd−1) it holds
lim
n′→∞
∫
Ω
(ϕ1u
j
n′)(x)Aψ¯( ·|·| )(ϕ2u
k
n′)(x) dx = 〈µjk, ϕ1ϕ¯2ψ〉
=
∫
Ω×Sd−1
ϕ1(x)ϕ2(x)ψ(ξ)dµ
jk(x, ξ) ,
where Aψ¯( ·|·| ) is the Fourier multiplier operator with the symbol ψ¯(ξ/|ξ|).
The measure µ is called the H-measures and, with respect to the dual variable ξ, it is defined
on the sphere (since ξ/|ξ| ∈ Sd−1).
It has been proved (see [5]) that applying H-measures on differential relations where the ratio
of the highest orders of derivatives in each variable is not the same one might get unsatisfactory
results. This is due to the projection ξ 7→ ξ/|ξ|, since scalings in all variables are the same.
We can change the scaling and put, for example, ξ|(ξ1,...,ξk)|+|(ξk+1,...,ξd)|2 instead of ξ/|ξ|, but
such H-measure will be able to see first order derivatives with respect to (x1, . . . , xk) and second
order derivatives with respect to (xk+1, . . . , xd) (for a parabolic variant, see [6]). In other words,
no change of the highest order of the equation is permitted. For instance, this means that the
matrix a in equation (1) must have a constant rank (see also [47]) otherwise, we cannot use the
existing theory of the micro-local defect functionals (except in special situations [35]).
This represents a significant confinement since many challenging mathematical questions,
especially from a view-point of modeling, involve equations that change type. In particular, we
have in mind degenerate parabolic equations which describe wide range of phenomena containing
the combined effects of nonlinear convection and degenerate diffusion and which have the form
∂tu+ divxf(t,x, u) = D
2 · A(u) , (8)
where the matrix A is such that the mapping R ∋ λ 7→ 〈A(λ)ξ | ξ〉 is non-decreasing, i.e. that the
diffusion matrix A′(λ) is merely non-negative definite. To this end, let us mention [23], where
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one of the first results on the case of degenerate parabolic equations was given (to be more
precise, an ultra-parabolic equation was considered there).
Let us remark that in the case when the coefficients in (8) are regular, the theory of exis-
tence and uniqueness for appropriate Cauchy problems is well-established (see e.g. [16, 17, 30]).
Nevertheless, concrete applications such as flow in porous media very often occur in highly het-
erogeneous environment causing rather rough coefficients in (8) (e.g. during CO2 sequestration
process [44]). Furthermore, even in a simplified situation in which the diffusion is neglected
such as a road traffic with variable number of lanes [11], the Buckley-Leverett equation in a
layered porous medium [2, 36], and sedimentation applications [13, 12, 21, 22], the flux is as a
rule discontinuous.
However, due to obvious technical obstacles, most of the previous literature was dedicated ei-
ther to homogeneous degenerate parabolic equations or to equations where the flux and diffusion
are regular functions (e.g. [9, 14, 15, 16, 56]). We mention here [35] where (8) was considered
with the flux f(t,x, λ) (merely) continuous with respect to λ and belonging to Lp, p > 2, with
respect to x ∈ Rd. Here, we are able to improve the result by relaxing the assumption of p to
p > 1. More precise explanation can be found in Section 5. As we shall see, our tool is robust
enough to capture cases of quite rough fluxes and degenerate diffusion at the same time (see
Theorem 26).
We overcome this situation by considering multiplier operators with symbols of the form
ψ
(
ξ
|ξ|+ 〈a(λ)ξ | ξ〉
)
, ψ ∈ C(Rd) , (9)
where the matrix a represents the diffusion matrix in the degenerate parabolic equation (1).
The paper is organised as follows.
In Section 2 we study symbols of the form (9), which shall be often used for the Fourier
multiplier operators, and show two important results concerning their continuity (see Lemma
7), while Section 3 is devoted to the construction of adaptive micro-local defect functionals.
In Section 4, we use the results of sections 2 and 3 to prove the main result of the paper,
Theorem 1.
In Section 5, as an application of the velocity averaging result, we show existence of a weak
solution to the Cauchy problem of the degenerate advection-diffusion equation with discontinuous
flux. The strategy of the proof is to reduce the degenerate parabolic equation (8) to its kinetic
counterpart of the form (below, f = ∂λf and a = A
′):
∂th(t,x, λ) + div(f(t,x, λ)h(t,x, λ))
= div
(
div (a(λ)h(t,x, λ))
)
+ ∂λG(t,x, λ) + divP (t,x, λ) ,
and then to use the velocity averaging results.
2. Results on Fourier integral operators
Let a : S → Rd×d, S ⊆ R, be a Borel measurable matrix function such that for a.e. λ ∈ S
matrix a(λ) is symmetric and positive semi-definite, i.e. a(λ)T = a(λ) and 〈a(λ)ξ | ξ〉 ≥ 0,
ξ ∈ Rd. Further on, we define
πP (ξ, λ) :=
ξ
|ξ|+ 〈a(λ)ξ | ξ〉 , (ξ, λ) ∈ R
d\{0} × S . (10)
As a(λ) is positive semi-definite, we have πP (R
d\{0}× S) ⊆ B[0, 1] \ {0}, where B[0, 1] denotes
the unit closed ball in Rd. Moreover, it is not difficult to show that (for a.e. λ ∈ S)
Cl πP (R
d\{0}, λ) =
{
Sd−1 : a(λ) = 0
B[0, 1] : a(λ) 6= 0 , (11)
where Cl A denotes the closure of A ⊆ Rd.
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If a(λ) = 0, πP (·, λ) is the projection of Rd \ {0} to the unit sphere along the rays through
the origin. In general πP (·, λ) is not a projection as a(λ) 6= 0 implies πP (πP (·, λ), λ) 6= πP (·, λ).
However, for simplicity, in the text we shall often address πP as a projection.
In this paper, we are interested in symbols of Fourier multipliers of the form
ξ 7→ ψ¯(πP (ξ, λ), λ) ,
where λ ∈ S is fixed, ψ ∈ L∞(S; C(B[0, 1])), and πP is as above. Here z¯ denotes the complex
conjugate of complex number z.
Of course, ψ ∈ L∞(S; C(B[0, 1])) is sufficient to have that the Fourier multiplier operator is
bounded on L2(Rd), with the norm independent on λ. However, we shall need such a result on an
arbitrary Lp, for which we need some additional regularity of ψ with respect to ξ. More precisely,
we shall first obtain that for a.e. λ and for any p ∈ (1,∞) operator Aψ¯(piP (·,λ),λ) is bounded on
Lp(Rd), with the norm independent of λ (Lemma 7). Finally, we show that commutators of the
Fourier multiplier operators and operators of multiplication map weakly converging sequences
to strongly converging in a certain sense (Corollary 13).
In order to prove the Lp boundedness, we use the following corollary of the Marcinkiewicz
multiplier theorem [33, Corollary 5.2.5]:
Theorem 6. Suppose that ψ ∈ Cd(Rd \ ∪dj=1{ξj = 0}) is a bounded function such that for some
constant C > 0 it holds
|ξα∂αψ(ξ)| ≤ C, ξ ∈ Rd\ ∪dj=1 {ξj = 0} (12)
for every multi-index α = (α1, . . . , αd) ∈ Nd0 such that |α| = α1 + α2 + · · · + αd ≤ d. Then ψ
is an Lp-multiplier for any p ∈ (1,∞), and the operator norm of Aψ equals Cd,pC, where Cd,p
depends only on p and d.
Before proceeding with the verification of the assumptions of the previous theorem, let us
recall some well known results from matrix analysis and at the same time fix our notations.
As a(λ) is a non-negative definite symmetric matrix of order d, there exist orthogonal ma-
trix Q(λ) and diagonal matrix Λ(λ) = diag(κ1(λ), κ2(λ), . . . , κd(λ)), containing (non-negative)
eigenvalues of a(λ), such that the following eigendecomposition holds:
a(λ) = Q(λ)TΛ(λ)Q(λ) . (13)
Furthermore, for σ(λ) :=
√
Λ(λ)Q(λ), where
√
Λ(λ) = diag(
√
κ1(λ),
√
κ2(λ), . . . ,
√
κd(λ)), we
thus have
a(λ) = σ(λ)T σ(λ) . (14)
On the other hand, if (14) holds for a given by (13), then σ is necessarily of the form
σ(λ) = Q˜(λ)
√
Λ(λ)Q(λ) , (15)
where Q˜(λ) is an ortogonal matrix.
It is important to notice that
πP
(
Q(λ)T ξ, λ
)
=
Q(λ)T ξ
|Q(λ)T ξ|+ 〈Q(λ)a(λ)Q(λ)T ξ | ξ〉 =
Q(λ)T ξ
|ξ|+∑dj=1 κj(λ)ξ2j ,
where we have used that Q(λ)T preserves the length of vectors. Hence, with the orthogonal
change of variables we will manage to reduce the problem to the case of diagonal matrix a.
Lemma 7. Let a : S → Rd×d, S ⊆ R open, be a Borel measurable matrix function such that for
a.e. λ ∈ S matrix a(λ) is symmetric and positive semi-definite, and let ψ ∈ L∞(S; Cd(B[0, 1])).
Then for a.e. λ ∈ S and any p ∈ (1,∞), function ψ¯(πP (·, λ), λ), where πP is given by (10),
is an Lp-Fourier multiplier and the Lp-norm of the corresponding Fourier multiplier operator is
independent of λ.
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Proof: We shall use the Marcinkiewicz multiplier theorem. Since πP (R
d\{0}×S)⊆ B[0, 1], for
all α ∈ Nd0, |α| ≤ d, functions (ξ, λ) 7→ (∂αξ ψ¯)(πP (ξ, λ), λ) are bounded on Rd\{0}×S. Therefore,
by the generalised chain rule formula (known as the Faa´ di Bruno formula; see e.g. [34]) it is
enough to infer that (12) is satisfied for each component of the projection πP .
Furthermore, notice that since the Riesz transform is bounded on Lp(Rd) for any p ∈ (1,∞)
and the space of Lp-Fourier multipliers is an algebra [33, Proposition 2.5.13], by
ξj
|ξ|+ 〈a(λ)ξ | ξ〉 =
ξj
|ξ|
|ξ|
|ξ|+ 〈a(λ)ξ | ξ〉 ,
it is sufficient to prove that the function ξ 7→ |ξ||ξ|+〈a(λ)ξ | ξ〉 represents an Lp-Fourier multiplier.
Finally, as the space of Lp-Fourier multipliers is invariant under orthogonal change of vari-
ables [33, Proposition 2.5.14] (see also Lemma 10 below) and the corresponding norms coincide,
applying ξ 7→ Q(λ)T ξ, where Q(λ) is given in (13), it is left to study
ξ 7→ |Q(λ)
T ξ|
|Q(λ)T ξ|+ 〈Λ(λ)ξ | ξ〉 =
|ξ|
|ξ|+∑dj=1 κj(λ)ξ2j .
Now, according to Lemma 8 below, we infer that the latter function is an Lp multiplier with the
Lp-norm of the corresponding Fourier multiplier operator independent of functions κj , and thus
of λ. ✷
The proof of the following lemma we leave for the Appendix.
Lemma 8. For any κ = (κ1, κ2, . . . , κd) ∈ [0,∞)d, m ∈ {1, 2, . . . , d}, s ∈ [0,∞), and p ∈ (1,∞),
functions f s and gs, where f, g : Rd → R are given by
f(ξ) =
|ξ|
|ξ|+
d∑
j=1
κjξ2j
and g(ξ) =
κmξ
2
m
|ξ|+
d∑
j=1
κjξ2j
,
are Lp-Fourier multipliers and the norm of the corresponding Fourier multiplier operators de-
pends only on d, s and p, i.e. it is independent of κ.
Our next goal is to study the Fourier multiplier operator associated to the symbol ξ 7→
∂λ
1
|ξ|+〈a(λ)ξ | ξ〉 . For a smooth a we have
∂λ
1
|ξ|+ 〈a(λ)ξ | ξ〉 =
−〈a′(λ)ξ | ξ〉(|ξ|+ 〈a(λ)ξ | ξ〉)2 = ψ(πP (ξ, λ), λ) , (16)
where ψ(ξ, λ) = −〈a′(λ)ξ | ξ〉. Thus, by Lemma 7, the Fourier multiplier operator is Lp-bounded,
p ∈ (1,∞), uniformly in λ, if a′ exists (almost everywhere) and it is bounded. However, we need
that this operator has a smoothing property.
Let us additionally assume that σ given by (14) is Lipschitz continuous. Since
〈a(λ)ξ | ξ〉 = |σ(λ)ξ|2 =
d∑
j=1
(
σ(λ)ξ
)2
j
,
we have (for almost every λ ∈ S)
〈a′(λ)ξ | ξ〉 = d
dλ
〈a(λ)ξ | ξ〉 = 2
d∑
j=1
(
σ(λ)ξ
)
j
(
σ′(λ)ξ
)
j
.
Thus, symbol (16) can be rewritten as
− 2
d∑
j=1
1√
|ξ|+ 〈a(λ)ξ | ξ〉
(
σ(λ)ξ
)
j√
|ξ|+ 〈a(λ)ξ | ξ〉
(
σ′(λ)ξ
)
j
|ξ|+ 〈a(λ)ξ | ξ〉 , (17)
DEGENERATE PARABOLIC EQUATIONS 9
and the term 1√
|ξ|+〈a(λ)ξ | ξ〉
will provide a smoothing property of the half derivative.
Lemma 9. In addition to the assumptions in Lemma 7, assume that there exists a Lipschitz
continuous matrix function σ : S → Rd×d such that (14) holds. Then, for a.e. λ ∈ S and any
p ∈ (1,∞) the operator A∂λ 1|ξ|+〈a(λ)ξ | ξ〉 : L
p(Rd)→W 12 ,p(Rd) is bounded uniformly with respect
to λ ∈ S.
Proof: As a is a Lipschitz map, a′ exists almost everywhere and it is bounded. Thus, ξ 7→
−〈a′(λ)ξ | ξ〉 satisfies assumptions of Lemma 7, and by (16), for any p ∈ (1,∞), operator
A∂λ 1|ξ|+〈a(λ)ξ | ξ〉 : L
p(Rd)→ Lp(Rd)
is uniformly bounded in λ.
To prove that A∂λ 1|ξ|+〈a(λ)ξ | ξ〉 possesses a smoothing property, we need to prove that deriva-
tives (with respect to x) of the operator are Lp → Lp bounded uniformly in λ:
∂
1
2
xkA∂λ 1|ξ|+〈a(λ)ξ | ξ〉 : L
p(Rd)→ Lp(Rd), k = 1, . . . , d . (18)
The symbol of the latter operator is
−(2πiξk) 12 〈a′(λ)ξ | ξ〉
(|ξ|+ 〈a(λ)ξ | ξ〉)2 ,
which by (17) can be rewritten as
2
d∑
j=1
−(2πiξk) 12√
|ξ|+ 〈a(λ)ξ | ξ〉
(
σ(λ)ξ
)
j√
|ξ|+ 〈a(λ)ξ | ξ〉
(
σ′(λ)ξ
)
j
|ξ|+ 〈a(λ)ξ | ξ〉 .
Since σ′ is bounded, by Lemma 7 for a.e. λ ∈ S and any p ∈ (1,∞)
ξ 7→
(
σ′(λ)ξ
)
j
|ξ|+ 〈a(λ)ξ | ξ〉
is an Lp-multipliers with the norm independent of λ. The same holds for
ξ 7→ −(2πiξk)
1
2√
|ξ|+ 〈a(λ)ξ | ξ〉
by Lema 8 (applied on
√
f).
Furthermore, we have σ(λ) = Q˜(λ)
√
Λ(λ)Q(λ) (see (15)). Thus, as the space of Lp-Fourier
multipliers is invariant under orthogonal change of variables [33, Proposition 2.5.14] (see also
Lemma 10 below) and the corresponding norms coincide, applying ξ 7→ Q(λ)T ξ and using
|Q˜(λ)| = 1, it is left to study
ξ 7→
√
κj(λ)ξj√
|ξ|+∑dl=1 κl(λ)ξ2l .
Finally, by Lemma 8 above (applied on
√
g) we have that this mapping is an Lp multiplier with
the Lp-norm of the corresponding Fourier multiplier operator independent of functions κl, and
thus of λ. ✷
It is by now a classical result that if we have a symbol of an Lp-multiplier, then the composition
of the symbol with an orthogonal matrix is also a symbol of an Lp-multiplier with the same
operator norm (see Proposition 2.5.14 in [33]).
Now we will show something very similar when we have a regular change of variables. The
result is well known but we include it here for completeness.
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Lemma 10. Let ψ ∈ L∞(Rd). If there exists a regular real constant matrix M and p ∈ (1,∞)
such that ψ(M−1·) is an Lp-multiplier, then ψ is also an Lp-multiplier and ‖Aψ‖L(Lp(Rd)) =
‖Aψ(M−1·)‖L(Lp(Rd)).
Proof: Let us denote by A := ‖Aψ(M−1·)‖L(Lp) the operator norm, and by J := | detM | > 0
the Jacobian.
Take ϕ ∈ C∞c (Rd) and for an arbitrary u ∈ C∞c (Rd), consider the following:∫
Rd
ϕ(x)Aψ(u)(x) dx =
∫
Rd
ϕ̂(ξ)ψ(ξ)û(ξ) dξ
= J−1
∫
Rd
ϕ̂(M−1η)ψ(M−1η)û(M−1η) dη ,
where we have used Plancherel’s theorem in the first equality and the regular change of variables
η =Mξ in the second one. Furthermore, we have
ϕ̂(M−1η) =
∫
Rd
e−2piix·M
−1ηϕ(x) dx =
∫
Rd
e−2piiM
−T
x·ηϕ(x) dx
= J
∫
Rd
e−2piiy·ηϕ(MTy) dy = ϕ̂(MT ·)(η)J ,
where we have used the change of variables y = M−Tx in the third equality. After applying
Plancherel’s theorem once more, we get
∣∣∣∣∫
Rd
ϕ(x)Aψ(u)(x) dx
∣∣∣∣ = J−1 ∣∣∣∣∫
Rd
ϕ̂(M−1η)ψ(M−1η)û(M−1η) dη
∣∣∣∣
= J
∣∣∣∣∫
Rd
ϕ̂(MT ·)(η)ψ(M−1η) ̂u(MT ·)(η) dη
∣∣∣∣
= J
∣∣∣∣∫
Rd
ϕ(MTy)Aψ(M−1·)(u(MT ·))(y) dy
∣∣∣∣
≤ JA‖ϕ(MT ·)‖Lp′(Rd)‖u(MT ·)‖Lp(Rd)
≤ A‖ϕ‖Lp′(Rd)‖u‖Lp(Rd) ,
where we have used the Ho¨lder inequality (1/p+ 1/p′ = 1) and the boundedness of Aψ(M−1·) in
Lp(Rd), while the last inequality follows by the fact that the composition with MT scales the
Lp norm of the function by factor 1/ p
√
| detM |.
From here we conclude that Aψ(u) is a continuous linear functional defined on a dense subset
of Lp
′
(Rd), thus we can uniquely extend it, by the density argument, to a linear functional on
the whole Lp
′
(Rd), implying that Aψ(u) ∈ Lp(Rd) with the following bound:
‖Aψ(u)‖Lp(Rd) ≤ A‖u‖Lp(Rd) .
The lemma follows for an arbitrary u ∈ Lp(Rd) once we again use the same density argument as
above. ✷
In the remaining part of the section we study commutators of Fourier multipliers and operator
of multiplications.
In this section we will need a variant of the First commutation lemma which is given in [7,
Lemma 1] (see also Remark 2 in the mentioned reference).
Theorem 11. Let (vn) be a bounded, uniformly compactly supported sequence in L
∞(Rd), con-
verging to 0 in the sense of distributions, and let ψ ∈ Cd(Rd\{0})∩ L∞(Rd) be an Lp-multiplier
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for any p ∈ (1,∞) and satisfies
lim
|ξ|→∞
sup
|h|≤1
|ψ(ξ + h)− ψ(ξ)| = 0 . (19)
Then for any b ∈ L∞(Rd) and r ∈ (1,∞) the following holds:
bAψ(vn)−Aψ(bvn) −→ 0 strongly in Lrloc(Rd) .
In the following lemma we show that symbols of the form (9) satisfy condition (19).
Lemma 12. Under assumptions of Lemma 7, for a.e. λ ∈ S function ψ¯(πP (·, λ), λ) satisfies
(19).
Proof: Since ψ¯(·, λ) is uniformly continuous on B[0, 1], it is sufficient to prove that vector
valued function πP (·, λ) satisfies (19). Moreover, since (19) is invariant under orthogonal change
of coordinates, it is sufficient to study πP (Q(λ)
T ·, λ), where orthogonal matrix Q(λ) is given by
(13).
For an arbitrary |h| ≤ 1 let us estimate |πP
(
Q(λ)T ξ, λ
)−πP (Q(λ)T (ξ+h), λ)|. To make the
calculations easier to read, we omit the fixed parameter λ. Thus, we have
∣∣∣ QT ξ|ξ|+ 〈Λξ | ξ〉 − QT (ξ + h)|ξ + h|+ 〈Λ(ξ + h) | ξ + h〉 ∣∣∣
≤ |Q
T ξ −QT (ξ + h)|
|ξ|+ 〈Λξ | ξ〉 + |Q
T (ξ + h)|
∣∣∣ 1|ξ|+ 〈Λξ | ξ〉 − 1|ξ + h|+ 〈Λ(ξ + h) | ξ + h〉 ∣∣∣
≤ 1|ξ| + |ξ + h|
∣∣|ξ + h| − |ξ|∣∣+ ∣∣〈Λ(ξ + h) | ξ + h〉 − 〈Λξ | ξ〉∣∣(|ξ|+ 〈Λξ | ξ〉)(|ξ + h|+ 〈Λ(ξ + h) | ξ + h〉)
≤ 2|ξ| +
〈Λh |h〉+ 2|〈Λξ |h〉|
|ξ|+ 〈Λξ | ξ〉
≤ 2 + |Λ||ξ| +
2
√
|Λ|
√
〈Λξ | ξ〉
|ξ|+ 〈Λξ | ξ〉 ,
where in the last line we have used the Cauchy–Bunjakovskij–Schwartz inequality for semi-
definite scalar product (ξ,η) 7→ 〈Λξ |η〉.
If 〈Λ(λ)ξ | ξ〉 = 0, by the computations above∣∣πP (Q(λ)T ξ, λ)− πP (Q(λ)T (ξ + h), λ)∣∣ ≤ 2 + |Λ||ξ| ,
while for 〈Λ(λ)ξ | ξ〉 6= 0 we have∣∣πP (Q(λ)T ξ, λ)− πP (Q(λ)T (ξ + h), λ)∣∣ ≤ 2 + |Λ||ξ| + 2
√
|Λ|√
〈Λξ | ξ〉 .
In both cases the limit as |ξ| goes to infinity of the difference is zero, implying the claim. ✷
By the previous lemma and Lemma 7, all assumptions of Theorem 11 are satisfied, hence the
following corollary holds.
Corollary 13. Let (vn) be a bounded, uniformly compactly supported sequence in L
∞(Rd),
converging to 0 in the sense of distributions, and let ψ and a be as in Lemma 7.
Then for any b ∈ L∞(Rd), r ∈ (1,∞) and a.e. λ ∈ S the following holds:
bAψ¯(piP (·,λ),λ)(vn)−Aψ¯(piP (·,λ),λ)(bvn) −→ 0 strongly in Lrloc(Rd) .
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3. Adaptive micro-local defect functionals
In what follows we will have an uniformly compactly supported sequence (un(x, λ)). It means
that there exists a bounded open subset Ω × S ⊆ Rd+1 of finite Lebesgue measure such that
supports of all functions un are contained in it. Let us take one such Ω× S and fix it.
Now, we need to introduce the space on which we shall define the appropriate micro-local
defect functional. The space will be adapted to the considered equation (1). For p ∈ (1,∞) we
define
W˜ pΠ(Ω, S) =
{
k∑
j=1
ϕj(x)ψj(ξ, λ) : k ∈ N , ϕj ∈ Lp(Ω) , ψj ∈ Cc(B[0, 1]× S) , j = 1, . . . , k
}
,
where B[0, 1] is the unit closed ball in Rd. We denote for Ψ = Ψ(x, ξ, λ) ∈ W˜ pΠ(Ω, S)
‖Ψ‖WpΠ =
(∫
Ω
[
sup
ξ∈Rd\{0}
(∫
S
|Ψ(x, πP (ξ, λ), λ)|2 dλ)1/2
]p
dx
)1/p
,
where πP is given by (10). Due to (11), for a 6≡ 0, this map represents a norm on W˜ pΠ(Ω, S). On
the other hand, for a ≡ 0 it is only a seminorm, so one needs to consider the quotient space by
its kernel, or, equivalently, just replace B[0, 1] by Sd−1 in the definition of W˜ pΠ(Ω, S).
Finally, we introduce the space W pΠ(Ω, S) as the completion of W˜
p
Π(Ω, S) with respect to the
norm ‖ · ‖WpΠ . It is easy to see that W
p
Π(Ω, S) coincides with the Bochner space L
p(Ω;X), where
X is the completion of C(B[0, 1]; L2(S)) equipped with the norm
C(B[0, 1]; L2(S)) ∋ ψ 7→ sup
ξ∈Rd\{0}
(∫
S
|ψ(πP (ξ, λ), λ)|2 dλ)1/2 .
Moreover, the space C0(Ω × B[0, 1] × S), equipped by the standard (supremum) topology, is
for any p ∈ (1,∞) dense in W pΠ(Ω, S), so continuous linear functionals on W pΠ(Ω, S) are in fact
bounded Radon measures on Ω×B[0, 1]×S. This observation will be important in the proof of
Lemma 18.
In the following theorem we construct one such functional which will play an important role
in the proof of the velocity averaging result. The construction is based on the Banach-Alaoglu-
Bourbaki theorem, which applies on W pΠ(Ω, S) as it is clearly a separable Banach space.
Theorem 14. Let (un(x, λ)) be an uniformly compactly supported sequence on Ω×S ⊂⊂ Rd×R
weakly converging to zero in Lq(Rd×R), for some q > 2. Let (vn(x)) be an uniformly compactly
supported sequence on Ω weakly-⋆ converging to zero in L∞(Rd), and let a : S → Rd×d be a
Borel measurable matrix function such that for a.e. λ ∈ S matrix a(λ) is symmetric and positive
semi-definite.
Then for p := 2qq−2 there exists a subsequence (not relabeled) and a continuous functional µ
on W pΠ(Ω, S) such that for every ϕ ∈ Lp(Ω) and ψ ∈ Cc(B[0, 1]× S) it holds
µ(ϕψ) = lim
n→∞
∫
Ω×S
ϕ(x)un(x, λ)Aψ¯(piP (·,λ),λ)(vn)(x) dx dλ . (20)
Furthermore, the bound of functional µ is Cu,q,2Cv,2, where Cu,q,2 is the L
q
x(L
2
λ)-bound of (un)
and Cv,2 is the L
2-bound of (vn).
Proof: First, notice that the mappings
ϕ(x)ψ(ξ, λ) 7→
∫
Ω×S
ϕ(x)un(x, λ)Aψ¯(piP (·,λ),λ)(vn)(x) dx dλ
define a sequence of linear mappings (µn) defined on W˜
p
Π(Ω, S). We shall prove that the se-
quence (µn) is bounded on W˜
p
Π(Ω, S) with respect to the norm ‖ · ‖WpΠ . Since W˜
p
Π(Ω, S) is dense
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inW pΠ(Ω, S) this will imply that (µn) is a bounded sequence of linear functionals onW
p
Π(Ω). Ac-
cording to the Banach-Alaoglu-Bourbaki theorem, we conclude that (µn) is weakly-⋆ precompact
and a subsequential limit µ will satisfy conditions of the theorem.
Now, notice that any function belonging to W˜ pΠ(Ω, S) can be approximated by sums of the
form
N∑
j=1
χj(x)ψj(ξ, λ) ,
whereN ∈ N, χj(x), j = 1, . . . , N , are characteristic measurable functions with disjoint supports,
and ψj ∈ Cdc(B[0, 1]× S). Thus, it is enough to derive bounds for µn on functions of the above
form.
By the properties of the commutator given in Corollary 13 we have for a.e. λ ∈ S and any j
lim
n→∞
∫
Ω
χj(x)un(x, λ)Aψ¯j (piP (·,λ),λ)
(
(1 − χj)vn
)
(x) dx = 0 ,
where we have used χ2j = χj . Thus, as the norm of Aψ¯j(piP (·,λ),λ) is independent of λ (Lemma
7), by the Lebesgue dominated convergence theorem we get
lim sup
n→∞
∣∣∣ ∫
Ω×S
N∑
j=1
χj(x)un(x, λ)Aψ¯j (piP (·,λ),λ)(vn)(x) dx dλ
∣∣∣
= lim sup
n→∞
∣∣∣ ∫
Ω×S
N∑
j=1
χj(x)un(x, λ)Aψ¯j (piP (·,λ),λ)(χj vn)(x) dx dλ
∣∣∣ .
Applying the Plancherel formula, the Fubini theorem, and the Cauchy–Bunjakovskij–Schwartz
(C–B–S) inequality in λ, the above term is estimated by
lim sup
n→∞
∫
Rd
N∑
j=1
∫
S
∣∣∣( ̂χjun(·, λ))(ξ)ψj(πP (ξ, λ), λ)∣∣∣ dλ ∣∣χ̂jvn(ξ)∣∣ dξ
≤ lim sup
n→∞
∫
Rd
N∑
j=1
∫
S
∣∣∣( ̂χjun(·, λ))(ξ)∣∣∣2 dλ
1/2∫
S
|ψj(πP (ξ, λ), λ)|2dλ
1/2 ∣∣χ̂jvn(ξ)∣∣ dξ
≤ lim sup
n→∞
∫
Rd
N∑
j=1
A
1/2
j
∫
S
∣∣∣( ̂χjun(·, λ))(ξ)∣∣∣2 dλ
1/2 ∣∣χ̂jvn(ξ)∣∣ dξ ,
where
Aj := sup
ξ∈Rd\{0}
∫
S
|ψj(πP (ξ, λ), λ)|2dλ .
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We continue the estimate by applying first the discrete version of C–B–S inequality, and then
its integral version with respect to ξ, obtaining that the above term is majorised by
lim sup
n→∞
∫
Rd
(
N∑
j=1
Aj
∫
S
∣∣∣( ̂χjun(·, λ))(ξ)∣∣∣2 dλ
)1/2( N∑
j=1
∣∣χ̂jvn(ξ)∣∣2
)1/2
dξ
≤ lim sup
n→∞
∫
Rd
N∑
j=1
Aj
∫
S
∣∣∣( ̂χjun(·, λ))(ξ)∣∣∣2 dλdξ
1/2∫
Rd
N∑
j=1
∣∣χ̂jvn(ξ)∣∣2 dξ
1/2
= lim sup
n→∞
∫
Ω
N∑
j=1
Aj
∫
S
|(χjun)(x, λ)|2 dλdx
1/2∫
Ω
N∑
j=1
|(χjvn)(x)|2 dx
1/2 ,
where the Plancherel formula is used in the last equality.
As supports of χj are disjoint, we have∫
Ω
N∑
j=1
|(χjvn)(x)|2 dx ≤
∫
Ω
|vn(x)|2dx = ‖vn‖2L2(Ω) ,
while on the first factor we apply the Ho¨lder inequality (1/q + 1/p = 1/2) in x:∫
Ω
N∑
j=1
Aj
∫
S
|(χjun)(x, λ)|2 dλdx
1/2
=
∫
Ω
‖un(x, ·)‖2L2(S)
( N∑
j=1
Ajχj(x)
)
dx
1/2
≤ ‖un‖Lq(Ω;L2(S))
∫
Ω
 N∑
j=1
χj(x)
(
sup
ξ∈Rd\{0}
∫
S
|ψj(πP (ξ, λ), λ)|2dλ
)
p
2
dx

1
p
≤ ‖un‖Lq(Ω;L2(S))
∫
Ω
 sup
ξ∈Rd\{0}
(∫
S
∣∣∣∣ N∑
j=1
χj(x)ψj(πP (ξ, λ), λ)
∣∣∣∣2dλ
)1/2p dx
1/p ,
where in the last inequality we have used once more that χj have disjoint supports.
Therefore, the final estimate obtained in the above calculations reads
lim sup
n→∞
∣∣∣ ∫
Ω×S
N∑
j=1
χj(x)un(x, λ)Aψ¯j(piP (·,λ),λ)(vn)(x) dx dλ
∣∣∣ ≤ Cu,q,2 Cv,2 ∥∥∥∥ N∑
j=1
χjψj
∥∥∥∥
WpΠ(Ω,S)
,
where Cu,q,2 = lim supn ‖un‖Lq(Ω;L2(S)) and Cv,2 = lim supn ‖vn‖L2(Ω), implying the bounded-
ness of the sequence (µn) in (W˜
p
Π(Ω, S), ‖ · ‖WpΠ). Thus, the sequence is bounded in W
p
Π(Ω, S)
as well and, since W pΠ(Ω, S) is a separable Banach space, the Banach-Alaoglu-Bourbaki theorem
provides the statement of the theorem. ✷
Remark 15. In the previous proof, it was only needed that the sequence (un) is bounded in
L2(Rd+1) ∩ Lq(Rd; L2(R)) for some q > 2, so the assumption of the previous theorem could be
weakened accordingly.
We are actually able to show the following representation for the functional from the previous
theorem for less regular functions with respect to x and λ.
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Corollary 16. Under the conditions of the previous theorem, let us consider a subsequence (not
relabeled) that defines µ ∈
(
W
2q
q−2
Π (Ω, S)
)′
by (20). Then for any ϕ ∈ Lr(Ω× S), r > qq−1 , and
ψ ∈ Cdc(B[0, 1]× S) it holds
µ(ϕψ) = lim
n→∞
∫
Ω×S
ϕ(x, λ)un(x, λ)Aψ¯(piP (·,λ),λ)(vn)(x) dxdλ . (21)
Proof: In order to prove (21), we shall use a fairly direct approximation argument (see also
[40, Theorem 2.2]). To this end, we take a function ϕ ∈ Lr(Ω×S) and choose its approximation
in L
2q
q−2 (Ω)× Cd(S) of the form
ϕs(x, λ) =
s∑
k=1
φk(x)χk(λ) , φk ∈ L
2q
q−2 (Ω), χk ∈ Cdc(S) ,
i.e. lim
s→∞
‖ϕ− ϕs‖Lr(Ω×S) = 0. Then, we define an extension of µ by
µ(ϕψ) := lim
s→∞
µ(ϕsψ) .
By the commutation identity (Corollary 13) it follows
µ(ϕsψ) = lim
n→∞
s∑
k=1
∫
Ω×S
φk(x)un(x, λ)Aψ¯(piP (·,λ),λ)χk(λ)(vn)(x) dxdλ
= lim
n→∞
s∑
k=1
∫
Ω×S
φk(x)χk(λ)un(x, λ)Aψ¯(piP (·,λ),λ)(vn)(x) dxdλ
= lim
n→∞
∫
Ω×S
ϕs(x, λ)un(x, λ)Aψ¯(piP (·,λ),λ)(vn)(x) dxdλ ,
thus, the above definition is equivalent to
µ(ϕψ) = lim
s→∞
lim
n→∞
∫
Ω×S
ϕs(x, λ)un(x, λ)Aψ¯(piP (·,λ),λ)(vn)(x) dxdλ . (22)
This limit is well-defined as one can see from the Cauchy criterion. Indeed, for s1, s2 ∈ N by
means of the Ho¨lder inequality and the multiplier lemma (Lemma 7) we have∣∣µ(ϕs2ψ)− µ(ϕs1ψ)∣∣ ≤ C‖ϕs2 − ϕs1‖Lr(Ω×S) ,
and the constant C is equal to Cr¯,ψmeas(S)
1
r¯ lim supn→∞ ‖un‖Lq(Ω×S)‖vn‖Lr¯(Ω), where 1r + 1q +
1
r¯ = 1, and Cr¯,ψ is the L
r¯-bound of the Fourier multiplier operator Aψ¯(piP (·,λ),λ). Since (ϕs) is
a Cauchy sequence, the above difference can be made arbitrarily small for s1, s2 large enough,
hence (22) is well defined. The same analysis leads to
lim
s→∞
∫
Ω×S
(
ϕ(x, λ) − ϕs(x, λ)
)
un(x, λ)Aψ¯(piP (·,λ),λ)(vn)(x) dxdλ = 0 ,
and the convergence is uniform with respect to n. Therefore, we can exchange the limits in (22),
which proves (21). ✷
Remark 17. The representation (21) holds even for ψ˜(ξ) := 2π(1− |ξ|), which is merely contin-
uous (at the origin ψ˜ is not smooth).
Indeed, in the construction of the previous corollary we only needed that for a.e. λ and any
p ∈ (1,∞) mapping ξ 7→ ψ¯(πP (ξ, λ), λ) is an Lp(Rd)-multiplier, with the norm independent of
λ (since this ensures that the statement of Corollary 13 holds as well). By Lemma 8 function ψ˜
satisfies this requirement.
16 M. ERCEG, M. MISˇUR, AND D. MITROVIC´
Let us now introduce a localisation principle for functionals µ given by Corollary 16, which can
serve as a way of proving that µ ≡ 0. A similar result holds for arbitrary continuous functionals
on W pΠ(Ω, S) as well.
Lemma 18. Under the conditions of Theorem 14, let µ ∈ (W pΠ(Ω, S))′, p := 2qq−2 , be a functional
defined in Theorem 14.
If function F ∈ Lr(Ω × S) ⊗ Cd(B[0, 1]), r > qq−1 , is such that for any compact Kλ ⊆ S it
holds
ess sup
x∈Ω
sup
ξ∈Rd\{0}
meas
{
λ ∈ Kλ :
∣∣F (x, πP (ξ, λ), λ)∣∣ = 0} = 0 (23)
and
Fµ ≡ 0 , (24)
then
µ ≡ 0 .
Proof: Let us take an arbitrary φ ∈ W˜ pΠ(Ω, S) ∩ Cc(Ω × B[0, 1] × S) and denote by Kλ
the projection of its support to the last variable λ. Applying (24) to φ F|F |2+σ (remark that
φ |F |
2
|F |2+σ ∈W pΠ(Ω, S)), we get
0 =
〈
µ, φ
|F |2
|F |2 + σ
〉
= 〈µ, φ〉 −
〈
µ, φ
σ
|F |2 + σ
〉
.
We will show that the second term on the right-hand side goes to 0 as σ → 0.
For σ > 0 it holds∣∣∣∣〈µ, φ σ|F |2 + σ
〉∣∣∣∣ ≤ C‖φ‖L∞
∫
Ω
sup
ξ∈Rd\{0}
( ∫
Kλ
(
σ∣∣F (x, πP (ξ, λ), λ)∣∣2 + σ
)2
dλ
)p/2
dx
1/p ,
where C is the norm of µ. According to the definition of supremum, for every k ∈ N and
a.e. x ∈ Ω there exists ξk(x) ∈ Rd \ {0} such that∣∣∣∣〈µ, φ σ|F |2 + σ
〉∣∣∣∣ ≤ C‖φ‖L∞
∫
Ω
( ∫
Kλ
(
σ∣∣F (x, πP (ξk(x), λ), λ)∣∣2 + σ
)2
dλ
)p/2
dx
1/p + 1
k
.
By letting here σ → 0, we get according to the Lebesgue dominating theorem (keep in mind
that Ω is a bounded set and that µ is a bounded Radon measure)
lim sup
σ→0
∣∣∣∣〈µ, φ σ|F |2 + σ
〉∣∣∣∣
≤ C‖φ‖L∞
∫
Ω
( ∫
Kλ
(
lim
σ→0
σ∣∣F (x, πP (ξk(x), λ), λ)∣∣2 + σ
)2
dλ
)p/2
dx
1/p + 1
k
=
1
k
,
where in the last step we have used condition (23) which implies that a.e. fixed x ∈ Ω and every
fixed ξ ∈ Rd \ {0} it holds that for almost every λ ∈ S we have |F (x, πP (ξ, λ), λ)| > 0, and
consequently for a.e. λ ∈ S
σ∣∣F (x, πP (ξk(x), λ), λ)∣∣2 + σ −→ 0 .
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By letting k →∞ in the estimate above, we conclude
〈µ, φ〉 = 0 ,
implying µ ≡ 0 by the arbitrariness of φ. ✷
The condition (23) is often called the non-degeneracy condition.
Remark 19. For an arbitrary f ∈ Lr(Ω× S;Rd), function
F (x, ξ, λ) = i〈f(x, λ) | ξ〉+ 2π(1− |ξ|) (25)
will play an important role in the application to equation (1). Although function F is only in
Lr(Ω× S)⊗ C(B[0, 1]), by Remark 17 the statement of the previous lemma still applies.
Condition F
(
x, πP (ξ, λ), λ
)
= 0 is equivalent to
〈f(x, λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0 . (26)
Indeed,
F
(
x, πP (ξ, λ), λ
)
=
i〈f(x, λ) | ξ〉
|ξ|+ 〈a(λ)ξ | ξ〉 + 2π
(
1− |ξ||ξ|+ 〈a(λ)ξ | ξ〉
)
=
i〈f(x, λ) | ξ〉
|ξ|+ 〈a(λ)ξ | ξ〉 +
2π〈a(λ)ξ | ξ〉
|ξ|+ 〈a(λ)ξ | ξ〉 ,
so the claim follows since both terms 〈f(x, λ) | ξ〉 and 〈a(λ)ξ | ξ〉 are real.
Moreover, because of the homogeneity, condition (26) is sufficient to investigate for ξ ∈ Sd−1.
Thus, the non-degeneracy condition (23) for function (25) is equivalent to:
(∀K ⊂⊂ S) ess sup
x∈Ω
sup
ξ∈Sd−1
meas
{
λ ∈ K : 〈f(x, λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0
}
= 0 .
Therefore, if f and a satisfy assumption (c) from the Introduction, function (25) fulfills the
non-degeneracy assumption (23).
4. Proof of the main theorem
In this section, we shall apply previously developed tools to prove a velocity averaging result
for the sequence of equations given in the Introduction:
divx
(
f(x, λ)un(x, λ)
)
=divx
(
divx (a(λ)un(x, λ))
)
+ ∂λGn(x, λ) + divxPn(x, λ) in D′(Rd+1) ,
(1)
where we assume that conditions (a)–(e) are fulfilled.
Proof of Theorem 1: Let Ω× S ⊆ Rd+1 be a bounded open subset such that supports of all
functions un are contained in it, and let us take a bounded sequence of functions (vn) uniformly
compactly supported on Ω and weakly-⋆ converging to zero in L∞(Ω), which we take at this
moment to be arbitrary, while at the end of the proof the precise choice will be made. Let us pass
to a subsequence of both (un) and (vn) (not relabeled) which defines a bounded linear functional
µ ∈ (W 2qq−2Π (Ω, S))′ according to Theorem 14, and consider its extension given in Corollary 16.
For arbitrary ϕ ∈ Cc(Ω) and ψ ∈ Cd+1c (B[0, 1]× S) we set
θn(x, λ) := A ψ¯(piP (·,λ),λ)
|·|+〈a(λ)· | ·〉
(ϕvn)(x) . (27)
Testing (1) by θn, i.e. multiplying by θn, integrating over Ω × S, and applying the integration
by parts we get the following:
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0 = 2π
d∑
j=1
∫
Ω×S
fj(x, λ)un(x, λ)A iξj ψ¯(piP (ξ,λ),λ)
|ξ|+〈a(λ)ξ | ξ〉
(ϕvn)(x) dxdλ (28)
− 2π
∫
Ω×S
un(x, λ)A 2pi〈a(λ)ξ | ξ〉ψ¯(piP (ξ,λ),λ)
|ξ|+〈a(λ)ξ | ξ〉
(ϕvn)(x) dxdλ (29)
−
∫
Ω×S
Gn(x, λ)A
∂λ
ψ¯(piP (ξ,λ),λ)
|ξ|+〈a(λ)ξ | ξ〉
(ϕvn)(x) dxdλ (30)
−
d∑
j=1
∫
Ω×S
Pnj (x, λ)A 2piiξj ψ¯(piP (ξ,λ),λ)
|ξ|+〈a(λ)ξ | ξ〉
(ϕvn)(x) dxdλ , (31)
where we have used ∂xjAψ = A2piiξjψ, according to our definition of the Fourier transform. Line
(30) is to be understood as ∫
S
〈
Gn(·, λ), A
∂λ
ψ¯(piP (·,λ),λ)
|·|+〈a(λ)· | ·〉
(ϕvn)
〉
dλ ,
where 〈·, ·〉 represents the dual product between W−
1
2 ,r
loc (R
d) and W
1
2 ,r
c (Rd).
Let us consider term by term in the above expression as n goes to infinity along the chosen
subsequence.
Symbols of the Fourier multipliers in (28) and (29) can be rewritten as
iξjψ¯
(
πP (ξ, λ), λ
)
|ξ|+ 〈a(λ)ξ | ξ〉 = (ψjψ)
(
πP (ξ, λ), λ
)
2π〈a(λ)ξ | ξ〉ψ¯(πP (ξ, λ), λ)
|ξ|+ 〈a(λ)ξ | ξ〉 = (ψ˜ψ)
(
πP (ξ, λ), λ
)
,
where ψj(ξ) := −iξj and ψ˜(ξ) := 2π(1 − |ξ|). Thus, by applying first Corollary 13 in order to
move ϕ outside of the Fourier multiplier operators, and then Corollary 16 (see also Remark 17),
the limit of the sum of (28) and (29) is equal to
− 2π
〈
µ, F (x, ξ, λ)ϕ(x)ψ(ξ, λ)
〉
, (32)
where F (x, ξ, λ) = i〈f(x, λ) | ξ〉+ 2π(1− |ξ|).
Unlike the situation with (28) and (29), term (31) is zero at the limit n → ∞. Indeed,
Pnj strongly converges in L
p0
loc(R
d × R), while A(ψjψ)(piP (·,·),·)(ϕvn) weakly converges to zero in
Lp
′
0(Ω× S) by Lemma 7, and the integration is over relatively compact set Ω× S.
The symbol appearing in (30) we divide into two parts, namely
(∂λψ¯) (πP (ξ, λ), λ)
|ξ|+ 〈a(λ)ξ | ξ〉 (33)
and
∂λ
(
1
|ξ|+ 〈a(λ)ξ | ξ〉
)(
ψ¯
(
πP (ξ, λ), λ
)
+
d∑
j=1
(
ξj∂ξjψ(ξ, λ)
) ◦ (πp(ξ, λ))) . (34)
Let us study first the part of (30) associated to (33).
By Lemma 27 (given in the Appendix), Lemma 7 and the Lebesgue dominated convergence
theorem (applied for the integration in λ) we have for any r ∈ [1,∞)
A (∂λψ¯)(piP (ξ,λ),λ)
|ξ|+〈a(λ)ξ,ξ〉
(ϕvn) = A 1
|ξ|+〈a(λ)ξ,ξ〉
(
A(∂λψ¯)(piP (ξ,λ),λ)(ϕvn)
)
⇀ 0 weakly in Lr(S;W1,r(Ω)) ,
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where we have used that Ω×S is relatively compact. This together with the assumption of (Gn)
implies the convergence to zero of the part of (30) associated to (33).
The Fourier multiplier operator associated to the second factor of (34) is bounded on Lr(Rd)
for any r ∈ (1,∞) uniformly in λ (Lemma 7), while by Lemma 9 the first factor defines a
bounded operator (uniformly in λ) from Lr(Rd) to W
1
2 ,r(Rd), for any r ∈ (1,∞). Thus, the
overall conclusion is that for any r ∈ (1,∞)
A
∂λ( 1|ξ|+〈a(λ)ξ | ξ〉)
(
ψ¯(piP (ξ,λ),λ)+
∑
d
j=1
(
ξj∂ξjψ(ξ,λ)
)
◦(pip(ξ,λ))
)(ϕvn) ⇀ 0 ,
weakly in Lr(S;W
1
2 ,r(Ω)), implying the convergence to zero of the part of (30) associated to
(34).
Collecting the previous considerations, we get from (28)–(31) after letting n → ∞ that (32)
is the only non-trivial term, thus we have:〈
µ, F (x, ξ, λ)ϕ(x)ψ(ξ, λ)
〉
= 0 .
Since F satisfies the non-degeneracy assumption (23) (see Remark 19), by Lemma 18 we conclude
from above that
µ ≡ 0 .
Let us assume that un is real valued (if not, we just apply this procedure to the real and
imaginary parts of un separately). Let us take arbitrary real valued functions ϕ ∈ Cc(Ω) and
ρ ∈ Cc(S). As
(
sgn(
∫
S
ρ(λ)un(x, λ) dλ)
)
is bounded in L∞(Ω), it has a weakly-⋆ converging
subsequence, whose limit we denote by V ∈ L∞(Ω). We pass to that subsequence (not relabeled),
and choose for vn in (27):
vn(x) = ϕ(x)
(
sgn
(∫
S
ρ(λ)un(x, λ) dλ
)
− V (x)
)
.
As the subsequence defines the same functional µ, by Theorem 14 we conclude
lim
n→∞
∫
Ω
ϕ(x)2
∣∣∣∣∫
S
ρ(λ)un(x, λ)dλ
∣∣∣∣ dx
= lim
n→∞
∫
Ω
ϕ(x)2
(∫
S
ρ(λ)un(x, λ)dλ
)
sgn
(∫
S
ρ(λ)un(x, λ)dλ
)
dx
= lim
n→∞
∫
Ω×S
ϕ(x)ρ(λ)un(x, λ)vn(x) dx dλ
= 〈µ, ρϕ⊗ 1〉 = 0 ,
where in the second equality we have used that (un) converges weakly to zero. Thus, the proof
is over. ✷
Remark 20. With the exception of Lemma 9, all other (multiplier) results used in the above
proof of Theorem 1 holds under a weaker assumption on a:
b’) a ∈ C0,1(S;Rd×d) is such that, for every λ ∈ S, a(λ) is a symmetric and positive semi-
definite matrix.
Thus, a sufficient assumption on the diffusion matrix a under which the statement of Theorem
1 holds is that a satisfies (b’) and that (30) tends to 0, as n → ∞. Moreover, it is enough to
have local estimates of the multipliers with respect to λ.
To be more specific, a possible weakening of assumption (b) which preserves the statement of
Theorem 1 is:
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b”) a satisfies (b’) and for a.e. λ0 ∈ S there exists its neighborhood U(λ0) such that for any
λ ∈ U(λ0), p ∈ (1,∞)
ξ 7→ |ξ|
1/2〈a′(λ)ξ | ξ〉(|ξ|+ 〈a(λ)ξ | ξ〉)2
is an Lp-multiplier, with the norm uniformly bounded with respect to λ ∈ U(λ0).
By lemmata 7 and 9 it is clear, which was also used in the previous proof, that (b”) is implied
by (b). However, (b’) does not imply (b”) in general. For instance, just consider (6) from the
Introduction.
To conclude the remark, we note [37, II.6.1-3]
(1) If a(λ) is symmetric and analytic then both eigenvectors and eigenvalues are analytic
functions;
(2) If a(λ) is symmetric and C1, then eigenvalues are C1-functions.
Item (1) clearly implies (b). As it comes to (2), it is known that eigenvectors need not to be
even continuous.
However, all the examples that we have found are irregular in isolated points (see e.g. (6))
which we can handle by cutting them off using appropriate λ-compactly supported functions.
Since this procedure is just a matter of some technical computations, for the clarity of the
presentation, we omit dealing with such a generality in this papar.
Remark 21. Let us now comment how to deal with the situation when the assumptions from
Corollary 2 hold. If we strengthen the assumption on Gn, then we can close the argument only
with (b’). More precisely, if we replace (d) by
d’) Gn → 0 strongly in Lr0loc(Rdx × Rλ) for some r0 ∈ (1,∞);
then it is sufficient that (34) is an Lp-multiplier, p ∈ (1,∞), which is ensured by Lemma 7.
Thus, the statement of Corollary 2 holds.
If (un) has a compact support only with respect to λ, the statement of the previous theorem
still holds. Indeed, one just need to test (1) by ϕ˜θn instead of θn (given by (27)) for an arbitrary
ϕ˜ ∈ Cc(Rd). By repeating the rest of the analysis of the proof of Theorem 1 we obtain that the
functional µ from Theorem 14 corresponding to (ϕ˜un) equals zero, implying the strong conver-
gence to zero in L1loc(R
d) of (
∫
R
ρ(λ)ϕ˜(x)un(x, λ)dλ) for any ρ ∈ Cc(R). Due to arbitrariness of
ϕ˜ we get the claim which we formulate in the following corollary.
Corollary 22. Let d ≥ 2 and let un ⇀ 0 in Lqloc(Rd×R), for some q > 2, is uniformly compactly
supported with respect to λ on S ⊂⊂ R. Let (un) satisfies the sequence of equations (1) whose
coefficients satisfy conditions (b), (d), (e), and
c’) There exists p > qq−1 (p > 1 if q =∞) such that for any compacts K1 ⊆ Rd and K2 ⊆ S
it holds f ∈ Lp(K1 × S;Rd) and
ess sup
x∈K1
sup
ξ∈Sd−1
meas
{
λ ∈ K2 : 〈f(x, λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0
}
= 0 .
Then there exists a subsequence (un′) such that for any ρ ∈ Cc(R),∫
R
ρ(λ)un′(x, λ) dλ −→ 0 strongly in L1loc(Rd) .
5. Degenerate parabolic equation with rough coefficients – existence proof
In this section, we prove existence of a weak solution to the Cauchy problem for the advection-
diffusion equation:
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∂tu+ divxf(t,x, u) = D
2 · A(u) , (t,x) ∈ R+ × Rd =: Rd+1+ , (35)
u|t=0 = u0 ∈ L1(Rd) ∩ L∞(Rd) . (36)
where D2 ·A(u) =∑i,j ∂2xixj [A(u)]ij . The equation describes a flow governed by
• the convection effects (bulk motion of particles) which are represented by the first order
terms;
• diffusion effects which are represented by the second order term and the matrix A(λ) =
[Aij(λ)]i,j=1,...,d (more precisely its derivative with respect to λ; see (37) below) describes
direction and intensity of the diffusion;
The equation is degenerate in the sense that the derivative of the diffusion matrix A′ can be
equal to zero in some direction. Roughly speaking, if this is the case, i.e. if for some vector
ξ ∈ Rd we have 〈A′(λ)ξ | ξ〉 = 0, then diffusion effects do not exist at the point x for the state
λ in the direction ξ.
Recently, several existence results for (35) in the case when the coefficients are irregular
were obtained. In [38, 46, 50] the authors considered ultra-parabolic equations, while in [35] a
degenerate parabolic equation was considered and a similar result as in Theorem 26 below is
obtained.
Roughly speaking, in [35], the authors had the assumptions that the flux f(t,x, λ) is merely
continuous with respect to λ and max
|u|<M
|f(x, u)| ∈ L2loc(Rd) for every M > 0. However, we still
generalise this result by assuming the following for the coefficients of (35) (keep in mind that we
need only Lp, p > 1 assumptions on the flux unlike the L2 assumptions from [35]):
i) There exist α, β ∈ R such that the initial data u0 ∈ L1(Rd)∩L∞(Rd) is bounded between
α and β and the flux equals zero at λ = α and λ = β:
α ≤ u0(x) ≤ β and f(t,x, α) = f(t,x, β) = 0 a.e. (t,x) ∈ Rd+1+ .
ii) The convective term f(t,x, λ) belongs to C1([α, β]; Lploc(R
d+1
+ )) for some p > 1, and
divxf(t,x, λ) ∈ M(Rd+1+ × [α, β]) ,
where M(X) denotes the space of Radon measures on X ⊆ Rd.
iii) The matrix A(λ) ∈ C1,1([α, β];Rd×d) is symmetric and non-decreasing with respect to
λ ∈ [α, β], i.e. the (diffusion) matrix a(λ) := A′(λ) satisfies
〈a(λ)ξ | ξ〉 ≥ 0 ,
and a satisfies (b) from the Introduction.
iv) f := ∂λf and a = A
′ satisfy non-degeneracy assumption: for any compact K ⊆ Rd+1+ it
holds
ess sup
(t,x)∈K
sup
(τ,ξ)∈Sd
meas
{
λ ∈ [α, β] : τ + 〈f(t,x, λ) | ξ〉 = 〈a(λ)ξ | ξ〉 = 0} = 0 .
Remark that equation (35) can be rewritten in the standard (more usual) form as follows
(cf. [17]):
∂tu+ divxf(t,x, u) = divx(a(u)∇xu). (37)
Thus, by proving existence of solutions to equation (35), we shall prove existence of solutions
to Cauchy problems for a degenerate parabolic equation in the standard form (37).
Let us first recall the notion of entropy-solutions for (35) (see [45] for the hyperbolic conser-
vation law).
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Definition 23. A measurable function u defined on R+×Rd is called a quasi-solution to (35) if
f(t,x, u(t,x)) ∈ L1loc(Rd+1+ ;Rd), A(u(t,x)) ∈ L1loc(Rd+1+ ;Rd×d), and for a.e. λ ∈ R the Kruzˇkov-
type entropy equality holds
∂t|u− λ|+divx [sgn(u − λ)(f(t,x, u)− f(t,x, λ))] (38)
−D2 · [sgn(u − λ)(A(u)−A(λ))] = −ζ(t,x, λ),
where ζ ∈ C(Rλ;w ⋆ −M(Rd+1+ )) is a non-negative functional which we call the quasi-entropy
defect measure.
Remark 24. Remark that for a regular flux f, the measure ζ(t,x, λ) can be rewritten in the form
ζ(t,x, λ) = ζ¯(t,x, λ) + sgn(u − λ)divxf(t,x, λ), for a measure ζ¯. If ζ¯ is non-negative, then the
quasi-solution u is an entropy solution to (35). For the uniqueness of such entropy solution, we
additionally need the chain rule [17, 16].
From the notion of quasi-solution, the following kinetic formulation can be proved (see also
[52, (4.4)]).
Theorem 25. If function u is a quasi-solution to (35), then the function
h(t,x, λ) = sgn(u(t,x)− λ) = −∂λ|u(t,x)− λ| (39)
is a weak solution to the following linear equation:
∂th+ divx (f(t,x, λ)h)−D2 · [a(λ)h] = ∂λζ(t,x, λ) , (40)
where f = ∂λf and a = A
′.
Proof: It is enough to find derivative of (38) with respect to λ ∈ R to obtain (40). ✷
The main theorem of the section is the following.
Theorem 26. Let d ≥ 1, and let u0, f and A satisfy conditions (i)–(iv) above.
Then there exists a quasi-solution to (35) augmented with the initial condition (36).
Proof: Consider the sequence of admissible solutions to the following regularised Cauchy prob-
lems
∂tun + divxfn(t,x, un) =D
2 ·A(un).
un|t=0 =u0 ∈ L1(Rd) ∩ L∞(Rd),
where fn is a smooth regularisation with respect to (t,x) of f such that
fn(t,x, α) = fn(t,x, β) = 0 , (41)
and for any compact K ⊆ Rd+1+
lim
n→∞
‖fn − f‖Lp(K×[α,β]) = lim
n→∞
‖∂λfn − ∂λf‖Lp(K×[α,β]) = 0 . (42)
Notice that we can simply take for fn the convolution of f with a standard mollifier. It is well
known that there exists a solution un to such equation satisfying conditions (38) with f replaced
by fn (see [17] where existence was shown under much more restrictive conditions), i.e. the
following kinetic formulation holds (see Theorem 25):
∂thn + div (fn(t,x, λ)hn)−D2 · [a(λ)hn] = ∂λζn(t,x, λ) (43)
where fn(t,x, λ) = ∂λfn(t,x, λ), (ζn) is a sequence of non-negative entropy defect measures (see
Remark 24), and hn(t,x, λ) = sgn(un(t,x) − λ). According to (i) and (41), we know that (un)
remains bounded between α and β and therefore, the sequence (ζn) is bounded in C(Rλ;w −
⋆M(Rd+1+ )). This implies that (ζn) is actually strongly precompact in Lrloc(Rλ;W
− 12 ,q
loc (R
d+1
+ ))
for any r ≥ 1 and q ∈ [1, d+1
d+1− 12
)
(one can prove this in the same manner as [24, Theorem 1.6]
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using that W
1
2 ,s(Rd+1) is compactly embedded into C(ClK), K ⊂⊂ Rd+1, for s2 > d+ 1), and
let us denote by ζ the limit.
Let us pass to a subsequence (not relabelled) such that (hn) converges weakly-⋆ to h in
L∞(Rd+1+ × R). Due to linearity of (43), we then have
∂twn + div (f(t,x, λ)wn)−D2 · [a(λ)wn]
= div ((f(t,x, λ)− fn(t,x, λ))hn) + ∂λγn(t,x, λ) ,
(44)
where wn = hn−h and γn = ζn−ζ, and both sequences converge to zero (the first convergence is
weak-⋆ in L∞(Rd+1+ ×R), and the latter strong in Lr0loc(Rλ;W
− 12 ,r0
loc (R
d+1
+ ) for any r0 ∈ (1, 2d+22d+1 )).
Due to the boundedness of (un), (wn) is clearly uniformly compactly supported with respect to
λ on [α, β]. As we also have (42), (44) clearly satisfies conditions of Corollary 22 with q =∞ (see
also Remark 4). Therefore, on a subsequence (not relabeled), (
∫
R
ρ(λ)wn(t,x, λ)dλ) converges
to zero in L1loc(R
d+1
+ ) for any ρ ∈ Cc(R). Due to density arguments, we can insert ρ(λ) = χ[α,β],
obtaining
2un(t,x)− α− β =
∫ un(t,x)
α
dλ−
∫ β
un(t,x)
dλ
=
∫ β
α
sgn(un(t,x)− λ) dλ n→∞−→
∫ β
α
h(t,x, λ) dλ ,
where the latter convergence is in L1loc(R
d+1
+ ). Therefore, (un) strongly converges in L
1
loc(R
d+1
+ )
toward
u(t,x) :=
∫ β
α h(t,x, λ)dλ + α+ β
2
.
The function u is a quasi-solution to (35)–(36). ✷
6. Appendix
In this section, we provide some auxiliary statements that we use in the proof of the velocity
averaging result as well as the proof of Lemma 8.
Lemma 27. Assume d ≥ 2 and that a matrix function a satisfies conditions of Lemma 7. Then
(i) For a.e. λ ∈ S and r ∈ (1, d) the Fourier multiplier operator A 1
|·|+〈a(λ)· | ·〉
is bounded
operator from Lr(Rd) to Lr
∗
(Rd) uniformly with respect to λ ∈ S, where r∗ = drd−r .
(ii) For a.e. λ ∈ S and any k ∈ {1, 2, . . . , d}, r ∈ (1,∞), the operator ∂xkA 1|·|+〈a(λ)· | ·〉 is
continuous operator from Lr(Rd) to Lr(Rd) uniformly with respect to λ ∈ S.
Proof: (i) It is well known that the Riesz potential A 1
|ξ|
is continuous mapping from
Lr(Rd) to Lr
∗
(Rd) for r∗ = drd−r [51, Section 5]. Moreover, the operator A |ξ|
|ξ|+〈a(λ)ξ | ξ〉
is continuous operator from Lr(Rd) to Lr(Rd) by Lemma 8 (taking into account the
invariance of multipliers under orthogonal transformations; see the proof of Lemma 7).
Now, the statement follows by:
A 1
|ξ|+〈a(λ)ξ | ξ〉
= A 1
|ξ|
◦ A |ξ|
|ξ|+〈a(λ)ξ | ξ〉
.
(ii) The second part follows by applying Lemma 7 on ψ(ξ) = 2πiξk since
∂xkA 1|ξ|+〈a(λ)ξ | ξ〉 = A 2piiξk|ξ|+〈a(λ)ξ | ξ〉 . ✷
Now, we are going to prove Lemma 8, but first we develop two auxiliary results that are given
in the following two lemmata.
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Lemma 28. Let κ = (κ1, κ2, . . . , κd) ∈ [0,∞)d and define f : Rd → R by
f(ξ) =
|ξ|
|ξ|+
d∑
j=1
κjξ2j
.
For every multi-index α ∈ Nd0 and ξ ∈ Rd \ {0}, it holds
(∂αf)(ξ) =
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−1
Pα
(
κ, ξ,
1
|ξ|
)
,
where Pα(κ, ξ, η) is a polynomial consisting of the terms Cκ
βξγηl for a constant C = C(α, d),
multi-indices β,γ ∈ Nd0 and l ∈ N0, such that
αj + γj ≥ 2βj , j = 1, . . . , d ; |α| ≥ |β| ; |γ| = 1+ l + |β| . (45)
Proof: We prove the claim by the induction argument with respect to the order of derivative
n = |α|.
For n = 0 (|α| = 0), we have P0 = |ξ| = |ξ|
2
|ξ| =
d∑
j=1
ξ2j
1
|ξ|2 . It is easy to check that conditions
(45) are satisfied.
Assume now that the statement holds for some n ∈ N0 and let us prove that it holds for n+1.
Let α˜ ∈ Nd0, |α˜| = n+1, and let s ∈ {1, 2, . . . , d} and α ∈ Nd0, |α| = n, be such that α˜ = es+α,
where es is the s-th vector of the canonical basis of R
d. By the Schwarz rule and the assumption
of the induction argument we have
∂α˜f(ξ) = ∂ξs
((
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−1
Pα
(
κ, ξ,
1
|ξ|
))
= (−|α| − 1)
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−2(
ξs
|ξ| + 2κsξs
)
Pα
(
κ, ξ,
1
|ξ|
)
+
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|+1
(∂ξsPα)
(
κ, ξ,
1
|ξ|
)
−
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|+1
(∂ηPα)
(
κ, ξ,
1
|ξ|
) ξs
|ξ|3
=
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α˜|−1[
−|α˜|
(
ξs
|ξ| + 2κsξs
)
Pα
(
κ, ξ,
1
|ξ|
)
+
( |ξ|2
|ξ| +
d∑
j=1
κjξ
2
j
)
(∂ξsPα)
(
κ, ξ,
1
|ξ|
)
−
(
ξs
|ξ|2 +
d∑
j=1
κj
ξsξ
2
j
|ξ|3
)
(∂ηPα)
(
κ, ξ,
1
|ξ|
)]
=:
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α˜|−1
Pα˜
(
κ, ξ,
1
|ξ|
)
.
From here, a direct analysis of the six terms forming Pα˜(κ, ξ, η) provides (45). ✷
Analogously one can prove the following result.
Lemma 29. Let κ = (κ1, κ2, . . . , κd) ∈ [0,∞)d and m ∈ {1, 2, . . . , d}, and define g : Rd → R by
g(ξ) =
κmξ
2
m
|ξ|+
d∑
j=1
κjξ2j
.
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For every multi-index α ∈ Nd0 and ξ ∈ Rd \ {0}, it holds
(∂αg)(ξ) =
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−1
Pα
(
κ, ξ,
1
|ξ|
)
,
where Pα(κ, ξ, η) is a polynomial consisting of the terms Cκ
βξγηl for a constant C = C(α, d,m),
multi-indices β,γ ∈ Nd0 and l ∈ N0, such that
αj + γj ≥ 2βj , j = 1, . . . , d ; |α|+ 1 ≥ |β| ; |γ| = 1 + l + |β| ; βm ≥ 1 . (46)
Now, we can prove Lemma 8.
Proof of Lemma 8: Since the space of Lp-Fourier multipliers is an algebra, it is sufficient to
prove the statement for s ∈ [0, 1]. For s = 0 the claim trivially holds, so let us first consider
s = 1.
We use the Marcinkiewicz theorem (Theorem 6). Let α ∈ Nd0 and ξ ∈ Rd \ {0}. By the
previous lemmata, for both functions f and g it is sufficient to estimate
ξακβξγ
1
|ξ|l
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−1
,
where β,γ and l satisfy (45) and (46), respectively. Thus, we have∣∣∣∣∣ξακβξγ 1|ξ|l
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−1∣∣∣∣∣ =
d∏
j=1
(κjξ
2
j )
βj
d∏
j=1
|ξj |αj+γj−2βj 1|ξ|l
1(
|ξ|+
d∑
j=1
κjξ2j
)|α|+1
≤ |ξ|
|α|+|γ|−2|β|−l(
|ξ|+
d∑
j=1
κjξ2j
)|α|+1−|β| = |ξ||α|+1−|β|(
|ξ|+
d∑
j=1
κjξ2j
)|α|+1−|β| ≤ 1 ,
where in the first inequality we have used |ξj |αj+γj−2βj ≤ |ξ|αj+γj−2βj as αj + γj − 2βj ≥ 0 by
(45) and (46), while the last inequality is trivial since |α|+ 1− |β| ≥ 0 again by (45) and (46).
Therefore, by Theorem 6, f and g are Lp-multipliers for any p ∈ (1,∞), and the norm of the
corresponding Fourier multiplier operators is independent of κ.
For s ∈ (0, 1) the symbols are given by h◦#, where h(x) = xs and we us # to denote either f
or g, i.e. # ∈ {f, g}. By the the Marcinkiewicz theorem and the generalised chain rule formula
(known as the Faa´ di Bruno formula; see e.g. [34]) it is sufficient to estimate
ξαh(k)(#(ξ))
k∏
i=1
∂δ
i
#(ξ) ,
where h(k) represents the derivative of the k-th order, k ∈ {1, 2, . . . , |α|} and δi ∈ Nd0 \ {0} are
such that
∑k
i=1 δ
i = α. By lemmata 28 and 29, an arbitrary summand of ∂δ
i
#(ξ) is given by
(up to a constant factor)
κβ
i
ξγ
i 1
|ξ|li
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|δi|−1
,
where βi,γi, li satisfy either (45) or (46), with δ
i in place of α. Let us define
β :=
k∑
i=1
βi , γ :=
k∑
i=1
γi , l :=
k∑
i=1
li .
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Since the derivative of h of the k-th order is equal to (up to a constant factor) xs−k, we are
finally left to estimate
ξα(#(ξ))s−kκβξγ
1
|ξ|l
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−k
, (47)
where we have used
∑k
i=1 δ
i = α.
Let us consider first # = f . In this case, using (45), we have
αj + γj ≥ 2βj , j = 1, . . . , d ; |α| ≥ |β| ; |γ| = k + l + |β| ,
and (47) reads
ξα+γκβ
1
|ξ|l+k−s
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−s
.
With the analogous approach as in the case s = 1, one can get that the term above is estimated
by
|ξ||α|+|γ|−2|β|−l−k+s(
|ξ|+∑dj=1 κjξ2j)|α|−|β|+s =
|ξ||α|−|β|+s(
|ξ|+∑dj=1 κjξ2j)|α|−|β|+s ≤ 1 ,
where we have used that |γ| = k + l+ |β|.
In the case # = g by (46) we have
αj + γj ≥ 2βj , j = 1, . . . , d ; |α|+ k ≥ |β| ; |γ| = k + l + |β| ; βm ≥ k ,
which we use in estimating (47) to get∣∣∣∣∣ξα+γκβ 1(κmξm)k−s 1|ξ|l
(
|ξ|+
d∑
j=1
κjξ
2
j
)−|α|−s∣∣∣∣∣
≤ (κmξ2m)βm−k+s
d∏
j=1
j 6=m
(κjξ
2
j )
βj
|ξ||α|+|γ|−2|β|−l(
|ξ|+∑dj=1 κjξ2j)|α|+s
≤ |ξ|
|α|−|β|+k(
|ξ|+∑dj=1 κjξ2j)|α|−|β|+k ≤ 1 .
Thus, the statement is proven.
✷
7. Acknowledgements
This work was supported in part by the Croatian Science Foundation under project IP-2018-
01-2449 (MiTPDE) and by the projects P30233 and M 2669 Meitner-Programm of the Austrian
Science Fund FWF.
This work was initiated while M. Miˇsur was visiting D. Mitrovic´ within the framework of the
DAAD Center of Excellence for Applications of Mathematics.
Permanent address of D. Mitrovic´ is University of Montenegro.
DEGENERATE PARABOLIC EQUATIONS 27
References
[1] V.I. Agoshkov: Spaces of functions with differential-difference characteristics and smoothness of solutions
of the transport equation, Soviet Math. Dokl. 29 (1984) 662–666.
[2] B. Andreianov, C. Cance`s: Vanishing capillarity solutions of Buckley-Leverett equation with gravity in two-
rocks medium, Comput. Geosci. 17 (3) (2013) 551–572.
[3] J. Aleksic´, D. Mitrovic´: On the compactness for two dimensional scalar conservation law with discontinuous
flux, Comm. Math. Sci. 7 (2009) 963–971.
[4] N. Antonic´, M. Erceg, M. Lazar: One-scale H-measures, J. Funct. Anal. 272 (2017) 3410–3454.
[5] N. Antonic´, M. Lazar: H-measures and variants applied to parbolic equations, J. Math. Anal. Appl. 343
(2008) 207–225.
[6] N. Antonic´, M. Lazar: Parabolic H-measures, J. Funct. Anal. 265 (2013) 1190–1239.
[7] N. Antonic´, M. Miˇsur, D. Mitrovic´: On Compactness of Commutators of Multiplications and Fourier Mul-
tipliers, Mediterranean J. of Mathematics 170 (2018), 13pp.
[8] N. Antonic´, D. Mitrovic´: H-distributions: An Extension of H-Measures to an Lp −Lq Setting, Abstr. Appl.
Anal. (2011), Article ID 901084, 12 pages.
[9] M. Bendahmane, K.H. Karlsen: Renormalized entropy solutions for quasi-linear anisotropic degenerate
parabolic equations, SIAM J. Math. Anal. 36 (2004) 405–422.
[10] F. Bouchut, Hypoelliptic regularity in kinetic equations, J. Math. Pures Appl. 81 (2002), 1135–1159.
[11] R. Burger, K.H. Karlsen, J. Towers: A conservation law with discontinuous flux modelling traffic flow
with abruptly changing road surface conditions, in Hyperbolic problems: theory, numerics and applications,
455–464, Proc. Sympos. Appl. Math. 67, Part 2, Amer. Math. Soc. Providence, 2009.
[12] R. Burger, K.H. Karlsen, J. Towers: A model of continuous sedimentation of flocculated suspensions in
clarifier-thickener units, SIAM J. Appl. Math. 65 (2005) 882–940.
[13] M.C. Bustos, F. Concha, R. Burger, E.M. Tory: Sedimentation and Thickening: Phenomenological Foun-
dation and Mathematical Theory, Kluwer Academic Publishers, 1999.
[14] J. Carrillo: Entropy solutions for nonlinear degenerate problems, Arch. Rational Mech. Anal. 147 (1999)
269–361.
[15] G.Q. Chen, E. DiBenedetto: Stability of entropy solutions to the Cauchy problem for a class of nonlinear
hyperbolic-parabolic equations, SIAM J. Math. Anal. 33 (2001) 751–762.
[16] G.Q. Chen, B. Perthame: Well-posedness for non-isotropic degenerate parabolic-hyperbolic equations, Ann.
Inst. H. Poincare Anal. Non Lineaire 4 (2002) 645–668.
[17] Q.G. Chen, K.H. Karlsen: Quasilinear Anisotropic Degenerate Parabolic Equations with Time-Space De-
pendent Diffusion Coefficients, Comm. Pure and Applied Analysis 4 (2005) 241–266.
[18] B. Dehman, M. Le´autaud, J. Le Rousseau: Controllability of two coupled wave equations on a compact
manifold, Arch. Rational Mech. Anal. 211 (2014) 113–187.
[19] R.J. DiPerna, P.L. Lions: Global Solutions of Boltzmann Equations and the Entropy Inequality, Arch. Rat.
Mech. Anal. 114 (1991) 47–55.
[20] R. J. DiPerna, P. L. Lions, Y. Meyer, Lp regularity of velocity averages, Ann. Inst. H. Poincare´ Anal. Non
Line´aire 8 (1991), 271- -287.
[21] S. Diehl: On scalar conservation law with point source and discontinuous flux function modelling continuous
sedimentation, SIAM J. Math. Anal. 6 (1995) 1425–1451.
[22] S. Diehl: A conservation law with point source and discontinuous flux function modelling continuous sedi-
mentation, SIAM J. Appl. Anal. 2 (1996) 388–419.
[23] M. Escobedo, J.L. Vazquez, Enrike Zuazua: Entropy solutions for diffusion-convection equations with partial
diffusivity, Transactions of the American Mathematical Society 343 (1994) 829–842.
[24] L.C. Evans: Weak Convergence Methods for Partial Differential Equations, Regional Conference Series in
Mathematics, No. 74. Conference Board of the Mathematical Sciences, 1990.
[25] P. Ge´rard: Microlocal Defect Measures, Comm. Partial Differential Equations 16 (1991), 1761–1794.
[26] P. Ge´rard, F. Golse, Averaging regularity results for PDEs under transversality assumptions, Comm. Pure
Appl. Math. 45 (1992), 1–26.
[27] B. Gess, Optimal regularity for the porous medium equation, Eurpoean J. Math, to appear.
[28] B. Gess, M. Hofmanova,Well-posedness and regularity for quasilinear degenerate parabolic-hyperbolic SPDE,
Annals of Probability 46 (2018), 2495–2544.
[29] B. Gess, J.Sauer, E. Tadmor, Optimal regularity in time and space for the porous medium equation, Analysis
and PDEs, to appear.
[30] M. Graf, M. Kunzinger, D. Mitrovic, Well-posedness theory for degenerate parabolic equations on Riemann-
ian manifolds, J. Diff. Eq. 263 (2017), 4787–4825.
[31] F. Golse, P.-L. Lions, B. Perthame, R. Sentis, Regularity of the moments of the solution of a transport
equation J. Funct. Anal. 76 (1988), 110–125.
28 M. ERCEG, M. MISˇUR, AND D. MITROVIC´
[32] F. Golse, B. Perthame, R. Sentis, A compactness result for transport equations and application to the
calculation of the limit of the principal eigenvalue of a transport operator, C. R. Acad. Sci. Paris Sr. I Math.
301 (1985), 341–344.
[33] L. Grafakos: Classical Fourier Analysis, Springer, 2008.
[34] H. Gzyl: Multidimensional extension of Faa di Bruno’s formula, J. Math. Anal. Appl. 116 (1986) 450–455.
[35] H. Holden, K.H. Karlsen, D. Mitrovic´, E.Yu. Panov: Strong Compactness of Approximate Solutions to
Degenerate Elliptic-Hyperbolic Equations with Discontinuous Flux Functions, Acta Mathematica Scientia
29B (2009) 1573–1612.
[36] E. Kaasschieter: Solving the Buckley-Leverret equation with gravity in a heterogeneous porous media, Com-
put. Geosci. 3 (1999) 23–48.
[37] T. Kato, Perturbation theory for linear operators, Springer 1995.
[38] M. Lazar, D. Mitrovic´: Velocity averaging – a general framework, Dynamics of PDEs 9 (2012) 239–260.
[39] M. Lazar, D. Mitrovic´: On an extension of a bilinear functional on Lp(Rn)×E to Boˆchner spaces with an
application to velocity averaging, C. R. Math. Acad. Sci. Paris 351 (2013), 261–264.
[40] M. Lazar, D. Mitrovic´: Existence of solutions for a scalar conservation law with a flux of low regularity,
Electronic J. Diff. Eq. 2016 (2016), 1–18.
[41] M. Lazar, E. Zuazua: Averaged control and observation of parameter-depending wave equations, C. R. Acad.
Sci. Paris, Ser. I 352 (2014) 497–502.
[42] P.L. Lions, B. Perthame, E. Tadmor: A kinetic formulation of multidimensional scalar conservation law
and related equations, J. Amer. Math. Soc. 7 (1994) 169–191.
[43] M. Miˇsur, D. Mitrovic´: On a generalization of compensated compactness in the Lp − Lq setting, Journal of
Functional Analysis 268 (2015) 1904–1927.
[44] J.M. Nordbotten, M.A. Celia: Geological Storage of CO2: Modeling Approaches for Large-Scale Simulation,
John Wiley and Sons, 2011.
[45] E.Yu. Panov: Existence of strong traces for generalized solutions of multidimensional scalar conservation
laws. J. Hyperbolic Differ. Equ. 2 (2005) 885–908.
[46] E.Yu. Panov: Ultra-parabolic equations with rough coefficients. Entropy solutions and strong precompactness
property, J. Math. Sci. 159 (2009) 180–228.
[47] E.Yu. Panov: Ultraparabolic H-measures and compensated compactness, Ann. Inst. H. Poincare´ Anal. Non
Line´aire 28 (2011) 47–62.
[48] B.Perthame, P. Souganidis, A limiting case for velocity averaging, Ann. Sci. Ec. Norm. Sup. 4 (1998) 591–
598.
[49] F. Rindler: Directional oscillations, concentrations, and compensated compactness via microlocal compact-
ness forms, Arch. Ration. Mech. Anal. 215 (2015) 1–63.
[50] S.A. Sazhenkov: The genuinely nonlinear Graetz-Nusselt ultra-parabolic equation, Siberian Math. J. 47
(2006) 355–375.
[51] E.M. Stein: Singular Integrals and Differentiability Properties of Functions, Princeton University Press,
1970.
[52] E. Tadmor, T. Tao: Velocity averaging, kinetic formulations, and regularizing effects in quasi-linear PDEs,
Communications on Pure and Applied Mathematics 60 (2007) 1488–1521.
[53] L. Tartar: H-measures, a new approach for studying homogenisation, oscillation and concentration effects
in PDEs, Proc. Roy. Soc. Edinburgh Sect. A 115 (1990) 193–230.
[54] L. Tartar: The General Theory of Homogenization: A Personalized Quest, Springer-Verlag Berlin Heidel-
berg, 2009.
[55] L. Tartar: Multi-scale H-measures, Discrete and Continuous Dynamical Systems S 8 (2015) 77–90.
[56] A.I. Vol’pert, S.I. Hudjaev: Cauchy’s problem for degenerate second order quasilinear parabolic equations,
Math. USSR Sbornik 7 (1969) 365–387.
Marko Erceg, Department of Mathematics, Faculty of Science, University of Zagreb, Bijenicˇka
cesta 30, 10000 Zagreb, Croatia
E-mail address: maerceg@math.hr
Marin Miˇsur, Department of Mathematics, Faculty of Science, University of Zagreb, Bijenicˇka
cesta 30, 10000 Zagreb, Croatia
E-mail address: mmisur@math.hr
Darko Mitrovic´, University of Vienna, Faculty of Mathematics, Oscar Morgenstern platz 1, 1090
Vienna, Austria
E-mail address: darko.mitrovic@univie.ac.at
