ABSTRACT As social networks play an increasingly important role in people's lives, people are more likely to discuss hot topics on social networks. Predicting the spread of hot topics, known as topic propagation prediction is an important task. Due to the unpredictability of the users and topics in social networks, predicting the topic propagation trend is still a major challenge. Different users play different roles in topic propagation. However, existing studies have not utilized user role analysis. In this paper, we propose a topic propagation prediction method (TPP) based on user role analysis and dynamic probability model. First, we describe our user role analysis, which incorporates four user-factors to characterize user attributes along two dimensions. Second, we combine dynamic probability model with user role analysis to accurately predict the topic propagation trend. Finally, we prove the efficiency of TPP by experiments. INDEX TERMS Probability model, user role analysis, topic propagation prediction.
I. INTRODUCTION
With the development of social networks, people are more likely to discuss topics and express their views in microblogs. Some real-time hot events or topics spread with extreme rapidity. Topic propagation refers to how information is propagated through social networks [1] , and it may be affected by users in social networks. Generally, users can interact with each other in various ways. In addition, users may have diverse and complex relationships with each other. Complex user interaction resembles a closely connected subgraph that affects topic propagation. Previous researchers have applied complex network theory to social networks to find key nodes and design topic propagation models to predict the topic propagation trend. However, due to the unpredictability of the users and topics in social networks, predicting the topic propagation trend is still a major challenge.
The process of information diffusion is truly complex due to user interaction. In addition, large quantities of information are available on the different topics addressed in social networks. Users also have dynamic interests, attributes, and features. For example, a user may assume different roles
The associate editor coordinating the review of this manuscript and approving it for publication was Zhan Bu. on different topics. Meanwhile, he/she may have varying degrees of influence on other users on various topics. In addition, a user's proliferation behavior is also a part of his/her role, which subtly influences topic propagation. As a result, users' roles must be considered in topic propagation prediction. However, existing studies did not considered user role analysis, so they can be further optimized and improved. Based on the above analysis, we propose TPP, a topic propagation prediction method based on user role analysis and dynamic probability model. First, we introduce user role analysis in social networks, which incorporates four user-factors to characterize user attributes along two dimensions. In one dimension, we analyze user features (i.e., the leader user-factor and expert userfactors) based on single-user behavior. In the other dimension, we describe user social relationships based on social behavior. We calculate the degree of interconnection and similarity of the user relationships in social networks using the ''socialize'' and ''similarity'' user-factors. Users with strong social relationships and similar users can influence topic propagation.
Second, based on user role analysis, we use dynamic probability model to predict topic propagation trend. Generally, the more times a single user currently discusses a topic or has discussed it in the past, the more likely it is that he/she is a leader or expert and will join a discussion on the topic in the future. Similarly, the more friends discussing a particular topic a user has, the more likely he/she will be to engage in a discussion on the topic. Thus, we can calculate the probability of a user joining a topic discussion based on the personal influence, group influence, and time influence. We then obtain the number of users discussing on the topic.
Finally, the experimental results show the efficiency of TPP. Our main contribution lays particular emphasis on topic propagation prediction. To summarize, the contributions of this paper are as follows: 1) We introduce user role analysis in topic propagation prediction, and utilize four user-factors to characterize user features and social relationships from two perspectives, which have varying degrees of influence on topic propagation.
2) We combine dynamic probability model with user role analysis to predict topic propagation trend more accurately. In addition to a time lapse factor, we also combine individual user interests and user features, group behavior and user social relationships to calculate the probability of a user engaging in a topic discussion.
The rest of this paper is organized as follows. Section II gives the related works. Section III presents the topic propagation prediction method, including user role analysis and dynamic probability model. Section IV evaluates the method. Finally, we present the study's conclusions and propose future research in section V.
II. RELATED WORKS
Sociologists have studied several characteristics of traditional social networks [2] - [5] including their characterization, structure, and evolution. In recent years, the study of information diffusion models [6] - [8] has been a hot topic in academia. Several representative information diffusion models were available, such as the linear threshold (LT) model and the independent cascade (LC) model [9] , [10] . The existing information diffusion models did not generally follow the principle of conservation of matter. Based on this common point, the majority of researchers on information diffusion used the epidemic spread model [11] - [14] . Many improvements have been made to basic information diffusion models.
The novel information diffusion model (GT model) [15] treated the nodes of a social network as autonomous, intelligent and rational agents, and jointly considered all of the interacting users and their preferences in the social network to make strategic decisions. Truly, both the nodes and links in social networks are constantly changing over time. However, their research considered social networks with static information propagation.
Zhang et al. [16] proposed probabilistic solutions under the IC model that significantly accelerate the computation of influence spread. They also described a probabilistic additive-based incremental search strategy to solve the influence maximization problem.
Previous works on modeling the spread of influence make the assumption that the nodes in a network were independent of each other, which was apparently an incorrect assumption for social networks.
Chen and Taylor [17] applied the susceptible-infectedrecovered epidemic model from epidemiology to characterize the independent cascade diffusion process and derived a general mathematical framework. However, unlike the spread of a disease, people typically did not repeatedly ''contact and infect'' the same message, especially when this information was politically relevant.
Compared with other data-driven information diffusion models (which generally focused solely on sharing behavior), the UVSR model [18] took ''viewing and sharing'' behavior into consideration at the same time by exploiting the topological and temporal features of web pages and the properties of involved users' behaviors. However, Twitter users, who were inundated by the conversations determined by such hashtags, might be aware of the topics but do not necessarily act or interact with other participants.
Stai et al. [11] defined informed Twitter users as those who have produced/reproduced tweets with a specific hashtag. Certain hashtag types required time-varying infection rates to properly describe them, whereas others required constant rates to more precisely capture real information propagation in the Twitter network.
Increasing empirical research showed that indirect social relations are also important in many aspects of users' real lives. It would be useful to learn how these indirect social relationships influence information cascading. Such a model would help people understand how information spreads in real societies [19] . From this point of view, indirect social ties may facilitate cascading processes. Similar results can also be observed in community networks.
The dissemination of information is related to many factors. The above methods mainly included: the influence of the source itself, the interpersonal relationships among the nodes in the dissemination process, the time of publication, and the content of the information.
The aforementioned studies have not applied user role analysis for topic propagation prediction, so they need to be further optimized and improved. In general, by introducing user role analysis, we find that different users assume different roles and have different degrees of influence on topic propagation. Thus, user roles must be considered in topic propagation prediction modeling. In this paper, we introduce user role analysis that incorporates four user-factors to characterize user attributes along two dimensions. We then combine dynamic probability model with user role analysis to predict topic propagation trends more accurately than previous studies.
III. TOPIC PROPAGATION PREDICTION MODEL
In this paper, a social network can be represented as
represents all the users in a social network. C = {z} K z=1 represents the set of topics that can be automatically extracted from the social network's data using statistical topic modeling such as pLSI [20] and LDA [21] . M = {M z i (t), then we know how many users are discussing topic z at time t, i.e., Table 1 summarizes some of the important symbols used in this paper.
A. USER ROLE ANALYSIS
We know that each user's roles depend on not only his/her user features based on single-user behavior but also his/her social relationships based on social behavior. The user role is described in two elements: user features and user social relationships. Each element utilizes two user-factors to characterize user attributes along two major dimensions, individual vs. relationship and content vs. socialization. Four user-factors, expert-factor, leaderfactor, social-factor, and similarity-factor, are introduced. In one dimension, expert-factor and leader-factor are individual-based factors, and social-factor and similarityfactor are relationship-based factors. In another dimension, expert-factor and similarity-factor are content-based factors, and leader-factor and social-factor are social-based factors. They are described as follows.
1) EXPERT-FACTOR
This factor calculates the relative expertise of different users in the social network. Expert users in a social network exert greater influence on topic propagation than other users. The expert-factor of user u i on topic z can be calculated by:
where M z i is the set of messages with user u i discussing topic z, and
| is the number of messages with user u i discussing all topics.
2) LEADER-FACTOR
This factor measures the influence of an individual user in a social network based on his/her social relationships. For example, a user who has more friends may have greater influence than other users. We can calculate a user's influence according to his/her number of in-degree links. In this paper, we use the PageRank algorithm proposed by Google, which determines the importance of all pages based on a regression relationship. We assume user u i has k in-degree users, which means there are k users,
We then have:
where U z is the set of users who have discussed topic z, and O(u i ) is the out-degree of u i , and d is a damping factor
3) SOCIAL-FACTOR
This factor measures the strength of all social links of user-pairs in the social network. It summarizes how strongly the social network is connected on a topic. The more mutual friends the users have, the tighter and stronger the social relationships are. We calculate the social-factor according to:
where fr(u i , u j , z) is the number of mutual friends of u i and u j in U z , and fr(u i , u j ) is the number of mutual friends of u i and u j in U .
4) SIMILARITY-FACTOR
This factor provides a relative weighting of how similar each pair of users are in terms of a topic. In this paper, we define the similarity among two users as the number of messages that are acted upon by each other. Greater interactivity on the same topic means that they exert similar influence in a social network. Additionally, the similarity-factor between u i and u j can be summarized by:
B. DYNAMIC PROBABILITY MODEL
In general, the propagation of a topic is largely affected by the users and relationships in social networks. For example, if a user is very interested in a topic, he/she will likely participate in a discussion on the topic. If a large number of users or a majority of a user's friends engage in a topic discussion, VOLUME 7, 2019 he/she will likely participate in it as well. In addition, topics are generally timelines, which means that the heat of a hot topic changes over time. After a certain period of time, hot topics may become cool and vice versa. Thus, topic propagation is also affected by the amount of time elapsed. Based on the above analysis, we calculate the probability of user engagement in a topic according to three aspects: Personal Influence, Group Influence, and Time Influence.
1) PERSONAL INFLUENCE
Regarding each user's behavioral habits, interests, and hobbies, we assume that each user has his/her own unique interests. If a user has frequently participated in discussions on a topic in the past, he/she is interested in this topic and is likely to discuss the topic in the future. As a result, we designate a behavior tendency function f (u i , n, z) for user u i engaging in topic z at time n (1 < n < T ), which signifies the tendency of user behaviors by individual interests:
As described above, x z i (n) denotes whether user u i discusses topic z at time n. When x z i (n) is equal to 1, the value of function f (u i , n, z) is directly proportional to the probability of user u i joining the discussion at time n, in contrast with when x z i (n) is equal to 0. In (5), k z is a parameter that can be trained for topic z in advance, e is the base of the natural logarithms, and s is the available duration of the individual interest factor, which means the user's behavior at time n is only associated with the behavior from time n − s to time n − 1 and can be evaluated by experience. The more frequencies x z i (n − s) that are equivalent with x z i (n), the larger the value of the function will be. Namely, the more frequently the predicted behavior of user u i at time nis the same as the previous behavior, the greater the probability of the predicted behavior will be, contrarily the smaller the probability will be.
2) GROUP INFLUENCE
Taking into account a user's group behavior, we assume that if more users or friends participate in a discussion, he/she will be influenced by the group and be more willing to participate in the discussion. Users who have previously participated in the discussion will also be willing to continue participating in the discussion.
We designate a behavior tendency function g(u i , n, z) for user u i attending topic z at time n (1 < n < T ) to calculate the probability of behavior trends by group behavior:
where
is the total number of users who join the discussion of topic z at time t, y z is the changing ratio of the number of users, which is calculated by dividing the total number of users involved in the discussion of topic z from time n − s to n − 1 by the total number of those involved in the discussion of topic z from time n − s − 1 to n − 2. If the total number of users decreases during the time period, y z is less than 1. In addition, s is the available duration of the group behavior factor, which means that the user's behavior at time n is only associated with the group's behavior from time n − s to time n − 1 and can be evaluated by experience. In addition, l z is a parameter that is trained for topic z in advance, e is the base of the natural logarithms, and x z i (n) is the predicted behavior state of user u i on topic z at time n. If x z i (n) is equal to 1, then (2x z i (n) − 1) is 1, so the more frequently y z is larger than 1, the larger the value of the function is; namely, as the total number of users discussing topic z increases, the probability of a single user joining the discussion increases, contrarily the probability decreases.
3) TIME INFLUENCE
Taking into account the effectiveness of user interests, we assume that users will lose interest for a period of time after participating in a topic discussion. In real data, we find that the total number of participants decreases after the peak number of participants, and the rate of decline increases with the interval from the peak time. We designate a behavior tendency function h(u i , n, z) for user u i engaging in topic z at time n (1 < n < N ) to calculate the probability of behavior trends by a time lapse factor:
where n is the time point to be predicted, t z m is the peak time when the number of participants is the highest from the initial time to time n on topic z, λ z is a lapse exponential coefficient to be evaluated by experience, and x z i (n) is the predicted behavior state of user u i on topic z at time n. If x z i (n) = 1, then the value of the function is larger than 1, and the greater n is, the lower the value of the function will be. This demonstrates that the longer the interval from the peak time to the predicted time is, the lower the probability of a user joining the discussion will be; if x z i (n) = 0, the value of the function is 1.
C. COMBINATION OF USER ROLE ANALYSIS AND DYNAMIC PROBABILITY MODEL 1) TOPIC PROPAGATION MODEL
According to our analysis, a user may assume diverse roles on different topics in social networks. Users' roles must be considered in topic propagation. In this subsection, we combine dynamic probability model with user role analysis, and integrate them into a unified topic propagation prediction frame.
In Section III-A, we described a personal interest factor based on single-user behavior. However, we know that different users assume diverse roles, and different roles have varying degrees of influence on topic propagation. For example, if a user is an expert leader on a topic, he/she exerts greater influence than others regarding its propagation. As a result, we combine user features (i.e., the leader and expert userfactors) with the personal interest factor in Section III-B to obtain the following weighted probability:
Similarly, we combine user social relationships (i.e., the socialize and similarity user-factors) with a group behavior factor to obtain:
Over time, the probability of a particular user engaging in a specific topic discussion decreases. Moreover, this probability is affected by the user's roles. In general, if a user is an expert user on a topic, he/she will continue to pay attention to it. However, if a user is a casual user on a topic, he/she may stop participating in the topic discussion after a period of time. Thus, we revise the probability of a user participating in a topic discussion as:
z i (n) = 0.
2) BRIEF SUMMARY
In summary, we propose a role-aware topic propagation prediction method that takes advantage of the influences from both users and messages. As for a user, his/her knowledge background, hobbies and interests, friends and relationships and so on have a big impact on information diffusion, so we should analyze user's role in social networks. On the other hand, the message also plays a decisive role in its spread. If it is a hot topic, then its propagation speed will be very fast and the scope will be very wide. Based on the above analyses, we analyze the user's roles in two major dimensions. The expert-factor and similarity-factor are content-based factors from the point of view of the message, and leader-factor and social-factor are social-based factors from the point of view of users and social networks. In this way, we can characterize user features more fully. Meanwhile, we also study the dynamic process of the topic (message) propagation in social networks, and find that there are three main factors which may have influence on the user's behavior, i.e., Personal Influence, Group Influence, and Time Influence. Considering the user's previous behaviors, his/her friends' previous behaviors and time lapse, we propose a dynamic probability model to get the probability of user engagement in a topic. In this way, the dynamic probability model can smooth some sudden transitions brought by the changes of quantity of users as the time lapses. Lastly, we integrate user role analysis and dynamic probability model into a unified topic propagation prediction frame to predict the topic propagation tendency more properly.
D. TOPIC PROPAGATION PREDICTION ALGORITHM
We give the topic propagation prediction (TPP) algorithm in this subsection. As the TPP is based on user role analysis and dynamic probability model, we should train and get the user-factors by user role analysis on the training set. We sort all messages in data set in chronological order, and then divide it into training set and test set. Generally, the training set and test set are independent, i.e., M train ∩ M test = ∅, M train ∪ M test = M all . In order to correctly train user roles and improve prediction accuracy, the training set and test set must cover all users and topics, i.e., U train = U test = U all , C train = C test = C all . The pseudocode of the user role analysis algorithm is depicted in Algorithm 1.
According to previous subsections, we know that f (u i , n, z) and g(u i , n, z) are associated with the previous s and s behaviors of user u i , and h(u i , n, z) is associated with the peak time on topic z. At time n, we can calculate the previous s and s values, and then calculate the current f (u i , n, z) and g(u i , n, z) by using (5) and (6) . By updating the peak time t m , we calculate h(u i , n, z) by using (8) . Then we combine the user-factors and probability model to calculate the prediction value (x z i (n)) by using (15 Analyze message m and get its topic set C tmp ; 3: Update blog_table, user_table and relationship_table; 4: for each topic z ∈ C tmp do 5: Update M z i of user u i ; 6: end for 7: end for 8: for each topic z ∈ C do 9: for user u i ∈ U do 10: Calculate F ex (u i , z) and F ld (u i , z); 11: for each user u j(j =i) ∈ U do 12: Calculate F sc (u i , u j , z) and F sm (u i , u j , z); 13: end for 14: end for 15 we can predict the value of x z i (n) and calculate the number of users discussing on topic z at time n. Lastly, we use the test date to update the real x z i (n) and t m , and to prepare for the next iteration. The TPP algorithm is depicted in Algorithm 2.
Next, we give the analysis of the computational complexity of algorithms. If there are N users, K topics, and M messages. In algorithm 1, the computational complexity of lines (1-7) is obviously O(K × M ). Generally, there are not many topics, so K is a small fixed value, and the complexity can be regarded as O(M ). The computational complexity of lines (8) (9) (10) (11) (12) (13) (14) (15) 
, so the computational complexity of algorithm 1 is O(N 2 ). As for algorithm 2, the computational complexity is O(T × K × N × s). Here, T is the total test time, and both K and s are constants. The computational complexity of algorithm 2 can be denoted as O(T × N ). Finally, in summary, the computational complexity can be regarded as O(N 2 ).
IV. EXPERIMENTS A. DATA SET
To evaluate the effectiveness of our topic propagation prediction method, first of all, we need suitable social network data sets. There are some online open access data sets from real-world network data [22] . However, most of them only contains nodes and edges, and they do not include the messages in social network, while the messages are needed in our prediction method. As a result, we should try to collect the topic data to build the data set.
There are a huge number of users, messages in a real social network, and it would have been virtually impossible to mine all information. Thus, we crawl data from social networks to generate a small, simulated social network as data set. We chose an initial user node as a seed node and perform Algorithm 2 TPP Algorithm Input: User-factors, test set M test , s, s ; Output: Number of users on topic z at time n: N (n, z); 1: Sort messages in chronological order; 2: Get the time of the first message n first and time of the last message n last , and let current time n now = n first ; 3: while n now + + ≤ n last do a breadth-first search to discover connected nodes and messages from Sina micro-blogs using the Sina Micro-blog API. There are two conditions need to be satisfied when choosing a seed user. One is that the user must have enough friends in social network. The other is that he/she should publish quite a lot of messages. Specifically, we choose a user who have more than 20 friends and publish more than 50 messages as a seed node. Actually, we select randomly different users that match the conditions as the seed nodes and get multiple crawled results after crawling. We choose one of crawled results with the most data as data set. Finally, we get a data set including 3641 users, 104168 micro-blogs, and more than 84,098 user relationships.
We build three tables to manage these data, user table,  blog table, and user relationship table. User table contains information such as user id, user nickname, user name, user location, user home page url, user gender, user fans, user attention number, user microblog number and so on. The blog table contains message id, release time, Weibo content, Weibo source, Weibo forwarding number, Weibo comment number, published user id and so on. Each record in user relationship table consists of two fields, ''suid'' and ''tuid'', indicating that ''suid'' pays attention to ''tuid''.
First, we preprocess the data to cluster them and obtain topics. Many works have studied about topic detection [23] or cluster formation [24] in social networks. As there are a large number of topics in the 104168 micro-blogs, we only focused on hot topics for the sake of simplicity. We chose ''Anti-corruption Campaigns'', ''Jiao Long'', ''Smog'', and ''Jeremy Lin'' as our focused topics and labeled them topic1 to topic4. Second, we calculate the likelihood of a specific micro-blog belonging to a particular topic. In this step, we manually construct our training set in advance and used existing text classification methods, such as a KNN classifier, to obtain what topic a micro-blog covered. Unlike traditional plain text or web text, micro-blogs are usually very short (less than 140 words). Of course, we also remove micro-blogs that did not cover our categories. Meanwhile, to evaluate the effects of social networks, we remove users with a small number of friends or micro-blogs. For this purpose, we remove nodes with less than five friends or less than ten micro-blogs. Last, we obtain a small data set with 5007 blogs. These blogs are related to 546 users and 4 topics, and there are 6269 relationships among these 546 users. The detailed information of the data set is shown in Table 2 . Note that each user may have discussed more than 1 topics, so the sum of the users on all topics may be larger than the number of users in the data set. It is similar for the numbers of relationships and blogs. Then we divide these 5007 blogs into training set and test set. The training set contains 2245 blogs and the rest 2762 blogs constitute the test set. As mentioned above, the training set and test set are independent, and both of them cover all users and topics.
B. TOPIC PROPAGATION PREDICTION RESULTS

1) PARAMETERS SETTINGS
There are three important parameters in our model, s, s and λ, which are used to calculate the values in (5), (6) , and (8), respectively. We know the parameters s and s mean that the personal influence and group influence are related directly to his/her previous s and s values, so these parameters may have an impact on the experimental results.
For simplicity, we let s = s in this experiment, and set them as 1, 3, and 5, and set λ as 0.3, 0.5, and 0.8, respectively. We take the topics ''Jiao Long'' and ''Jeremy Lin'' for examples, for there are the most and the least users on the two topics. We calculate the average errors between prediction results and actual data on the two topics with varying parameters settings, which are shown in Table 3 .
We see that the results are the best when s = s = 3 and fixing λ. For example, when λ = 0.3, the average errors on topic2 are 16.7, 14.5, and 17.8 when s and s are 1, 3, and 5. When s = s = 1, means the personal influence and group influence are only related to his/her one previous value, which may lose some additional information and result in bigger errors. On the other hand, when s = s = 5, too many previous values will affect the prediction results, leading to overtraining of the model. Moreover, we know the algorithm complexity is also a little high when s = s = 5, so we set s = s = 3 in following experiments.
Next, we set s and s (s = s ) as fixed values and range the value of λ, and we find the results are the best when λ = 0.5. The average errors are higher than those when λ is 0.3 and 1. Actually, when λ = 0.3, most of the prediction results is bigger than the actual data. When λ = 1, lots of the prediction results is smaller than the actual data. When λ = 0.5, the predicted results are relatively close to the actual data. As a result, we use λ = 0.5 as the default value.
2) EXPERIMENTAL RESULTS
In this subsection, we evaluate our topic propagation prediction method by comparing the prediction results of TPP against actual data. Moreover, to verify the effect of user role analysis in social networks, we use only a dynamic probability model to calculate the prediction results, which is denoted as TPP-without-role.
We take time (each day) as the abscissa axis and the number of users who may discuss the topic at time n as the ordinate axis. Then the prediction results of TPP and TPP-without-role against the actual data on all topics are shown in Fig. 1 . The blue solid line with the diamond symbol corresponds to the prediction results of TPP, the red dashed line with the triangle symbol corresponds to the prediction results of TPP-withoutrole, and the olive short dashed line with the star symbol corresponds to the actual data.
From the figures, we observe that both TPP and TPPwithout-role can predict topic propagation trends properly. Meanwhile, as the dynamic probability model also takes into account the previous user behaviors and time elapse, they can also deal with multiple peaks in the process of topic propagation. For example, on topic ''Jiao Long'', there are about 4 peaks at days 3, 10, 13, and 18, respectively. At these peeks, TPP and TPP-without-role get similar prediction topic propagation trends. Besides the dynamic probability model, TPP analyzes the user role, which can characterize user features and social relationships along two different dimensions, such as expert-factor, lead-factor and so on. Based on the user role analysis, TPP works better than TPP-without-role, which shows the advantage of the user role analysis. Moreover, we calculated the average errors between the prediction results and the actual data, which are shown in Table 4 . With the exception of topic ''Jeremy Lin'', the average error rates of TPP are approximately 10%, while those of TPP-without-role are approximately 15%. However, the TPP and TPP-without-role average error rates on topic ''Jeremy Lin'' are slightly high at 17.6% and 24.1%, respectively. This is because the sample size of topic4 is small (72 users), which leads to larger error. From Fig. 1 and Table 4 , we can see that TPP outperforms TPP-without-role on all topics. In our prediction method TPP, we analyze the roles of users and combine them with dynamic probability model. The experimental results show the effectiveness of user role analysis in social networks.
C. COMPARISON RESULTS WITH THE OTHER METHOD
In this subsection, we compare TPP with another information diffusion method (we call it as TDID) [11] . It was a temporal dynamics of information diffusion in Twitter, and it developed an epidemic model for information spread in Twitter. According to the work in [11] , the number of susceptible, infected users from start time to the time t were denoted as S(t) and I (t), respectively. N (t) is the total number of users, N (t) = I (t) + S(t). λ 1 (t) and λ 2 (t) (λ 1 (t) > λ 2 (t)) denoted the probability/rate that an infected or susceptible user would publish a tweet with the particular hashtag of interest. Based on epidemic modeling, the total number of infected users at time t can be obtained by:
where A = (K out avg λ 1 (t) − λ 2 (t))/N (t)), B = −(K out avg λ 1 (t) + λ 2 (t)). K out avg is the average out-degree of users. K out avg , λ 1 (t) and λ 2 (t) can be trained in advance. In this experiment, for simplicity, we only train them on topic1 ''Anti-corruption Campaigns''. After training, we set N = 109 (the number of users on topic1), and λ 1 (t) = , K out avg = 4. Then we calculate the total number of infected users at time t by using (16) .
As for TPP, we need to modify it slightly. As mentioned above, TPP can get how many users may discuss the topic at each time t. If we record all these users from time 1 to time t, then we aggregate them to get the total number of users discussing the topic from start time to the time t. Then we can compare the results of TPP with that of TDID. Of course, we can get the actual results by analyzing the date set. The comparison results of TPP, TDID and the actual data are shown in Fig. 2 .
The actual total number of infected users reaches its maximum (109 users) at the 10th day, and it will be no change after the time, so we only show the results for the first 15 days. We can see obviously that TPP performs better than TDID. The results of TPP are closer to the actual results. This is because TPP predicts the topic propagation based on both user role analysis and dynamic probability model. It learns the user behaviors to characterize user attributes and calculates the probability of user action on a topic according to personal influence, group influence, and time influence. Then it combines the user roles analysis and dynamic probability model, so as to predict topic propagation trends more accurately. However, TDID only developed an epidemic model of the information propagation temporal dynamics for specific topics, and it did not analyze the individual characteristics of users, resulting in a worse result.
Meanwhile, we also compare TPP with TDID by using MAE (mean absolute error), RMSE (root mean square error) and R 2 (R-square, i.e., coefficient of determination), and the results are shown in Table 5 . Generally, R 2 provides a measure of how well observed outcomes are replicated by the model, and it ranges from 0 to 1. The bigger R 2 is, the better the prediction results will be. Table 5 shows TPP is better than TDID, which proves that TPP is more suitable for the topic propagation prediction.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed a topic propagation prediction method (TPP) to predict topic propagation trend. We first analyzed user role to characterize user features and social relationships along two dimensions. We then combined them with dynamic probability model to predict topic propagation trend more accurately. Experimental results showed that user role analysis is very useful for topic propagation prediction, and TPP can effectively predict topic propagation trend.
As for future works, we first intend to improve our user role analysis, because the user roles used in this paper were static. We should incorporate the fact that user roles may change over time into our method. Second, we will try to find some open access data sets and run our algorithms on them to verify the correctness of our method. 
