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1. Introduction
The use of finite-dimensional Poisson systems (see [1] for an overview and a historical
discussion) is ubiquitous in most fields of nonlinear dynamics, including domains such as me-
chanics, electromagnetism, mathematical biology, optics, etc. In fact, recasting a given vector
field as a Poisson system allows the use of very diverse techniques and specific methods adapted
to that format, embracing stability analysis, numerical integration, perturbation methods, or
integability properties and characterization of invariants, just to mention a sample. For in-
stance, see the discussions in [2]-[4] for a brief account of the successes of the finite-dimensional
Poisson systems theory.
When expressed in coordinates, a dynamical system defined in a domain Ω ⊂ Rn is said
to be a finite-dimensional Poisson system if it can be written in the form
dxi
dt
=
n∑
j=1
Jij(x)∂jH(x) , i = 1, . . . , n, (1)
or briefly x˙ = J (x) · ∇H(x), where ∂j ≡ ∂/∂xj and function H, which is by construction
a time-independent first integral, is the Hamiltonian. The structure functions Jij(x) are the
entries of an n× n structure matrix J (x) and they are solutions of the Jacobi PDEs:
n∑
l=1
(Jli∂lJjk + Jlj∂lJki + Jlk∂lJij) = 0 , i, j, k = 1, . . . , n (2)
The structure functions Jij(x) have to verify also the skew-symmetry condition:
Jij = −Jji for all i, j (3)
Several reasons justify the interest of Poisson dynamical systems. One is that they provide
a wide generalization of classical Hamiltonian systems, allowing not only for odd-dimensional
vector fields, but also because a structure matrix verifying (2-3) admits a great diversity of
forms apart from the classical (constant) symplectic matrices. Actually, Poisson systems are a
generalization of the classical Hamiltonian systems on which a generalized bracket is defined,
namely:
{f(x), g(x)} =
n∑
i,j=1
∂if(x)Jij(x)∂jg(x) (4)
for every pair of smooth functions f(x) and g(x). The possible rank degeneracy of the structure
matrix J implies that a certain class of first integrals (C(x) in what follows) termed Casimir
invariants exist. There is no analog in the framework of classical Hamiltonian systems for
such constants of motion, which are characterized by the property of having a null bracket
—in the sense of (4)— with all smooth functions defined in Ω. It can be seen that this implies
that Casimir invariants are the solution set of the system of coupled PDEs: J ·∇C = 0. The
determination of Casimir invariants and their use in order to carry out a reduction (local,
in principle) is the cornerstone of the (at least local) equivalence between Poisson systems
and classical Hamiltonian systems, as stated by Darboux’ theorem [1]. This justifies that
Poisson systems can be regarded, to a large extent, as a rightful generalization of classical
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Hamiltonian systems. This connection is an additional and important advantage of Poisson
systems, specially if the reduction can be accomplished globally. It is also clear that the issue
of describing a given vector field not explicitly written in the form (1) in terms of a Poisson
structure is a fundamental question in this context, which still remains as an open problem
(for instance, see [5]-[8] and references therein). This is a nontrivial decomposition to which
important efforts have been devoted in past years in a variety of approaches. The source
of the difficulty is obviously twofold: First, a known constant of motion of the system able
to play the role of Hamiltonian is required. And second, it is necessary to find a suitable
structure matrix for the vector field. Consequently, finding a solution of the Jacobi identities
(2) complying also with conditions (3) is unavoidable. This explains the intrinsic interest
deserved in the literature by the obtainment and classification of skew-symmetric solutions of
the Jacobi equations [2]-[4],[9]-[20]. In this context, it is of special interest the characterization
of n-dimensional solution families (with n arbitrary) leading to Poisson systems for which the
Darboux construction can be globally determined. The reason is twofold: in one hand, we
have that while three and four-dimensional Poisson structures have been widely investigated
(for instance, see [2, 3, 7, 9, 11, 12, 14, 15, 17, 19] and the discussions included in these works)
the number of known families of arbitrary dimension is quite limited [1, 4, 8, 10, 13, 16, 18, 20].
In second place, it seems desiderable to construct Darboux reductions globally valid in the
domain of interest in order to fully connect those families of Poisson systems with their classical
Hamiltonian formulation. In this sense, it is worth noting that the number of n-dimensional
families for which an explicit and global construction of the Darboux canonical form has been
provided is exceedingly limited [4, 13, 21]. Again, this number increases slightly if we consider
dimensionally limited situations, such as those of dimensions three [1, 3, 11, 15] or four [2].
In this contribution an n-dimensional family of skew-symmetric solutions of the Jacobi
equations (2-3) is investigated. Such family is remarkably general, in particular being de-
fined in terms of functions of arbitrary nonlinearity. This explains that well-known Poisson
structures and systems of applied interest now appear embraced as particular cases, as it will
be seen. In addition, such unification is not only conceptual, since it is possible to explic-
itly determine features such as the Casimir invariants and the construction of the Darboux
canonical form, thus allowing a unified analysis of seemingly unrelated systems which avoids a
case-by-case approach. Additionally, the methods developed are valid globally in phase space,
thus improving the scope (local, in principle) of Darboux’ theorem. These results also imply
the proof of both algebraic and Liouville integrability for these Poisson systems. Examples
include the first nonstandard family of Poisson structures for Quasi-Polinomial systems, as
well as novel Poisson structures for n-dimensional Lotka-Volterra systems.
The structure of the work is the following. In Section 2 the determination and the global
analysis of a family of skew-symmetric solutions of the Jacobi equations are presented. Some
instances are considered in Section 3.
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2. The family of solutions and its global analysis
The first result to be presented is the following one:
Theorem 1. Let η(x) and ϕi(xi), for i = 1, . . . , n, be functions defined in a domain Ω ⊂ R
n,
all of which are C∞(Ω) and nonvanishing in Ω. In addition let
ψi(xi) = ai exp
(∫
dxi
ϕi(xi)
)
, i = 1, . . . , n (5)
where ai 6= 0, i = 1, . . . , n, are arbitrary nonzero real constants, and every exponent in (5)∫
dxi
ϕi(xi)
, i = 1, . . . , n (6)
denotes one primitive of 1/ϕi(xi). Finally, let the functions ωij(xi, xj) be defined as
ωij(xi, xj) = ψi(xi)− ψj(xj) , i, j = 1, . . . , n
and assume that ωij(xi, xj) is nonvanishing in Ω at least for one pair (i, j). Then J = (Jij)
is a family of n-dimensional Poisson structures globally defined in Ω, where
Jij(x) = η(x)ϕi(xi)ϕj(xj)ωij(xi, xj) , i, j = 1, . . . , n (7)
Proof. Skew-symmetry is evident in (7). We then substitute J in (7) into the Jacobi identities
(2) and obtain after some algebra:
n∑
l=1
(Jli∂lJjk + Jlj∂lJki + Jlk∂lJij) = ηT1 + η
2T2
where T1 and T2 are the following terms, to be examined separately:
T1 =
n∑
l=1
ϕiϕjϕkϕl(∂lη)(ωilωjk + ωjlωki + ωklωij)
T2 =
n∑
l=1
{
ϕiϕlωil
[
δljϕ
′
jϕkωjk + δlkϕjϕ
′
kωjk + ϕjϕk
(
δlj
ψj
ϕj
− δlk
ψk
ϕk
)]
+
ϕjϕlωjl
[
δlkϕ
′
kϕiωki + δliϕkϕ
′
iωki + ϕkϕi
(
δlk
ψk
ϕk
− δli
ψi
ϕi
)]
+
ϕkϕlωkl
[
δliϕ
′
iϕjωij + δljϕiϕ
′
jωij + ϕiϕj
(
δli
ψi
ϕi
− δlj
ψj
ϕj
)]}
Regarding T1, if every ωij is substituted by its expression ωij = ψi − ψj and the result is
simplified, it is found that:
ωilωjk + ωjlωki + ωklωij = 0
It is thus demonstrated that T1 = 0. We proceed now with T2: expanding its expression and
cancelling out similar terms, after a suitable rearrangement we arrive at:
T2 = ϕiϕjϕk[ωijψj − ωikψk + ωjkψk − ωjiψi + ωkiψi − ωkjψj ] = 0
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Therefore it is also T2 = 0 and the proof is complete. Q.E.D.
Some brief but relevant comments must be provided at this point. In first place recall
that, as indicated in the theorem, for every i the primitive (6) obtained from ϕi(xi) must
be chosen to be one and the same for all the entries of J . However, the specific choice is
actually arbitrary. In this sense, notice that if different integration constants are selected,
then the outcome is also a member of the solution family, this time with rescaled parameters
ai. Secondly, note that by construction the functions ψi(xi) and ωij(xi, xj) are C
∞(Ω). In
third place, it is worth observing that the definition (5) allows an alternative expression for
the family just characterized, namely J = (Jij) can also be written as
Jij(x) = η(x)
ψi(xi)ψj(xj)
ψ′i(xi)ψ
′
j(xj)
ωij(xi, xj) = η(x)
ψi(xi)ψj(xj)
ψ′i(xi)ψ
′
j(xj)
[ψi(xi)− ψj(xj)] (8)
for all i, j = 1, . . . , n, where functions ψi(xi) must be C
∞(Ω) and nonvanishing in Ω, and such
that functions ψ′i(xi) are also nonvanishing in Ω, while the rest of defining properties were
already presented in Theorem 1. Under these assumptions, (8) can be taken as an alternative
definition of the solution family of Poisson structures.
Some of the properties of the family identified in Theorem 1 can be characterized now:
Theorem 2. Let J be a Poisson structure of the form (7) characterized in Theorem 1, which
is defined in a domain Ω ⊂ Rn and such that the pair (i, j) verifies that function ωij(xi, xj)
is nonvanishing in Ω. Then Rank(J )= 2 everywhere in Ω and a complete set of independent
Casimir invariants for J is given by:
Ck(x) =
ψi(xi)[ψj(xj)− ψk(xk)]
ψk(xk)[ψi(xi)− ψj(xj)]
=
ψi(xi)ωjk(xj , xk)
ψk(xk)ωij(xi, xj)
, k = 1, . . . , n ; k 6= i, j (9)
Moreover, every Casimir invariant in (9) is globally defined in Ω and C∞(Ω).
Proof. Since functions η(x) and ϕi(xi) are nonvanishing in Ω, the use of rank-preserving
matrix transformations shows that Rank(J ) = Rank(W) in Ω, where W ≡ (ωij(xi, xj)).
Since at least one of the entries ofW is also nonvanishing in Ω, this implies that Rank(J ) ≥ 2
everywhere in Ω. We can now submit matrixW to additional rank-preserving transformations:
notice that Rank(W) is also maintained if we substract the first row to the rest of rows, and
then if on the resulting matrix we substract the first column to every one of the remaining
columns. This leads to a new matrix W∗ given by:
W∗ =


0 ω12 . . . ω1n
−ω12 0 . . . 0
...
...
. . .
...
−ω1n 0 . . . 0

 (10)
Then, it is clear from (10) that Rank(J ) = Rank(W∗) ≤ 2 in every point of Ω. Therefore
we conclude that Rank(J ) = 2 in Ω. This demonstrates the first part of the statement.
For the second part, notice first that every function Ck(x) in (9) always depends on xi, xj
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and xk (since functions ψk(xk) cannot be constant for any k, according to the conditions
established) and in addition Ck(x) does not depend on the rest of variables. This implies
immediately the functional independence of the set {Ck(x) : k = 1, . . . , n; k 6= i, j}. Moreover,
since all functions composing Ck(x) are C
∞(Ω) and ψk(xk)ωij(xi, xj) 6= 0 everywhere in Ω,
function Ck(x) is necessarily C
∞(Ω). Therefore, to complete the proof it is only required to
demonstrate that functions Ck(x) are Casimir invariants for every k. The most simple way to
see this is to verify that J ·∇Ck = 0 for every k = 1, . . . , n, with k 6= i, j (notice that for both
values k = i, j, function Ck(x) is a constant, and then also a Casimir invariant, but trivial).
We thus have:
∂iCk(x) =
ψ′iψjψkωkj
(ψkωij)2
, ∂jCk(x) =
ψiψ
′
jψkωik
(ψkωij)2
, ∂kCk(x) =
ψiψjψ
′
kωji
(ψkωij)2
for k = 1, . . . n, k 6= i, j. Then for every r = 1, . . . , n it can be seen that:
n∑
s=1
Jrs∂sCk = Jri∂iCk + Jrj∂jCk + Jrk∂kCk =
ηϕrψiψj
ψk(ωij)2
(ωriωkj + ωrjωik + ωrkωji) (11)
In equation (11) the last term vanishes for every choice of i, j, k, r,
ωriωkj + ωrjωik + ωrkωji = 0
as it was already shown in the proof of Theorem 1. Consequently, J · ∇Ck = 0 for every k.
This completes the proof. Q.E.D.
Consequently, every Poisson system of this kind has (n−2) independent Casimir invariants,
additional to the Hamiltonian. In other words:
Corollary 1. Every Poisson system x˙ = J (x) · ∇H(x) in which the structure matrix J (x) is
of the kind specified in Theorem 1 is an algebraically integrable system.
Before proceeding further, it is necessary to recall the concept of time reparametrization
for Poisson systems [12, 15], which are transformations of the form
dτ =
1
µ(x)
dt (12)
where t is the initial time variable, τ is the new time and µ(x) : Ω → R is a C∞(Ω) function
which does not vanish in Ω. Thus, if
dx
dt
= J · ∇H (13)
is an arbitrary Poisson system defined in Ω, then every time reparametrization (12) leads from
(13) to the system (not necessarily of Poisson type):
dx
dτ
= µJ · ∇H (14)
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Having this issue in mind, an additional consequence of the previous results is that they allow
the case-classification for the constructive and global determination of the Darboux canonical
form for this kind of Poisson systems. This statement is contained in the following:
Theorem 3. Let Ω ⊂ Rn be a domain where a Poisson system (1) is defined everywhere, for
which J is a structure matrix of the form (7) characterized in Theorem 1, and such that the
pair (i, j) verifies that function ωij(xi, xj) is nonvanishing in Ω. Then such Poisson system
can be globally reduced in Ω to a one degree of freedom Hamiltonian system and the Darboux
canonical form is accomplished globally in Ω in the new coordinate system (y1, . . . , yn) and the
new time τ , where (y1, . . . , yn) are given by the diffeomorphism globally defined in Ω

yi(x) = xi
yj(x) = xj
yk(x) = Ck(x) , k = 1, . . . , n; k 6= i, j
(15)
in which the Ck(x) are the Casimir invariants (9); and the new time τ is defined by the time
reparametrization:
dτ = Jij(x(y))dt (16)
Proof. According to Theorem 2, Darboux’ theorem is applicable because J has constant
rank 2 in Ω. For the sake of clarity and without loss of generality, assume that it is ω12 6= 0
everywhere in Ω. Recall also that, after a general diffeomorphism y = y(x), an arbitrary
structure matrix J (x) is transformed into another one J ∗(y) as:
J∗ij(y) =
n∑
k,l=1
∂kyi∂lyjJkl(x) , i, j = 1, . . . , n (17)
For the family of interest, the reduction is carried out in two steps. We first perform the
change of variables (15), which in this case is

y1(x) = x1
y2(x) = x2
yk(x) = Ck(x) , k = 3, . . . , n
(18)
where the Ck(x) are given by (9), namely:
Ck(x) =
ψ1(x1)ω2k(x2, xk)
ψk(xk)ω12(x1, x2)
=
ψ1(x1)(ψ2(x2)− ψk(xk))
ψk(xk)(ψ1(x1)− ψ2(x2))
, k = 3, . . . , n (19)
Note that this change of variables is invertible everywhere in Ω, its inverse being:

x1(y) = y1
x2(y) = y2
xk(y) = ζk
[
ψ1(y1)ψ2(y2)
ψ1(y1) + ykω12(y1, y2)
]
, k = 3, . . . , n
(20)
where function ζk is the inverse function of ψk for every k. The examination of (18-20)
shows that the variable transformation (18) to be performed exists and is a diffeomorphism
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everywhere in Ω as a consequence that by hypothesis we have ω12(x1, x2) 6= 0 in Ω, as well as
ψk(xk) 6= 0 and ψ
′
k(xk) 6= 0 for every k in Ω. Then, according to (18) and (19), and taking
(17) into account, after some algebra we are led to
J ∗(y) = J12(x(y))


0 1 0 . . . 0
−1 0 0 . . . 0
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 0

 (21)
where from equations (7) and (20) we have
J12(x(y)) = η(y1, y2, x3(y), . . . , xn(y))ϕ1(y1)ϕ2(y2)ω12(y1, y2) (22)
The explicit dependences of (x3(y), . . . , xn(y)) are obviously the ones given in (20) and were not
displayed in (22) for the sake of clarity. Note that J12(x(y)) is nonvanishing in Ω
∗ = y(Ω) and
C∞(Ω∗). These properties allow the accomplishment of the second step of the reduction which
is a reparametrization of time, which in this case does not suppress the Poisson structure of the
vector field. Thus, making use of (22) in equation (16), the transformation dτ = J12(x(y))dt
is performed. According to (12-14) this leads from the structure matrix (21) to the Darboux
canonical one:
JD(y) =


0 1 0 . . . 0
−1 0 0 . . . 0
0 0 0 . . . 0
...
...
...
. . .
...
0 0 0 . . . 0

 (23)
Now the reduction is globally completed. Q.E.D.
The analysis of the family of Poisson structures is thus concluded, since at this stage
the reduction directly connects the initial Poisson systems with their classical Hamiltonian
formulations. In particular, we have:
Corollary 2. Every Poisson system x˙ = J (x) · ∇H(x) in which the structure matrix J (x) is
of the kind specified in Theorem 1 can be reduced globally and diffeomorphically to a Liouville
integrable Hamiltonian system.
In what follows, the results just developed are illustrated by means of some examples.
These provide several physical instances of the previous results, and also illustrate the proce-
dures introduced.
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3. Examples
Example 1. Lotka-Volterra equations.
Let us first consider a Poisson structure employed in the analysis of the 3-d Lotka-Volterra
(LV) equations [12]. The following LV system has deserved some attention in the literature
[12, 17, 21], 

x˙1 = x1(λ1 + a2x2 + x3)
x˙2 = x2(λ2 + x1 + a3x3)
x˙3 = x3(λ3 + a1x1 + x2)
(24)
in which xi > 0 for all i = 1, 2, 3. Among several classical integrable cases of interest, the
following one is to be considered [12]:
ai = 1 , λi = 0 , i = 1, 2, 3 (25)
System (24-25) is Poisson, in terms of the structure matrix:
Jij(x) = xixj(xi − xj) , i, j = 1, 2, 3 (26)
And the following first integral plays the role of Hamiltonian,
H(x) = log
[(
x3
x1x2
(x1 − x2)
2
)−k ( x1
x2x3
(x2 − x3)
2
)k−1]
(27)
for arbitrary k ∈ R. It can be seen that the structure matrix (26) belongs to the family (7)
with η(x) = 1, ϕi(xi) = xi and ψi(xi) = xi for all i = 1, 2, 3. Since xi > 0 for all i, such
structure is defined in every domain Ω ⊂ R3+. In addition, now ωij(xi, xj) = (xi − xj) for
every pair (i, j). Thus if xi 6= xj in Ω for a pair i 6= j, then ωij(xi, xj) 6= 0 (and therefore
Jij(x) 6= 0) in Ω. Depending on i and j, we have to employ according to (9) different forms
for the Casimir invariant. For instance, if ω12(x1, x2) 6= 0 in Ω, we have:
C3(x) =
x1(x2 − x3)
x3(x1 − x2)
(28)
Therefore the reduction to Darboux form now makes use of the following diffeomorphism
y1 = x1 , y2 = x2 , y3 = C3(x) (29)
with C3(x) given by (28). The inverse of this transformation is then:
x1 = y1 , x2 = y2 , x3 =
y1y2
y1 + (y1 − y2)y3
(30)
Notice that y1+ (y1 − y2)y3 = x1x2/x3 and consequently does not vanish, as expected. Thus,
after applying (17) the outcome is that J (x) in (26) is transformed into:
J ∗(y) = y1y2(y1 − y2)

 0 1 0−1 0 0
0 0 0

 ≡ J˜12(y)

 0 1 0−1 0 0
0 0 0


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The reduction is then completed by means of the time reparametrization dτ = J˜12(y)dt, which
finally leads to the Darboux canonical form (23) with y3 acting as the decoupled Casimir and
(y1, y2) as canonical Hamiltonian variables.
Example 2. A nonstandard Quasi-Polynomial generalization of the Lotka-Volterra system.
In this second example the previous LV system is generalized as a Quasi-Polynomial (QP)
flow in such a way that its associated Poisson structure is also generalized, while remaining
in the framework of the family characterized in Theorem 1. The reader is referred to [22]-[25]
and references therein for an introduction to QP systems and their related formalism.
Let us thus consider system (24-25) and perform the quasimonomial transformation
xi = y
ci
i , i = 1, 2, 3 ; c1c2c3 6= 0 (31)
followed by the time reparametrization
dτ =
(
3∏
i=1
ciy
ci−1
i
)−1
dt (32)
The outcome is the following QP generalization of the LV flow defined in terms of variables
yi and time τ : 

y˙1 = c2c3y
c1
1
yc2−1
2
yc3−1
3
(yc2
2
+ yc3
3
)
y˙2 = c1c3y
c1−1
1
yc2
2
yc3−1
3
(yc1
1
+ yc3
3
)
y˙3 = c1c2y
c1−1
1
yc2−1
2
yc3
3
(yc1
1
+ yc2
2
)
(33)
Both transformations (31-32) become identical in the case c1 = c2 = c3 = 1, and system (33)
is thus reduced to (24-25) in such situation. On the other hand, equations (33) are a Poisson
system. Actually, the Hamiltonian (27) is directly generalized as:
H∗(y) = log
[(
yc3
3
yc1
1
yc2
2
(yc1
1
− yc2
2
)2
)−k ( yc1
1
yc2
2
yc3
3
(yc2
2
− yc3
3
)2
)k−1]
for arbitrary k ∈ R. Finally, both the quasimonomial transformation and the time reparametriza-
tion transform the structure matrix (26) leading to the more general form:
J∗ij(y) = y
ci
i y
cj
j (y
ci
i − y
cj
j )
3∑
k=1
(ǫijk)
2cky
ck−1
k , i, j = 1, 2, 3 (34)
Structure matrix (34) belongs to family (7) with η(y) = c1c2c3y
c1−1
1
yc2−1
2
yc3−1
3
, ϕi(yi) = yi/ci
and ψi(yi) = y
ci
i for i = 1, 2, 3. Since we have yi > 0 for all i, (34) is correctly defined in
R
3
+ without further assumptions. Now the reduction to the Darboux canonical form can be
also performed globally and it is a generalization of the one for the LV case. For this, note
first that if (i, j, k) is a cyclic permutation of (1, 2, 3) and ωij = (y
ci
i − y
cj
j ) 6= 0 in Ω, then the
Casimir invariant Ck(y) is:
Ck(y) =
ycii (y
cj
j − y
ck
k )
yckk (y
ci
i − y
cj
j )
10
Then, use of the corresponding transformation can be made in order to carry out the reduction
to Darboux form. For instance, if ω12 6= 0:
z1 = y1 , z2 = y2 , z3 =
yc1
1
(yc2
2
− yc3
3
)
yc3
3
(yc1
1
− yc2
2
)
And the inverse of this transformation is also a generalization of (30):
y1 = z1 , y2 = z2 , y3 =
(
zc1
1
zc2
2
zc1
1
+ (zc1
1
− zc2
2
)z3
)1/c3
The remaining details of the Darboux reduction are essentially similar to those of the LV
case and therefore they are not given here. To conclude this example, it is worth noticing
that extensive families of QP Poisson systems have been analyzed in detail in the literature
[21, 26], but always in terms of a standard (in fact separable [13] and quadratic) kind of
Poisson structure. In such context the structure matrices (34) are significant as far as they
provide the first example known (to the author’s knowledge) of a class of nonstandard Poisson
structures associated with a family of QP systems.
Example 3. Poisson structure for the system of circle maps.
As a next example the following Poisson structure, which is of interest for the analysis of
the system of circle maps [12], will be considered:
Jij(x) = η(x)xixj(xi − xj) , i, j = 1, 2, 3 (35)
where
η(x) = −[(x1 − x2)(x2 − x3)(x3 − x1)]
−1 (36)
This structure matrix is to a great extent similar to the one in Example 1, apart from the
factor η(x) which nevertheless introduces some differences. As before, we have ψi(xi) = xi
and ϕi(xi) = xi for every i = 1, 2, 3. But according to Theorem 1, now the structure is defined
provided that in Ω we have xi 6= 0 for every i, and xi − xj 6= 0 for every pair i 6= j. If this is
the case, function η(x) is C∞(Ω) and nonvanishing in Ω. Note that the same conditions also
imply ωij(xi, xj) 6= 0 (and Jij(x) 6= 0) in Ω for every pair i 6= j. Consequently, Theorem 2
implies that now every alternative form (9) of the Casimir invariant is simultaneously defined
in Ω, namely:
C1(x) =
x2(x3 − x1)
x1(x2 − x3)
, C2(x) =
x3(x1 − x2)
x2(x3 − x1)
, C3(x) =
x1(x2 − x3)
x3(x1 − x2)
Therefore, in order to perform the Darboux reduction of (35-36) either expression can be
employed. For instance, if we focus again on C3(x), which coincides with (28), then transfor-
mation (29) is also the same. The rest of the reduction is thus analogous to the one in the
Lotka-Volterra case, just with minor differences due to the presence of η(x) as given by (36).
Since such reduction does not present any feature not mentioned in the proof of Theorem 3,
the rest will be omitted for the sake of conciseness.
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Example 4. Poisson structures for n-dimensional Lotka-Volterra equations.
In order to provide an n-dimensional illustration of the results developed, we shall consider
quadratic (namely homogeneous) Lotka-Volterra systems. Such models have already deserved
some attention in the Poisson structure context [18, 27, 28] in cases different from the one
to be regarded here, but also in the n-dimensional framework. However, the possibility now
considered seems to be new in the literature. Quadratic LV equations have the generic form
x˙i = xi

 n∑
j=1
αijxj

 , i = 1, . . . , n (37)
with xi > 0 and αij ∈ R for all i, j = 1, . . . , n. In what follows we shall be concerned with the
case (integrable, as it will be shown) in which
αij =


ai
n∑
k=1
k 6=i
bk , i = j
−ajbj , i 6= j
(38)
where ai and bi are real constants, with ai 6= 0, for i = 1, . . . , n. Equations (37-38) obviously
embrace both competitive and cooperative dynamical situations. Following Theorem 1, con-
sider an open domain Ω ⊂ Rn+ in which the Poisson structure is to be defined. Moreover, we
set η(x) = 1, ϕi(xi) = xi and consistently ψi(xi) = aixi for every i = 1, . . . , n. This leads to a
natural n-dimensional generalization of the previous structure matrices (26):
Jij(x) = xixj(aixi − ajxj) , i, j = 1, . . . , n (39)
The structure matrices (39) correspond to quadratic LV systems of the kind (37-38) for Hamil-
tonian functions of the form:
H(x) =
n∑
i=1
bi log xi
In order to fully comply with the requirements of Theorem 1 (and necessarily for the applica-
tion of Theorems 2 and 3) it must be also assumed that there exists at least one pair of indexes
(i, j) for which ωij(xi, xj) = aixi − ajxj 6= 0 everywhere in Ω. Consistently with the previous
style, in what follows this will be the case for ω12. Therefore, according to (9) and Theorem
2, a complete set of C∞(Ω) and functionally independent Casimir invariants associated with
the Poisson structures (39) are:
Ck(x) =
a1x1(a2x2 − akxk)
akxk(a1x1 − a2x2)
, k = 3, . . . , n (40)
Then the reduction to Darboux form now makes use of the diffeomorphism (18), with the Ck(x)
given by (40). Since the reduction to the Darboux canonical form is a natural generalization
of the one regarded in Example 1, the details are not provided here for brevity.
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