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The main contribution of this research is towards the broader area of water
management that can be used for multiple purposes. For instance, floods can be
mitigated using a novel approach based on the integrated dynamic management of
water storage units such as reservoirs, wetlands, and ponds. This approach will
enable adaptive water release from storage units hours or days ahead of rainfall
events, thereby maximizing storage capacity and minimizing flooding.

This approach can be implemented by retrofitting water storage units using siphon
hydraulic systems and are remotely controlled in an integrated manner using the
decision support system. To make it feasible in a relatively inexpensive way, this
dissertation developed a modular, scalable, and integrated hardware-software
platform

for

interfacing

automated

siphons/gates,

sensors,

and

sensor

control/communication to enable remote operation of hundreds and thousands of
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gates in storage units. In this study, a siphon hydraulic system was developed and
used to implement and test the hardware and software integrated control system.

The hardware architecture includes water level sensors, bilge pump, air-vent, and
actuated butterfly valve. The software architecture is designed and developed in Csharp language and displays near real-time data from the sensors employed in the
lab. It also displays the functioning or malfunctioning condition of all digital and
analogic lab hardware. The latter can be used to schedule maintenance operations
without visiting the lab.

Various cutting-edge technologies such as the Internet of Things (IoT), Software
Defined Radios (SDR), and Virtual Private Network (VPN) is employed to integrate
the hardware and software architecture. All the data collection and operations are
performed remotely using 4G/5G cellular communication. Extensive experiments
were performed in the lab, and the results indicate that the systems are reliable.
Reliability is defined as the probability that the system will perform its intended
function adequately without failure.

The operational reliability of sensors and other field hardware, such as liquid level
sensors, bilge pumps, and air vents, has been analyzed using the Reliability Block
Diagram (RBD) using the ExtendSim software. In this method, the components of
the system are linked through graphic blocks following their functional logic or
operational relationship. The results of the operational reliability of the system are
obtained through Monte Carlo simulations.
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CHAPTER 1: INTRODUCTION
1.1 Introduction and literature review
Billions of dollars in infrastructure and property damages and hundreds of human lives
are lost each year because of natural disasters such as hurricanes and storms (Demir and
Kisi, 2016). The global average annual economic losses caused by floods in the 20th
century amounted to US$ 30 billion, accounting for about one-third of the total economic
damage caused by various natural disasters. The death toll from floods in the 20th century
was below that of plagues and droughts (Shao et al., 2018). Nevertheless, about 2.8 billion
people were affected by floods from 1980 to 2009, leaving 4.5 million left people
homeless, about 540,000 deaths, and 360,000 injuries (Subyani et al., 2017). Adverse
water quality alteration effectively results in large-scale illness and deaths, accounting for
around 50 million deaths worldwide per year, mainly in Africa and Asia (Praveen et al.,
2016).

Flood is generally caused by heavy rains, leading to overflowing rivers and exacerbated
through inadequately designed urban drainage systems, encroachment into flood plains,
and structural failure of infrastructure. The solution of flood problems in the basin can be
addressed by strategically installing wetlands on hydraulic soils in the nearest areas (Leon
and Verma, 2019) and by building an integrated plan to control flooding, including the
use of wetlands to intercept and retain precipitation and to store floodwaters in those areas
(Hey and Philippi, 1995; Verma et al., 2020b). In addition, the introduction of a control
structure such as sluice gates may play a key role in balancing a load of discharges through
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various river system branches, thereby decreasing the risk of flooding in susceptible
hydraulic basins (Chou and Wu, 2015; Mel et al., 2020).

Various strategies have been adopted to cope with flood hazards, which can be categorized
into two contrasting types, structural and nonstructural (Thampapillai and Musgrave,
1985). Structural measures are strategies to reduce floods using various rigid structures,
such as levees, floodwalls, dams, seawalls, and other appurtenant structures (Son et al.,
2015). Nonstructural measures include flood warning and evaluation and floodplain landuse (Breckpot et al., 2010). This study presents a structural measure that can be effective
for flood management by using integrated management of water storage units such as
reservoirs, wetlands, and ponds (Leon et al., 2018; Verma et al., 2020a).

Control gates are used to mitigate floods from very small to the Probable Maximum Flood
(PMF), without forecasting the flood hydrograph's actual scale (Yigzaw et al., 2013). Such
gates' operation is complex since the actual severity of an incoming flood can only be
anticipated in advance for most streams unless a sophisticated network of precipitation
and flow gauges exists in the catchment (El Afandi et al., 2013). Failure of gate operation
arises because identifying the most effective operation of the drainage gates is a complex
issue, and it depends on the intensity of flood hydrograph, availability of flood retention
storage volume, the flow rate of downstream (Sene, 2008).

Due to enhanced flood frequency and intensity (Kang et al., 2019; Kunkel, 2003), new
emphasis is placed on assessing the effectiveness of flood mitigation methods (Qin et al.,
2019). Within a watershed, storage units play an important role in minimizing flooding by
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storing water (Lee et al., 2009; Ming et al., 2007; Mitsch et al., 2015). Several studies have
demonstrated the efficacy of storage systems (Bekele and Nicklow, 2007; Bullock and
Acreman, 2003; Green et al., 2000) for flood mitigation. However, in many cases, their
effectiveness appears to be limited by the limited storage capacity.

This study proposes a structural way that can be used to mitigate flooding using gate
operations and siphon systems optimal utilizing storage units such as wetlands, ponds, and
reservoirs. Gate operation is one of the vital aspects with the help of which flood can be
alleviated. Gate operation can be performed once other information such as when, how
frequently, how long gate operation should be performed, etc. This information can be
obtained using various modeling processes such as weather forecasting and hydrological
modeling (Abdelkarim et al., 2019; Knebl et al., 2005).

Supervisory Control and Data Acquisition (SCADA) is a control system used to acquire
data, has a manual/automatic control option, and monitors the entire process (Daneels and
Salter, 1999; Foh and Lee, 2004). The working of SCADA system consists of three key
components: collection, transmission, and control mechanism; all work collectively to run
the whole system (Goel and Mishra, 2009). The proposed siphon hydraulic system is
analogous to the SCADA system as it employs similar key components (Ozecik, 2021).
SCADA system is one of the most popular systems that is used in almost every industry
such as sea industry, oil and gas processing, water quality, power, and water storage (Gao
et al., 2010)

3

1.2 Project overview
The present work in this dissertation is a part of a big and more comprehensive project, as
shown in Fig. 1.

Figure 1. Project Overview
The project consists of several models: the weather forecast model, hydraulic and
hydrologic model, optimization and reliability model, and robustness analysis for the entire
framework. All of these models will be a part of a single platform. The weather forecast
model will predict a storm event that may result in flooding hours or days ahead of rainfall
events. The hydrologic model will estimate the amount of runoff that will be generated
from the forecasted event. The optimization model will determine the optimum amount of
water released from storage units to prevent/reduce flooding. Gate operations will be
performed remotely to release water. The hydraulic model will analyze streamflow
4

characteristics such as depth, width, flow velocity, etc. Finally, reliability and robustness
analysis will be performed for the entire framework to ensure consistency and ensure that
the system continues to function under different environmental conditions.

1.3 Research objectives
This research aims to develop a low-cost, reliable, and integrated hardware-software
platform for the operation of storage units (reservoirs, wetlands, and ponds) that can be
used for multiple purposes. The hardware architecture is developed to collect, transfer,
and operate field data to a remote computer. A software interface is also designed to
monitor and control gate operations of siphon hydraulic systems to release water from
storage units remotely. The interface will also be used to check the functioning or
malfunctioning of the field devices and schedule maintenance activities. This research also
evaluates the operational reliability of various components such as liquid level sensors,
bilge pumps, and air vents using the Reliability Block Diagram (RBD) in the ExtendSim
software. This research also estimates the cost analysis of the proposed systems for nine
scenarios that consist of three redundancies and three periods of maintenance for three life
spans.
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CHAPTER 2: ARCHITECTURE FOR REMOTE CONTROL OF WATER
RELEASE IN A NETWORK OF STORAGE UNITS USING A RADIO
COMMUNICATION SYSTEM

2.1 Overview of the proposed system
2.1.1 Hardware architecture
The overall hardware architecture is presented in Fig. 2. As shown in Fig. 2, the architecture
consists of water level sensors, PLC, master and slave SDR, and cellular router. SDR is a
radio communication system where components that have been typically implemented in
hardware are instead implemented using software on a personal computer or embedded
system. All the data from sensors are collected by the slave SDRs, which transmit it to the
master SDR. The master SDR then transfers the data to the control hub using a router that
uses a 3G/4G cellular connection. A sub-system consists of sensors, PLCs, and slave SDRs.
A PLC collects input from the sensors and controls the pump and actuator accordingly.
Each PLC is connected to an SDR as a low-cost method for serving as a link between the
slaves and the master SDR; multiple sub-systems can be employed in the lab connected to
a master SDR.

The SDRs will transmit their signals through custom-designed, low-cost, in-house
fabricated circular monopoles. The master system can be accessed by remote connection
via cellular router connection. Since all the sub-systems are connected to the master system,
connections to all the sub-systems can be made through the same router.

6

Figure 2. Overview of components of the proposed architecture
2.1.2 Radio engineering design of antenna and SDR for control hub link
The wireless part of the system was implemented with an SDR and a custom-made antenna.
The SDR was a BladeRFx40 which is easily programmable to transmit and receive text
files. The program was coded with open source GNURadio and Python 2.7 to achieve a
narrowband frequency modulated (NBFM) signal. Since the data packets being sent are
relatively small, it was simple to ensure the industry standard of 10-3 bit error rate (BER)
by simply providing ample signal-to-noise ratio (SNR) and repetitive transmissions.
Typical Gaussian noise was assumed with a Rayleigh fading channel to ensure robustness
against multipath effects. Thus, line-of-sight (LOS) and multiple alternate paths were
assumed to reach the receiver. In addition, the repetitive transmissions were tuned at a time
interval greater than the longest multipath signal to prevent signal collisions. For proof-of-
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concept, the system was tested in a lab-controlled environment with two BladeRFx40, and
successful transmission of the text files was observed.

A circular monopole antenna was constructed to transmit and receive these signals. The
antenna's omnidirectional nature makes it an ideal candidate for sending and receiving
signals from multiple directions, thus minimizing the need for on-site tuning. Nevertheless,
the Omni-direction pattern usually suffers from lower gain. To compensate for this, the
antenna was designed to operate at a lower frequency (viz. 700MHz), where a more
extended range can be achieved. This is verified using Frii’s equation in free space. A
comparison of a range of signals transmitted with the same power at 700MHz and 2.4GHz
monopole is shown in Fig. 3. Clearly, the received power at 700MHz is 10-fold higher than
the received power at 2.4GHz.

Figure 3. Link budget analysis for monopole antennas at 700MHz and 2.4GHz with a
minimum required received power from the BladeRF x40 marked with dashed lines
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These types of studies are commonly referred to as link budget analysis. Here the same
transmitting power and the transmitting and receiving gain of 2.4dB in both antennas were
assumed. The lower frequencies can meet the BladeRF x40 minimum receive power limits
at a much further range of about 2.5km. As such, a circular monopole was designed and
fabricated in-house on low-cost FR4 material. The antenna was designed to have a
reflection coefficient of less than -10dB. This ensures that at least 90% of the power
inserted into the antenna is radiated out. In Fig. 4, the measured gain of the antenna shows
2.4dB at 700MHz.

Figure 4. Measured Monopole antenna S11 and realized gain from 650-1000 MHz and
antenna dimensions
2.1.3 Control system interface between radio, sensors, pump, and actuator
The master and slave PLCs serve different functions to satisfy the system requirements.
Therefore, two distinct algorithms are required. First, the slave PLC must read data from
level sensors, control pump, and the actuator. And then, each slave PLC must be able to
transmit this information to the master PLC through an SDR. After that, the master PLC
will relay the slave information to the control hub via the cellular router connection. The
two algorithms for the master and the slave SDRs are shown in Table 1.
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Table 1. Algorithm for master and slave SDR
Algorithm for master PLC
while (1)
read (data from level sensors)
write (pump/actuator response)
read (slave data from BladeRF)
write (master and slave data to router)
end
Algorithm for slave PLC
while (1)
read (data from level sensors)
write (pump/actuator response)
write (sensor data and response to BladeRF)
end

2.2 Integrated control software
The integrated control software was written in C#, a widely-used programming language,
to remotely control single or multiple storage units' hardware. Fig. 5 illustrates the main
software interface. Fig. 6 present the software interface for an actuated gate's remote
operation in a siphon (S1). As shown in Fig. 6, a siphon requires four water level sensors,
one air vent, one actuated valve (e.g., butterfly valve), and one pump (e.g., submersible
bilge pump).

10

Figure 5. Main software interface for remote operation
As shown in Fig. 5, the interface summarizes the status (top right tab), where the system's
overall status can be checked. The colors on the interface represent the operation status of
the devices or the system. For the system, the green color indicates the normal functioning
of all devices; the yellow color indicates that some components are not functioning, and
the red color indicates that the entire system is not functioning. The Status Summary table
is updated every 1 minute, but this interval can be changed as needed.

The Manual Control option allows the system to be operated manually. To open all actuated
gates of a storage unit, the user will enter “1” in the box or “0” otherwise. These numbers
can be used for multiple storage units. For instance, instruction 111000 indicates that all
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actuated gates of storage units 1 to 3 will be opened, and those of storage units 4 to 6 will
be closed or remain closed if they are in the closed position. Appendix B explains step by
step procedure to set-up the software interface and the logic is explained as pseudo code in
Appendix C.

Figure 6. Software interface for remote operation of a siphon (S1)

2.3 Prototype setup, local and global connection
Fig. 7 shows a schematic of integrating the control software, communication, and siphon
hardware. The process starts when the communication is established between the hardware
employed in the lab and the control center (e.g., end-user). Once the communication has
been established, the control center can operate the entire system manually or
automatically.

All the hardware, water-level sensors, air vent, bilge pump, and actuated ball valve are
connected to the PLC. The PLC is then connected via USB cable to the slave SDR,
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connected to the master SDR remotely. A router that uses a 3G/4G cellular connection is
employed to establish remote communication between the master SDR and the control
center. All the devices are powered using a battery, which is recharged using a solar panel.
The experimental results are illustrated in Appendix D.

Figure 7. Schematic of the integration of the control software, communication, and the
siphon hardware
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2.3.1 Global communication
The schematic of global communication is explained in detail in the previous section and
is illustrated in Fig. 7. The system operates as depicted in Fig. 7 when there is no
connectivity problem, i.e., when the signal strength is good. However, when the
connectivity is lost due to poor connection, the connection between the control hub and the
Master SDR is lost, and the system stops functioning. To resolve this issue and make the
system more reliable, a local connection is developed that is explained below.

2.3.2 Local communication
When the global connection is lost due to poor connectivity or other reasons, the proposed
architecture establishes local communication between the PLCs and SDRs. The local
communication is achieved with the help of algorithms deployed in SDRs, as depicted in
Table 1 of section 2. The algorithm has been developed using open-source GNURadio and
Python 2.7. The signal strength between the PLCs and SDRs is computed using a bit error
rate (BER). The BER comes out to be less than 10-3, which is well within the accepted
industry standard.

The algorithm establishes two-way communication between the sensors and the SDR via
PLC. The data is read from sensors and then transmitted to the SDR via PLC. The SDR
analyzes the input collected from sensors and provides the output to PLC, which operates
the hardware such as water pump, actuated ball valve, and air vent. As proof of concept,
several experiments have been performed in the RFCOM Lab at Florida International
University (FIU) to verify the same.
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2.4 Assumptions and Limitations
The proposed is based on the following assumptions:

1. One of our assumptions is that the siphon system is without any leakage. However,
this needs to be carefully checked because the system is made by fitting different
components such as water level sensors, air vent, and the bilge pump's pipe into the
clear PVC pipe of the siphon system.

2. The siphon system can work for a water level head of 10 meters theoretically. Our
system is about 2.5 meters from the ground, and we got good results. However,
certain experiments have to be performed for three, four, five meters and so on to
check the functioning of the siphon system.

3. The experimental results of the siphon system for the Miami region, which is
mostly hot and humid, are almost the same. Therefore, we can conclude that the
proposed siphon system works well. However, it should be check experimentally
for other climatic conditions.

The limitations of the proposed system are as follows:
1. The siphon needs to be perfectly sealed at the negative pressure part. If there is any
leakage in the negative pressure part, the air will flow into the siphon. When the air
volume reaches a certain amount, the siphon flow will stop.
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2. To ensure the efficiency of draining water by using a siphon pipe, a certain amount
of elevation difference between the water level in the wetland and the siphon outlet
level is required. Therfore, the siphon system won’t work in those area where the
topography is flat. This could limit the application of the siphon system.
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CHAPTER 3: ARCHITECTURE FOR REMOTE CONTROL OF WATER
RELEASE IN A NETWORK OF STORAGE UNITS USING INTERNET OF
THINGS

3.1 Overview of the integrated platform for remote operation
As shown in Fig. 8, the integrated platform for remote operation can be represented by
five-tier architectures consisting of User/Decision Support System (DSS), Virtual Private
Network (VPN), micro-controller such as raspberry pi, PLC, and devices employed in the
field such as water level sensors, bilge pump, air-vent, and actuated ball valve.

Figure 8. Schematic overview of integrated platform for remote operation
The first tier consists of devices employed in the field such as water level sensors, bilge
pump, air-vent, and actuated ball valve. These devices collect near real-time information
from the field and send it to the PLC. The second tier consists of PLC, which collects the
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field data and receives a command from the user/remote computer to operate installed
devices in the field. The third tier consists of a micro-controller like raspberry pi, which
collects the data from the PLC and transmits it to the user/remote center via a VPN router.
The fourth tier consists of a VPN router, which uses a 4G/5G cellular sim to provide
internet connection between the user/remote center and the raspberry pi. Finally, the fifth
tier consists of the user/remote center, which processes the data obtained from the field and
commands the PLC to perform operations based on data received.

3.2 Hardware overview
Fig. 9 represents the schematic of hardware devices employed in this integrated platform.
The hardware devices consist of liquid level switches, bilge pump, air-vent, and actuated
butterfly valve.

Figure 9. Schematic of hardware devices for the proposed integrated system
Description of the devices mentioned above are given below:
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•

VPN Router: A VPN router (Nighthawk 6-Stream AX5400 WiFi 6 Router
(RAX50)) is employed to establish a connection between the raspberry pi
and the user/remote center. It uses a 5 GHz radiofrequency and a WPA2PSK security protocol.

•

PLC: The Automationdirect Productivity 1000 CPU is employed in the
proposed framework. It uses a 24 VDC power supply and consumes 5W.
Additional input/output module such as P1-15CDD2 is used, input ports
are used to connect liquid level switches, and output ports are used to
connect air-vent and bilge pump. An output relay module, P1-08TRS, is
also used to connect actuated butterfly valve. Both of the modules, P115CDD2, and P1-08TRS, consume 1.5W. Appendix A provides
information about PLC.

•

Battery: A couple of batteries (CooPower CP12-70 12V 75Ah Sealed Lead
Acid Battery) are used to power VPN, raspberry pi, PLC, water level
sensors, bilge pump, air-vent, and actuated ball valve. The battery is
charged using the solar panel.

•

Solar Panel: A solar panel (12V 100W High-Efficiency Monocrystalline
PV Module) is used with one 12Amp Pulse Width Modulation (PWM)
charge controller. PWM charge controller ensures that the battery is not
overcharged and prevents damage to the battery.
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3.3 Integrated control software
The integrated control software is explained in detail in section 2.2.

3.4 Local and global communication
Fig. 8 illustrates the schematic overview of integrated platform for remote operation.
Global communication is employed to transfer data from the devices used in the field to
the control center, which processes it and communicates it back to the field to perform the
required operations. The system works perfectly fine when there are no connectivity issues.
But due to poor weather/cloudy season, the system faces connectivity issues and becomes
paralyzed as it cannot take the command from the control center. This problem is resolved
using local communication through raspberry pi.

The conditions of C# program, developed for the control center, are copied to the raspberry
pi. So, when the global communication is lost between the PLC and control center due to
connectivity issues or some other reason, raspberry pi takes charge of the situation and
operates the system based on inputs received from the field devices. The raspberry pi is
using the Raspbian operating system, and the conditions are installed using python script.

The program has been developed in such a way that when the global communication is
lost, the program switches itself and operates using local communication. When the
strength of the signal return, the program automatically starts communicating using the
global connection.
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For some reason, even if the local communication is also not working, then the PLC will
close all the siphon hydraulic system valves, bilge pump, and the air vent. The PLC is
coded with the help of the ladder logic program installed using Productivity Suite software.

3.5 Comparison with SCADA system
The proposed integrated hardware and software architecture is analogous to the SCADA
system as both of them employs collection, transmission, and control mechanism as their
primary elements. The architecture of the control system LAN of the SCADA system is
shown in Fig. 10 (Stouffer et. al, 2015). The proposed integrated hardware and software
architecture employs Microsoft Azure IoT technology whose architecture is shown in Fig.
11.

Figure 10. Architecture of control system LAN of the SCADA system
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Figure 11. Architecture of Microsoft Azure IoT technology

The left side Fig. 10 shows the sensors/other devices collect data which is then transmitted
to the controller/RTU/PLC/IED. The control system collects the data from the controller
and pass it to the modem pool. It then goes to several servers such as data acquisition,
application, database, configuration and finally to the engineering workstation. The entire
set of servers are known as Control System LAN. The data is being processed at the
engineering workstation and via same communication channel it reaches back to
sensors/other devices.
As shown in Fig. 11, the sensors/devices collect data and transmit it to the Azure IoT Hub.
The transmission is achieved using router that employs 4G/5G sim to provide internet
connection. The IoT hub is connected to the remote computer via one of the services known
as IoT cloud. Thus, the data reaches from field to the remote computer and is processed
and send it back to the devices via the same channel as shown in Fig. 11.

22

As seen from Fig. 10, the SCADA systems are composed of several modules that perform
various functions, which may become overburdened at times. This integrated module
system increases the cost of the SCADA system. Also, because the system is complicated,
trained operators, analysts, and programmers are required to maintain the SCADA system.
SCADA systems are routinely updated to add or alter tags, units of measurement, scripts,
alert thresholds, and synoptic. This implies that SCADA programs must be restarted often.
In terms of hardware components and dependent modules, a PLC-based SCADA system
is complicated. Fig. 11 shows the working architecture of the Microsoft Azure IoT
technology, which uses a relatively simpler system. The data is being sent using a single
server, hence reducing the complexity and cost associated with the system.
One of the major limitations of the SCADA system is that it can be used to operate only
one siphon system. Therefore, a new software interface is designed and developed to
operate and monitor multiple siphon systems. Moreover, the program has been developed
in such a way that it can operate multiple components of a single system. For instance,
more than one level switches can be monitored using the proposed siphon system; however,
the SCADA system can monitor only one level switch. This incorporates the operational
reliability of the proposed system compared to the existing SCADA system.

3.6 Operational reliability assessment of reliability block diagram model using
ExtendSim
Reliability block diagram (RBD) has been widely and extensively used in reliability
engineering (Guo and Yang, 2007). All the components in the system are connected by
graphic blocks following their functional logic or operational relationship. Therefore, a
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complex system becomes intuitive and easy to build and read in RBD (Distefano and Xing,
2006; Wang et al., 2004). However, RBD was only used for non-repairable systems
(Distefano and Puliafito, 2007; Rausand and Høyland, 2003). Because of this limitation,
the reliability module based on ExtendSim software has been developed by the Imagine
that Inc. Company to achieve RBD application for both repairable and non-repairable
systems. On ExtendSim software, a reliability model is built by different functional blocks
stored in the Reliability Library. As a result, the ExtendSim RBD can simulate complex
systems' maintenance processes in addition to its intuitive and user-friendly advantage. By
applying the Monte Carlo simulation method, the ExtendSim RBD model can provide
accurate results for the system's operational reliability.

In the RBDs, each graphic block represents one physical component in the system with an
associated mathematical function or a simulation model. There are only two possible
working states for all the components, a functioning state (UP) and a failed state (DOWN),
which can be described as equation (1).

X(t) = {

1
0

if the component is functioning at time t
if the component is not functioning at time t

(1)

The two-parameter Weibull distribution is applied in this study to simulate all the
components' lifetime distribution due to its flexibility and widespread application in the
reliability engineering industry (Fu et al., 2019; Zhang and Xie, 2007).

Assume that a component enters in operation at time t = 0 and the time to failure (TTF) T
1

1

is continuously distributed with the probability density function of 𝑡 ~ Weibull(𝑎, 𝜆), 𝜆 =
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𝛽, where, 𝑎 is the shape parameter, and 𝛽 𝑜𝑟

1
𝜆

is a scale parameter, also called

characteristic lifetime.
𝑎 𝑎−1 −(𝜆𝑡)
𝑓(𝑡) = {𝛼𝜆 𝑡 𝑒
0

𝑎

𝑓𝑜𝑟 𝑡 > 0
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(2)

The probability of the component failing within the time interval (0, t) can be described by
Equation (3).
𝑡

𝑎

𝑎

𝐹(𝑡) = 𝑃𝑟(𝑇 ≤ 𝑡) = ∫0 𝑎𝜆𝑎 𝑥 𝑎−1 𝑒 −(𝜆𝑡) 𝑑𝑥 = 1 − 𝑒 −(𝜆𝑡)

(3)

Thus, the reliability of the component can be described by Equation (4)
𝑎

𝑅(𝑡) = 1 − 𝐹(𝑡) = 𝑒 −(𝜆𝑡)

(4)

The above equation presents the operational reliability, which indicates the probability that
a system is functioning adequately over any given time (Chen et al., 2013).

Maintenance actions enhance the performance of a system within acceptable limits.
Maintenance in this study is limited to replace one or more broken components in the
system with new ones. Now assume the time to maintain 𝑇𝑚 = (𝑇𝑚1 , 𝑇𝑚2 , ⋯ , 𝑇𝑚𝑛 ), the
general f(t) with the application of maintenance is updated as shown below
𝑓(𝑡)
𝑓 ∗ (𝑡) = {
𝑖
𝑓(𝑡 − 𝑇𝑚𝑖 ) ∙ ∏𝑗=1 𝑅𝑠 (𝑇𝑚𝑗 − 𝑇𝑚𝑗−1 )

, 𝑡 < 𝑇𝑚1
, 𝑇𝑚𝑖 ≤ 𝑡 < 𝑇𝑚𝑖+1 , 𝑖 ≥ 1

The above equation is integrated to obtain a general version of R(t)
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(5)

𝑅𝑠∗ (𝑡) = {

𝑅𝑠 (𝑡 − 𝑇𝑚𝑖 )

∙ ∏𝑖𝑗=1 𝑅𝑠 (𝑇𝑚𝑗

𝑅𝑠 (𝑡), 𝑡 < 𝑇𝑚1
− 𝑇𝑚𝑗−1 ) , 𝑇𝑚𝑖 ≤ 𝑡 < 𝑇𝑚𝑖+1 , 𝑖 ≥ 1

(6)

Where, 𝑅𝑠∗ (𝑡) means maintenance for the entire system
By applying maintenance at regular intervals 𝑇𝑀, the equation above becomes
𝑅𝑠∗ (𝑡) = 𝑅𝑆 (𝑡 − 𝑖 ∙ 𝑇𝑀) ∙ 𝑅𝑠 (𝑇𝑀)𝑖 , 𝑖 ∙ 𝑇𝑀 ≤ 𝑡 ≤ (𝑖 + 1) ∙ 𝑇𝑀

(7)

Equation (7) can be found in various references (Kececioglu, 2003; Klaassen and Peppen,
1990; Yang et al., 2006).

Components can be connected either in series or parallel in a system. Series components
are the main components that must work in order to run the siphon system. The siphon
system's operational reliability can be enhanced with the help of redundancy, i.e., the
addition of parallel components to the series components.

In system engineering, redundancy is often expressed as N+K, where N is the minimum
number of units required by the system to work, and K is the number of redundant units.
In the proposed architecture of the remotely controlled siphon system, only one series
component is required for the system to work; therefore, N is always equal to one, as shown
in Fig. 12 (a). The redundancy of one (K=1), two (K=2), and three (K=3) for components
L.S., B.P., and A.V. are shown in Fig. 12 (b), (c), and (d), respectively.
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Scenario 1 (S1): Redundancy = 0 (N1+K0)

(b) Scenario 2 (S2): Redundancy = 1 (N1+K1)

(c) Scenario 3 (S3): Redundancy = 2 (N1+K2)

(d) Scenario 4 (S4): Redundancy = 3 (N1+K3)
Figure 12. Four scenarios of the siphon system using RBD functional blocks
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The maximum number of redundancies that can be achieved depends on pipe diameter. A
six-inch diameter pipe is used in the proposed system, for which maximum redundancy
comes out to be three. The redundancy can be further increased by increasing the pipe
diameter. Table 2 illustrates the same four scenarios of Fig. 12 in a concise form employed
in the RBD model. In Table 2, LS1 stands for level switch 1, LS2 stands for level switch
2, LS3 stands for level switch 3, LS4 stands for level switch 4, BP stands for bilge pump,
AV stands for air vent, ABV stands for actuated butterfly valve, PLC stands for
programmable logic controller, and VPN stands for virtual private network.

Table 2. Four scenarios of the siphon system in the RBD model
Scenario

Redundancy

LS1

LS2

LS3

LS4

BP

AV

ABV

PLC

VPN

S1

0

N1+K0

N1+K0

N1+K0

N1+K0

N1+K0

N1+K0

N1+K0

N1+K0

N1+K0

S2

1

N1+K1

N1+K1

N1+K1

N1+K1

N1+K1

N1+K1

N1+K0

N1+K0

N1+K0

S3

2

N1+K2

N1+K2

N1+K2

N1+K2

N1+K2

N1+K2

N1+K0

N1+K0

N1+K0

S4

3

N1+K3

N1+K3

N1+K3

N1+K3

N1+K3

N1+K3

N1+K0

N1+K0

N1+K0
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CHAPTER 4: RESULTS AND DISCUSSION
To demonstrate the applicability of the new platform, a series of laboratory testings were
performed at FIU. The lab setup of multiple 6-inch diameter siphon and conventional
drainage pipe systems are illustrated in Fig. 13. The total length of the siphon pipe and
conventional drainage pipe is approximately 25 feet and 15 feet, respectively. The capacity
of the tank is 2,500 gallons with 90-inch in diameter and 98-inch in height. The flow
discharge data has been acquired using the Omega FDT-40 transit time ultrasonic flow
meter; meanwhile, the water level has been measured using Omega LVCN 414. Both
instruments are connected to the NI-6323 data acquisition instrument through the SCB64A terminal.

Figure 13. Lab setup of multiple siphons and conventional drainage pipe hydraulic
systems
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Several experiments have been performed in the lab at Florida Internal University (FIU) to
check the proposed siphon system's functioning under different scenarios. Every scenario
is performed multiple times to ensure the reproducibility of the experiments. Also, two
different types of conditions of actuated ball valves are taken into consideration – one with
a slow opening and the other with a fast opening. The following section presents the plots
between the flow rate (L/sec) and the water depth (cm).

4.1 Experimental results and discussion
Fig. 14, 15, and 16 illustrate three experimental results with full capacity, i.e. when the tank
is completely filled with water for the slow opening of the actuated ball valve. The vertical
axis on the left represents flow rate in liter per second, and the vertical axis on the right
represents water depth in cm. The flow rate is shown using the orange color, whereas water
depth is illustrated in blue color. The horizontal axis signifies the time in seconds. Fig. 17
represents all the results of Fig. 14, 15, and 16 in a single plot.
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Figure 14. Result of Experiment 1 for controlled siphon system with 100% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 15. Result of Experiment 2 for controlled siphon system with 100% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 16. Result of Experiment 3 for controlled siphon system with 100% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 17. Result of Experiment 1, 2, and 3 for controlled siphon system with 100%
initial water depth (6-inch diameter actuated butterfly valve)
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Fig. 18, 19, and 20 illustrate three experimental results with 75% capacity of the water tank
completely filled with water with the actuated ball valve's slow opening condition. Fig. 21
represents all the results of Fig. 18, 19, and 20 in a single plot.
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Figure 18. Result of Experiment 1 for controlled siphon system with 75% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 19. Result of Experiment 2 for controlled siphon system with 75% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 20. Result of Experiment 3 for controlled siphon system with 75% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 21. Result of Experiment 1, 2, and 3 for controlled siphon system with 75% initial
water depth (6-inch diameter actuated butterfly valve)
Fig. 22, 23, and 24 illustrate three experimental results with 50% capacity of the water tank
completely filled with water with the actuated ball valve's slow opening condition. Fig. 25
represents all the results of Fig. 22, 23, and 24 in a single plot.
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Figure 22. Result of Experiment 1 for controlled siphon system with 50% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 23. Result of Experiment 2 for controlled siphon system with 50% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 24. Result of Experiment 3 for controlled siphon system with 50% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 25. Result of Experiment 1, 2, and 3 for controlled siphon system with 50% initial
water depth (6-inch diameter actuated butterfly valve)
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Similarly, experiments have been performed with the actuated ball valve's fast opening
condition under three scenarios, first with full capacity, second with 75% of the capacity,
and last with 50% capacity of the water tank. Fig. 26, 27, and 28 represent the result of the
three trials for the water tank's full capacity. Fig 30, 31, and 32 represents the result of the
three trials for 75% capacity of the water tank. Fig. 34, 35, and 36 represent the three trials
for 50% capacity of the water tank. Fig. 29, 33, and 37 represent three trial results in a
single plot with full capacity, 75% capacity, and 50% capacity of the water tank.

Again, the vertical axis in the left represents flow rate in liter per second, and the vertical
axis in the right represents water depth in cm. The flow rate is shown using the orange
color, whereas water depth is illustrated in blue color. The horizontal axis signifies the time
in seconds
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Figure 26. Result of Experiment 1 for controlled siphon system with 100% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 27. Result of Experiment 2 for controlled siphon system with 100% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 28. Result of Experiment 3 for controlled siphon system with 100% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 29. Result of Experiment 1, 2, and 3 for controlled siphon system with 100%
initial water depth (6-inch diameter actuated butterfly valve)
As the actuated ball valve has a fast-opening condition, sudden increase and drop are seen
at the starting and end of the experiment, i.e., when the ball valve opens and closed,
respectively.
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Figure 30. Result of Experiment 1 for controlled siphon system with 75% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 31. Result of Experiment 2 for controlled siphon system with 75% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 32. Result of Experiment 3 for controlled siphon system with 75% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 33. Result of Experiment 1, 2, and 3 for controlled siphon system with 75% initial
water depth (6-inch diameter actuated butterfly valve)
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Figure 34. Result of Experiment 1 for controlled siphon system with 50% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 35. Result of Experiment 2 for controlled siphon system with 50% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 36. Result of Experiment 3 for controlled siphon system with 50% initial water
depth (6-inch diameter actuated butterfly valve)
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Figure 37. Result of Experiment 1, 2, and 3 for controlled siphon system with 50% initial
water depth (6-inch diameter actuated butterfly valve)
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The results from the above experiments performed at Florida Internal University (FIU)
illustrate the siphon system's proper functioning under different initial water depth
conditions. Every scenario is performed multiple times with two different types of
conditions, slow and fast opening of an actuated butterfly valve. The results demonstrate
the reproducibility of the experiments from the proposed siphon system.

The experimental results are then verified using statistical analysis such as sum, average,
and variance. The results are illustrated in Tables 3, 4, and 5 for the slow opening of the
actuated butterfly valve and Tables 6, 7, and 8 for fast opening of actuated butterfly valve
for 50%, 75%, and 100% initial water depth, respectively.

Table 3. Flow release test for slow opening valve with 50% initial water depth
Groups
Trial 1
Trial 2
Trial 3

Count
459
459
459

Sum
2447.97
2447.27
2439.94

Average
5.33
5.33
5.32

Variance
48.91
49.11
48.50

Table 4.Flow release test for slow opening valve with 75% initial water depth
Groups
Trial 1
Trial 2
Trial 3

Count
459
459
459

Sum
3871.04
3799.75
3903.37

Average
8.43
8.28
8.50

Variance
74.60
72.91
73.94

Table 5. Flow release test for slow opening valve with 100% initial water depth
Groups
Trial 1
Trial 2
Trial 3

Count
459
459
459

Sum
5156.61
5168.88
5172.58

Average
11.23
11.26
11.27

Variance
84.91
85.58
85.41

Table 6. Flow release test for fast opening valve with 50% initial water depth
Groups
Trial 1
Trial 2
Trial 3

Count
459
459
459

Sum
2438.58
2435.81
2429.23
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Average
5.31
5.31
5.29

Variance
49.12
49.37
48.74

Table 7. Flow release test for fast opening valve with 75% initial water depth
Groups
Trial 1
Trial 2
Trial 3

Count
459
459
459

Sum
3852.88
3781.59
3888.31

Average
8.39
8.24
8.47

Variance
75.23
73.53
74.47

Table 8. Flow release test for fast opening valve with 100% initial water depth
Groups
Trial 1
Trial 2
Trial 3

Count
459
459
459

Sum
5134.57
5146.84
5150.55

Average
11.19
11.21
11.22

Variance
85.93
86.60
86.43

All the statistical results for slow and fast opening actuated butterfly valve with different
initial water depth conditions show that the sum, average, and the variance are very close
to each other and hence can be statistically ensured that experiments are reproducible.

4.2 Analytical analysis and hydraulic performance of siphon system
The experimental results agree with the analytical verification that was reported for the
siphon hydraulic system by Ozecik (2021); the same reference demonstrated that the results
are replicated for the different pipe diameters in the siphon hydraulic system.

4.3 Operational reliability of the RBD Model for the siphon system
It is essential to use a reliable data source to perform an accurate analysis of operational
reliability. If data is available from the facility or vendor, it is better to perform the analysis
using these data. Unfortunately, most of the siphon component suppliers lack the required
data. However, most of the suppliers provided information on life expectancy and
warranty. Based on these two pieces of information, a reasonable assumption is proposed
by taking references from the literature. Therefore, this study's primary purpose is to
evaluate the operational reliability of the siphon system based on different system
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architectures by assuming a failure probability for each of the components (Wang et al.,
2004).

Furthermore, to make the TTF assumption for each component reasonable, the L10 life
expectancy of each component is applied to estimate the scale parameter (1/ 𝜆). L10 life
expectancy means the time at which 10% of a component will be broken (Carmody and
Rea, 2014). Therefore, life expectancy can be expressed using equation 3 and 4 and is
shown below
1

1

𝐿𝐸𝑥 = 𝐿10 = 𝜆 [− ln[1 − 𝑃𝑓 (𝐿10 ≤ 𝑡)]𝑎

(8)

Where 𝑃𝑓 is the probability of failure.
Then 𝜆 is calculated from equation 8 and is expressed as below
1

1

𝜆𝐿𝐸𝑥 = 𝐿𝐸𝑥 (0.1054)𝑎

(9)

It is a general practice that the supplier lowers the failure probability of the selling product
within the warranty period to minimize the warranty cost (Tian, 2006). Therefore, the
warranty period can be calculated with the equation below,
1

1

𝑇𝑤 = 𝜆 [− ln[1 − 𝑃𝑓 (𝑇𝑤 ≤ 𝑡)]𝑎

(10)

Then 𝜆 calculated from failure probability within warranty can be expressed as below
1

1

𝜆𝑃𝑓 = 𝑇 [− ln[1 − 𝑃𝑓 (𝑇𝑤 ≤ 𝑡)]𝑎

(11)

𝑤
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Multiple experiments were performed with a total of hundred level switches (L.S.). Out of
those hundred L.S., three were broken during the warranty period. Therefore, the failure
probability is assumed to be 3% in this study. The scale parameter indicates the difference
in failure classes (Carmody and Rea, 2014). The literature review suggests employing 𝑎 =
3.0 for wear-out failures of the component (Carmody and Rea, 2014). Table 9 illustrates
the input parameters for the model.

Table 9. The simulation parameters of each component of the siphon system
𝐿𝐸𝑥

𝑇𝑤

Component

TTF
𝜆 𝑃𝑓

Pf (Tw<t)

𝜆𝐿𝐸𝑥
𝑎

(year) (year)

𝜆

3 .1562

𝛽

LS

-

2

.03

.1562

-

6.40

BP

5

3

-

-

.0945

3 .0945 10.59

AV

8

1

-

-

.0590

3 .0590 16.94

ABV

25

3

-

-

.0190

3 .0190 52.93

PLC

12

2

-

-

.0394

3 .0394 25.41

VPN

10

-

-

-

.0472

3 .0472 21.17

Based on the above data, the assumed PDF of TTF for all the components is shown in Fig.
38.

48

Figure 38. Weibull probability density distribution of TTF for all the components
Fig. 39 shows the simulation results for the system operational reliability with and without
maintenance obtained from ExtendSim RBD for the four simulation scenarios (with a
redundancy of 0, 1, 2, and 3). The siphon system's operational reliability with different
maintenance times (2, 3, 4 years) are shown in Fig. 40, 41, and 42 and are computed using
equation 5.
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Figure 39. The siphon system's operational reliability for four scenarios with redundancy
of 0, 1, 2, and 3
As shown in Fig. 39, the siphon system's operational reliability without redundancy
(redundancy of 0) is about 0.20 around year five. The operational reliability increases with
increasing redundancy, as shown in Fig. 40, 41, and 42, and it reaches about 0.90 for
redundancy of 3 for the same period.
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Figure 40. The operational reliability of the siphon system with a redundancy of 1 for
four maintenance time intervals

Figure 41. The operational reliability of the siphon system with a redundancy of 2 for
four maintenance time intervals
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Figure 42. The operational reliability of the siphon system with a redundancy of 3 for
four maintenance time intervals
The operational reliability can be increased with maintenance time. For instance, for a life
expectancy of L10 (time at which 10% of a component will be broken) i.e., the siphon
system's operational reliability should be above 0.90, and the designed life expectancy is
over 20 years. Only three configurations meet the requirements – (a) siphon system with
the redundancy of 1 for a period of maintenance of 2 years, (b) siphon system with the
redundancy of 2 for a period of maintenance of 3 years, and (c) siphon system with the
redundancy of 3 for a period of maintenance of 4 years.

4.4 Cost analysis of the siphon system consisting of three redundancies
Tables 10, 11, and 12 provide the installation cost of the siphon system if installed in the
year 2020. Table 10 shows the installation cost of the siphon system consisting of three
redundancies. Table 11 illustrates the maintenance cost analysis of nine scenarios
consisting of three redundancies, three periods of maintenance (2, 3, and 4 years) for three
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life spans (2020-39, 2020-49, 2020-69). Finally, Table 12 provides the total cost analysis
by combining Table 10 and Table 11.

The first column, Tables 11 and 12, represents the redundancy and period of maintenance.
For instance, Redundancy 1, 2 years means the system has a redundancy of one with two
years of the maintenance period. The second column in Tables 10, 11, and 12 shows the
cost of each aspect in 2020. The 3-5 columns of Tables 11 and 12 presents the cumulative
cost of the setup, assuming that the system enters in service in 2020, and the periods of
service are 20, 30, and 50 years, respectively. The average inflation rate of 2.165% is
employed to compute the 3-5 columns of Tables 11 and 12, the average U.S. inflation rate
between 2000 and 2019 (https://www.calculator.net/inflation-calculator).

Table 10. Installation cost of siphon system $2020 consisting of three redundancies
Installation Cost

Installation Cost $2020

Redundancy 1

$2,608.00

Redundancy 2

$2,732.00

Redundancy 3

$2,856.00
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Table 11. Maintenance cost analysis of 9 scenarios consisting of three redundancies, three
periods of maintenance and three life spans
Cumulative

Cumulative

Cumulative

maintenance cost $

maintenance cost

maintenance cost $

2020-2039

$ 2020-2049

2020-2069

$ 1,166

$ 14,406.12

$ 22,846.22

$ 49,933.44

$ 1,166

$ 8,813

$ 14,670.11

$ 33,644.18

$ 1,166

$ 5,804.56

$ 11,667.74

$ 25,501.40

$ 1,444

$ 16,198.86

$ 28,293.29

$ 61,838.67

$ 1,444

$ 10,914.47

$ 18,167.80

$ 41,665.68

$ 1,444

$ 7,188.52

$ 14,449.61

$ 31,581.50

$ 1,736

$ 19,474.52

$ 34,014.63

$ 74,343.46

$ 1,736

$ 13,121.55

$ 21,841.61

$ 50,006.34

$ 1,736

$ 8,642.14

$ 17,371.54

$ 37,967.79

Maintenance

Maintenance

Cost

cost $ 2020

Redundancy
1, 2 years
Redundancy
1, 3 years
Redundancy
1, 4 years
Redundancy
2, 2 years
Redundancy
2, 3 years
Redundancy
2, 4 years
Redundancy
3, 2 years
Redundancy
3, 3 years
Redundancy
3, 4 years

54

Table 12. Total cost analysis of 9 scenarios consisting of installation cost $2020 with
three redundancies, three periods of maintenance and three life spans
Reliab

Installation

Cumulative cost $

Cumulative cost $

Cumulative cost

ility

Cost $ 2020

2020-2039

2020-2049

$ 2020-2069

$ 2,608.00

$ 17,014.12

$ 25,454.22

$ 52,541.44

$2,608.00

$ 11,421.20

$ 17,278.11

$ 36,252.18

$2,608.00

$ 8,412.56

$ 14,275.74

$ 28,109.40

$2,732.00

$ 18,930.86

$ 31,025.29

$ 64,570.67

$2,732.00

$ 13,646.47

$ 20,899.80

$ 44,397.68

$2,732.00

$ 9,920.52

$ 17,181.61

$ 34,313.50

$2,856.00

$ 22,330.52

$ 36,870.63

$ 77,199.46

$2,856.00

$ 15,977.55

$ 24,697.61

$ 52,862.34

$2,856.00

$ 11,498.14

$ 20,227.54

$ 40,823.79

Total Cost

Installation cost +

0.94

redundancy 1, 2 years
Installation cost +

0.84

redundancy 1, 3 years
Installation cost +

0.63

redundancy 1, 4 years
Installation cost +

0.98

redundancy 2, 2 years
Installation cost +

0.96

redundancy 2, 3 years
Installation cost +

0.89

redundancy 2, 2 years
Installation cost +

0.99

redundancy 3, 2 years
Installation cost +

0.98

redundancy 3, 3 years
Installation cost +

0.96

redundancy 3, 4 years

Industrial decision-makers using engineering economic analysis are concerned with
magnitude and timing of a project's cash flow and total profitability of that project. In this
situation, a method is required to compare projects involving receipts and disbursements
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occurring at different times. The equivalence of any future amount to any present amount
is called present value, tabulated in Table 13, and computed from equation 12.
Present Value =

FV

(12)

(1+r)n

Where FV = Future Value, r = rate of interest, n = no. of years
Table 13. Present value of the total cost analysis of 9 scenarios consisting of installation
cost $2020 with three redundancies, three periods of maintenance and three life spans
Installation

Cumulative cost $

Cumulative cost $

Cumulative cost $

Cost $ 2020

2020-2039

2020-2049

2020-2069

$ 2,608

$ 11,873

$ 15,431

$ 28,157

$2,608

$ 7,970

$ 10,475

$ 19,428

$2,608

$ 5,870

$ 8,654

$ 15,604

$2,732

$ 13,210

$ 18,809

$ 34,603

$2,732

$ 9,523

$ 12,770

$ 23,793

$2,732

$ 6,922

$ 10,416

$ 18,388

$2,856

$ 15,583

$ 22,352

$ 41,371

$2,856

$ 11,149

$ 14,971

$ 28,329

$2,856

$ 8,024

$ 12,262

$ 21,877

Total Cost

Installation cost +
redundancy 1, 2 years
Installation cost +
redundancy 1, 3 years
Installation cost +
redundancy 1, 4 years
Installation cost +
redundancy 2, 2 years
Installation cost +
redundancy 2, 3 years
Installation cost +
redundancy 2, 2 years
Installation cost +
redundancy 3, 2 years
Installation cost +
redundancy 3, 3 years
Installation cost +
redundancy 3, 4 years
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CHAPTER 5: CONCLUSIONS AND RECOMMENDATIONS
5.1 Conclusions
This dissertation presents a low-cost and reliable integrated hardware and software
architecture for remote water release. The two integrated systems are presented to release
water from storage units (ponds, reservoirs, and wetlands) using the siphon hydraulic
system. One of the systems is based on Antenna and Software Defined Radio (SDR)
technology, and another one is based on Internet of Things (IoT) technology. Both the
systems provide local and global communication; however, the remote update is possible
only in IoT based technology.

Both the systems use the hardware components such as water level sensors, air vent, bilge
pump, and actuated butterfly ball valve. The hardware components are installed in the field
that collects the data and transmits it to the remote center via a Programmable logic
controller (PLC). The data is analyzed in the remote center and returned with the operations
needed to be performed in the field. The systems established two-way communication, and
hence the data is collected, transferred, and analyzed. The remote operation is performed
using 4G/5G cellular connection.

A new software interface in C# language is designed and developed to control and monitor
gate operations for the siphon hydraulic system and summarize the near real-time status of
devices employed in the field. The gate operations can be performed manually and/or
automatically. The interface can also be used to check the functioning or malfunctioning
of the devices.
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An entire experimental facility is developed to demonstrate the applicability of the
proposed systems. A series of laboratory testing, collecting data, and its analysis were
performed at FIU. The lab setup includes multiple 6-inch diameter siphon and conventional
drainage pipe systems. The total length of the siphon pipe and conventional drainage pipe
is approximately 25 feet and 15 feet, respectively. The capacity of the tank is 2,500 gallons
with 90-inch in diameter and 98-inch in height. The flow discharge data has been acquired
using the Omega FDT-40 transit time ultrasonic flow meter; meanwhile, the water level
has been measured using Omega LVCN 414. Both instruments are connected to the NI6323 data acquisition instrument through the SCB-64A terminal.

The experimental results indicate that the systems are reliable. Reliability is defined as the
probability that the system will perform its intended function adequately without failure.
The operational reliability of hardware components such as liquid level sensors, bilge
pumps, and air vents has been analyzed using the Reliability Block Diagram (RBD) in the
ExtendSim platform. The results of the operational reliability of the system are obtained
through Monte Carlo simulations.

The cost analysis of the proposed systems has also been performed. The cost analysis
includes the installation cost, maintenance cost, and the total cost of the proposed systems.
It also provides redundancy and components' life span. Several scenarios were analyzed
that consist of three redundancies (1, 2, and 3) and three periods of maintenance (2, 3, and
4 years) for three life spans (2020-39, 2020-49, 2020-69). The average inflation rate of
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2.165%, the average U.S. inflation rate between 2000 and 2019, is employed to compute
life spans.

This research also provided an opportunity and comprehensive appendices to implement
and develop integrated hardware and software platforms for researchers and users.

The new methodology for remote management of water storage units utilizing the
hardware and software platform developed in this research proved to be capable of
managing hundreds and even thousands of storage units effectively and economically.
Also, laboratory testing showed that the platform is capable of implementing the
management plans and schedule maintenance activities.

The key findings include:

(1) The proposed integrated hardware and software frameworks can be used to release
water remotely from storage units and be applied to other purposes, such as
mitigating floods, managing water levels in wetlands for ecological purposes.

(2) This study successfully implemented the work tested with a siphon hydraulic
system and can also be readily implemented effectively in the conventional
drainage pipe hydraulic system.

(3) The operational reliability of the siphon hydraulic system is directly proportional
to the redundancy and period of maintenance. Therefore, the greater the redundancy
and/or period of maintenance, the greater is the reliability.
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(4) The cost analysis shows that the siphon hydraulic system with the communications
network is approximately seven times cheaper than the currently employed
SCADA system.

5.2 Recommendations
(1) The proposed system can be trained using Artificial Intelligence and Machine
Learning to add another layer of reliability.

(2) Cybersecurity can be enhanced to secure technologies, devices, and processes.

(3) A mobile application can be made to monitor and operate the entire process.

(4) The users who want to implement the siphon hydraulic system to release water from
storage units are highly recommended to follow the steps as provided in the
appendices.
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APPENDIX
APPENDIX A – Tutorial on PLC
Communication can be established between the PC and CPU when they are on the same
network. The configuration for the PC and CPU to be in the same network is explained
belowPC Setup
The PC can be configured as outlined below:
1. Enter ncpa.cpl in the Run window.
2. Right-click on the Local Area Connection and select Internet Protocol (TCP/IP).
3. Enter the following - IP address: 192.169.1.2 and subnet mask: 255.255.255.0 and
then select ok.

CPU Setup
The CPU can be configured as described below:
1. From the Productivity Suite Software, select CPU.
2. Select change CPU IP/Name option.
4. Enter the following - IP address: 192.169.1.2 and subnet mask: 255.255.0.0 and
then select ok.
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APPENDIX B – Tutorial on C# Interface
Step1: Double click on the provided exe file. Software interface will pop up as shown in
Fig. A-1.

Figure A-1. Main Software Interface for Siphon System

Step 2: Click “File” and then click “New” as shown in Fig. A-2, a storage editor will
pop-up as shown in Fig. A-3.

Figure A-2. Smart Flood Control Interface
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Figure A-3. Storage Editor

Step 3: Enter required number of wetlands, reservoirs, and ponds. Then, click
“Generate” as shown in Fig. A-4.
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Figure A-4. Storage Data Entry

Step 4: Input numbers of siphons and/or automatic gate and assign IP Address for each
storage units as shown in Fig. A-5 and Fig. A-6.
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Figure A-5. Siphon/Gate Data Entry
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Figure A-6. Enter numbers of siphon/automatic gates with IP Addresses

Step 5: Click blue arrow to generate the inputs entered by the user as shown in Fig. A-7.
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Figure A-7. Final input entered by the user

Step 6: Click “Save” the data of storage entry as shown in Fig. A-8.
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Figure A-8. Save Storage Entry Data

Step 7: Once the file is saved close the current tab. Then, from the “File” drop down
menu select “Open” as shown in Fig. A-9 and choose the location where that file is
saved as shown in Fig. A-10.
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Figure A-9. Open saved file

Figure A-10. Saved File location

Step 8: Once this process is done, the software interface will look as shown in Fig. A-11.
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Figure A-11. Software interface after data entry generation

Step 9: Go to “Tool” menu option and click “Run” as shown in Fig. A-12. The software
interface will start working.
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Figure A-12. Software interface will start working after “Run” is selected
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APPENDIX C – Pseudo code
// storage system includes wetlands, ponds and reservoirs
for (int i = 0; i < the number of storage system; i++)
{
if (storage system [i] is provided)
{
Collect status of two Level switches in storage system [i];
storage system [i]. Font = black;
for (int j = 0; j < the number of siphons; j++)
{
if (siphon[j] is provided)
{
siphon[j]. Font = Black;
Collect status of two Level Switches in siphon[j];
if (water level in storage system > lower level switch in storage system [i])
{
if (water level in storage system > upper level switch in storage
system [i])
{
if (outlet gate is not opened)
{
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if (water level in clear pipe > upper level switch in
siphon[j])
{
if (pump and air vent in siphon[j] are closed)
{
Open the outlet gate in siphon[j];
}
else turn off pump and close air vent in siphon[j];
}
else if (water level in clear pipe > lower level switch in
siphon[j])
{
if (pump and air vent in siphon[j] are closed)
{
Open the outlet gate in siphon[j];
}
}
else turn on pump and open the air vent in siphon[j];
}
else if (received the order for opening the outlet gate)
{
if (outlet gate is not opened)
{
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if (water level in clear pipe > upper level switch in
siphon[j])
{
if (pump and air vent in siphon[j] are closed)
{
Open the outlet gate in siphon[j];
}
else turn off pump and close air vent in siphon[j];
}
else if (water level in clear pipe > lower level switch in
siphon[j])
{
if (pump and air vent in siphon[j] are closed)
{
Open the outlet gate in siphon[j];
}
}
else turn on pump and open the air vent in siphon[j];
}
}
else
Close the outlet gate in siphon [j];
}
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else
turn off the pump, close air vent and outlet gate in siphon[j];
}
}
for (int k = 0; k < the number of controlled gates; k++)
{
if (controlled gate[k] is provided)
{
controlled gate [k]. Font=Black;
if (water level in storage system > lower level switch in storage system
[i])
{
if (water level in storage system > upper level switch in storage
system [i])
{
Open the controlled gate [k];
}
else if (received the order for opening controlled gate [k])
{
Open controlled gate [k];
}
else
Close controlled gate [k];
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}
else
Close controlled gate[k];
}
}
}
}
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APPENDIX D – Experimental Results
A planar monopole antenna was designed for WiFi and Bluetooth frequencies on FR-4
material. The material was then fabricated using an LPKF laser. The signal is quickly
attenuated in the planar monopole antenna at 2-5 GHz frequency. The Frii’s is then used
to compute the optimistic attenuation level for a chosen frequency, i.e., the equation is used
to determine the distance in which a communication system can successfully transmit a
signal.

𝑃𝑟 =

𝑃𝑡 𝐺𝑡 𝐺𝑟 𝑐 2

(1)

(4𝜋𝑅𝑓)2

Where 𝑃𝑟 and 𝑃𝑡 is the power received and transmitted respectively, 𝐺𝑡 and 𝐺𝑟 is the gain
associated with the transmitting and receiving antenna, respectively, c is the speed of light,
R is the distance between the two antennas, and f is the frequency of operation.

Fig. B-1 shows the conceptual understanding for the test performed in three parts to
compute short and long-range transmission for the planar monopole antenna and the SDR.
The left side of part 1 consists of a planar monopole antenna and the SDR; similarly, the
right part also consists of another planar monopole antenna and the SDR. There is a certain
distance (R1) between the two. The result is obtained in the desired spectrum, and hence
communication can be established among the two.

In the second part, the distance (R2 > R1) is increased between the two systems, and again
the result is measured. In this case, the strength of the signal drops, and hence there may
be some issues during communication. This problem can be solved in a couple of ways –
either decrease the distance between the two systems or employ a more powerful antenna.
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As distance cannot be reduced after a certain level, a more sustainable solution is to use a
powerful antenna. So in part three, Horn antennas were used instead of one planar antenna
to get back the desired spectrum.

Figure B-1. Three-part experiments performed at RFCOM lab at FIU

Fig. B-2, B-3, and B-4 illustrated the results of three experiments performed at RFCOM
lab at FIU, as shown above in Fig. B-1.

The first experiment is set up for 2 m transmission between the two sets (Receiver (Rx)
and Transmission (Tx)) of SDR and planar monopole antenna as shown in Fig. B-2. The
transmission results were analyzed using a spectrum analyzer and illustrated on the right
side Fig. 39. For a given power of -5dBW at 2.4 GHz, SDR and antenna gains were 10 dB
and 4 dB, respectively. For this setup, the signal power received was at -50dBW.
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Figure B-2. Experimental setup for 2 meter transmission

For the second experiment, as shown in Fig. B-3, the distance is increased from 2 m to 10
m. The same procedure is followed as explained above for the first experiment. The signal
power received is -62 dBW, i.e., it is dropped by 12 dBW from -50 dBW to -62 dBW. This
setup is only applicable for short-range communication because the power is dropped by
more than x100 with an x10 increase in distance.

Figure B-3. Experimental setup for 10 meter transmission
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The third experiment is shown in Fig. B-4 and is performed for the same distance as in the
second experiment i.e., for 10 m. However, one of the planar monopole antenna is replaced
with the more powerful Horn antenna, which gains 10 dB i.e., an additional 6 dB compared
with the planar monopole antenna. The signal power is received at -57 dBW, and thus by
implementing a horn antenna that has more gain, approximately 5 dB gain is increased.

Figure B-4. Experimental setup for 10 meter transmission with Horn

The proposed system is suitable for short-range communication at 2.4 GHz. The long range
communication can be achieved using lower frequencies such as 700 MHz.
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