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Abstract
We study the problem of minimal initial capital needed in order to hedge a European contin-
gent claim without risk. The nancial market presents incompleteness arising from two sources:
stochastic volatility and portfolio constraints described by a closed convex set. In contrast with
previous literature which uses the dual formulation of the problem, we use an original dynamic
programming principle stated directly on the initial problem, as in Soner and Touzi (1998. SIAM
J. Control Optim.; 1999. Preprint). We then recover all previous known results under weaker
assumptions and without appealing to the dual formulation. We also prove a new characterization
result of the value of super-replication as the unique continuous viscosity solution of the asso-
ciated Hamilton{Jacobi{Bellman equation with a suitable terminal condition. c© 2000 Elsevier
Science B.V. All rights reserved.
MSC: primary 90A09; 93E20; 60H30; 49J20; secondary 60G44; 35K55
Keywords: Stochastic control; Viscosity solutions; Super-replication problem; Stochastic
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1. Introduction
We consider a nancial market consisting of a nonrisky asset and a risky asset whose
price process dynamics is driven by a Markovian stochastic dierential equation (SDE),
with volatility coecient driven by another diusion process, so that two Brownian
motions are driving the corresponding SDEs. This is the one-dimensional context of
general incomplete markets where the volatility risk is not hedgeable by only investing
in the tradable assets. Such models have been used by Hull and White (1987) and
Wiggins (1987), among others, and are known as stochastic volatility models.
The mathematical translation of the hedging problem is to nd a representation
of a given random variable as a stochastic integral with respect to risky asset price
process. In incomplete markets, such a representation does not exist except for some
particular random variables. Then the problem transforms to nding a stochastic integral
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with respect to risky asset price process, which dominates the random variable in the
a.s. sense.
In addition to the market incompleteness, we consider constraints on the proportion
of wealth invested in the risky asset described by a closed convex set, as in Cvitanic
and Karatzas (1993).
We are interested in the minimal super-replication cost (i.e. the least expensive
dominating strategy) of a European type contingent claim which depends only on the
terminal value of the risky asset process. The latter problem is solved in Broadie
et al. (1996) in the context of complete markets with portfolio constraints, and in
Cvitanic et al. (1999) and Frey and Sin (1997) in some special stochastic volatility
models with portfolio constraints. The solution contained in the rst two papers follows
the following approach. First, pass to the dual formulation of the super-replication
problem established by El Karoui and Quenez (1995), Cvitanic and Karatzas (1993)
and Follmer and Kramkov (1997) for general semimartingales. An important feature
of the dual formulation of the super-replication value is that it reduces the problem to
a classical singular stochastic control one. Then, the second step consists in solving
the dual problem by means of classical dynamic programming. The technique used by
Frey (1997) also relies on the dual formulation of the problem.
In this paper, we use another approach which has been introduced recently by Soner
and Touzi (1998,1999). Instead of passing to the dual formulation, we use a dynamic
programming principle suitable with the initial formulation of the problem. We show
how this approach allows to recover all the results of Cvitanic et al. (1999) under
slightly weaker assumptions. Moreover, we provide a complete characterization of the
value of super-replication as the unique continuous viscosity solution of an associated
Hamilton{Jacobi{Bellmen (HJB) equation with a convenient terminal condition. From,
the partial dierential equation (PDE) viewpoint, this result can be seen as an existence
and uniqueness result for the HJB equation associated with the problem.
The stochastic control problem studied in this paper is not embedded in the class of
problems solved in Soner and Touzi (1999) for two reasons. First, neither the controls
set nor the coecients of the model are bounded. Second, the controls take values in a
set with empty interior. Also, the proof of the subsolution part is not similar to that of
Soner and Touzi (1999), although it relies on the same intuition. The particular form
of the controlled wealth process in this paper allows to prove the subsolution part by
a more direct argument. We also take advantage of the particular model of this paper
to derive a simpler proof for the terminal condition associated to the super-replication
problem.
The paper is organized as follows. Section 2 describes the general framework. In
Section 3, we state the main result of this paper, namely that the super-replication value
function is the unique discontinuous viscosity solution of the associated HJB equation.
The proof of the latter result relies on the dynamic programming principle, suited
with our problem, contained in Section 4. In Section 5, we establish the viscosity
supersolution property for the value of super-replication and prove two verication
theorems which recover the results of Cvitanic et al. (1999). Section 6 is devoted to
the viscosity subsolution property of the value of super-replication. Then, Section 7
contains a comparison result for semi-continuous sub- and supersolutions of the HJB
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equation of interest. Hence the proof of the main result of Section 4 is split between
Sections 4 and 7. Finally, Section 8 contains some examples.
2. The model
We consider a nancial market which consists of one bank account, with constant
price process B(t)=1 for all t 2 [0; T ], and one risky asset with price process evolving
according to the following stochastic dierential equation:
dS(t)
S(t)
= (t; S(t); Y (t)) dW1(t); (2.1)
dY (t) = (t; S(t); Y (t)) dt + 1(t; S(t); Y (t)) dW1(t) + 2(t; S(t); Y (t)) dW2(t):
(2.2)
Here W = (W1; W2) is a standard Brownian motion in R2 dened on a complete prob-
ability space (
;F; P). We shall denote by F= fF(t); 06t6Tg the P-augmentation
of the ltration generated by W . The assumption that the interest rate of the bank
account is zero could, as usual, easily be dispensed with, by discounting. Also, there
is no loss of generality in dening S as a local martingale since we can always reduce
the model to this context by an appropriate change of measure (under mild conditions
on the initial coecients). Throughout this paper, we make the usual standing assump-
tions on the coecients of the last SDE in order to ensure the existence of a unique
strong solution f(S(t); Y (t)); 06t6Tg, given an initial condition: all coecients are
continuous in (t; s; y) and satisfy for all t 2 [0; T ] and (s; y); (s0; y0) 2 R+  R,
j(t; s; y)− (t; s0; y0)j6C(js− s0j+ jy − y0j); (2.3)
for some positive constant C; here  stands for any function amongst s(t; s; y); (t; s; y);
i(t; s; y). We also assume
8(t; s; y) 2 [0; T ] R+  R; (t; s; y)> 0 and 2(t; s; y)> 0: (2.4)
In particular, the last condition guarantees that for any y 2 R, there is a positive
probability that process Y reaches y before time T , see Karatzas and Shreve (1991,
Lemma 7:4, p. 365). We shall denote by  the diusion coecient of process Y , i.e.
(t; s; y) := [21(t; s; y) + 
2
2(t; s; y)]
1=2:
Consider now an economic agent, endowed with an initial capital x, who invests
at each time t 2 [0; T ] a proportion (t) of his wealth in the risky asset and the
remaining wealth in the bank account. Here = f(t); 06t6Tg is an F-progressively
measurable process with
R T
0 (t)
22(t; S(t); Y (t)) dt <1, a.s. Then the wealth process
X 0; x satises the linear stochastic dierential equation
dX 0; x(t) = (t)X

0; x(t)
dS(t)
S(t)
; 06t <T; (2.5)
X 0; x(0) = x: (2.6)
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Let K = [‘; u]; −16‘6u61, be an arbitrary closed interval in R. We say that a
portfolio  is K-admissible if
(t) 2 K; 06t6T (2.7)
holds P-a.s. The set of K-admissible portfolios will be denoted by AK .
Remark 2.1. The set K species some (given) constraints on the portfolio strategies.
To x the ideas, suppose that K contains zero. Then the agent has to adhere to the
following constraints on borrowing and short-selling: he=she cannot borrow more than
u times what he=she owns at the moment, and cannot sell short more than −‘ times
her current wealth. Notice also that since the wealth process fX 0; x(t); 06t6Tg is a
continuous process, it is clear from (2.5) that, given an initial wealth x> 0, we have
X 0; x(t)> 0 for all t 2 [0; T ], a.s. Therefore, in this model where the portfolio is de-
ned as proportions of the wealth process, the no-bankruptcy condition is automatically
satised.
Let (X 0; x; s;y; S0; s;y; Y0; s;y) denote the process dened by the dynamics (2.1){(2.2){
(2.5) with initial data (X 0; x; s;y(0); S0; s;y(0); Y0; s;y(0)) = (x; s; y). In this paper, we con-
sider European contingent claims dened by a terminal payo g(S0; s;y(T )), where
g : (0;1) 7! R+ with
Z 1
0
g(s) ds> 0:
Given such a contingent claim, we then consider the inmum v(0; s; y) of all initial
capitals x which induce a wealth process X 0; x; s;y through some admissible portfolio
 2AK such that X 0; x; s;y hedges g(S0; s;y(T )), i.e.
v(0; s; y) := inffx> 0: 9 2AK ; X 0; x; s;y(T )>g(S0; s;y(T )) P-a:s:g: (2.8)
We dene in the analogous way v(t; s; y), considering t to be the initial time.
The problem of calculating an explicit solution to the super-replication problem (2.8)
has been solved by Broadie et al. (1998), Cvitanic et al. (1999) and Frey (1997) in
some special cases. Their results are obtained via the so-called dual formulation of the
stochastic control problem (2.8) which allows to express the value of the problem as
a supremum of expected values of the random variable g(S(T )) under a \suciently
rich" family of equivalent changes of measure. Such a dual formulation has been
rst established by Jouini and Kallal (1995) (under a slightly dierent denition of
the super-replication problem) and El Karoui and Quenez (1995) in the unconstrained
case; the extension to the general constrained case is provided in Cvitanic and Karatzas
(1993). It is also shown to hold for price processes driven by general semimartingales
in Follmer and Kramkov (1997).
Hence, the dual formulation allows to write the value function v(t; s; y) in a classical
form of stochastic control problems, for which one can write the classical dynamic
programming principle and the associated HJB equation. The main diculty in solving
the dual formulation is that it consists in a singular control problem. Then, it typically
exhibits a jump (to be determined) in the terminal condition.
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3. The main result
In this paper, we use a new dynamic programming principle stated directly on the
initial formulation of the stochastic control problem as introduced in Soner and Touzi
(1998,1999). This allows to derive the associated HJB equation, in the viscosity sense,
without appealing to the dual formulation.
We rst introduce some notations. Let  be the support function of the closed convex
set K :
(z) := sup
x2[l; u]
fxzg= uz+ − ‘z−;
and ~K the associated eective domain:
~K = fz 2 R : (z)<1g
= fz 2 R : z60 if u=1 and z>0 if ‘ =−1g: (3.1)
We shall denote ~K1 := fz 2 ~K : jzj = 1g.
Remark 3.1. A well-known result in convex analysis is the following characterization
of the closed convex set K in terms of ~K :
x 2 K if and only if (z)− xz>0 for all z 2 ~Kx;
see e.g. Rockafellar (1970).
Next, following Broadie et al. (1996), dene the function
g^(s) := sup
z2 ~K
g(sez)e−(z); s> 0: (3.2)
Loosely speaking, function g^ is the smallest function greater than g which satises the
portfolio constraints in the sense that \(sg^s(s))=g^(s) 2 K"; see Lemma 6.2. Here, the s
subscript denotes the rst derivative w.r.t. the s variable.
We shall denote by g^ conc the concave envelope of function g^.
The main result of this paper concerns the \bounded volatility case":
(t; s) := sup
y2R
(t; s; y)<+1 and (t; s) := inf
y2R
(t; s; y)> 0:
We shall derive a complete characterization of the value function v as a unique solution
to the associated HJB equation:
(HJB) min

−Lw; inf
z2 ~K1
((z)w − zsws)

= 0 on [0; T ) (0;1);
where L is the second-order dierential operator dened by
Lw(t; s) :=wt(t; s)− 12 s22(t; s)[wss(t; s)]− + 12 s2 2(t; s)[wss(t; s)]+
together with a suitable terminal condition. Our characterization of the terminal condi-
tion is obtained by a simpler argument than that of Soner and Touzi (1999). However
it requires the following additional condition.
Assumption 3.1. The payo function g satises one of the following conditions:
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(i) g^ is strictly positive; Lebesgue-integrable on any compact set of (0;1) and
s 7! g^(s)− 
Z s
s0
Z r
s0
g^()
d
2
dr is concave
for some constant  and some s0> 0.
(ii) g^ is a W 2;2 strictly positive and dierentiable function with generalized second
derivative satisfying
 := sup
s>0
s2g^ss(s)
g^(s)
<1:
In Section 8, we shall check that Assumption 3.1 is satised for most practical
examples of payo functions g.
Finally, we shall denote by C1([0; T ]  [0;1)) the set of all continuous functions
w(t; s) on [0; T ] [0;1) with linear growth in s uniformly in t.
Theorem 3.1. Let g be lower-semicontinuous with gconc(:)<1; and satisfying
Assumption 3:1. Let K = [‘; u] be such that ‘< 0 and u>1. Assume that functions
 and  are continuous and bounded on [0; T ] (0;1).
Then; v is the unique viscosity solution in C1([0; T ]  [0;1)) of the variational
inequality (HJB) with terminal condition
v(T; s) = g^(s) for all s> 0:
The proof of the main theorem is reported in Section 7 after some preparation in
the sections in between.
Remark 3.2. Theorem 3.1 can be seen as an existence and uniqueness result of con-
tinuous viscosity solution of the variational inequality (HJB) together with the terminal
condition g^.
Remark 3.3. In Section 5, we also report some extensions of Theorems 5.1 and 6:1
of Cvitanic, Pham and Touzi (1999) as a by-product of the super-solution part of the
proof of Theorem 3.1.
4. Dynamic programming
In order to characterize the value function v(t; s; y) of the stochastic control problem
by the associated HJB equation, we shall use an original dynamic programming princi-
ple introduced in Soner and Touzi (1998, 1999). We rst need to extend the denition
of the value function v as follows.
Let (t; s; y) 2 [0; T )  (0;1)  R be given, and consider some [t; T ]-valued stop-
ping time , and let  be a square integrable F()-measurable random variable. Set
(s^; y^) := (St; s;y(); Yt; s;y()). Given some control process  2AK , we dene the process
X ;; s^; y^ with initial data (; s^; y^) at time . We then set
V (; s^; y^) := ess inf X(; s^; y^);
where
X(; s^; y^) := f 2 L2(): 9 2AK ; X ;; s^; y^(T )>g(S; s^; y^(T )) P-a:s:g:
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Here, L2() is the set of all square integrable F()-measurable random variables. We
refer to Soner and Touzi (1999) for the justication of the equality:
V (; s^; y^) = v(; s^; y^) P-a:s:
Proposition 4.1. Fix some (t; s; y) 2 [0; T ) (0;1) R.
(DP1) Let (x; ) 2 R AK be such that X t;x; s;y(T )>g (St; s;y(T )) P-a.s. Then for
all [t; T ]-valued stopping time ; we have
X t;x; s;y()>v(; St; s;y(); Yt; s;y()) P-a:s:
(DP2) Set x := v(t; s; y); and let > 0 be some given constant. Then for all control
 2AK and all stopping time >t; we have
P[X t;x−; s;y()>v(; St; s;y(); Yt; s;y())]< 1:
Proof. The proof of this result is the same than in Soner and Touzi (1999). We report
it here for completeness. Take some (x; ) satisfying the requirement of (DP1). Set
(x^; s^; y^) := (X t;x; s;y(); St; s;y(); Yt; s;y()). Since
(X t;x; s;y(T ); St; s;y(T; Yt; s;y(T )) = (X

; x^; s^; y^(T ); S; s^; y^(T ); Y; s^; y^(T ));
we clearly have x^ 2 X(; s^; y^) and (DP1) follows.
To prove (DP2), we argue by contradiction. Then, suppose that
v(; St; s;y(); Yt; s;y())6X t;x−2; s;y() = X

t;x−; s;y()−  P-a:s:
for some > 0 and some positive stopping time . Then
X t;x−; s;y() 2 X(; St; s;y(); Yt; s;y()):
By denition of the value function v (and the fact that v=V P-a.s.), we can then con-
clude that there exists some control  2AK which coincides with  on the stochastic
interval [t; ] such that
X ;X 
t; x−; s; y();St; s; y();Yt; s; y()
(T ) = X t;x−; s;y(T )
> g(S;St; s; y();Yt; s; y()(T )) = g(St; s;y(T )) P-a:s:
Hence x −  2 X(t; s; y) which is in contradiction with the denition of x.
Remark 4.1. In order to prove the results of Cvitanic et al. (1999), we only need part
(DP1) of the above dynamic programming principle. The conditions on the payo func-
tion g contained in the statement of Theorem 3.1 are not needed so far; see Section 5.
Remark 4.2. Our model corresponds to the general stochastic target problem studied
in Soner and Touzi (1999) where the control  is valued in R2 with rst component
, and second component constrained to be zero. Hence, in contrast with that paper,
our control set K  f0g has an empty interior. Therefore, we cannot use directly their
approach to prove that the value function v is a (discontinuous) viscosity solution
of the associated HJB equation. Another dierence with the above paper is that we
consider unbounded controls and unbounded coecients. We shall take advantage of
the particular form of the model in order to overcome this problem.
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Remark 4.3. In Section 6, we prove that the value function v is a discontinuous vis-
cosity subsolution of the associated HJB equation under additional conditions on the
terminal payo function g. In particular, we need the lower semicontinuity of g in or-
der to establish that the value function v(t; s; y) is lower-semicontinuous. Unfortunately,
this result is obtained via the dual formulation of the problem. Except this part of the
proof, all results are derived without appealing to the dual formulation.
5. Viscosity supersolution and verication theorems
5.1. Main results
In this section, we use part (DP1) of the dynamic programming principle stated
in Proposition 4.1 in order to prove that the value function v(t; s; y) dened in (2.8)
is a (discontinuous) viscosity supersolution of an associated HJB equation. Such a
characterization allows to extend all the results of Cvitanic et al. (1999).
We shall denote by v the lower semicontinuous envelope of function v, i.e.
v(t; s; y) := lim inf
(t0 ; s0 ;y0)!(t; s;y)
v(t0; s0; y0):
Remark 5.1. By usual arguments, one can easily derive the following lower bound on
the value function v:
v(t; s; y)>E[g(St; s;y(T ))] for all (t; s; y) 2 [0; T ] (0;1) R: (5.1)
Since the minorizing function is continuous, we have the sharper inequality:
v(t; s; y)>E[g(St; s;y(T ))] for all (t; s; y) 2 [0; T ] (0;1) R:
Proposition 5.1. Function v is independent of its y variable.
The proof of the last result is reported in Section 5.2. Next, for all y 2 R, we dene
the following second order partial dierential operator:
Lyw(t; s) :=wt(t; s) + 12 s
22(t; s; y)wss(t; s):
We also need to introduce the set
~K1 := fz 2 ~K : jzj= 1g:
Since ~K is a cone, the set ~K1 is not empty. Observe that ~K1 still characterizes the
constraints set K in the sense that:
x 2 K i (z)− xz>0 for all z 2 ~K1:
Furthermore, the set ~K1 provides the following characterization of int(K):
x 2 int(K) i (z)− xz> 0 for all z 2 ~K1: (5.2)
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Proposition 5.2. For all y 2 R; the function v(t; s) is a viscosity supersolution of the
equation
min

−Lyw(t; s); inf
z2 ~K1
((z)w(t; s)− zsws(t; s))

= 0 (5.3)
on [0; T ) (0;1).
The proof of the above result is reported in Section 5.3. We now concentrate on the
terminal condition of the problem. Since the lower semi-continuity of g is not required
in this paragraph, we dene the following natural extension of function g^ introduced
in Section 3:
g^(s) := sup
z2 ~K
g(sez)e−(z); s> 0;
where g is the lower-semicontinuous envelope of g. Then, we have the following
result whose proof is reported in Section 5.4.
Proposition 5.3. For all s> 0; we have v(T; s)>g^(s).
As a by-product of the previous proposition, we obtain the following extension of
Theorem 5.1 in Cvitanic et al. (1999).
Theorem 5.1 (Unbounded volatility). (i) Suppose that
inf
y2R
(t; s; y) = 0 and sup
y2R
(t; s; y) =1 for all (t; s) 2 [0; T ) (0;1):
(5.4)
Then v(t; s)>g^
conc(s) for all (t; s) 2 [0; T ) (0;1)
(ii) Suppose that
(g)>g and

either D+g^ conc(s) = 0 and 0 2 K;
or [0; 1]K: (5.5)
Then v(t; s)6g^ conc(s) for all (t; s) 2 [0; T ) (0;1).
(iii) Under conditions (5:4) and (5:5); the value function of the control problem
(2:8) is
v(t; s) = g^ conc(s) for all (t; s) 2 [0; T ) (0;1):
Proof. (i) is obtained from Propositions 5.1{5.3 as in Cvitanic et al. (1999). (iii) is a
trivial consequence of (i) and (ii) since v>v. Assertion (ii) is proved by constructing
a buy-and-hold strategy (i.e. a control  such that the number of shares of risky assets
X =S is constant) which hedges the contingent claim g(St; s;y(T )) starting from initial
wealth x=g^ conc(s). Then, it is easily checked that such a buy-and-hold strategy satises
the portfolio constraints if and only if the second part of condition (5.5) holds.
We also have the analogue of Theorem 6:1 in Cvitanic et al. (1999).
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Theorem 5.2 (Bounded volatility). Suppose that function (g)>g; the concave en-
velope g^ conc of g is nite; and the closed convex set K = [‘; u] satises ‘< 0 and
u>1. Suppose that the variational inequality
min

−vt+ 12 s22(vss)−− 12 s2 2(vss)+; inf
z2 ~K
((z)v− zsvs)

= 0 on [0; T ) (0;1)
with the terminal condition
v(T; s) = g^(s); s> 0;
has a classical solution v^ which is linearly growing in its s variable. Then we have
v= v^.
Proof. Inequality v6v^ is obtained by a classical verication argument as in Cvitanic
et al. (1999) using condition (g)>g. To see that the reverse inequality holds, observe
that v is a viscosity supersolution of the above variational inequality by Propositions
5.2 and 5.3. Now, since g^conc(s) is the cost of the cheapest buy-and-hold strategy
(see Cvitanic et al., 1999), it follows that v(t; s)6g^conc(s) and therefore v has linear
growth in s. Then, we are in the context of the comparison Theorem 7.1, and v>v^.
The required inequality follows from the fact that v>v.
Similar results in the mixed case can be stated analogously.
Remark 5.2. The dual formulation of the problem requires the assumption that the
constraints set K contains zero. Therefore, this condition is a standing assumption in
Cvitanic et al. (1999) and in Frey (1997). Our direct approach via dynamic program-
ming stated in Proposition 4.1 allows to prove the supersolution property without this
assumption. Then, Theorem 5.1 uses this condition only to verify that one can build a
buy-and-hold strategy starting from initial wealth g^ conc, and Theorem 5.2 only requires
it for the proof of the comparison Theorem 7.1.
We now turn to the proof of the viscosity supersolution property by means of the
dynamic programming principle stated in Proposition 4.1.
5.2. y independence: Proof of Proposition 5.1
In order to prove Proposition 5.1, we use arguments from the viscosity theory.
Namely, we shall prove that
for all (t0; s0; y0) 2 [0; T ) (0;1) R and ’ 2 C2([0; T ) (0;1) R)
satisfying 0 = (v − ’)(t0; s0; y0) = min(v − ’);
we have: ’y(t0; s0; y0) = 0: (5.6)
Then Proposition 5.1 follows from Lemmas 4:1 and 4:2 in Cvitanic et al. (1999).
Let (tn; sn; yn)n>1 be a sequence in [0; T ) (0;1) R satisfying
(tn; sn; yn)! (t0; s0; y0) and v(tn; sn; yn)! v(t0; s0; y0) as n!1;
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and set
xn := v(tn; sn; yn) +
1
n
; n>1:
By denition of the value function v, there exists a sequence (n)n>1 in AK such that
X ntn; x n; sn; yn(T )>g(Stn; sn; yn(T )) P-a:s:
Let (hn)n be a sequence of stopping times (to be chosen later) such that hn>tn. Then,
from (DP1), it follows that
v(tn + hn; Stn; sn; yn(tn + hn); Ytn; sn;yn(tn + hn))
6X ntn; x n; sn; yn(tn + hn)
= xn +
Z tn+hn
tn
n(r)X ntn; x n; sn;yn(r)
dStn; sn; yn(r)
Stn; sn;yn(r)
P-a:s:
Set n := xn − ’(tn; sn; yn) and observe that
n ! 0 as n!1:
Also, by denition of ’, we have that v>v>’. This provides
06 n + ’(tn; sn; yn)− ’(tn + hn; Stn; sn; yn(tn + hn); Ytn; sn;yn(tn + hn))
+
Z tn+hn
tn
n(r)X ntn; x n; sn;yn(r)
dStn; sn; yn(r)
Stn; sn;yn(r)
P-a:s:
By Ito^’s lemma, we then get
06 n −
Z tn+hn
tn
L^’(r; Stn; sn;yn(r); Ytn; sn;yn(r)) dr + n(r)X
n
tn; x n; sn;yn(r)
dStn; sn;yn(r)
Stn; sn;yn(r)
−
Z tn+hn
tn
(s’s + 1’y)(r; Stn; sn;yn(r); Ytn; sn;yn(r)) dW1(r)
−
Z tn+hn
tn
(2’y)(r; Stn; sn;yn(r); Ytn; sn;yn(r)) dW2(r); (5.7)
where
L^w(t; s; y) :=Lyw(t; s; y) + wy(t; s; y) + 12 (
2
1 + 
2
2)wyy(t; s; y) + s1wsy(t; s; y):
Next, dene the stopping times tn + n by
n := inffr > 0: jln(Stn; sn;yn(tn + r)=sn)j+ jYtn; sn;yn(tn + r)j>Cg;
for some large constant C so that n > 0 for all n>0. Since (tn; sn; yn)! (t0; s0; y0), it
follows from Protter (1990, Theorem 37, p. 246) that for a.e. ! 2 
; (Stn; sn;yn ; Ytn; sn;yn)!
(St0 ; s0 ;y0 ; Yt0 ; s0 ;y0 ) uniformly on [t0; t0 + h]. Now, recalling that 0> 0 a.s. we see that
lim inf
n!1 n>
1
20> 0: (5.8)
We consider the equivalent probability measures P dened by
dP
dP
:= exp

W2(T )− 12
2T

for all  2 R:
We shall denote by E[:] the expectation operator under P. We now consider the two
following possibilities.
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Case 1. Suppose that the set fn>1: n = 0g is nite. Then there exists a subse-
quence renamed (n)n>1 such that n 6= 0 for all n>1. Set hn := n ^
pjnj and
Observe that the process fR tn+ttn n(r)X ntn; x n; sn;yn(r) dStn; sn;yn(r)=Stn; sn;yn(r); t>0g is a local
P-martingale bounded from below and therefore a P-supermatingale. Then, taking
expectations under P in inequality (5.7) provides
06
npjnj −
1pjnjE
"Z tn+n^pjnj
tn
(L^’+ 2’y)(r; Stn; sn;yn(r); Ytn; sn;yn(r)) dr
#
:
Now, by sending n to innity, it follows from (5.8) that
− (L^’+ 2’y)(t0; s0; y0)>0 for all  2 R; (5.9)
and (5.6) follows from the arbitrariness of .
Case 2. If the set fn>1: n = 0g is not nite, then there exists a subsequence
renamed (n)n>1 such that n = 0 for all n>1. Set hn := n ^ h for some h> 0 and
repeat the arguments of the previous case by sending h to zero.
Remark 5.3. Since v does not depend on its y variable, one can repeat the arguments
of the above proof by considering C2 test functions ’(t; s). Then inequality (5.9)
reduces to
−Ly0’(t0; s0)>0:
Hence, v is a viscosity supersolution of the equation −Lyw(t; s)=0 on [0; T )(0;1)
for all y 2 R.
5.3. Viscosity supersolution:Proof of Proposition 5.2
In this paragraph, we prove that v is a viscosity supersolution of
min

Lyw(t; s); inf
z2 ~K1
((z)w(t; s)− sws(t; s))

= 0 on [0; T ) (0;1)
for all y2R. From Remark 5.3, it only remains to prove that v is a viscosity super-
solution of
inf
z2 ~K1
((z)w(t; s)− zsws(t; s)) = 0:
Take some (t0; s0) 2 [0; T ) (0;1) and some C2([0; T ] (0;1)) function ’ such that
0 = (v − ’)(t0; s0) = min(v − ’):
Notice that we can assume that ’> 0 without loss of generality since v is bounded
from below by a positive continuous function, see Remark 5.1. In view of (5.2), we
see that in order to prove the required result, we have to show that
s0’s(t0; s0)
’(t0; s0)
2 K: (5.10)
Let (tn; sn; yn) be a sequence in [0; T ) (0;1) R satisfying:
(tn; sn; yn)! (t0; s0; y0) and v(tn; sn; yn)! v(t0; s0; y0) = v(t0; s0)
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for some y02R, where we used Proposition 5.1. Proceeding as in the proof of Propo-
sition 5.1, we see that by setting xn := v(tn; sn; yn) + (1=n), there exists a sequence of
controls (n)n>1 such that the dynamic programming equation (DP1) holds:
v(tn + hn; Stn; sn;yn(tn + hn); Ytn; sn;yn(tn + hn))6X
n
tn; x n; sn;yn(tn + hn) P-a:s:
where hn are positive stopping times to be xed later on. Since v>v>’, this provides
06 n + ln’(tn; sn)− ln’(tn + hn; Stn; sn;yn(tn + hn))
+
Z tn+hn
tn
n(r)n(r) dW (r)− 12
Z tn+hn
tn
jn(r)n(r)j2 dr
6 n + ln’(tn; sn)− ln’(tn + hn; Stn; sn;yn(tn + hn))
+
Z tn+hn
tn
n(r)n(r) dW (r); (5.11)
where n(r) = (r; Stn; sn;yn(r); Ytn; sn;yn(r)) and
n := ln xn − ln’(tn; sn)! 0 as n!1:
Consider the stopping times (tn + n)n>0 dened by
n := inffr > 0: jln(Stn; sn;yn(tn + r)=sn)j+ jYtn; sn;yn(tn + r)j>Cg
for some large constant C, and observe that lim inf n>0=2> 0 P-a:s: by the same
argument as in the previous proof.
Assume that the set fn: n = 0g is nite and take a subsequence renamed (n)n>1
satisfying n 6= 0 for all n>1 (as in the previous proof, the remaining case is solved
similarly). Set hn := jnj ^ n and observe that, by regularity of the test function ’,
inequality (5.11) providesZ tn+hn
tn
n(r)n(r) dW (r)>Const P-a:s: (5.12)
By Ito^’s lemma, it follows from (5.11) that
06n −
Z tn+hn
tn
Lyn ln’(r; Stn; sn;yn(r)) dr +
Z tn+hn
tn
bn(r) dW (r);
where
bn(r) :=

n(r)− Stn; sn;yn(r)
’s(r; Stn; sn;yn(r))
’(r; Stn; sn;yn(r))

n(r):
Now, consider the equivalent probability measures Pn dened by
dPn
dP
= Zn (T ) :=E

−
Z T
0
sign(bn(t)) dW 1(t)

;
where E is the Doleans{Dade exponential and  is an arbitrary positive scalar. We shall
denote by En [:] the expectation operator under P

n . Using (5.12) (a local martingale
which is bounded from below is a supermartingale), and taking expectations under Pn ,
we see that
06n +MEn [hn]− En
"Z tn+hn
tn
jbn(r)j dr
#
318 N. Touzi / Stochastic Processes and their Applications 88 (2000) 305{328
for some constant M . Dividing by jnj and sending n to innity provides
− lim inf
n!1 E
"
Zn (tn + hn)
Zn (tn)
jnj−1
Z tn+hn
tn
jbn(r)j dr
#
>Const:
Since > 0, we get by Fatou’s lemma
−E
"
lim inf
n!1
Zn (tn + hn)
Zn (tn)
jnj−1
Z tn+hn
tn
jbn(r)j dr
#
>Const:
Now, it is is easily checked that Zn (tn + hn)=Z

n (tn) ! 1 as n ! 1P-a:s: Then, from
the right continuity of the ltration, we get
− lim inf
n!1 jnj
−1
Z tn+hn
tn
jbn(r)j dr>Const:
From the arbitrariness of > 0, the above limit must be zero. Therefore:
lim inf
n!1 jnj
−1
Z tn+hn
tn
bn(r) dr = 0:
Recalling the denition of bn, this provides
s0’s(t0; s0)
’(t0; s0)
(t0; s0; y0) = lim inf
n!1
1
n
Z tn+hn
tn
n(r)n(r) dr
= lim inf
n!1
1
n
Z tn+hn
tn
n(r) dr
R tn+hn
tn
n(r)n(r) drR tn+hn
tn
n(r) dr
= (t0; s0; y0) lim inf
n!1
R tn+hn
tn
n(r)n(r) drR tn+hn
tn
n(r) dr
:
Since (:)> 0, the term inside the lim inf is a convex combination of elements of the
convex set K . Then, the required result follows from the closedness of K .
5.4. Terminal condition: Proof of Proposition 5.3
From Proposition 5.2, function v is a viscosity supersolution of the equation
(z)w(t; s)− zsws(t; s) = 0 on [0; T ) (0;1)
for all z 2 ~K (recall that ~K is a cone). Set
v^(t; r) := ln(v(t; er)); (t; r) 2 [0; T ) R:
Then, w^ is a viscosity supersolution of the equation
(z)− zwr(t; r) = 0 on [0; T ) R:
By a classical comparison theorem for the last equation, we see that
v^(t; r)>v^(t; r + z)− (z) for all (t; r) 2 [0; T ) R and z 2 ~K;
which can be written equivalently in
v(t; s)>v(t; sez)e−(z) for all (t; s) 2 [0; T ) (0;1) and z 2 ~K:
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Taking limits as t%T , this provides
v(T; s)> sup
z2 ~K
v(T; sez)e−(z) for all (t; s) 2 [0; T ) (0;1): (5.13)
Now, from Remark 5.1, we have that v(t; s)>E[g(St; s(T )]. Then by Fatou’s lemma,
this provides
v(T; s)>g(s) for all s> 0:
By plugging the last inequality in (5.13), we get:
v(T; s)> sup
z2 ~K
g(sez)e−(z) = g^(s) for all s> 0:
6. Viscosity subsolution
6.1. Main results
In this section, we use part (DP2) of the dynamic programming principle of Propo-
sition 4.1 in order to prove that the value function v is a (discontinuous) viscosity
subsolution of the associated HJB equation (5.3). Then, in view of the results of the
previous section, the value function v is a (discontinuous) viscosity solution of the
\variational Barrenblatt inequality" (HJB). This is an extension of Avellaneda et al.
(1995) and El Karoui et al. (1996).
In this section the condition
g is lower-semicontinuous
is needed in order to establish the following result.
Lemma 6.1. Let g be lower-semicontinuous. Assume further that the constraints set
K contains zero. Then; the value function v(t; s; y) is lower-semicontinuous.
Proof. We use the dual formulation of the super-replication problem established by
El Karoui and Quenez (1995), Cvitanic and Karatzas (1993), and Follmer and Kramkov
(1997), under the condition 0 2 K :
v(t; s; y) = sup
2D
E[e−
R T
t
((r)) drg(St; s;y(T ))];
where D is a convenient set of progressively measurable processes such that each  2 D
denes a probability measure P equivalent to P; the operator E[:] is the conditional
expectation under P. We refer to Cvitanic and Karatzas (1993) or Cvitanic et al.
(1999) for details on this dual formulation. Using the above dual formulation of the
value function v, the required result follows immediately from Fatou’s lemma and the
lower semicontinuity of g.
Corollary 6.1. Under the conditions of Lemma 6:1; the value function v(t; s; y) dened
in (2:8) is independent of its y variable.
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Proof. This is a direct consequence of Proposition 5.1 and Lemma 6.1.
Remark 6.1. Of course, with the additional lower-semicontinuity of v, the proof of
Proposition 5.2 can be simplied. However, it requires the use of the dual formu-
lation which we want to avoid. Also it requires the additional conditions that g is
lower-semicontinuous and K contains zero, which is not needed in Proposition 5.2.
In the following, we denote by v the upper-semicontinuous envelope of v. Since v
does not depend on its y variable, v is given by
v(t; s) = lim sup
(t0 ; s0)!(t; s)
v(t0; s0):
We now use part (DP2) of the dynamic programming principle of Proposition 4.1 in
order to prove that v is a viscosity subsolution of the associated HJB equation.
Proposition 6.1. Let the conditions of Lemma 6:1 hold. Then; for all y 2 R; function
v is a viscosity subsolution of the HJB equation (5:3) on [0; T ) (0;1).
The proof of Proposition 6.1 is reported in Section 6.2. We shall use a dierent
argument from that of Soner and Touzi (1999), although it relies on the same intuition.
Indeed, we take advantage of the particular model studied in this paper in order to
report a simpler argument.
We nally turn to the terminal condition in order to provide a complete character-
ization of the value function v by means of the associated HJB equation. We shall
report a dierent argument from that of Soner and Touzi (1999) which requires the
additional Assumption 3:1.
Proposition 6.2. Let Assumption 3:1 hold and suppose that  is bounded. Then we
have
v(T; s)6g^(s) for all s> 0:
The proof of Proposition 6.2 is reported in Section 6.3.
6.2. Viscosity subsolution: Proof of Proposition 6.1
In order to simplify the presentation, we shall pass to the log-variables. Set z := ln x;
Zt; z; s;y := ln X

t;x; s;y, and w := ln v. By Ito^’s lemma, the controlled process Z
 is given by
Zt; z; s;y(u) = z +
Z u
t
(r)(r; St; s;y(r); Yt; s;y(r)) dW (r)
−1
2
Z u
t
(r)2(r; St; s;y(r); Yt; s;y(r))2 dr:
With this change of variable, Proposition 6.1 states that w satises on [0; T ) (0;1)
the equation
min

−L^yw; inf
z2 ~K1
((z)− sws (t; s))

60
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for all y 2 R, in the viscosity sense, where
L^
y
w(t; s) :=wt (t; s) +
1
2 s
2(t; s; y)2(wss + (w

s )
2)(t; s):
We argue by contradiction as in Soner and Touzi (1999). Let (t0; s0; y0) 2 [0; T ) 
(0;1) R and ’ 2 C2([0; T ) (0;1)) be such that:
0 = (w − ’)(t0; s0) = (strict)max(w − ’);
and suppose that
min

−L^y0’(t0; s0); inf
z2 ~K1
((z)− s’s(t0; s0))

> 0:
From Proposition 5.2, this is equivalent to say
s0’s(t0; s0) 2 int(K) and −L^y0’(t0; s0)> 0:
Set ^(t; s) := s’s(t; s). Let 0<<T − t0 be an arbitrary scalar and dene the neigh-
bourhood of (t0; s0; y0):
N := f(t; s; y) 2 B(t0; s0; y0): ^(t; s) 2 int(K) and −Ly’(t; s)> 0g;
where B() denotes the open ball of radius  centred at . Since (t0; s0) is a strict
maximizer of (w − ’), observe that
−3 := max
@N
(w − ’)< 0:
Let (t1; s1; y1) be some element in N such that
z1 :=w(t1; s1)>w(t0; s0)−  = ’(t0; s0)− ;
and consider the controlled process
Z^t1 ; z1−; s1 ;y1 = ln X
^
t1 ; x1e−; s1 ;y1 with control ^(t) := ^(t; St1 ; s1 ;y1 (t)):
This denes a wealth process X ^t1 ; x1e−; s1 ;y1 at least up to the stopping time  dened by
 := inffr > t0: (r; St1 ; s1 ;y1 (r); Yt1 ; s1 ;y1 (r)) 62Ng:
Now, it follows from the inequality v6v6’− 3 on @N:
Z^t1 ; z1−; s1 ;y1 ()− w(; St1 ; s1 ;y1 ())> 2 + w(t1; s1)− ’(; St1 ; s1 ;y1 ())
>  + ’(t1; s1)− ’(; St1 ; s1 ;y1 ()):
Applying Ito^’s lemma to the smooth function ’, this provides
Z^t1 ; z1−; s1 ;y1 ()− w(; St1 ; s1 ;y1 ()) =  +
Z 
t1
LYt1 ; s1 ; y1 (r)’(t; St1 ; s1 ;y1 (r)) dr
> > 0 P-a:s:;
where the diusion term vanishes by denition of ^. This proves that X ^t1 ; x1e−; s1 ;y1
>v(; St1 ; s1 ;y1 ()), which is in contradition with (DP2).
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6.3. Terminal condition: Proof of Proposition 6.2
We rst need to establish the following easy result.
Lemma 6.2. Let h be a positive real function dened on (0;1). Assume that the
left-side derivative D−h(s0) exists at some point s0 2 (0;1) and that
h(s) = h^(s) := sup
z2 ~K
h(sez)e−(z) for all s> 0:
Then we have
s0D−h(s0)
h(s0)
2 K:
Proof. (i) Suppose that ~K \ (−1; 0) 6= ; and x some z 2 ~K \ (−1; 0). Then,
since h^= h and ~K is a cone, we have
h(s0)>h(s0ez)e−(z) for all > 0:
From the positive homogeneity of function , this provides
z
(z)
1− ez + z
ln h(s0)− ln h(s0ez)
1− ez 60 for all > 0:
By sending  to zero, we then see that
(z)− z s0D
−h(s0)
h(s0)
>0 for all z 2 ~K \ R−:
(ii) Suppose that ~K \ (0;1) 6= ; and consider some z 2 ~K \ (0;1). Then,
h(s0e−z)>h(s0)e−(z) for all > 0:
By a similar argument as above, we then see that
(z)− z s0D
−h(s0)
h(s0)
>0 for all z 2 ~K \ R+:
(iii) It follows from (i) and (ii) that
(z)− z s0D
−h(s0)
h(s0)
>0 for all z 2 ~K;
which provides the required result; see Remark 3.1.
Remark 6.2. Of course, Lemma 6.2 can be stated analogously in terms of the right-side
derivative (if exists).
We now turn to the proof of Proposition 6.2.
(i) We rst establish the required result under Assumption 3:1(i). Since the function
G dened by
G(s) := g^(s)− 
Z s
s0
Z r
s0
g^()
d
2
dr
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is concave, the second derivative measure of G is nonpositive and D−g^ exists; since
g^> 0 and ^^g= g^ (see Broadie et al., 1996), it follows from Lemma 6.2 that
sD−g^(s)
g^(s)
2 K for all s> 0: (6.1)
Moreover, since g^ is Lebesgue-integrable on compact subsets of (0;1), we see that
function s 7!
Z s
s0
Z r
s0
g^()
d
2
dr is C1 with absolutely continuous derivative: (6.2)
Next, we introduce the function u dened by
u(t; s) := g^(s)eC(T−t)=2 where C = sup
(t; s;y)
2(t; s; y):
Applying Tanaka’s formula (see e.g. Karatzas and Shreve, 1991, Theorem 7.1, p. 218)
for function G and generalized Ito^’s rule for the function appearing in (6.2) (see e.g.
Karatzas and Shreve, 1991, Problem 7:3, p. 219), we see that
u(T; St; s;y(T )) = u(t; s) +
Z T
t
^(r)u(r; St; s;y(r))
dSt; s;y(r)
St; s;y(r)
+
Z 1
0
t(a)(da)
− 
2
Z T
t
(C − 2(r; St; s;y(r); Yt; s;y(r)))g^(St; s;y(r))eC(T−r)=2 dr
where  is the second derivative measure of the concave function G;  is a semi-
martingale local time for S and
^(r) =
St; s;y(r)D−g^(St; s;y(r))
g^(St; s;y(r))
2 K
from (6.1). Now recalling the denition of the constant C and the fact that  is
nonnegative (by denition) and  is nonpositive, we see that
g^(St; s;y(T )) = u(T; St; s;y(T ))6X ^t;u(t; s); s;y(T ) P-a:s:
by classical comparison of solutions of stochastic dierential equations. Since g^>g,
this provides
X ^t;u(t; s); s;y(T )>g(St; s;y(T )) P-a:s:
and therefore v(t; s)6u(t; s). The required result is obtained by taking limits as t%T .
(ii) Now suppose that condition (ii) of Assumption 3:1 holds. Then, consider the
function u(t; s) dened as in part (i) of this proof, with the parameter  dened in
Assumption 3:1(ii), and apply Ito^’s formula with generalized derivative for the W 2;2
function u, see e.g. Krylov (1980, Theorem 1, p. 122). From the denition of C
and  and comparison of solutions of stochastic dierential equations, we see that
X ^t;u(t; s); s;y(T )>g(St; s;y(T )) P-a.s. and the required result follows as in part (i) of this
proof.
7. Comparison theorem and viscosity characterization
In this paragraph, we conclude the proof of the main Theorem 3.1. We rst need a
comparison theorem for semicontinuous sub- and supersolutions of the HJB equation
associated to the super-replication problem with bounded volatility (HJB).
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Theorem 7.1. Assume that the closed convex set K = [‘; u] satises ‘< 0 and u>1
and that functions  and  are continuous. Let w (resp. w) be a nonegative upper
(resp. lower)-semicontinuous viscosity supersolution (resp. subsolution) of (HJB);
growing linearly in s uniformly in t; and satisfying
w(T; s)6 w(T; s) for all s> 0 and w(t; 0)6 w(t; 0) for all t 2 [0; T ):
Then
w(t; s)6 w(t; s) for all (t; s) 2 [0; T ) (0;1):
Before proceeding to the proof of the last result, let us conclude the proof of the
main Theorem 3.1.
Proof of Theorem 3.1. From Propositions 5.2 and 5.3, function v is a viscosity su-
persolution of (HJB) together with the corresponding terminal condition. Also, from
Propositions 6.1 and 6.2, function v is a viscosity subsolution of (HJB) together
with the corresponding terminal condition. Now since gconc is the cost of the cheap-
est buy-and-hold strategy (see Cvitanic et al., 1997), it follows that v6g^conc. Then
06v6g^conc and 06v6g^
conc and therefore both v and v have linear growth in the
s variable uniformly in t. We are now in the context of the comparison Theorem 7.1.
Then v>v and therefore v = v = v is a continuous viscosity solution of (HJB)
with terminal condition g^. Uniqueness is an immediate consequence of the comparison
theorem.
Proof of Theorem 7.1. We adapt the argument of Crandall et al. (1992) to the vari-
ational inequality (HJB) dened on the unbounded domain O := [0; T ) (0;1). First,
notice that the functions w^ and ^w dened by
w^(t; s) := etw(t; s) and ^w(t; s) := et w(t; s)
are respectively u.s.c. viscosity subsolution and l.s.c. viscosity supersolution of the
equation
min

w −Lw; inf
z2 ~K
((z)w − zsws)

= 0 on O; (7.1)
and inherit the comparison at the terminal time at terminal time T and zero initial data
s = 0, as well as the linear growth condition in s uniformly in t. We shall prove the
comparison theorem for w^ and ^w. For ease of notations, we write w and w for w^ and ^w.
Let  and  be two arbitrary positive parameters and set
M := sup
O

w(x)− w(y)− 
2
jx − yj2 − 
2
(jxj2 + jyj2)

:
From w>0, the linear growth condition on w, and upper semicontinuity of the objective
function, we see that M<1 and there exists (x; y) such that
M :=w(x)− w(y)− 2 jx − yj
2 − 
2
(jxj2 + jyj2):
From Lemma 3:1 of Crandall et al. we have
jx − yj2 ! 0 as !1: (7.2)
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Also, by taking x = y = (T; 0), we see that

2
(jxj2 + jyj2)6Const + (w(x)− w(y))
6C(1 + jxj)
for some constant C, where we used w>0 and the linear growth condition on w. It
then follows that
(jxj+ jyj)6C; (7.3)
where C is a constant independent of . Hence, there exists some z 2 [0; T ] [0;1)
such that
(x; y)! ( z; z) as !1;
along some subsequence. We rst consider two special cases: (i) z=(T; s) with s> 0.
Then for all x 2 O, we have w(x)− w(x)− jxj26M, and by taking limsup as !1
and then limits as ! 0, we obtain the required comparison result w(x)− w(x)6(w−
w)(T; z)60; recall that w − w is u.s.c.(ii) the case z = (t; 0) for some t 2 [0; T ) is
solved similarly using the condition of the theorem (w − w)(t; 0)60.
We then concentrate on the case z 2 O and therefore (x; y) 2 O for suciently large
. Let us assume that w(z)> w(z) for some z2O and work towards a contradiction.
Then,
M>w(z)− w(z)− jzj2 = > 0 (7.4)
for suciently small .
Next, using Theorem 3:2 of Crandall et al. (1992), we see that there exists a pair
of 2 2-symmetric matrices (M;N ) such that
((x − y) + x;M) 2 J 2;+O w(x); ((x − y)− y; N ) 2 J 2;−O w(y)
and
−CI6

M 0
0 −N

6(3+ 2)

I −I
−I I

+ (+ (2=))I;
where I is the identity matrix in any dimension, C is some positive constant and
J
2;+
O w(x) (resp. J
2;−
O w(x)) denotes the the \closed" second-order superjet (resp. sub-
ject) of function w at x. From the last inequality it is easily seen that
M6N + (+ (2=))I and jN22j6C(+ ) (7.5)
for some positive constant C (N22 is the second-order derivative with respect to s, the
above bound on N22 is not needed in this proof).
We now write (t; s) := x; (t0; s
0
) :=y and use the viscosity properties of w
and w.
Case 1. Suppose that
s[(s − s0) + s]
w(t; s)
62 int(K):
Then, there exists some z 2 ~K nf0g such that
(z)w(t; s)− zs[(s − s0) + s]< 0:
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From the viscosity supersolution of w, this provides
(z)w(t; s)− zs[(s − s0) + s]<(z) w(t0; s0)− zs0[(s − s0)− s0]
and therefore
w(x)− w(y)6 z(z) (jx − yj
2 + (jxj2 + jyj2))
since (z)> 0 from the conditions on the set K . By plugging the last inequality in the
expression of M, we see that
M6

z
(z)
− 1
2

jx − yj2 −

1− z
(z)

(jxj2 + jyj2):
From the conditions on the set K , it follows that 1− (z=(z))>0 and therefore
M6

z
(z)
− 1
2

jx − yj26

1
u
− 1
2

jx − yj2:
The last inequality together with (7.2) provide the required contradiction to (7.4).
Case 2. Suppose that
s[(s − s0) + s]
w(t; s)
2 int(K):
Then from the viscosity subsolution property of w, it follows that
w(x)− ((t − t0) + t)− 12F(x;M)60;
where
F(x; A) = s2 2(t; s)A+22 − s22(t; s)A−22:
Using the viscosity supersolution property of w provides
(w(x)− w(y))6 jx − yj+ 2(+ (2=))(j(s )2(x)− (s )2(y)j
+j(s)2(x)− (s)2(y)j):
Therefore, by sending  to innity, it follows from the continuity of  and  and the
convergence of (x; y) towards ( z; z) that
lim sup
&0
M60;
which is the required contradiction of (7.4).
8. Examples
In this section, we compute function g^ for some practical examples and check that
Assumption 3.1 is satised.
8.1. European call option
Let K > 0 be an arbitrary constant and consider the payo function
g(s) = (s− K)+; s>0:
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It is well-known that short-selling constraints do not matter in this example. We then
consider constraints described by the set K = (−1; u]. Also, the case u = 1 leads the
degenerate result g^(s) = gconc(s) = s; then Assumption 3.1 (i) is satised with  = 0.
We then concentrate on the case u> 1. Direct calculation shows that
g^(s) =
8>><
>>:
K
u− 1(
s(u− 1)
Ku
)u for s6
Ku
u− 1 ;
s− K for s> Ku
u− 1 :
Clearly, g^ is C1 with derivative g^s piecewise continuously dierentiable. Then, g^ is a
W 2;2 function. Also, it is easily checked that the generalized second derivative satises
s2g^ss(s)=g^ bounded.
Hence, the above payo function g satises the requirement of Assumption 3.1(ii).
8.2. European put option
Let K > 0 be an arbitrary constant and consider the payo function
g(s) = (K − s)+; s>0:
It is well-known that borrowing constraints do not matter in this example. We then con-
sider constraints described by the set K=(‘;+1) with ‘< 0. Then, direct calculation
shows that
g^(s) =
8>><
>>:
K − s for s6 K‘
‘ + 1
;
K
‘ + 1
(
s(‘ + 1)
K‘
)−‘ for s>
K‘
‘ + 1
:
Clearly, g^ is C1 with derivative g^s piecewise continuously dierentiable. Then, g^ is a
W 2;2 function. Also, it is easily checked that the generalized second derivative satises
s2g^ss(s)=g^ bounded.
Hence, the above payo function g satises the requirement of Assumption 3.1(ii).
8.3. Digital option
We now consider the payo function g dened by
g(s) = 1fs>Kg; s>0;
for some positive constant K . Then direct computation provides
g^(s) = 1fs>Kg +
 s
K
u
1fs6Kg; s>0:
In this case, it is easily checked that Assumption 3.1(i) holds.
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