c Human upright posture is modeled by a double inverted pendulum. c Stabilization can hardly be achieved by a continuous delay feedback control. c We propose an intermittent control model of the double inverted pendulum. c The model can achieve robust and flexible stability despite a large feedback delay. c Distinct coordinated motor patterns during postural sway are emerged in the model. 
Introduction
Human upright posture in the sagittal plane during quiet standing is unstable due to the gravitational toppling torque that is greater than the restoring torque generated by the passive viscoelasticity of the joints. The unstable upright equilibrium is saddle-type, involving both stable and unstable modes. In the state-space representation of the system, those two modes correspond to stable and unstable manifolds, i.e., regions where the postural state transits close to an equilibrium point and regions where it falls away from the upright position, respectively (Morasso and Sanguineti, 2002) . The unstable posture thus needs to be stabilized by neural feedback control generating active joint torques, with the problem that the neural transmission delay in the loop of about 180-200 ms (Peterka, 2002) is itself a source of instability. Unsolved issue until today is to reveal the control strategy of how the central nervous system (CNS) stabilizes the unstable posture in a robust way while maintaining flexibility that allows the body to exhibit measurable postural sway during quiet standing (Prieto et al., 1996) . Bottaro et al. (2008) and Asai et al. (2009) have proposed an intermittent control model that can establish the robust and flexible stability of the upright posture using single inverted pendulum models actuated at the ankle joint. This model alternates between two types of unstable dynamics, as a function of the time-delayed physical state of the body pendulum: (1) one mode is characterized by the fact that the active torque is turned off when the pendulum state is located near the stable manifold of the saddle instability; (2) in the other mode, which operates in the remaining time periods, the state is driven by the delayed feedback controller. It is remarkable that although both modes are unstable ''in the large'', i.e., if any of them was adopted permanently, their combination with an appropriate ''switching function'' is stable and robust.
Note that the intermittent control is not the same as the bangbang control discussed in the past (Collins and De Luca, 1993) , although both strategies consider the state-dependent switchings between an open-loop control without the active torque and a closed-loop control with the active torque. The intermittent control claims a role played by the stable manifold of the system along which the body pendulum transiently approaches the upright equilibrium during the open-loop control. While in the bang-bang control, deterministic dynamics of the system with the open-loop control do not play significant roles for stabilizing the upright posture.
Another debate on the neural control strategy during quiet standing argues whether the CNS utilizes continuous feedback control (Masani et al., 2003; Maurer and Peterka, 2005; Van Der Kooij and De Vlugt, 2007; Vette et al., 2010; Kiemel et al., 2011) or discontinuous intermittent feedback control (Eurich and Milton, 1996; Bottaro et al., 2005 Bottaro et al., , 2008 Asai et al., 2009; Milton et al., 2009a; Insperger and Stepan, 2010; Loram et al., 2011; Gawthrop et al., 2011) . This debate is also associated with two questions: (1) if the CNS tries to achieve the stability of the upright posture rather than the minimization of the postural sway (Kiemel et al., 2011) and (2) which type of stability is established by the CNS: either rigid asymptotic stability with a small sway size typically with the continuous stiffness control (Winter et al., 1998) or compliant bounded stability with a relatively large sway size with the intermittent control (Bottaro et al., 2008) . The argument may be phrased as ''brute force'' vs. ''gentle taps'' in the control of unstable plants (Morasso, 2011) .
Theoretical studies considering the postural sway driven by endogenous motor noise have suggested that the sway size, particularly the amplitude of slow oscillations, can alter depending on the stability type of the upright equilibrium as well as on the noise intensity (Bottaro et al., 2008; Asai et al., 2009) . Asymptotic stability tends to require a large noise to reproduce the measured sway of amplitude about 1 cm, whereas bounded stability explains sway in a deterministic, noiseless manner. Experimental evaluations have suggested small endogenous noise ( $ 0:4 N m) due to hemodynamics and respiration (Conforto et al., 2001; Schmid et al., 2004) , implying compliant stability. Origins of the flexible posture include small passive ankle stiffness insufficient for stabilizing the upright stance (Loram and Lakie, 2002a; Casadio et al., 2005) and ''paradoxical'' calf muscle movement, i.e., non-spring like muscle behavior with compliant property of Achilles tendon (Loram et al., 2004) during quiet standing. Moreover, the compliant dynamics that characterize healthy subjects can be lost in neurological patients, as in Parkinson's disease, where postural inflexibility is a common finding (Horak et al., 1992; Yamamoto et al., 2011) : this determines at the same time a smaller sway size and a higher postural instability in the patients. Such findings suggest that the CNS controls postural flexibility.
On the other hand, some studies have focused on the beneficial aspects of noise, such as noise-induced stabilization by the use of multiplicative noise (Cabrera and Milton, 2002) or parametric excitation as ''drift-and-act'' control (Milton et al., 2009b) , and improvement of sensory detection of the posture by external noise resulting in sway reduction by the stochastic resonance (Priplata et al., 2002) .
Despite different stability types, both control models, namely the continuous control models (Van Der Kooij and De Vlugt, 2007) and the intermittent control models (Bottaro et al., 2008; Asai et al., 2009) can provide good reproductions of the human postural sway, leaving open the question which of them is more physiologically plausible. One reason why both types of control models can comparably reproduce the postural sway is that most studies so far assume single inverted pendulum models as the upright body, making the control problem ''easy'' even in the presence of the large feedback delay. A double inverted pendulum model makes the control problem substantially more difficult and more physiologically plausible. Thus, we expect that theoretical investigation examining which strategy can stabilize the upright posture of the double pendulum model in a better and robust way would lead to a breakthrough in the debate. Suzuki et al. (2011) have shown that continuous proportional and derivative controllers with the feedback delay can hardly stabilize a physiological double inverted pendulum model due to the delay-induced instability. Of course, the control problem becomes easier if large passive ankle and hip stiffness were assumed. However, the large passive stiffness supplemented by the active feedback torques might result in a markedly rigid stability, contradicting the compliant nature of the upright stance. Thus, it is more likely that values of the passive ankle and hip stiffness during quiet stance are smaller than the critical values required for stabilizing the upright stance only by the passive stiffness.
The double pendulum model requires the CNS controller to resolve motor coordination among multiple joints associated with the muscle synergy (Bernstein, 1967) . Nashner and McCollum (1985) and subsequent studies (Horak and Nashner, 1986; Runge et al., 1999) have proposed that different postural control strategies adaptively adjust the position of the center of mass (CoM) in response to external impulsive perturbations. One is the ankle strategy defined as the CoM repositioning and it is accomplished by moving the whole body as a single inverted pendulum using the active ankle torque. The second is the hip strategy defined as the CoM repositioning by moving the body as a double inverted pendulum with anti-phase motion of the ankle and hip joints. Both strategies are apparent in response to external mechanical perturbations, but are not so clear during quiet standing. Several recent studies, however, have shown that hip joint motion during quiet standing is not small but as large as or even larger than the ankle joint motion. Moreover, hip motion is coordinated with the ankle motion, suggesting existence of the hip strategy even during quiet standing (Aramaki et al., 2001; Alexandrov et al., 2005; Creath et al., 2005; Hsu et al., 2007; Pinter et al., 2008; Sasagawa et al., 2009) . Contribution of the ankle and hip strategies to stabilizing the quiet upright posture might depend on the passive hip stiffness. If it is large so that the body can be regarded as the single pendulum, a role played by the active hip torque could be small, leading to the ankle strategy as studied by the single inverted pendulum. On the other hand, a small passive hip stiffness may or may not require the active hip torque, possibly inducing the hip strategy. A technical but not irrelevant problem that complicates the experimental analysis of postural sway in terms of a double-pendulum model is the estimation of the relative contribution of ankle/hip strategies from force-plate data (Colobert et al., 2006) .
Although the double inverted pendulum model of upright standing is a significant advancement with respect to the classical inverted pendulum, from the point of view of biological complexity, it is still a simplification because it ignores a number of additional joints in the legs (the knee), the trunk, the neck and the arms. Multi-link models of this kind have been investigated in recent years in the framework of ''anticipatory postural adjustments'' and ''whole body reaching'' (Bouisset and Zattara, 1987; Stapley et al., 1999; Aruin, 2002; Pozzo et al., 2002; Kaminski, 2007; Morasso et al., 2010; Krishnan et al., 2011; Manista and Ahmed, 2012) . However, the focus was mainly on synergy formation rather than stabilization and control. Understanding how the standing human body can prepare for action, while maintaining stability in a wide range of situations and tasks, is an ambitious goal for the future but we think that this study sets the necessary groundwork because addressing the stability issue in two dimensions rather than just one is the crucial first step. In particular, this study addresses a number of crucial issues. Is intermittent control superior to the continuous stiffness control for robust and flexible stabilization of the physiological double inverted pendulum model? If intermittent control is indispensable, how should active torques at the ankle and hip be coordinated temporally? How does the neural controller coordinate the control actions? Moreover, how does the coordination depend on the passive hip stiffness that might affect the strategy taken by the CNS?
In Section 2, we define the continuous and the intermittent control models. Preliminary analyses of the continuous models are performed, since we need to characterize stable manifolds of the models for defining the intermittent control strategy. Moreover, we carefully observe dynamics along the stable and unstable manifolds of the model when the active controls are turned off, since those dynamics are key to stabilizing the upright posture. In Section 3, we show that intermittent control can compensate the delay-induced instability and stabilize the double inverted pendulum in a robust way by generating coordinated active torque patterns that change dynamically depending on the passive hip stiffness, referred to as the intermittent ankle, hip, and mixed strategies. Section 4 considers the stochastic dynamics of the intermittent control model driven by noise, showing that the proposed controller generates biologically plausible sway patterns and is also much more energetically efficient than the continuous strategy. In Section 5, we analyze the model's dynamics to understand how the intermittent ankle, hip, and mixed strategies emerge. In particular, we address the issue of how the distinct combination of unstable dynamics exhibited by the open-loop and the closed-loop models, specific to each of three types of the intermittent strategies, can stabilize the overall dynamics. To this end, we analyze the state space and geometry of the stable manifold of the unstable open-loop model and the unstable manifolds of the closed-loop models. We then discuss the results in Section 6.
Models and preliminary analyses
2.1. Double inverted pendulum models with and without continuous active feedback control
We consider a double inverted pendulum model during quiet standing in the sagittal plane (Fig. 1) . Upper and lower links of the model correspond to the head-arm-trunk (HAT) and the lower extremities, respectively. The distal end of lower link is fixed in the space by a pin joint, corresponding to the ankle joint. The proximal end of lower link and the distal end of upper link are connected also by a pin joint, corresponding to the hip joint. The ankle and hip joint angles (y a and y h ) and the body parameters are defined in Fig. 1 . The parameter values are listed in Table 1 for an adult with 1.7 m of height and 60 kg of weight based on Colobert et al. (2006) .
Since the state variables of the model, i.e., the joint angles h ¼ ðy a ,y h Þ T and the corresponding angular velocities _ h are small during quiet standing, the second and higher order terms can be neglected, leading to the following linearized equation of motion for the double inverted pendulum model:
where M is the inertia matrix, Gh the gravitational toppling torque vector, and Q ¼ ðt a ,t h Þ T the joint torque vector at the ankle and the hip. The matrices M and G are defined in Appendix A. ) determined by the CNS with feedback delay. The passive ankle and hip torques are modeled as linear torsional viscoelastic elements with passive elastic (K a and K h ) and viscosity (B a and B h ) coefficients. We assume that the active torques are generated by linear PD feedback controllers, with proportional (P a and P h ) and derivative (D a and D h ) gains for the joint angles and their velocities, conveyed with the feedback delay of D seconds. We use such simple neural controllers for the active torques, in agreement with most previous studies of postural stability based on a single inverted pendulum model (Bottaro et al., 2008; Asai et al., 2009; Masani et al., 2003; Maurer and Peterka, 2005; Van Der Kooij and De Vlugt, 2007; Vette et al., 2010) . However, we do not think that there is a significant loss of generality, due to the small size of the postural oscillations. For simplicity, we also assume that the desired values of joint angles and velocities are null for both ankle and hip, corresponding to the fully vertical upright posture. Table 2 for symbols and values of parameters. (b) m represents the total mass of the double pendulum, h the distance from ankle joint to the total center of mass (CoM) of the double pendulum when the hip joint is fully extended.
and active torques are formulated as follows:
The passive torques are always and continuously acting on the joints, since they are generated by intrinsic mechanical properties, whereas the active torques can be turned on and off by the CNS in the intermittent control paradigm. In particular, the model investigated in this paper considers the following four simple continuous control models of the double inverted pendulum to be alternated during the postural stabilization process: (1) the off-off model with no active torques; (2) the on-off model with active torque only at the ankle; (3) the off-on model with active torque only at the hip; (4) the on-on model with active torques on both joints. Fig. 2(a)-(d) shows the corresponding block diagrams of the control models. Specifically, t a and t h for each control model are defined as follows.
Joint torque of the off-off model ( Fig. 2(a) ):
Joint torque of the on-off model ( Fig. 2(b) ):
Joint torque of the off-on model (Fig. 2(c) ):
Joint torque of the on-on model ( Fig. 2(d) ):
The four 2 Â 4 impedance matrices, namely T passive , T on2off active , T off2on active , and T on2on active , are constant and correspond to the four control models.
Overview of the intermittent control model of the double inverted pendulum
The intermittent control model proposed in this paper consists of a set of four continuous-time feedback controllers (or model components), with delayed feedback, and a smart switching mechanism that alternates in time between one controller and another in order to achieve a robust, bounded stability. The possible switching patterns are depicted in Fig. 2(e) .
We also used reduced intermittent control models that consist of only two model components; one is the off-off model component and the other is either on-off, off-on, or on-on model component. Those reduced models were introduced to specify a model component dominantly responsible for stabilizing the upright posture.
Parameters for passive viscoelasticity and active feedback control gains
Each continuous control model is characterized by nine parameters: four passive viscoelastic coefficients ðK a ,B a ,K h ,B h Þ, four The passive gain parameters were chosen as follows. In particular, the elastic and viscous coefficients of the ankle joint are set and fixed as K a =mgh ¼ 0:8 and B a ¼4.0 N m s/rad for all models, in agreement with specific experimental evaluations (Loram and Lakie, 2002a; Casadio et al., 2005) , which show that the single inverted pendulum cannot be stabilized in the upright posture because K a is smaller than the rate of growth mgh of the gravitational toppling torque. These or similar values were used in most studies of the single inverted pendulums (Bottaro et al., 2008; Asai et al., 2009; Maurer and Peterka, 2005) . The feedback delay D is fixed at 0.2 s as reported in Peterka (2002) .
Unfortunately, there are no experimental evaluations of the passive hip viscoelasticity during quiet standing and thus we analyzed a rather wide range of passive hip elasticity (K h =mgh A ½0:3,1:0), focusing the attention on three typical values: 0.3, 0.5, and 1.0. The value of B a is rather small and is set to 4 N m s/rad in agreement with available estimates of ankle impedance. Also for B h we used a small value (10 N m s/rad), but bigger than B a in consideration of the fact that the overall crosssectional area of the muscles acting on the hip joint is greater than ankle muscles. Larger values of B h would merely reduce the dynamics of the double pendulum, leading to qualitatively similar behavior to the single inverted pendulum. B h -dependency of the dynamics is discussed briefly in Section 6.
As regards the active gain parameters, we analyzed ranges of values which are listed in Table 3 . In particular we focused the attention on the following ''typical'' values: P a =mgh ¼ 0:4, D a ¼10 N m s/rad, P h =mgh ¼ 0:6, and D h ¼10 N m s/rad. This means that the ''typical'' intermittent control model is based on the following model components: 
These continuous control models act as the model components for the intermittent controller, which switches on and off the different active gains according to a switching strategy that is explained in detail later on. However, we emphasize that such active gain values are all ''small'', in the sense that each parameter set is far outside the stability region of the corresponding continuous model, as shown in the following. In spite of that, we will demonstrate that a smart switching strategy can achieve dynamic, bounded stability in a robust way. 
The instability of the off-off model is determined by the fact that one of the four eigenvalues of matrix A passive is always positive, as demonstrated by the root-locus analysis (see Fig. C1 Fig. 3(a) . We refer to this manifold as E u,in off2off . (2) v 2 spans the one-dimensional stable manifold on which the state point exhibits the stable monotonic in-phase mode, referred to as the M s,in off2off -mon, where the ankle and hip angles also change monotonically together in the same directions toward the upright position as in Fig. 3(b) . We refer to this manifold as E s,in off2off . (3) v 3 and v 4 span the two-dimensional stable manifold on which the state point exhibits a stable Fig. 3 . Modes of the four continuous control models including the off-off model. The upper panels sketch, by means of stick figures, the motion of the double pendulum for various modes determined by the continuous control models: (a) unstable, monotonic in-phase mode, (b) stable, monotonic in-phase mode, (c) stable, oscillatory antiphase mode, (d) unstable, oscillatory in-phase mode, (e) unstable, oscillatory anti-phase mode. The lower table summarizes the modes exhibited by the four continuous control models for small/medium and large K h . oscillatory anti-phase mode, referred to as the M s,anti off2off -osc, where the ankle and hip angles oscillate in the opposite directions toward the upright position as in Fig. 3(c) . We refer to this manifold as E s,anti off2off . The three modes described above occur in the off-off model for any value of K h in the designated range. Appendix C provides details of the mode analysis. In summary, a relevant feature of the off-off model, exploited by the intermittent controller, is that it includes a three-dimensional stable manifold: if the state vector happens to be aligned on or near the stable manifold, for some time it will move toward the upright equilibrium state spontaneously, without any active torques provided by the neural controller. Fig. 4(a) shows the three manifolds and sample trajectories. An initial state point for each trajectory is exactly on one of the manifolds. Thus, the state point developed from the initial state keeps staying on the manifold. Since the off-off model is a linear dynamical system, a trajectory from a state point that is not on any of the three manifolds can be represented uniquely by a linear combination of three trajectories: one on E u,in off2off , one on E s,in off2off , and the other on E s,anti off2off . Thus, the four-dimensional state space E of the off-off model can be represented by the direct sum of the three manifolds as
Let us represent the state space E using the eigenvectors of the off-off model as the basis, and let us denote with X ¼ ðx 1 ,x 2 ,x 3 ,x 4 Þ the corresponding coordinate vector. It is then possible to express the state space with two sets of coordinates, as follows:
where the transformation matrix is defined as V off2off ¼ ðv 1 ,v 2 ,v 3 ,v 4 Þ. Fig. 4 (b) represents a projection of Fig. 4(a) on the x 1 -x 2 and x 3 -x 4 planes with the coordinate X. Fig. 4(b) are the same as those in Fig. 4(a) In the off-off model, the upright state is the intersectional point of the three manifolds, and it is the saddle type unstable equilibrium point around which the vector field exhibits a hyperbolic configuration. monotonic falling. For analyzing the dynamics of the intermittent control model, later in this paper, we represent the transients with transition in the dominant modes described here by using the associated manifolds as follows:
where the arrow -represents the time evolution, and the upper bar on a manifold means that the dynamics of the model is dominated by the dynamics on that manifold. See Appendix E for determining which manifold dominates the dynamics. Note that, in general, for a state point of a dynamical system with stable and unstable manifolds, the stable manifolds are repulsive and the unstable manifolds are attractive. For this reason, although a state point close to the stable manifold is dominated by it for a transient period of time, the state point gets closer to the unstable manifold dominating the dynamics eventually. The transient dynamics described in Eq. (14) is consistent with this general property.
Stability and dynamics of the continuous models with active torques
The three continuous models with active torques are characterized by delay differential equations (DDE). Although a detailed analysis of such models is not required for defining the intermittent controller, we need to introduce ''approximated'' stable manifolds of the DDE models for defining a switching rule among the model components, since they might contribute to stabilizing the standing posture together with the stable manifold of the off-off model. Therefore, for every DDE of the examined range of K h and ðP a ,D a ,P h ,D h Þ, we briefly illustrate stability and dynamic modes with their associated manifolds. Eq. (1) with the active torque(s) can be rewritten as follows:
where i¼on-off, off-on, and on-on. The impedance matrix T i active is defined by either Eqs. (7) and (8) or (9). The corresponding eigenequation is
which has an infinite number of roots, since the DDE of Eq. (15) is an infinite dimensional system. However, for the analysis of the upright posture we are only interested in the four dominant eigenvalues, namely l A state of each DDE model at time t is described as a state function defined on the time interval ½tÀD,t. We denote such state function of the i-th DDE as x i ð½tÀD,tÞ, and consider the time evolution of the state function in the four dimensional space E, although this is not possible, strictly speaking, since the DDE system evolves in an infinite dimensional space. x i ð½tÀD,tÞ may be depicted as a curved segment that moves in space E. We refer to the points x i ðtÞ and x i ðtÀDÞ as the head and the tail of the curved segment x i ð½tÀD,tÞ in E, respectively. To make the DDE models tractable, their dynamics were approximated by those of the corresponding ODE, referred to as approximated ODE model (a-ODE model) or approximated ODE model component (a-ODE model component). The reader should take care distinguishing between the regular ODE models (defined by D ¼ 0) and the a-ODE models, which are introduced for analyzing the dynamics of DDE models in a finite-dimensional space.
The a-ODE model of the i-th DDE model in the standard coordinate system is defined as follows:
where the matrix . The a-ODE models with i¼ on-off, off-on, and on-on define the a-onoff, the a-off-on, and the a-on-on continuous control models, respectively. Since each a-ODE model is a four dimensional dynamical system, a state of the i-th a-ODE model at time t can be represented as a state point in the four dimensional state space E, which approximates the state function x i ð½tÀD,tÞ. We also define stable and/or unstable manifolds spanned by the eigenvectors for each a-ODE model, and consider them as the approximated manifolds of the corresponding DDE model, which are assumed to capture major aspects of dynamics for the DDE model. This assumption is supported empirically by the simulations examined in the following, but a formal validation is outside the scope of this paper. See Section 6 for related arguments.
Stability, modes, and manifolds of the on-off model
For each examined value of K h , stability of the on-off model is determined only by P a and D a , since P h ¼ D h ¼ 0. Fig. 5(a) shows the stability regions of the on-off model in the ðP a =mgh,D a Þ-plane for small (K h =mgh ¼ 0:3), medium (K h =mgh ¼ 0:5), and large (K h =mgh ¼ 1:0) values of the passive hip stiffness. For K h =mgh ¼ 0:3, there is no stability region for both the DDE and ODE models. For K h =mgh ¼ 0:5 and 1.0, the ODE model has rectangular stability regions in the ðP a =mgh,D a Þ-plane, whereas the DDE models have irregular stability regions, contained in the corresponding rectangle and with quite smaller areas. See also Fig. C1 in Appendix C for the root loci of the four dominant eigenvalues of the on-off model as a function of K h , where one can confirm that the root loci have two critical values of K h . That is, as K h increases, one real eigenvalue changes its sign from negative to positive at K h $ 0:5836, and then one pair of complex eigenvalues appears at K h $ 0:5878. Thus, the dynamics of the on-off model changes qualitatively roughly around K h $ 0:58. For this reason, we consider K h ¼ 1:0 4 0:58 as large, and K h ¼0.3 and K h ¼ 0.5 as small or medium.
The state space E of the unstable a-on-off model with small and medium K h can be represented as means that the dynamics of the on-off model with small and medium K h are qualitatively the same as those of the off-off model. For large values of K h , the stable and unstable monotonic in-phase modes collide and disappear, and the unstable oscillatory in-phase mode M u,in on2off -osc ( Fig. 3(d) ) associated with twodimensional manifold E u,in on2off appears. Thus the state space E of the a-on-off model with large K h can be represented as
ð19Þ 2.5.2. Stability, modes, and manifolds of the off-on model Stability of the off-on model is determined only by P h and D h , since P a ¼ D a ¼ 0. The analysis shows that there is no stability region in the examined range of ðP h ,D h Þ, regardless of the value of K h for the models both with delay and without delay. That is, the upright state of the off-on model can never be stabilized for any values of ðP h ,D h Þ and K h . Despite this fact, in the next section we show that the upright state of the reduced intermittent control model switching between the off-on and the off-off model components can be stabilized. See also Fig. C1 in Appendix C for the root loci of the four dominant eigenvalues of the off-on model as the function of K h .
The state space E of the unstable a-off-on model with small, medium, and large values of K h can be represented commonly as follows:
where E u,in off2on , E s,in off2on , and E u,anti off2on are associated with, respectively, the unstable monotonic in-phase mode M u,in off2on -mon (Fig. 3(a) ), the stable monotonic in-phase mode M s,in off2on -mon (Fig. 3(b) ), and the unstable oscillatory anti-phase M u,anti off2on -osc (Fig. 3(e) ). This means that the off-off and the off-on models share qualitatively the same monotonic in-phase modes.
Stability, modes, and manifolds of the on-on model
Stability of the on-on model is determined by the set of active feedback gains ðP a ,D a ,P h ,D h Þ for the ankle and hip joints. Fig. 5(b) shows the stability region of the on-on model for particular values of P h =mgh (0.2, 0.4, and 0.6) in the ðP a =mgh,D a ,D h Þ-space. Simulations and theoretical analysis confirm that the stability region of the on-on model with D ¼ 0 is large parallelepiped, and it becomes larger as K h and P h increase. In comparison, the size of stability regions for the DDE models is quite narrow due to the delay-induced instability. See also Fig. C1 in Appendix C for the root loci of the four dominant eigenvalues of the on-on model as the function of K h .
The state space E of the unstable a-on-on model with small, medium, and large values of K h can be represented commonly as follows:
where E u,in on2on and E u,anti on2on are associated, respectively, with the unstable oscillatory in-phase mode M u,in on2on -osc ( Fig. 3(d) ) and the unstable oscillatory anti-phase mode M u,anti on2on -osc ( Fig. 3(e) ). The unstable in-phase and anti-phase mode of the on-on model are qualitatively the same as that of the on-off model with large K h and that of the off-on model, respectively.
The delayed state-dependent switching rule among model components
We can now define the state-dependent ''smart'' switching rule among the previously analyzed control model components, which is the core of the proposed intermittent control model. The switching rule uses xðtÀDÞ, which is the state of the intermittent control model, i.e., a tail of the state function x i ð½tÀD,tÞ for each of three DDE model components or the past state point xðtÀDÞ for the off-off model component governing the system at time t. This rule defines how the brain selects a model component for temporarily driving the pendulum in the direction of the desired equilibrium state. The challenge, of course, is that the CNS must take this decision on the basis of delayed sensory feedback information xðtÀDÞ about the physical state of the pendulum. Considering that xðtÀDÞ is a point in the four-dimensional space E, we define the following three conditions for the intermittent control model that utilizes the four continuous model components ( Fig. 2(e) ):
As long as xðtÀDÞ is located in the ''neighborhood'' of the stable manifold E s,in off2off È E s,anti off2off of the off-off model, the system is continuously governed by the off-off model component, i.e., both active torques are deactivated. If xðtÀDÞ newly enters into such neighborhood, the intermittent controller switches the model component governing the system to the off-off model.
As long as xðtÀDÞ is located in the neighborhood of the stable manifold of the a-on-off model (E s,in
on2off of the on-off model) but not in the neighborhood of the stable manifold of the off-off model, the system is continuously governed by the on-off model component. If xðtÀDÞ newly enters into the neighborhood of the stable manifold of the a-on-off model, but remains outside the stable manifold of the off-off model, the model component governing the system is switched to the on-off model. This means that, if xðtÀDÞ is in the intersection of the neighborhood of the stable manifold of the off-off model and that of the a-on-off model, the off-off model is used preferably to the on-off model.
If xðtÀDÞ is located neither in the neighborhood of the stable manifold of the off-off model nor in that of the on-off model at time t, the system is governed by either the on-off, the offon or the on-on model component, according to a rule which is defined below.
For the definitions of the neighborhoods of the stable manifolds, see Appendix D. In our modeling, we did not use the stable manifold E s,in off2on of the off-on model. This is because E s,in off2on is one-dimensional space, and practically, xðtÀDÞ can hardly enter the neighborhood of E s,in off2on . Note that the off-off model is selected only if xðtÀDÞ is in the neighborhood of its stable manifold. However, the on-off model is selected both for utilizing its stable manifold if xðtÀDÞ is in the neighborhood of the stable manifold and for utilizing its unstable dynamics otherwise.
If xðtÀDÞ is located neither in the neighborhood of the stable manifold of the off-off model nor in that of the on-off model, the rule for selecting a model component governing the system at time t is defined as follows. The aim of the control under this situation is to attract the state of the system (the head of the state function) back to the stable manifold of the off-off model component rather than to the nominal equilibrium state. This can be achieved by the use of unstable dynamics of the on-off, the off-on, and the on-on model components. In particular, dynamics dominated by any of unstable oscillatory modes can achieve this, because the state of the system spiralling around the nominal equilibrium point inevitably gets across the stable manifold of the off-off model component. The point is to choose the best alternative and we did so by evaluating the four dimensional change rate vector at the tail xðtÀDÞ in E for each model component. By using Eq. (15) the change rate vector at xðtÀDÞ in the standard coordinate system can be expressed as follows:
However, calculating the right-hand-side of this equation requires the delayed physical state of the pendulum at the past time tÀ2D.
Since we consider that only the physical state of the pendulum at the past time tÀD is available for the CNS at time t, we evaluated the approximated change rate vector at xðtÀDÞ in the standard coordinate as
using the i-th a-ODE for the i-th DDE model. We propose that, at every time instant t, the CNS selects the model component whose approximated change rate vectorr ðtÀDÞ evaluated at xðtÀDÞ in E is the one which most quickly directed to the stable manifold of the off-off model. To select the component, we calculated the direction cosine q i ðtÞ (i¼on-off, off-on, and on-on) between each change rate vector of the three model components and a vector in the direction of the perpendicular line of the stable manifold of the off-off model terminated at the point xðtÀDÞ in E. The latter vector, denoted as nðtÀDÞ, can be represented simply as ðx 1 ,0; 0,0Þ T in the coordinate X, since the three dimensional subspace of E satisfying x 1 ¼ 0 is the stable manifold of the off-off model. The index q i ðtÞ is defined as follows in the coordinate X:
The approximated change rate vectorrðtÀDÞ in Eq. (24) in the coordinate X was calculated from Eq. (23) using the coordinate transformation matrix V off2off . If the value of q i (t) at time t is the closest to À1 for a specific i-th model component, the change rate vector of the corresponding model component directs the most to the stable manifold of the off-off model than those of the others. That is, the use of i-th model component at time t is the locally best selection to pull the state of the system toward the stable manifold of the off-off model. Thus, i-th DDE model component is selected to govern dynamics of the system. Note that the use of the coordinate X for calculating Eq. (24) is optional, and it is just for computational convenience.
The delayed-state-dependent switching rules for the reduced intermittent control models with two model components are basically the same as defined above for the intermittent control model composed of four model components. For example, for the off-off/off-on reduced model, only the first item of the switching conditions is employed without considering the use of the on-off and the on-on model components, i.e., the off-on controller is selected whenever the first condition for the use of the off-off model is not satisfied.
Intermittent control stabilizes the double inverted pendulum
We show here that the upright state of the double inverted pendulum can be stabilized by the proposed intermittent feedback controller, in spite of the fact that none of the four continuous model components alternated in time is stable in the target posture. Fig. 6 exemplifies typical transient dynamics of the intermittent motor controller in different versions: (1) the full model, which alternates among all four components, i.e., off-off/ on-off/off-on/on-on; (2) reduced models that alternate only between two components, namely off-off/on-off, off-off/off-on, and off-off/on-on. Fig. 6(a) shows that the upright state of the full intermittent model can reach dynamic equilibrium in the whole range of values of K h . The two traces at the bottom of Fig. 6(a) represent the patterns of activation/inactivation of the active torques at the ankle and hip, showing that all the four combinations occur with variable time-windows. In particular, the off-off model component operates in a substantial amount of time and, in spite of such absence of active torques, the total CoM angle (y CoM ) gets closer to the upright state. It can be confirmed that those behaviors are dominated by the stable dynamic mode with the associated stable manifold E s,in off2off È E s,anti off2off of the off-off model. In general, the finite state machine that corresponds to the intermittent controller goes through about 2-3 transitions per second.
3.1. Evidence for intermittent ankle, hip, and mixed strategies Fig. 6(a) -right-column represents the dynamics for large K h (K h =mgh ¼ 1:0). In this case, changes in the hip angle (y h ) are small, and the total CoM sway(y CoM ), which is quite close to the ankle angle (y a ), approaches the upright state almost monotonically. We can also observe that most activation/ inactivation transitions affect the ankle joint, leaving the hip joint inactivated most of the time. We refer to such intermittent control mode as the intermittent ankle strategy. In comparison, the dynamics of the intermittent control model shown in the left and middle columns of Fig. 6(a) for small and medium K h values may be referred to as intermittent hip strategy and intermittent mixed strategy, respectively. In other words, for the ankle strategy to be feasible the hip stiffness must be sufficiently high.
The performance of reduced controllers, which can only alternate between two of the four model components, helps understanding the different intermittent stabilization strategies (see Fig. 6(c) ). For example, the bottom row of the figure (off-off/ on-on reduced controller) shows that activating both joints at the same time achieves stability of the target posture regardless of the value of K h . Moreover, the left column of Fig. 6(c) shows that, for small values of K h , the critical role for stabilization is played by the hip joint because the control fails if no active torque is provided to that joint. We refer to this as ''intermittent hip strategy''.
In contrast, for medium values of the hip stiffness (see Fig. 6(c) ), the activation of the hip joint is insufficient for stability unless is supported by the simultaneous activation of the ankle. We refer to this as ''intermittent mixed strategy''. Fig. 6 (a) contains important information on the oscillatory and non-oscillatory modes exhibited by the intermittent motor controller. By definition, the full intermittent controller, which alternates among the off-off, on-off, off-on, on-on components can exhibit the different oscillatory patterns (in-phase and antiphase) that characterize these components. The lower and upper links move together in the periods of time during which the dynamics of the pendulum is dominated by the in-phase mode, whereas they move in opposite directions in other periods of time during which the dynamics is dominated by the anti-phase mode. The second and third traces in Fig. 6(a) show the in-phase and anti-phase decompositions of the overall sway patterns depicted in the first row of the figure. They show that fractions of the inphase and anti-phase components depend on the value of K h : the smaller the value of K h is, the larger is the fraction of the antiphase component, implying that the hip joint movement becomes dominant as K h decreases. In contrast, the larger the value of K h is, the larger is the fraction of the in-phase component, implying that the ankle joint movement becomes dominant as K h increases. See Appendix E for the decomposition procedure.
3.2. The patterns of activation/inactivation of the active torques are strategy-dependent As shown in Fig. 6(a) , patterns of activation/inactivation of the active torques correspond to the switchings among the four control model components. Such patterns are K h -dependent and characterize the three intermittent strategies. Let us look at the second half of the activation patterns for each column of Fig. 6(a) , i.e., the quasi-''steady state'' patterns: for each K h value, we can identify the presence of repeated base cycles. In the figure, the beginning of each cycle (chosen as the time instant at which both active torques are inactivated) is marked by a dashed line. Fig. 6(b) shows a magnifications of the patterns including several base cycles.
In particular, for small values of K h , the pattern in Fig. 6(b) -leftcolumn shows that the base cycle, after the initial off-off phase, continues by switching to the on-off model component at the instant indicated by 'a', then to the off-on model at time 'b', again to the on-off model at time 'c', and finally back to the off-off model at time 'd'. Since two time windows during which the onoff model is active are quite short, we may conclude this dynamic regime is basically an ''intermittent hip strategy''. For medium values of K h (Fig. 6(b) -middle-column) the base cycle is characterized by a different switching pattern among model components: off-off -on-off -on-on -on-off, and then back to the off-off model. Thus, the cycle can be characterized as an ''intermittent mixed strategy''. For large values of K h Fig. 6(b) -rightcolumn shows that emergent strategy is clearly an ''intermittent ankle strategy'', with permanently inactivated active hip torque.
In summary, by changing the hip stiffness in a rather large range of physiologically plausible values, we obtain different behaviors characterized by different strategies. However, the CoM (black trace in Fig. 6(a) ) appears to converge to equilibrium after a transient determined by the initial conditions of the simulations. This is apparent if we observe the traces globally or ''stroboscopically'', i.e., at the beginning of each cycle. How can the intermittent model generate such convergent dynamics? Apart from the empirical observation of the convergent behavior, a more formal analysis is presented in Section 5, also taking into account the dynamic analysis of the four model components provided by Section 2.
Robust stability against changes in the active gain parameters
Let us re-examine Fig. 5(b) for assessing the robust stability of the intermittent control model against changes in the active gain parameters. As previously mentioned, for every fixed K h value, the parameter set ðP a ,D a ,P h ,D h Þ specifies the intermittent control model. Thus, any point in the ðP a =mgh, D a ,D h Þ-space for each given value of P h =mgh specifies the corresponding intermittent control model. Fig. 5 (b) displays a number of red points in the ðP a =mgh,D a , D h Þ-space for each ðK h =mgh,P h =mghÞ. Each red point indicates that the upright state of the intermittent control model defined by that parameter point is stable. Although the sets of parameter point examined are discrete within the range of our investigation, we can confirm that the stability region of the intermittent control model is much wider than that of the continuous on-on model for any K h value. Thus, we conclude that stability of the intermittent control model is robust against changes in the active gain parameters.
Postural sway and energetics in the intermittent control model

Stochastic postural sway with noise
Let us now consider how postural sway patterns of the intermittent control model are modified by adding white noises to the joint torques. The following equation of motion must be considered:
where sn ¼ sðx a ,x h Þ T represents the torque noise vector with noise intensity s. We assume that the ankle torque noise x a and the hip torque noise x h are the standard Gaussian white noise, independent sources. We consider a physiologically plausible level of noise intensity (s ¼ 0:2 N m), which is compatible with the experimentally estimated intensity of the torque noise due to hemodynamics during human upright standing (Conforto et al., 2001 ). This small intensity, which was also used in intermittent control models of the single inverted pendulum model (Bottaro et al., 2008; Asai et al., 2009) , is about 10 times smaller than the noise level required by continuous control models (Maurer and Peterka, 2005; Van Der Kooij and De Vlugt, 2007; Vette et al., 2010) in order to produce physiological amplitudes of sway movements. Fig. 7 shows typical postural sway patterns generated by the intermittent control model with the noise input for K h =mgh ¼ 0:3, 0.5, and 1.0. The intermittent control model with those three values of the passive hip stiffness behaves stochastically, but in qualitatively different manners, reflecting the corresponding intermittent strategies, namely, the hip, mixed, and ankle strategies, as shown in Section 3 for the noise-less dynamics. For the small K h , the stochastic postural sway exhibits large and high frequency anti-phase oscillations superposed on the slow inphase trend, according to the intermittent hip strategy. For the medium K h , the sway exhibits both monotonic in-phase trend and anti-phase oscillations comparably, reflecting the mixed strategy. For the large K h , the sway mostly exhibits slow in-phase dynamics, according to the ankle strategy. Fig. 8 compares two descriptors of simulated and experimental sway patterns, namely power spectral density (PSD) functions and sway histograms of the CoP (Center of Pressure). The experimental data were taken from the public database at www. physiome.jp and correspond to sway movements from two young healthy subjects A and B during human quiet standing samples that span 70 s ). The simulation data correspond to 10 samples of 300 s, similar to the patterns of Fig. 7 . The CoP, in this case, was obtained using a relationship between the ankle torque and CoP (Morasso et al., 1999) .
Panel (a) refers to simulated data and panel (b) to experimental data. The PSD for small K h (K h =mgh ¼ 0:3) with the intermittent hip strategy exhibits two dominant resonant peaks at about 1 Hz and 2 Hz, corresponding to the characteristic oscillation frequencies of the anti-phase modes (see Appendix C). The height of each peak in the PSDs becomes less prominent as K h increases because the intermittent ankle strategy becomes dominant. The resonant peaks almost disappear for large K h , leading to the PSD with double power law shape similar to PSD obtained in the intermittent control model with a single inverted pendulum (Asai et al., 2009 ). Thus, appearance of the most prominent resonant peak around 1 Hz could be a hallmark indicating the intermittent hip strategy and/or the mixed strategy as the underlying control strategy. The histogram of the CoP sway with the intermittent hip strategy exhibits a unimodal distribution for the small K h . However, this distribution tends to become bimodal as K h increases, reflecting slow in-phase oscillations that are typical for the intermittent ankle strategy, in agreement also with what reported by Bottaro et al. (2008) .
The two subjects depicted in panel (b) of Fig. 8 were chosen from the database because they exemplify the qualitative coordination patterns emerging from the simulation study. In particular, subject A has a peak in the PSD at about 2 Hz, which is consistent with a small-medium value of the hip stiffness, but has clearly a unimodal CoP histogram that suggests a low level of hip stiffness. In conclusion, in this subject the hip strategy has definitely a role and he probably operates on the border between a mixed and purely hip intermittent strategies. In contrast, subject B exhibits the typical patterns of a pure ankle strategy, which is considered as the standard of young healthy subjects. However, these are just two examples. Thorough comparisons between experimental and simulated postural sway are beyond the scope of the present work.
Energy consumption for maintaining the upright posture
We evaluated energy consumption necessary for maintaining the upright posture of the double pendulum by the continuous and the intermittent strategies. The energy consumptions (power) by the passive and active torques were calculated during stochastic postural sway with additive noise, simply as follows:
where the integration time span T was set to 300 s.
Energy consumption during stochastic postural sway in the continuous control model with P a =mgh ¼ 0:4, D a ¼70 N m s/rad, P h =mgh ¼ 0:2, and D h ¼3 N m s/rad (located at the center of the narrow stability region shown in Fig. 5(b) ) for K h =mgh ¼ 1:0 was about 1580 mW in total, in which the passive power at the ankle and hip were, respectively, about 115 and 840 mW, and the active power at the ankle and hip were, respectively, about 65 and 560 mW. While in the intermittent control model with the ankle strategy for K h =mgh ¼ 1:0, it was about 110 mW in total, in which the passive power at the ankle and hip were, respectively, about . Blue, red, and thick black curves represent the angles of the ankle joint ya, the hip joint y h , and the total CoM y CoM . For each value of K h , the five rows represent the following variable: (1) the angular oscillations ðya,y h ,y CoM Þ; (2) the decomposed inphase waveforms; (3) the decomposed anti-phase waveforms; (4) the activations/inactivation signals of the active hip torque; (5) the activations/inactivation signals of the active ankle torque. The sway patterns for the three values of K h =mgh reflect dynamic characteristics of the three intermittent strategies: hip, mixed, and ankle, respectively. 30 and 65 mW, and the active power at the ankle and hip were, respectively, about 12 and 3 mW. This means that energy efficiency of the intermittent control model was about 10 times better than that of the continuous control model. Note that, in these energy estimations, we assumed different noise intensity s for simulating postural sway of the identical variance in the two different models; s ¼ 0:33 N m=rad for the continuous control model and s ¼ 0:2 N m=rad for the intermittent control model. Such comparisons could not be performed for smaller passive hip stiffness (K h =mgh ¼ 0:3 and 0.5), because the continuous control model could not stabilize the upright posture for these small K h values. Nevertheless, the total powers during the mixed (K h =mgh ¼ 0:5) and the hip (K h =mgh ¼ 0:3) strategies were, respectively, about 570 and 5700 mW. That is, the mixed strategy for the medium passive hip stiffness is still two times more energy efficient than the continuous control model for the large hip stiffness.
Understanding dynamics of the intermittent control model
The dynamics of intermittent control models, exemplified by the graphs of Fig. 6(a) in the absence of noise, are re-analyzed here in order to better understand how the intermittent strategies can stabilize the upright state of the double pendulum. We described state-dependent switching rules among the model components, by which the active torques acting on the ankle and hip joints are selectively activated when the intermittent controller finds out that the delayed estimate of the state vector xðtÀDÞ overcomes a safety distance from the stable manifold of the off-off model. We expected, as the simulations seem to indicate, that the active torques turned on by that event were able to pull the system's state back to the safe neighborhood of the stable manifold of the off-off model, after some period of time. How is this achieved in the dynamics shown in Fig. 6(a) ?
It is certainly true that when the system's state is in the neighborhood of the stable manifold of the off-off model it tends to approach the target upright position, but only transiently and thus we must face another question: How does this transient behavior of the off-off model component combine with the unstable dynamics of the DDE model components for stabilizing the overall dynamics? To answer these questions, we consider the approximated manifolds of the approximated ODE (a-ODE) model components to decompose the dynamics of the corresponding DDE model components. Figs. 9-11 reuse the dynamics shown in the left (K h =mgh ¼ 0:3), middle (K h =mgh ¼ 0:5), and right (K h =mgh ¼ 1:0) panels of Fig. 6(a) , respectively.
Map representations of the dynamics
For descriptive convenience, we define a map representation of dynamics of the intermittent control model. Suppose one model component governs the dynamics of the system continuously for a time interval ½t s ,t f during which the system's state evolves from the initial state p s to the final state p f . This change can be described as a mapping from p s to p f . Note that p s and p f represent, respectively, the state functions xð½t s ÀD,t s Þ and xð½t f ÀD,t f Þ if the governing model component is one of the DDE defined by Eq. (15). They represent the state points xðt s Þ at t ¼ t s and xðt f Þ at t ¼ t f in the four-dimensional state space E if the governing model component is the off-off model component.
We denote the flow of the system as F i with i¼off-off, on-off, off-on, and on-on. For example, the flow F on2on represents the map when dynamics of the system is governed by the on-on model component. The map F i relates p s and p f as follows:
5.2. Intermittent hip strategy for small K h Fig. 9 (a) redisplays a part of dynamics of the intermittent control model shown in Fig. 6(a) -left for small K h . The extracted portion is identified by the bold rectangle in Fig. 6 (a)-left and is expanded for convenience in Fig. 6(b) -left. In Fig. 9(a) , the marker J in E represents the state point p ¼ xðt s Þ at the beginning of the extracted portion, which is just after the model component is switched to the off-off model; the cycle continues with a sequence of commutations of model components, whose timing is indicated by X markers as follows: off-off -on-off -off-on -on-off and then switched back to the off-off model component.
The basic cycle of Fig. 9 (a) is broken down into its fragments ( Fig. 9(b)-1 to (b)-5) , each of which is governed by one of the model components (off-off, on-off, off-on, and on-off, respectively). The J marker in Fig. 9 (b)-2 to (b)-4 represents the head of the state function at the onset of each period. The time evolution of the state starting from the point p in (b)-1 at the onset of the base cycle to the point p 0 in (b)-5 at the onset of the next base cycle can be described as follows:
As one can observe in Fig. 9 (b)-1, the trajectory governed by the off-off model component from p to F off2off ðpÞ exhibits a hyperbolic curve segment in the x 1 -x 2 plane, where the x 2 -coordinate approaches the zero along E s,in off2off for the early period, and then the x 1 -coordinate increases gradually away from the zero along E u,in off2off . In the x 3 -x 4 plane, it forms a spiral curve segment approaching the origin as determined by E s,anti off2off . Since F off2off ðpÞ goes outside the safe neighborhood of the stable manifold of the off-off model, the system's controller switches to the on-off model component in order to evolve from F off2off ðpÞ to F on2off JF off2off ðpÞ, because this commutation allows the tail of the state function to stay inside the safe neighborhood of the stable manifold of the on-off model. However, in Fig. 9(b) -2, the tail of the state departs from the neighborhood of the stable manifold of the on-off model component after a short period, and the system is then governed by the off-on model component to evolve from F on2off JF off2off ðpÞ to F off2on JF on2off JF off2off ðpÞ. In Fig. 9(b)-3 , the off-on model component succeeds to pull back the state of the system closer again to the stable manifold of the off-off model, where the unstable anti-phase oscillation generated only by the active hip torque plays a dominant role. Before returning to the off-off model component, the intermittent controller activates for a short time the on-off model component, since F off2on JF on2off JF off2off ðpÞ enters into the neighborhood of the stable manifold of the on-off model. Eventually, the system's state reaches p 0 back into the neighborhood of the stable manifold of the off-off model, closing the cycle. The relevant point is that if we compare the initial location of the system's trajectory (p in panel (b)-1) with the final location (p 0 in (b)-5) we can verify that 9p9 4 9p 0 9. This implies that the map F hip is convergent, when it is operated iteratively for successive base cycles. Therefore, the fixed point of F hip is the origin, and the stability of the origin is dominantly determined by the rate of transient approach from p to F off2off ðpÞ and the rate of divergence from F on2off J F off2off ðpÞ to F off2on JF on2off JF off2off ðpÞ. Fig. 9(b) shows that F off2off ðpÞ is closer to the origin than p, and F off2on JF on2off JF off2off ðpÞ is slightly more distant from the origin than F on2off JF off2off ðpÞ. The origin is stable because the former transient approaching rate is greater than the latter diverging rate.
Analyzing the manifold-wise representation of each fragment of the dynamics (see Appendix E), we obtain the following transitions and the manifolds dominating the dynamics for the intermittent hip strategy:
Here any model component that is dominantly used for a period of time over 15% of one base cycle is emphasized by surrounding the corresponding set of manifolds with a box. The on-off model component governs the dynamics only for short periods of time, and it does not contribute much to pulling the state back to the stable manifold of the off-off model. Thus, we conclude that the off-off and the off-on model components are dominantly utilized in the intermittent hip strategy, in which the unstable manifold E 
Intermittent mixed strategy for medium K h
Similarly, Fig. 10 redisplays a part of dynamics of the intermittent control model shown in Fig. 6(a) -middle for medium K h . In this case, the model components are switched as follows: offoff -on-off -on-on -on-off, and then back to the off-off model. As in the hip strategy case, the time evolution from p in (b)-1 at the beginning to p 0 in (b)-5 at the onset of the next base cycle can be described as follows:
The trajectory from p to F off2off ðpÞ shown in Fig. 10 (b)-1 is governed by the off-off model as in Fig. 9 (b)-1. Since F off2off ðpÞ becomes away from the stable manifold of the off-off model but closed to the stable manifold of the on-off model, the system is governed by the on-off model from F off2off ðpÞ to F on2off JF off2off ðpÞ as in Fig. 10(b)-2 . Unlike in the hip strategy case, the stable manifold E s,anti on2off of the on-off model partly contributes to pulling the state closer to the stable manifold of the off-off model. Then, in Fig. 10(b)-3 , the system is governed by the on-on model from F on2off JF off2off ðpÞ to F on2on JF on2off JF off2off ðpÞ, where dynamics of the on-on model dominated by E u,anti on2on pulls the state of the system further close to the stable manifold of the off-off model. The state of the system is then governed again by the on-off model. Dynamics of the on-off model dominated by E s,anti on2off gets the system's state reached at p 0 closed to the stable manifold of the off-off model. Comparison of the location of p in (b)-1 with that of p 0 in (b)-5 shows 9p9 4 9p 0 9, implying that the map F mixed is also convergent when it is operated iteratively.
The manifold-wise representation gives the following transitions and the manifolds dominating the dynamics for the intermittent mixed strategy:
In this case, each of the three model components operates for a comparable period of time, exceeding 15% of one base cycle. Thus we may conclude that in the intermittent mixed strategy the off-off, on-off, and on-on model components are utilized in an equally dominant way.
Intermittent ankle strategy for large K h
As in the two cases above, Fig. 11 (a) redisplays a part of the dynamics of the intermittent control model shown in Fig. 6(a) right for large K h . In this case, the model components are switched simply between the off-off and the on-off models. In Fig. 11(b) , two and a half base cycles are extracted from the data shown in Fig. 6(a) -right. The corresponding dynamics from p in (b)-1 to p 0 in (b)-3 at the onset of the next base cycle, and then to p 00 in (b)-5 at the second onset of the subsequent base cycle, can be described as follows:
The dynamics from p to F off2off ðpÞ in Fig. 11(b) -1 is the same as the two cases above. When the state reaches F off2off ðpÞ, the control is switched to the on-off model until the state reaches F on2off JF off2off ðpÞ. In Fig. 11(b) -2, the unstable manifold E u,in on2off
of the on-off model largely contributes to pulling the state closer to the stable manifold of the off-off model, leading to the state point p 0 ¼ F on2off JF off2off ðpÞ back in the safe neighborhood of the stable manifold of the off-off model. This means that the unstable oscillatory in-phase mode generated only by the active ankle torque plays a dominant role in the intermittent ankle strategy. The second base cycle starts from p 0 ¼ F on2off JF off2off ðpÞ and then repeats qualitatively the same dynamic as shown in Fig. 11(b)-3 and (b)-4, then reaching the state point p 00 at the onset of the third cycle (the early half) shown in Fig. 11(b) -5. We can show that 9p9 49p 0 9 and 9p 0 9 4 9p 00 9, implying that the map F ankle is also convergent for iterative operations along successive base cycles.
Using the manifold-wise representation, we obtain the following transition between the dominant manifolds for the intermittent ankle strategy:
In this case, only two model components are utilized, and each of them is utilized for the period of time over 15% of one base cycle. We thus conclude that the stable manifold of the off-off model component and the unstable manifold E u,in on2off of the on-off model component are dominantly utilized in the intermittent ankle strategy for stabilizing the upright state.
In summary, the sequences of model components selected by the intermittent controller for stabilizing the upright state are automatically changed as a consequence of the specific value of K h , while keeping a common switching strategy. Either on-off or on-on model component is always selected regardless of the value of K h , implying that active ankle torque plays a primary role for stabilizing quiet standing. In particular, the switching between off-off and on-off components is selected for large K h , in the intermittent ankle strategy. Additional switching is required for small and medium values of K h . For small K h , in the intermittent hip strategy, the on-off component mediates the switching between the off-off and the off-on model components, although the role played by the on-off model component is rather scarce. For medium K h , in the intermittent mixed strategy, on-off and on-on model components are dominant. Note that the roles played by the on-off model component in the hip and mixed strategies and in the ankle strategy are not the same. In the latter case, the unstable oscillatory dynamics pulls the state of the system back to the stable manifold of the off-off model, while in the former case, the stable dynamics contributes to getting the state of the system closer to the upright state.
Discussion
In this study, we developed an intermittent control model of a double inverted pendulum that simulates movements of the ankle and hip joints during human upright standing. Parameter values of the model were taken within a physiologically plausible range. In particular, we assumed small passive viscoelasticity at the ankle and hip joints, which makes the upright equilibrium unstable without neural control. Moreover, a large feedback transmission delay makes the stabilization by the active feedback control difficult from a viewpoint of conventional continuous feedback control. We demonstrated the scarce robustness of a continuous controller based on proportional and derivative feedback, by showing that even if the control parameters were optimally tuned, the region of stability in the parameter space was very narrow. In contrast, we showed that the double inverted pendulum model could be stabilized in a robust way by a switching mechanism that generated appropriate sequences of activation/inactivation of active torques at the ankle and hip joints. A clear difference in size of the stability regions in the parameter space between continuous and intermittent control models for stabilizing the double inverted pendulum supports the latter as a better candidate of the strategy employed by the CNS for stabilizing multiple joints in upright standing. Moreover, we showed that the intermittent strategy was much more energetically efficient than the continuous strategy.
The proposed intermittent controller is basically a finite-state machine, which switches from one linear controller to another, thus generating different combinations of active torques at the ankle and hip joints. The simplicity of this mechanism is that there is no complex computation aimed at selecting specific combinations of the active torques for a given passive hip stiffness. The principle of coordination is simply to select a combination of active torques that can pull the state of the system to the stable manifold of the off-off model (not to the upright equilibrium state), without caring about the passive hip stiffness K h . Remarkably, despite the simplicity of the proposed intermittent control model, three types of strategies or synergies emerge spontaneously as a function of the passive hip stiffness K h : (1) ankle strategy, (2) hip strategy, and (3) mixed strategy. This is a manifestation of the robustness of the intermittent controller because it automatically adapts the strategy as an important parameter, like hip stiffness, undergoes large variations. Moreover, such adaptive switching among possible synergies, which may also be interpreted as a mechanism of redundancy resolution, does not require the specific use of optimal feedback control techniques that in recent years have become the most influential building blocks of the leading theories in the neural control of movement (Todorov, 2004) .
The essential mechanism responsible for the robustness and flexible stability of the intermittent control model is the exploitation (in the sense of an affordance) of the stable manifold of the saddle type unstable upright state exhibited by the double inverted pendulum with no active feedback torques. As in the intermittent control model of the single inverted pendulum (Asai et al., 2009) , flexible upright stabilization could be achieved because no active effort was made to get the state of the pendulum close to the upright state, but the stable dynamics of the unstable saddle brought the state of the pendulum to the upright state along the stable manifold without any active effort. This is why the intermittent control is more energetically efficient than the continuous control. The role played by the statedependent appropriate combinations of the active torques was to move the state of the pendulum across the stable manifold of the saddle. This can be achieved with less effort and more robustness than directly forcing the state of the pendulum asymptotically to the upright state. The proposed intermittent control model is also able to reproduce postural fluctuations comparable to human postural sway by simply adding small additive torque noise (Conforto et al., 2001) , suggesting that flexible upright state and compliant dynamics were established by the model rather than driven by the noise.
Relation with the ballistic, impulsive control
From a general point of view, the proposed intermittent control model is related to the ballistic, impulsive active control considered by Loram and Lakie (2002b) and Loram et al. (2005) . First of all, apart from specific underlying mechanisms, they are related simply because both of them consider intermittent and phasic active interventions. Moreover, the upright posture is just a nominal equilibrium that is not directly targeted by the neural controllers in both cases. Instead, both types of controllers exploit a broader set of the system's state: the stable manifold of the nonactively-controlled body pendulum (the off-off model) for the proposed intermittent control model; the instantaneous quasi-equilibrium when the ankle torque and the gravitational toppling torque balance each other, triggering the activation of the ballistic impulsive control. In other words, events that elicit the interventions are (1) the departure of the system's state from the safe neighborhood of the off-off model, for the proposed intermittent controller, and (2) point of null acceleration (or local maximum of the falling velocity), for the impulsive controller. These two types of events are not necessarily the same but are probably correlated: it is quite likely indeed that the local maximum point of falling velocity occurs when the system's state has just exited the safe neighborhood of the stable manifold of the non-actively-controlled body pendulum, implying that these two events are functionally equivalent from the point of view of the timing mechanism. However, in order to compare the two control models in a more specific way, it is necessary to extend the impulsive controller from a single pendulum to a double pendulum, in order to verify, among other things, to which extent the latter controller can explain the emergence of different types of strategies without additional control mechanisms.
However, it is important to note that the role played by the active interventions triggered by the nearly equivalent events should not be overestimated in the framework of the intermittent control model. This is because the postural stability cannot be established by itself. What is crucial for stabilization is the timing of inactivation of the active intervention, in order to utilize the transient stable behavior near the stable manifold of the nonactively-controlled body pendulum.
Finite dimensional approximation of the delay differential equations
The intermittent control model proposed in this study utilized the finite dimensional approximations of the delay differential equations (DDE models) as in Eq. (17), i.e., a-on-off, a-off-on, and a-on-on model components, in which only the four dominant modes of each DDE model were taken into account. More specifically, the stable manifold of the on-off DDE model was approximated by the two dimensional manifold of the four dimensional a-on-off model to determine whether the system's state is located near the stable manifold of the on-off model. Moreover, the change rate vector of the physical state of the pendulum at D seconds past for the on-off, off-on, and on-on model components defined in Eq. (22) were evaluated approximately using the corresponding a-ODE model components to select a DDE model component used to pull the system's state toward the stable manifold of the off-off model.
One may argue whether each a-ODE model can well approximate dynamics of the corresponding DDE model. We checked carefully that the stability region in the active gain parameter space for each a-ODE model shows fairly good coincidence with that obtained by numerical simulations for the corresponding DDE model. Indeed, the a-ODE models in Eq. (17) can approximate the DDE models much better than the four-dimensional ODE models obtained simply by using Taylor expansions of hðtÀDÞ $ hðtÞÀDxðtÞ and xðtÀDÞ $ xðtÞÀDdxðtÞ=dt for Eq. (15).
We have not examined theoretically how much the two-dimensional stable manifold of the a-on-off model can approximate the infinite-dimensional stable manifold of the on-off DDE model. However, by definition of the dominant eigenvalues, all of the infinite number of neglected modes are more stable than those remained for the approximated stable manifold, meaning that the neglected modes vanish faster than the remaining modes. Although the direct sum decompositions of the space E were also based on the a-ODE models, they were just used to understand dynamics of the intermittent control model. Since the obtained interpretations of the dynamics were quite reasonable, we are confident to conclude that the overall dynamics of the intermittent control model can be well captured by the finite dimensional direct sums of the approximated manifolds. Nevertheless, it is worth performing a theoretical analysis of the switching dynamics among the DDE models, such as the study by Simpson et al. (2012) for the single pendulum case.
Effects of parameter values
It has been shown that the critical value of the passive ankle stiffness required for stabilizing the multi-link model of upright stance is larger than that for the single-link model of the upright stance (Edwards, 2007; Rozendaal and Van Soest, 2008) . Similarly, the critical value of the passive hip stiffness required for stabilizing the multi-link model of upright stance is also larger than that required for stabilizing the upper trunk segment alone (Edwards, 2007) . The passive ankle stiffness K a ¼ 0:8mgh is 80% of the critical stiffness for the single inverted pendulum. The critical passive hip stiffness for the inverted upper trunk alone is m HAT gh HAT $ 0:25mgh, which is slightly smaller than K h examined in this study. However, for the double pendulum, the critical stiffness values K a and K h are inversely related, where the minimum critical value of K a is mgh for the infinite hip stiffness and that of K h is 0.25mgh for the infinite ankle stiffness. In between these two extreme cases, the critical hip stiffness is about 0.5mgh for K a ¼ 1:25mgh, and about 0.8mgh for K a ¼ 1:1mgh. Thus, the examined range of K h =mgh A ½0:3,1:0 covers a sufficiently wide range. Stabilizing the upright state becomes difficult for smaller values of K h than 0.3mgh (the smallest value examined) for the fixed K a at 0.8mgh even with the intermittent control model. Thus, K h =mgh $ 0:3 is about the lowest limit for stabilizing the upright posture by the proposed intermittent control model.
In this study, we fixed the passive hip viscosity at the small value of B h ¼10.0 N m s/rad. Larger values of B h make the stabilization of the double pendulum easier, but a variety of dynamics is lost. In particular, we have checked that the intermittent control model exhibits only single-pendulum-like dynamics with the intermittent ankle strategy for B h 415 N m s=rad. For smaller values of B h , stabilization of the double pendulum becomes difficult even with the use of the intermittent control. The lowest limit of B h that can stabilize the upright state depends on the passive hip stiffness K h . It is about 7 and 5 N m s/rad for K h =mgh ¼ 0:3 and K h =mgh ¼ 0:5, respectively. For K h =mgh ¼ 1:0, the upright state can be easily stabilized even for B h ¼0 N m s/rad.
Regarding the active gain parameters, we have shown simulations of the intermittent control model only with the selected set, which is small and far outside the stability region of each individual continuous control model, to ensure flexibility of the joints. This selection made the control problem difficult. We have examined many other active gain parameter sets, with all the other parameter values fixed, and we are confident to say that stability of the model is quite robust against large variation of them as shown in Fig. 5 . In any case, the selected parameter values were the ones that exhibited a physiological variety of coordinated dynamics.
Coordination and dimensionality
In recent years there has been an increasing number of studies related to coordinated joint movements during quiet standing (Alexandrov et al., 2005; Creath et al., 2005; Hsu et al., 2007; Pinter et al., 2008) . In particular, Hsu et al. (2007) performed uncontrolled manifold (UCM) analysis of the postural system, taking into account the study by Scholz and Schoner (1999) , and found that the examined six joints during quiet standing were coordinated such that their combined variance had minimal effect on the CoM and head positions. They suggested a control strategy involving coordinated variations of the major joints to stabilize variables important to postural control during quiet stance. Although the number of degrees of freedom in that study and our study are quite different (six vs. two), in both cases we are faced with a case of redundancy in which a number of solutions are possible for the target posture.
The UCM for the postural control is defined in the joint angle space, while the stable manifold utilized by the proposed intermittent control model is defined in the state space for the model component with no active control. In spite of the difference, we think it makes sense to compare the two approaches, discussing possible relationships between (1) the coordinated joint rotation patterns in postural sway, which are constrained by the UCM, and (2) the sway patterns generated by the off-off model, which are not actively controlled, i.e., are ''uncontrolled'', when the state of the pendulum is close to the stable manifold of the off-off model. Note that the movement along the stable manifold toward the upright position is energetically ''cost free''. Since the stable manifold spans a subspace of the state space, dimensionality of the dynamics is reduced if the state of the system is constrained to slide on the stable manifold. More specifically, the stable manifold of the off-off model spans a three dimensional subspace. Thus, the corresponding joint rotation patterns can be restricted to the lower-dimensional joint angle space. This low dimensional space can correspond to the UCM, by which the CoM position is stabilized in a coordinated way on the manifold without active controls. In a similar line of thinking, Bottaro et al. (2005) proposed that the stable manifold of the saddle in the off-off model could be used as a threshold of a sliding mode control (Utkin, 1977) , in which the postural state slides along the manifold basically without active control, but with intermittent interventions that pull back the postural state closer to the manifold, leading to chattering-like behaviors in the postural sway. Such behaviors could correspond to the variance of the postural state from the UCM. Detailed analyses are required to elucidate the theoretical relationship between these two types of manifolds defined differently.
The UCM obtained as an averaged movement and motor variations from the UCM can be interpreted in the framework of the theory of optimal feedback control, where the optimal control law is, roughly speaking, determined so that it minimizes the movement-trajectory-dependent global cost referred to as the ''cost-to-go'' necessary for correcting deviations from the UCM, conditional upon the movement achieves a given task (Todorov, 2004) . Such computational mechanism allows redundant movements having null contributions to the cost-to-go and thus can resolve, in principle, dimensionality problem. Regarding postural control, for example, the motor task might be to minimize the oscillations of the CoM around a nominal position. However, even for such a simple task, minimizing the global cost for multi-link body mechanics, with large and variable delays in the feedback loop, might be computationally expensive and functionally inefficient. In this regard, the proposed intermittent control determines the low dimensional manifold, corresponding possibly to the UCM, by the non-actuated body dynamics, and the problems of redundancy and coordination can be resolved by the simple selections of the local-best control alternatives.
Concluding remarks
We can also view the proposed intermittent control model in the more general framework of the neural control of movements, by considering that goal-oriented movements can be classified into two main sets: discrete and sustained movements . In the first class there are, for example, reaching movements, which have clear initiation and termination states. In this case, although the final part of these movements can be under continuous feedback control, the basic synergy, which initiates the movements and drives them in the right ball-park, is controlled in open-loop by ballistic motor commands and sequences of well separated discrete movements are under intermittent control by definition. In sustained movements, on the contrary, the neural controller must face either a continuously moving target, as in smooth tracking, or compensate the disturbances of a continuously acting external process/load, like gravity-dependent toppling torques. This is the case, in particular, of upright standing or other tasks involving unstable loads, for which empirical observations of the movements suggest a continuous rather than a discontinuous, intermittent control. However, the stability analysis performed in this paper, which can be generalized from the two-links paradigm to more complex multilinks situations, demonstrates the superiority of a discontinuous, intermittent controller over a conventional continuous controller in terms of robustness to parameter variations, considering the delay in the feedback loop. More specifically, we might be able to apply basically the same state-dependent switching rule for a triple-link and multi-link pendulum, in which CNS controller is required to ''know'' the stable manifold of the ''off model'' and to determine a combination of the active joint torques that direct most the stable manifold of the off model.
It is important to clarify that the proposed approach to intermittent control should not be confused with sampled-data or discrete-time control, which became fashionable with the advent of digital computers for the control of industrial processes. In that scheme, the control is constant between samples of sensory information, which are fed to the controller in a discrete manner. In the proposed scheme, on the contrary, sensory information is acquired continuously and the control signals consist of a sequence of (continuous-time) parameterized trajectories whose parameters are adjusted intermittently, according to a state-dependent switching mechanism and not an external clock. As we showed in the paper, from this robust control mechanism, different synergies emerge without any explicit planning but as a consequence of the non-linear dynamics of the decision process when critical parameters of the plant change their values. We believe that this can provide a powerful integrative paradigm for investigating how and when different coordination strategies occur in the multi-link, redundant control of human movements.
Although the multi-segmental posture might be achieved using a set of specific controllers, each dedicated to keep a joint as close as possible to a preplanned angular value (Alexandrov et al., 2005) , it has also been proposed that since the goal of postural control is not in terms of configurations of joint angles but in terms of the movements of the projection of the center of mass on the support base, whole body coordination during upright standing may be achieved by many equivalent configurations from which specific cases may be selected according to tasks and environmental conditions Morasso et al., 2010) .
Engineering control paradigms, from classical servomechanisms to continuous optimal controllers, suffer the curse of dimensionality and do not scale up well with the degree of redundancy. It is difficult, in such framework, to include in the control loop integrative information as the motion of the center of mass. In contrast, the intermittent framework provides an opportunity to reduce the dimensionality of the problem by introducing lower-dimensionality manifolds that drive the switching on and off of the control signals.
Last but not least, we should remember that, in order to be biologically plausible, a theory of the stabilization strategies of the human body in the upright posture should incorporate other sensory channels, in addition to proprioceptive information, such as visual, vestibular, light touch, etc. This is clearly beyond the proposed theoretical framework. However, we wish to point out that the robustness of the intermittent controller is mainly determined by the fact that it can well accommodate delayed feedback information. Therefore, we can reasonably expect that adding additional, asynchronous sources of feedback information should not destroy the robustness of the finite state machine that attempts to attract the state of the system to the stable manifold of the mechanical plant. models
We assume the following form as a solution of Eq. (15) Tables 2 and 3 . There is an infinite number of solutions l of Eq. (B.2) that determine the stability of each DDE model. We obtained them using the Newton method, and selected the four dominant eigenvalues.
Appendix C. Root loci and dynamic modes of the continuous control models
Eigenvalues, the corresponding eigenvectors, and the dynamic modes of the continuous off-off model were obtained using the matrix A passive defined in Eq. (11). Those of the other continuous control models were obtained from Eqs. (16) and (B.1). We fixed the active gain parameters as in Eq. (10), and varied the passive hip stiffness continuously in the range of K h =mghA ½0:3,1:0. Modes of the off-off model ( Fig. C1(a) ). The blue branch at positive-side represents the unstable in-phase mode, referred to as the mode M u,in off2off -mon (Fig. 3(a) ). The blue branch at negativeside represents the stable in-phase mode, referred to as the mode M s,in off2off -mon (Fig. 3(b) ). The red branches for the pair of complex roots with negative real part represent the stable anti-phase mode, referred to as the mode M s,anti off2off -osc (Fig. 3(c) ). The characteristic frequency of the anti-phase oscillation ranges between 1.2 and 3.0 Hz.
Modes of the on-off model (Fig. C1(b) ) and its magnification in (e). For small (K h =mgh ¼ 0:3) and medium (K h =mgh ¼ 0:5) values of K h , the blue branches at positive and negative sides represent, respectively, the unstable in-phase mode referred to as the M u,in on2off -mon ( Fig. 3(a) ) and the stable in-phase mode referred to as the M s,in on2off -mon (Fig. 3(b) ). For large K h (K h =mgh ¼ 1:0), the blue branches with complex eigenvalues represent the oscillatory unstable in-phase mode referred to as the M u,in on2off -osc (Fig. 3(d) ). The red branches with the pair of complex eigenvalues stay at the negative-side for both small and large K h values. They represent the oscillatory stable anti-phase mode referred to as the M s,anti on2off -osc (Fig. 3(c) ). The characteristic frequency of the antiphase oscillatory mode in the on-off model ranges between 1.2 and 2.8 Hz. That of the in-phase oscillatory mode for large K h is about 0.15 Hz.
Modes of the off-on model (Fig. C1(c) ). The blue branches at positive and negative sides represent, respectively, the unstable in-phase mode referred to as the M u,in off2on -mon (Fig. 3(a) ) and the stable in-phase mode referred to as the M s,in off2on -mon (Fig. 3(b) ). The remaining two branches colored by red are the pair of complex eigenvalues with positive real part representing the unstable anti-phase mode referred to as the M u,anti off2on -osc (Fig. 3(e) ). The characteristic frequency of the antiphase oscillatory mode in the off-on model ranges between 1.5 and 2.3 Hz.
Modes of the on-on model ( Fig. C1(d) ). There are two pairs of the complex eigenvalues both with positive real parts. One is colored by blue, representing the oscillatory unstable in-phase mode, referred to as the M u,in on2on -osc (Fig. 3(d) ), and the other by red, representing the oscillatory unstable anti-phase mode referred to as the M u,anti on2on -osc (Fig. 3(e) ). The characteristic frequency of the anti-phase oscillation in the on-on model ranges between 1.5 and 2.3 Hz. That of the in-phase oscillation is about 0.15 Hz.
Appendix D. The neighborhoods of the stable manifolds
Here we define the neighborhood of the stable manifold of the off-off model and that of the on-off model. The stable manifold of the off-off model is E s,in off2off È E s,anti off2off for any K h . In the state space E with the coordinate X, a point ðx 1 ,x 2 ,x 3 ,x 4 Þ is said to be in the neighborhood of the three-dimensional stable manifold of the off-off model if the following inequality is satisfied. The stable manifold of the on-off model is K h -dependent. It is E s,in on2off È E s,anti on2off for small and medium K h , and E s,anti on2off for large K h . The former is three-dimensional space, and the latter is twodimensional space. The neighborhood of each of those stable manifolds is defined in the space E represented by the normalized eigenvectors of the corresponding a-ODE model, i.e., the a-on-off model as the basis, just for computational convenience. Note that the sets of basis vectors for the former and the latter are not the same.
For small and medium K h , a point ðx Þ is said to be in the neighborhood of the two-dimensional stable manifold E 
Appendix E. Decomposed representation of the physical state
The physical state of the double inverted pendulum at time t, denoted here as pðtÞ ¼ ðy a ðtÞ,y h ðtÞ,o a ðtÞ,o h ðtÞÞ, can be represented using the basis vector (the normalized eigenvector) of the model component that governs the system's dynamics at time t. Note that p(t) is a point in the four-dimensional space E. Note also that p(t) is equivalent with the state point of the intermittent control model x(t) when the system is governed by the off-off model, and it is equivalent with the head x(t) of the state function of the system xð½tÀD,tÞ when the system is governed by the i-th DDE model components (i¼on-off, off-on, and on-on). The fourdimensional space E can be represented by either Eqs. (12), (18), (20) When the system is governed by the off-off model component, the manifold-wise power of the physical state of the pendulum at time t is defined as When the system is governed by the on-off model component with small and medium K h , the manifold-wise power of the physical state of the pendulum at time t is defined as follows: Similarly, we can define the manifold-wise powers, the in-phase and the anti-phase components of the physical state of the pendulum at time t for the on-off model component with large K h , the offon model component, and the on-on model component.
