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In a weakly first order phase transition the typical scale of a subcritical bubble calculated in our
previous papers turned out to be too small. At this scale quantum fluctuations may dominate and
our previous classical result may be altered. So we examine the critical size of a subcritical bubble
where quantum-to-classical transition occurs through quantum decohere nce. We show that this
critical size is almost equal to the typical scale which we previously obtained.
I. INTRODUCTION
Non-equilibrium electroweak phase transition is crucial for successful electroweak baryogenesis [1]. So far, there are
three aspects for clarifying the structure of this first order phase transition –1)calculations of higher loop corrections
[2], 2)lattice calculations [3] and 3)subcritical bubbles [4] –. The first two aspects are necessary for the quantitative
construction of the potential. However, the last aspect is the most important for clarifying the non-equilibrium nature
of the phase transition.
In this paper therefore we shall discuss the phase transition with a given potential and concentrate on the third
aspect. Existence and nature of supercooling is clarified through the strength of the thermal fluctuation in the
symmetric phase. In a familiar example, thermal fluctuations yield “bubbles” in boiled water. The bubbles perpetually
repeat expansion and collapse by strong surface tensions. If the occupation ratio is too large, further critical bubble
cannot be created even if the potential has barrier between two vacua. A model of the thermal fluctuation has been
first proposed by Gleiser et al [4]. They assumed O(3)-symmetric configuration with the spatial scale of the order of
the correlation length. After this work fundamental problems have been actively investigated [5] [6] [7].
Recently, we have estimated the typical size and the strength of the thermal fluctuation in the minimal standard
model by using the subcritical bubble of O(3)-symmetric configuration and statistical averaging method [6] [7]. The
typical size of the bubble turns out to be small compared with the correlation length and thus the strength of the
thermal fluctuation becomes large. The conclusion is that the electroweak phase transition is first order one without
supercooling and therefore the ordinary electroweak baryogenesis cannot work.
However, we must worry about the smallness of the bubble because, as we will see soon, the number of states
inside a bubble calculated in the thermal state is ∼ O(1) at critical temperature. This might imply that the classical
treatment is incomplete. So we must estimate the critical size where quantum-to-classical transition occurs. (If the
size is small the bubble is quantum and if large it is classical).
The rest of the present paper is organized as follows. In Sec. II, we review our previous study in which the typical
scale of a bubble is estimated and we point out that the number of states inside a bubble is too small for its classicality.
Further, we estimate the life time of subcritical bubbles. In Sec. III we derive the master equation for the reduced
density matrix to discuss the classicality of a bubble. In Sec. IV, we give the lower bound of the radius for classicality
comparing these time scales and show that the critical size is the same order as the previous one. Finally, we give a
summary and discussion in Sec. V.
Hereafter the concrete values will be calculated assuming the Higgs mass is 60GeV and the temperature is the
critical one at which two vacua degenerate.
II. THE TYPICAL SIZE AND THE LIFE TIME OF SUBCRITICAL BUBBLES
We review our estimation of the typical size of the thermal fluctuation and estimate the mean life time of the
subcritical bubbles. The Lagrangian of the Higgs field is given by
L =
∫
d3x
[
1
2
∂µφ∂
µφ−D(T 2 − T 22 )φ2 + ETφ3 −
1
4
λTφ
4
]
. (2.1)
Around the critical temperature(Tc) the ansatz,
φ(x) = φ+exp
[
− r
2
R2(t)
]
, (2.2)
is reasonable because φ+ is the asymmetric value of the field which is most expectable value. Inserting this into the
original Lagrangian,
Leff(R, R˙) = L[φ = φ+e
− r2
R2(t) ], (2.3)
we obtain the Hamiltonian,
2
Heff(R,P ) := PR˙− Leff
=
1
2M
P 2 +
2
5
M +
1
3
Mα(T )R2
=:
1
2M
P 2 + V (R), (2.4)
where P is the canonically conjugate momentum of R andM(T,R) :=
15pi3/2φ2+R
8
√
2
. In the case of the minimal standard
model, α becomes
αew(T ) =
4
5
D(T 2 − T 22 )−
8
√
2
15
√
3
ETφ+ +
1
10
√
2
φ2+λT , (2.5)
where D, E and λT are determined by one-loop corrections of electroweak particles, respectively;D ∼ 0.17, E ∼ 0.01
and λTc ∼ 0.035. Further, φ+ = 3ET2λT [1 +
√
1− 8λTD
9E2T 2 (T
2 − T 22 )] ∼ 51.4 GeV and T2 ∼ 92.7GeV.
In the high temperature phase(T ≥ Tc) the thermal average of R is given by
〈R〉T :=
∫
dPdRRexp [−HeffT ]∫
dPdRexp [−HeffT ]
=
∫∞
0
dRR3/2exp [− 2M
5T − Mαew3T R2]∫∞
0
dRR1/2exp [− 2M
5T − Mαew3T R2]
≃ 2
√
2
π3/2
T
φ2+
≤ ℓ(T ) :=
√
2D(T 2 − T 22 ), (2.6)
where ℓ(T ) is the correlation length. One can easily see that the averaged radius is smaller than the correlation length.
As the Gaussian ansatz is imposed on the Higgs field, the number of the state inside a bubble of this radius becomes
n(T ) ∼ (π1/2〈R〉T )3
∫ ∞
0
d3k
(2π)3
1− exp [−k2〈R〉2T
4
]
exp [
√
k2+m2
T ]− 1
(2.7)
in the thermal state. Around T = Tc the number is ∼ O(1) and it might imply that our classical treatment is not
complete.
Next, let us estimate the life time of the subcritical bubble. This time scale will be compared with the decoherence
time in Sec. IV. As
MV 2 = PV =
d
dt
(PR)− dP
dt
R
=
d
dt
(PR) +
(
V ′(R)− 1
R
1
2
MV 2
)
R (2.8)
holds from the Euler-Lagrange equation, we obtain the virial relation by taking the long time average on this equation;
1
2
MV 2 =
2
15
M +
1
3
αew(T )MR2. (2.9)
3
Thus the mean life time of subcritical bubbles with radius R is given by
τlife ≃ R
[
4
15
+
2
3
αewR
2
]−1/2
. (2.10)
As (2/3)αewR
2 ≪ 4/15 at T = Tc, τlife ∼ (
√
15/2)R holds approximately.
III. THE DERIVATION OF MASTER EQUATION
In the previous section, we find that the number of states is too small for classicality and therefore classical treatment
may not be complete. However, this aspect of the number of states is not complete to determine whether the system is
quantum or classical. In general, there are two classicality conditions: classical correlation and quantum decoherence.
The former condition is satisfied in the case when the sharp orbit in the phase space exists – for example when
WKB approximation is good. Unfortunately, one cannot take the limit h¯→ 0 now, otherwise one cannot discuss the
temperature dependent phase transition and the thermal fluctuation vanishes. One should remember the fact that the
first order type effective potential was obtained by calculating loop corrections. Therefore, we study much elaborate
determination based on the quantum decoherence [8].
In this section we derive the master equation for the reduced density matrix. For simplicity, we consider the
following action of a singlet Higgs field φ;
S[φ, ψ, ψ] = S[φ] + Sf [ψ, ψ] + Sint[φ, ψ, ψ]
=
∫
d4x
[
1
2
(∂µφ)
2 − 1
2
m2φ2 − 1
4!
λφ4 + iψγµ∂µψ − fφψψ
]
, (3.1)
where ψ is the top quark which plays the role of environment. The reduced density matrix can be written by
ρr[φf , φ
′
f ; t] =
∫
Dφi
∫
Dφ′iJ [φf , φ′f ; t|φi, φ′i; 0]ρr[φi, φ′i; 0], (3.2)
where
J [φf , φ
′
f ; t|φi, φ′i; 0] =
∫ φf
φi
Dφ
∫ φ′f
φ′
i
Dφ′exp [i {S [φ]− S [φ′]}]F [φ, φ′] (3.3)
and
F [φ, φ′] =
∫
Dψf
∫
Dψf
∫
Dψi
∫
Dψi
∫
Dψ′f
∫
Dψ′f
∫
Dψ′i
∫
Dψ′iρ0[ψi, ψi, ψ′i, ψ
′
i; 0]
4
×
∫ ψf
ψi
Dψ
∫ ψf
ψi
Dψ
∫ ψ′f
ψ′
i
Dψ′
∫ ψ′f
ψ
′
i
Dψ′exp
[
i
{
Sf
[
ψ, ψ
]
+ Sint
[
φ, ψ, ψ
]− Sf [ψ′, ψ′]− Sint[φ′, ψ′, ψ′]}]
= exp
[
i
{
δS [φ]− δS[φ′]− 2
∫
d4x
∫
d4x′A(x− x′)φc(x′)φ∆(x) + i
2
∫
d4x
∫
d4x′B(x − x′)φ∆(x)φ∆(x′)
}]
. (3.4)
We used the following notation: X∆ = X −X ′ and XC = (X +X ′)/2. Further, we assumed that the initial density
matrix can be written by
ρ[φi, ψi, ψi, φ
′
i, ψ
′
i, ψ
′
i; 0] = ρ0[ψi, ψi, ψ
′
i, ψ
′
i; 0]ρr[φi, φ
′
i; 0]
= e−βHfρr[φi, φ′i; 0], (3.5)
where Hf is the Hamiltonian of the top quark. The above F [φ, φ
′] is called as influence functional [9]. Here kernels
A(x− x′) and B(x− x′) are calculated from one-loop diagrams, respectively;
A(x− x′) = f2Im[S(x− x′)S(x′ − x)]θ(t − t′) (3.6)
and
B(x− x′) = f2Re[S(x− x′)S(x′ − x)], (3.7)
where S(x− x′) is the dressed Green’s function of top quark which has the expression
S(p, t) =
e−Γ|t|
2ωp
[(
−γ0ωpsign(t) + ~γ · ~p
)
f(−ωp + iΓ)e−iωp|t|
−
(
γ0ωpsign(t) + ~γ · ~p
)
f(ωp + iΓ)e
iωp|t|
]
(3.8)
and Γ is the decay width given by Γ ≃ f2
8piT in the high temperature limit. δS[φ] gives the loop correction to the
original potential and f(x) is Fermi distribution(f(x) = 1/(eβx + 1)). The above calculation is almost the same as
that of one dimensional system with harmonic oscillators [10]. Also, the calculation in the influence functional is the
almost same as the one in the in-in formalism [7].
Adopting the ansatz
φ(x) = φ+exp
[
− r
2
R2(t)
]
(3.9)
and
φ′(x) = φ+exp
[
− r
2
R′2(t)
]
, (3.10)
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the propagator of the reduced density matrix becomes
J(Rf , R
′
f ; t|Ri, R′i; 0) = exp
[
i
{∫ t
0
ds[
1
2
M(R)
(
dR
ds
)2
+ V (R)]−
∫ t
0
ds[
1
2
M(R′)
(
dR′
ds
)2
+ V (R′)]
− 2
∫ t
0
ds
∫ t
0
ds′
∫
d3k
(2π)3
Xk(s)Xk(s
′)[A(k, s− s′)θ(s− s′)− i
4
B(k, s− s′)]
}]
, (3.11)
where
A(k, s− s′) := f2π
3
2
φ2+
∫
d3p
(2π)3
Re
[
iSαβ(p, s− s′)Sβα(p− k, s′ − s)
]
, (3.12)
B(k, s− s′) := f2π
3
2
φ2+
∫
d3p
(2π)3
Im
[
iSαβ(p, s− s′)Sβα(p− k, s′ − s)
]
(3.13)
and
Xk(s) := R
3(s)exp
[
−1
2
k2R2(s)
]
−R′3(s)exp
[
−1
2
k2R′2(s)
]
. (3.14)
In order to eliminate the radius dependence of the mass M(R) we introduce new non-dimensional variables:
z :=
(
R
R0
)3/2
and τ :=
9
4
t
R0
, (3.15)
where R0 := (R/M)
1/2. Defining U(z) := (4/9)R0V (R), we obtain the action,
S[z] :=
∫
dτ
[
1
2
(
dz
dτ
)2
− U(z)
]
. (3.16)
In the high temperature limit, the master equation becomes
∂
∂τ
ρr(z, z
′; τ) =
i
2
∂2ρr
∂z2
− i
2
∂2ρr
∂z′2
− iU(z)ρr + iU(z′)ρr −
(
2
3
)2
ηR0z∆(
∂
∂z
− ∂
∂z′
)ρr
−
(
2
3
)4
ΓbR40
16π3/2
[
z2 + z′2 − 2z2z′2
(
2
z4/3 + z′4/3
)3/2]
ρr, (3.17)
where η ≃ (f2T 2/48√2Γ) and b ≃ (f2T 3φ2+/12Γ2). The derivation of this master equation is tedious, but simple,
and is performed by the same procedure of Ref. [10]. The last term in the right hand side is complicated compared
with the ordinary cases. However, only the region z ≃ z′ is relevant for our purpose:
[
z2 + z′3 − 2z2z′2
(
2
z4/3 + z′4/3
)3/2]
≃ 1
3
(z − z′)2 +O ((z − z′)4) . (3.18)
Thus we obtain the familiar result with small extra terms. These extra terms might have appeared because the ansatz
of a subcritical bubble is not an exact solution of the field equation.
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IV. FRICTION, DIFFUSION AND DECOHERENCE
In this section,we examine the validity of the classical treatment for the evaluation of the typical scale of the thermal
fluctuation. First we must give the quantum decoherence condition. Here we define the following quantity [11];
δQD := Tr(ρ
2
r) (4.1)
This is a definite measure of classicality: δQD becomes 1 for the pure state and 0 if the quantum coherence is completely
destroyed. This measure satisfies the equation
∂δQD
∂t
= 2ηδQD − 4
9
ΓbR30
8π3/2
∫
dz
∫
dz′
[
z2 + z′2 − 2z2z′2
(
2
z4/3 + z′4/3
)3/2]
ρr(z, z
′; τ)ρr(z′, z; τ). (4.2)
From this one can read that the friction protects the quantum coherence and the diffusion destroys it. The time scales
for these two effects are given by
τ−1QC ≃ 2η (4.3)
and
τ−1QD ≃
4
9
ΓbR30
8π3/2
1
3
z2 =
2
√
2ηTφ2+
27π3/2
R3, (4.4)
respectively. τQC is the time scale that the friction recovers the quantum coherence and τQD is that the diffusion
destroys the quantum coherence∗.
For decoherence and complete classicalization, τQD ≤ τQC must be satisfied and this inequality implies the lower
bound for the radius of a bubble,
R ≥
(
27π3/2√
2Tφ2+
)1/3
=: R1 ∼ 0.084GeV−1. (4.5)
Furthermore one note that the life time of subcritical bubbles should be longer than the time scale of the complete
quantum decoherence. The inequality τQD ≤ τlife must be also satisfied, that is
R ≥
(
27π3/2√
30ηTφ2+
)1/4
=: R2 ∼ 0.046GeV−1. (4.6)
∗The both time scales do not depend on the coupling constant. This comes from the high temperature limit and the fact that
we take account into only the coupling with the one fermion. If one consider the interaction with gauge fields, the dependence
of coupling constant appear.
7
Unfortunately, in the above argument it has been a simple order estimations and therefore we cannot determine the
exact value for the critical size. On the other hand the average radius is 〈R〉T ∼ 0.012GeV−1. Thus the critical size
where quantum-to-classical transition occurs is roughly given by 〈R〉T .
The above result suggests that subcritical bubbles should be treated by quantum mechanics and the typical size
should be calculated using the Wigner function.
V. SUMMARY AND DISCUSSION
We estimated the critical size where quantum-to-classical transition occurs. It turned out to be the same order as
the classical statistical averaged radius. This means that subcritical bubbles should be treated as quantum systems
with dissipation at the critical temperature.
Although we have treated the fluctuations as classical in our previous papers, at least in the minimal standard
model with mH = 60GeV, they are quantum rather than classical. Fortunately, one can guess that the quantitative
result calculated based on quantum mechanics does not have drastic change on the typical size(beside a factor of order
one) because the bubble is in the boundary between classical and quantum region and then both results should be the
same order with each other. Hence we might conclude again that electroweak phase transition in minimal standard
model cannot accompany any supercooling even if the potential is the first order type.
In order to obtain the exact value for the typical size of the thermal fluctuation one must solve the master equation
or follow the time evolution of the Wigner function. As one cannot take the limit h¯→ 0 in the present problem, the
equation for the Wigner function does not coincide with the classical Fokker-Planck equation obtained by reading the
imaginary part of the effective potential as noise in the previous paper [7]. Some higher derivative terms appear and
left for the case in which one cannot h¯ → 0. Moreover, despite the term (3.18) gives the diffusion term in quantum
Fokker-Planck equation, the corresponding noise is not Gaussian as in the previous paper. These problems will be
investigated in our future study.
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