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Preface and summary 
The present thesis consists of four independent parts, written as papers for sepa-
rate publication in mathematical journals. The first paper appeared as a preprint 
in June 1992, the second and third as issues of the report series of the Department 
of Mathematics, Catholic University, Nijmegen (numbers 9319 and 9323, respec-
tively). Although these papers have rather different subjects and can be read 
separately, they exhibit an obvious common theme, which could best be described 
as 'topology and order in contexts motivated by probability theory'. The study 
of partially ordered topological spaces in general stems from Nachbin (1965). In 
the present thesis it manifests itself in two dominant subthemes: 'semicontinuous 
maps' and 'lattices of capacities', respectively. As for their probabilistic interest, 
semicontinuous maps came up as a natural framework in the theory of extremal 
processes (cf. Vervaat (1988)), while capacities -closely related- have recent ap-
plications in stochastic geometry (e.g. Norberg (1986)) and the theory of large 
deviations (e.g. O'Brien & Vervaat (1991)). We should also mention the connec-
tions with the literature on topological optimization theory. 
Here is a brief description of the constituent parts of this thesis. 
In the first paper, the closed-epigraph characterization of real-valued lower 
semicontinuous (lsc) maps is compared and unified with some well-known topolog-
ical closed-graph theorems for single- and multivalued maps. We prove a closed-
graph theorem for a very general notion of 'graph', determined by a relation be-
tween the range and another topological space. The most important applications 
concern ordered range spaces with the partial order as determining relation -in par-
ticular locally compact (but not necessarily Hausdorff) spaces with the so-called 
'specialization order'- and hyperspaces with the natural relation 'contains as an 
element'. 
For maps with values in an arbitrary partially ordered topological space, vari-
ous definitions of lower scmicontinuity have been proposed by different authors. In 
part II, we try to create some order among these notions by proving that three of 
them are actually equivalent under reasonable conditions. This is illustrated with 
the help of hyperspaces of closed sets. 
Hyperspaces of closed sets are also the subject of the short note III, which 
marks the transition to the second subtheme of the thesis. In this note we expose 
the lattice structure behind some well-known compactness proofs for such hyper-
spaces and spaces of extended-real-valucd lsc maps (in fact, subspaces of the lattice 
of capacities). 
In the last part -written in collaboration with W. Vervaat-, we consider capac-
ities as set functions with regularity properties determined by very general classes 
of 'inner' and 'outer' sets in place of the traditional compact and open sets, re-
spectively. The space of all such capacities turns out to be a complete lattice 
with respect to the argumentwise order, and its natural topology admits a lattice-
theoretic interpretation. We thus come to a closer investigation of the interaction 
of order and topology in this space and some of its subspaces. 
xü 
For a more detailed summary we refer to the abstracts and introductory sections 
of the respective parts, all of which also have their own list of references. Internal 
references always point to text fragments within one and the same part of the 
thesis. 
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I. Closed-graph and closed-epigraph theorems in general 
topology: a unifying approach 
H. HOLWERDA 
Abstract. The present paper provides a unifying framework for the following 
three classical theorems: 
1. the closed-graph characterization of continuous maps with compact Hausdorff 
range; 
2. the closed-epigraph characterization of lower semicontinuous real-valued maps; 
3. the closed-graph characterization of upper semicontinuous multivalued maps 
with compact Hausdorff range. 
All three arise as special cases of one general result, which also leads to several 
known and new generalizations of each of them, especially for locally compact (but 
not necessarily Hausdorff) range spaces. 
Key words and phrases. Closed graph, closed epigraph, semicontinuity, closed re-
lation, ordered topological space, specialization order, cocompact topology, locally 
compact space, hyperspaces of closed and saturated compact sets. 
1991 Mathematics Subject Classification. 54C05, 54C08, 54F05, 54B20. 
Acknowledgement . The author is indebted to Dr.T. Norberg for some stimulat-
ing discussions concerning a previous version of this paper. 
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1. Introduction 
One of the most fundamental and famous results in functional analysis is the closed-
graph theorem, stating that a linear map between two В an ach spaces is continuous 
iff it has a closed graph. Perhaps less known, but likewise classical, is its purely 
topological counterpart, in which linearity of the spaces and the map is replaced 
by a rather stringent topological condition (viz. 'compact Hausdorff') on the range 
space (cf. e.g. Dugundji (1966), Thm. XI.2.7, in which the Hausdorff assumption 
on the domain is obviously superfluous). That compactness of the range cannot 
be weakened to e.g. local compactness is shown by the simple and well-known 
counterexample of ƒ : R —» R defined by 
f(x).= l i ¡f « 7 * 0 , 
which has a closed graph without being continuous. Nevertheless, it is possible 
to weaken the conditions on the range in exchange for some new assumptions 
(of topological nature now) on the domain and/or the map (see the monograph 
Hamlett & Herrington (1981) for an extensive survey of results in this direction). 
A topic of comparable, though seemingly independent interest is the characteriza-
tion of aemicontinuous maps, which involve -besides a topology- a partial order. 
(Recall that a real-valued function ƒ on a topological space X is called lower semi-
continuous (lsc) if the set { i G X \ f(x) > c} is open for each с G R.) The basic 
theorem in this context concerns the equivalence between lower semicontinuity of 
a function ƒ : X —> R and closedness of its epigraph {(x,y) G X x R | f(x) < y] 
(e.g. Choquet (1964), Ch.VI, Prop. 8.3, stated for exieraded-real-valued functions). 
This result (together with its analogue for convex functions) explains the useful-
ness of epigraphs in the study of lsc (convex) functions, which has become manifest 
in various branches of mathematics like optimization, approximation and proba-
bility (see for instance Attouch &c Wets (1989), Beer (1982) and Vervaat (1988), 
respectively, the last two with opposite order on the range space). For maps with 
values in a more general ordered topological space a lot of possible definitions of 
(lower) semicontinuity arise, not equivalent in general. One of the most useful con-
cepts seems to be the one introduced by Penot & Théra (1982). Under reasonable 
conditions, it still admits a closed-epigraph characterization (cf. their Prop. 1.3). 
The notion of semicontinuity also plays a key role in the theory of multivalued 
maps, our third (and last) case of motivation. These maps are applied widely in 
mathematical economics (see for instance Klein & Thompson (1984)). Although 
-as is well-known- semicontinuity of a multivalued map F : X : 3 Y ^admits a 
very natural interpretation in terms of the associated single-valued map F from X 
into the hyperspace V(Y) of all subsets of У, endowed with the Vietoris topology 
(cf. Michael (1951)) and ordered by inclusion, this approach does not lead to a 
nice characterization in the spirit of the previous paragraph. The reason is that, 
rather than the epigraph of F as a subset oí X y V(Y), the graph of F аз a 
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subset of X x Y (consisting of all pairs (ar,y) such that y belongs to F(x)) is the 
most natural object. In the context of the latter, a classical result for compact 
Hausdorff Y is the following: having a closed graph is necessary and sufficient for 
F to be closed-valued and upper semicontinuous (use) (the latter meaning that 
the set {x G X \ F{x) С G) is open for each open set G in У); cf. Berge (1959), 
Cor. of Thm.VI.1.7. As in the case of single-valued maps, compactness of the 
range Y is essential here. On the other hand, switching to a coarser hypcrspace 
topology leads to a non-trivial generalization of this closed-graph theorem; Billera 
(1971) -without referring to the former result!- obtains a version for locally compact 
Hausdorff range. 
In the present paper we propose a common framework for the three types 
of theorems above. In it, we try to treat them all on equal terms, rather than 
considering each of the two theorems on single-valued maps as a special case of the 
(third) one for multivalued maps (which has already been done in the literature). 
To this end we take the viewpoint of single-valued maps and continuity, which is 
the most natural in a purely topological setting. This means that we interpret 
lower semicontinuity of a real-valued function as continuity with respect to the 
(coarser) upper topology on the range R, with non-trivial open sets (c, oo) for с € R; 
likewise we regard an use closed-valued map with range У as a continuous map 
into the hyperspace F(Y) of closed subsets of У, topologized by the basic open 
sets {F € F(Y) | F Ç G) for G open in Y (cf. Ponomarev (1964)). Clearly, these 
topologies are not Hausdorff, not even ΤΊ, so we are naturally led to drop these 
separation axioms for the range spaces. 
The main problem of this paper can now be formulated as characterizing 
continuity of a map ƒ : X —• Y in terms of closedness of an appropriately defined 
'graph' of ƒ. From our third case of motivation, in which Y now plays the role 
of hyperspace rather than underlying space (call the latter Z), it is clear that this 
'graph' will in general not be a subset of Χ χ Y. A closer look at its definition in this 
special case (as subset of Χ χ Ζ) exposes the basic role of the relation 'contains as 
an element' between Y and Z. In an analogous way, the epigraph of a real-valued 
function in the second paragraph is based on the order relation in R x R. So we 
come to the following definition: for a (fixed) relation R between Y and a certain 
space Ζ (i.e., Л is a subset of Y x Z), the Д-graph of a map ƒ : X —* Y is the set 
Gfi(/) := {(x,z) £ Χ χ Ζ I (f(χ), ζ) € R). Note that the classical notion of graph 
is reobtained from this one by putting Ζ = Y and taking 'equality' for R. 
It turns out that the above definitions settle an appropriate framework for closed-
graph type theorems. Each of the three motivating ones arises as a special case 
of one general result, for which we need only elementary considerations on closed 
relations. Moreover, this basic theorem leads to several new results and sharper 
versions of known ones. The latter include for instance those of Penot & Théra 
(1982) and Billera (1971) cited above, while the new results are of special interest 
in case Y is locally compact, and Ζ equal to К as a set, but not as a topological 
space. In particular, a surprising new light is shed upon the counterexample of the 
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first paragraph. 
We emphasize that we will take into consideration only topological conditions 
on the range Y, its associated space Ζ and the relation R connecting them; nothing 
extra is assumed about the map ƒ and its domain X (so, for instance, the closed-
graph theorem for Banach spaces is outside our scope). We show this in our 
notation by changing the roles of the successive capitals: we replace the triple 
(Χ,Υ,Ζ) by (Ε,Χ,Υ), E being totally insignificant. 
2. The basic theorem 
Let X and Y be topological spaces. A priori, no separation axioms are assumed. In 
particular, we don't include the Hausdorff axiom in the definition of compactness. 
For a subset A of X (or Y) we write int.A, A and Ac for the interior, closure and 
complement of A, respectively. Further, the family of all compact subsets of X 
is denoted by tC(X). More specific conventions on terminology and notation are 
postponed until Section 4. 
Now, let R be a relation between X and Y, i.e., R is a subset of Χ χ Y. For 
relations we use the following (standard) notations. 
2.1. Definition. For χ £ X and A Ç X we write: 
(a) R(x):={y<EY\(x,y)eR); 
(b) R(A):=\JxeAR(x). 
Further, 
(c) R-':={(y,x)€YxX\(x,y)€R}. 
In particular, we have R~l(B) = {x € X | By € В with (x,y) G R}, for BÇY. 
We start with an elementary lemma on closed relations. 
2.2. Lemma. Suppose R is closed in Χ χ Y. Let К be a compact subset of Y, 
and χ an element of X with χ £ R-1(K). Then there are open neighbourhoods U 
of χ and V of К such that U Π Я - 1 (V) = 0 . 
Proof. By definition of R-1(K) we have (xt y) £ R for all y G К, so Rc is an open 
neighbourhood of {χ} χ К in X xY. The lemma is now an immediate consequence 
(and in fact just an intermediate stage) of Thm. 5.12 in Kelley (1955). 
Q.E.D. 
2.3. Corollary (cf. Kelley (1955), Problem 6A). Suppose R is closed in X xY. 
Then R~X(K) is closed in X for each compact subset К of Y. 
Next, let E be a third topological space, and ƒ : E —• X a map. 
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2.4. Definition. The graph of ƒ with respect to R is the set 
GR(f):={(t,y)eExY\(f(t),y)eR}. 
2.5. R e m a r k s , (a) If ƒ is regarded as a relation between E and X, then GR(/) 
is just Ro f (composition in the usual sense of relations). 
(b) In particular, R = Gfl(idx), where id* : X —• X denotes the identity 
map. 
The basic theorem of this paper now shows in what cases closedness of GR(f) is 
necessary and sufficient for continuity of ƒ. For its formulation it is convenient 
to regard the topology of X as determined by its closed rather than open sets. 
Therefore we recall the following terminology. Let F(X) denote the family of 
closed subsets of X. A subfamily В of it is called a base for F(X) if each closed 
subset of X is the intersection of members of B. Similarly, a subfamily S is said 
to be a subbase for f(X) if all finite unions of members of S constitute a base for 
2.6. T h e o r e m , (a) Suppose 
R is closed in Χ χ Y. (2.1) 
Then GR(J) is closed in E xY for every continuous map f : E —• Χ. 
(b) Suppose 
T(X) has a subbase S consisting: of sets 
_, . . , . (2-2) 
of the form R (A ), with К compact in Y. 
Then every map ƒ : E —* X for which GR(/) is closed in E xY, is continuous. 
Proof, (a) Let ƒ : Ε -ν X be continuous. Note that GR(f) = (ƒ Θ idy) _ 1 (Ä) , 
where ƒ <g> idy : Ε χ Y -> X x Υ is given by (ƒ ® idy )(<, y) = (ƒ(*), y). Since the 
latter map is obviously continuous together with ƒ, closedness of GR(/) follows 
from our assumption (2.1). 
(b) Let ƒ : E —» X have a closed graph G R ( / ) = : Q, Q thus being a closed 
relation between E and Y. Note that for continuity of ƒ it suffices to verify 
closedness of the sets / - I ( F ) for F in a subbase S as in (2.2). However, for 
F = Ц-г(К) with К € K(Y) we have f~l(F) = Q~l{K) (cf. also Remark 2.5(a)), 
and by Corollary 2.3 this last set is indeed closed in E. 
Q.E.D. 
2.7. R e m a r k s , (a) From Remark 2.5(b) it is clear that (2.1) is also necessary for 
Theorem 2.6(a). In contrast to this, it does not seem to be easy to give necessary 
and sufficient conditions for Theorem 2.6(b). 
(b) For KUK2 E K(Y) we have Я " 1 ^ ) U Л " 1 ^ ) = i T ^ A i U A"2), so the 
word 'subbase' in condition (2.2) may equivalently be replaced by 'base'. 
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(c) If (2.1) holds, then the sets Я~г(К) in condition (2.2) axe closed in X 
by Corollary 2.3. In consequence of this and the previous remark we find that in 
presence of (2.1), (2.2) is equivalent to 
{R~\K) | К G £ (У ) } is a base for F{X). (2.2') 
Now that our basic theorem has been established, a lot of known and new 
closed-graph type theorems can be deduced immediately from it by specifying Y 
and R, and then verifying (2.1) and (2.2) in that special case. At this stage we 
confine ourselves to the three motivating examples from the introduction; more 
general results will be proved in the next sections. 
We start with returning to the classical notion of graph. 
2.8. Theorem. Suppose X is a compact Hausdorff space. Then a map ƒ : E —> X 
is continuous iff its graph gr( / ) :— {(t, x) € Ε χ X \ f(t) = x) is closed in E x X. 
Proof. Take Y = X in Theorem 2.6 and let R be the diagonal Δ := {(x, y) GX xX \ 
x = y}. Then 
(a) closedness of Δ in Χ χ Χ is just a reformulation of the Hausdorff property of 
X\ 
(b) since Δ _ 1 ( Β ) = В for all В С Χ, (2.2) requires F(X) to have a subbase of 
compact sets. However, compactness of X implies that in fact every closed subset 
of X is compact. 
Q.E.D. 
For our second example, recall from the introduction that we interpret lower semi-
continuity of a real-valued map ƒ as continuity with respect to the upper topology 
on R (with non-trivial open sets (c, oo) for с G R). Let's write Rf for the set R 
provided with this topology. Further, it was noticed that the epigraph of ƒ is based 
on the order relation of the reals. 
2.9. Theorem. A map ƒ : E -» R is lsc iff its epigraph epi(/) := {(r, x) G E X R | 
f(t) <x) is closed in E x R. 
Proof. Take Χ = R | in Theorem 2.6. Further, let Y be R with its usual topology 
and R the order relation Γ := {(x,y) G R x R | x < y}. Now 
(a) Γ is closed in R | χ R : for (x,y) G Г с we have χ > у, so there is а с G R such 
that χ > c> y. Hence ( i , y) G (с, oo) x (—со, с) С Г с, which proves Г с to be open 
in RT χ R; 
(b) each non-trivial closed set in Rf is of the form (—oo,c] = {x G R | x < c} = 
Г
- 1 ({с}), while {c} is trivially compact in R. 
Q.E.D. 
2.10. Remark. In the literature one can also find versions of Theorem 2.9 for 
ei/ended-real-valued maps ƒ : E —» R : = [—00,00], in which sometimes the epi­
graph of ƒ is still defined to be a subset of E x R (or Ε χ [—οο,οο)). Note that 
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these can be regarded as examples of Theorem 2.6 in which (in a rather trivial 
manner) the related space Y is different from the range X. 
A less trivial situation in which the range and its related space are different occurred 
in our last case of motivation, viz. upper semicontinuous closed-valued maps. As 
indicated in the introduction, the natural framework for these maps is provided by 
the hyperspace f{Y) of all closed subsets of a certain space Y, topologized by the 
basic open sets { F G F(Y) \ F С G) for G open in Y; the graphs of these maps 
are then determined by the relation 'contains as an element' between F(Y) and Y. 
2.11. Theorem. Suppose Y is a compact Hausdorff space. Then a map 
ƒ : E -» F(Y) is use iff its graph Gr(/) := {(t,y) G Ε χ Y | y G ƒ(<)} ¿s 
closed in Ε χ Y. 
Proof. In Theorem 2.6, take X = ^(Y) with the above topology and let R be the 
relation Φ := {(F,y) £ F(Y) χ Y \ y G F}. In this case 
(a) Φ is closed in T(Y) x Y: suppose (F 0 ,y) G Фс, i.e., у $ F0. As a closed 
subset of the compact space Y, Fo i s compact, so by Hausdorffness FQ and у can 
be separated by disjoint open subsets U and V of Y, respectively. Now (Fo,y) G 
{F G Γ(Υ) I F С U) x V С Фс, which proves Фс to be open in f(Y) x Y; 
(b) by definition of the topology on X = F(Y), a base for f(X) is given by the 
sets {F G f (У) I F С G)c = {F G Г {Y) \ F П Gc φ 0 } for G open in Y. On the 
other hand, for Б С Г we have Φ " 1 (В) := U s e f l í F e ?(Y) I (Г<У) G ф > = 
{F G ^ У ) I Зу G В with у G F } = {F G ?(Y) \ F Π Β φ 0 } . Apparently, ^ ( X ) 
has a base { ф - ' ( С е ) | G open in Y) = {Ф~'(^) Ι H closed in Г } and the validity 
of (2.2) follows from the fact that again every closed set in Y is compact. 
Q.E.D. 
As said, apart from these three motivating examples, Theorem 2.6 leads to several 
new results and sharper versions of known ones, with more insightful proofs. In 
Section 3 we put the closed-epigraph theorem 2.9 in the more general context of 
ordered topological spaces. Then, in Section 5 we specialize to the so-called 'spe­
cialization order', which yields an intrinsic connection with Theorem 2.8, with a 
closed-graph theorem for locally compact Hausdorff range as side-result. In be­
tween, we collect some preliminary material on non-Hausdorff spaces (Section 4). 
Finally, Section 6 is concerned with closed-graph theorems for multivalued maps. 
3. Partial orders, closed epigraphs and semicontinuity 
In the present section we discuss closed-epigraph theorems for lower semicontinuous 
maps (cf. Theorem 2.9) within the context of ordered topological spaces. This part 
of our paper was actuated mainly by the work of Penot & Théra (1982), especially 
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their Prop. 1.3, and some pertinent remarks of Beer (1987). From our main 
theorem of the previous section we obtain more general versions of their results, 
with more natural conditions. 
Let A" be a topological space equipped with a partial order <. Following Nachbin 
(1965) we call the order of X closed if the set Γ := {(x,y) G X x X \ x < y) is 
closed in X x X. Further, we use the following notations in the special context of 
order relations. 
3.1. Definition. For χ € X and A Ç X we write: 
(a) Ti := {y G X \ x < y} = Γ(χ); 
(b) ix := {y G X | у < χ) = Г-Цх); 
(<0ТЛ:=и,
е
лТ* = Г(Л); 
WlA:=[j
xeAix = r-
1(A). 
Next, we say that a subset A Ç X is increasing (resp. decreasing) if A = \A 
(resp. [A). Note that, for an arbitrary set A Ç X, | A (resp. I A) is the smallest 
increasing (resp. decreasing) set containing A. 
As is easily verified, the increasing open sets in X together constitute a new 
(one-sided) topology on X, called the increasing topology. If X has the property 
f G is open in X for every open G Ç X, (3-1) 
then this topology can equivalently be defined as consisting of all sets |G , for 
G open in X. Let X\ denote the set X endowed with the increasing topology. 
Further, as before, let E be an arbitrary topological space. 
3.2. Definition. A map f : E —* X is called lower semicontinuous (lsc) if it is 
continuous with respect to the increasing topology on X. 
A lot of different concepts of (lower) semicontinuity occur in the literature. How-
ever, it is not our aim to study the various interrelations between them here. For 
that, we refer the reader to Penot & Théra (1979), Gerritse (1985), Beer (1987) -in 
which the notion of Definition 3.2 appears as 'r¿-continuity'- and Holwerda (1993). 
Suffice it here to remark that from our unifying viewpoint of continuous maps the 
above definition is most natural. Moreover, under the mild condition (3.1) this 
definition is equivalent to the one introduced by Penot & Thera (1982), as was ob-
served already by themselves, and also by Beer (1987). In fact, in absence of (3.1) 
it seems to be rather useless to define lower semicontinuity at all, so without much 
loss of generality we could restrict ourselves to spaces that have this property. 
3.3. Remark. There is an important class of spaces satisfying (3.1), namely semi-
lattices (partially ordered spaces in which every pair of elements has an infimum) 
with separately continuous inf operation, often called semitopological semilattices 
(see for instance Gierz et al. (1980), Prop. VI.1.13). This was also noted by Beer 
(1987). 
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We now turn to our main goal of this section, a closed-epigraph characterization of 
Isc maps with partially ordered topological range, in the spirit of Penot & Théra 
(1982), Prop. 1.3. Here, we present it as an immediate translation of Theorem 2.6 
to the special case of the order relation Γ in Χ] χ X. 
3.4. Theorem, (a) Suppose 
Γ is closed in XI x X. (3.2) 
Then every ¡sc map ƒ : E —> X has an epigraph epi(/) := {(t, x) 6 ExX \ f(t) < x) 
that is closed in Ε x X. 
(b) Suppose 
P(XÎ) has a subbase S consisting of sets 
. . (3.3) 
of the form IK, with К compact in X. 
Then every map ƒ : E —> X for which epi(/) is closed in Ε χ X, is lsc. 
3.5. Remarks, (a) Note that F(X}) in (3.3) just consists of all decreasing closed 
subsets of X. 
(b) In particular, (3.3) is satisfied if every decreasing closed subset of X (except 
possibly the whole space) is iüelf compact in X, which is in fact what Penot & 
Thcra (1982) require in their Prop. 1.3. However, the latter condition is obviously 
too restrictive: it is not even satisfied in the classical case X = R(!) (cf. our 
Theorem 2.9), which seems to be overlooked by Penot & Thera. 
Before proceeding with the conditions of Theorem 3.4, we first want to point out 
another noteworthy fact, to which we will return in Section 5. 
3.6. Remark. Not only Theorem 2.9, but also 2.8 is a special case of Theorem 
3.4 (take 'equality' for the partial order). Stated differently, the trivial order gives 
rise to non-trivial results here. 
We come to the examination of condition (3.2), which turns out to be almost 
equivalent to the closed-order property of X, indeed (cf. also Nachbin (1965), 
Prop. 1.1). 
3.7. Proposition, (a) If Г is closed in X\ x X, then X has closed order. 
(b) Suppose X satisfìes (3.1). Then also the converse statement holds. 
Proof. Part (a) is trivial, since the increasing topology is by definition coarser 
than the original one. 
For (b), suppose that X has closed order and let (x,y) G Г с. Then there are 
sets U and V open in X such that (x,y) £ U x V Ç Tc. However, by transitivity 
of the order relation then also ft/ χ V С Г с. By assumption, }U is open in X, 
hence in Xf, so Г с turns out to be open in X | x X. 
Q.E.D. 
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3.8. Remark. From Remark 2.7(a) and Proposition 3.7 it is now clear that, in 
presence of (3.1), the closed-order property of X is necessary and sufficient for 
Theorem 3.4(a). This is the same condition as in Prop. 1.3(a) of Penot & Théra 
(1982). In case of a space X not satisfying (3.1), we refer to an observation of Beer 
(1987), Set.2, first paragraph: the statement of Theorem 3.4(a) still holds, provided 
(i) ]x is closed in X for each χ G X, and (ii) each decreasing open neighbourhood 
of a point χ G X contains a decreasing closed neighbourhood of x. Indeed, these 
conditions together imply (3.2), the proof of which amounts to applying Beer's 
argument to the identity map of X (cf. also Remark 2.5(b)). However, as soon 
as (3.1) is satisfied, condition (ii) is generally too strong, as is illustrated by the 
example that we met in Remark 3.6: let X have a trivial order (so (3.1) is trivially 
fulfilled). Then closedness of the order of X means 'Hausdorff', while (i) and 
(ii) correspond to lT\ and 'regular', respectively, the latter obviously not being 
necessary. (For our terminology in this context, see Section 4.) 
We conclude this section with discussing some consequences and (counter-exam­
ples around Theorem 3.4. 
3.9. Example. Let R denote R U {oo}, regarded to be isomorphic to the (Eu­
clidean) interval (0,1] as ordered topological space, and consider X = R2 := R X R 
(with coordinatewise order and product topology). On the one hand X is eas­
ily seen to satisfy (3.2), since the corresponding property holds for its component 
spaces (cf. the proof of Theorem 2.9, part (i)). On the other hand, (3.3) follows 
from the observation that, for 5 : = (R χ {oo}) U ({oo} x R), S := { | i | χ G S] 
is a subbase for the decreasing closed sets in X. Hence Theorem 3.4 shows that 
R2-valued lsc maps admit a closed-epigraph characterization. 
3.10. Remark. Note that in the previous example not every decreasing closed 
proper subset of X is of the form \K, with A' € K{X). 
In sharp contrast to Example 3.9, no closed-epigraph theorem holds for R2. In 
essence, this was observed already by Michel (1973). (Michel, though, took the op-
posite viewpoint of defining lower semicontinuity by means of the closed-epigraph 
property.) Penot L· Théra (1982) present the following slight variant of a coun-
terexample due to him. 
3.11. Example. Define ƒ : R - • R2 by 
J W
 \ (o ,o) if t = o. 
Then ƒ has a closed epigraph, but is not lsc (in the sense of Definition 3.2): the 
inverse image of the increasing open set {(хі,хг) G R2 | i ¡ > —^ for t = 1,2} is 
not open in R (cf. also Beer (1987), Ex. 2.1). 
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Anticipating the next sections we remark that the difference in behaviour between 
X = R2 and X = R2 points to 'sobriety' of the topological space A"| as an essential 
feature in the context of Theorem 3.4(b). This will be understood better if one is 
willing to consider closedness of (epi-)graphs with respect to other topologies on 
X. (Here, the lower topology, generated by the sets ( |x ) c for χ G X, is a natural 
candidate; cf. Theorem 5.8 and the remarks following it.) 
Finally, we make a comment on 'continuous lattices' in the sense of the monograph 
Gierz et al. (1980), which may be skipped by readers who are not familiar with 
these spaces. 
3.12. Remark. In the theory of continuous lattices, lsc maps appear as 'Scott 
continuous' maps. Elementary facts from this theory show that they fit perfectly 
in the framework of the present section. Actually, it is even simpler to deduce a 
closed-epigraph theorem for them directly from Theorem 2.6, as follows. 
Let ¿ b e a continuous lattice with Scott topology σ and Lawson topology λ, 
and consider X = L„ and Y = Lx in Theorem 2.6. Inspection of the proof of Gierz 
et al. (1980), Thm. III.1.10 exhibits closedness of the order relation in L„ χ L\. 
On the other hand, every σ-closed set is a fortiori Α-closed and hence A-compact, 
since L is itself λ-compact (cf. the same Thm. III.1.10). So also (2.2) is satisfied 
and we conclude that a map ƒ : E —> L is Scott continuous iff its epigraph is closed 
in E y..L\. In a slightly different context, this result was also obtained by Gerritse 
(1985). 
4. Intermezzo: regularity conditions for non-Hausdorff spaces 
Although the non-Hausdorff setting of the present paper was essential from the 
beginning, we so far avoided specific regularity conditions that arise naturally in 
this context. However, in order to gain more insight into the common structure 
of Theorems 2.8 and 2.9 especially, we need some of them, all known, but rather 
scattered through the literature. Since, moreover, for some notions there is no 
agreement on terminology, we collect the most important ones here (with special 
attention to compactness) and fix our terminology for the rest of this paper. The 
space X = R | from our motivating Theorem 2.9 should be kept in mind as a 
clarifying illustration for most of these concepts. 
Readers who wish to restrict their horizon to Hausdorff spaces can skip this 
section, but they should at least take notice of the validity of Corollary 4.5(b) for 
Hausdorff spaces, and appreciate the non-Hausdorff topology appearing in Corol­
lary 5.9 (cf. also the remarks in 5.10). More generally, the present section can be 
skipped at first reading and consulted later on, if needed. 
Let X be a topological space. The following notion is often useful in the context 
of non-Hausdorff spaces. 
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4.1 . Definition. The saturation of a set A Ç Xt sat.4, is the intersection of all 
open neighbourhoods of A. If A = sat/1, then A is called saturated. 
Note that for x,y G X we have a; G sat{y} iff y G { ι} and, more generally, 
χ G satA iff {χ} Π J4 ^ 0 for A Ç X. As a consequence, all subsets of X are 
saturated iff X is T\. 
Further, a subset of X is clearly compact iff its saturation is compact. In 
general, compact sets behave more decently if they are saturated, which justifies 
introducing a special notation for the class of all saturated compact subsets of X : 
Q(X). In many instances, for example, Q(X) is closed for arbitrary intersections 
(quite opposite to K.(X)), and in this case we call X a Qs-space. 
Hofmann h Mislove (1981) showed that there is another regularity condition 
for X -called 'sobriety'- that together with the Q¿-propcrty guarantees Q(X) to 
have still the essential features of the class of compact subsets in a Hausdorff space. 
In order to define sobriety we need the concept of 'irreducible closed set' first. 
4.2. Definition. A closed set F Ç X is called irreducible if, for each pair FiyFz 
of closed sets in X, F = Fi U F-¡, implies F = F\ or F = F2. 
Stated differently, F is irreducible if it is not the union of two proper closed subsets. 
Clearly, all singleton closures are irreducible. 
4 .3 . Definition. If, conversely, every non-empty irreducible closed subset of X is 
a singleton closure, and X is To, then X is called sober. 
The To-axiom is included in the definition in order to ensure uniqueness of the 
dense point of each singleton closure. All Hausdorff spaces are sober (and Qs ), but 
there are non-sober Τι-spaces (e.g. R with the cofinite topology). Also Rf is not 
sober, since the whole space is irreducible without having a dense point. Indeed, 
adding a dense point 00 leads to the sober space RÎ (cf. Example 3.9). 
Our main reason for considering sober spaces lies in the following fundamental 
theorem (Prop. 2.19) of Hofmann & Mislove (1981). 
4.4. Theorem. Suppose X is sober, and ¡et {QA}A€A be a decreasing net in Q(X)· 
Then(a)f]xQx€Q(X); 
(b) if Ρ)
λ
 Qx Ç G for some open set G С X, then akeady Q\0 Ç G for some 
A0 G Л. 
4.5. Corollary, (a) A sober space X is Qs iffQ(X) is closed for finite intersections. 
(b) Suppose X is a sober Q(-space, and let {QA}A€A be an arbitrary family 
in Q(X). If ΠΑ Q* — ^  ^ o r s o m e open set G Q X, then there are λ ι , . . . , λ„ G Λ 
such that ΠΓ=ι Φλ. £ G-
We finish our discussion of compactness properties with a remark on local compact­
ness. Obviously, the existence of a neighbourhood base (for each point) consisting 
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of compact sets, rather than only some compact neighbourhood, is the most useful 
property. Therefore, we choose this one for the definition of local compactness, 
thus deviating from common use among most textbook authors. In consequence, 
a compact space need no longer be locally compact. 
Next, we follow Kelley (1955) in omitting the Hausdorff (or, equivalently, To-) 
assumption from the definition of a regular space. 
Finally, we quote the following weaker 'regularity axioms' from Davis (1961), 
with only a slightly different, yet equivalent formulation of the R\-axiom. The 
space X is called RQ if every open set in X contains the singleton closure of each 
of its elements, and R\ if f or each pair i , y Ê X such that {χ} ψ {y} there are 
disjoint open sets U and V containing χ and j/, respectively. 
5. The specialization order 
In Section 3 we started with a prescribed partial order and defined a one-sided 
topology in terms of this order relation. It is well-known that, conversely, to every 
To-topology there can be associated a partial order in a canonical way, the so-
called 'specialization order', which is what we do in the present section. From 
this opposite point of view we obtain a counterpart of Theorem 3.4 that clarifies 
why in Theorem 2.8 the graph, but in 2.9 the epigraph was a natural object for 
characterizing continuity. Moreover, it leads to nice general results for locally 
compact (range) spaces. 
In the sequel of this section, let X be a topological space, which is assumed To for 
reasons that become obvious immediately after the following definition. 
5.1. Definition. The specialization order on X is the partial order <
e
 defined by 
x <s У iff x G {y}, for χ,y G λ'. 
Note that the specialization order is by definition transitive and reflexive, while its 
antisymmetry is equivalent to X being To. 
Using the notations | â x for {y £ X \ χ <
я
 y} etc. (cf. Definition 3.1) we 
have l
e
x = {x} and f
a
x = sat{x} for χ G X, and more generally, \SA = sat A 
for A С X (cf. the remark following Definition 4.1). In particular, a subset of X 
is saturated iff it is increasing with respect to the specialization order. Also, it 
follows that the specialization order is trivial (i.e., 'equality') iff X is a Tj-space. 
Especially, this is the case for Hausdorff X. On the other hand, the specialization 
order of Rf is the usual order of the reals, indeed. 
In view of Theorems 2.8 and 2.9 we may therefore expect the specialization 
order to be a good candidate for the relation R in Theorem 2.6. More specifically, 
let E be an arbitrary topological space; then we may try to characterize continuity 
of a map ƒ : E —• X in terms of its epigraph with respect to the specialization 
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order of X, epi,(/) := {(t,x) 6 Ε χ X \ f(t) <, χ). After a moment's thought, 
however, it is clear that closedness of epi,(/) in Ε x X is no good in general. 
For, closed sets in X are decreasing with respect to the specialization order, so 
closed subsets of Ε X X point into the wrong direction (we want the epigraph to 
be closed). Therefore, we will have to consider other topologies on X. 
So let τ be an arbitrary topology on X, and let XT denote the set X provided 
with r. Further, write Γ
β
 for the set {(x, y) G X x X \ χ <
я
 y}- The translation of 
Theorem 2.6 to this context now reads as follows. 
5.2. T h e o r e m , (a) Suppose 
T
s
 is closed in Χ χ Χ
τ
. (5·1) 
Then ері
я
(ƒ) is dosed in E x XT for every continuous map f : E —» Χ. 
(b) Suppose 
^F(X) has a subbase S consisting of sets 
of the form l
a
K, with К compact in XT. 
Then every map f : E —* X for which epi3(f) is closed in Ε χ XT, is continuous. 
5.3. R e m a r k . Since every open subset of X is increasing with respect to <t, 
condition (5.1) is easily seen to be equivalent to 
for each pair x,y G X with χ $ {y} there are disjoint . 
(5.1 ) 
sets U open in X and V open in XT such that x Ç.U and y G V, 
which is an (asymmetric) bitopological analogue of the Ri -axiom (cf. Reilly (1976) 
for its symmetric (i.e., pairwise) variant). 
Next, in order to find an appropriate topology τ in Theorem 5.2, we make the 
following observations. In view of (5.2) we need a good interplay between closed 
sets in X and compact sets in XT. If X is a compact Hausdorff space (Theorem 
2.8), this is attained trivially for r equal to the original topology, since in that 
case the families of compact and closed subsets of X coincide. But in general we 
can take the family Q(X) as a base of closed sets for a new topology on X, which 
is known to behave well if, in particular, X satisfies such regularity conditions as 
sobriety, local compactness and the Qf-property (cf. Hofmann & Mislove (1981)). 
5.4. Definit ion. The cocompact topology on X is the one generated by the sets 
Qc, for Q G Q(X)- The patch topology is the common refinement of the cocompact 
and the original one. 
For the set X endowed with these topologies we use the notations X
ee
 and Х
 л 
respectively. 
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5.5. Remarks, (a) If X is a Qj-space, then the class {Qc \ Q G Q(X)} is not 
only a base for, but in fact equal to the cocompact topology, apart from possibly 
the empty set (as X itself may fail to be compact). 
(b) If X is in addition sober, then the statement of Corollary 4.5(b) can be 
reformulated by complementation to yield: each closed subset of X is compact in 
Xcc- This is one of the main facts about Xec that we use. 
The suitability of the cocompact topology for Theorem 5.2 is affirmed by the 
following examination of the relevant conditions. 
5.6. Proposition, (a) IfX is ¡осаЛу compact, then Г, is closed in Χ χ X
ec
 (and, 
a fortiorì, in Χ χ Xp). 
(b) Suppose X is a sober Qg -space. Then closedness of T
s
 in X x X
ce
 is in 
fact equivalent to local compactness of X. 
Proof, (a) Suppose X is locally compact. By Remark 5.3, it suffices to prove 
(5.1') for the cocompact topology. So, let x,y G X such that χ £ {у}. Then {у} 
is an open neighbourhood of χ (in X ), which contains a compact neighbourhood К 
of χ by definition(!) of local compactness. For Q := satÄ' we then have Q G Q(X) 
and Q С {¡/} . Now intK and Qc arc disjoint open neighbourhoods of ι in X and 
of y in X
ce
, respectively. 
(b) Suppose that, conversely, T3 is closed in Χ χ Xcc· We prove X to be 
locally compact. Let χ G X, and let G be an arbitrary open neighbourhood of 
χ in X. As X is assumed sober and Qs, К := Gc is compact in X
ec
 by Remark 
5.5(b). Moreover, К (as a closed subset of X) is decreasing with respect to <
θ
, so 
ι ^ i
s
K. Now, applying Lemma 2.2 to the closed relation Г
а
 in Χ χ XCc,
 w e
 ge* 
open neighbourhoods U of χ in X and V of К in X
cc
 such that U Π l
s
V = 0 . 
However, since X is a Q^-space, V has the form Qc for some Q G Q(X) (cf. Remark 
5.5(a)). Certainly, U Π Q c = 0 , so U Ç Q = Ve Ç Kc = G, i.e., Q is a compact 
neighbourhood of i , contained in G. This proves X to be locally compact. 
Q.E.D. 
The second condition in Theorem 5.2 requires only mild regularity assumptions. 
After our preliminary remarks, its verification is easy. 
5.7. Proposition. If X is sober and Qs, then (5.2) holds for the cocompact 
topology. 
Proof. Recall that for arbitrary F € F(X) we have F = isF, while, on the other 
hand, F is compact in Xec if X is assumed sober and Qg (Remark 5.5(b)). So, in 
that case in fact every closed subset of X has the form isK, with К G K.(XCC). 
Q.E.D. 
Apparently, the interaction between the specialization order and the cocompact 
topology gives rise to a nice closed-epigraph theorem for locally compact spaces. 
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5.8. Theorem. Suppose X is a locally compact, sober Q ¡-space. Then a map 
ƒ : E —> X is continuous iff epi ,( /) is closed in Ε χ X
ce
. 
The need of sobriety for this result was already discussed around our Examples 
3.9 and 3.11, in which the cocompact topology is generated by the sets (Tx)c for 
χ € X. Nevertheless, in the (locally compact, but) non-sober space X = Rf, (5.2) 
still holds for the cocompact topology, and the statement of Theorem 5.8 remains 
valid. (Rf, however, is 'almost sober' in the sense that only the whole space is an 
irreducible closed set without a dense point.) 
In these examples the specialization order is essentially non-trivial, and the 
cocompact topology is directed opposite to the original one. In fact, the conse-
quences of Theorem 5.8 for such spaces are most interesting in combination with 
results for the (two-sided) patch topology, to be discussed at the end of this sec-
tion. Here, we point out another consequence of Theorem 5.8, namely for Hausdorff 
spaces. Recall that every Hausdorff space is automatically sober and Qt, while its 
specialization order is trivial. 
5.9. Corollary. Suppose X is a locally compact Hausdorff space. Then a map 
ƒ : E —• X is continuous iff its graph is closed in Ε χ X
cc
. 
5.10. Remarks, (a) If, in Corollary 5.9, the domain E is a compact Hausdorff 
space, then this corollary reduces to a compact-graph theorem (cf. Kolodner (1968) 
and Kim (1974)). 
(b) Corollary 5.9 shows clearly what is wrong in the counterexample from the 
introduction, ƒ : R —» R defined by 
n
 > \ 0 if ar = 0, 
whose graph is closed in R χ R, true enough, but not in R X R
c c
 (note that the 
whole vertical axis belongs to its closure in R χ R
e c
). 
(c) Yet another view on this counterexample is provided by changing the roles 
of X and X
cc
 in Corollary 5.9. While this change makes no difference for (5.1) 
in this case, the adaptation of (5.2) requires ¡F(XCC) to have a subbase consisting 
of compact subsets of X, which holds by definition of the cocompact topology. 
Consequently, for locally compact Hausdorff X the following is true: the graph 
of a map ƒ : E —* X is closed in Ε χ X iff ƒ is continuous with respect to 
the cocompact topology on X (cf. Hamlett & Herrington (1981), Thm. 1.4.3). 
As is easily verified, the Hausdorff assumption can be dropped here if the graph 
of ƒ is replaced by its hypograph with respect to the specialization order of X, 
hypo,(/) := {(t,x) 6 E x X | f(t) > j x], i.e., if the reverse specialization order of 
X is chosen as determining relation. 
As announced, we conclude this section with a result concerning both the cocom­
pact and the patch topology. 
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5.11. Theorem. Suppose X is locally compact and Xp is compact. Then for a 
map f : E —• X the following statements are equivalent. 
(i) ƒ is continuous. 
(ii) epis( ƒ) is closed in E ж Xee. 
(iii) epij(/) is closed in E x Xp. 
Proof. The implication '(i) =» (ii)' was already proved in Proposition 5.6(a), while 
'(ii) => (iii)' is trivial. 
For '(iii) => (i)' we have to show (5.2) for the patch topology. However, each 
F € F{X) is a fortiori closed in Xp and hence compact in Xp (by assumption, Xp 
is itself compact). Since, again, F = itF, it follows that every closed subset of X 
has the right form. 
Q.E.D. 
5.12. Remark. The proof of Proposition 5.6(a) shows that the patch topology on 
a locally compact space is Hausdorff (cf. Gierz et al. (1980), Exc. VII.3.5(ii)). So 
under the conditions of Theorem 5.11, Xp is actually a compact Hausdorff space. 
For Hausdorff X, the cocompact topology is coarser than the original one, which 
hence coincides with the patch topology. If the last one is in addition compact, all 
three topologies coincide, so Theorem 5.11 brings us back to Theorem 2.8. 
More characteristic examples of Theorem 5.11 are the continuous lattices from 
Remark 3.12. The Scott topology on a continuous lattice L is indeed locally com-
pact (Gierz et al. (1980), Cor. II.1.13), while its cocompact topology is generated 
by the sets ( |x ) c for χ € L (cf. Hofmann L· Mislove (1981), Prop. 4.2 (caution: 
the second part of this proposition is false for arbitrary continuous posets; never-
theless, it is true for continuous lattices)). The common refinement of the Scott 
and the latter so-called lower topology is the Lawson topology, which is compact, 
as we already mentioned in Remark 3.12. 
Of course, the three statements in Theorem 5.11 remain equivalent if com-
pactness of Xp is replaced by the weaker condition (5.2) for the patch topology. 
We came across the latter situation in Example 3.9 and, after all, already in our 
motivating Theorem 2.9, in which the cocompact topology has non-trivial open 
sets (-oo,c) for с € R, and the patch topology is the Euclidean one, indeed. 
6. Hyperspaces and multivalued maps 
Our last section is devoted to closed-graph characterizations of upper semicontinu-
ous multivalued maps. Within the framework of Section 2 we obtain generalizations 
of our starting point Theorem 2.11 in two directions. In a sense these run parallel 
to our discussion of single-valued maps in the previous section: the first result, due 
to Billera (1971), corresponds to Remark 5.10(c), the second to Theorem 5.8. 
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Let X be a topological space, and T{X) the hyperspace consisting of all its closed 
subsets. As is well-known, F(X) can be endowed with various topologies, from 
which we single out two, both one-sided. Before specializing to them, we first 
outline the general setting of this section. 
We consider the relation Φ С F(X) χ X defined by Φ := {(F, ι ) G 7{Χ) χ Χ \ 
χ € F). Note that for Λ Ç f(X) we have Φ(Α) = \JF€AF, while on the other 
hand Φ-\Β) = {Fe F(X) \ F Π Β φ 0 } for Β Ç Χ. 
Applying the relation Φ, we can now translate Theorem 2.6 to the present 
context. In particular, the last expression above enables us to reformulate (2.2), 
in which, for convenience, we switch to complements. So let E be an arbitrary 
topological space, and let F(X)
a
 denote the hyperspace P(X) provided with some 
topology σ, also arbitrary, a priori. Then we have the following. 
6 .1. Theorem, (a) Suppose 
Φ is closed in ?(Χ)
σ
 χ Χ. (6.1) 
Then every σ-continuous map ƒ : E —* f (X) has a graph Gr(/) := {(t,x) € ExX \ 
χ 6 ƒ(<)} t n a i J S dosed in Ε χ Χ. 
(b) Suppose 
σ has a subbase σο consisting of sets of the form 
{F e T(X) | F Π К = 0 } , with К compact m Χ. ^ ' * 
Then every map f : E -* F(X) for which Gr(ƒ) is closed in ExX, is σ-continuous. 
The first result in this context, Theorem 2.11, involved the hyperspace topology 
with basic open sets {F G f{X) \ F Ç G) for G open in X, as studied by 
Ponomarev (19G4) and previously by Michael (1951), Appendix (see Flachsmeyer 
(1964), p. 324 for further historical remarks). It is just one half of the familiar 
Vietoris (or finite) topology (the other half being generated by the sets {F £ F{X) \ 
F Π G φ 0 } for G Ç X open). More precisely, it consists of those Vietoris open 
subsets of ¿F(X) that are decreasing with respect to the inclusion order on F{X), 
whence we call it the lower Vietoris topology here (notation: І ) , in contrast to 
Michael (1951), Def. 9.1. Further, we call a map ƒ : E -> 7{X) Vittori» use 
if it is continuous with respect to the lower Vietoris topology, in line with the 
terminology for real-valued semicontinuous maps. As for the characterization of 
such maps by closedness of their graphs, the result in Theorem 2.11 was proved 
by ad hoc verification of the relevant conditions. Here, we revisit these conditions 
in a more systematic way. Recall that in our terminology a regular space need not 
be Hausdorff. 
6.2. Proposition, (a) If X is a reguiar space, then (6.1) holds for the lower 
Vietoris topology on ¿F(X). 
(b) Suppose X is R0. Then closedness of Φ in F(X)wxX is in fact equivalent 
to regularity of X. 
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Proof, (a) Suppose X is regular, and let (Fo,s) G f(X) * X belong to Фс, i.e., 
χ $ FQ. Then FQ is an open neighbourhood of χ in X. By regularity of X, it 
contains a closed neighbourhood Η of x. Consequently, (Fo,x) G {F G F(X) \ 
F Ç Hc} X i n t # С ф с , which proves Фс to be open in T(X)w X X. 
(b) Conversely, suppose that Φ is closed in T{X)tv X X· We prove X to 
be regular. Let FQ G ¿F(X) and io G X such that x<> £ Fo. It suffices to show 
that Fo and XQ can be separated by open sets. However, since Фс is open in 
!F(X)tv * X, while containing (Fo,XQ), there are open subsets U and V of X such 
that ( F 0 , x 0 ) G {F G F(X) \ F С U} χ V Ç Фс. It remains to show that U and 
V are disjoint. Suppose on the contrary that χ G U Π V. As Χ is assumed Др, 
we have {x7 С U, so ({x},*) G {F G ^ X ) | F С tf} χ V С Фс, i.e., χ $ {χ}, a 
contradiction. 
Q.E.D. 
6.3. Remark. The statements in Proposition 6.2(a) and (b) are analogous to those 
of Kuratowski (1966), §17, IV, Thms. 1 and 2, respectively, which concern the full 
(rather than lower) Vietoris topology. Note that in Kuratowski's context as well 
as in ours, the ΤΊ -assumption is superfluous for the first statement, while it can 
be replaced by the До-axiom in the second. The equivalence between closedness of 
Φ with respect to these respective topologies could also have been proved directly 
(cf. the similar Proposition 3.7). 
Next, as noticed in the proof of Theorem 2.10, part (b), the basic open sets in the 
lower Vietoris topology can be rewritten as {F G F(X) | F Π Η = 0 } for Η closed 
in X, so (6.2) is obviously satisfied if each closed subset of X is compact, which is 
the case if X is itself compact. 
Consequently, we end up with a slightly different, yet more natural version of 
Theorem 2.11 (cf. also Kuratowski (1966/68), §18, III, Thm. 1 and §43,1 ,Thm. 4). 
6.4. Theorem. Suppose X is a compact regular space. Then a map ƒ : E —• T(X) 
is Vietorís use in rGr(/) is closed in Ε χ X. 
As announced, we proceed with discussing two generalizations of Theorem 2.11. In 
essence, they consist in adapting the respective topologies in an appropriate way: 
the second one (like Theorem 5.8) involves a different topology on the underlying 
space, but we start with changing the hyperspace topology. To this end, note that 
(6.2) is trivially satisfied if the sets {F G T(X) \ F П К = 0 } for К G K(X) are 
defined to constitute a base for a topology on F{X). The resulting topology is 
known as the lower half of the one introduced by Fell (1962) (the latter coinciding 
with the Vietoris topology in its upper half). Our terminology and notations in 
this context (lower Fell topology (¿F), Fell use map) are analogous to those of the 
preceding paragraph. 
6.5. Remarks, (a) Since for F G F(X) and Κ G К,{Х) we have F П К = 0 iff 
F Π sät/vT = 0 , while sat/іГ is compact together with K, a base for the lower Fell 
topology is already given by the sets {F G f(X) | F Π Q = 0 } for Q G Q(X). 
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(b) If closed sets are identified with their characteristic functions, F(X) may 
be regarded as a function space, namely, consisting of all continuous maps from X 
into the Sierpinski space {0,1} (with {0} as only non-trivial open set). Under this 
identification the lower Fell topology is just the compact-open topology (see Arens 
& Dugundji (1951), Set. 7). This idea is worked out in Flachsmeyer (1964), while 
Billera (1971) follows this approach towards his closed-graph theorem (Theorem 
6.7 below). 
(c) The lower Fell topology is closely related to limsup convergence of sets 
in the sense of Painleve-Kuratowski (as described in Kuratowski (1966), §29), in 
which context a closed-graph theorem occurs already in Kuratowski (1932), for 
compact metric X. For locally compact X, limsup convergence of closed sets is 
topologized by the lower Fell topology, indeed (see for instance Flachsmeyer (1964), 
Set. 3). 
(d) Also, if A" is a locally compact space, J~{X) with the reverse inclusion 
order is a continuous lattice (cf. Remark 3.12), whose Scott topology is just the 
lower Fell topology (see Gierz et al. (1980), Exc. Ш.І.ІЗ(іі)). 
The (lower) Fell topology is well-appreciated for its good properties, not least 
in a wide range of applications, including stochastic geometry and mathematical 
economics (see for instance Matheron (1975) and Klein & Thompson (1984), re­
spectively). In particular, it behaves well if the underlying space is locally compact 
(but not necessarily Hausdorff; cf. Fell's original paper), as was already indicated 
in the last two remarks. Therefore, it may not be surprising that local compactness 
is exactly the condition that we need for the verification of (6.1) in case of the lower 
Fell topology. 
6.6. Proposition. Φ is closed in F(X)tp χ X iff X is locally compact. 
Proof. For sufficiency of local compactness, the proof of Proposition 6.2(a) can 
be copied, with the only difference that the set Η now should be compact rather 
than closed. 
For necessity, suppose that Φ is closed in T{X)tF x X, let x<> G X and let 
G be an arbitrary open neighbourhood of x0. We have to prove that G contains 
a compact neighbourhood of io- Since Фс is open in F{X)IF Χ X and contains 
(G c ,xo), there are sets Q G Q(X) (ef. Remark 6.5(a)) and U open in X such 
that ( G c , x 0 ) G {F G f (X) \ F Π Q = 0 } χ U С Ф с. Now Q is compact and 
Q Ç G, so it remains to show that Q is a neighbourhood of XQ. For that, we 
prove U Ç Q, or rather -equivalently, since Q is saturated- U Ç V for every open 
neighbourhood V of Q. So let χ G U and let V be open with Q Ç V. Then 
(Vc,x) E {Fe F{X) | F Π Q = 0 } χ U С Фс, so χ 0 Ve, i.e., χ G V. 
Q.E.D. 
Our discussion of the lower Fell topology is thus concluded by the closed-graph 
theorem of Billera (1971), however without his Hausdorff restriction. 
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6.7. Theorem. Suppose X is locally compact. Then a map f : E —• F(X) is Fell 
use iff Gr(/) is closed in Ε χ X. 
For compact Hausdorff X the Fell and Vietoris topologies on F(X) coincide and 
Theorem 6.7 reduces to Theorem 2.11, indeed. Also, in this case the hyperspaces 
f(X) and IC(X) coincide, which is the main observation that leads to our second 
and last generalization of the latter theorem. For that, namely, we shift our atten­
tion to compact-valued (use) maps. The natural framework is then provided by the 
hyperspace Q(X) of all saturated compact subsets of X (X arbitrary), endowed 
with the lower Vietoris topology (still, with basic open sets {Q G Q(X) \ Q Ç G) 
for G open in X). 
6.8. Remarks, (a) For metric X, the lower Vietoris topology on Q(X) = K.(X) 
is semimctrized by one half of the HausdorfF metric (see for instance Klein & 
Thompson (1984), Prop. 4.2.2), which goes back to Hausdorff (1927), §28. In fact, 
with the introduction of this metric Hausdorff initiated the study of hyperspace 
topologies. 
(b) If X is a locally compact sober space, then Q(X ) with the reverse inclusion 
order is a continuous iemilattice, whose Scott topology coincides with the lower 
Vietoris topology (cf. Hofmann & Mislove (1981), Set. 2 and Norberg (1992)). 
Further, in the present context we consider Φ as a relation between Q(X) (rather 
than T(X)) and X. A final adaptation concerns the topology on the underlying 
space. For, we cannot hope the graph of a Vietoris use map ƒ : E —• Q(X) to be 
closed in Ε χ X in general, since the corresponding statement doesn't hold even for 
(continuous) single-valued maps. Therefore, as in Section 5, we will consider the 
cocompact topology on X (see Definition 5.4). With these adaptations, a closed-
graph theorem in the spirit of Theorem 6.1 will be valid under the respective 
conditions 
Φ is closed in Q(X)tv x XCc (6.1') 
and 
the lower Vietoris topology on Q(X) has a subbase σο consisting of 
sets of the form {Q G Q(X) | Q П К = 0 } for К compact in X
cc
. 
The examination of these conditions is our last task in this paper, but runs in 
essence parallel to the corresponding Propositions 5.6 and 5.7. In particular, local 
compactness is again stipulating. 
6.9. Proposition, (a) IfX is locally compact, then Φ is closed in Q{X)tv * Xcc· 
(b) Suppose X is a sober Qs-space. Then (6.1') is in fact equivalent to local 
compactness of X. 
Proof, (a) Suppose X is locally compact, and let (Q0,x) G Q(X) x X belong to 
Ф
с
. Then χ £ Q0 = satQo, so {x} C\Qo = 0 (cf. the remark following Definition 
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4.1). It follows that {1} is an open neighbourhood of Q 0 in X. By compactness of 
Qo and local compactness of X, {x} then contains a compact neighbourhood Я 
of Qo· Without loss of generality, Я may be assumed saturated, i.e., H € Q{X)· 
Now (Q0 ,x) G {Q G Q(X) | Q С intH} x Hc С Фс, which proves Фс to be open in 
Q(X)tv χ Xec. 
(b) Suppose that, conversely, Φ is closed in Q{X)tv X-X"
ce
. Further, let io € X 
and let G be an arbitrary open neighbourhood of xo in X. We prove that G contains 
a compact neighbourhood of xo- First, note that Qo := sat{xo} Q Gy and let К 
denote Ge. Then, as X is assumed sober and Qj , К is compact in X
cc
 by Remark 
5.5(b). Obviously, Qo П К = 0 , so Q 0 g Φ " 1 (A'). Now, by Lemma 2.2 applied 
to the closed relation Φ in Q(X)ty χ X
ee
, there are sets U open in Q(X)tv and 
V open in X
cc
 such that Q 0 G U, К Ç V and W П Ф _ 1 ( ) = 0 , i.e., Q Π V = 0 
for all Q G W. By definition of the respective topologies this means that there are 
sets U open in X and Я € ß(A') such that Q0 G {Q G Q(X) \ Q Q U} ÇU and, 
on the other hand, V = Hc (cf. Remark 5.5(a)). In particular, for χ G U we now 
have sat{x} G 14, so sat{x} Π V = 0 , hence χ G sat{x} С Vе = H. We conclude 
that x 0 G Qo Q U Ç H = Ve С Kc = G, i.e., Я is a compact neighbourhood of 
x 0 , contained in G. 
Q.E.D. 
As in the previous section, sobriety plus the Q^-property suffices for the second 
condition. 
6.10. Proposition. If X is a sober Qt-space, then (6.2') holds. 
Proof. As noticed already in the case of F(X), the basic sets for the lower Vietoris 
topology on Q(X) may be rewritten as {Q G Q(X) \ Q Π F = 0 } for F closed in 
X. The statement then follows immediately from Remark 5.5(b). 
Q.E.D. 
We have achieved our last theorem, a closed-graph characterization of compact-
valued use maps. 
6.11. Theorem. Suppose X is a locally compact, sober Qg-space. Then a map 
ƒ : E -* Q{X) is Vietoris use iffGi(f) is closed in Ε χ X
ec
. 
The similarities between this result and Theorem 5.8 are obvious. Accordingly, 
for examples and remarks in the present context we refer to our discussion of the 
latter. Here, we only note that Q(X) coincides with K(X) in the special case of a 
locally compact Hautiorff X, and give some final comments on the relationship of 
both theorems. 
6.12. Remarks, (a) The connection between Theorem 6.11 and Theorem 5.8 can 
be made more explicit by the introduction of the map φ : X —* Q(X) defined by 
φ(χ) := sat {χ}. Obviously, ψ is injective iff A" is a To-space. In that case ψ is 
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also a topological embedding into Q(X)tv· Moreover, the specialization order of 
X then may be regarded as the restriction of Φ Ç Q(X) x X to X X X, which 
leads to an indirect (via Proposition 5.6(b)), but in a sense simpler proof of (e.g.) 
Proposition 6.9(b). 
(b) One can go even a step further and consider Φ as the restriction to 
Q(X) x X of the reverse inclusion order on Q(X) X Q(X)] here the lattice structure 
of Q(X) comes in (cf. Remark 6.8(b) and Hofmann L· Mislove (1981), Set. 2). 
(c) Analogous statements hold for the map φ : X —• !F(X) defined by φ(χ) := 
{χ}. Like φ, ф is injective iff X is To. While in that case ф : X
ce
 —• J-(X)IF is 
an embedding automatically, the same holds for φ : X —» T{X)tv only with an 
additional iî0- r e striction on X, which together with the T0-axiom forces X to be 
T\. Here, the restriction of Φ Ç F(X) x X to Λ" Χ X coincides with the reverse 
specialization order of X (cf. Remark 5.10(c)), which is trivial if X is T\, indeed. 
As in the previous remark, Φ in turn coincides with the restricted reverse inclusion 
order of F(X) (cf. also Remark 6.5(d)). 
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1. Introduction and definitions 
In recent years developments in optimization theory and other fields have led to in-
creasing interest in (lower) semicontinuous maps with values in a partially ordered 
topological space. A major complication is that well-known equivalent charac-
terizations of semi continuity for real-valued maps suggest non-equivalent concepts 
for the general case. In the first sections of Beer (1987) four possible definitions 
are reviewed and compared, including 'neighbourhood semicontinuity' of Penot 
& Théra (1982) and a new concept called 'lattice semicontinuity'. Among other 
things Beer obtains equivalence of three of the definitions within the context of or-
dered topological vector spaces. Unfortunately, the vector-space context does not 
cover another important class of examples, namely hyperspaces. What is more, 
Beer's approach calls for the question as to how far the vector structure plays an 
essential role. In the present paper we address this question by dropping the vec-
tor structure, thus taking into consideration only topological and order-theoretic 
arguments. Our main positive results (cf. e.g. Corollary 3.7) show that within a 
reasonably wide class of ordered topological spaces the same three definitions are 
still equivalent. An important illustration for this concerns hyperspaces of closed 
sets, endowed with the Fell topology and (reverse) inclusion order (Example 5.7). 
We start with reviewing the relevant definitions, thereby adopting the terminology 
of Beer (1987). 
Let X be a topological space equipped with a partial order <· For χ G X and 
A Ç X we denote the sets {y G X \ y > χ] and {y G X \ 3x G A with y > χ) by 
| x and | A , respectively; jx and \.A have obvious analogous meanings. Further, 
A is called increasing, decreasing or order convex if A equals fA, [A or f Α Π [A, 
respectively. Order convexity of A can be expressed equivalently as follows: for 
each x,y G A and ζ G X we have that ι < ζ < y implies ζ G Α. Χ is called 
locally order convex if each χ G X has a neighbourhood base consisting of order 
convex sets. Finally, we note that the class {G Ç X | G is open and increasing} is 
a topology on X, which we call the increasing topology (notation: r¿). 
We now come to the respective definitions of lower semicontinuity. To this 
end, let E be an arbitrary topological space and ƒ : E —» X a map. 
To begin with, ƒ is called r¿-continuous if / - 1 ( G ) is open in E for each increasing 
open set G Ç A". 
The second notion is due to Penot & Théra (1982): ƒ is called neighbourhood lower 
semicontinuous (nbhd Isc) at a point t G E if for each open neighbourhood G of 
f(t) there exists an open set О Э t such that f(0) Ç fG. 
The third and last definition, due to Beer (1987), is restricted to the case of a 
semilattice X (i.e., each pair of points x,y G X must have an infimum χ Л y): ƒ 
is called lattice lower semicontinuous (lat bc) at t G E if for each open G Э f(t) 
there exists an open О В t such that ƒ (t) Л ƒ (0) Ç G (i.e., ƒ (t) Л f (s) G G for each 
sEO). 
Naturally, ƒ is called (globally) nbhd (or lat) lsc iff it is nbhd (lat, resp.) be at 
each t G E. 
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The present paper focuses on the equivalence of these three notions. So, for in-
stance, we will not study permanence properties of each of them, for which we refer 
to Penot h Théra (1982), Gerritse (1985) and Beer (1987). Neither will we consider 
the closed-epigraph definition of Michel (1973), whose relation to neighbourhood 
semicontinuity and τ,-contimiity has been discussed in the same papers and, con­
clusively, in Holwerda (1992), Set. 3. In particular, these papera make clear that 
one cannot expect Michel's definition to be equivalent to the others unless some 
rather restrictive compactness condition holds. 
We conclude this section with mentioning some notions of semicontinuity that 
fit less well in the framework of ordered topological spaces: 'quasi semicontinuity' 
of Penot & Théra (1979) and 'lattice semicontinuity' (again, but with a different 
meaning!) of Gerritse (1985) both involve only the order structure of X, while van 
Gool (1992) takes the viewpoint of uniform ordered spaces in the sense of Nachbin 
(1965). 
2. Neighbourhood semicontinuity versus τ,-contìnuìty 
The three notions of lower semicontinuity in the previous section admit two unre-
stricted implications, the first of which concerns neighbourhood lower semiconti-
nuity and r,-continuity. As before, X is an ordered topological space. 
2.1. Proposition. Each nbhd lsc map from a topological space E to X is r,-
continuous. 
The proof is trivial. Also, it was noticed by Penot h Théra (1982) that the converse 
statement holds provided 
| G is open in X for every open G Ç X. (2.1) 
In this case the increasing topology r, can be described equivalently as the class 
of all sets ]G for G open in X (which need not be a topology in general). In 
absence of (2.1), τ,-continuous maps may fail to be nbhd lsc. A counterexample is 
presented in Beer (1987), Ex. 2.2. Here is a simpler one. 
2.2. Example. Consider the subspace X of R2 consisting of the horizontal axis 
R χ {0} together with the single point (0, - 1 ) , provided with the relative topology 
and (coordinatewise) order from R2. First, note that X does not satisfy (2.1), since 
}G fails to be open in X for the open set G = {(0, —1)}. Now, define ƒ : R —• X 
by 
f m . _ / ( * , 0 ) if «9*0, 
J[)
'~ 1 ( 0 , - 1 ) if Í = 0. 
Obviously, ƒ fails to be nbhd lsc at t = 0 (take G = {(0,-1)}), whereas ƒ is 
τ,-continuous since every increasing open set G Э (0, —1) contains (0,0) and hence 
an open neighbourhood of (0,0). 
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We now prove that condition (2.1) is even necessary for the implication 'r,-continui­
ty => neighbourhood semicontinuity'. 
2.3. Theorem. The following statements are equiva/ent. 
(i) Each r,-continuous map from a topological space E to X is nbhd lsc. 
(ii) The identity map Ίάχ from (Χ, τ,) to X is nbhd lsc. 
(iii) X satisfíes (2.1). 
Proof. The implication l(i) =Φ· (ii)' holds by definition of τ,-continuity for idx : 
(X, r,) —* X, while '(iii) => (i)' was already mentioned above. The only non-trivial 
implication is '(ii) => (ni)'· 
In order to prove this one, let G Ç X be open and χ £ f G, say χ > y with 
y £ G. Nbhd lower semicontinuity of idx : (X, r,) —» X at y now implies the 
existence of a τ,-open neighbourhood О of y such that О = idx(O) С fG. In 
particular, О is increasing, so ι € | y С О Ç f G, which proves fG to be open in τ,, 
hence in the original topology of A'. 
Q.E.D. 
With this theorem the relationship between neighbourhood lower semicontinuity 
and τ,-continuity is completely settled. In particular, these concepts are equivalent 
for A"-valued maps iff X satisfies (2.1). We make only one additional comment, 
which was also noted by Beer (1987). 
2.4. R e m a r k . Condition (2.1) is in particular satisfied if A" is a semilattice with 
separately continuous infimum operation, i.e., X is a so-called semitopological semi-
lattice (see for instance Gierz et al. (1980), Prop. VI.1.13). 
3. Lat t ice semicont inui ty in relation to the other concepts 
In this section we consider also lattice semicontinuity, so we must require X to 
be a semilattice (cf. also Remark 5.5). Here is the second implication that holds 
without further restriction on X (the first one was Proposition 2.1). 
3.1. Proposition. Each lat lsc map from a topological space E to X is nbhd lsc. 
Again, the proof is trivial. Indeed, the three definitions of semicontinuity can be 
arranged in increasing order of strength: r,-continuous, nbhd lsc, lat lsc. It is the 
converse implications that ask for our attention. 
First of all, even continuous maps need not be lat lsc (of course, they ore 
nbhd lsc and, a fortiori, τ,-continuous). This was observed by Beer (1987), who 
presents a counterexample within the context of ordered topological vector spaces. 
The more general context of our paper provides the scope for a more illustrative 
counterexample. 
II. Variations on lower semicontinuity 31 
3.2. Example. Let X be the space {χ = ( x ! , i 2 ) G [ОД]2 | ^і + ^г = 1 о г 
х = (0,0)} with relative topology and order from R2. Note that X is a semilattice 
with і Л у = (0,0) for x,у € X with χ ψ у. Now ƒ : [0,1] -• X defined by 
f(t) := (t, 1 — t) is continuous (so a fortiori nbhd lsc and r,-continuous), but it fails 
to be lat lsc at any point t 6 [0,1]. 
What is lacking is the continuity of the infimum operation. This was settled by Beer 
(1987), Thm. 3.2 for ordered topological vector spaces. Subject to an adjustment 
as follows, this theorem remains true in absence of the vector structure. 
3.3. Proposition. The following statements are equivalent. 
(i) Each continuous map from a topological space E to X is lat lsc. 
(ii) The identity map ίάχ : X —• X is lat lsc. 
(iii) For each XQ 6 X the map iZo : X —» X defined by 
i
xo
(x) := ίο Λ ι is continuous at χ = XQ. (3·1) 
We don't give the proof, which parallels that of Beer. Instead, we show at once 
that a completely similar argument works for the implication 'τ,-continuous ^ lat 
lsc', which thus provides a necessary and sufficient condition for the equivalence of 
all three notions of lower semicontinuity under consideration. 
3.4. Theorem. The following statements are equivaJent. 
(i) Each r, -continuous map from a topological space E to X is lat bc. 
(ii) The identity map Ίάχ : (Χ,τ,) —• X is lat ¡sc. 
(iii) For each ι 0 € X the map iXt> : (Χ,τ,) —> X 
as introduced in (3.1) is continuous at χ = io- (3-2) 
Proof. As in Theorem 2.3, '(i) =Φ (ii)' holds by definition. 
For '(ii) =» (iii)', let io € X be fixed and let G be an open neighbourhood of 
so = ϊχ0(χο) in X- Lattice lower semicontinuity of Ίάχ : (Χ,τ,) —• X at io then 
implies the existence of a τ,-open neighbourhood О of i 0 such that 
idjr(io) Л idx(O) Ç G, i.e., it0(O) С G. 
For '(iii) =>· (i)', finally, let E be an arbitrary topological space and ƒ : E —» X 
a τ,-continuous map. Further, let t £ E be fixed. We prove ƒ to be lat lsc at t. 
So let G be an open neighbourhood of f(t) in X. From (iii) and ^-continuity of ƒ 
we see that the composite map гд4) о ƒ : E —• X is continuous at t, so there is an 
open neighbourhood О of t such that (if{t) о f)(0) Ç G, i.e., ƒ(*) Л f (О) Ç G. 
Q.E.D. 
We conclude that all three definitions of lower semicontinuity for Jf-valued maps 
coincide iff X satisfies (3.2). Therefore, let us consider this condition in more 
detail. Obviously, it is stronger than its more common counterpart (3.1). Also, it 
implies (2.1), as we can see from Theorem 2.3, Proposition 3.1 and Theorem 3.4. 
Conversely, conditions (2.1) and (3.1) together do not imply (3.2). The missing 
link turns out to be something like local order convexity, as indicated by Beer 
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(1987), Thm. 3.5 for the case of an additional vector structure. Before justifying 
this statement, we first give an example of a non-locally-order-convex semilattice 
X satisfying both (2.1) and (3.1), but not (3.2) (for an alternative example, see 
Beer (1987), Ex. 2.3). 
3.5. Example. Let X be the set {(11,12) €R 2 | i i < 12} with relative order from 
R2, but topologically equal to the disjoint union of the diagonal {{x\,x%) € R2 | 
x1 = x2} =: Δ and its relative complement ЛДД. Stated differently, typical 
open neighbourhoods of points χ £ A are open in Δ. Note that X satisfies (3.1) 
and hence avoids the pathology of our previous Example 3.2. Moreover, (2.1) 
holds, so X doesn't distinguish between nbhd lsc and τ,-continuous maps either. 
Nevertheless, the equivalent statements of Theorem 3.4 do not hold: the map 
ƒ : R —• X defined by f(t) := (—|r|,0) is easily seen to be both nbhd lsc and 
Tj-continuous, but not lat lsc at t = 0. Indeed, X fails to be locally order convex 
at ДО) = (0,0). 
Here is our result concerning the role of local order convexity. 
3.6. Proposition. Suppose X is locally order convex and satisfìes (2.1) and (3.1). 
Then the equivalent statements of Theorem 3.4 are valid. 
Proof. We prove (3.2). So, let IQ G X be fixed and let G be an open neighbour-
hood of i 0 = i'IO(x0) in X. By local order convexity of X, G may be assumed 
order convex without loss of generality. Next, (3.1) implies the existence of an 
open neighbourhood U of io in X such that iXo(U) Ç G. Finally, (2.1) guaran-
tees ]U to be open in X, so f{7 € τ,·. It remains to show that t l 0 ( f t^) Ç G. 
For this, let 1 G ft/, say χ > y with y G U. Then XQ hy < XQ f\ χ < xo, i.e., 
*ю( ) ^ *ΐο( χ) — χ ο· Since both iZo(y) and x0 belong to the order convex set G, 
the same holds for iXo(x). 
Q.E.D. 
For further comments on this proposition we refer to Section 5, especially Remarks 
5.2 and 5.3 (see also Example 5.4). Here we point out another important fact: both 
condition (2.1) and (3.1) are satisfied in the particular case of a semitopological 
semilattice Λ" (cf. Remark 2.4). This observation leads to one of the main results 
of the present paper. It shows that within a reasonably wide class of semilattices 
all three semicontinuity concepts under consideration are in fact equivalent. 
3.7. Corollary. Suppose X is a locally order convex semitopological semilattice. 
Then for a map ƒ from a topological space E to X the following statements are 
equivalent. 
(i) ƒ is lat lsc. 
(ii) ƒ is nbhd lsc. 
(iii) ƒ is Tj-continuous. 
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An application to hyperspaces of closed sets is given in Example 5.7 at the end of 
this paper. Here we confine ourselves to a final remark on local order convexity. 
3.8. Remark. The local order convexity condition in Corollary 3.7 is satisfied in 
particular if X has a subbase for its topology consisting of increasing and decreasing 
sets (cf. Nachbin (1965), Prop. 1.3). 
4. Topologizability of neighbourhood and la t t ice semicontu i ty 
In the previous sections we found conditions on the ordered topological space X 
under which neighbourhood and lattice lower semicontinuity of Jt-valued maps are 
equivalent to τ,-continuity. Apparently, if X satisfies (2.1) ((3.2), respectively), 
then neighbourhood (lattice) semicontinuity of X-valued maps is a topological 
•property in the sense that it can be reformulated as continuity with respect to 
a certain topology on X (viz. τ,) (cf. Gauld et al. (1983) for a closely related 
notion called 'continuity property'). We now address the natural question whether 
such a reformulation is possible in more general instances. In case it is, we call 
the respective semicontinuity concepts topologizable. More precisely, let X be an 
ordered topological space (a semilattice if necessary); then neighbourhood (lattice) 
lower semicontinuity of .X-vahied maps is called topologizable if X admits a topol­
ogy τ
η
 (77, respectively) such that an arbitrary .X-valued map is nbhd (lat) lsc iff 
it is continuous with respect to τ
η
 (τ/, resp.). 
The first step towards the solution of the above question is the following: 
any topology on X that topologizes semicontinuity in either sense must consist 
merely of increasing sets. The proof is another variation on our recurrent theme 
of considering the identity map idx with respect to different topologies on X, this 
time the Alexandrov topology τ A consisting of all increasing subsets of X. 
4.1. Remark. For an arbitrary partially ordered set Χ, τ A is a 'one-sided discrete' 
topology with basic open sets far for χ £ X. 
4.2. Proposition, (a) Suppose that neighbourhood lower semicontinuity of X-
valued maps is topologized by τ
η
. Then each т
п
-ореп set is increasing. 
(b) Let X be a semilattice and suppose that lattice lower semicontinuity oi 
X-valued maps is topologized by ту. Then each T(-open set is increasing. 
Proof, (a) We have to show that т„ С тд. By assumption it suffices to prove that 
idx : (X,ТА) —» X is nbhd lsc. However, for χ G X and G Э χ = idx(x) open in 
X we have idx( îx) = |x Q \G, while f i € τ A-
(b) Indeed, idx : (X, r¿) —» X is even lat lsc here: for χ Ç. X and G Э χ = 
idx(x) open in X we have ϊάχ(χ) Λ idx( jx) — χ A"\x = {χ} Ç G. 
Q.E.D. 
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After this proposition topologizability of neighbourhood semicontinuity is settled 
easily. 
4.3. Theorem. Neighbourhood lower semicontinuity of X-valued maps is topol-
ogizable if and only if it coincides with τ,-continuity. 
Proof. We prove the non-trivial 'only if' part. So let the topology r„ on X 
topologize neighbourhood lower semicontinuity. FVom Proposition 4.2(a) we know 
that τ„ Ç TA. Also, id,y : X —» X is nhbd lsc, so r„ is coarser than the original 
topology of X. These two facts together imply rn Ç T¡, which brings us back to 
the equivalent statements of Theorem 2.3. 
Q.E.D. 
Lattice semicontinuity is more delicate, since idx : X —* X (X a semilattice now) 
may fail to be lat lsc (cf. Proposition 3.3). As soon as the equivalent statements 
of Proposition 3.3 are valid, however, then the argument in the proof of Theorem 
4.3 is operative for r¿ in place of rn (use Proposition 4.2(b) now) and yields the 
following. 
4.4. Theorem. Let X be a semilattice satisfying (3.1). Then lattice lower semi-
continuity of X-valued maps is topologizable if and only if it coincides with r¿-
continuity (hence, a fortiori, with neighbourhood lower semicontinuity). 
We conclude that the collection of potential topologies Τ( as in Proposition 4.2(b) 
is reduced to the single one r, by imposition of (3.1). In absence of this condition 
the situation may be quite different. In fact, lattice lower semicontinuity of maps 
with values in the semilattice X from Example 3.2 is topologized by гд itself, as 
one easily verifies. In this special situation τ A is discrete on Jf\{(0,0)} indeed 
(cf. Remark 4.1), while the only rA-neighbourhood of (0,0) is the whole space. 
Again, this shows that the concept of lattice semicontinuity is too restrictive in 
case (3.1) is not satisfied. 
5. Final remarks and examples 
5.1. Remark. We have preferred global to local formulation of the respective 
equivalence results. Local statements can be derived easily from them. 
5.2. Remark. Proposition 3.6 can be split up into two parts: as known from 
Section 2, (2.1) guarantees neighbourhood lower semicontinuity and r,-continuity 
to be equivalent, while the combination of (3.1) and local order convexity is easily 
seen to imply the same for lattice and neighbourhood lower semicontinuity. 
5.3. Remark. Beer (1987), Thm. 3.5 shows that within the context of ordered 
topological vector spaces local order convexity is also necessary for the equivalence 
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of neighbourhood and lattice semicontinuity. A priori, it is not clear whether this 
necessity persists in absence of the vector structure. The proof of our Proposition 
3.6, however, provides the guide to a counterexample: the order convexity of the 
set G in this proof may be replaced by that of G Π IXQ , for instance. 
Here is a counterexample as such. 
5.4. Example. Recall the non-locally-order-convex semilattice X from Example 
3.5 and consider its subsemilattice Υ := {χ = (хі,хг) £ X \ xi = x-i or x\ = 0}, 
with relative topology from X. Obviously, Y fails to be locally order convex at 
x0 = (0,0). Nevertheless, the proof of Proposition 3.6 applies to show that Y 
satisfies (3.2) (cf. the previous remark) and hence doesn't distinguish between the 
three types of semicontinuity. 
5.5. Remark. There is a certain unevenness lying in the fact that the definition of 
lattice semicontinuity -in contrast to the other ones- restricts the class of ordered 
topological spaces in question to semilattices. This might be straightened out by 
adapting this concept to arbitrary ordered topological spaces X as follows (cf. the 
original definition in Section 1): ' . . . for each open G Э f(t) there exists an open 
О Э t such that J.ƒ (<) П lf{s) П G ψ ® for each s £ 0\ Let's call a map ƒ : E -• X 
exhibiting this behaviour 'quasi lat he at t £ Ey for the moment. Remarkably 
enough, the only interesting fact about this concept seems to be that it yields 
a further splitting up of Proposition 3.6 (cf. also Remark 5.2) in case X was a 
semilattice already(!): 'nbhd lsc => quasi lat lsc' if X satisfies (3.1) and 'quasi lat 
lsc => lat lsc' if X is locally order convex (the converse statements being true in 
general). 
5.6. Remarks, (a) In the introduction we mentioned a concept of 'lattice semi-
continuity' due to Gerritse (1985). Although it doesn't fit in the framework of 
the present paper, it suggests a (different) concept that does complement the row 
of τ,-continuity, neighbourhood semicontinuity, lattice semicontinuity, . . . of our 
paper in a rather natural way. Indeed, if X is a complete lattice (i.e., each subset 
A of X has an infimum inf A (hence also a supremum)), then a map ƒ : E —» X 
might be called 'completely lat lsc at t £ E' if for each open G Э f(t) there exists 
an open О Э t such that inf f(0) £ G. Local order convexity (or something like 
that) is going to play a prominent role here: we need it already for the implication 
'completely lat lsc =>• lat lsc'. Likewise, it comes in in the analogue of Theorem 
3.4, which can be proved with the same kind of argument as in Section 3. Finally 
one arrives at an analogue of Proposition 3.6 with (3.1) replaced by 
G= (J int î i for each G £ т„ (5.1) 
in which int f i denotes the interior (or, equivalently if X satisfies (2.1), the r¿-
interior) of the set f i . 
(b) The conditions resulting from the previous remark -(2.1), (5.1) and local 
order convexity- are satisfied in particular if X is a so-called 'continuous lattice' 
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equipped with its Lawson topology (see the monograph Gierz et al.(1980)). So for 
these lattices, which constitute the main source of motivation in Gerritse (1985), 
one has equivalence of all four lower semicontinuity concepts in (a). In the literature 
they appear as 'Scott continuity', 'Scott' referring to the name of the increasing 
topology Ti in this special case. 
We conclude our paper with illustrating its main results with the help of hyper-
spaces of closed sets, in the spirit of Penot L· Théra (1982), Set. 2. 
5.7. Example. Let У be a topological space and X = F{Y) the hyperspace 
consisting of all closed subsets of Y, ordered by inclusion. Clearly, X is a complete 
lattice, in particular a semilattice in both directions. Next, consider the Fell tocology 
on X (Fell (1962)), with subbasic open sets {F G TÇT) \ F Π К = 0 } for К Ç Y 
compact and {F G T(Y) \ F П G ψ 0 } for G Ç Y open. 
(a) The union map U : X x X —»• X is easily seen to be Fell continuous, 
whatever is the underlying space Y (cf. Fell (1962) for the special case of a locally 
compact Y). On the other hand, X is locally order convex, since the above sub-
basic open sets are decreasing and increasing, respectively (cf. Remark 3.8). By 
Corollary 3.7 with reverse order we thus get equivalence of the three notions of 
•upper semicontinuity here. 
(b) One can say even more: the decreasing topology T¿ appearing in the con-
clusion of (a) is in fact generated by the sets {F G F(Y) \ F Π К = 0 } for К С Y 
compact; the basic argument for this is the following: if Fo belongs to some basic 
Fell open set U = {F | F n A ' = 0 , F f l G , φ 0 for i = 1, . . . , η}, then for arbitrary 
F1 G {F I F n К = 0 } we have that Fi G lU, since i \ Ç F0 UFi and F0 UFj G U. 
We conclude that the three upper semicontinuity concepts of (a) coincide with the 
usual notion of Fell upper semicontinuity, as considered in e.g. Matheron (1975), 
Def. 1.2.2. 
(c) If У is locally compact (in the strong sense of Fell (1962) if Y fails to be 
Hausdorff), then X is even a reverse-order continuous lattice and the Fell topology 
coincides with the dual Lawson topology (see Gierz et al. (1980), Exe. ULI.13). 
So in this case our previous Remark 5.6(b) applies. 
(d) For lower semicontinuity the situation is quite different, since the intersec­
tion map fails to have even the weakest continuity properties in most reasonable 
instances. In particular, (3.1) is hardly ever satisfied, so lattice lower semicontinu­
ity is too restrictive. Nevertheless, (2.1) holds if Y is Hausdorff for instance, which 
is proved as follows: if Fo belongs to a basic Fell open set U = {F \ F Π К = 0 , 
F Π GÌ f 0 for i = 1 , . . . , тг}, then F 0 П G\ φ 0 for G't : = G¿ П Kc open in Y 
(г = 1,...,тг), while for arbitrary Fi G {F | F П G· ψ 0 for i = Ι , . - . ,η} we 
have that Fi G fi/, since Fi D {yi,...,y
n
} f° r certain y¿ G G\ (t = 1 , . . . ,n) , 
and {y i , . . . ,y„} G U. This argument also shows that r¡ is generated by the sets 
{F G F(Y) | F Π G φ 0 } here, for G С У open. We conclude that for Hausdorff Y 
Ti-continuity and neighbourhood lower semicontinuity of ^"(y)-valued maps coin­
cide with Fell lower semicontinuity in the sense of e.g. Matheron (1975), Def. 1.2.2. 
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I n t r o d u c t i o n 
Let X be ал arbitrary topological space and F(X) its hyperspace of all closed 
subsets, endowed with the Fell topology (Fell (1962)) with subbasic open sets 
{F e F(X) | F Π К = 0 } for А' С X compact and {F e Г{Х) \ F П G φ 0 } for 
G Ç X open. It has been proved by many authors that F(X) is Fell compact (but 
not necessarily Hausdorff), whatever is the underlying space X (see -apart from 
Fell (1962)- e.g. Flachsmeyer (1964) and the monographs by Matheron (1975) and 
Attouch (1984)). The last author also proves compactness of the closely related 
space LSC(X) of all lower semicontinuous (lsc) maps from X to R := [—00,00], 
equipped with the so-called epitopology. This epitopology arises naturally as the 
relative Fell topology from !F{X χ R) if lsc functions on X axe identified with 
their closed epigraphs in X X R. Compactness of LSC(X) can thus be proved 
via closedness in F(X χ R), which holds for locally compact (but not necessarily 
Hausdorff) X (cf. Attouch (1984) for Hausdorff X and Vervaat (1988) for the 
general case). A more direct approach to the epitopology occurs in the latter paper 
Vervaat (1988), who calls it the inf vague topology and characterizes it as follows: 
it has subbasic open sets {ƒ e LSC(X) | inf f(K) > c} and {ƒ € LSC(X) | 
inf ƒ(G) < c) for К Ç X compact and G Ç X open, respectively, and с € R (here 
inf A denotes the infimum of A for Л Ç R). This characterization gives rise to an 
alternative, direct compactness proof for LSC(X), without any restriction on the 
underlying space X (Vervaat (1988); cf. also the non-standard proof in Norberg 
(1990)). 
The aim of the present note is to provide a lat tice-theoretic interpretation of both 
the Flachsmeyer-Matheron-Attouch proof of Fell compactness of F{X) and Ver-
vaat 's proof of epicompactness of LSC(X). Obviously, both ^(X) and LSC(X) 
carry a natural partial order, the (reverse) inclusion and pointwise order, respec-
tively. By exhibiting their role in the cited proofs we show that these proofs in fact 
correspond to special instances of a well-known compactness result in lattice the-
ory. For the special case of a locally compact underlying space X, the connection 
with lattice theory was made already by Gierz et al. (1980) (see Exc. III.1.13 and 
Thm. II.4.7; cf. also Gerritse (1985), Thms. 8.4 and 10.4). 
P re l iminar ies on comple te lat t ices 
We briefly review the relevant lattice-theoretic notions here. For more information 
we refer to the monograph Gierz et al. (1980) on so-called continuous lattices, from 
which most of these notions are taken. 
Let L be a complete lattice, i.e., L is a set equipped with a partial order < 
such that every subset A oî L has an infimum inf A and (hence also) a supremum 
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sup A. In particular, L has a bottom 0 and a top 1, which also appear as sup and 
inf, respectively, of the empty set 0 . 
For χ G L and A Ç L we write î i := {y G L \ χ < y} and ]A := {y G L | 3 i G A 
with χ < y}, and we say that A is increasing if A = | Л ; the sets J.i and J..A, and 
the notion of a decreasing set are defined dually. 
Finally, a subset D Ç L is called directed (filtered) if every finite subset of Z> 
has an upper (lower, respectively) bound in D. In particular, this must hold for 
0 Ç Dy so D cannot be empty. 
We come to the Lawson topology on L, which typically stems from the theory 
of continuous lattices. It has subbasic open sets of two types, increasing and 
decreasing respectively. The open sets of the first type are those increasing subsets 
U of L for which 
sup D (zU implies D П U φ 0 for all directed sets D Ç L. 
The second class of subbasic open sets is {( |x) c | χ G L). The Lawson topology 
X(L) on L is the topology generated by these two types of sets. 
Here is the fundamental compactness result that we are going to use. It has a 
completely elementary proof, based on Alexander's subbase lemma. 
1. Theorem (Gierz et al. (1980), Thm. III. 1.9). Each complete lattice is compact 
in its Lawson topology. 
For the rest we note that the subbasic Lawson open sets of the first type themselves 
also constitute a topology on L, the so-called Scott topology <r(L). On the other 
hand, the topology generated by the sets (Ti) c for χ G L is called the lower 
topology and denoted by u)(L). For convenience we also introduce the dual Scott 
topology ff(L) defined with the help of infima of filtered sets, the upper topology 
v(L) generated by the sets ( | i ) c for i £ i , and their common refinement A(L), 
the dual Lawson topology. Of course, L is also A-compact. 
F(X) and LSC(X) as complete lattices 
Let X be an arbitrary topological space, and consider F(X) and LSC(X). Obvi­
ously, f(X) is a complete lattice with respect to the inclusion order (і<\ < F<i iff 
•Fi Q -fi), in which the infimum operation means 'intersection', and the supremum 
'closure of the union'. Likewise, LSC(X) with the pointwise order (i.e., f% < fa iff 
fi(x) ^ /г ( г ) Va: G X) is a complete lattice in which suprema can be taken point-
wise; the infimum of a subfamily of LSC(X) is the largest Isc function smaller than 
or equal to its pointwise infimum. It remains to point out the relation between the 
topology and the lattice structure of F{X) and LSC(X), respectively. Here are 
the results. 
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2. Proposition. The Fell topology on F(X) is coarser than the dual L&wson 
topology. 
3. Corollary. F(X) is Fell compact. 
Proof of Proposition 2. Let L denote ¿F(X) with the inclusion order. 
First, let К С X be compact and U := {F G f(X) | F П К = 0 } . We 
show that U G 5(L). It is clear that U is decreasing. So let D С L be filtered 
and suppose inf D G U, i.e., ( П ^ е о · ^ ) f A = 0 . By compactness of К we have 
(fX=i Fi) Π A' = 0 for an η 6 N and certain F b . . . ,F„ € D. Since I> is filtered, 
there is an Fo € D such that F0 Ç Ft for t' = 1 , . . . , гг. Apparently, Fo Π A' = 0 , 
i.e., F 0 € U, so £> П 17 φ 0 . 
On the other hand, for open G C X w e have Η := G e € I and {F 6 .F(A) | 
F Π G ^ 0 } = {F € .F(A) I F <2 Я } = ЦЯ) С € v(L). 
Q.E.D. 
Using Vervaat's characterization of the epitopology we can give a completely similar 
proof for the case of LSC(X). 
4. Proposition. The epitopology on LSC(X) is coarser than the Lawson topol-
ogy-
5. Corollary. LSC(X) is epicompact. 
Proof of Proposition 4. Let L now be LSC(X) with the pointwise order. 
Firstly, let К Ç X be compact, с G R and U := {ƒ G LSC(X) | inf f(K) > c}. 
We prove U G &{L). Clearly, U is increasing. Now, let D Ç L be directed and 
suppose д := s u p D G [Л Then for χ € К vre have y(x) = supy 6 D /(x) > c, so 
there exists an f
x
 G D with /
x
(x) > с. Since /
x
 is lsc, χ has an open neighbourhood 
G
x
 such that f
x
{G
x
) Ç (с, oo]. Compactness of AT then implies the existence of a 
finite number of points χι,... ,x
n
 such that A' Ç (J"=1 GXi. As D is directed, there 
is an /o G D such that /о > Д , for г = 1,... , η. It follows that fo{K) С (с,oo], 
hence also inf /o(A') > c, since /o as an lsc function attains its minimum on the 
compact set A'. We conclude that /o G U, so D Π ί/ ^ 0 . 
Secondly, let G ς A' be open, с G R and Г := {ƒ G LSC(A) | inf f(G) < c}. 
Now define h:X-*Rhy 
иг \ f c if ζ G G, 
^
: = \ - ο ο if* ¿ G. 
As G is open, h is lsc, i.e., h e L. Now V = {ƒ G LSC(X) | Эх G G with 
/ ( χ ) < с} = {ƒ G LSC(A) | 3x G A with /(χ) < h{x)} = {Щс G u>(L). 
Q.E.D. 
On closer inspection the compactness proofs for T(X) in Flachsmeyer (1964), 
Matheron (1975) and Attouch (1984) and that for LSC(X) in Vervaat (1988) 
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turn out to reflect the structure of the lattice-theoretic proof of Gierz et al. (1980), 
Thm. III.1.9 (Theorem 1 above). Quite different, however, is the original proof of 
Fell (1962) for F(X), in terms of universal nets. 
Following Vervaat (1988) we could also have proved the results for T(X) and 
LSC(X) at once by identifying F(X) with the space of all lower(!) semicontinuous 
{0, l}-valued maps (via the characteristic functions of the complements of closed 
sets) and replacing the range R in LSC(X) by an arbitrary compact subset of R 
(or, even more generally, another continuous lattice, as in Gierz et al. (1980) and 
Gerritse (1985)). 
If the underlying space X is locally compact (in the strong sense of Fell 
(1962) in case X fails to be Hausdorff), then the Fell and the epitopology on 
!F{X) (LSC(X), respectively) are even known to coincide with the (dual) Law-
son topology (cf. the references at the end of the introduction). Moreover, F(X) 
and LSC(X) are (reverse-order) continuous lattices in this case and the respective 
topologies are all Hausdorff. 
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A b s t r a c t . Capacities are defined as set functions with regularity properties in 
terms of two general families J and О of 'inner' and 'outer' sets ( J = compact 
sets, О = open sets in the classical case). The space С of all such capacities carries 
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complete lattice. С and some of its subspaces are studied with regard to these two 
structures separately as well as in relation to each other. 
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1. Directions and motivation 
Since their introduction by Choquet (1953/54) capacities have played an important 
role in potential theory, but also in probability theory and statistics; we mention 
the work of Dellacherie (1972) on stochastic processes and of Huber & Strassen 
(1973) on robust statistics. The interest in capacities has grown considerably in the 
last decade, due to new applications in e.g. stochastic geometry (Norberg (1986), 
Baddeley (1991)) and, very recently, the theory of large deviations (O'Brien & 
Vervaat (1991, 1993a)). Unfortunately, the concept of capacity varies with the 
author, and even with the paper of the same author. In all cases, capacities are 
functions on the power set V of a fixed topological space X, that satisfy certain 
regularity conditions, often in terms of two special subclasses I and О of V, the 
'inner' and 'outer' sets, respectively. 
In the present paper we take these subclasses general, as did Anger L· Lembcke 
(1985), however with the smaller set of regularity conditions of O'Brien & Vervaat 
(1991, 1993a) and with almost no assumptions to start with on I and O. O'Brien 
& Vervaat considered exclusively the case (Ι,Ο) = (K.,Q), where К denotes the 
compact sets and Q the open sets. Many results that were obtained for this special 
case can be carried over quite naturally to the present generality. 
More specifically, for very general subclasses I and О (Section 2) we define 
capacities с as functions on V such that 
c(A)= sup c(I) for A G V, (1.1a) 
iei.iCA 
c(I) = inf c(0) for l e i . (1.1b) 
We study capacities as functions on X and О and also examine how capacities are 
generated by arbitrary increasing set functions on J and/or О (Section 3). 
The set С of all capacities is a complete lattice in the natural order according to 
function values (Section 4), and as such compact in its interval topology (Section 6), 
which turns out to coincide with the coarsest topology that makes the evaluations 
с ι-» C(J4) upper scmicontinuous for A € Ί. and lower semicontinuous for Α ζ О 
(the vague topology in case (Ι,Ο) = (fC,G), the narrow in case (1,0) = (F,G)', 
here Τ denotes the closed sets) (Section 5). 
For further results, some additional regularity conditions on I and О are 
needed. The most important of these is the interpolation property, i.e., for all 
instances of I С 0,1 € 1,0 € О there are Г e 1,0' e О such that I Ç О' Ç 
I' Ç O. For ( I , O) = (AC, Q) this amounts to local compactness of the underlying 
space X (in a strong sense if X fails to be HausdorfF), and for ( I , O) = (T, Q) to 
normality of X. Under this assumption С is a complete Heyting algebra (Section 4), 
and the pairing CxV В (c,A) *-* c(A) is jointly semicontinuous on С χ J and С χ О 
(Section 5). Moreover, the order on С is closed in this case, so that С is HausdorfF. 
In fact, С is a topological lattice (Section 6). 
The interpolation property must be supplemented by other conditions on I 
and О for most of the following results. The subclass of subadditive capacities is 
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closed hence compact, and so arc the (sub-/super-)modular capacities (Section 5). 
The supremum of a closed set in С depends continuously on this set, so that the 
collection of suprema of subsets of a compact set is compact (Section 7). 
Some of these results are even new for the well-studied case ( I , O) = (1С, Q). 
Not much has been done so far for the case (J ,O) = (J·,Q) (at least not for 
the complete class), and it is surprising how easily things carry over. The TQ 
capacities form a much larger class than the KQ capacities. To see this, note 
that the modular K.Q capacities correspond to countably additive Radon measures, 
while the modular 7Q capacities are only finitely additive. One can show that 
the degenerate probability measures among the latter (the {0, l}-valued modular 
FQ capacities) are homeomorphic to the Cech-Stone compactification of X in case 
X = N (O'Brien h Vervaat (1993a)). Probably similar results hold in much greater 
generality. This is a topic of future research. 
Here are some other interesting choices of ( I , Ö). 
(a) (Ι,Ο) = (Q,G), where Q denotes the class of saturated compact sets, for non-
Hausdorff X (here, a subset of X is called saturated if it is equal to the intersection 
of its open neighbourhoods; all subsets of X are saturated iff X is a Τι-space). QÇ 
capacities are studied in Norberg & Vervaat (1989). 
(b) (Ι,Ο) = (J7, со 1С), where co/C denotes the complements of compact sets. In 
this case the outer regularity (1.1b) entails that с is continuous for decreasing nets 
in T, so that modular capacities again correspond to countably additive measures. 
(c) (1,0) = (S,Ç), where 5 denotes the family of singletons in X. In this case 
capacities correspond to supremum measures as studied in Vervaat (1988a). 
(d) (2,0) = (Z,co2), where 2 denotes the zero sets ( / _ 1 (0 ) for continuous ƒ) 
(cf. Anger & Lembcke (1985)). 
Notations. For a partially ordered set 5 and an element s of 5 we write fa := 
{t 6 5 | t > s] and is := {t £ S | t < s}. These notations will occur especially in 
the contexts 5 = C(X), the set of all capacities on X with the argumentwise order 
of set functions, and -occasionally- S = I or О with the inclusion order. 
The codomain of the capacities will be a fixed compact subset Y of R := 
[—00,00]. We abbreviate min У =: 0 and max У = : 1, and always assume 0 < 1. 
The usually {0, l}-valued indicator functions get here {0, l}-valued counterparts: 
for a given set S and a subset Л of 5 we define 1^ : S —* {0,1} by 
1 /
c
\ ƒ 1 if s 6 A, 
1 A ( 5 )
- \ O i f , ¿ Л . 
2. The inner and outer pavings 
Let X be a topological space. A paving of X is a non-empty collection of subsets 
of X. By prefixes we denote the operations under which the paving is closed: 
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U/ for finite unions, 
U
e
 for arbitrary unions, 
similarly for Π, 
and sets that are elements of the paving (mostly 0 or X). For instance, a 
(0,-X", U„,n/)-paving is a topology. 
The regularity conditions of capacities will be determined by an 0-paving I 
and an X-paving O. We call Τ the inner paving and Ό the outer paving, with as 
elements the inner and outer sets, respectively. For the moment we assume nothing 
more about I and 0, but various additional hypotheses will arise naturally later 
on. Here we already remark that the regularity properties of capacities are closely 
related to semi continuity of their restrictions to I and O. Therefore we must 
topologize I and O, and that is the subject of the rest of this section. 
As a subbase for the topology on J we take the sets {I £l \ I Ç. 0} for О G О. 
Clearly, all open sets G in this topology are decreasing with respect to the inclusion 
order on I , i.e., II Ç G for all I G G. Therefore we call it the 0\ topology. Further 
we note that the subbasic open sets {I G I 11 Ç 0} for О G О actually constitute 
a base for this topology iff {0 G О \ О ¡Э 1} is a filtered collection for each I G X, 
i.e., 
for each I G I and 0X, 0 2 G О with I С Οχ П 02 
there is an О G С such that I С О Ç Οχ Π 0 2 · 
In a similar way we define the I] topology on С as the one with subbasic open 
sets {O G О I О D 1} for I G I . These sets constitute a base iff {I G 1\ I Ç 0} is 
directed for each O ë O , i.e., 
for each h, h e 2" and О G О with h U h Q О 
there is an ƒ G I such that Ix U I2 Ç I С О. 
2.1. Definition. We say that О filters to Τ if (2.1) holds and that J is directed to 
О if (2.1~) holds. 
An obvious sufficient condition for (2.1) is that О is a f"l/-paving, and for (2.1~) 
that J is a U/-paving. Both are satisfied for all choices of (1,0) mentioned in 
the previous section except (c), which provides a typical counterexample against 
(2.1-). 
3. Capacities as functions on the inner and outer sets 
Recall from Section 1 that the codomain of our capacities will be a fixed compact 
subset Y of R. In particular, it is important to note here that Y is closed for 
arbitrary suprema and infima (with the conventions s u p 0 := 0 and inf 0 : = 1). 
We can now define capacities as increasing У-valued set functions with regularity 
conditions in terms of the pavings Τ and О from the previous section. As R-valued 
functions, they are upper semicontinuous (use) on I and lsc on O. 
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3.1. Definit ion. A capacity on X is a mapping с : V(X) —* Y such that 
с(Л) = sup{c(J) | I G I, I Q A) for A G Ρ (inner regularity), (3.1a) 
c(ƒ) = inf {c(O) | О G О, О Э ƒ} for / e I (outer regularity). (3.1b) 
The set of all capacities on X is denoted by C(X) or С 
When we want to vary Y, I or O, we talk about У-valued IO capacities. 
From (3.1a) it follows that a capacity с is increasing: c{A) < c{B) if A Ç B. 
Furthermore, it is obvious that с is determined by its values on I or O. In fact, 
we are mostly concerned with the restriction of с to IU О only, and the extension 
to all of V does not interest us so much. For instance, we could equally well have 
considered the outer capacity c* defined by c*(A) := inf {c(0) \ О £ 0,0 D A] 
for A €V, which coincides with с on XU0. A formal notion to deal with this is con­
jugation, which provides a natural duality between K-valued outer IO capacities 
c* and У-valued I~0~ capacities c~ specified by 
Y~ = -Y, I" = {0C | О G О), 0~ = {Ie I I G J } , 
c~(A) = -c-(A<). 
Note that also (c~)"(A) = —c(Ac) for A G V, and (c~)~ = c. Conjugate statements 
are marked by ~, in fact already in the previous section. They will not be proved, 
without any further notice. 
Let us now consider the restrictions of a capacity с to J and O, respectively. 
Obviously, (3.1b) implies that с restricted to J is use if J is given the 0\ topology. 
Likewise, the restriction to О is lsc with respect to the I | topology, as follows 
from (3.1a) for A G Ό. Conversely, one might ask when an use function on I 
(lsc function on O, respectively) can be extended to a capacity. It turns out that 
for this we just need the filter and directedness conditions (2.1/2.1~). We will 
establish this in a broader context, which enables us to generate capacities starting 
from arbitrary increasing set functions on I or O. 
So let d be an increasing set function on V Ç V, not necessarily a capacity. If 
ODI, then we define d» on V by 
d.(A) := sup{d(I) | I G I, I Q A), (3.2) 
and if V D О we define d* on V by 
d*(A) := inf{d(0) | О G О, О D А). (3.2~) 
For a capacity с the regularity conditions (3.1a,b) can now be expressed at once 
by 
c = c\. (3.3) 
For the restrictions to I and О we have 
с = с * on I , (3.4) 
с = с*, on О. (3.4") 
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In general, a У-valued function с with domain J is called a precapacity (or inner 
precapacity) if it satisfies (3.4); similarly, a function с on О is called an outet 
precapacity if it satisfies (3.4~). It is clear that each precapacity с has a unique 
extension c, to a capacity. On the other hand, an outer capacity с has also a 
unique extension c*. to a capacity (and, of course, a unique extension c* to an 
outer capacity). 
We can now give simple examples of capacities by noticing that the map 
l{/ 6 j |/go) on J is a precapacity for О G О, and that the map 1{оеО|ОЭ/} o n 
О is an outer precapacity for ƒ 6 J ; each of them results in a {0, l}-valued ca-
pacity. Occasionally, the two-valued capacities resulting from у V l í /gxi/go} anc^ 
у Л l[oeo\ODi] for у € К will play a role later on. Therefore we denote them by 
ao,y and Ь/
рУ
, respectively. 
Before continuing with the fundamental lemma on the generation of capacities 
from arbitrary increasing set functions, we just record the connection between 
precapacities and semicontinuous functions on the inner and outer pavings. 
3.2. P r o p o s i t i o n . Let с be а У-vaJued function on I. If с is a precapacity, then 
с is use. The converse statement holds if О filters to I . 
3.2~. Let с be a Y-valued function on О. И с is an outer precapacity, then с is 
lsc. The converse statement holds if! is directed to O. 
The proof is straightforward and left to the reader. We turn to the main lemma of 
this section. 
3.3. Lemma. Let d be a Y-valued increasing set function on V QV. 
(a) IfV DI, then d/» = d«, on O. 
(a~) IfV DO, then d V = d" on I. 
(b) IfV D J , then the restriction of dt* to I is the ¡east precapacity с such 
that с > d on I. 
(b~) IfV D O, then the restriction ofd*t to О is the greatest outer precapacity 
с such that с < d on O. 
Now let OD 11)0. 
(c) If d = d* on I, then the restriction of d to J is a precapacity. 
(c~) If d = d« on O, then the restriction of d to О is an outer precapacity. 
Finally, let V = V. 
(d) If d = d* on 1, then d, is the greatest capacity с such that с <d onV. 
(e) If d = d« on V, then d*» is the ¡east capacity с such that с > d on V. 
Proof, (a) Write e := d»*. Since d*(0) > d(I) for each instance of О 3 ƒ, we have 
e > d on I , so e, > d, on O. But also c, < d» on О since e(I) = d,*(J) < d«(0) 
for each instance oi I CO. We conclude that d«*. = e« = d» on O. 
(b) By (3.3), any precapacity с with с > d on J must be at least d,* on I . On 
the other hand, for с := d„* we have by (a~) c„* = (d,)*»* = d«* = с on J , so с is 
a precapacity. 
(c) If d = d* on J , then d.* = d*** = d* = d on I by (a~), so d is a precapacity. 
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(d) The restriction of d to 2 is a precapacity by (c), so its extension d, is a 
capacity. As d is increasing, we have d« < d on V. On the other hand, for any 
capacity с < d on V we have a . > с, = с on "P. 
(e) In particular, d = d, on O, so the restriction of d to Ό is an outer pre­
capacity by (c~), hence extends to the capacity d*». As d is increasing, we have 
d* > d on J , so d*. > d„ = d on P . On the other hand, any capacity с > d on V 
satisfies d*« < с*» = с on P . 
Q.E.D. 
3.4. Remark. Note that conjugation fails to go beyond (c) in Lemma 3.3: if we 
have d = d
m
 on О only, then nothing guarantees the capacity d"» to be greater 
than d at sets that are not in 2 U O. 
By Lemma 3.3(c~) we see that a precapacity с gives rise to an outer precapacity 
c* on O, which in turn gives back с = е.* on I as precapacity. We conclude that a 
K-valued set function d on 2U О can be extended to a unique capacity iff d = d* 
on I and d = d« on O. In this case the inner and outer precapacities d* on 2 and 
d« on О form a canonical pair in the sense that they give rise to the same capacity. 
Stated differently, a precapacity с and an outer precapacity d form a canonical pair 
iff с = d* on J iff d = c, on 0. 
If we start with an arbitrary Y-valued increasing set function d on Ό Э 2UO, 
then the associated inner and outer precapacities d»* on I and d*« on О (cf. 
Lemma 3.3(b,b~) need not form a canonical pair. Here we need for the first time 
a condition on 2 and О that we will encounter frequently later on. 
3.5. Definition. The inner and outer pavings Τ and О interpolate if 
for each ƒ G I and О G О with IÇO 
there exist Г G I and О' G О such that IС О' С Г С О. ^ ' ' 
As said in Section 1, the interpolation condition amounts to local compactness of 
X (i.e., each point in X has a neighbourhood bast consisting of compact sets) in 
case ( Ι , Ό) = (K,G), and to normality in case ( I , O) = (ƒ", G)· 
3.6. Lemma. Let d be a Y-valued increasing set function on VDIöö. 
(a) The associated inner and outer precapacities d»* on Τ and d*» on О form 
a canonical pair iff d» > d*» on C?. 
(b) Тле statements in (a) hold if 2 and О interpolate. 
Proof, (a) The indicated capacities form a canonical pair iff (d ,*) , = d*, on O. 
By Lemma 3.3(a) this equation simplifies to d„ = d*« on O. Since d is increasing, 
we have d < d* on J , so d» < d*, on Ö. So the previous identities are equivalent 
to d, > d*, on O. _ 
(b) Let О G О and y G R such that d*,(0) > y. Then there is an I G 2,1 С О 
such that d*(/) > y. Select 0' and ƒ' as in (3.5) to obtain, subsequently, d»(0) > 
d(I') > d(0') > d*(I) > y. 
Q.E.D. 
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4. The complete lattice of capacities 
In the previous section we already encountered the argumentwise order of set func­
tions. Here we study this order explicitly for the space С of all capacities: cj < ci 
for ci,C2 £ С iff ci(A) < 02(A) for all A G V. By inner and outer regularity it 
follows that cj < c2 iff c^I) < c2(I) for all ƒ G I iff ci(O) < c2(0) for all О G О. 
Here is the basic result of our paper. 
4.1. Theorem. С is a complete lattice, i.e., each subcollection Π С С bas an 
infímum inf Π and a supremum suplí , determined by 
(inf П)(Л = inf c(I) for Ι ζ I, (4.1a) 
с€П 
(sup П)(0) = sup c(0) for OeO. (4.1b) 
een 
Proof. Let Π С С be arbitrary. 
For (4.1a), let d(A) := inf
c
en
 C{A) f° r A £ V. Clearly, d is increasing and 
moreover satisfies d = d* on J : for I G Τ we have d*(I) = infоео.оэ/ d(0) = 
infoeo,O3/inf
c e
nc(0) = inf
 c
eii Jnfoeo, OD/ C ( 0 ) = in f
c 6 nc(J) = d(I). From 
Lemma 3.3(c,d) we conclude that the restriction of d to I is a precapacity, and 
its extension d« is the greatest capacity e such that e < d, i.e., d» = inf П. This 
already proves that С is a complete lattice. 
The proof of (4.1b) is analogous (but not conjugate, cf. Remark 3.4): now 
define d(A) := sup c € n c(A), observe that d = d, on V{\) and apply Lemma 
3.3(c~,e). 
Q.E.D. 
The identities (4.1a,b) need not extend to other subsets of X. See, however, Propo-
sition 4.2 below and Theorem 7.1. 
Recalling the two-valued capacities ао
іУ
 and ò/iS from the previous section 
and using again the fact that capacities are determined by their restrictions to J 
or O, we can now reformulate the regularity requirements (3.4/3.4~) as relations 
in the lattice C: for с G С we have 
с
= 0 ^ 0
а
о , с ( 0 ) , (4-2) 
c = supbiMI). (4.2~) 
lei 
We conclude that each capacity can be written as an infimum and as a supremum 
of capacities with at most two values. 
A first extension of (4.1a,b) concerns finite collections of capacities. 
4.2. Proposition. Let Π Ç С be finite. 
If I is directed to O, then 
(inf П)(0) = min c(0) for О G О. (4.3) 
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4.2~. If О niters tol, then 
( в и р П ) т = max c m for ƒ € J . (4.3~) 
Proof. Only ' > ' in (4.3) is non-trivial. So let min c en c(0) > у for а у € R. 
Then for each с G Π there is an I
e
 G Í , Ie Q О such that c(Ic) > y. Since Π is 
finite, (2.1~) implies the existence of an ƒ G I such that О ~D I Э \J
cen
 I
e
- Now 
(inf П)(0) > ( i n f n ) ( / ) ( 4 = a ) m i n
c e n
 c(J) > min
c e
n c(I
c
) > y. 
Q.E.D. 
As a consequence, С has the following nice distributivity properties if (2.1) or its 
conjugate holds. 
4.3. Corollary. Let с G С and Π С С 
If 2 is directed to О, then 
cAsupII = sup(cAd). (4·4) 
den 
4.3~. И О niters tol, then 
c V i n f n = inf(cVd). (4.4") 
Proof. It suffices to evaluate both sides of (4.4) on O. So let О G О. Then 
(сЛ sup П ) ( 0 ) ( =3 )c(0)A(sup П)(0) ( 4 ^ Ь ) с(0)Л ( s u p d e n d(0)) = 
s u p d e n ( c ( 0 ) A d ( 0 ) ) ( = ) su P ( / 6 n ( (cAd)(0)) ( 4 ¿ b ) (sup ( í 6 n (cAd))(0) . 
Q.E.D. 
Complete lattices satisfying the infinite distributive law (4.4) are usually called 
complete Heyting algebras (cf. e.g. Gierz et al. (1980), Def. 0.2.6). In particular, 
they are distributive, which means that 
cA(dVe) = (cAd)V(cAe) for all c, d and e. (4.5) 
Now, for arbitrary lattices (4.5) is known to be equivalent to its conjugate 
cV(dAe) = (cVd)A(cVe) for all c, d and e (4.5") 
(cf. e.g. Birkhoff (1967), Set. 1.6, Thm. 9). Therefore, it follows from Corollary 
4.3 and its conjugate that С is a distributive lattice as soon as at least one of (2.1) 
and (2.1~) holds. 
The directedness and filter conditions in Proposition 4.2 cannot be dropped. 
This is shown by the following counterexample, which exhibits a typical phe­
nomenon of the choice (Ι,Ο) = (S,G) mentioned in (c) at the end of Section 1. 
4.4. E x a m p l e . Let X be the set {1,2} provided with the following pavings: I 
consists of 0 and the singletons, Ö = V(X). A capacity с on X is thus determined 
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by the triple (c(0),c({l}),c({2})). Clearly, the triples (0,1,0) and (0,0,1) define 
precapacities (cf. (3.3)). The associated capacities c\ and сг have the zero capacity 
as infimum, but ο
λ
(0) A сг{0) = 1 for О = X. Indeed, J fails to be directed to O. 
Notwithstanding this example, the conclusions of Corollary 4.3 and its conjugate 
may still be true in absence of (4.3/4.3~) and, a fortiori, (2.1/2.1~). Remarkably 
enough, an alternative sufficient condition for this is interpolation. 
4.5. Proposition. If X and О interpolate, then С and its dual are complete 
Heyting algebras. 
Proof. Since the interpolation condition is symmetric under conjugation, it suffices 
to show (4.4). Moreover, as ' > ' is trivial there, we only prove the reverse inequality, 
and that on O. So, let с G С, Π С С, О G О and у G R such that (сЛ зирП)(0) > у. 
By inner regularity there is an I £ I, I С О such that (сЛ sup П)( J) > y, which is by 
(4.1a) equivalent to c(/)A(supII)(/) > y. Interpolate I С О' Ç I' С О according 
to Definition 3.5. Then (sup П)(0 ') > (sup II)(J) > t/, so by (4.1b) there is a d € Π 
with d(0') > y. Consequently, we have (cAd)(0) > (cAd)(/') ( 4= a )c(/')Ad(/') > 
c(/)Ad(0') > y. 
Q.E.D. 
Actually, if I and Ό interpolate, then С has a very nice lattice structure, as we will 
see in Section 6, after studying some topological aspects first. 
5. The ΊΟ topology on С 
Consider the mapping 
P:CxV3(c,A)»c(A)eYCR. (5.1) 
In Section 3 we observed Ρ to be use in its second variable A on I and lsc on O. 
We now define the 20 topology on С as the coarsest for which Ρ is use in its first 
variable с in case A € 1 and lsc in case A £ O. Stated differently, a subbase of 
the IO topology consists of the sets {c € С \ c(I) < y) and {c G С \ c(0) > y) for 
I £l,0 € О and у 6 R (or, equivalently, Y). So a net (c 0 ) in С converges to с iff 
lim sup c
a
(I) < c(I) for ƒ G I , (5.2a) 
l i m i n f c
o
( 0 ) > c ( 0 ) f o r O G O . (5.2b) 
or 
Occasionally we will consider also the topology generated solely by the sets of the 
first type or those of the second. We will call it the Ι | or 0 | topology, respectively. 
We have now arranged Ρ in (5.1) to be semicontinuous in its two variables sep­
arately. This calls for investigation of joint semicontinuity. Again the interpolation 
property pops up. 
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5.1. Theorem. If 2 and О interpolate, then Ρ in (5.1) is use on С X I and be on 
CxO. 
Proof. Let CQ(IO) < У for a CQ G С, Io G I and a y G R. Then co(0) < y for an 
О e О with О D I0. Interpolate I0 С О' С Г С О according to Definition 3.5. 
Then {c G С I c(I') < y) χ {I G I | / Ç 0 ' } is open in С χ J , contains (co, Io) and 
is mapped by Ρ into [—oo,y). 
The other statement is equivalent to the conjugate of the first. 
Q.E.D. 
5.2. Remark. From the proof it is clear that the statements of Theorem 5.1 
remain valid if С is equipped with the I J. (Of, respectively) topology only. 
One of the most important facts about the TO topology is that it is always com­
pact. This is proved most easily after a lattice-theoretic interpretation of the ΊΌ 
topology, which will be established in the next section. There we also prove С to 
be Hausdorff if I and О interpolate. 
Here, we turn our attention to a couple of interesting subspaces of C. At this 
stage we must assume some additional structure on I and O. To begin with, we 
require that 
I and О are (U/,ri/)-pavings. (5-3) 
Next, we take Υ = [Ο,οο] and supplement the regularity conditions (3.1a,b) by 
c(0) = 0. (5.4) 
Finally, we require 
0 Ê 0 , (5.5) 
in order to be able to conclude closedness (hence compactness) of the restricted 
space Co := {c G С | c(0) = 0} = {c G С \ c(0) > 0} c. 
5.3. Definition. An ΊΟ capacity с is said to be subadditive if 
c{hOl2)<c{h)+c{I2) f o r J b / 2 G l , (5.6SA) 
modular if 
c(I
x
 U h)+c{h Π h) = c{h)+c(I2) for Iu h e I, ( 5 . 6 M O D ) 
and sub- (respectively super-)modular if (5 .6MOD) holds with ' < ' ( '>', resp.) in­
stead of equality. 
5.4. Remarks, (a) Obviously, the above definitions depend on the paving I, 
which is however assumed to be fixed here. 
(b) In O'Brien & Vervaat (1993a), which concentrates on ( 1 , 0 ) = (£,<?) 
(or (ƒ", Ç)), submodular capacities are called strongly subadditive, and modular 
capacities are called additive (cf. also Dellacherie & Meyer (1975), Set. III.30). 
56 Topology and Order 
We are going to prove closedness of the respective subspaces. For the space SA 
of subadditive capacities this was established already in O'Brien & Vervaat (1991), 
Thm. 2.3(b) in case X is locally compact and (J, O) = (IC,G)· It is a routine 
observation that their proof can be repeated literally within our general context if 
local compactness is replaced by interpolation. Compactness of С (or rather Co) 
then implies the same for SA, so that we arrive at the following. 
5.5. Theorem. If 2 and О interpolate, then SA is TO closed, hence compact. 
5.6. Remark. From the proof in O'Brien & Vervaat (1991) it is also clear that 
we don't need the full strength of (5.3) for Theorem 5.5: it suffices to assume that 
2 and О are U/-pavings. 
As for closedness of the space MOD of modular capacities, this splits into two 
parts. While the proof for SBM (submodular capacities) runs parallel to that of 
SA cited above, it turns out that SPM (supermodular capacities) is more delicate. 
For the latter we need an extra assumption: 
if / ] , I2 G I , О G О and h Π h С Ο, then there are 
O i , 0 2 e О such that /й С 0UI2 Ç 02 and Ox П 02 Ç 0. 
5.7. Remarks, (a) This condition can be reformulated as follows: 
Π : J x I —• I is continuous, (5·7') 
if each Τ is provided with the ö | topology (recall that the sets {I G I | I Ç 0} 
for О G О are а бале for this topology, since О is assumed to be a f^-paving here; 
cf. (5.3) and (2.1)). 
(b) In combination with (5.5), (5.7) in particular implies that the inner sets 
are separated by the outer ones. 
(c) For (J, O) = (K, Q), (5.7) is equivalent to Hausdorffness, while for (J, 0) = 
(ƒ", G) it amounts to normality of X. 
(d) Condition (5.7) is recognized as a conjugate Wilker-type condition (see (D) 
in Wilker (1970), which corresponds to (5.7) for the choice (Ι,Ο) = {P,co K) = 
(AC,£/)~ mentioned in (b) at the end of Section 1; cf. also Vervaat (1988b)). The 
Wilker condition plays a prominent role in Norberg & Vervaat (1989). (Note, 
however, that conjugation of the additional (5.5) would require X to belong to I , 
which is too restrictive in many cases; cf. the previous remark (b).) 
5.8. Theorem, (a) if J and О interpolate, then SBM is JO closed, hence compact. 
(b) If in addition (5.7) is satisfied, then the same holds for SPM, bence aJso 
for MOD = SBM Π SPM. 
Proof, (a) Let Co 6 SBMC. Then there are I\,I2 G I and Уи,Уп,Уі,У2 € (0,oo) 
such that у +Уп = J/i+Уг, c0(/i U I2) > yu, c0(h Π I2) > yn, c 0 (/i) < t/i and 
c
o(h) < Уг- By outer regularity there are O, G О such that I, С О, and co(J,) < y¿ 
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for г = 1,2. Interpolate /, С 0\ Q Vt С О, for t = 1,2 as in (3.5). Then c 0 is in 
the open set 
{c | c(OJU0 2) > yu, c(0\r\0'2) > y n , c(I[) < ylt с{Г2) < y 2}, 
which is disjoint from SBM. 
(b) Let co e SPMC. Then there are /
ь
/ 2 € Ί and уи,Уп, УьУг € (0, oo) 
such that уи+Уп = У1+У2, co(/iUJ2) < Уи, с 0 (/іП/ 2 ) < y n , c 0 (/i) > y\ and 
co(-f2) > y2· By (5.3), outer regularity then implies the existence of Ou,On G О 
such that I\\Jl2 Ç. Ou, /іП72 Ç O n and c0(Oj) < y ; for j = U, П. At this stage 
(5.7) comes in: there aieUi,U2 e О such that ƒ, С U, for ¿ = 1,2 and Uir\U2 Ç On-
Let O, := tf.nOu. Then ƒ, С О, for ¿ = 1,2, ΟχΌθ2 С О и and ОхГ\02 С Оп-
Finally, interpolate I, С 0 ¡ Ç JJ Ç О, for г' = 1,2 as in (3.5). Then со belongs to 
the open set 
{с I c( j ;u/ 2 ) < yu, с(/;Ш 2 ) < yn, c(Oi) > у!, c(0'2) > y 2}, 
which obviously does not intersect SPM. 
Q.E.D. 
Another important subspace of С is the class HM of hull-modular capacities, which 
consists of suprema of modular capacities. This class has been studied rather 
extensively by Anger h Lembcke (1985) and O'Brien & Vervaat (1993b). The 
latter paper was one of the main motivations for the present one. In order to 
prove closedness of HM we need some additional information about the interplay 
between the topological and the lattice structure of C, which is the subject of the 
next section. 
6. С as a topologized lattice 
In the previous sections we introduced both a partial order and a topology on 
C. Here we show that these two structures interact nicely, especially if Τ and 
Ό interpolate. In particular, this clarifies the cause of compactness of the TO 
topology, and leads to closedness of the subspace HM in the next section. 
The basic ingredient is a lattice-theoretic interpretation of the TO topology. 
For this we need an elementary concept from topology in lattices (cf. Frink (1942)): 
the interval topology on a lattice L is the coarsest for which all intervals [x i , i 2 ] := 
{i £ I | i i < ι < i 2 } for xj,x2 € L are closed. If L has a bottom and a top, in 
particular if L is a complete lattice, then the interval topology is generated by the 
subbasic sets ( | x ) c and (J.x)c for χ G L. 
6.1. T h e o r e m . The Ю and interval topologies on С are the same. 
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Proof. Let us write τχο and T¿ for the TO and the interval topology, respectively. 
Then for d € С we have 
(UT = ( J {с I с{1) < </(/)} 6 τχο and 
(id)e= \J{c\c(0)>d(0)}er
xo
, 
so that r,· Ç TJO-
On the other hand, recalling the capacities in ao,v and bj>y from Section 3, 
we have for J e I , О G О and у € R 
{c\c(I)<y}=[ η { с | с ( 0 ) > у } ] = ( Т 6
л
, ) е € г 4 and 
\оео,оэі J 
{с I с(0) > у) = ( Π {с I с(/) < у} ) = ( іа 0 , )С € г,·, 
Q.E.D. 
hence also τχο С г,. 
As an immediate consequence we obtain the compactness of C. 
6.2. Theorem. С is XO compact. 
Proof. In Theorem 4.1 we proved С to be a complete lattice. However, each 
complete lattice is known to be compact in its interval topology (FVink (1942), 
Thm. 9), so Theorem 6.1 yields the desired conclusion. 
Q.E.D. 
6.3. Remark. A previous proof of this fact for (1,0)=(JC,G) due to the first 
author (cf. O'Brien & Vervaat (1991), Thm. 2.2(a)) is now recognized to reflect 
the lattice-theoretic structure of Frink's proof. 
In general, С need not be HausdorfF. Here we meet an old acquaintance. 
6.4. Theorem. ИI and О interpolate, then the order on С fe closed, so С is 
Hausdorff. 
Proof. We show that the complement of the order {(сі,сг) | C\ < сг} is open 
in С χ С If (di,d^) is a point in this complement, then there is an О G О and 
a y G R such that d2(0) < y < di(0). By (3.1a) there is an I G 1 such that 
/ С О and у < d,(/). Interpolate I С О' С Г С О as in (3.5). Then the set 
{( сь сг) | сг(/') < у < ci(O')} is open in С x C, contains (di,d2) and does not 
intersect the order. 
Q.E.D. 
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We conclude that, if J and О interpolate, С belongs to the class of complete 
lattices with Hausdorff interval topology, which is studied thoroughly in e.g. Gierz 
L· Lawson (1981). These lattices exhibit a very rich structure and are closely 
related to so-called continuous lattices in the sense of the monograph Gierz et 
al. (1980). In the appendix of this paper we elucidate the main elements of the 
pertinent theory. In particular, we refer to this for the following notions that we 
will encounter in the rest of this paper: cocontinuous lattice, bicontinuous lattice 
and (dual) Lawson topology. 
More specifically, Hausdorffness of the interval topology of С (cf. Theorems 
6.1 and 6.4) together with the distributivity properties established in Proposition 
4.5 leads to the following remarkable result. 
6.5. Theorem. If J and Ό interpolate, then С is a bicontinuous lattice and the 
Lawson and dual Lawson topologies on С both coincide with the JO topology. 
This theorem follows from Gierz et al. (1980), Prop. VII.2.8 and is also explained 
in the appendix. Its content was first noticed by Norberg & Vervaat (1989) for the 
case (J , 0)=(Q,C). Anticipating the next section, in which the full strength of 
this result will be exploited, we here give a more modest consequence of Theorem 
6.5. which follows by Gierz et al. (1980), Prop. VII.2.6(i). 
6.6. Corollary, If! and О interpolate, then С is a topological lattice, i.e., the 
maps V and Л : С Ж С —• С are continuous. 
We conclude this section by proving that the conclusions of Corollary 6.6 also hold 
with (2.1/2.1") instead of interpolation. 
6.7. Proposition. If Τ is directed to Ö, then Л :C x С —• С is continuous. 
6.7~. If О niters to I, then the same holds forV :C χ С -> С 
Proof. Let Cj,c2 G С. We check when ci Л сг belongs to the subbasic sets 
{c | c{I) < y) and {c \ c(0) > y) for I G 2, O e О and y G R. First, by 
(4.1a) we have that (сіЛсг)(/) < у iff ci(I) < y or сг(/) < y. Clearly, the set of all 
such pairs (cj, сг) is open in С x C. Next, it follows from (4.3) that (сіЛсг)(0) > у 
iff both c\(0) > у and C2(0) > у and the same conclusion holds. 
Q.E.D. 
7. Suprema over varying collections of capacit ies 
In this section we investigate the behaviour of suprema over collections of capac­
ities. Exploiting the continuous-lattice structure of С as observed in the previous 
section, we arrive at closedness of the subspace HM of hull-modular capacities by 
the end. First, however, we present a second extension of (4.1b) (cf. also Proposi­
tion 4.2~). 
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7.1. Theorem. Let 1 and О interpolate and O niter tol. If U С С is IO 
compact, then 
(supП)(J) = maxc(I) for l e i . (7.1) 
Proof. Let I0 Ç.I. By definition we have that sup c e n c(/0) < (supII)(¿O). Observe 
that the map С Э с ι-» C(IQ) = P(c,I0) G Y Ç R is by definition use, hence 
attains its maximum on the compact set Π С С. It therefore suffices to prove the 
opposite inequality. To this end, let y G R and suppose s u p
c e n
 c(Jo) < y. Then, by 
interpolation and Theorem 5.1, P - 1 ([—oo, t/)) is an open neighbourhood of Пх {Io} 
in С x J . By compactness of Π, it contains a rectangular neighbourhood U x V by 
Thm. 5.12 of Kelley (1955). As О filters to I , V contains a basic neighbourhood 
of Io of the form {ƒ G I | I С 0} for an 0 G О (cf. (2.1)). For с € Π and 
I £ 1,1 С Ο then c(I) = P(c, I) < y, hence c(0) < у by inner regularity. We 
conclude that (supII)(/o) £ ( э ц р П ) ( 0 ) = s u p
c e n
 c(0) < y. 
Q.E.D. 
7.2. Remark. From the above proof and Remark 5.2 it turns out that the collec­
tion Π in Theorem 7.1 need only be compact in the I J. topology. 
We now come to the behaviour of sup Π as a function of the collection Π С С. For 
the sake of elegance, we put this in a general lat tice-theoretic context. So let L be 
a complete lattice. Wc start with an elementary lemma, which shows that we can 
restrict our attention to closed П. 
7.3. L e m m a . Let П С І . Then suplí = suplí (where Π denotes the closure of Π 
wiíh respect to the interval topology of L). 
Proof. Clearly, suplí < suplí . Now, let χ := suplí. Then Π Ç [ ι, but lx is 
closed in the interval topology, so also Π Ç jx, i.e., supl í < χ. 
Q.E.D. 
7.4. Remark. In Lemma 7.3, instead of the interval topology we could have taken 
any topology finer than the upper topology, with subbasic open sets (lx)c for χ € L. 
We thus study suplí for Π G ^(L), the collection of closed subsets of L. We 
topologize T(L) by the Vietoris (or finite) topology, generated by the sets 
{Π G ƒ " ( ! ) | Π ç G) and {Π G T{L) | UnG φ 0 } for G open in L (cf. e.g. Michael 
(1951)). Now consider the supremum map !F{L) Э П н suplí G L. The appropri-
ate framework for continuity of this map turns out to be a cocontinuous lattice L 
with its dual Lawson topology. 
7.5. Proposition. Let L be a cocontinuous lattice, provided with its dual Lawson 
topology. Then the map sup : IF(L) —> L is continuous. 
The pre-dual version of this statement occurs in Gierz et al. (1980), Prop. VI.3.9; 
an elementary proof is given in the appendix. 
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For Π С L we now define the upper hull hull v II as the set {supII' |II' С Π}. 
This is the smallest complete sup-subsemilattice of L that contains Π. We antici­
pated the present terminology already in the definition of our motivating example 
HM, the space of hull-modular capacities (cf. Section 5): indeed, for L = С we 
have HM = huU vMOD. 
7.6. T h e o r e m , in the situation of Proposition 7.5, hull vII is compact if TL Ç L is 
compact. 
Proof. Let Π Ç L be compact. Since L is Hausdorff (cf. the appendix), Π is 
a fortiori closed. From this and Lemma 7.3 it follows that hull v II = {suplí' | 
Π' £ •?"(•£), П ' С П } , i.e., hu l l v n is the image under the continuous map of Propo­
sition 7.5 of the set {ΓΓ G F{L)\W С П } . So compactness of hul l v l l would follow 
from Vietoris compactness of the latter set. That, however, is an immediate con­
sequence of its closedness in T{V) together with the well-known fact that the 
hyperspace J-{Z) of a space Ζ is Vietoris compact if Ζ is compact (cf. e.g. Michael 
(1951), Thm. 4.2), which is the case for Ζ — L (cf. the appendix). 
Q.E.D. 
We return to the lattice L = С and its subspaces introduced in Section 5. In 
particular, we impose (5.3)-(5.5) again here. Now, from Theorem 6.5 we know 
that Theorem 7.6 applies to L = С if J and О interpolate. The same condition 
together with (5.7) guarantees Π = MOD to be compact in С (Theorem 5.8), so 
our discussion cumulates in a compactness result for the hull-modular capacities, 
the last one of this paper. 
7.7. Corollary. If I and О interpolate and (5.7) holds, then HM=hull v MOD is 
TO compact, hence closed in C. 
A p p e n d i x : cont inuous latt ices 
In this appendix we explain some basic notions from the theory of continuous lat­
tices as treated thoroughly in the Compendium of Continuous Lattices by Gierz et 
al. (1980), abbreviated here as 'Сотр. ' . By way of illustration we also give an ele­
mentary proof of the pre-dual version of Proposition 7.5 (cf. Сотр. , Prop. VI.3.9). 
We prefer to begin with the topological concepts rather than the algebraic. 
Let £ be a complete lattice. For ACL we write Î-A :— (JIP.A î 1 = {Î/ £ -^  I 
3a; 6 A such that χ < у) and we say that A is increasing if A = \A. Further, a set 
D Ç L is called directed if every finite subset of D has an upper bound in D. (In 
particular, this must hold for the empty subset of D, so D itself cannot be empty.) 
A subset U of L is called Scott open if U is increasing and 
sup D e U implies D Π U φ 0 for all directed sets D С L. (A.l) 
The Scott open subsets of L together constitute a topology on L, the Scott topology 
c(L). A second useful topology is the lower topology ω(£>) generated by the sets 
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( | x ) c for χ G L. (Note that the latter sets also appeared as part of the subbase 
of the interval topology in Section 6.) Finally, the Laws ο η topology A(L) is the 
common refinement of the Scott and the lower topology. It is finer than the interval 
topology (note that the sets (j.x)c for χ G L are Scott open), but compact like the 
latter (Сотр., Thm. III.1.9). In general, however, it need not be Hausdorff. 
We turn to the algebraic concepts. Along with the partial order < per se, one 
often encounters some kind of strict inequality on L. The following notion turns 
out to provide a very useful substitute of the hardly ever interesting strict less-than 
relation. Let x,y G L. We say that χ is way below y (notation: χ <C y) if 
for each directed set D С L with у < sup D (A.2) 
there exists a ζ G Ό such that χ < ζ, 
and we write fx := {y G L | χ <C y} and | x := {y G L \ y <C x}. We hasten to 
point out that this definition is strongly asymmetric: the dual way-above relation 
χ ^» y need not coincide with y < i a t all. To a certain extent this becomes visible 
already in the innocent though instructive example L = [0, l ] 2 with coordinatewise 
order: here (хі,хг) <C (УьУг) iff for both i G {1,2} we have x¡ < y, or x¿ = y¿ = 0. 
Obviously, the way-below relation has such elementary properties as 
i < ¡ / implies χ < y, and (А.За) 
w < χ <C у < ζ implies ш < г (A.3b) 
for χ, у, w, ζ G L, etc. 
We now define L to· be a continuous lattice if 
χ = sup ix for all χ G L. (Α.4) 
One often encounters complete lattices that are continuous with respect to the 
reverse order >; they are called cocontinuous. An important example is the hy-
perspace !F(X) of a locally compact X, ordered by inclusion (cf. Сотр., Exe. 
III.1.13). In Section 6 we claimed that the lattice С of JO capacities is even 6i-
continuous (i.e., continuous in both directions) if I and О interpolate. In order to 
justify this statement wc introduce one more concept. 
A complete lattice L is called meet continuous if it satisfies the distributive 
law 
χ Л sup D = sup(xAy) for all χ G L and D Ç L directed. (A.5) 
v€D 
(Recall that L is a complete Heyting algebra if (A.5) holds for arbitrary D Ç L 
and χ G L; cf. Section 4.) The important fact is now that a complete lattice L is 
continuous iff it is meet continuous and Hausdorff in its Lawson topology (Сотр. , 
Thm. III.2.9). 
For L = C with interpolating J and О the situation is as follows. Firstly, L is 
Hausdorff in its interval topology (Theorems 6.1 and 6.4), hence also in its (a priori 
finer) Lawson topology. Secondly, L is a complete Heyting algebra (Proposition 
4.5), so a fortiori meet continuous. From these two facts we conclude that L is 
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continuous. Next, the interval and Lawson topologies in fact coincide, since the 
first is HausdorfF and the latter is compact. Finally, the same chain of arguments 
is operative for L with the reverse order, so that we arrive at the conclusion of 
Theorem 6.5. In the literature a bicontinuous lattice L for which A(L) and its dual 
coincide is called a linked bicontinuous lattice (cf. Сотр. , Set. VII.2, especially 
Prop. VII.2.8, of which our Theorem 6.5 is just a special case; see also Gierz ¿¿ 
Lawson (1981)). 
Before proving Proposition 7.5 in its pre-dual form, we add one more re-
mark: in a continuous lattice L all sets f χ for χ G L are Scott open (Сотр. , 
Ex. 11.1.5(5)) and an arbitrary Scott open set U can be written as U i e u î x (°^· 
Сотр., Prop. ИЛ.10). 
Now, let L be provided with its Lawson topology and F(L), the hyperspace 
of all Lawson closed subsets of L, with the Vietoris topology (cf. Section 7). We 
consider the infimum operation F •-» inf F, regarded as a map from T{L) to L. 
A.l. Proposition (cf. Сотр., Prop. VI.3.9). Suppose L is a continuous lattice. 
Then the map inf : !F(L) —• L is continuous. 
Proof. It suffices to consider the inverse images of the subbasic Lawson open sets 
U G σ(£·) and ( | x ) c for χ E L, respectively. 
First, let U G o(L), F0 G F(L) and suppose that x 0 := inf F0 G U. As noted 
above, there is an χ G U such that x 0 € fa- Clearly, F0 Ç | i 0 Ç f i (cf. (A.3b)). 
On the other hand, for arbitrary F 6 ^F(L) with F Ç f i we have F Ç fx (cf. 
(А.За)), so inf F > χ, i.e., inf F 6 | x Q ]U (U is increasing and χ G U). As f χ 
is Scott and, a fortiori, Lawson open, we conclude that {F e F(L) \ F Q fx} is a 
Vietoris open neighbourhood of F0 that is mapped by inf into U. 
For the second case, let χ G L be fixed. Note that for F £ F{L) we have 
inf F G ( îx) c iff inf F t x iff there is a y e F with y ^ χ Ш Fn ( | х ) с φ 0 . As 
( | x ) c G λ(ί-), we conclude that the set of all such F is Vietoris open in T{L). 
Q.E.D. 
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Samenvatting 
Dit proefschrift bestaat uit een viertal artikelen over uiteenlopende onderwerpen, 
die ook los van elkaar te lezen zijn. Niettemin vertonen zij een duidelijke samen-
hang, die tot uitdrukking komt in de titel 'Topologie en ordening: enig kansthe-
oretisch gemotiveerd onderzoek'. Meer specifiek kunnen we als thema's noemen 
'halfcontinue afbeeldingen' respectievelijk 'tralies van capaciteiten'. In de kansthe-
orie duiken deze op verscheidene plaatsen op: halfcontinue functies vormen een 
natuurlijk kader voor extremaalprocessen, terwijl capaciteiten -in nauwe samen-
hang hiermee- onlangs van belang gebleken zijn in de stochastische meetkunde en 
de theorie van grote afwijkingen. Voorts is er een nauw verband met de topologi-
sche optimaliseringstheorie. 
Kort schetsen we de inhoud van de vier onderdelen afzonderlijk. 
Het eerste behelst een unificatie van de gesloten-bovengrafiekstelling voor 
reëelwaardige onderhalfcontinue afbeeldingen met topologische gesloten-grafiek-
stellingen voor één- en meerwaardige afbeeldingen. Deze unificatie is gebaseerd 
op een zeer algemeen begrip 'grafiek', vastgelegd door een relatie tussen de beeld-
ruimte en een andere topologische ruimte. De belangrijkste toepassingen betreffen 
geordende beeldruimten met de partiële ordening als bepalende relatie -in het bij-
zonder locaal compacte ruimten (niet noodzakelijk Hausdorff) met de zogeheten 
'specialisatieordening'- en hyperruimten met de natuurlijke relatie 'bevat als ele-
ment'. 
Voor afbeeldingen met waarden in een willekeurige partieel geordende topologi-
sche ruimte hebben verschillende auteurs diverse definities van halfcontinuïteit 
voorgesteld. In deel II proberen we in deze veelheid van begrippen enige orde 
aan te brengen; we bewijzen dat drie ervan onder redelijke omstandigheden in feite 
op hetzelfde neerkomen. Ter illustratie bespreken we de situatie voor hyperruimten 
van gesloten verzamelingen. 
Hyperruimten van gesloten verzamelingen staan ook centraal in het korte ar-
tikeltje III, dat de overgang naar het tweede thema van dit proefschrift markeert. 
Hierin belichten we de traliestructuur achter enkele bekende compactheidsbewij-
zcn voor zulke hyperruimten en ruimten van uitgebreid-reeelwäardige onderhalf-
continue afbeeldingen (in feite deelruimten van het tralie van capaciteiten). 
In het laatste onderdeel -geschreven in samenwerking met W. Vervaat- be-
schouwen we capaciteiten als verzamelingsfuncties met regulariteitseigenschappen 
bepaald door algemene klassen van 'binnen-' en 'buitenverzamelingen' in plaats 
van de gebruikelijke compacte, respectievelijk open verzamelingen. De ruimte van 
al zulke capaciteiten blijkt een volledig tralie te zijn met betrekking tot de argu-
mentsgewijze ordening; de topologie die zij van nature bezit laat zich bovendien in 
tralietheoretische termen interpreteren. Vandaar dat we de interactie tussen orde-
ning en topologie in deze ruimte en enkele van haar deelruimten nader bestuderen. 
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STELLINGEN 
behorende bij het proefschrift 
'Topology and order: some investigations motivated by probability theory' 
van 
H. Holwerda 
1. Zij A' de cenheidscirkel en K. de collectie van aile compacte deelverzame­
lingen van A'. Definieer op К. een verzamelingsfunctie с alsvolgt: voor 
iedere Л' € К, is с(Л") het minimum aantal open halve cirkels in X dat 
nodig is om Л' te overdekken. Door inwendige regulariteit, 
c(A) : = sup{c(A") | К € К, К Ç A) voor A С Χ, 
is с uit te breiden tot een capaciteit op X (een 'AC¿7-capaciteit' in de zin 
van deel IV van dit proefschrift). Hoewel с subadditief is op K, d.w.z., 
с(К\ U Кг) < c{K\) + с(Л'г) voor К\,Кг € £ , 
is de uitbreiding van с dit niet op de Borei-σ-algebra van X, zelfs niet 
op de klasse van alle Λ',,-verzamelingen. 
vgl. G.L. O'Brien S¿ W. Vervaat, How subadditive are subadditive capaci-
ties?, te verschijnen. 
2. Zij A' een verzameling, С een collectie deelverzamelingen van X en 
μ : С —> [0, oo] een maat op C. Onder de naam 'Caratheodory' zijn 
in de maattheorie allerlei stellingen in omloop die aangeven wanneer 
μ uit te breiden is tot een σ-algebra die С omvat, elke met haar eigen 
voor- en nadelen. Zo is de meest gangbare versie (C een algebra) elegant, 
maar niet toereikend voor concrete situaties als de Lebesguemaat op de 
half-open intervallen in R. De eveneens bekende versie voor halfringen 
(in de zin van b.v. R.M. Dudley (1989), Real Analysis and Probabil­
ity, Wadsworth, Belmont, California) komt aan dit bezwaar tegemoet, 
maar vergt een moeizamer bewijs. Door nu ook de aan μ opgelegde voor­
waarde te variëren blijkt het mogelijk een versie te geven die de voordelen 
van theoretische elegantie en practische toepasbaarheid in zich verenigt: 
neem voor С een halfring en laat μ een eindig additieve functie op С zijn 
met de subadditiviteitseigenschap 
OD OD 
μ(0) < Υ^μ{Ο
η
) vooralle C,CUC2,. •. € С met C Ç ( J C„. 
n=l n=l 
De uitbreiding kan in dit geval zonder tussenkomst van ringen of alge-
bra's geschieden, terwijl de bewering dat μ in feite een maat is op С geen 
apart bewijs behoeft, maar a posteriori volgt. 
vgl. Л. van rtooij Sí J. Smit, Maat en Integraal, collegedictaat Math. Inst., 
Kath. Univ. Nijmegen, 1993. 
3. Zij X een half tralie met een top 1. Als X wordt voorzien van de infimum-
bewerking als 'optelling' tezamen met de volgende vermenigvuldiging 
met niet-negatieve scalairen: 
Xx := Í X a!S J > °' voor λ 6 (Ο,οο) en χ E Χ, 
I 1 als λ = 0 ι » / 
krijgt Χ de structuur van een (convexe) kegel. Met betrekking tot deze 
kegelstructuur geldt 
(a) een deelverzameling van X is convex d.e.s.d.a. zij een deelhalftralie 
is; 
(b) een reëehvaardige functie op X is convex d.e.s.d.a. zij monotoon 
stijgend is. 
4. In colleges en leerboeken waarin partieel geordende verzamelingen voor 
het eerst ter sprake komen (b.v. ten behoeve van het lemma van Zorn) 
kunnen begrippen als 'bovengrens', 'maximaal element' en 'keten' het 
best geïllustreerd worden aan de hand van het eenheidsvierkant (of R2) 
met de coördinaatsgewijze ordening. 
5. Ook bij de huidige mogelijkheden op het gebied van automatische tekst-
verwerking blijft het voor auteurs van wetenschappelijke artikelen een 
uitermate nuttige bezigheid voorlopige stukken tekst herhaaldelijk met 
de hand over te schrijven, aangezien dit de verdere doordenking van de 
inhoud ervan bijzonder ten goede komt. 
6. Hoewel Psalm 19 een opmerkelijke tweedeling vertoont in enerzijds vss 
2-7 over de schepping en anderzijds vss 8-15 over de wet, geven andere 
Schriftgedeelten aanleiding deze psalm als eenheid op te vatten. Zo 
worden in Ps. 119:89-91 en Ps. 147:18,19 de verordeningen voor de schep-
ping en de wet voor de mens in één adem genoemd (vgl. ook Job 28:26-
28). Beide dragen zij het karakter van verbondsbepalingen (vgl. b.v. Jer. 
33:25), door God gesproken woorden die het bestaan oorsprong geven èn 
richting wijzen; beide vragen zij als zodanig ook om 'antwoord': in een 
gehoorzaam opvolgen van de geboden moet de eer van de Schepper en 
Verbondsgod klinken. De herkenning van dit 'woord-antwoord'-thema 
levert de sleutel tot het verstaan van Psalm 19. 
7. 'Zoekt en gij zult vinden wat gij niet zocht. ' 



