For introductions to special Lagrangian geometry, see Harvey and Lawson [3, §III] and the author [5, 6] . We begin by defining calibrations and calibrated submanifolds, following Harvey and Lawson [3].
Introduction
Special Lagrangian submanifolds (SL m-folds) are a distinguished class of real m-dimensional minimal submanifolds in C m , which are calibrated with respect to the m-form Re(dz 1 ∧ · · · ∧ dz m ). They can also be defined in Calabi-Yau manifolds, are important in String Theory, and are expected to play a rôle in the eventual explanation of Mirror Symmetry between Calabi-Yau 3-folds. This is the second in a suite of three papers [7, 8] studying special Lagrangian 3-folds N in C 3 invariant under the U(1)-action e iθ : (z 1 , z 2 , z 3 ) → (e iθ z 1 , e −iθ z 2 , z 3 ) for e iθ ∈ U(1).
(1)
Locally we can write N in the form N = (z 1 , z 2 , z 3 ) ∈ C 3 : Im(z 3 ) = u Re(z 3 ), Im(z 1 z 2 ) ,
where a ∈ R and u, v : R 2 → R are continuous functions. It was shown in [7] that when a = 0, N is an SL 3-fold in C 3 if and only if u, v satisfy ∂u ∂x = ∂v ∂y and ∂v ∂x = −2 v 2 + y 2 + a 2 1/2 ∂u ∂y ,
and then u, v are smooth and N is nonsingular. The goal of this paper and its sequel [8] is to study what happens when a = 0. In this case, at points (x, 0) with v(x, 0) = 0 the factor −2(v 2 + y 2 + a 2 ) 1/2 in (3) becomes zero, and then (3) is no longer elliptic. Because of this, when a = 0 the appropriate thing to do is to consider weak solutions of (3), which may have singular points (x, 0) with v(x, 0) = 0. At such a point u, v may not be differentiable, and 0, 0, x+iu(x, 0) is a singular point of the SL 3-fold N in C 3 . This paper will be concerned largely with technical analytic issues, to do with the existence, uniqueness and regularity of weak, singular solutions of (3) in the case a = 0. It paves the way for the more geometric results of [8] , which will describe the singularities of solutions of (3) with a = 0, prove that under mild conditions the singularities are isolated and have a unique multiplicity, and show that for each k 1 singularities with multiplicity k exist and occur in codimension k, in some sense. The results of all three papers will be used in [9] to construct and study special Lagrangian fibrations, and draw some conclusions about the SYZ Conjecture [10] .
Section 2 introduces special Lagrangian geometry, and §3 gives some background material from analysis that we will need later, concerned with Hölder spaces and Sobolev spaces, regularity of elliptic operators, and weak solutions of elliptic operators in divergence form. The results of [7] are then summarized in §4, and the new material of this paper is in §5- §8.
In [7] we showed that if S is a domain in R 2 and u, v ∈ C 1 (S) satisfy (3), then there exists f ∈ C 2 (S) with ∂f ∂y = u and ∂f ∂x = v, unique up to addition of a constant, satisfying ∂f ∂x 2 + y 2 + a 2 −1/2 ∂ 2 f ∂x 2 + 2
This is a second-order quasilinear elliptic equation. We then proved existence and uniqueness of solutions of the Dirichlet problem for (4) on strictly convex domains when a = 0. Sections 5 and 6 apply this result to construct and study two families of solutionsû,v of (3) on the disc D L of radius L > 0 in R 2 when a = 0. We show that given a, x 0 , y 0 , u 0 , v 0 , p 0 , q 0 and N > 0 satisfying certain inequalities, there exists a solutionû,v of (3) on D L satisfying (û,v) − (u 0 , v 0 ) < N and u(x 0 , y 0 ) = u 0 ,v(x 0 , y 0 ) = v 0 , ∂v ∂x (x 0 , y 0 ) = p 0 and ∂v ∂y (x 0 , y 0 ) = q 0 .
In §7 we use these families to prove a priori interior estimates for ∂u ∂x , ∂u ∂y , ∂v ∂x and ∂v ∂y when u, v are bounded solutions of (3) on a domain S in R 2 , and a = 0. The general idea is that we invert the solutions (û,v) of §5- §6, and use the inverses (u ′ , v ′ ) as test functions to compare with a general solution (u, v) of (4). We then show that u, v, ∂v ∂x and ∂v ∂y cannot take prescribed ranges of values at (u 0 , v 0 ).
Finally, §8 proves existence and uniqueness of weak solutions to the Dirichlet problem for (4) on strictly convex domains S when a = 0, extending the result of [7, Th. 7.9 ] for a = 0. Given φ ∈ C k+2,α (∂S), for a ∈ (0, 1] we let f a ∈ C k+2,α (S) be the unique solution of (4) with f | ∂S = φ. Using the a priori estimates of §7, we show that as a → 0 + the f a converge in C 0 (S) to the unique weak solution f 0 of (4) (rewritten in divergence form) on S with f 0 | ∂S = φ, and prove some results about the regularity of f 0 at singular and nonsingular points.
A fundamental question about compact special Lagrangian 3-folds N in Calabi-Yau 3-folds M is: how stable are they under large deformations? Here we mean both deformations of N in a fixed M , and what happens to N as we deform M . The deformation theory of compact SL 3-folds under small deformations is already well understood, and is described in [5, §9] and [6, §5] . But to extend this understanding to large deformations, one needs to take into account singular behaviour.
One possible moral of this paper and [7, 8] is that compact SL 3-folds are pretty stable under large deformations. That is, we have shown existence and uniqueness for (possibly singular) U(1)-invariant SL 3-folds in C 3 satisfying certain boundary conditions. This existence and uniqueness is entirely unaffected by singularities that develop in the SL 3-folds, which is quite surprising, as one might have expected that when singularities develop the existence and uniqueness properties would break down. This is encouraging, as both the author's programme for constructing invariants of Calabi-Yau 3-folds in [4] by counting special Lagrangian homology 3-spheres, and proving some version of the SYZ Conjecture [10] in anything other than a fairly weak, limiting form, will require strong stability properties of compact SL 3-folds under large deformations; so these papers may be taken as a small piece of evidence that these two projects may eventually be successful. metric g, a real 2-form ω and a complex m-form Ω on C m by g = |dz 1 | 2 + · · · + |dz m | 2 , ω = i 2 (dz 1 ∧ dz 1 + · · · + dz m ∧ dz m ),
and Ω = dz 1 ∧ · · · ∧ dz m .
Then Re Ω and Im Ω are real m-forms on C m . Let L be an oriented real submanifold of C m of real dimension m. We say that L is a special Lagrangian submanifold of C m , or SL m-fold for short, if L is calibrated with respect to Re Ω, in the sense of Definition 2.1.
As in [4] there is a more general definition of special Lagrangian m-fold involving a phase e iθ , but we will not use it. Harvey and Lawson [3, Cor. III. 1.11] give the following alternative characterization of special Lagrangian submanifolds. An m-dimensional submanifold L in C m is called Lagrangian if ω| L ≡ 0. Thus special Lagrangian submanifolds are Lagrangian submanifolds satisfying the extra condition that Im Ω| L ≡ 0, which is how they get their name.
Background material from analysis
We now briefly summarize some background material we will need for later analytic results. Our principal reference is Gilbarg and Trudinger [2].
Banach spaces of functions on subsets of R n
We shall work in a special class of subsets of R n called domains.
A domain S in R 2 is called strictly convex if S is convex and the curvature of ∂S is nonzero at every point. So, for example, x 2 + y 2 1 is strictly convex but x 4 + y 4 1 is not, as its boundary has zero curvature at (±1, 0) and (0, ±1).
We will use a number of different Banach spaces of real functions on S. Definition 3.2 Let S be a domain in R n . For each integer k 0, define C k (S) to be the space of continuous functions f : S → R with k continuous derivatives, and define the norm
to be the set of smooth functions on S. Define C k 0 (S) to be the vector subspace of C k (S) with compact support in S • . (Note that C ∞ (S) and C k 0 (S) are not Banach spaces, with their natural topologies.)
Here ∂ is the vector operator ( ∂ ∂x1 , . . . , ∂ ∂xn ), where (x 1 , . . . , x n ) are the standard coordinates on R n , so that ∂ j f maps S → k (R n ) * , and has components ∂ j f ∂xa 1 ···∂xa j for 1 a 1 , . . . , a j n. The lengths ∂ j f are computed using the standard Euclidean metric on R n .
Definition 3.3 For k
0 an integer and α ∈ (0, 1], define the Hölder space C k,α (S) to be the subset of f ∈ C k (S) for which
is finite, and define the Hölder norm on
Definition 3.4 Let S be a domain in R n . For q 1, define the Lebesgue space L q (S) to be the set of locally integrable functions f on S for which the norm
Here dx is the standard volume form dx 1 ∧ · · · ∧ dx n on R n . Two functions in L q (S) are considered to be the same if they are equal except possibly on a null set. With this convention, L q (S) is a Banach space. Let k 0 and i 1 , . . . , i k ∈ {1, 2, . . . , n}, and f, g ∈ L 1 (S). Then we say that
If a weak derivative g exists it is unique in L 1 (S). We say that f ∈ L 1 (S) is k times weakly differentiable if all its weak derivatives of orders 1, 2, . . . , k exist. When we wish to emphasize that a derivative ∂f ∂xi exists in the usual sense, and not just weakly, we will say it exists in the classical sense.
Let q 1 and k be a nonnegative integer. Define the Sobolev space L q k (S) to be the set of f ∈ L q (S) such that f is k times weakly differentiable and |∇ j f | ∈ L q (S) for j k. Define the Sobolev norm on L q k (S) to be
Then L q k (S) is a Banach space with the Sobolev norm. Next we define the idea of a compact linear map between Banach spaces. Definition 3.5 Let U 1 , U 2 be Banach spaces, and let Ψ :
It turns out that some of the Banach spaces of functions described above are subsets of others, and that the inclusion of one Banach space inside another is sometimes compact. Here are a selection of such inclusion and compactness results that we will need later.
Theorem 3.6 Let S be a domain in R n , j 0, q 1, and 0 < β < α 1. Then the following inclusions of Banach spaces are compact linear maps:
Proof. Write C 0 (S) ֒→ L 1 (S) as the composition C 0 (S) ֒→ L 2 (S) ֒→ L 1 (S). As L 2 (S) ֒→ L 1 (S) is compact by [1, Th. 2 .33], we see that C 0 (S) ֒→ L 1 (S) is compact. One can deduce from [2, Lem. 7.24 ] that if f ∈ C 0,1 (S) then ∂f exists weakly and is bounded. Hence f ∈ L p (S) and |∂f | ∈ L p (S) for any p 1. Thus C 0,1 (S) ֒→ L p 1 (S) is an inclusion, and also continuous as a map of Banach spaces. Take p > q and write C 0,1 (S) ֒→ L q 1 (S) as the composition 
Linear and quasilinear elliptic operators
We begin by defining second-order linear elliptic operators on functions.
Definition 3.7 Let S be a domain in R n . A second-order linear differential
where a ij , b i and c lie in C k (S), or C k,α (S), or C ∞ (S), respectively, and a ij = a ji for all i, j = 1, . . . , n. We call a ij , b i and c the coefficients of P , so that, for instance, we say P has C k,α coefficients if a ij , b i and c lie in C k,α (S). We call P elliptic if the symmetric n × n matrix (a ij ) is positive definite at every point of S.
There is a much more general definition of ellipticity for differential operators of other orders, or acting on vectors rather than functions, but we will not need it. One can also define ellipticity for nonlinear partial differential operators. We will not do this in general, but only for quasilinear differential operators, which are linear in their highest-order derivatives. Definition 3.8 Let S be a domain in R n . A second-order quasilinear operator Q : C 2 (S) → C 0 (S) is an operator of the form
where a ij and b are continuous maps S × R × (R n ) * → R, and a ij = a ji for all i, j = 1, . . . , n. We call the functions a ij and b the coefficients of Q. We call Q elliptic if the symmetric n × n matrix (a ij ) is positive definite at every point of S × R × (R n ) * .
As in [7, Th. 3.6] , elliptic operators have good regularity properties.
Theorem 3.9 Let S be a domain in R n and Q : C 2 (S) → C 0 (S) a secondorder linear or quasilinear elliptic differential operator. Suppose that Qu = f , with u ∈ C 2 (S) and f ∈ C 0 (S), and u| ∂S = φ, for φ ∈ C 2 (∂S). Then (a) Let k 0 and α ∈ (0, 1), and suppose that Q has C k,α coefficients, f ∈ C k,α (S), and φ ∈ C k+2,α (∂S). Then u ∈ C k+2,α (S).
(c) Suppose f and the coefficients of Q are real analytic in S • . Then u is real analytic in S • .
Essentially the theorem says that solutions u of an elliptic equation P u = f on S are as smooth as possible, given the differentiability of f and the boundary condition φ. For linear elliptic operators P involving only the derivatives of u there is a maximum principle [2, Th. 3.1, p. 32]: Theorem 3.10 Let S be a domain in R n and P : C 2 (S) → C 0 (S) a secondorder linear elliptic differential operator of the form (7) , with c(x) ≡ 0. Suppose P u = 0 for u ∈ C 2 (S). Then the maximum and minimum of u are achieved on ∂S.
Operators in divergence form, and weak solutions
A second-order quasilinear operator Q :
for functions a j ∈ C 1 S ×R×(R n ) * for j = 1, . . . , n and b ∈ C 0 S ×R×(R n ) * .
Suppose u ∈ C 2 (S) and f ∈ C 0 (S) with Qu = f . Then for each ψ ∈ C 1 0 (S) we have S ψ · Qu dx = S ψ · f dx. Substituting in (9) and integrating by parts, this shows that
where the boundary terms vanish as ψ| ∂S ≡ 0. Conversely, if this holds for all ψ ∈ C 1 0 (S), then Qu = f . Now equation (10) does not involve any second derivatives of u, so it makes sense even if u is only once weakly differentiable. We shall take u ∈ C 0,1 (S). As C 0,1 (S) ⊂ L q 1 (S) for q 1 by Theorem 3.6, it follows that u is weakly differentiable, and furthermore u and ∂u are bounded by u C 0,1 , so that a j (x, u, ∂u) and b(x, u, ∂u) are automatically integrable functions. We use this to define weak solutions of the equation Qu = f . Definition 3.11 Let Q be a second-order quasilinear operator in divergence form on a domain S in R n , given by equation (9) . Then we say that u ∈ C 0,1 (S) is a weak solution of the equation Qu = f for f ∈ C 0 (S) if (10) holds for all ψ ∈ C 1 0 (S), where ∂u is the weak derivative of u. Note that we do not assume that a weak solution u of Qu = f is twice weakly differentiable, even though Q apparently involves the second derivatives of u. However, under suitable assumptions on the a j , b and f one can generally prove that if Q is elliptic then a weak solution u to Qu = f is a genuine solution, that is, u is at least twice differentiable, and then elliptic regularity results such as Theorem 3.9 apply. See for instance Gilbarg and Trudinger [2, §8].
4 Review of material from [7] We now recapitulate those results from [7] that we will need later. We will give only minimal explanations, as this paper is not really designed to be read independently of [7] , and so readers are referred to [7] for proofs, discussion and motivation.
Finding the equations
The following result [7, Prop. 4.1] is the starting point for everything in [7, 8] and this paper. 
By showing that u, v each satisfy second-order elliptic equations and using the maximum principle, we prove [7, Cor. 4.4] : In [7, Th. 6.11] we use ideas from complex analysis to prove the following result for the nonexistence of solutions u, v of (13) with prescribed derivatives at a point. 
Then there does not exist (u, v) : T → S • which is C 1 and satisfies (13) and
This will be used in §7 to prove a priori estimates of ∂u ∂x , ∂u ∂y , ∂v ∂x and ∂v ∂y .
Generating u, v from a potential f
In [7, Prop. 7.1] we show that solutions u, v ∈ C 1 (S) of (13) are derived from a potential function f ∈ C 2 (S) satisfying a second-order quasilinear elliptic equation.
Proposition 4.4 Let S be a domain in R 2 , let a = 0, and let u, v ∈ C 1 (S) be solutions of (13). Then there exists f ∈ C 2 (S) with ∂f ∂y = u, ∂f ∂x = v, satisfying
This f is unique up to addition of a constant, f → f + c. Conversely, all solutions of (17) yield solutions of (13).
Equation (17) may also be written in divergence form as
where A(a, y, v) = v 0 w 2 + y 2 + a 2 −1/2 dw, so that ∂A ∂v = v 2 + y 2 + a 2 −1/2 . Note that A is undefined when a = y = 0. We may write A explicitly as
In [7, Cor. 7.6 & Cor 7.7] we show that supersolutions and subsolutions of (17) satisfying inequalities on ∂S satisfy the same inequality on S. 
Combined with Propositions 4.1 and 4.4, this gives an existence and uniqueness result for U(1)-invariant special Lagrangian 3-folds in C 3 satisfying certain boundary conditions. In [7, Th. 7.10] we show that f depends continuously on φ, a.
Theorem 4.8 Let S be a strictly convex domain in R 2 , k 0 and α ∈ (0, 1). 
A family of model solutions u, v of (13)
In this section and §6 we construct two families of solutions u, v of (13) on the unit disc D in R 2 , and make detailed analytic estimates of u, v and their derivatives. The reason for doing this is that in §7 we will use these examples and Theorem 4.3 to prove a priori interior estimates of the first derivatives of solutions u, v of (13) satisfying a bound u 2 + v 2 < L 2 . These estimates are the key technical tool we will need to extend Theorem 4.7 to the case a = 0, and prove other important facts about singular solutions to (12).
The method we shall use both here and in §6 is to start with the exact solutions u = βx, v = α + βy of (13), and add on a small perturbation. This perturbation is the sum of a known, exact solution of the linearization of (13) at u = βx, v = α + βy, and an 'error term'. Most of the hard work below is in estimating this error term, and showing that in some circumstances it is small, so that the explicit approximate solution of (13) is close to an exact solution.
Many readers may find it best to skip on to the statement of Theorem 5.17, which is the main result of the section, and the only one that will be used later. The rather arduous analysis of §5.1- §5.4 caused the author many headaches, and is not necessary for understanding the rest of the paper.
Definition of the solutions
We begin by constructing a solution f of (17) on the unit disc D in R 2 . 
Let D be the closed unit disc in
and g(x, y) = αx + βxy + γ 1 2 x 2 + G(y) . As v = α + βy + γx + ψ satisfies (20), we get
This is a second-order quasilinear elliptic equation on ψ. We will use elliptic regularity results for it to estimate the derivatives of ψ.
The function g constructed above is the sum of an exact solution αx + βxy of (17), and a multiple γ of an exact solution 1 2 x 2 + G(y) of the linearization of (17) at αx + βxy. Thus, when γ is small we expect g to be an approximate solution of (17), with error roughly of order γ 2 .
A priori C 0 estimates for φ and ψ
We continue to use the notation of §5.1.
Lemma 5.2 In the situation above, whenever |w| 1 10 s and |y| 1 we have
Proof. To prove the first inequality, divide into three cases: (a) |y| 
as |y| 3 −1/2 s, and therefore
, and so the quadratic in s and |y| at the end of the third line is positive definite.
This proves the first inequality of (26). To prove the second, note that as |α| s, |β| 1, |w| 1 10 s, and |a| s, we have (α + βy + w) 2 + y 2 + a 2 s + |y| + 1 10 s) 2 + y 2 + s 2 |y| + 11 10 s) 2 + |y| − 11 10 s) 2 + y 2 + s 2 = 3y 2 + 171 50 s 2 4(y 2 + s 2 ), and the lemma is complete.
Here are super-and subsolutions f ± of (17) in D.
Proof. Computation using (17) and (23) shows that P (f ± ) = ∓A + B, where
We shall show that A |B|, which immediately gives P (f + ) 0 and P (f − ) 0, as we want.
Define w = γx ∓ 8s −1 γ 2 x. Then as |x| 1 and |γ| 1 20 s we see that |w| 2|γ|. Applying the Mean Value Theorem to h(z) = ((α + βy + z) 2 + y 2 + a 2 ) −1/2 between z = 0 and w implies that
for some z between 0 and w. As |α + βy + z| ((α + βy + z) 2 + y 2 + a 2 ) 1/2 and |z| |w| 2|γ|
using the first inequality of Lemma 5.2 with z in place of w. Also, the second inequality of Lemma 5.2 yields
The last two equations give A |B|, and the proof is complete.
The proposition shows that f + is a supersolution and f − a subsolution of (17). As 1 − x 2 − y 2 = 0 on ∂D, we have f ± = g = f on ∂D. Therefore Corollaries 4.5 and 4.6 show that f − f f + on D. Subtracting g from each side gives:
The first inequality is the a priori C 0 estimate for φ that we want. As ψ = ∂φ ∂x , the second inequality shows that |ψ| 16s −1 γ 2 on ∂D. We shall use this to construct super-and subsolutions v ± for v, and hence derive an a priori C 0 estimate for ψ.
Then
We shall show that A |B|, which immediately gives Q(v + ) 0 and Q(v − ) 0, as we want. Define w = γx ± s −1 γ 2 (20 − 4x 2 − 4y 2 ). Then as |x| 1, x 2 + y 2 1 and γ 1 20 s we see that |w| 1 10 s. Thus Lemma 5.2 implies that
Raising this to the power − 1 2 and using (30) and the inequalities
Comparing this with (29) gives A |B|, as we have to prove. 
As |γ| 1 20 s this gives |ψ| |γ|, so that |γx + ψ| 2|γ| 1 10 s as |x| 1. Thus, applying Lemma 5.2 with w = γx + ψ shows that
This gives an a priori bound on the factor in front of ∂ 2 ψ ∂x 2 in (25), showing that (25) is uniformly elliptic. 
Estimates for higher derivatives of ψ
From Corollaries 5.6 and 5.7 and equation (25) we deduce:
Proposition 5.9 In the situation above,ψ satisfies ψ C 0 20r −2 s −1 γ 2 ,
The motivation for all this is as follows. In the situation of Proposition 4.1, suppose a = 0 and u, v satisfy (13), so that N defined in (11) is an SL 3-fold. Let r > 0, and defineÑ = r −1 N . ThenÑ is of the form (11) with u, v and a replaced bỹ
AsÑ is just a rescaling of N , it is also an SL 3-fold, and soũ,ṽ andã also satisfy (13).
In our situation, ψ transforms like v, and soψ is defined likeṽ, and satisfies essentially the same equation as ψ, but with powers of r inserted as appropriate. Now (31) involves constants r −2 α, β, r −1 γ and r −2 a which are all uniformly bounded independently of r, as |r −2 α| 1, |β| 1, |r −1 γ| 1 20 and |r −2 a| 1.
Because of this we will be able to treat (31) as a quasilinear elliptic equation satisfying elliptic regularity bounds that are independent of a, α, β, γ, r and s, no matter how small r and s are. In the next few results we shall construct a priori bounds for the derivatives ofψ in the interior ofD. We do this by using interior elliptic regularity results to bound Hölder norms ofφ andψ on a series of small balls E n inD.
Regard this as a linear elliptic equation
To prove the proposition we shall apply three interior elliptic regularity results of Gilbarg and Trudinger [2] for second order linear elliptic operators with principal part in divergence form. We shall handle the cases n = 0 and 1 first, and the remaining cases n 2 by induction. The first result, which follows from [2, Th. 8.24, p. 202], says that if S, T are domains in R m with T ⊂ S • , and P : C 2 (S) → C 0 (S) is a second-order linear elliptic operator of the form (34) with a ij ∈ C 1 (S) and b i , c ∈ C 0 (S), and if λ, Λ, ν > 0 and ǫ ∈ (0, 1) are constants such that
then there exists C > 0 depending only on S, T, λ, Λ, ν and ǫ such that if u ∈ C 2 (S) and P u = f , then u| 
Raising this to the power − 1 2 we see from (35) that (37) holds with λ = 13 −1/2 , and the first equation of (38) holds with Λ = 4. Using (36) and ψ C 0 20r −2 s −1 γ 2 we can find ν > 0 such that the other two equations of (38) hold.
Thus there exists C > 0 independent of a, α, β, γ, r, s such that
setting A 0 = 84C, using 0 < s 1 and f | E2 C 0 64r −2 γ 2 , which follows from (39) and the definition of f . This proves the case n = 0 of the proposition.
The second result follows from [2, Th. 8.32, p. 210], and says that if S, T are domains in R m with T ⊂ S • , and P : C 2 (S) → C 0 (S) is a second-order linear elliptic operator of the form (34) with a ij ∈ C 1 (S) and b i , c ∈ C 0 (S), and if λ, Λ, ν > 0 and ǫ ∈ (0, 1) are constants such that (37) holds and
then there exists C ′ > 0 depending only on S, T, λ, Λ, ν and ǫ such that if u ∈ C 2 (S) and P u = f , then
The only difference is that this time we need an a priori estimate for a ij in C 0,ǫ rather than C 0 , and we end up with a C 1,ǫ estimate for u rather than a C 0,ǫ estimate. Let us apply this with S = E 3 , T = E 4 , and P, u and f as above. We have already shown (37) and the last two equations of (40) hold with λ = 13 −1/2 and some value of ν. The case n = 0 of the proposition gives ψ | E3 C 0,ǫ A 0 r −2 s −2 γ 2 , and combining this with (35) and a ij | E2 C 0 4 we can find Λ > 0 such that the first equation of (40) holds. The second result gives a constant C ′ independent of a, α, β, γ, r, s, and the argument above then shows that the case n = 1 of the proposition holds with A 1 = 84C ′ .
The third result follows from the Schauder interior estimates [2, Th.s 6.2 & 6.17], and runs as follows. If S, T are domains in R m with T ⊂ S • , k 2, ǫ ∈ (0, 1), and P : C k,ǫ (S) → C k−2,ǫ (S) a second-order linear elliptic operator of the form (34) with a ij ∈ C k−1,ǫ (S) and b i , c ∈ C k−2,ǫ (S), and if λ, Λ, ν > 0 are constants such that (37) holds and
then there exists C k > 0 depending only on S, T, λ, Λ, ν, k and ǫ such that if u ∈ C k,ǫ (S) and P u = f , then
Let us apply this using induction on k 2, with S = E k+2 , T = E k+3 , and P, u and f as above. The inductive hypothesis is that the proposition holds for n = k − 1. From above the proposition holds when n = 1, so the inductive hypothesis holds for k = 2, and this is the first step in the induction. So suppose that the proposition holds for n = k − 1 for some k 2. We shall prove that the proposition holds for n = k, and then by induction the proof will be complete.
From above (37) holds with λ = 13 −1/2 on E 2 , so it also holds on S = E k+2 . Since ψ | E k+2 C k−1,ǫ A k−1 r −2 s −1 γ 2 by the inductive hypothesis, using (35)-(36) we can find constants Λ, ν > 0 depending only on k, ǫ and A k−1 such that (41) holds. Using (39) and the definition of f we can also find C ′ k > 0 depending only on k, ǫ and As ∂ nψ (x ′ , y ′ ) ψ | En+3 C n,ǫ , we deduce:
Corollary 5.12 There exist constants A n for n 0 independent of a, α, β, γ, r and s, such that if
Here the A n are given in Proposition 5.11. Now the only reason for setting y ′ = ±1 above was to be able to prove (39), using (32) and the inequality 1 2 |y| 3 2 on E 2 . In the special case r = √ s, the terms r −4 s 2 in (32) are 1, and we then only need |y| 3 2 on E 2 to prove (39). Thus, when r = √ s the proofs above are valid for |y ′ | 1 rather than just |y ′ | = 1, and we get:
where the A n are as in Corollary 5.12.
We shall use the last two corollaries to estimate the derivatives of ψ. As by definitionψ(x, y) = r −2 ψ(rx, r 2 y), we see that for (x, y) ∈ D, . Then for all j, k 0,
where A 0 , A 1 , . . . are positive constants independent of x, y, a, α, β, γ and s.
This is a measure of how closely the solution v of (20) defined in Definition 5.1 approximates α + βy + γx in the interior of D. With some more work, the interior estimates (44) can be extended to the whole of D, using elliptic regularity results for regions with boundary.
Solutions of (20)
with v, ∂v ∂x , ∂v ∂y prescribed at (x 0 , y 0 )
To prove a priori bounds for derivatives of solutions of (13) in §7, we will need to find examples of solutions u, v of (13) in D such that u, v, ∂v ∂x , ∂v ∂y take prescribed values u 0 , v 0 , p 0 , q 0 at a given point (x 0 , y 0 ) in D. As we are free to add a constant to u, it is enough to consider only v, regarded as a solution of (20), and ensure that v, ∂v ∂x , ∂v ∂y take prescribed values. Theorem 5.15 Let a, x 0 , y 0 , v 0 , p 0 and q 0 be real numbers. Define
where A 0 
Then there exist α, β, γ ∈ R satisfying (21) and We shall show that there exist α, β, γ satisfying (47) for which v satisfies (48). Using v = α + βy + γx + ψ and (45) we find that (48) is equivalent to
Define α ± = α 0 ± 1 4 s 0 , β ± = β 0 ± 1 4 s 0 and γ ± = γ 0 ± |γ 0 |. Then (47) is equivalent to α − α α + , β − β β + and γ − γ γ + . Thus, (50)-(52) 
Proof. To prove the first pair of inequalities, we shall show that for α = α ± , β, γ satisfying (47), we have
Thus by (50), F 1 (α ± , β, γ) has the same sign as α ± − α 0 , and the first part of (53) follows. First suppose that |y 0 | s 0 . Then from (46)-(47) we have
and Theorem 5.14 gives The reason for supposing γ 0 = 0 is to get strict inequalities in the third part of (53). We can now finish the proof of Theorem 5.15. If γ 0 = 0 then α = α 0 , β = β 0 and γ = γ 0 = 0 satisfy the conditions of the theorem, as then v = α + βy + γx = α 0 + β 0 y is an exact solution of (20), and ψ ≡ 0, so (50)-
, and consider the map F = (F 1 , F 2 , F 3 ) : B → R 3 . By Proposition 5.16, F maps ∂B to R 3 \ {0}. Furthermore, both ∂B and R 3 \ {0} are homotopic to S 2 , and one can show from the proposition that F * : 
The main result
Finally, we prove the main result of the section: Proof. We shall apply the rescaling method used in §5.3. Define
Let J be as in (45), and let A, B, C > 0 be chosen such that
and C Defineα 0 ,β 0 ,γ 0 andŝ 0 as in (45), usingâ,v 0 ,p 0 ,q 0 ,x 0 andŷ 0 . We will show that (55) implies that (46) holds forâ,x 0 ,ŷ 0 ,ŝ 0 ,β 0 andγ 0 .
As r, a = 0 we haveâ = 0, and r (3L) −1 , r 1 and x 2 0 + y 2 0 L 2 imply thatx 2 0 +ŷ 2 0 1 4 . So the first two inequalities of (46) hold. Nowα 0 = r 2 (v 0 − x 0 p 0 − y 0 q 0 ). Using |a| K, |x 0 | L, |y 0 | L, |v 0 | M and the first inequality of (55), we find that
as A 1/8L 3/2 and A 1/8L(M 2 + K 2 ) 1/4 . Also |y 0 q 0 | 1 8 (v 2 0 + a 2 ) 1/2 from the second inequality of (55) and B 1 8 . Thus |x 0 p 0 + y 0 q 0 | 1 4 (v 2 0 + a 2 ) 1/2 , and following the proof of (49) we find that
Now r 1, r (3L) −1 and |v 0 | L imply that 2r 4 v 2 0 2 9 , and r (3K) −1/2 , |a| K yield 2r 4 a 2 2 9 . Thusŝ 2 0 4 9 < 1 2 , the third inequality of (46). The fourth inequality |β 0 | 4 5 follows fromβ 0 = q 0 , |q 0 | C and C To prove this we use (24) to writeû,v in terms of x, y, ∂φ ∂y and ∂φ ∂x , and then apply (27) to show that ∂φ ∂x , ∂φ ∂y 16ŝ −1γ2 on ∂D. Using (45), (47) and (55) we can derive upper bounds forû −û(x 0 , y 0 ) andv −v 0 on ∂D. If they are less than 1 2 rN and 1 2 r 2 N respectively then (59) holds on ∂D, and we are finished. This will be true provided A, B, C > 0 are chosen small enough to satisfy certain inequalities involving N . We leave the details to the reader.
We can interpret Theorem 5.17 like this: given a, x 0 , y 0 , u 0 , v 0 , L and N with a = 0 and x 2 0 + y 2 0 L 2 , we wish to know what are the possible values of p 0 = ∂v ∂x (x 0 , y 0 ) and q 0 = ∂v ∂y (x 0 , y 0 ) for solutions u, v of (13) on
The theorem gives ranges of values of p 0 and q 0 for which such solutions are guaranteed to exist, in terms of upper bounds K for |a| and M for (u 0 , v 0 ) . In §7 we will combine the theorem with Theorem 4.3 to derive a priori interior estimates of the first derivatives of solutions u, v of (13).
Another family of model solutions u, v
In this section we follow the method of §5 closely to produce and estimate a slightly different family of solutions u, v of (13) on the unit disc D in R 2 . Because of the similarity with §5 we will leave out many of the proofs, and discuss only the changes from §5 and the final results.
The principal difference from §5 is that we start with an approximate solution g(x, y) of (17) which is again the sum of the exact solution αx + βxy of (17) and an exact solution of the linearization of (17) at αx + βxy, but this time it is a different solution of the linearization.
The reason for including this second family as well is that when v 0 and a are small but y 0 is not small, Theorem 5.17 gives a rather weak answer -that is, the requirements on p 0 and q 0 in (55) are unnecessarily strict -which will not be sufficient for our later applications. Therefore we need another family giving a better result when v 0 and a are small but y 0 is not. Once again, readers in a hurry will miss little if they skip on to the statement of Theorem 6.7, which is the main result of the section, and the only one that will be used later.
Here is the analogue of Definition 5.1. 
Then P (f + ) 0 and P (f − ) 0, where P is defined in (17).
Proof. Computation using (17) 1 3 |γ|. But A 2γ 2 ((α+βy +γxy ∓γ 2 x) 2 +y 2 +a 2 ) −1/2 , and so A |B|. Thus A |B| in each case (a)-(c), and the proof is complete. Corollary 6.3 In the situation above, |φ| γ 2 (1 − x 2 − y 2 ) on D. Hence φ C 0 γ 2 , and ∂φ ∂x , ∂φ ∂y 2γ 2 on ∂D.
Proof. From (20) we find that Q(v ± ) = ∓A − B, where A = γ 2 and B = γ 2 y 2 α + βy + γxy ± γ 2 ( 9 4 − 1 4 y 2 ) (α + βy + γxy ± γ 2 ( 9 4 − 1 4 y 2 )) 2 + y 2 + a 2 3/2 .
As |y|, |α+βy +γxy ±γ 2 ( 9 4 − 1 4 y 2 )| ((α+βy +γxy ±γ 2 ( 9 4 − 1 4 y 2 )) 2 +y 2 +a 2 ) 1/2 we see that |B| γ 2 = A, and so Q(v + ) 0 and Q(v − ) 0, as we have to prove. Corollary 6.5 In the situation above, ∂φ ∂x C 0 = ψ C 0 9 4 γ 2 .
We can now carry out the programme of §5.3 in this new situation. This is a straightforward generalization of the previous material, so we will simply indicate the differences and state the final results, leaving the reader to fill in the details. In Definition 5.8 we replace the assumption √ s r 1 by max |γ|, (α 2 + a 2 ) 1/4 r 1.
We follow §5.3 through to Corollary 5.12 with little essential change. We then miss out Corollary 5.13, and the analogue of Theorem 5.14 we get is:
Suppose (x, y) ∈ D with x 2 +y 2 1 4 , |y| γ 2 and |y| 2 α 2 +a 2 . Then
where A 0 , A 1 , . . . are positive constants independent of x, y, a, α, β and γ.
We missed out Corollary 5.13 because in the situation of §5, when r = √ s the first inequality of (32) gives 1 4 (r −2 α + βy + r −1 γx +ψ) 2 + y 2 + r −4 a 2 , and we use this to bound the coefficient of ∂ 2ψ ∂x 2 in (31), and so to show that (31) is uniformly elliptic. However, in the situation of this section there is no good analogue of the first inequality of (32), and so we are not able to show that the analogue of (31) is uniformly elliptic when y is small.
One explanation for this is that for reasons that will appear later, we are carefully constructing estimates which work uniformly well as a → 0. However, as a → 0 the solutions of this section converge to singular solutions of (20), with singular points on the x-axis. To avoid problems we stay away from the x-axis where the singularities occur, by assuming that |y| γ 2 and |y| 2 α 2 + a 2 .
Here is the analogue of Theorem 5.15. Theorem 6.7 Let a, x 0 , y 0 , v 0 , p 0 and q 0 be real numbers with y 0 = 0. Define Our main result, the analogue of Theorem 5.17, is: Theorem 6.8 Let K, L, M, N > 0. Then there exist A, B > 0 depending only on K, L, M, N such that the following is true. Suppose a, x 0 , y 0 , u 0 , v 0 , p 0 and q 0 are real numbers satisfying |p 0 | A |y 0 | 5/2 , |q 0 | B, a = 0, |a| K,
The only difference between this and Theorem 5.17 is the conditions on p 0 and q 0 in (55) and (64). Roughly speaking, when y 0 is small but v 2 0 + a 2 is not small Theorem 5.17 is the stronger result, and when v 0 and a are small but y 0 is not small Theorem 6.8 is stronger.
A priori estimates for derivatives of u and f
We can now use the results of §5- §6 and Theorem 4.3 to derive a priori interior estimates for derivatives of solutions u, v of (13) satisfying a C 0 bound, and f of (17) satisfying a C 1 bound.
7.1
Interior estimates for ∂u ∂x , ∂u ∂y , ∂v ∂x and ∂v ∂y Using Theorems 4.3 and 5.17, we shall prove:
Theorem 7.1 Let K, L > 0 be given, and S, T be domains in R 2 with T ⊂ S • . Then there exists R > 0 depending only on K, L, S and T such that the following is true. Suppose that a ∈ R with a = 0 and |a| K, and that u, v ∈ C 1 (S) satisfy (13) and u 2 + v 2 < L 2 . Then whenever (x 0 , y 0 ) ∈ T , we have
∂u ∂y
and
Proof. As u, v satisfy (13), equations (66) and (67) follow from (68) Then M, N > 0 are well-defined, as T is compact and T ⊂ S • . Let A, B, C > 0 be as in Theorem 5.17, using these K, L, M, N , and define
Then R depends only on K, L, S and T , as M, N and A, B, C do. Define
Then x 0 , y 0 , u 0 , v 0 , p 0 , q 0 andx 0 ,ŷ 0 ,û 0 ,v 0 ,p 0 ,q 0 satisfy (15).
Lemma 7.2 Suppose either (68) or (69) does not hold. Then a,x 0 ,ŷ 0 ,û 0 ,v 0 ,p 0 andq 0 satisfy equation (55), replacing x 0 byx 0 , and so on.
Proof. The inequalities a = 0, |a| K,x 2 0 +ŷ 2 0 L 2 andû 2 0 +v 2 0 M 2 of (55) are immediate from the definitions. It remains to prove the three inequalities on |p 0 | and |q 0 |. Now (68) and (69) are equivalent to
Thus, if either (68) or (69) does not hold then
which implies that
Using |y 0 | L, |v 0 | M and |a| K we find that the three inequalities on |p 0 | and |q 0 | in (55) follow from these equations provided that
and these follow from (70). This completes the lemma.
We can now finish the proof of Theorem 7.1. Suppose that either (68) or (69) does not hold. Then by Lemma 7.2, the hypotheses of Theorem 5.17 hold, with x 0 , y 0 , u 0 , v 0 , p 0 , q 0 replaced byx 0 ,ŷ 0 ,û 0 ,v 0 ,p 0 ,q 0 . Hence Theorem 5.17 givesû,v ∈ C ∞ (D L ) satisfying (13), (û −û 0 ) 2 + (v −v 0 ) 2 < N 2 and (14).
But (û 0 ,v 0 ) = (x 0 , y 0 ) which lies in T , and so the open ball B N (x 0 , y 0 ) of radius N about (x 0 , y 0 ) lies in S, by definition of N . Therefore (û,v) maps D L → S. Applying Theorem 4.3 with D L in place of S and S in place of T then shows that there do not exist u, v ∈ C 1 (S) satisfying (13), u 2 + v 2 < L 2 and (16), contradicting the definitions of u 0 , v 0 , p 0 and q 0 . Therefore both (68) and (69) hold, and the theorem is complete.
In the same way, combining Theorems 4.3 and 6.8 we prove: Theorem 7.3 Let K, L > 0 be given, and S, T be domains in R 2 with T ⊂ S • . Then there exists R ′ > 0 depending only on K, L, S and T such that the following is true.
Suppose that a ∈ R with a = 0 and |a| K, and that u, v ∈ C 1 (S) satisfy (13) and u 2 + v 2 < L 2 . Then whenever (x 0 , y 0 ) ∈ T , we have
The estimates (66)-(69) are strong unless y 0 , a are small, and (73)-(76) are strong unless v(x 0 , y 0 ) is small. Thus, taken together, Theorems 7.1 and 7.3 give good estimates of ∂u ∂x , ∂u ∂y , ∂v ∂x , ∂v ∂y except when v ≈ 0, y ≈ 0 and a ≈ 0. But the equations (13) are singular exactly when v = y = a = 0. So, we have good estimates of the derivatives of u, v except when we are close to a singular point.
Interior estimates for derivatives of f
Now we use Theorems 7.1 and 7.3 and general results on elliptic regularity to deduce a priori interior estimates for all derivatives of solutions f of (17), provided (17) is strictly elliptic and f bounded in C 1 (S).
Theorem 7.4 Let J, K, L > 0 be given, k 1 be an integer, α ∈ (0, 1), and S, T be domains in R 2 with T ⊂ S • . Then there exists G > 0 depending only on J, K, L, k, α, S and T such that the following is true.
Suppose that a ∈ R and f ∈ C 2 (S) satisfy (17), ∂f ∂x 2 + y 2 + a 2 J 2 in S,
Proof. By part (c) of Theorem 3.9 f is real analytic in S • , so f | T certainly lies in C k,α (T ). Choose a sequence of domains
This choice can be made in a way depending only on k, S and T . We shall prove by induction on j that for j = 1, . . . , k there exists a constant G j > 0 depending only on j, α, S and T 1 , . . . , T j such that f | Tj C j,α G j . The theorem then follows with G = G k .
We begin with the first step j = 1. Let u = ∂f ∂y and v = ∂f ∂x . Then u, v ∈ C 1 (S) and u, v, a satisfy (13). Also u 2 + v 2 = |∂f | 2 f 2 C 1 < L 2 . So we can apply Theorems 7.1 and 7.3 to u, v with T replaced by T 1 . These give constants R, R ′ > 0 depending only on K, L, S and T 1 such that (66)-(69) and (73)-(76) hold in T 1 .
Let (x 0 , y 0 ) ∈ T 1 . Then v(x 0 , y 0 ) 2 + y 2 0 + a 2 J 2 by assumption. Divide into the two cases (a) y 2 0 + a 2 1 2 J 2 and (b) v(x 0 , y 0 ) 2 > 1 2 J 2 . In case (a), using equations (66)-(69),
we derive bounds for ∂u ∂x , ∂u ∂y , ∂v ∂x and ∂v ∂y at (x 0 , y 0 ) depending only on J, K, L, S and T 1 . In case (b) we can use equations (73)-(76) to do the same thing.
Thus, we can construct a priori bounds for ∂u| T1 C 0 and ∂v| T1 C 0 depending only on J, K, L, S and T 1 . Combining this with f C 1 < L gives an a priori bound for f | T1 C 2 . But f | T1 C 1,α is bounded in terms of f | T1 C 2 , α, and the diameter of T 1 . Thus there exists G 1 > 0 depending only on J, K, L, α, S and T 1 such that f | T1 C 1,α G 1 , proving the first step.
To prove the inductive step, suppose f | Tj C j,α G j for some j with 1 j < k. Now from Gilbarg and Trudinger [2, Th.s 6.2 & 6.17] it follows that if λ, Λ > 0 and P : C j+1,α (T j ) → C j−1,α (T j ) is a linear elliptic operator of the form (7) with coefficients a ij , b i , c satisfying
then there exists C j > 0 depending only on The inequality ( ∂f ∂x ) 2 + y 2 + a 2 J 2 implies that a ij C 0 max(J −1 , 2). Using this and ∂f ∂x | Tj C j−1,α G j we can find λ, Λ > 0 depending only on J, K, L, j, α, T j and G j such that (77) and the first equation of (78) hold, and the last two equations of (78) hold automatically.
Hence there exists C j > 0 depending only on T j , T j+1 , J, K, L, G j , j and α such that f | Tj+1 C j+1,α C j f | Tj C 0 . This gives f | Tj+1 C j+1,α G j+1 , where G j+1 = C j L > 0 depends only on J, K, L, j + 1, α, S and T 1 , . . . , T j+1 . This completes the inductive step, and the proof of the theorem. 8 The Dirichlet problem for f when a = 0 Theorem 4.7 shows that the Dirichlet problem for equation (17) is uniquely solvable in strictly convex domains for a = 0. In this section we will use the a priori estimates of Theorems 7.1, 7.3 and 7.4 to show that the Dirichlet problem also has a unique weak solution when a = 0. Consider the following situation: Definition 8.1 Let S be a strictly convex domain in R 2 , let k 0 and α ∈ (0, 1), and suppose φ ∈ C k+2,α (∂S). For each a ∈ (0, 1], let f a ∈ C k+2,α (S) be the unique solution of (17) in S with this value of a and f a | ∂S = φ, which by Theorem 4.7 exists and satisfies f a C 1 C φ C 2 for all a ∈ (0, 1], where C > 0 depends only on S, and in particular is independent of a. Set
Define u a , v a ∈ C k+1,α (S) by u a = ∂fa ∂y and v a = ∂fa ∂x . Then f a C 1 , u a C 0 , v a C 0 X for all a ∈ (0, 1],
and u a , v a and a satisfy (13), and v a and a satisfy (17).
We will show that f a converges in C 0 (S) to f 0 ∈ C 0,1 (S) as a → 0 + , and that f 0 is the unique weak solution of the Dirichlet problem for (17) on S when a = 0. In doing this we will have to be careful about what degree of differentiability f 0 has, and in exactly what topology f a converges to f 0 as a → 0 + .
Constructing limits
We first show that a subsequence of the f a converges to some f 0 ∈ C 0,1 (S). Proposition 8.2 Let (a n ) ∞ n=1 be a sequence in (0, 1] with a n → 0 as n → ∞. Then in the situation above there exists a subsequence (a ni ) ∞ i=1 and f 0 ∈ C 0,1 (S) with f 0 C 0,1 X such that f an i converges to f 0 in C 0 (S) as i → ∞. Lemma 8.3 Let T be a domain in R 2 with T ⊂ S • . Then there exists D > 0 depending only on S, T and X such that for each a ∈ (0, 1], the function |v a | 5/2 v a lies in C 1 (T ) with |v a | 5/2 v a T C 1 D.
Proof. Clearly |v a | 5/2 v a lies in C 1 (S) and so in C 1 (T ), as v a ∈ C 1 (S) and x → |x| 5/2 x is a differentiable function. Define K = 1 and L = X + 1. Then Theorem 7.3 gives a constant R ′ > 0 depending only on K, L, S and T , and thus only on S, T and X. Observe that for a ∈ (0, 1] we have |a| K and u a , v a ∈ C 1 (S) satisfy (13) and u 2 a + v 2 a = |∂f a | 2 X 2 < L 2 , by (81). Thus Theorem 7.3 applies to u a , v a . From (75) and (76) we deduce that
Now v a C 0 X by (81), and |y| Y . Therefore
using |y| Y and the two equations above, and defining D as in the last line. Then D depends only on S, T and X, and the lemma is complete.
This implies that the v a , and hence the v an i , lie in a compact subset of C 0 (T ), so we can choose a convergent subsequence.
Lemma 8.4 There exists a subsequence (an
Proof. By Lemma 8.4 the functions |v an i | 5/2 v an i | T lie in a bounded subset of C 1 (T ), with bound D. Therefore, by the argument used in Proposition 8.2, there exists a subsequence (an i ) ∞ i=1 and a function h
Now the function x → |x| 5/2 x is invertible with continuous inverse. Applying this inverse to h gives v 0 ∈ C 0 (T ) with |v 0 | 5/2 v 0 = h. Thus h ∈ C 0,1 (T ) with h C 0,1 D gives the last part of the lemma. Since
The limit function v 0 turns out to be ∂f0 ∂x . 
Let i → ∞ in this equation. As (an i ) ∞ i=1 is a subsequence of (a ni ) ∞ i=1 and f an i → f 0 in C 0 (S) as i → ∞, the left hand side converges to f 0 (x 2 , y)−f 0 (x 1 , y). Thus, as v an i converges uniformly to v 0 in T , we have
Differentiating this equation with respect to x 2 shows that ∂f0 ∂x exists in T • (in the classical sense, not just weakly) and equals v 0 .
As the union of such T
∂x exists in S • , and we prove:
But v 0 = ∂f0 ∂x by Lemma 8.5, and thus this limit v 0 is unique. It follows that v an i | T converges to v 0 in C 0 (T ) as i → ∞, and not just the subsequence (v an i | T ) ∞ i=1 , as otherwise we could choose another subsequence converging to a different limit.
We have seen that ∂f0 ∂x exists in T • and lies in C 0 (T • ) for any subdomain T ⊂ S • . Taking the union over all such T shows that ∂f0 ∂x exists in S • and is continuous.
Let T ⊂ S • be a subdomain. Then the convergence v an i → v 0 is uniform from above, and |v 0 | 5/2 v 0 lies in C 0,1 (T ) by Lemma 8.4. As the inverse of the function x → |x| 5/2 x is C 0,2/7 in bounded subsets of R, it is not difficult to use |v 0 | 5/2 v 0 ∈ C 0,1 (T ) to show that v 0 ∈ C 0,2/7 (T ). Finally, as every (x, y) ∈ S • lies in some such subdomain
Next we carry out a similar programme to construct a limit u 0 of the u a , this time in L 1 (S), and only a weak derivative. Proposition 8.7 There exists u 0 ∈ L 1 (S) such that u an i converges to u 0 in L 1 (S) as i → ∞. Furthermore ∂f0 ∂y = u 0 holds weakly.
Proof. By Theorem 3.6 the inclusion C 0 (S) ֒→ L 1 (S) is compact. But by (81), the u an i all lie in a bounded subset of C 0 (S). Thus they lie in a compact subset of L 1 (S), and there exists a subsequence (
Let ψ ∈ C 1 0 (S). Then as u añ i = ∂fañ i ∂y , integration by parts gives
Taking the limit as i → ∞ in this equation gives
, and ψ, ∂ψ ∂y are bounded. As this holds for all ψ ∈ C 1 0 (S) we see that ∂f0 ∂y = u 0 holds weakly, by Definition 3.4. Now weak derivatives are unique in L 1 (S). Thus the limit u 0 chosen above is unique. It follows that u an i → u 0 in L 1 (S) as i → ∞, rather than just the subsequence (u añ i ) ∞ i=1 , as otherwise we could choose another subsequence converging to a different limit. This completes the proof.
Showing that f 0 satisfies (18) weakly
Our aim is to show that f 0 satisfies (17) weakly with a = 0. To make sense of this we must rewrite (17) in divergence form as in (18), in terms of the function A(a, y, v) defined in (19). We will need the following estimate of A. Proof. Suppose v 0. Then |a| 1, |v| X and 0 < |y| Y give
Taking logs and using the first line of (19) shows that 0 A(a, y, v) E−log |y|, where E = log (X 2 + Y 2 + 1) 1/2 + X . When v 0, using the second line of (19) in the same way gives 0 A(a, y, v) log |y| − E.
But E − log |y| is integrable on S. So we prove:
The functions A(a ni , y, v an i ) for i 1 and A(0, y, v 0 ) lie in L 1 (S), and A(a ni , y, v an i ) → A(0, y, v 0 ) in L 1 (S) as i → ∞.
Proof. The A(a ni , y, v an i ) lie in C k+1,α (S) ⊂ L 1 (S) for all i. By Lemma 8.8 we have A(a ni , y, v an i ) E − log |y| for all i, where E − log |y| ∈ L 1 (S). Also v an i → v 0 pointwise in S • by Proposition 8.6, and thus A(a ni , y, v an i ) → A(0, y, v 0 ) pointwise in (x, y) ∈ S • : y = 0 , that is, except in a null set in S. Hence A(0, y, v 0 ) ∈ L 1 (S) and A(a ni , y, v an i ) → A(0, y, v 0 ) in L 1 (S) as i → ∞ by the Dominated Convergence Theorem of Lebesgue integration.
We now achieve our main goal, the weak solution of the Dirichlet problem for (18) when a = 0. Then S ǫ is a noncompact submanifold of R 2 with boundary, whose boundary is part of ∂S.
Away from Z and ∂S, f 0 is smooth and satisfies (17) classically.
Proposition 8.12 Let U be as above. Then f 0 is smooth in U and satisfies (17) in the classical sense in U with a = 0. Furthermore ∂ j f an i → ∂ j f 0 pointwise in U as i → ∞ for all j 0, and this convergence is uniform in subdomains T ⊂ U .
Let D, E be noncompact domains in R n with boundary such that E ⊂ D, and ∂E ⊂ ∂D, and the closureĒ of E in D is compact. Then if f ∈ C 0,1 (D)∩L 2 2 (D • ) satisfies a quasilinear elliptic equation Qf = 0 in D • , where Q is of the form (8) and f | ∂D = φ for some φ ∈ C 2,α (∂D), then f | E ∈ C 1,α (E) and f | E C 1,α C, where C depends only on D, E, α, upper bounds for f C 0,1 and φ C 2,α , and constants λ, Λ > 0 such that n i,j=1 a ij (x, f, ∂f )ξ i ξ j λ|ξ| 2 in D for all ξ = (ξ 1 , . . . , ξ n ) ∈ R n ,
where a ij (x, f, p), b(x, f, p) are the coefficients of Q, and ∂ p a ij is the derivative in the ∂f directions. We shall apply this result with D = S 2 −k−2 ǫ , E = S 2 −k−1 ǫ and Q as in (17). As in the proof of Proposition 8.12 we can find J > 0 and N 1 such that ∂fa n i ∂x (x, y) 2 + y 2 + a 2 ni J 2 for all (x, y) ∈ S 2 −k−2 ǫ and i N . Using this and the facts that f an i C 1 X and f an i | ∂S 2 −k−2 ǫ = φ| ∂S 2 −k−2 ǫ ∈ C k+2,α (∂S 2 −k−2 ǫ ) for all i, we can find constants such that the conditions above hold uniformly for f 0 | S 2 −k−2 ǫ and for f an i | S 2 −k−2 ǫ for i N . The result then gives a constant C 1 > 0 such that the inductive hypothesis holds for j = 1.
To prove the inductive step, following the proofs of Gilbarg and Trudinger [2, Lem. 6.18 & Th. 6 .19], one can show that if D, E are as above, 1 j < k +2 and f ∈ C 0 (D)∩C 2 (D • ) satisfies a linear elliptic equation Qf = 0 in D • , where Q is of the form (7) and f | ∂D = φ for some φ ∈ C j+1,α (∂D), then f | E ∈ C j+1,α (E) and f | E C j+1,α C, where C depends only on D, E, j, α, upper bounds for f C 0 and φ C j+1,α , and constants λ, Λ > 0 such that n i,j=1 a ij ξ i ξ j λ|ξ| 2 in D for all ξ = (ξ 1 , . . . , ξ n ) ∈ R n , a ij C j−1,α Λ, b i C j−1,α Λ and c C j−1,α Λ, where a ij , b i and c are the coefficients of Q. Suppose the inductive hypothesis holds for j, and apply the above result with D = S 2 j−k−2 ǫ , E = S 2 j−k−1 ǫ , N as in the first step, Q as in (17), and f = f 0 or f an i for i N . The coefficients a ij , b i , c are given in (79), and depend on ∂f ∂x . By induction we have ∂f ∂x | D C j−1,α C j for all the functions f we are interested in. Using this, as in the first step we can find constants such that the conditions above hold uniformly for f 0 | S 2 j−k−2 ǫ and f an i | S 2 j−k−2 ǫ for i N . The result then gives C j+1 > 0 such that the inductive hypothesis holds for j + 1.
So by induction, putting j = k + 2 we have f 0 | Sǫ ∈ C k+2,α (S ǫ ), as we have to prove, and f an i | Sǫ C k+2,α C k+2 for i N . Since 0 < β < α the inclusion C k+2,α (S ǫ ) ֒→ C k+2,β (S ǫ ) is compact, by Theorem 3.6. Thus the f an i | Sǫ for i N lie in a compact subset of C k+2,β (S), and by the usual argument involving subsequences and unique limits we see that f an i | Sǫ → f 0 | Sǫ in C k+2,β (S ǫ ). This completes the proof.
Proof. Proposition 8.15 shows that the function f 0 chosen in Proposition 8.2 is unique. Thus, the entire sequence (f an ) ∞ n=1 converges to f 0 in C 0 (S) rather than just the subsequence (f an i ) ∞ i=1 , since otherwise we could have chosen a different limit. As this is true for an arbitrary sequence (a n ) ∞ n=1 in (0, 1] this shows that f a → f 0 in C 0 (S). The other results follow in a similar way from Propositions 8.7, 8.12 and 8.14.
Main results
We now draw together all the work of this section in three theorems, the main results of the paper. The first is an analogue of Theorem 4.7 in the case a = 0. Theorem 8.17 Let S be a strictly convex domain in R 2 , and let k 0 and α ∈ (0, 1). Then for each φ ∈ C k+2,α (∂S) there exists a unique weak solution f of (18) in C 0,1 (S) with a = 0 and f | ∂S = φ, which satisfies f C 0,1 C φ C 2 for some C > 0 depending only on S.
The derivative v = ∂f ∂x exists and is continuous in S \ (x, 0) ∈ ∂S . Define Z = (x, 0) ∈ S • : v(x, 0) = 0 ∪ (x, 0) ∈ ∂S .
Then f is smooth in S • \ Z and locally C k+2,α in S \ Z, and satisfies (17) in S \ Z in the classical sense.
Combined with Propositions 4.1 and 4.4, the theorem can be used to construct large numbers of U(1)-invariant singular special Lagrangian 3-folds in C 3 . This is the principal motivation for the paper. The singularities of these special Lagrangian 3-folds will be studied in [8] .
Our second main result extends Theorem 4.8 to include the case a = 0.
Theorem 8.18 Let S be a strictly convex domain in R 2 , k 0 and α ∈ (0, 1).
Then the map C k+2,α (∂S) × R → C 0 (S) taking (φ, a) → f is continuous, where f is the unique (weak) solution of (18) with f | ∂S = φ constructed in Theorem 4.7 when a = 0, and in Theorem 8.17 when a = 0. This map is also continuous in stronger topologies on f than the C 0 topology. In particular, for domains T ⊂ S • the map C k+2,α (∂S) × R → C 0 (T ) taking (φ, a) → ∂f ∂x is continuous, and the map C k+2,α (∂S) × R → L 1 (S) taking (φ, a) → ∂f ∂y is continuous, and away from singular points of f in S when a = 0, the map (φ, a) → f is locally continuous in the C ∞ topology in S • , and in the C k+2,β topology in S, for 0 < β < α. Applying Theorems 7.1 and 7.3 to the functions f a and letting a → 0 + , as ∂u a → ∂u 0 and ∂v a → ∂v 0 pointwise in S \ Z we obtain our third main result: The good thing about this theorem is that it gives estimates of ∂u and ∂v which hold near singular points of u, v in T . Thus (66)-(69) imply, for instance, that ∂u ∂x , ∂v ∂x and ∂v ∂y grow no faster than O(|y| −1 ) and ∂u ∂y no faster than O(|y| −3/2 ) near singular points in S • . These estimates are probably unnecessarily weak.
Finally we note some things we haven't proved, but which ought to be true:
(a) We haven't shown that u 0 exists in Z, or is continuous there.
