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BOWEN ENTROPY FOR ACTIONS OF AMENABLE GROUPS
DONGMEI ZHENG AND ERCAI CHEN
Abstract. Bowen introduced a definition of topological entropy of subset inspired
by Hausdorff dimension in 1973 [1]. In this paper we consider the Bowen’s entropy
for amenable group action dynamical systems and show that under the tempered
condition, the Bowen entropy of the whole compact space for a given Følner sequence
equals to the topological entropy. For the proof of this result, we establish a vari-
ational principle related to the Bowen entropy and the Brin-Katok’s local entropy
formula for dynamical systems with amenable group actions.
1. Introduction
Let (X,G) be a G−action topological dynamical system, where X is a compact
metric space with metric d and G a topological group. In this paper, we assume G is
a discrete countable amenable group. Recall that a group G is amenable if it admits
a left invariant mean(a state on `∞(G) which is invariant under left translation by G).
This is equivalent to the existence of a sequence of finite subsets {Fn} of G which are
asymptotically invariant, i.e.,
lim
n→+∞
|Fn M gFn|
|Fn| = 0, for all g ∈ G.
Such sequences are called Følner sequences. For the detail of amenable group actions,
one may refer to Ornstein and Weisss pioneering paper [9].
The topological entropy of (X,G) is defined in the following way.
Let U be an open cover of X, the topological entropy of U is
htop(G,U) = lim
n→+∞
1
|Fn| logN
(UFn),
where UFn =
∨
g∈Fn g
−1U . It is shown that htop(G,U) is not dependent on the choice
of the Følner sequences {Fn}. And the topological entropy of (X,G) is
htop(X,G) = sup
U
htop(G,U),
where the supremum is taken over all the open covers of X.
Bowen [1] introduced a definition of topological entropy on subsets inspired by Haus-
dorff dimension. For an amenable group action dynamical system (X,G), we define
the Bowen topological entropy in the following way.
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2 DONGMEI ZHENG AND ERCAI CHEN
Let {Fn} be a Følner sequence in G and U be a finite open cover of X. Denote
diam(U) := max{diam(U) : U ∈ U}. For n ≥ 1 we denote byWFn(U) the collection of
families U = {Ug}g∈Fn with Ug ∈ U . For U ∈ WFn(U) we call the integer m(U) = |Fn|
the length of U and define
X(U) =
⋂
g∈Fn
g−1Ug
= {x ∈ X : gx ∈ Ug for g ∈ Fn}.
For Z ⊂ X, we say that Λ ⊂ ⋃n≥1WFn(U) covers Z if ⋃U∈ΛX(U) ⊃ Z. For s ∈ R,
define
M(Z,U , N, s, {Fn}) = inf
Λ
{
∑
U∈Λ
exp(−sm(U))}
and the infimum is taken over all Λ ⊂ ⋃j≥NWFj(U) that covers Z. We note that
M(·,U , N, s, {Fn}) is a finite outer measure on X, and
M(Z,U , N, s, {Fn}) = inf{M(C,U , N, s, {Fn}) : C is an open set that contains Z}.
M(Z,U , N, s, {Fn}) increases as N increases. Define
M(Z,U , s, {Fn}) = lim
N→+∞
M(Z,U , N, s, {Fn})
and
hBtop(U , Z, {Fn}) = inf{s :M(Z,U , s, {Fn}) = 0}
= sup{s :M(Z,U , s, {Fn}) = +∞}.
Set
hBtop(Z, {Fn}) = supU h
B
top(U , Z, {Fn}),
where U runs over finite open covers of Z. We call hBtop(Z, {Fn}) the Bowen topological
entropy of (X,G) restricted to Z or the Bowen topological entropy of Z(w.r.t. the
Følner sequence {Fn}).
Similar to the Bowen topological entropy of subsets for Z−actions(see, for example,
Pesin [10]), it is easy to show that
hBtop(Z, {Fn}) = lim
diam(U)→0
hBtop(U , Z, {Fn}).
So the Bowen topological entropy can be defined in an alternative way.
For a finite subset F in G, we denote by
BF (x, ) = {y ∈ X : dF (x, y) < }
= {y ∈ X : d(gx, gy) < , for any g ∈ F}.(1.1)
For Z ⊆ X, s ≥ 0, N ∈ N, {Fn} a Følner sequence in G and  > 0, define
M(Z,N, , s, {Fn}) = inf
∑
i
exp(−s|Fni |),
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where the infimum is taken over all finite or countable families {BFni (xi, )} such that
xi ∈ X,ni ≥ N and
⋃
iBFni (xi, ) ⊇ Z. The quantity M(Z,N, , s, {Fn}) does not
decrease as N increases and  decreases, hence the following limits exist:
M(Z, , s, {Fn}) = lim
N→+∞
M(Z,N, , s, {Fn}),M(Z, s, {Fn}) = lim
→0
M(Z, , s, {Fn}).
Bowen topological entropy hBtop(Z, {Fn}) can be equivalently defined as the critical
value of the parameter s, where M(Z, s, {Fn}) jumps from +∞ to 0, i.e.,
M(Z, s, {Fn}) =
{
0, s > hBtop(Z, {Fn}),
+∞, s < hBtop(Z, {Fn}).
In [1] Bowen showed that htop(X,T ) = h
B
top(X,T ) for any compact metric dynamical
system (X,T ). It nature to ask: Does this result also hold for the amenable group
action system (X,G)?
In this paper, we will prove this under certain condition on the Følner sequences.
Although this is a topological problem, our proof uses a measure-theoretic way.
A Følner sequence {Fn} in G is said to be tempered (see Shulman [11]) if there exists
a constant C which is independent of n such that
|
⋃
k<n
F−1k Fn| ≤ C|Fn|, for any n.(1.2)
In Lindenstrauss [5], (1.2) is also called Shulman Condition.
Now we state our main theorem as follows.
Theorem 1.1 (Main result). Let (X,G) be a compact metric G−action topological
dynamical system and G a discrete countable amenable group, then for any tempered
Følner sequence {Fn} in G with the increasing condition
(1.3) lim
n→+∞
|Fn|
log n
=∞,
we have
hBtop(X, {Fn}) = htop(X,G).
2. Local entropy and Brin-Katok’s entropy formula
In this section, we will prove Brin-Katok’s entropy formula [2] for amenable group
action dynamical systems. The statement of this formula is the following.
Theorem 2.1 (Brin-Katok’s entropy formula: ergodic case). Let (X,G) be a compact
metric G−action topological dynamical system and G a discrete countable amenable
group. Let µ be a G−ergodic Borel probability measure on X and {Fn} a tempered
Følner sequence in G with the increasing condition (1.3), then for µ almost everywhere
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x ∈ X,
lim
δ→0
lim inf
n→+∞
− 1|Fn| log µ(BFn(x, δ))
= lim
δ→0
lim sup
n→+∞
− 1|Fn| log µ(BFn(x, δ)) = hµ(X,G).
Since this formula gives an alternative definition for metric entropy(known as local
entropy), we give the following definition of local entropy in amenable group action
case.
Definition 2.2. Let (X,G) be a compact metric G−action topological dynamical
system and G a discrete countable amenable group. Denote by M(X) the collection of
Borel probability measures on X. For any µ ∈ M(X), x ∈ X,n ∈ N,  > 0 and {Fn}
any Følner sequence in G, denote by
hlocµ (x, , {Fn}) = lim inf
n→+∞
− 1|Fn| log µ(BFn(x, )).
Then the (lower) local entropy of µ at x (along {Fn}) is defined by
hlocµ (x, {Fn}) = lim
→0
hlocµ (x, , {Fn})
and the (lower) local entropy of µ is defined by
hlocµ ({Fn}) =
∫
X
hlocµ (x, {Fn})dµ.
Similarly, we can define the upper local entropy.
For the proof of Theorem 2.1, we need the following classic results in ergodic theory
for amenable group actions.
Let (X,G, µ) be a measure-theoretic G−action dynamical system where G is a dis-
crete countable amenable group and µ is a G−ergodic Borel probability measure on
X. The ergodic theorem states that,
Theorem 2.3 (E. Lindenstrauss [5], see also B. Weiss [13]).
Let (X,G, µ) be an ergodic G−system, {Fn} be a tempered Følner sequence in G and
f ∈ L1(X,B, µ). Then
lim
n→+∞
1
|Fn|
∑
g∈Fn
f(gx) =
∫
X
f(x)dµ,
almost everywhere and in L1.
Let P be a finite measurable partition of X. For a finite subset F in G, we denote
by PF =
∨
g∈F g
−1P . Then the classical measure-theoretical entropy of P is defined by
hµ(G,P) = lim inf
n→+∞
1
|Fn|H(PFn),
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where {Fn} is any Følner sequence in G and the definition is independent of the spe-
cific Følner sequence {Fn}. The measure-theoretical entropy of the system (X,G, µ),
hµ(X,G), is the supremum of hµ(G,P) over P .
For x ∈ X, let P(x) denote the atom in P that contains x. Now we recall the
classical Shannon-McMillan-Breiman theorem for ergodic G−systems.
Theorem 2.4 (Shannon-McMillan-Breiman(SMB) theorem, see [5, 13]). Let (X,G, µ)
be an ergodic G−system. For any tempered Følner sequence {Fn} in G with lim
n→+∞
|Fn|
logn
=
∞ and any finite measurable partition P of X,
lim
n→+∞
− 1|Fn| log µ(PFn(x)) = hµ(G,P),
for µ almost everywhere x ∈ X.
Now we give the proof of Brin-Katok’s entropy formula for amenable group action
systems.
Proof of Theorem 2.1. Let h = hµ(X,G). We first prove for µ-a.e. x ∈ X,
lim
δ→0
lim sup
n→+∞
− 1|Fn| log µ(BFn(x, δ)) ≤ hµ(X,G).
Let δ > 0 be given and let ξ be a finite measurable partition of X such that the
diameter of every set in ξ is less than δ. Then by SMB theorem, for µ-a.e. x ∈ X,
lim
n→∞
− 1|Fn| log µ(ξFn(x)) = hµ(G, ξ) ≤ hµ(X,G).
Since ξFn(x) ⊂ BFn(x, δ), we have that for µ-a.e. x ∈ X,
lim sup
n→+∞
− 1|Fn| log µ(BFn(x, δ)) ≤ hµ(X,G)
for ever δ.
Now we show that
lim
δ→0
lim inf
n→+∞
− 1|Fn| log µ(BFn(x, δ)) ≥ hµ(X,G).
For any  > 0, let ξ be a finite measurable partition of X such that
hµ(G, ξ) = h˜ > h− 
and µ(∂ξ) = 0, where ∂ξ is the union of the boundaries of atoms of ξ. Then ∀1 > 0, for
sufficiently small δ > 0, the δ−neiborghhood of ∂ξ (denoted by Uδ) can have measure
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less than 1. By the ergodic theorem,
1
|Fn|
∑
g∈Fn
χUδ(gx) converges to µ(Uδ) a.e.. Since
{x ∈ X : lim
n→+∞
1
|Fn|
∑
g∈Fn
χUδ(gx) = µ(Uδ)}
⊂{x ∈ X : lim
n→+∞
1
|Fn|
∑
g∈Fn
χUδ(gx) < 1}
=
⋃
N∈N
{x ∈ X : ∀n > N, 1|Fn|
∑
g∈Fn
χUδ(gx) < 1}
,
⋃
N∈N
EN
and EN increases, for sufficiently large N , whence n > N ,
µ({x ∈ X : ∀n′ ≥ n,
∑
g∈Fn′
χUδ(gx) < 1|Fn′|}) > 1− .(2.1)
By the SMB Theorem 2.4, − 1|Fn| log µ(ξFn(x)) converges to h˜ a.e.. Hence by the same
argument as above, for sufficiently large N , whence n > N ,
µ({x ∈ X : ∀n′ ≥ n,− 1|Fn′| log µ(ξFn′ (x)) > h˜− }) > 1− .(2.2)
Let
E ={x ∈ X : ∀n′ ≥ n,
∑
g∈Fn′
χUδ(gx) < 1|Fn′|}(2.3)
⋂
{x ∈ X : ∀n′ ≥ n,− 1|Fn′| log µ(ξFn′ (x)) > h˜− }.
Then for any n > N , µ(E) > 1− 2.
Let wξ,Fn(x) = (ξ(gx))g∈Fn be the (ξ, Fn)−name of x. For any y ∈ B(x, δ), we have
that either ξ(x) = ξ(y) or x ∈ Uδ(ξ). Hence if x ∈ E and y ∈ BFn(x, δ), then the
Hamming distance between wξ,Fn(x) and wξ,Fn(y) is less than 1. This implies that
when x ∈ E,
BFn(x, δ) ⊂
⋃
{ξFn(y) : wξ,Fn(y) is 1 − close to wξ,Fn(x) under Hamming metric}.
By Stirling’s formula, the total number of such (ξ, Fn)−names, denoted by Ln, can
be estimated by:
Ln ≤
b1|Fn|c∑
j=0
Cj|Fn|(#ξ − 1)j ≤ exp(K|Fn|),
where K can be chosen as
K =
1

(
1 + 1 log(#ξ − 1)− 1 log 1 − (1− 1) log(1− 1)
)
+ 2.
For the calculation of K, one may refer to [6] or [2].
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We now note that K > 2 is a constant only dependent on #ξ,  and 1 but inde-
pendent of x and n. Moreover, K tends to 0 while  tends to 0 (this can be done by
making 1 sufficiently small for fixed ).
Let
Dn = {x ∈ E : µ(BFn(x, δ)) > exp((−h˜+ 3K)|Fn|)}.
If we can prove that
∑∞
n=N µ(Dn) < ∞, then apply the Borel-Cantelli Lemma: for
a.e. x ∈ E,
lim inf
n→+∞
− 1|Fn| log µ(BFn(x, δ)) ≥ h˜− 3K ≥ h− (3K + 1).
Hence we can obtain
lim
δ→0
lim inf
n→+∞
− 1|Fn| log µ(BFn(x, δ)) ≥ hµ(X,G).
Now we estimate the measure of Dn.
For any x ∈ Dn, in those Ln−many (ξ, Fn)−names which are 1−close to wξ,Fn(x) in
Hamming distance, there exists at least one corresponding atom of ξFn whose measure
is greater than exp((−h˜+ 2K)|Fn|). The total number of such atoms will not exceed
exp(h˜ − 2K|Fn|). Hence Qn, the total number of elements in ξFn that intersect Dn,
satisfies:
Qn ≤ Ln exp((h˜− 2K)|Fn|) ≤ exp((h˜−K)|Fn|).
Let Sn denote the total measure of such Qn elements of ξFn whose intersections with
E have positive measure. Then from (2.3),
Sn ≤ Qn exp((−h˜+ )|Fn|) ≤ exp((−K+ )|Fn|),
which follows that
µ(Dn) ≤ Sn ≤ exp((−K+ )|Fn|).
From the increasing condition (1.3), for sufficiently large N , whenever n ≥ N , |Fn|
logn
≥
2
(K−1) holds. Then exp((−K + )|Fn|) ≤ n−2 and hence
∑∞
n=N µ(Dn) ≤
∑∞
n=N Sn <
∞. Thus the proof is completed. 
3. A variational principle for Bowen entropy
In this section we will show that there exists a variational principle between Bowen
topological entropy and (lower) local entropy.
Theorem 3.1. Let (X,G) be a compact metric G−action topological dynamical system
and G a discrete countable amenable group. If K ⊆ X is non-empty and compact and
{Fn} a sequence of finite subsets in G with the increasing condition lim
n→+∞
|Fn|
logn
= ∞,
then
hBtop(K, {Fn}) = sup{hlocµ ({Fn}) : µ(K) = 1},
where the supremum is taken over µ ∈M(X), the Borel probability measures on X.
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We remark here that in this theorem, we do not need {Fn} to be a Følner sequence.
For the proof of this theorem, we use the method from [4], which extends the ideas
and techniques from geometric measure theory (cf. [3, 7]) to dynamical system.
We first introduce the so-called weighted entropy for system (X,G) in the following
way. Let {Fn} be a sequence of finite subsets in G with |Fn| tends to infinity. For any
function f : X → [0,+∞), N ∈ N and  > 0, define
W(f,N, , s, {Fn}) = inf
∑
i
ci exp(−s|Fni |),
where the infimum is taken over all finite or countable families {(BFni (xi, ), ci)} such
that 0 < ci < +∞, xi ∈ X,ni ≥ N and
∑
i ciχBFni (xi,)
≥ f.
For Z ⊂ X and f = χZ we set W(Z,N, , s, {Fn}) = W(χZ , N, , s, {Fn}). The
quantity W(Z,N, , s, {Fn}) does not decrease as N increases and  decreases, hence
the following limits exist:
W(Z, , s, {Fn}) = lim
N→+∞
W(Z,N, , s, {Fn}),W(Z, s, {Fn}) = lim
→0
W(Z, , s, {Fn}).
Clearly, there exists a critical value of the parameter s, which we will denote by
hWBtop (Z, {Fn}), where W(Z, s, {Fn}) jumps from +∞ to 0, i.e.
W(Z, s, {Fn}) =
{
0, s > hWBtop (Z, {Fn}),
+∞, s < hWBtop (Z, {Fn}).
We call hWBtop (Z, {Fn}) the weighted Bowen topological entropy along {Fn} restricted
to Z or, simply, the weighted Bowen topological entropy of Z along {Fn}.
Now we will consider the relation between the Bowen topological entropy and the
weighted Bowen topological entropy. It is clear that if we take f = χZ and ci = 1, then
the following holds.
Proposition 3.2. W(Z,N, , s, {Fn}) ≤ M(Z,N, , s, {Fn}), for any s,  > 0 and
N ∈ N.
By alternating some parameters, we can get
Proposition 3.3. M(Z,N, 6, s + δ, {Fn}) ≤ W(Z,N, , s, {Fn}), for any s, , δ > 0
and sufficient large N ∈ N.
The proof is similar to Proposition 3.2 of [4]. But we should remark here that
condition (1.3) ensures the existence of the parameter N .
Proof of Proposition 3.3. From the increasing condition (1.3), there exists N > 2, such
that for n ≥ N , |Fn|
lnn
≥ 2δ−1. Then e−δ|Fn| ≤ n−2 and hence ∑∞n=N e−δ|Fn| < 1.
Let {(BFni (xi, ), ci)}i∈I be a countable family such that I ⊂ N, xi ∈ X, 0 < ci <
+∞, ni ≥ N and ∑
i∈I
ciχBi ≥ χZ ,
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where Bi := BFni (xi, ). Then we will show that
M(Z,N, 6, s+ δ, {Fn}) ≤
∑
i∈I
ci exp(−s|Fni |),
and hence
M(Z,N, 6, s+ δ, {Fn}) ≤ W(Z,N, , s, {Fn}).
Decompose I into subsets In := {i ∈ I : ni = n} and the finite subsets In,k =
{i ∈ In : i ≤ k} for n ≥ N and k ∈ N. Write for brevity Bi := BFni (xi, ) and
5Bi := BFni (xi, 5) for i ∈ I. We may assume Bi’s are mutually different. For t > 0,
set
Zn,t = {x ∈ Z :
∑
i∈In
ciχBi(x) > t}
and
Zn,k,t = {x ∈ Z :
∑
i∈In,k
ciχBi(x) > t}.
For Zn,k,t, we may assume that each ci is a positive integer. Since In,k is finite and
by approximating the ci’s from above, we may first assume ci’s are positive rational
numbers. Also notice that Zn,k,dt for dci’s is equal to Zn,k,t for ci’s, so multiplying with
a common denominator d, we may assume that each ci is a positive integer. Let m
be the least integer with m ≥ t. Denote B = {Bi, i ∈ In,k} and define u : B → Z by
u(Bi) = ci. We define by induction integer-valued functions v0, v1, · · · , vm on B and
sub-families B1, · · · ,Bm of B starting with v0 = u. Using the classical 5r-coving Lemma
in fractal geometry (see, for example, Theorem 2.1 of [7]), taking the metric dFn instead
of d, there exists a pairwise disjoint subfamily B1 of B such that
⋃
B∈B B ⊂
⋃
B∈B1 5B,
and hence Zn,k,t ⊂
⋃
B∈B1 5B. Repeating this process, we can define inductively for
j = 1, · · · ,m, disjoint subfamilies Bj of B such that
Bj ⊂ {B ∈ B : vj−1(B) ≥ 1}, Zn,k,t ⊂
⋃
B∈Bj
5B
and the functions vj such that
vj(B) =
{
vj−1(B)− 1 for B ∈ Bj,
vj−1(B) for B ∈ B \ Bj.
Since for j < m,Zn,k,t ⊂ {x :
∑
B∈B:B3x vj(B) ≥ m − j}, whenever every x ∈ Zn,k,t
belongs to some ball B ∈ B with vj(B) ≥ 1, the above inductive process works. Thus
m∑
j=1
#(Bj)e−s|Fn| =
m∑
j=1
∑
B∈Bj
(vj−1(B)− vj(B))e−s|Fn|
≤
∑
B∈B
m∑
j=1
(vj−1(B)− vj(B))e−s|Fn|
≤
∑
B∈B
u(B)e−s|Fn| =
∑
i∈In,k
cie
−s|Fn|.
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Choose j0 ∈ {1, · · · ,m} such that #(Bj0) is the smallest. Then
#(Bj0)e−s|Fn| ≤
1
m
∑
i∈In,k
cie
−s|Fn| ≤ 1
t
∑
i∈In,k
cie
−s|Fn|.
This shows that: for each n ≥ N, k ∈ N and t > 0, there exists a finite set Jn,k,t ⊂
In,k such that the balls Bi (i ∈ Jn,k,t) are pairwise disjoint, Zn,k,t ⊂
⋃
i∈Jn,k,t 5Bi and
#(Jn,k,t)e−s|Fn| ≤ 1
t
∑
i∈In,k
cie
−s|Fn|.
Now assume Zn,t 6= ∅. Since Zn,k,t ↑ Zn,t, Zn,k,t 6= ∅ when k is large enough. Let
Jn,k,t be the sets constructed above. Then Jn,k,t 6= ∅ when k is large enough. Define
En,k,t = {xi : i ∈ Jn,k,t}. Note that the family of all non-empty compact subsets of X is
compact with respect to the Hausdorff distance. It follows that there is a subsequence
{kj} of natural numbers and a non-empty compact set En,t ⊂ X such that En,kj ,t
converges to En,t in the Hausdorff distance as j → +∞. Since any two points in En,k,t
have a distance (with respect to dFn) no less than , so do the points in En,t. Thus En,t
is a finite set, moreover, #(En,kj ,t) = #(En,t) when j is large enough. Hence⋃
x∈En,t
BFn(x, 5.5) ⊃
⋃
x∈En,kj,t
BFn(x, 5) =
⋃
i∈Jn,kj,t
5Bi ⊃ Zn,kj ,t
when j is sufficiently large, and thus
⋃
x∈En,t BFn(x, 6) ⊃ Zn,t. Since #(En,kj ,t) =
#(En,t) when j is large enough, we have #(En,t)e
−s|Fn| ≤ 1
t
∑
i∈In cie
−s|Fn|. This forces
M(Zn,t, N, 6, s+ δ, {Fn}) ≤ #(En,t)e−(s+δ)|Fn|
≤ 1
eδ|Fn|t
∑
i∈In
cie
−s|Fn|.
Since
∑∞
n=N e
−δ|Fn| < 1, we can deduce that Z ⊂ ⋃∞n=N Zn,e−δ|Fn|t for any t ∈ (0, 1).
And also note that M(Z,N, , s, {Fn}) is an outer measure of X, we have
M(Z,N, 6, s+ δ, {Fn}) ≤
∞∑
n=N
M(Zn,e−δ|Fn|t, N, 6, s+ δ, {Fn})
≤
∞∑
n=N
1
t
∑
i∈In
cie
−s|Fn|
=
1
t
∑
i∈I
cie
−s|Fni |.
Hence
M(Z,N, 6, s+ δ, {Fn}) ≤
∑
i∈I
cie
−s|Fni |.
This finishes the proof of the proposition. 
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The following is a dynamical Frostman’s lemma related to the weighted Bowen en-
tropy in the amenable group action case.
Lemma 3.4. Let K be a non-empty compact subset of X. Let s ≥ 0, N ∈ N and
 > 0. Suppose that c := W(K,N, , s, {Fn}) > 0. Then there is a Borel probability
measure µ on X such that µ(K) = 1 and
µ(BFn(x, )) ≤
1
c
e−s|Fn|,∀x ∈ X,n ≥ N.
Proof. For the proof one may refer to Lemma 3.4 of [4] and we omit it here. 
Proof of Theorem 3.1. For any µ ∈M(X) with µ(K) = 1, x ∈ X,n ∈ N and  > 0,
recall that
hlocµ (x, , {Fn}) = lim inf
n→+∞
− 1|Fn| log µ(BFn(x, )).
Since hlocµ (x, , {Fn}) is nonnegative and increases as  decreases, by the monotone
convergence theorem,
lim
→0
∫
X
hlocµ (x, , {Fn})dµ =
∫
X
hlocµ (x, {Fn})dµ = hlocµ ({Fn}).
Fix  > 0 and ` ∈ N. Denote u` = min{`,
∫
X
hlocµ (x, , {Fn})dµ − 1`}. Then there
exist a Borel set A` ⊂ X with µ(A`) > 0 and N ∈ N such that
µ(BFn(x, )) ≤ e−u`|Fn|, ∀x ∈ A`, n ≥ N.
Now let {BFni (xi, /2)} be a countable or finite family such that xi ∈ X,ni ≥ N and⋃
iBFni (xi, /2) ⊃ K ∩A`. We may assume that for each i, BFni (xi, /2)∩K ∩A` 6= ∅,
and choose yi ∈ BFni (xi, /2) ∩K ∩ A`. Then we have∑
i
e−u`|Fni | ≥
∑
i
µ(BFni (yi, )) ≥
∑
i
µ(BFni (xi, /2)) ≥ µ(K ∩ A`) = µ(A`) > 0
and it follows that
M(K, u`, {Fn}) ≥M(K, u`, N, /2, {Fn}) ≥M(K ∩ A`, u`, N, /2, {Fn}) ≥ µ(A`).
Therefore hBtop(K, {Fn}) ≥ u`.
Letting `→ +∞, we have the inequality
hBtop(K, {Fn}) ≥
∫
X
hlocµ (x, , {Fn})dµ.
Hence hBtop(K, {Fn}) ≥ hlocµ ({Fn}).
Now we will show that
hBtop(K, {Fn}) ≤ sup{hlocµ ({Fn}) : µ ∈M(X), µ(K) = 1}.
We can assume that hBtop(K, {Fn}) > 0. By Proposition 3.2 and 3.3, hWBtop (K, {Fn}) =
hBtop(K, {Fn}). Let 0 < s < hBtop(K, {Fn}). Then there exist  > 0 and N ∈ N such that
c := W(K,N, , s, {Fn}) > 1. By Lemma 3.4, there exists µ ∈ M(X) with µ(K) = 1
such that µ(BFn(x, )) ≤ 1ce−s|Fn| for any x ∈ X and n ≥ N . Clearly hlocµ (x, {Fn}) ≥
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hlocµ (x, , {Fn}) ≥ s for each x ∈ X and hence hlocµ ({Fn}) =
∫
X
hlocµ (x, {Fn})dµ(x) ≥ s.
This finishes the proof of the theorem. 
4. Proof of the main resultes
Now we give the proof of Theorem 1.1.
We first prove that for any Følner sequence {Fn} and any open cover U ,
hBtop(U , X, {Fn}) ≤ htop(G,U).
Let V be a subcover of UFn with minimal cardinality. We can write V = {X(U) :
U ∈ Λ}, where Λ ⊂ WFn(U). Then the cardinality of Λ equals to N(UFn). Hence∑
U∈Λ
exp(−sm(U)) = N(UFn)e−s|Fn|,
which implies that
M(X,U , s, {Fn}) ≤ exp
(
(−s+ 1|Fn| logN(UFn))|Fn|
)
.
If s is larger than htop(G,U), M(X,U , s, {Fn}) = 0. So hBtop(U , X, {Fn}) ≤ htop(G,U).
In the following we show that hBtop(X, {Fn}) ≥ htop(X,G) for tempered Følner se-
quence {Fn} with lim
n→+∞
|Fn|
logn
= ∞. For the proof we need the following classical
variational principle for amenable group action dynamical systems, see [8, 12].
Theorem 4.1 (Variational principle for topological entropy).
htop(X,G) = sup
µ∈M(X,G)
hµ(X,G) = sup
µ∈E(X,G)
hµ(X,G),
where M(X,G) and E(X,G) are the collection of G−invariant and G−ergodic Borel
probability measures of X respectively.
We note that all the entropies in the above theorem do not dependent on the choice
of Følner sequence.
Then by Theorem 2.1, 3.1 and 4.1,
htop(X,G) = htop(X,G, {Fn})
= sup{hµ(X,G, {Fn}) : µ ∈ E(X,G)}
= sup{hlocµ ({Fn}) : µ ∈ E(X,G)}
≤ sup{hlocµ ({Fn}) : µ ∈M(X)}
= hBtop(X, {Fn}),
where htop(X,G, {Fn}) and hµ(X,G, {Fn}) denote the topological entropy and measure
theoretic entropy of (X,G) for the Følner sequence {Fn} respectively. This completes
the proof of Theorem 1.1.
To end this paper, we ask the following question:
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Question 4.2. Can Theorem 1.1 be proved through a pure topological way?
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