Heterogeneity is one of cancer's most fundamental features. Consequently, patient stratification based on biomarkers of drug response is needed for effective anti-cancer therapy. However, lessons from the past indicate single gene-drug response associations are rare and/or often fail to achieve a significant impact in clinic. In this context, Machine Learning (ML) is emerging as a particularly promising complementary approach to precision oncology. Here we analyse comprehensive Patient-Derived Xenograft (PDX) pharmacogenomic data sets with purposelydesigned ML algorithms. Results show that combining multiple gene alterations via ML leads to better discrimination between sensitive and resistant PDXs in 19 of the 26 analysed cases.
INTRODUCTION
It is now well-established that the efficacy of cancer drugs is strongly patient-dependent.
Whereas analgesics such as Cox-2 inhibitors show efficacy in 80% of patients, on average only 25% of oncological patients actually respond to cancer drugs 1 . Consequently, there is a great need to find accurate ways to predict which cancer patients will respond to a given anti-cancer treatment. The predominant approach to date has been to identify a specific somatic mutation to act as single-gene biomarker discriminating between therapy responders and non-responders 2 .
Such a predictive biomarker is commonly referred to as an actionable mutation (either a point mutation, deletion or amplication of a specific gene in the tumour sample). Despite being able to predict response to some drugs 3, 4 , most patients cannot benefit from single-gene markers because these have not been found for the vast majority of drugs 5, 6 . Moreover, the marker of a drug has generally been found predictive on a particular cancer type, which means that it might not be predictive of response on patients from other types 7 .
Not only are these simple drug-gene associations rare, but they are also not strong predictors of drug response in most cases. For example, the mutational status of EGFR in Non-Small Cell Lung Cancer (NSCLC) is a FDA-approved marker of response to Erlotinib 2, 8 .The response rate in EGFR-mutant NSCLC tumours was found to be only 16% in this study 8 (i.e. a 16% precision). Low precision may be due to the interplay of a range of confounding factors, acting on either the same gene (e.g. low expression of mutant EGFR) or other genes (e.g. resistanceinducing mutations in the TP53 gene 9 ). The same study unveiled that 67% of the responsive patients were not correctly identified as such, which corresponds to a 33% recall, due to their NSCLC tumours not being EGFR-mutant. This means that two-thirds of NSCLC patients responded to Erlotinib by molecular mechanisms that do not involve EGFR mutations. The Matthews Correlation Coefficient (MCC) summarises both types of error (false positives and false negatives, whose numbers are inversely proportional to precision and recall, respectively) into a single performance metric. This single-gene marker obtained a MCC of just 0.11, which is slightly better than random classification (MCC=0) and very far from perfect classification (MCC=1). Figure 1 clarifies the limitations of this single-gene marker further.
While precision and recall vary depending on the drug and its actionable mutation, the example above is representative in that the values of these metrics are generally quite modest 5, 6 .
Furthermore, it is widely believed that a suitable cancer treatment can only be predicted for those patients who have one of such actionable mutations 5 . We argue however that single-gene markers of drug response constitute only one possible approach to precision oncology.
Consequently, more patients could benefit from taking an alternative approach that instead captures the interplay between multiple gene alterations that cooperately control treatment response within tumours of a specific cancer type.
A promising alternative to single-gene markers is the application of Machine Learning (ML) 10 to learn which combinations of gene alterations are most predictive of in vivo tumour response to a given treatment. ML algorithms can build in silico models with higher precision (i.e. fewer false positives) by learning which gene alterations, other than the single actionable mutation, influence drug response and how. Regarding increasing recall (i.e. fewer false negatives), ML can potentially learn all the different ways with which tumours of a given cancer type respond to a specific anti-cancer therapy. In that case, ML models would correctly identify not only responders with the actionable mutation as the single-gene marker, but also the responders that are wild-type for that gene. Moreover, ML can provide predictive multi-gene models for some of the many drugs for which a single somatic mutation is simply not enough to predict tumour response 11, 12 .
Unfortunately, the limiting factor for the application of ML to this problem is the availability of relevant data. Although the public release of new clinical pharmacogenomics data sets to power precision oncology is often promised, drug response data is typically excluded from these sets or at the very least limited to a few drug treatments. For example, the first release of the AACR Project Genie 13 contained 19,000 molecularly-profiled tumour samples from various cancer types. However, the responses of the corresponding cancer patients to the administered treatments are still withheld to this date. Even if that information was revealed, cancer patients usually receive drug combinations and several lines of therapy after sample collection, hampering direct associations. This hindrances the discovery of new predictors of drug response. Deep molecular profiling, with no functional information, is only part of the puzzle.
In this context, Patient-Derived Xenograft (PDX) models are of great importance to complement clinical data [14] [15] [16] [17] . Indeed, PDXs effectively capture patient-to-patient response variability to anti-cancer therapy 18, 19 . In addition, these preclinical tools faithfully conserve the intra-and inter-tumoral heterogeneity observed in the originating cancer sample and the clinical population, respectively 20, 21 . Taken together, these results support the use of these PDX models in guiding clinical therapeutic decisions for a more effective cancer treatment management 22, 23 .
PDX pharmacogenomics data represents an attractive opportunity to build ML models to predict tumour response in those treatment-cancer type pairs for which clinical data sets are not available. Prominent among such data sets stands the NIBR-PDXE 23 resource for its high number of PDXs and their comprehensive profiling. Over 1000 PDXs were established, with 40% of these molecularly-profiled at three levels: whole-exome single-nucleotide variants (SNVs), copy-number alterations (CNAs) and gene expression (GEX). Importantly, some of these PDXs were also evaluated with a panel of 60 treatments, which makes these data sets amenable to ML modelling.
Here we exploit NIBR-PDXE data sets to investigate how ML can improve the prediction of in vivo drug response from tumour molecular profiles. To the best of our knowledge, this is the first time that NIBR-PDXE data is analysed with this aim. With that said, pharmacogenomics data from in vitro cell lines have already been analysed by ML algorithms with built-in feature selection such as Elastic Net (EN) 24, 25 and Random Forest (RF) 12, 26 . These algorithms either penalise or ignore those features irrelevant for predicting drug response and thus have been able to tackle to some extent the challenge posed by the intrinsic high dimensionality of pharmacogenomics data. Note that the models generated by such algorithms have the drawback of requiring all the input features to operate.
In our analysis, we will employ a new strategy, Optimal Model Complexity (OMC), to enhance the ability of RF to cope with high-dimensional data. With OMC, only a small proportion of the initially considered features will be required by the resulting model, which is beneficial in that much fewer features would have to be experimentally determined in forthcoming tumours. In addition, predictions are expected to be more accurate because RF will be no longer considering the thousands of irrelevant features that were leading to model overfitting. Lastly, in contrast to single-gene markers, which are limited by the prevalence of the corresponding actionable mutation, we will demonstrate that these models combining multiple gene alterations generally identify a higher proportion of drug-sensitive PDXs without increasing the false positive rates. This result means that many more patients could benefit from precision oncology by simply using more advanced predictive methods on existing clinical pharmacogenomics data.
RESULTS
We started the analysis by determining which drug-cancer type pairs in NIBR-PDXE 23 have sufficient data to be likely to lead to predictive models (see the Methods section). We identified 13 of such treatments in Breast Cancer (BRCA) and another set of 13 treatments in Colorectal Cancer (CRC). All but one of these 26 treatment-cancer type pairs had at least 35 PDXs, each PDX with treatment-response, SNV, CNA and GEX profiles.
Establishing the best multi-gene predictor for each treatment and cancer type pair
To perform this task, we trained and evaluated two ML algorithms on each data set using leaveone-out cross-validation (LOOCV) as detailed in the Methods section. The first algorithm is RF using all available features (RF-all), whereas the second is an OMC variant of RF to identify the most predictive features in each case (RF-OMC). To account for their stochastic nature, we trained each algorithm on each LOOCV training fold 10 times, thus obtaining 10 estimations of each performance metric per case. Note that this study always reports the median performances of each algorithm on held-out PDXs not used to train the model. For instance, each reported MCC is the median of 10 MCC determinations from 10 independent nested LOOCVs. As a baseline for comparison, we also performed the standard single-gene analysis to evaluate which genes sensitise PDXs to the treatment when an actionable SNV is detected. In particular, we identified the sensitive marker with the lowest p-value and reported its LOOCV performance.
Full results can be found in the single-gene_markers tab of the Supplementary Tables. Figure 2 shows the results for each of the 26 cases. We found out that the accuracy in predicting treatment response on left-out PDXs strongly depends on the considered treatment, molecular profile and classifier type in both cancer types. The performances of the best predictors from each case range from being slightly above what would be expected at random (MCC=0) to high in the context of this problem (MCC=0.57). In addition, a large variability is often obtained across the four molecular profiles within the ML algorithm. For each ML algorithm, we show the performance of the most predictive molecular profile for that case. As CNA is just a binarisation of the real-valued copy number (CN) profile, it is not surprising that CN is used much more often than CNA in the best models across cases (19 vs 3 models in Figure 2 , respectively). Performance also varies strongly across the three model types within a given case.
RF-OMC not only leads to more accurate predictors in 14 of the 26 cases, but these predictors merely require a very small subset of all gene alterations to operate (these concise gene lists are reported in tab RF_predictors of Supplementary Tables). By contrast, solely 5 of the 26 cases were better predicted by RF-all. Figure 2 shows that the MCCs of RF-OMC across the 13 treatments were not better than those of RF-all in CRC (P=0.47 from a one-sided paired t-test, both algorithms obtaining an average MCC of 0.19). However, RF-OMC was found to outperform RF-all in BRCA (P=0.009 from a one-sided paired t-test, average MCCs of 0.32 and 0.16, respectively). The best predictor in the remaining 7 cases was a single-gene marker.
Overall, these results stress the importance of considering several model types and profiles to predict in vivo treatment response. In the next three subsections, we further analyse the three predictors found to have the highest accuracies.
Predicting BRCA PDX response to Binimetinib
The best multi-gene predictor for BRCA PDXs treated with Binimetinib, a MEK1/2 inhibitor, was RF-OMC applied to GEX data comprising the expression values of 22,665 genes. Our analysis discarded the other three molecular profiles for Binimetinib-BRCA (SNV, CN and CNA), as they were substantially less predictive than the GEX profile in this case. RF-OMC practically offered the same performance as RF-all (MCC of 0.57 vs 0.56, respectively).
However, RF-OMC identified 14 out of these 22,665 genes as the more informative to predict BRCA PDX response to Binimetinib. The resulting RF-OMC predictions are hence optimal combinations of the expression values of only these 14 genes, whereas RF-all employs all 22,665 GEX features. Figure 3 displays the performance of this multi-gene predictor compared to that of the best single-gene marker for Binimetinib-BRCA (the mutational state of PABPC3; P=0.02). The multi-gene predictor achieves a more substantial discrimination between sensitive and resistant markers than the PABPC3 marker. This is also indicated by a higher MCC (0.57 vs 0.24).
Predicting BRCA PDX response to Paclitaxel
The best multi-gene predictor for BRCA PDXs treated with Paclitaxel was RF-OMC applied to point mutation data comprising the presence or absence of a SNV in 15,232 genes. Our analysis discarded the other three molecular profiles for Paclitaxel-BRCA (GEX, CN and CNA), for being less predictive than the SNV profile in this case. The resulting RF-OMC model employs two out of these 15,232 genes (MUC20 and UPK3BL). RF-based combination of these two mutational states provide strongly better prediction than a RF model using the mutational states of all the genes (MCCs of 0.49 and -0.07, respectively). Figure 4 visualises the high performance of this two-gene predictor on Paclitaxel-BRCA. The performance of the best single-gene marker, also shown, is very poor. This marker is the mutational state of HYDIN, a gene coding for Protein Phosphatase 1's Regulatory Subunit 31.
While we found this sensitising mutation to be the most strongly associated with the cytotoxic drug Paclitaxel in BRCA (P=0.04), its performance in left-out PDXs suggests that it is a spurious correlation.
Predicting CRC PDX response to Cetuximab
The best multi-gene predictor for CRC PDXs treated with Cetuximab was RF-OMC applied to point mutation data. The other three molecular profiles for Cetuximab-CRC (GEX, CN and CNA), were discarded for being less predictive than the SNV profile in this case. We identified four out of these 15,232 genes whose combined mutational states provide better prediction than a RF model using the mutational states of all genes (MCCs of 0.47 and 0.39, respectively). Figure 5 visualises the higher performance of this four-gene predictor on Cetuximab-CRC. The performance of the best single-gene marker, also shown, is even higher in this case. This marker is the mutational state of ACR (Acrosin), whose association to this targeted drug is the strongest across the 26 cases (P=0.0003; two-sided Fisher's exact test).
Multi-gene predictors generally offer substantially higher recall than single-gene markers
In the three cases analysed in Figures 3-5, multi-gene predictors exhibit a substantially higher recall than the corresponding best single-gene markers. More concretely, recalls of 0.91, 0.88 and 0.81 (multi-gene) versus recalls of 0.68, 0.00 and 0.56 (single-gene). Figure 6 shows that this is actually a strong general trend: 23 out of 26 studied cases have a higher proportion of correctly predicted sensitive PDXs using the multi-gene markers.
In the three cases that do not follow this trend, a slightly higher proportion of correctly predicted sensitive PDXs was found using single-gene markers. The first case is BGJ398-BRCA and its best single-gene marker is the drug-gene association BGJ398-KIF20B. The other two cases are in CRC and have as best markers the following drug-gene associations: BYL719-TMEM184A and BYL719+LJM716-LSR.
DISCUSSION
Combining multiple gene alterations via ML has resulted in better discrimination between sensitive and resistant PDXs in 19 of the 26 analysed cases. In addition, this ML approach has determined which is the most predictive molecular profile for each treatmentcancer type pair.
Despite training on practically the same PDXs within a cancer type, we found that some treatments can be predicted much better than others (this is true for both cancer types). The results show that an effective way to improve the prediction of a given case is to evaluate several data model types. For instance, these 26 cases would have been much worse predicted if we had only considered the standard RF algorithm (see the MCCs of square signs in Figure   2 ). Likewise, the same undesirable outcome would have been occurred if only the GEX profile had been available (see MCCs of blue signs in Figure 2 ). This new knowledge is displayed in Figure 2 and fully reported in the Supplementary Tables. Importantly, we have seen that even ML algorithms with built-in feature selection can struggle to provide predictive classification models. To further mitigate the problem of overfitting caused by high-dimensional data 27 , we have introduced and evaluated RF-OMC. Briefly, this ML-based method works by identifying the most predictive gene alterations with which to build RF models. As the dimensionality of the employed data is optimally reduced for the considered case, thousands of less informative gene alterations are not included in model building. Consequently, these irrelevant features do not get to harm classifier performance. In practice we have found that OMC complements the standard version of RF on this type of problems (14 of the 26 cases were better predicted by RF-OMC).
An additional advantage of RF-OMC over standard RF models is that only a few genes need to be profiled to predict whether a PDX is responsive or not. Concise gene lists in a highly predictive model are valuable for interpretation and clinical application purposes. Take for instance the 14 genes forming part of the Binimetinib-BRCA GEX predictor (Figure 3 ). RF-OMC unveiled that this gene list is a promising starting point for mechanistic studies. Such studies would aim at explaining how the nonlinear interplay between the expression values of these genes accurately predicts BRCA PDX response to Binimetinib. On the other hand, concise gene lists permit cheaper and faster clinical implementation. For example, instead of carrying out three whole-exome molecular profiles per tumour sample, we now know that it suffices to determine the mutational status of just two genes to predict BRCA tumour response to Paclitaxel (Figure 4 ). This example also highlights that the most responsive tumours to a cytotoxic drug can also be accurately predicted. This indicates that the applicability of precision medicine in current standard of care oncological therapeutic regimes is not restricted to targeted agents, but also includes cytotoxic chemotherapy 28 .
We have also discovered that multi-gene predictors of in vivo drug response generally have higher recall than single-gene markers. The recall of a single-gene marker will be necessarily poor in all cases in which the prevalence of the mutation is much lower than the response rate.
It is therefore not surprising that the three cases where markers have higher recall than RF-OMC in Figure 6 are based on genes with high to very high prevalence (KIF20B, TMEM184A
and LSR with respective prevalence across tumours of 47%, 61% and 85%). Albeit exceptions, this general trend makes sense because a marker by construction can only detect those responsive tumours with the actionable mutation. In other words, the marker is blind to responsive tumours arising from alternative molecular mechanisms as illustrated by Figure 1 .
By contrast, a ML algorithm can implicitly learn all such mechanisms from the data itself.
Therefore, an important conclusion is that, without generating any additional data, many more patients could benefit from precision oncology by applying this ML methodology to existing clinical pharmacogenomics data.
Given the accuracy of some of these predictors, their application to translational clinical pharmacogenomics research would be highly beneficial for the biomedical community and would ultimately improve clinical decision making. Likewise, our study has made a set of data modelling recommendations that can be applied to the analysis of any similar data set. As PDXs capture the diversity and complexity of their originating tumours 8 , the translational potential of our approach to the clinical setting is anticipated. Improved predictors for Paclitaxel and Cetuximab, both of which are standards of care for breast and colon cancers, respectively should impact on cancer treatment effectiveness, and consequently clinical practice in the near future. Our approach is also a useful tool to identify improved predictors for drug responses of compounds in drug development (e.g. Binimetinib), supporting the use of ML for patient selection in clinical trials. Beyond these immediate clinical applications, an important conclusion of our study is that ML can provide specific information to improve our understanding of cancer biology. Before drug testing, ML can identify those sensitive PDXs not harbouring any actionable mutation (these would have therefore been missed by existing single-gene markers). Going further, the OMC strategy provides a concise list of gene alterations that control drug response in the considered cancer type. An alternative hypothesis explaining drug reponse can be generated by combining both streams of information.
METHODS

NIBR-PDXE data
The NIBR-PDXE data set 23 is publicly available as the Supplementary Table 1 at http://www.nature.com/nm/journal/v21/n11/full/nm.3954.html#supplementary-information.
This Excel file has five tabs named RNASeq_fpkm, copy_number, pdxe_mut_and_cn2, PCT_raw_data and PCT_curve_metrics. The first three tabs contain three molecular profiles of the xenografted tumours. The RNASeq_fpkm tab contains gene expression values. The copy number tab contains the actual copy number of each gene. Copy number is also available as a categorical variable at the pdxe_mut_and_cn2 tab (this table also contains detected mutations per gene). Around 400 PDX models were profiled at each of these omic levels. The other two tabs are for treatment response data. The raw response data tab (PCT_raw_data) includes the percentage of tumour volume change relative to tumour volume at the start of treatment (%∆TVol) of each treated PDX recorded every 3-4 days. Lastly, the processed response data tab (PCT_curve_metrics) includes the categorisation of PDX responses into one of four classes calculated from raw response data. Further information about how this data set was generated can be found in the original study 23 .
Processing treatment response data for modelling
For each treated PDX, we retrieved its category from the processed response data. We also calculated its category from raw response data as indicated by Gao et al. 23 . This calculation was based on the variables Best Response (the minimum value of %∆TVol for t ≥ 10 days) and Best the 4758 PDX-treatment pairs. Although such discrepancies were small (mostly swaps between contiguous categories) and not numerous (5.8% of the cases), we decided to use the calculated categories in these cases so that all PDX-treatment pairs were categorised following the same set of rules. Gao et al. 23 further subdivided PDX response into two classes: responders as those PDXs exhibited some level of sensitivity to the treatment (CR, PR or SD) and non-responders (PD) as those resistant to the treatment. 
Processing molecular profiling data for modelling
Processed data sets for modelling
Only a part of the PDX models from NIBR-PDXE have been both treatment-response and molecularly profiled. A previous cancer pharmacogenomics modelling study showed that it is possible to predict drug response of held-out tumours with a ML model trained on just 35 tumours 29 . As we are not aware of successful studies using smaller training sets, we focused on the two cancer types with the highest numbers of profiled PDXs per treatment, Breast Cancer (BRCA) and Colorectal Cancer (CRC), where all but one of these 26 treatment-cancer type pairs had at least 35 PDXs. Overall, a set of 13 treatments were administered to BRCA PDX models and another set of 13 treatments were administered to CRC PDX models. The first two tabs of Supplementary Table 1 state the numbers of sensitive and resistant PDXs per treatment for BRCA and CRC, respectively.
Measuring the predictive performance of a classifier
The pharmacogenomics data set for a given cancer type, molecular profile and the i th treatment can be represented as
Where is a high-dimensional vector with the features from the considered profile and the i th treatment has been administered to n i PDX models. In these binary classification problems, positive data instances are PDXs sensitive to the considered treatment (class=sensitive),
whereas negatives are resistant PDXs (class=resistant). Note that, while they have slightly different meanings, we use the terms responder and sensitive PDX interchangeably as it is customary (same applies to the terms non-responder and resistant PDX).
Each of these data sets is employed to train classifiers to predict the class of a PDX from its corresponding molecular profile. Predictive performance is always reported on PDXs not used to train the classifier making the predictions. In particular, classifiers not employing model selection are evaluated with standard leave-one-out cross-validation (LOOCV). Moreover, classifiers employing model selection are evaluated with nested LOOCV to avoid overestimating their performance 30, 31 . It is worth noting that nested LOOCV is nothing but a standard LOOCV where the model optimised (selected) with the training set of a given fold is applied to the test set of that fold (i.e. instead of training and testing the same model per fold). MCC can take values from -1 to 1, where 1 means that the classifier provides perfect agreement between observed and predicted classes, -1 indicates a perfect disagreement and 0 means that the classifier performance is equivalent to that of predicting the class at random.
To investigate how the two sources of error contribute to the overall predictive performance represented by MCC, we also calculate Precision (PR) and Recall (RC) for each predictor. PR and RC are two classical metrics 33 whose definitions are:
PR = TP TP + FP RC = TP TP + FN
In this study, a PR value of 0 would mean that all the PDXs predicted sensitive by the classifier are actually resistant, whereas a PR value of 1 would indicate that all the PDXs predicted responsive were experimentally confirmed to be responsive. On the other hand, RC is 0 when none of the sensitive PDXs is correctly identified as such, whereas RC is 1 if no sensitive PDX is missed by the classifier.
Multi-gene classifiers with built-in feature selection
Some ML algorithms can construct classifiers with built-in feature selection to mitigate the impact of the high dimensionality of data on their generalisation to unseen data. Random Forest (RF) 34 is one of these algorithms, as it generates trees that ignore irrelevant features by construction and thus is often found effective in modelling high-dimensional omic data 35 . We used the recommended values for RF hyperparameters (1000 for the number of trees and the square root of the number of considered features for m try ). We preferred this to tuning these hyperparameters for each training set, as RF tuning generally results in just marginal improvements at the cost of being much more computationally expensive. As no model selection was carried out for this algorithm, standard LOOCV was performed to estimate the performance of RF using all the features (RF-all) on each data set (treatment-cancer typemolecular profile). To assess the variability introduced by the stochastic character of RF, we perform 10 repetitions of LOOCV per case, each using a different random seed.
The proportion of responsive and non-responsive PDXs changes from case to case (see tabs data_by_treatment_BRCA and data_by_treatment_CRC in the Supplementary Tables).
Although class imbalances are not strong, these could still introduce some loss in performance.
Thus, we enabled class weighting in the RF algorithm (R package 'randomForest' version 4.6-12), which counterbalances class imbalances by putting a heavier penalty on misclassifying the minority class. The misclassification penalty of the minority class was set to the proportion of the majority class, thus promoting RF trees that are equally accurate regardless of the class.
Multi-gene classifiers with optimal model complexity
An effective way to improve predictive performance is to reduce the dimensionality of the data.
Here data dimensionality can be defined as the number of considered features over the number of PDXs. One route to reduce dimensionality is hence to use more training data, but these are usually not available. An alternative route is to only consider the most informative features in the data, thus typically discarding the many thousands of less informative features (hence strongly reducing data dimensionality while retaining most the initial information content).
However, the optimal number of features and their identities depend on various factors (treatment, profile, cancer type and data set). Consequently, we designed Optimal Model Complexity (OMC) as a strategy to build ML models employing only the most relevant features. In a nutshell, OMC is made of three modules: one to rank features according to their relevance to treatment response, another to train a ML model per considered subset of features and third one to select the optimal model among those trained. Regarding ranking features, we used p-values from two-sided Fisher's exact tests to rank binary features within a given binary profile (SNV or CNA) and p-values from two-sided t-tests to rank real-valued features (GEX).
For each profile, treatment and cancer type, we considered n/2 subsets of features (n is the number of PDXs available for that case): the subset with the top 2 features, that with the top 3 features, …, that with top n/2 features and finally all features for that profile. This limit of n/2 ensures that the ML algorithm will not be challenged by high-dimensional data (i.e. all trained models will have at least two data points per considered feature), except for the run using all features intended to find out whether the case requires more than the top n/2 features. Lastly, the best among these n/2 models is selected as that with the highest LOOCV MCC. To estimate its performance, nested LOOCV MCC is calculated with model selection in the inner loop 30, 31 .
The recommended values for hyperparameters were also used for these RF-OMC models.
Single-gene markers
We identified the best single-gene marker for each of the 26 treatment-cancer type pairs using exactly the same data as RF-all and RF-OMC via LOOCV. The SNV profile was used as the source of detected somatic mutations, as there is currently a strong interest in using them as pharmacogenomic markers in oncology 5 . For each fold, the response of the PDX held-out in the test fold was predicted with the most significant sensitive marker (i.e. predicted sensitive if a SNV is detected in the marker gene, predicted resistant otherwise). Such marker was determined by calculating two-sided Fisher's exact tests across training fold PDXs, one per gene, leading to p-values and effect sizes (ϕ 36 ) for 15,232 genes. The gene with the lowest p-value among those constituting sensitive mutations (ϕ>0) was identified. The operation was repeated for each fold resulting in a LOOCV predicted class for each treated PDX and thus the LOOCV MCC for the best marker. After evaluating its predictive performance, we recalculated each best single-gene marker using now all the data so that these markers are ready to be used on forthcoming tumours. These results are in the Supplementary Tables (single-gene_marker PDXs. Strong predictors of treatment response were also found for this cancer type. However, there were fewer of these predictive models in CRC than in BRCA (five treatments were predicted with MCC>0.4 in BRCA, but only two treatments were predicted at this level in CRC). Top models are more frequently associated with CN profiles in CRC than in BRCA. It is also clear that CNA profiles, using CN as a binary feature (altered/wild type), leads to less predictive models than real-valued CN. Paclitaxel_RF-OMC-SNV obtained a much higher level of prediction than this standard procedure (MCC=-0.82, PR=0.00 and RC=0.00). treatments for CRC, multi-gene markers achieve a higher recall than the single-gene marker. These two singlegene markers with higher recall are the association BYL719-TMEM184A and the association BYL719+LJM716-LSR. Note that these three genes (KIF20B, TMEM184A and LSR) all have very high prevalence (47%, 61% and 85%, respectively) in addition to having the lowest p-value as sensitive marker in their respective cancer types.
SUPPLEMENTARY INFORMATION
Supplementary Tables: Description of processed NIBR-PDXE data and the discovered multi-omics predictors of in vivo treatment response.
