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Abstract In this paper, based on the Noda iteration, we present inexact Noda itera-
tions (INI), to find the smallest eigenvalue and the associated positive eigenvector of
a large irreducible nonsingular M-matrix. The positivity of approximations is critical
in applications, and if the approximations lose the positivity then they may be mean-
ingless and could not be interpreted. We propose two different inner tolerance strate-
gies for solving the inner linear systems involved, and prove that the convergence
of resulting INI algorithms is globally linear and superlinear with the convergence
order 1+
√
5
2 , respectively. The proposed INI algorithms are structure preserving and
maintains the positivity of approximate eigenvectors. We also revisit the exact Noda
iteration and establish a new quadratic convergence result. All the above is first done
for the problem of computing the Perron root and the positive Perron vector of an
irreducible nonnegative matrix and is then adapted to computing the smallest eigen-
pair of the irreducible nonsingular M-matrix. Numerical examples illustrate that the
proposed INI algorithms are practical, and they always preserve the positivity of ap-
proximate eigenvectors. We compare them with the Jacobi–Davidson method, the im-
plicitly restarted Arnoldi method and the explicitly restarted Krylov–Schur method,
all of which cannot guarantee the positivity of approximate eigenvectors, and illus-
trate that the overall efficiency of the INI algorithms is competitive with and can be
considerably higher than the latter three methods.
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1 Introduction
Irreducible nonsingular M-matrices are one class of the most important matrices from
applications, such as discretized PDEs, Markov chains [2,27] and electric circuits
[30], and have been studied extensively in the literature; see, for instance, [5, Chapter
6]. In many applications, one is interested in finding the smallest eigenvalue λ and
the associated eigenvector x of an irreducible nonsingular M-matrix A ∈ Rn×n.
M-matrices are closely related to nonnegative matrices. For instance, an M-matrix
A can be expressed in the form A= σ I−B with a nonnegative matrix B≥ 0 and some
constant σ > ρ(B), the spectral radius of B; A−1 is nonnegative. For more properties
and a systematic account of M-matrices and nonnegative matrices, see [13,5].
Nonnegative matrices have important applications in many areas [5], including
economics, statistics and network theory. For a nonnegative matrix B, at least one of
the eigenvalues of maximal magnitude is nonnegative and hence equal to the spectral
radius ρ(B). The corresponding eigenvectors x satisfy Bx = ρ(B)x and are called the
Perron vectors of B if they are nonnegative. The nonnegative B always has at least one
Perron vector. In applications, the Perron vectors play an important role, and they de-
scribe, e.g., an equilibrium, a probability distribution or an optimal network property
[5]. Furthermore, if B is irreducible, then the Perron-Frobenuis theorem [13] states
that ρ(B) is simple and there is a positive eigenvector x associated with ρ(B). One is
often interested in verifying the uniqueness and strict positivity of the Perron vector
of the irreducible nonnegative matrix B [13,5]. The well-known PageRank vectors are
special Perron vectors of very large Google matrices whose largest eigenvalues are
equal to one [17]. From the relation A = σ I−B, we see that the smallest eigenvalue
λ of the irreducible nonsingular M-matrix A is simple and equal to σ−ρ(B)> 0, and
the positive vector x is the unique associated eigenvector up to scaling. Consequently,
if σ is available, then the computation of the smallest eigenpair (λ ,x) of A amounts
to that of the largest eigenpair of B.
For a general large and sparse A, there are a number of general numerical methods
for computing a small number of its eigenpairs. Krylov type methods including the
power method applied to A directly are suitable for exterior eigenvalues, i.e., some
eigenvalues close to the exterior of the spectrum, and the associated eigenvectors,
but they face serious challenges when the desired eigenvalues are in the interior of
the spectrum. Many methods, such as inverse iteration, Rayleigh quotient iteration
(RQI) and shift-invert Arnoldi, have been developed to overcome these difficulties;
see [28,25,34]. However, they require the solution of a possibly ill-conditioned large
linear system involving a shifted A, called inner linear system, at each iteration. This
is generally very difficult and even impractical by a direct solver since a factorization
of a shifted A may be expensive or prohibited. When inner linear systems are approx-
imately solved by iterative solvers, we are led to inner-outer iteration methods, also
called inexact eigensolvers. The inner iteration means that the inner linear system at
each step is approximately solved iteratively, while the outer iteration is the update of
the approximate eigenpair(s). Throughout this paper, we always make the underlying
hypothesis that a direct solver is not viable for large sparse linear systems and only
iterative solvers can be used.
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There has been ever growing and intensive interest in inexact eigensolvers over
last two decades. Among them, inexact inverse iteration[19,6,20] and inexact RQI
[31,40,14,15] are the simplest and the most basic ones. In addition, they are often key
ingredients of other sophisticated and practical inexact methods, such as inverse sub-
space iteration [26], the Jacobi–Davidson method [32,34] and the shift-invert residual
Arnoldi method [18,16]. In the mentioned papers and the references therein as well
as some others, a number of theoretical results have been established on these meth-
ods. Particularly, it has been shown [31,14,15] that, different from RQI, the inexact
RQI generally does not converges globally, rather it is only locally convergent by re-
quiring that the initial vector is a reasonably good approximate eigenvector. Because
of these two reasons, the inexact RQI is seldom used in practice unless a good initial
guess to the desired eigenvector is already available.
For the computation of the Perron vector of the nonnegative B and the eigen-
vector of the M-matrix A associated with the smallest eigenvalue, a central concern
is how to preserve the strict positivity of approximate eigenvectors. For nonnega-
tive matrices and M-matrices, such positivity is crucial in some applications since if
all the components of an approximate eigenvector do not have the same sign then
it may be physically meaningless and could not be interpreted. Unfortunately, all the
methods but the power method mentioned previously are not structure preserving and
cannot guarantee the desirable positivity of approximations since it is possible that
a converged approximation of x may well have negative components, as is the typi-
cal case when the unit length x has very small components. Theoretically, the power
method fits into this purpose for nonnegative matrices and naturally preserves the
strict positivity of approximate eigenvectors, provided that the starting vector is posi-
tive. Due to the equivalence of nonnegative matrix and M-matrix eigenproblems, the
power method can be adapted to computing the smallest eigenpair of an irreducible
nonsingular M-matrix. However, the power method, though globally convergent, is
generally very slow and may be impractical. Therefore, it is very appealing in both
theory and practice to develop both efficient and reliable positivity preserving nu-
merical methods for the nonnegative matrix and M-matrix eigenproblems. We will
devote ourselves to this topic in this paper.
In 1971, Noda [22] introduced an inverse iteration method with variable shifts for
nonnegative matrix eigenvalue problems. This iteration method is a structure preserv-
ing method and was motivated by the works of Collatz [7] in 1942 and Wielandt [38]
in 1950; see [36, p. 37, 39 and 59], [10, p. 373] and [5, p. 55] for a description and
historic overview. However, it was Noda who proposed its inverse iteration form with
the variable shifts different from Rayleigh quotients. We, therefore, call the iteration
the Noda iteration (NI). Given a positive starting vector, NI naturally preserves the
strict positivity of approximate eigenvectors at all iterations. It has been adapted to
computing the smallest eigenpair of an irreducible nonsingular M-matrix [41,4]. The
purpose of [41,4] is to compute the smallest eigenvalue of such M-matrix with high
relative accuracy. There, it has been shown that NI is practical and effective for such a
pursue, in which the linear systems involved are solved accurately by a special direct
solver, called the GTH like algorithm.
It is well known that RQI is almost always globally convergent for any starting
vector [25, Theorem 4.9.1], but its correct convergence to a desired eigenpair is con-
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ditional and requires that the initial vector be a reasonably accurate approximation to
the desired eigenvector [25]. As a result, RQI itself is seldom used to solve a prac-
tical problem unless a good initial guess is available. In contrast, a major advantage
of NI is that, for any positive initial vector, it converges globally and computes the
desired eigenpair correctly. Furthermore, the convergence order of NI is asymptoti-
cally superlinear [22] and actually quadratic [9]. As it will become clear, NI always
generates a monotonically decreasing sequence of approximate eigenvalues whose
convergence to ρ(B) is guaranteed; for the smallest eigenvalue λ of the irreducible
nonsingular M-matrix A, it always generates a monotonically increasing sequence
of approximate eigenvalues that converge to λ unconditionally. In other words, the
approximate eigenvalues converge to ρ(B) from above or converge to the smallest
eigenvalue of the M-matrix from below. In contrast, for symmetric matrices, Rayleigh
quotients always reside in the spectrum interval. As a result, if RQI converges cor-
rectly, the sequence of approximations approach the Perron root of the nonnegative
matrix and the smallest eigenvalue of the M-matrix from inside to outside.
In this paper, keep in mind that only iterative solvers are supposed to be viable to
solve inner linear systems approximately. Based on NI, we first propose an inexact
Noda iteration (INI) to find the Perron root and vector of an irreducible nonnegative
matrix B. As an inexact eigensolver, our major contribution is to propose two practical
inner tolerance strategies for solving the inner linear systems involved, so that the
resulting two INI algorithms are structure preserving and globally converge. The first
inner tolerance strategy uses γ min(xk) as a stopping criterion for inner iterations
with the constant γ < 1 and xk is the current positive approximate eigenvector. The
second inner tolerance strategy solves the inner linear systems with certain decreasing
tolerances for inner iterations, which will be described in the context. We establish a
rigorous convergence theory of INI with these two inner tolerance strategies, proving
that the convergence of the former iteration is globally linear with the asymptotic
convergence factor bounded by 2γ1+γ and that of the latter is asymptotically superlinear
with the convergence order 1+
√
5
2 , respectively. In order to derive this superlinear
convergence order, we establish a close relationship between the eigenvalue error and
the eigenvector error obtained by NI and INI, which is interesting in its own right.
We also revisit the convergence of NI and establish a new quadratic convergence
result different from that in [9]. As we will see, the INI algorithms developed and the
theory established are easily extended to the computation of the smallest eigenpair of
an irreducible nonsingular M-matrix A.
Finally, we stress that, different from [41,4], our aim is the positivity preserv-
ing computation of the desired eigenvectors, while their concern is the relative high
accuracy computation of the Perron root and the smallest eigenvalue of an M-matrix.
The rest of this paper is organized as follows. In Section 2, we introduce NI and
some preliminaries. In Section 3, we present an inexact Noda iteration and prove
some basic properties of it. In Section 4, we propose two practical INI algorithms,
called INI 1 and INI 2, respectively, for computing the spectral radius and the Per-
ron vector of an irreducible nonnegative matrix. We then establish their global con-
vergence theory. Moreover, we precisely derive the asymptotic linear convergence
factor of INI 1 and superlinear convergence order of INI 2. In Section 5, we adapt
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INI 1 and INI 2 to the computation of the smallest eigenvalue and the corresponding
vector of an irreducible nonsingular M-matrix and present their convergence theory.
In Section 6, we report the numerical results on a few practical problems to justify
the convergence theory of INI and illustrate their effectiveness. We also compare INI
with the Jacobi–Davidson method [32], the implicitly restarted Arnoldi method [29]
and the explicitly restarted Krylov–Schur method [35], all of which are not positivity
preserving. The experiments indicate that the proposed INI algorithms always pre-
serve the positivity of approximate eigenvectors, while the other three methods often
fail to do so. Also, we demonstrate that the INI algorithms are efficient, competitive
with and can outperform the other three methods considerably. Finally, we summarize
the paper with some concluding remarks in Section 7.
2 Preliminaries, Notation and the Noda Iteration
2.1 Preliminaries and Notation
For any real matrix B = [bi j] ∈Rn×n, we denote |B|= [|bi j|]. If the entries of B are all
nonnegative (positive), then we write B ≥ 0 (> 0). For real matrices B and C of the
same size, if B−C is a nonnegative matrix, we write B≥C. A nonnegative (positive)
vector is similarly defined. A nonnegative matrix B is said to be reducible if there
exists a permutation matrix P such that
PTBP =
[
E F
O G
]
,
where E and G are square matrices; otherwise it is irreducible. Here the superscript
T denotes the transpose of a vector or matrix. Throughout the paper, we use a 2-norm
for vectors and matrices, and all matrices are n× n unless specified otherwise.
We review some fundamental properties of nonnegative matrices and M-matrices.
Lemma 1 ([5]) Let A ∈Rn×n. Then the following statements are equivalent:
1. A = (ai j), ai j ≤ 0 for i 6= j, and A−1 ≥ 0;
2. A = σ I−B with some B≥ 0 and σ > ρ(B).
Matrices having the above properties are called nonsingular M-matrices.
For a pair of positive vectors v and w, define
max
(w
v
)
= max
i
(
w(i)
v(i)
)
, min
(w
v
)
= min
i
(
w(i)
v(i)
)
,
where v = [v(1),v(2), . . . ,v(n)]T and w = [w(1),w(2), . . . ,w(n)]T . The following lemma
gives bounds for the spectral radius of a nonnegative matrix B; see [5,10,13,36].
Lemma 2 ([13, p. 493]) Let B be an irreducible nonnegative matrix. If v > 0 is not
an eigenvector of B, then
min
(
Bv
v
)
< ρ(B)< max
(
Bv
v
)
. (1)
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Suppose that A is an irreducible nonsingular M-matrix and (λ ,x) is the smallest
eigenpair of it. Then if v > 0 is not an eigenvector of A, it is easily justified from (1)
and A = σ I−B that
min
(
Av
v
)
< λ < max
(
Av
v
)
.
For an irreducible nonnegative matrix B, recall that the largest eigenvalue ρ(B)
of B is simple. Let x be the unit length positive eigenvector corresponding to ρ(B).
Then for any orthogonal matrix
[
x V
]
it holds (cf. [10]) that[
xT
V T
]
B
[
x V
]
=
[
ρ(B) cT
0 L
]
(2)
with L = V T BV whose eigenvalues constitute the other eigenvalues of B. If µ is not
an eigenvalue of L, the sep function for µ and L is defined as
sep(µ ,L) = ‖(µI−L)−1‖−1, (3)
which is well defined as µ → ρ(B) since ρ(B) is simple. Throughout the paper, we
will denote by ∠(w,z) the acute angle of any two nonzero vectors w and z.
2.2 The Noda iteration
In [22], Noda presented an inverse iteration with variable shifts for computing the
Perron root and vector of an irreducible nonnegative matrix B. Given an initial guess
x0 > 0 with ‖x0‖ = 1, the Noda iteration (NI) is an inverse iteration with variable
shifts, and each iteration consists of three steps
(λ kI−B)yk+1 = xk, (4)
xk+1 = yk+1 /‖yk+1‖, (5)
λ k+1 = max
(
Bxk+1
xk+1
)
.
The main step is to compute a new approximation xk+1 to x by solving the inner linear
system (4). Lemma 2 shows that λ k > ρ(B) as long as xk is not a scalar multiple of
eigenvector x. Furthermore, since λ kI −B is an irreducible nonsingular M-matrix,
its inverse is irreducible nonnegative. Therefore, we have yk+1 > 0 and xk+1 > 0,
meaning that the above iteration scheme preserves the strict positivity of approximate
eigenvector sequence {xk}. We also see that NI is different from RQI, where, in the
symmetric case, the Rayleigh quotient of B with respect to any vector lies in the
spectrum interval of B and thus no more than ρ(B), and the approximate eigenvectors
obtained by RQI do not preserve the strict positivity.
After variable transformation, we get the relation
λ k+1 = λ k−min
(
xk
yk+1
)
, (6)
so λ k is monotonically decreasing. Based on (4), (5) and (6), we can present NI as
Algorithm 1.
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Algorithm 1 Noda iteration (NI)
1. Given an initial guess x0 > 0 with ‖x0‖= 1 and tol> 0, compute λ 0 = max
(
Bx0
x0
)
.
2. for k = 0,1,2, . . .
3. Solve the linear system (λ kI−B)yk+1 = xk .
4. Normalize the vector xk+1 = yk+1 /‖yk+1‖.
5. Compute λ k+1 = λ k −min
(
xk
yk+1
)
.
6. until convergence: ‖Bxk+1−λ k+1xk+1‖< tol.
3 The inexact Noda iteration and some basic properties
Since it is supposed that only iterative solvers are viable to solve the linear system (4)
approximately at step 3 of Algorithm 1, in this section, we first propose an inexact
Noda iteration (INI) for the eigenvalue problem of an irreducible nonnegative matrix
B, and then we prove a number of basic properties of INI, which will be used to
establish the convergence theory of two practical INI algorithms to be proposed in
Section 4.
3.1 The inexact Noda iteration
In INI we compute an approximate solution yk+1 in step 3 of Algorithm 1, such that
(λ kI−B)yk+1 = xk + fk, (7)
xk+1 = yk+1/‖yk+1‖, (8)
where fk is the residual vector, whose norm ξk := ‖fk‖ is bounded by the inner toler-
ance at iteration k.
Lemma 3 Let B be an irreducible nonnegative matrix and 0≤ γ < 1 be a fixed con-
stant. For the unit length xk > 0, if xk 6= x and fk in (7) satisfies
|(λ kI−B)yk+1− xk|= |fk| ≤ γ xk,
then the new approximation xk+1 > 0 in (8) and the sequence {λ k}with λ k =max
(
Bxk
xk
)
is monotonically decreasing and bounded below by ρ(B), i.e.,
λ k > λ k+1 ≥ ρ(B). (9)
Proof By 0 ≤ γ < 1 and |fk| ≤ γ xk, it is known that xk + fk > 0. By Lemma 2 we
know λ k > ρ(B) as xk 6= x. Consequently, λ kI−B is a nonsingular M-matrix, and
the vector yk+1 satisfies
yk+1 = (λ kI−B)−1 (xk + fk)> 0.
This implies xk+1 = yk+1 /‖yk+1‖> 0 and min
(
xk+fk
yk+1
)
> 0.
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From (7) and the above it follows that
λ k+1 = max
(
Bxk+1
xk+1
)
= max
(
Byk+1
yk+1
)
= max
(
λ kyk+1− xk− fk
yk+1
)
= λ k−min
(
xk + fk
yk+1
)
< λ k, (10)
proving that he sequence {λ k} is monotonically decreasing. Again, by Lemma 2 we
have λ k > λ k+1 ≥ ρ(B).
Based on (7), (8) and (10) and Lemma 3, we describe INI as Algorithm 2.
Algorithm 2 Inexact Noda Iteration (INI)
1. Given an initial guess x0 > 0 with ‖x0‖= 1, 0≤ γ < 1 and tol> 0, compute λ 0 = max
(
Bx0
x0
)
.
2. for k = 0,1,2, . . .
3. Solve (λ kI−B)yk+1 = xk approximately by an iterative solver such that
|(λ kI−B)yk+1−xk |= |fk | ≤ γ xk .
4. Normalize the vector xk+1 = yk+1 /‖yk+1‖.
5. Compute λ k+1 = λ k −min
(
xk+fk
yk+1
)
.
6. until convergence: ‖Bxk+1−λ k+1xk+1‖< tol.
Note that if γ = 0, i.e., fk = 0 in (7) for all k then Algorithm 2 becomes the
standard NI. It follows from Lemma 3 that Algorithm 2 generates the positive vector
sequence {xk}, so it is a positivity preserving algorithm. In what follows we will
investigate convergence conditions of INI for λ k → ρ(B) as k → ∞.
Lemma 4 Let x > 0 be the unit length eigenvector of B associated with ρ(B). For
any vector z > 0 with ‖z‖= 1, it holds that cos∠(z,x)> min(x) and
inf
‖z‖=1,z>0
cos∠(z,x) = min(x). (11)
Proof We have cos∠(z,x) = zT x > 0. Since x > 0 and z > 0 with ‖x‖= ‖z‖= 1, we
have
zT x≥ ‖z‖1 min(x)> ‖z‖min(x) = min(x),
where ‖ · ‖1 is the vector 1-norm. So (11) holds.1
We remark that the infimum in (11) cannot be attained because ‖z‖1 > ‖z‖ = 1
strictly for any z > 0 with ‖z‖= 1, but ‖z‖1 → ‖z‖= 1 provided one of the compo-
nents of z tends to one and all the others tend to zero.
1 We thank one of the referees, who suggested to us this more direct proof than our original one.
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By ‖x‖ = 1, it is easily seen that min(x) ≤ n−1/2. This upper bound is attained
when all the components of x are equal to 1/
√
n. On the other hand, we remark that
Lynn and Timlake [21, Theorem 2.1] derived a compact lower bound
min(x)≥ ‖x‖1 mini, j bi jρ(B)−mini ∑ j bi j + nmini, j bi j
> 0
with the lower attained and equal to the upper bound n−1/2 when B is a generalized
stochastic matrix, i.e., all the row sums of B are equal to a positive constant. For such
B, its row sum is just ρ(B). So for ‖x‖= 1, min(x) is always mildly small for n large
and can be very small if mini, j bi j is very small.
Let {xk} be generated by Algorithm 2. We decompose xk into the orthogonal
direct sum
xk = x cosϕk +pk sinϕk, pk ∈ span(V )⊥ x (12)
with ‖pk‖= 1 and ϕk = ∠(xk,x) the acute angle between xk and x. Now define
εk = λ k−ρ(B), Bk = λ kI−B. (13)
Then from (2) we have [
xT
V T
]
Bk
[
x V
]
=
[
εk c
T
0 Lk
]
,
where Lk = λ kI−L. For λ k 6= ρ(B), it is easy to verify that[
xT
V T
]
B−1k
[
x V
]
=
[ 1
εk
bTk
0 L−1k
]
with bTk =−
cT L−1k
εk
, (14)
from which we get
B−1k V = xb
T
k +VL
−1
k =−x
cT L−1k
εk
+VL−1k . (15)
From Lemma 3, since
{
λ k
}
is monotonically decreasing and bounded by ρ(B)
from below, we must have limk→∞ λ k = α ≥ ρ(B), where α = ρ(B) or α > ρ(B). We
next investigate these two possibilities, respectively, and present some basic results
that will play an important role in proving α = ρ(B) when certain further restrictions
are imposed on the inner tolerance ξk = ‖fk‖.
Lemma 5 Let B be an irreducible nonnegative matrix, and assume that (ρ(B),x) is
the largest eigenpair of B with x > 0 and ‖x‖= 1. If xk, λ k, yk and fk are generated
by Algorithm 2, then the following statements are equivalent:
(i) lim
k→∞
xk = x; (ii) limk→∞λ k = ρ(B); (iii) limk→∞‖yk‖
−1 = 0.
10 Zhongxiao Jia et al.
Proof (i)⇒(ii): By the definition of λ k, we get
lim
k→∞
λ k = limk→∞ max
(
Bxk
xk
)
= max
(
lim
k→∞
Bxk
xk
)
= ρ(B).
(i)⇒(iii): Since |fk| ≤ γ xk, from (12) we have
yk+1 = B−1k (xk + fk)
≥ B−1k (1− γ)xk
= (1− γ)(ε−1k x cosϕk +B−1k pk sinϕk) . (16)
Since pk ∈ span(V ), we can write
pk =Vdk
with ‖dk‖= 1. From (15) and (16), we get
ε−1k x cosϕk +B−1k pk sinϕk = ε−1k (cosϕk−cT L−1k dk sinϕk)x+VL−1k dk sinϕk. (17)
From Lemma 4 it follows that cosϕk > min(x) for all k. On the other hand, (i) means
that cosϕk → 1 and sinϕk → 0 as k → ∞. Since limk→∞xk = x, we get limk→∞λ k = ρ(B).
As a result, from definition (3) and ‖V‖ = 1, the second term in the right-hand side
of (17) is bounded by
‖VL−1k dk sinϕk‖ ≤ ‖V‖‖L−1k ‖‖dk‖sinϕk
=
sinϕk
sep(λ k,L)
→ sinϕk
sep(ρ(B),L) → 0,
and
|cT L−1k dk sin ϕk| ≤ ‖c‖ ‖L−1k ‖sinϕk → 0.
Combining (16) with the above and exploiting the norm triangle inequality, we
have
‖yk+1‖ ≥ (1− γ)
((
λ k−ρ(B)
)−1
| cosϕk− cT L−1k dk sin ϕk | −‖VL−1k dk sinϕk‖
)
≥ (1− γ)
(∣∣cosϕk−|cT L−1k dk|sin ϕk∣∣
|λ k−ρ(B)|
− sinϕk
sep(λ k,L)
)
≥ (1− γ)
(∣∣min(x)−|cT L−1k dk|sin ϕk∣∣
|λ k−ρ(B)|
− sinϕk
sep(λ k,L)
)
→ ∞.
(iii)⇒(ii): From |fk| ≤ γ x with 0≤ γ < 1 and
yk+1 =
(
λ kI−B
)−1
(xk + fk) ,
we get
‖yk+1‖ ≤ ‖(λ kI−B)−1‖(‖xk‖+ ‖fk‖)≤ ‖< 2‖(λ kI−B)−1‖,
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meaning that
1
‖yk+1‖
>
1
2‖(λ kI−B)−1‖
≥ 0.
Since ‖yk‖−1 → 0 for k → ∞, the sequence {λ kI −B} tends to a singular matrix,
meaning that {λ k} converges to an eigenvalue of B. From Lemma 3, we must have
lim
k→∞
λ k = ρ(B) because {λ k} is monotonically decreasing with the lower bound ρ(B).
Otherwise, lim
k→∞
λ k = α would be an eigenvalue of B bigger than the spectral radius
ρ(B) of B, which is impossible.
Lemma 6 For Algorithm 2, if limk→∞ λ k = α > ρ(B), then (i) ‖yk‖ is bounded; (ii)
lim
k→∞
min(xk + fk) = 0;(iii) sin∠(x,xk)≥ ζ > 0 with ζ some constant.
Proof (i) Since |fk| ≤ γ xk, we get
‖yk+1‖= ‖
(
λ kI−B
)−1
(xk + fk)‖< 2‖(λ kI−B)−1‖
=
2
sep(λ k,B)
→ 2
sep(α,B)
< ∞. (18)
(ii) From (10) it follows that
lim
k→∞
min
(
xk + fk
yk+1
)
= lim
k→∞
(
λ k−λ k+1
)
= 0. (19)
On the other hand, from (18) and (19) we have
min
(
xk + fk
yk+1
)
≥ min(xk + fk)
max(yk+1)
≥ min(xk + fk)‖yk+1‖
>
min(xk + fk)sep(λ k,B)
2
> 0.
Thus, we get
lim
k→∞
min(xk + fk) = 0.
(iii) Suppose there is a subsequence {sin∠(x,xk j )} that converges to zero. Then from
Lemma 5 there is a subsequence {λ k j} that converges to ρ(B), a contradiction.
Keep in mind that in Lemmas 5–6 we only assume the condition |fk| ≤ γxk with
0 < γ < 1, under which we can only prove that the sequence {λ k} converges to
either ρ(B) or α > ρ(B). So only this condition is not enough to guarantee that INI
computes the desired eigenpair (ρ(B),x) of B. In order to make limk→∞ λ k = ρ(B),
we have to impose some stronger conditions on fk.
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4 Convergence Analysis of two practical INI algorithms
In order to make INI converge correctly and effective, we now propose the following
two practical inner tolerance strategies for the inexactness of step 3 of Algorithm 2:
– INI 1: the residual norm satisfies ξk = ‖fk‖ ≤ γ min(xk) for some fixed constant
0 < γ < 1;
– INI 2: the residual vector satisfies |fk| ≤ dkxk with dk = 1− λk/λ k−1 for k ≥ 1
and ‖f0‖ ≤ γ min(x0) for some constant 0 < γ < 1.
It is easily seen that the residual vectors fk of INI 1 and INI 2 must satisfy |fk| ≤
γ xk with 0 < γ < 1. As a result, it is known from Lemma 3 that each of INI 1 and
INI 2 generates a monotonically decreasing sequence {λ k} bounded by ρ(B) and a
sequence of positive vectors {xk}. INI 1 and INI 2 now require stronger conditions
on fk than the previous INI.
In Sections 4.1–4.2, we will prove the global convergence of INI 1 and INI 2,
respectively. Furthermore, we will show that INI 1 converges at least linearly with
the asymptotic convergence factor bounded by 2γ1+γ and INI 2 converges superlin-
early with the asymptotic convergence order 1+
√
5
2 . In the meantime, we revisit the
convergence of NI and derive a new quadratic convergence result, which is included
in Section 4.2.
We comment that since INI 2 converges, we must have dk → 0, which means that
we need to solve the linear systems more and more accurately as k increases. In con-
trast, the inner tolerance used by INI 1 is fixed except the factor min(xk), which tends
to min(x) as k→∞ whenever INI 1. This means that for a similar inner linear system,
i.e., λ k almost the same, we may pay higher computational cost to solve it by INI 2
than INI 1. However, note that INI 1 and INI 2 converges linearly and superlinearly,
respectively. Consequently, it is hard and should be impossible to make a general the-
oretical comparison of their overall efficiency. Actually, our numerical experiments
will demonstrate that the overall efficiency of INI 1 and INI 2 is comparable, and
there is no general winner between them.
4.1 Linear convergence of INI 1
We decompose xk+1 in the same manner as (12):
xk+1 = xcosϕk+1 +pk+1 sinϕk+1, pk+1 ∈ span(V )⊥ x
with ‖pk+1‖= 1. So by definition, we have cosϕk+1 = xT xk+1 and sinϕk+1 = ‖V T xk+1‖.
Obviously, xk → x if and only if tanϕk → 0, i.e., sinϕk → 0.
From (14), we have
xT B−1k = ε
−1
k x
T − ε−1k cT L−1k V T .
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Exploiting the above relation, ‖V T‖= 1 and ‖V T (xk+ fk)‖ ≤ sinϕk+‖fk‖, we obtain
tanϕk+1 =
sinϕk+1
cosϕk+1
=
‖V T xk+1‖
xT xk+1
=
‖V T yk+1‖
xT yk+1
=
‖V T B−1k (xk + fk)‖
xT B−1k (xk + fk)
=
‖L−1k V T (xk + fk)‖(
ε−1k xT − ε−1k cT L−1k V T
)
(xk + fk)
=
‖L−1k V T (xk + fk)‖
ε−1k xT xk− ε−1k cT L−1k V T xk + ε−1k xT fk− ε−1k cT L−1k V T fk
≤ ‖L−1k ‖εk
sinϕk + ‖fk‖
cosϕk− cT L−1k V T xk−‖fk‖−‖c‖‖L−1k ‖‖fk‖
= ‖L−1k ‖εk
tanϕk + ‖fk‖/cosϕk
1− cT L−1k V T xk/cosϕk− (1+ ‖c‖‖L−1k ‖)‖fk‖/cosϕk
(20)
with the last second inequality holding by assuming that (1+‖c‖‖L−1k )‖fk‖/cosϕk <
1− cT L−1k V T xk/cosϕk. This assumption must be satisfied provided that ‖fk‖ is suit-
ably small, because, by Lemma 4, it holds that cosϕk > min(x) for all k.
Particularly, if fk = 0, i.e., γ = 0, we recover NI and get
tanϕk+1 ≤
‖L−1k ‖εk
1− cT L−1k V T xk/cosϕk
tanϕk := βk tanϕk. (21)
We remark that
βk = ‖L−1k ‖εk
if B is a normal matrix as c = 0 in this case. Since NI is quadratically convergent [9],
for k large enough we must have
βk = O(tanϕk)→ 0.
Therefore, for any given positive constant β < 1, it holds that
βk < β < 1 (22)
for k≥ N with N large enough. This means that, for k ≥ N, we have
tanϕk+1 < β tanϕk.
Theorem 1 Let B be an irreducible nonnegative matrix. If the sequence {λ k} is gen-
erated by INI 1, then {λ k} is monotonically decreasing and limk→∞ λ k = ρ(B).
Proof By the assumption on INI 1, since ξk = ‖fk‖ ≤ γ min(xk), it holds that |fk| ≤
γ xk with 0 < γ < 1, which satisfies the condition in Lemma 3. So the sequence
{
λ k
}
is bounded and monotonically decreasing, and we must have either limk→∞ λ k =
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ρ(B) or limk→∞ λ k = α > ρ(B). Next we prove by contradiction that, for INI 1,
limk→∞ λ k = ρ(B) must hold.
Suppose that limk→∞ λ k = α > ρ(B). By |fk| ≤ γ xk, we get
min(xk + fk)≥ (1− γ)min(xk).
It follows from (ii) of Lemma 6 that
0 = lim
k→∞
min(xk + fk)≥ (1− γ) limk→∞ min(xk)≥ 0.
Thus, we have
lim
k→∞
min(xk) = 0.
From Lemma 4 and (iii) of Lemma 6 we know that sinϕk and cosϕk are uniformly
bounded below by a positive constant. Therefore, there is an m > 0 such that m ≤
sinϕk and m≤ cosϕk, leading to
1
cosϕk
≤ 1
m
and min(xk)≤ sinϕk
m
min(xk). (23)
Using (20) and (23), we obtain
tanϕk+1 ≤ ‖L−1k ‖εk
tanϕk + γ min(xk) tan ϕk/m
1− cT L−1k V T xk/m− γ(1+ ‖c‖‖L−1k ‖)min(xk)/m
≤ ‖L
−1
k ‖εk (1+ γ min(xk)/m)
1− cT L−1k V T xk/m− γ(1+ ‖c‖‖L−1k ‖)min(xk)/m
tanϕk.
Define
β ′k = ‖L
−1
k ‖εk (1+ γ min(xk)/m)
1− cT L−1k V T xk/m− γ(1+ ‖c‖‖L−1k ‖)min(xk)/m
.
Note that ‖L−1k ‖→ ‖(αI−L)−1‖ is uniformly bounded, and β ′k is a continuous func-
tion with respect to min(xk) for 0 < γ < 1. Then it holds that β ′k → βk defined by
(21) as min(xk)→ 0. Particularly, for 0 < γ < 1 and any small positive number δ , it
holds that β ′k ≤ (1+ δ )βk provided that min(xk) is suitably small. As a result, withβ defined by (22), for k ≥ N large enough we can choose a sufficiently small δ such
that
β ′k ≤ (1+ δ )βk ≤ β < 1
for min(xk) sufficiently small. As a result, for k≥N with N large enough and min(xk)
sufficiently small, we have
tanϕk+1 ≤ β tanϕk.
It then follows from this that tanϕk → 0, i.e., xk → x. From Lemma 3, this means
that {λ k} converges to ρ(B) monotonically, a contradiction to the assumption that
limk→∞ λ k = α > ρ(B).
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Theorem 1 has proved the global convergence of INI 1, but the result is only qual-
itative and does not tell us anything on how fast INI 1 converges. Next we precisely
derive an upper bound for its asymptotic linear convergence factor.
From (10) and (13), we have
εk+1 = εk
(
1−min
(
xk + fk
εkyk+1
))
:= εkρk (24)
with
ρk = 1−min
(
xk + fk
εkyk+1
)
. (25)
Since λ k−λ k+1 < λ k−ρ(B), from (25), (10) and (9) we always have
ρk = 1−
λ k−λ k+1
λ k−ρ(B)
=
λ k+1−ρ(B)
λ k−ρ(B)
< 1. (26)
Theorem 2 For INI 1, we have lim
k→∞
ρk ≤ 2γ1+γ < 1, i.e., the convergence of INI 1 is
globally linear at least.
Proof Since ξk = ‖fk‖ ≤ γ min(xk) in INI 1, it holds that |fk| ≤ γ xk. Therefore, we
have
(1− γ)xk ≤ xk + fk ≤ (1+ γ)xk.
As B−1k ≥ 0, it follows from the above relation that
(1− γ)B−1k xk ≤ yk+1 ≤ (1+ γ)B−1k xk.
Therefore, we have
min
(
xk + fk
εkyk+1
)
≥min
(
(1− γ)xk
(1+ γ)εkB−1k xk
)
=
1− γ
1+ γ min
(
xk
εkB−1k xk
)
.
From (29), we get
εkB−1k xk = xx
T xk− xcT L−1k VT xk + εkVL−1k V T xk. (27)
Since, from Theorem 1, lim
k→∞
xk = x and limk→∞λ k = ρ(B), we have εk → 0 and L
−1
k →
(ρ(B)I−L)−1. On the other hand, since L−1k → (ρ(B)I−L)−1 and limk→∞V
T xk =V T x=
0, from (27) we get
lim
k→∞
εkB−1k xk = x.
Consequently, we obtain
lim
k→∞
min
(
xk + fk
εkyk+1
)
≥ 1− γ
1+ γ min
(
lim
k→∞
xk
εkB−1k xk
)
=
1− γ
1+ γ min
(x
x
)
=
1− γ
1+ γ > 0,
leading to
lim
k→∞
ρk ≤ 1−
1− γ
1+ γ =
2γ
1+ γ < 1. (28)
It is seen from (28) that if γ is small then INI 1 must ultimately converge fast.
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4.2 Superlinear convergence of INI 2
In this subsection, we establish the global convergence theory of INI 2 and prove
that its superlinear convergence order is 1+
√
5
2 . In addition, we derive a relationship
between the eigenvalue error εk = λ k−ρ(B) and the eigenvector error tanϕk, which
holds for both NI and INI. In the meantime, as an important complement, we revisit
the convergence of NI and prove its quadratic convergence in terms of tanϕk.
Theorem 3 Let B be an irreducible nonnegative matrix. If λ k is generated by INI 2,
then lim
k→∞
λ k = ρ(B).
Proof Since |fk| ≤ dkxk with dk =
(
λ k−1−λ k
)
/λ k−1 < 1 and ‖f0‖≤ γ min(x0) with
0< γ < 1, fk satisfies the condition of Lemma 3. Therefore, the sequence {λ k} gener-
ated by INI 2 is monotonically decreasing with the lower bound ρ(B) and converges
to some limit α ≥ ρ(B). This shows that ξk = ‖fk‖ → 0 as k → ∞. Assume that
lim
k→∞
λ k = α > ρ(B). Then there exists a positive integer N1 such that ξk ≤ γ < 1 with
γ defined in INI 1. For δ , β ′k and N in the proof of Theorem 1, take N2 =max{N1,N}.
Then for k ≥ N2 we get
tanϕk+1 ≤ β tanϕk.
Hence, it holds that lim
k→∞
λ k = ρ(B).
We further have the following result.
Theorem 4 For INI 2, it holds that
lim
k→∞
εkyk+1 = x,
where εk is defined by (13).
Proof From (14), we have
B−1k =
1
εk
xxT − xc
T L−1k V
T
εk
+VL−1k V
T . (29)
Therefore, we get
εkyk+1 = εkB−1k (xk + fk)
=
(
xxT − xcT L−1k V T + εkVL−1k V T
)
(xk + fk) .
Since L−1k → (ρ(B)I−L)−1 and εk → 0, we have εkVL−1k V T → 0, from which it
follows that
lim
k→∞
εk‖VL−1k V T (xk + fk)‖= 0. (30)
From Lemma 5 and the proof of Lemma 3, we know that xk → x and fk → 0, which
lead to lim
k→∞
(xk + fk) = x. Note that V T x = 0. We then get
lim
k→∞
xcT L−1k V
T (xk + fk) = xcT (ρ(B)I−L)−1 V T x = 0. (31)
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A combination of (30) and (31) shows that
lim
k→∞
εkyk+1 = limk→∞
(
xxT − xcT L−1k V T + εkVL−1k V T
)
(xk + fk) = xxT x = x.
Theorem 5 Define the residual rk = (λ kI−B)xk. Then for INI 2, the following re-
sults hold:
(i) lim
k→∞
εk+1
εk
= 0; (ii) lim
k→∞
λ k−λ k+1
λ k−1−λ k
= 0;(iii) lim
k→∞
‖rk+1‖
‖rk‖
= 0,
that is, the convergence of INI 2 is superlinear.
Proof (i): Theorem 3 has proved that lim
k→∞
λ k = ρ(B) and limk→∞xk = x. Recall from the
proof of Theorem 3 that ξk = ‖fk‖→ 0. Then it follows from (24) and Theorems 3–4
that
lim
k→∞
ρk = limk→∞
εk+1
εk
= 1− lim
k→∞
min
(
xk + fk
εkyk+1
)
= 1−min
(
lim
k→∞
xk + fk
εkyk+1
)
= 1−min
(
lim
k→∞
x
x
)
= 0. (32)
(ii): From (24) and (32), we have
lim
k→∞
λ k−λ k+1
λ k−1−λ k
= lim
k→∞
εk− εk+1
εk−1− εk = limk→∞
εk (1−ρk)
εk−1 (1−ρk−1)
= lim
k→∞
(1−ρk)ρk−1
(1−ρk−1)
= 0.
(iii): From (7), we have
(λ k−1−B)yk = xk−1 + fk−1,
from which it follows that
Bxk = λ k−1 (yk− xk−1− fk−1)/‖yk‖ .
Therefore, we get
‖rk‖ =
∥∥∥(λ k−B)xk∥∥∥=
∥∥∥λ kyk−λ k−1 (yk− xk−1− fk−1)∥∥∥
‖yk‖
=
εk−1
∥∥∥(λ k−λ k−1) yk−λ k−1 (xk−1 + fk−1)∥∥∥
‖εk−1yk‖
. (33)
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From (26), we have
εk
(
λ k−1−λ k
)−1
=
λ k−ρ(B)
λ k−1−λ k
=
ρk−1
1−ρk−1
. (34)
Then it follows from Theorem 4, (ii) of Theorem 5 and (32)–(34) that
lim
k→∞
‖rk+1‖
‖rk‖
= lim
k→∞
εk
∥∥∥(λ k+1−λ k) yk+1−λ k (xk + fk)∥∥∥‖εk−1yk‖
εk−1
∥∥∥(λ k−λ k−1) yk−λ k−1 (xk−1 + fk−1)∥∥∥‖εkyk+1‖
= lim
k→∞
εk
∥∥∥(λ k−λ k+1) yk+1 +λ k (xk + fk)∥∥∥‖εk−1yk‖
εk−1
∥∥∥(λ k−1−λ k) yk +λ k−1 (xk−1 + fk−1)∥∥∥‖εkyk+1‖
= lim
k→∞
∥∥∥∥λ k−λ k+1λ k−1−λ k εk yk+1 +λ k (xk + fk)εk
(
λ k−1−λ k
)−1∥∥∥∥‖εk−1yk‖∥∥∥∥εk−1 yk +λ k−1 (xk−1 + fk−1)εk−1(λ k−1−λ k)−1
∥∥∥∥‖εkyk+1‖
= lim
k→∞
∥∥∥λ k−λ k+1λ k−1−λ k εk yk+1 +λ k (xk + fk)
(
ρk−1
1−ρk−1
)∥∥∥‖εk−1yk‖∥∥∥εk−1 yk +λ k−1 (xk−1 + fk−1)( 11−ρk−1
)∥∥∥‖εkyk+1‖
= lim
k→∞
∥∥∥λ k−λ k+1λ k−1−λ k x+ 0
∥∥∥‖x‖
‖x+ρ(B)x‖‖x‖ = 0.
Although Theorem 5 has established the superlinear convergence of INI 2, it does
not reveal the convergence order. Our next concern is to derive the precise conver-
gence order of INI 2. This is more informative and instructive to understand how fast
INI 2 converges.
Elsner [9] proved the (asymptotic) quadratic convergence of the sequence {λ k−
ρ(B)}, but the constant factor (multiplier) in his quadratic convergence result appears
hard to quantify or estimate. Below we establish an intimate and quantitative relation-
ship between the eigenvalue error εk = λ k − ρ(B) and the eigenvector error tanϕk.
This result plays a crucial role in deriving the precise convergence order of INI 2 and
proving the quadratic convergence of NI in terms of tanϕk, with the constant factor
in the quadratic convergence result given explicitly.
Theorem 6 For NI, INI 1 and INI 2, we have
εk ≤
2‖B‖
min(x)
tanϕk +O(tan2 ϕk) (35)
for k large enough. For NI we have
tanϕk+1 ≤ 2‖B‖
min(x)sep(λ k,L)
tan2 ϕk +O(tan3 ϕk) (36)
for k large enough, that is, asymptotically, NI converges quadratically.
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Proof Since NI, INI 1 and INI 2 converge, for k large enough we must have
|pk| tanϕk ≪ x, i.e., |pk|sinϕk ≪ xcosϕk.
Therefore, from (12), the nonnegativity of B and ‖pk‖ = 1, for k large enough we
obtain
λ k = max
(
Bxk
xk
)
= max
(
B(xcosϕk +pk sinϕk)
xcosϕk +pk sinϕk
)
= max
(ρ(B)xcosϕk +Bpk sinϕk
xcosϕk +pk sinϕk
)
≤ max
(ρ(B)xcosϕk +Bpk sinϕk
xcosϕk−|pk|sinϕk
)
= max
(ρ(B)x+Bpk tanϕk
x−|pk| tanϕk
)
= max
(ρ(B)(x−|pk| tanϕk)+ρ(B)|pk| tanϕk +Bpk tanϕk
x−|pk| tanϕk
)
≤ max
(ρ(B)(x−|pk| tanϕk)+ρ(B)|pk| tanϕk +B|pk| tanϕk
x−|pk| tanϕk
)
≤ max
(ρ(B)(x−|pk| tanϕk)
x−|pk| tanϕk
)
+ tanϕk max
(ρ(B)|pk|+B|pk|
x−|pk| tanϕk
)
≤ ρ(B)+ ρ(B)+ ‖B‖
min(x)
tanϕk +O(tan2 ϕk)
≤ ρ(B)+ 2‖B‖
min(x)
tanϕk +O(tan2 ϕk).
Therefore, we get
εk = λ k−ρ(B)≤ 2‖B‖
min(x)
tanϕk +O(tan2 ϕk).
Since ‖V T xk‖= sinϕk, we have
|cT L−1k V T xk/cosϕk| ≤ ‖c‖‖L−1k ‖ tanϕk → 0
as k increases. Note that sep(λ k,L) = 1‖L−1k ‖
. Then from (21) we obtain
tanϕk+1 ≤ εk
sep(λ k,L)
1
1−‖c‖‖L−1k ‖ tanϕk
tanϕk
=
εk
sep(λ k,L)
(
1+ ‖c‖‖L−1k ‖ tanϕk +O(tan2 ϕk)
)
tanϕk
for k large enough, from which and (35) it follows that (36) holds.
Since sep(λ k,L)→ sep(ρ(B),L), (36) proves the (asymptotic) quadratic conver-
gence of NI.
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Theorem 7 For k large enough, the inner tolerance ξk in INI 2 satisfies
ξk = ‖fk‖= O(tanϕk−1), (37)
and INI 2 converges superlinearly in the form of
tanϕk+1 ≤C tanα ϕk (38)
with the convergence order α = 1+
√
5
2 ≈ 1.618 and C a constant.
Proof By the condition of INI 2 and λ k−1 > λ k ≥ ρ(B), we have
ξk = ‖fk‖ ≤ dk = λ k−1−λ kλ k−1
≤ λ k−1−ρ(B)
λ k−1
≤ λ k−1−ρ(B)ρ(B) .
Note that (35) holds for INI. Therefore, for k large enough we have
‖fk‖= O(tanϕk−1),
which is just (37).
It is known from Lemma 4 that cosϕk > min(x) for all k. For k large enough, note
that sep(λ k,L)→ sep(ρ(B),L). Make the Taylor expansion of the reciprocal of the
denominator in (20). Then substituting (35) into (20) and amplifying the term
|cT L−1k V T xk/cosϕk| ≤ ‖c‖‖L−1k ‖ tanϕk,
by some elementary manipulation we get
tanϕk+1 ≤C1 tan2 ϕk +C2 tanϕk tanϕk−1
with C1 and C2 certain positive constants. Since tanϕk < tanϕk−1 for k large enough,
the above inequality can be written as
tanϕk+1 ≤C tanϕk tanϕk−1
with C a positive constant. Taking the equality sign in the above relation, by the theory
of linear difference equation [39, p. 436-7], for k sufficiently large we obtain
tanϕk+1 ≤Cα−1 tanα ϕk :=C tanα ϕk
with α = 1+
√
5
2 and the final C :=C
α−1
, which proves (38).
We comment that if fk = 0 then C2 = 0 in the above proof, in which case INI
becomes NI and (36), the quadratic convergence of NI, is recovered. (37) indicates
that the inner tolerance ‖fk‖ in INI 2 decreases like tanϕk−1 with increasing k, so we
may need to solve the inner linear systems more and more accurately as iterations
proceed. As a compensation and gain, however, since INI 1 converges linearly, INI 2
may use fewer outer iterations to achieve the convergence than INI 1. A consequence
is that it is hard and even impossible to compare the overall efficiency of INI 1 and
INI 2 and draw a general definitive conclusion on which one of them is more efficient.
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5 Computing the smallest eigenpair of an irreducible nonsingular M-matrix
In this section, we consider how to compute the smallest eigenpair of an irreducible
nonsingular M-matrix A. In order to propose INI for this kind of problem, suppose
that A is expressed as A = σ I − B , and let (λ ,x) be the smallest eigenpair of it.
As have been proved previously, each of INI 1 and INI 2 generates a monotonically
decreasing sequence {λ k} that converges to ρ(B) with λ k > ρ(B). We denote λ k =
σ −λ k. It follows that λ k < λ and {λ k} forms a monotonically increasing sequence
that converges to λ . From Algorithm 2, at iteration k the approximate solution yk+1
exactly solves the linear system
(λ kI−B)yk+1 = xk + fk, (39)
where λ k =max
(
Bxk
xk
)
. We then update the next iterate as xk+1 = yk+1/‖yk+1‖. Since
λ kI−B = (σ I−B)+ (λ k−σ)I = A−λ kI,
(39) is equivalent to
(A−λ kI)yk+1 = xk + fk,
where
λ k = σ −max
(
Bxk
xk
)
= min
(
Axk
xk
)
.
Since (A−λ kI) is an irreducible nonsingular M-matrix, we have yk+1 > 0 provided
that xk + fk > 0. Thus, we get the relation
λ k+1 = min
(
Axk+1
xk+1
)
= λ k +min
(
xk + fk
yk+1
)
.
Therefore, Algorithm 2 can be adapted to computing the smallest eigenpair of the
irreducible nonsingular M-matrix A, which is described as Algorithm 3, where, as in
Section 4, we define
– INI 1: the residual norm satisfies ξk ≤ γ min(xk) for some 0 < γ < 1.
– INI 2: the residual vector satisfies |fk| ≤ dkxk with dk = 1− λk−1/λ k for k ≥ 1
and ‖f0‖ ≤ γ min(x0) with some 0 < γ < 1.
We should point out that Algorithm 3 itself neither involves σ nor requires that A
be expressed as A = σ I−B, which is purely for the algorithmic derivation.
Due to the equivalence of Algorithm 3 and Algorithm 2, the previous convergence
results for the irreducible nonnegative matrix eigenvalue problem naturally hold for
the irreducible nonsingular M-matrix eigenvalue problem under consideration. We
summarize the main results as follows.
Theorem 8 Let A be an irreducible nonsingular M-matrix. If λ k and xk are gener-
ated by Algorithm 3, then {λ k} → λ , the smallest eigenvalue of A, monotonically
from below as k→∞, and lim
k→∞
xk = x with xk > 0 for all k > 0. Furthermore, the con-
vergence of INI 1 and INI 2 is globally linear with the asymptotic convergence factor
bounded by 2γ1+γ and superlinear with the convergence order
1+
√
5
2 , respectively.
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Algorithm 3 INI for M-matrices
1. Given an initial guess x0 > 0 with ‖x0‖= 1 and tol> 0, compute λ 0 = min
(
Ax0
x0
)
.
2. for k = 0,1,2, . . .
3. Solve (A−λ kI)yk+1 = xk approximately with the first or second inner tolerance strategy such that
(A−λ kI)yk+1 = xk + fk.
4. Normalize the vector xk+1 = yk+1/‖yk+1‖.
5. Compute λ k+1 = λ k +min
(
xk+fk
yk+1
)
.
6. until convergence: ‖Axk+1−λ k+1xk+1‖< tol.
6 Numerical experiments
In this section we present numerical experiments to support our theoretical results
on INI and NI, and illustrate the effectiveness of the proposed INI algorithms. In
the meantime, we compare INI with the algorithms JDQR [33], JDRPCG [23], the
implicitly restarted Arnoldi method [29], i.e., the Matlab function eigs, and the ex-
plicitly Krylov–Schur method [35], whose Matlab code is krylovschur downloaded
from [12], all of which are not positivity preserving for approximate eigenvectors.
We use JDQR for the nonnegative matrix and M-matrix eigenvalue problems, but
we use JDRPCG only for symmetric nonsingular M-matrices since JDRPCG is de-
signed to compute a few number of smallest eigenpairs of a symmetric matrix. We
show that the NI and INI algorithms are always reliable to compute positive eigen-
vectors while the other algorithms generally fail to do so. Actually, for the three ones
of four problems tested, the converged eigenvectors obtained by the other algorithms
were not positive. We also demonstrate that the INI algorithms are efficient, and they
are competitive with and can be considerably efficient than the others. All numerical
tests were performed on an Intel (R) Core (TM) i5 CPU 750@ 2.67GHz with 4 GB
memory using Matlab 7.11.0 with the machine precision ε = 2.22×10−16 under the
Microsoft Windows 7 64-bit.
6.1 INI for Nonnegative Matrices
We present two examples to illustrate numerical behavior of NI, INI 1 and INI 2 for
nonnegative matrices. At each outer iteration the approximate solution yk+1 of (7)
satisfies
(λ kI−B)yk+1 = xk + fk
by requiring the following inner tolerances:
– for NI: ‖fk‖ ≤ 10−14;
– for INI 1: ‖fk‖ ≤ γ min(xk) with some 0 < γ < 1;
– for INI 2: ‖fk‖ ≤ min{γ min(xk), λ k−1−λ kλ k−1 } for k ≥ 1 and ‖f0‖ ≤ γ min(x0) with
some 0 < γ < 1.
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We explain more on the inner tolerance used in INI 2. Recall that we always
have min(xk)≤ n−1/2, which is reasonably small for n very large. Therefore, starting
with a general unit length vector x0 > 0, the sequence {λ k} by INI 2 with ‖fk‖ ≤
λ k−1−λ k
λ k−1
may not satisfy |fk| ≤ γxk, the condition of Lemma 3. Consequently, the
global convergence of {λ k} is not guaranteed. However, we must have |fk| ≤ γxk
for the above-proposed inner tolerance for INI 2, such that {λ k} generated by INI 2
is globally convergent. Furthermore, once λ k has converged with certain accuracy,
we will have λ k−1−λ kλ k−1 < γ min(xk) for k large enough. After it, it is known from
Theorem 7 that INI 2 will asymptotically converge superlinearly.
In implementations, it is necessary to impose some guards on inner tolerances so
as to avoid them being too small in finite precision arithmetic, i.e., below the level of
ε . For all examples, the stopping criteria for inner iterations are always taken as
‖fk‖ ≤max{γ min(xk),10−13} for INI 1
and
‖fk‖ ≤max{min{γ min(xk), λ k−1−λ kλ k−1
},10−13} for INI 2.
For each example, we test two values of γ = 0.8, 0.1 to observe the effect of γ on the
convergence of INI 1.
In the experiments, the stopping criterion for outer iterations is
‖Bxk−λ kxk‖
(‖B‖1‖B‖∞)1/2
≤ 10−13,
where we use the cheaply computable (‖B‖1‖B‖∞)1/2 to estimate the 2-norm ‖B‖,
which is more reasonable than the individual ‖B‖1 or ‖B‖∞ with ‖ · ‖∞ the infinity
norm of a matrix.
For INI and NI, since the coefficient matrices λ kI−B are always positive definite
for all k when B is symmetric, we use the conjugate gradient method to solve inner
linear systems. For B unsymmetric, we use BICGSTAB as inner solver. In implemen-
tations, we use the standard Matlab functions bicgstab and pcg. The outer iteration
starts with the normalized vector 1√
n
[1, . . . ,1]T for NI, INI, eigs, and krylovschur.
The original codes of JDQR and JDRPCG use the absolute residual norms to de-
cide the convergence, which is not robust for a general purpose. By setting the stop-
ping criteria “TOL= 10−13(‖B‖1‖B‖∞)1/2” for outer iterations in them, we will get
the same stopping criteria as that for NI and INI. We set the parameters “sigma=LM”
and the inner solver “OPTIONS.LSolver=bicgstab” in the unsymmetric case and
“OPTIONS.LSolver=minres” in the symmetric case, where the Matlab function min-
res is the minimal residual method. All the other options use defaults. We do not
use any preconditioning for inner linear systems. For eigs and krylovschur, we set
the stopping criteria “OPTS.tol= 10−13/(‖B‖1‖B‖∞)1/2, and take the maximum and
minimum subspace dimensions as 20 and 2 at each restart, respectively. For the com-
putation of Perron roots and vectors, we mention that eigs and krylovschur do not
involve shift-invert, so we do not solve any inner linear systems.
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We denote by Iouter the number of outer iterations to achieve the convergence and
by Iinner the total number of inner iterations. Note that each outer iteration of these
algorithms needs one matrix-vector product formed with B, while each iteration of
BICGSTAB uses two matrix-vector products formed with B and BT , respectively, and
each iteration of MINRES or CG uses one matrix-vector product with B. We denote
by Itotal the total matrix-vector products formed with B and possibly BT , which can
fairly measure the overall efficiency of NI, INI, JDQR, eigs and krylovschur when
the subspace dimensions used by JDQR, eigs or krylovschur are small at each restart.
In view of the above, we have Itotal = Iouter + 2Iinner for B unsymmetric and Itotal =
Iouter + Iinner for B symmetric for our test algorithms. For eigs and krylovschur we
have Itotal = Iouter since no inner linear system is solved.
Recall that for unsymmetric problems JDQR, eigs and krylovschur may compute
complex approximate Perron vectors. If it is the case, we are only concerned with the
signs of components in its real part. To investigate the positivity of a converged Per-
ron vector, we let the real part of its maximal component in magnitude be positive,
no matter how real or complex it is. In the tables, “Positivity”records whether the
converged Perron vector preserves the strict positivity property. If no, then the per-
centage in the brace indicates the proportion that the converged Perron vector has the
components with positive real part. We also report the CPU time of each algorithm,
which measures the overall efficiency too.
Example 1 From DIMACS10 test set [8], we consider the unsymmetric nonnegative
matrix web-Google. The matrix data was released in 2002 by Google as a part of
Google Programming Contest. The web-Google is a directed graph with nodes rep-
resenting web pages and directed edges representing hyperlinks between them. This
matrix is a binary matrix of order n = 916,428 and has 5,105,039 nonzero entries.
Table 1 reports the results obtained by NI, INI 1 with γ = 0.8 and γ = 0.1, INI 2,
JDQR, eigs, and krylovschur. Figures 1–2 depict how the residual norms of outer
iterations evolve versus the sum of inner iterations and versus the outer iterations for
NI, INI 1 with two γ , INI 2, and JDQR, respectively. As we see, Figure 2 shows
that the residual norms computed by the five algorithms decreased monotonically. It
also indicates that the NI and INI algorithms converged slowly and similarly in the
beginning of outer iterations. Then they started converging fast. We find that INI 1
and INI 2 achieved the same superlinear (quadratic) convergence and exhibited very
similar convergence behavior to NI, and all of them used nine outer iterations to
achieve the convergence. These results show that our theory on both INI 1 and INI 2
can be conservative.
We observe from Table 1 that the INI 1 and INI 2 improved the overall efficiency
of NI considerably. Actually, the CPU times used by INI 1 with γ = 0.8 and γ = 0.1
were 43% and 51% of those used by NI, respectively, and that used by INI 2 was
43% of that used by NI. In terms of either Itotal or the CPU time, INI 1 with γ = 0.8,
INI 2 and JDQR were twice as fast as NI. In addition, we find that INI 1 and INI 2
were competitive with krylovschur, and they used very comparable CPU time.
Table 1 also shows that eigs used the least CPU time but more outer iterations
than krylovschur, and JDQR was as efficient as INI 1 and INI 2 in terms of Itotal
and the CPU time. The three algorithms JDQR, eigs and krylovschur computed the
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Table 1 The total outer and inner iterations in Example 1
Method Iouter Iinner Itotal CPU time Positivity
NI 9 115.5 240 33.4 Yes
INI 1 with γ = 0.8 9 55 119 14.2 Yes
INI 1 with γ = 0.1 9 61.5 132 17.1 Yes
INI 2 9 56 121 14.4 Yes
JDQR 4 52.5 109 14.2 No (41%)
krylovschur 60 —– 60 14.5 No (42%)
eigs 80 —– 80 8.3 No (21%)
Perron root reliably, but the converged Perron vectors were not positive. As Table 1
indicates, only 41%, 42% and 21% of the components of the converged eigenvectors
by JDQR, krylovschur and eigs were positive or had positive real part. This implies
that the too many components were not reliable and were hard to interpret.
We comment that the results by JDQR, eigs and krylovschur for a desired pos-
itive eigenvector are not unusual. Because some component(s) of the Perron vector
must be very small, it is quite possible that the JDQR, eigs and krylovschur cannot
guarantee the strict positivity of approximate eigenvectors, and, particularly, those
very small or tiny true positive components may change signs and become negative
in the approximations, even though the approximations have already converged to the
positive eigenvector x in the conventional sense and attains its maximum accuracy,
namely, the level of ε .
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Fig. 1 Example 1. The outer residual norms versus
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Fig. 2 Example 1. The outer residual norms versus
the outer iterations.
Finally, it is worth pointing out that, as we have observed, NI needed more inner
iterations than INI 1 and INI 2 at each outer iteration, and the inner iterations used
by each algorithm increased as outer iterations proceeded. This is due to the fact that
inner linear system (4) was worse conditioned with increasing k asλ k was closer to λ ,
causing that more inner iterations are generally needed for the fixed γ , i.e., INI 1. The
situation is more serious with higher accuracy, as required by INI 2 and JDQR. Even
so, Figure 1 illustrates that INI and JDQR converged superlinearly as inner iterations
increased.
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Table 2 The total outer and inner iterations in Example 2
Method Iouter Iinner Itotal CPU time Positivity
NI 10 524 534 86 Yes
INI 1 with γ = 0.8 10 259 269 40 Yes
INI 1 with γ = 0.1 10 291 301 46 Yes
INI 2 10 261 271 40 Yes
JDQR with Minres 9 750 759 121 No (82%)
krylovschur 180 —– 180 28 No (55%)
eigs 200 —– 200 24 No (59%)
Example 2 Consider the symmetric nonnegative matrix delaunay n20 from DIMACS10
test set [8]. The matrix is generated by Delaunay triangulations of random points in
the unit square. It is a binary matrix of order n = 220 = 1,048,576 with 6,291,372
nonzero entries.
Table 2 and Figures 3–4 report the results and convergence processes.
First of all, Table 2 shows that JDQR, eigs and krylovschur were unreliable to
compute the Perron vector and were unable to produce the positive converged Perron
vectors, though eigs and krylovschur were equally the most efficient and were about
1.2 ∼ 1.5 times as fast as INI in terms of Itotal and the CPU time. It is seen that
only 82%, 55% and 59% of the components of the finally converged approximations
by JDQR, krylovschur and eigs were positive or had positive real part, respectively.
JDQR was the slowest, and NI was the second most expensive in terms of both Itotal
and the CPU time. INI 1 with two γ and INI 2 cost only about 50% of NI, 33% of
JDQR, a considerable improvement over NI and JDQR.
Neglecting the positivity preservation of the converged Perron vectors, we see that
Table 2 and Figure 4 indicate that NI, INI 2, INI 1 with two γ and JDQR used exactly
the same, i.e., ten outer iterations. As is seen from Figure 4, all the algorithms con-
verged slowly until the sixth outer iteration, then they speeded up very considerably
and converged superlinearly. Furthermore, from the sixth outer iteration onwards,
Figure 4 clearly demonstrates that each algorithm actually achieved the quadratic
convergence. It is worthwhile to point out that, unlike NI and INI, which converged
monotonically, JDQR exhibited irregular convergence behavior. Precisely, the resid-
ual norms of JDQR decreased at the first four outer iterations, increased at the two
outer iterations followed, and then converged regularly from the sixth outer iteration
upwards. Besides, Figure 3 indicates that NI, INI and JDQR converged slowly and
linearly in the initial stage, and then they converged increasingly faster, i.e., superlin-
early as inner iterations increased.
6.2 INI for M-matrices
In this subsection, we use NI and INI to compute the smallest eigenpair of an irre-
ducible nonsingular M-matrix A and illustrate the effectiveness of INI. For NI, INI 1
and INI 2, the stopping criteria for inner and outer iterations are the same as those
for the nonnegative matrix eigenproblem. For JDQR, we also take the same stopping
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Fig. 4 Example 2. The outer residual norms versus
the outer iterations.
criterion for outer iterations, and set the parameter “sigma=SM”. All the other pa-
rameters are the same as those for nonnegative matrix eigenvalue problems. For eigs,
since we now compute the smallest eigenvalue and the associated eigenvector of an
irreducible nonsingular M-matrix A, we use eigs(σspeye(n)−A,’LM’,OPTS) to re-
place with eigs(A,’SM’,OPTS) for some easily chosen σ > ρ(A). The reason for this
strategy is twofold: First, σ I−A becomes an irreducible nonnegative matrix, which
means that we only need to compute the largest eigenpair of σ I−A without solving
any linear system. Second, if eigs(A,’SM’,OPTS) is used, we have to solve a sequence
of inner linear systems by first making a sparse LU factorization of A and then solving
two lower and upper triangular systems at each iteration. This is assumed to be pro-
hibited for a very large A throughout this paper. We also apply krylovschur to σ I−A
to find the smallest eigenpair of A.
Example 3 We consider an unsymmetric irreducible nonsingular M-matrix from the
3D Human Face Mesh [11] with a small noise. This is a matrix of order n = 42,875
with 693,875 nonzero entries.
We choose σ in such a way: let d = max1≤i≤n{aii}, which equals 2771, and take
σ = 3000. We then get a nonnegative matrix B = σ I−A. Table 3 reports the results
obtained, and Figures 5–6 depict the convergence processes of NI, INI and JDQR.
For this problem, the good news is that all the algorithms worked well and all the
converged eigenvectors were positive. We observe from the figures that NI, INI and
JDQR converged smoothly and fast as inner iterations increased or outer iterations
proceeded. Except INI 1 with γ = 0.8, which used ten outer iterations, NI and INI
used seven outer iterations to attain the desired accuracy. However, regarding the
overall efficiency, NI was the most expensive, and INI 2 was considerably better than
NI and used 65% of Itotal and 67% of the CPU time that NI consumed. INI 1 with
two γ improved the performance of NI more substantially. INI 1 with γ = 0.8 was the
most efficient in terms of Itotal and the CPU time. eigs and krylovschur were similarly
efficient and consumed almost the same CPU time as INI 1 with γ = 0.8, but they
used considerably more Itotal . In addition, we have observed that INI 1 with γ = 0.1
and INI 2 were competitive with JDQR.
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Table 3 The total outer and inner iterations in Example 3
Method Iouter Iinner Itotal CPU time Positivity
NI 7 1400 2807 19.1 Yes
INI 1 with γ = 0.8 10 521 1052 7.2 Yes
INI 1 with γ = 0.1 7 773 1553 10.2 Yes
INI 2 7 912 1831 12.9 Yes
JDQR 6 506 1018 10.9 Yes
krylovschur 1160 —– 1160 7.4 Yes
eigs 1420 —– 1420 7.0 Yes
Finally, we see that for this M-matrix two different γ led to distinct convergence
behavior. As Figure 6 indicates, NI and INI 2 typically converged superlinearly, and
INI 1 with γ = 0.1 exhibited very similar superlinear convergence to NI, while INI 1
with γ = 0.8 typically converged linearly. These confirm our theory and demonstrate
that our theoretical results can be realistic and pronounced.
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the outer iterations.
Example 4 Consider the symmetric M-matrix nicolo da uzzano from AIM@SHAPE
Shape Repository [3]. This matrix describes the full resolution shape (2 millions tri-
angles) edited to remove the errors introduced by scanning and reconstruction phases.
The matrix nicolo da uzzano is generated by the barycentric mapping method [37],
is of order n = 943,870 and has 8,960,880 nonzero entries.
For eigs and krylovschur, we get a nonnegative matrix B = σ I−A in this way: let
d = max1≤i≤n{aii}, which equals 2421, and then take σ = 2500. Table 4 reports the
numerical results obtained by NI, INI, JDQR, JDRPCG, krylovschur and eigs. Fig-
ures 7–8 describe the convergence processes of NI and INI. We omit the convergence
curves of JDQR and JDRPCG because JDQR failed to compute the desired eigenpair
and JDRPCG used much more outer iterations than NI and INI did, as is seen from
Table 4.
As far as Iouter is concerned, NI and INI worked very well and used only four outer
iterations to attain the desired accuracy. As Figure 8 shows, they had indistinguishable
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Table 4 The total outer and inner iterations in Example 4
Method Iouter Iinner Itotal CPU time Positivity
NI 4 697 701 54 Yes
INI 1 with γ = 0.8 4 400 404 31 Yes
INI 1 with γ = 0.1 4 440 444 33 Yes
INI 2 4 405 409 31 Yes
JDQR with Minres 53 10458 10511 1480 Wrong eigenpair
JDRPCG 146 279 425 23 No (57%)
krylovschur 500 —– 500 75 No (45%)
eigs 820 —– 820 60 No (42%)
convergence curves. Furthermore, all of them were reliable and positivity preserving.
For the overall performance, INI 1 and INI 2 were equally efficient, and they used
about 60% of Itotal and the CPU time of NI.
In contrast, JDQR, JDRPCG, krylovschur and eigs performed poorly for this
problem. At much more expenses than NI and INI, JDQR finally failed to produce
the correct eigenpair and misconverged. JDRPCG, kryllovschur and eigs computed
the desired eigenvalue, but the converged eigenvectors were not positive. Table 4 in-
dicates that for these algorithms roughly 50% of the components of each converged
eigenvector were negative.
Without considering the reliability or the positivity, for the overall efficiency,
JDRPCG was competitive with INI in terms of the CPU time and Itotal . However,
krylovschur and eigs used as twice the CPU time as INI; they were also more expen-
sive than INI in terms of Itotal . krylovschur used considerably fewer Itotal than eigs
did, but it consumed more CPU time than the latter.
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Remark 1 We have also tested the previous four examples using the power method,
which preserves the positivity of the approximate eigenvectors at each iteration and is
linearly convergent for any positive starting vector. For Examples 1–2, we have found
that the power method needed 3 ∼ 6 times of the CPU time of INI 1 because of the
eigenvalue clustering. For M-matrices in Examples 3 and 4, we applied the power
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method to the nonnegative matrices B, which were generated by B = σ I−A with σ
chosen as before, for finding ρ(B) and the Perron vectors. The power method cost
more than ten times of the CPU time of INI 1. So INI was much more efficient than
the power method for these four examples. We omit the details on numerical results
obtained by the power method.
7 Conclusions
For the efficient computation of the smallest eigenpair of a large irreducible non-
singular M-matrix, we have proposed a positivity preserving inexact Noda iteration
method with two practical inner tolerance strategies provided for solving the linear
systems involved. We have analyzed the convergence of the method in detail, and
have established a number of global linear and superlinear convergence results, with
the linear convergence factor and the superlinear convergence order derived explic-
itly. Precisely, we have proved that INI converges at least linearly with the asymptotic
convergence factor bounded by 2γ1+γ for ξk = ‖fk‖ ≤ γ min(xk) and superlinearly with
the convergence order 1+
√
5
2 for the decreasing ‖fk‖ ≤
λ k−λ k−1
λ k = O(tanϕk−1), re-
spectively. We have also revisited the convergence of NI and proved its quadratic
convergence in a different form from [9]. The results on INI clearly show how inner
tolerance affects the convergence of outer iterations.
Numerically, we have illustrated that the proposed INI algorithms are practical
for large nonnegative matrix and M-matrix eigenvalue problems, and they can reduce
the total computational cost of NI substantially. In the meantime, regarding the posi-
tivity preservation, the numerical experiments have shown that the INI algorithms are
superior to the Jacobi–Davidson method, the implicitly restarted Arnoldi method and
the Krylov–Schur method. They always preserve the positivity of approximate eigen-
vectors, while the Jacobi–Davidson method, the implicitly restarted Arnoldi method
and the Krylov–Schur method often fail to do so. Moreover, regarding he overall ef-
ficiency, INI algorithms are competitive with and can be considerably higher than the
other three methods for some practical problems.
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