Abstract-Task scheduling in data centers is a complex task due to their evolution in size, complexity, and performance. At the same time, customers' requirements have become more sophisticated in terms of execution time and throughput. Against this background, this work presents a new model of resource allocation that optimizes task scheduling using a multi-objective optimization (MOO) and particle swarm optimization (PSO) algorithm. In more detail, we develop a novel multi-objective PSO (MOPSO) algorithm, based on a new ranking strategy. The main insight of this algorithm is that the tasks are scheduled to the virtual machines to minimize waiting time and maximize system throughput. The algorithm leads to a reduction in execution time of 20%, a reduction the waiting time of 30%, and shows improvements of up to 40% in throughput compared to the current state of the art.
I. INTRODUCTION
Cloud computing is a parallel and distributed system containing a number of dynamically interconnected virtualized machines [5] . These virtual machines are allocated over a network to provide services to consumers (such as servers, storage and applications) according to their needs. Consumers then just pay for the resources they consume [4] . In a cloud environment, the allocation of virtual and/or physical resources is a key part of the management system, since its efficiency directly influences the performance and the cost of the entire system. Thus, an inefficient resource allocation has a direct negative effect on performance and cost. Given this, the main goal of resource allocation in such settings is to make the best use of the infrastructure resources and combine them to achieve higher throughput to solve large-scale computation problems [24] . In such environments, computing resources are allocated when a customer sends a request with their requirements.
In more detail, cloud computing data centers depend on virtualization, a technique that allows a computational resource to be partitioned into multiple independent execution environments, which are called Virtual Machines (VMs) [2] . Virtualization provides the flexibility to configure a number of virtual machines on the same physical machine. Moreover, multiple VMs can be initiated and terminated on a single host dynamically depending on the task requirement. The number of CPU cores in each host determines the numbers of VMs that can be mapped to it. That is because each VM is executed on one core of the CPU. In most cases, the tasks are not mapped directly to the physical machine; instead, they are first assigned to virtual machines. Therefore, the task scheduling process is performed on two consecutive levels (see Figure 1 ). In the first, tasks are assigned to the appropriate virtual machine, while in the second the virtual machines are mapped to appropriate physical machines. In this work, we aim to improve resource allocation on the VM level through the development of a new task-scheduling algorithm. The selection of the VMs is based on the tasks' requirements such as cost and CPU power, and then the task scheduler assigns tasks to the selected VMs. There are multiple objectives that needed to be satisfied in cloud systems including (performance, profit, and utilization).
To address the problems of dealing with multiple objectives, a number of researchers have developed techniques for multiobjective optimization (MOO) [20] . Specifically, MOO studies the search methods that are used to find solutions based on several conflicting objectives such as performance in terms of minimizing waiting time and maximizing resource utilization or maximizing profitability.
To date, many techniques have been developed to achieve MOO. In this work, we focus on Swarm Intelligence (SI) because of its proven benefits in flexibly responding to rapid changes in the system and rapidly adapting to the external
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Customer environment during run-time [7] . In addition, SI algorithms consist of a number of simple behavior rules that lead to simplicity in solving MOO problems [8] . Cloud management systems also need to be adaptive to the changes in the environment. Again, SI algorithms have a good technique record at achieving this.
In more detail, SI algorithms are used in complex systems because there is no need to have a central control structure and the system can be elastic and flexible in terms of adding or removing resources without influencing the overall structure. Several intelligent techniques for improving scheduling in cloud systems have been developed, including genetic algorithms, bee colony algorithms and ant colony algorithms [10] . Specifically, a recent advance in this area is Particle Swarm Optimization (PSO) and this has been used in a wide range of complex applications including combinatorial optimization problems such as finding optimal routes, scheduling, structural optimization, image analysis, data mining, bioinformatics, finance and business [12] . PSO is popular in such applications because of its simplicity and speed in finding solutions. Thus, we use it as the base for this work.
More specifically, Reyes-Sierra and Coello [20] developed the Multi-Objective Particle Swarm Optimization (MOPSO) algorithm. This is based merging the principles of PSO and MOO. The new features of MOPSO are optimizing task scheduling and allocating resources. MOPSO has been chosen as the basic of this work because we have multi-objectives in the task scheduling process and MOPSO is suitable to solve them. Specifically, MOPSO combines the advantages of the PSO algorithm and MOO that have been shown to improve the process of finding solutions fast compared with other evolutionary algorithms [23] . In particular, we use the MOPSO algorithm to optimize task scheduling, to satisfy the goals of improving performance in terms of waiting time and throughput. In dealing with multi-objectives we can either combine all of them to a single one or consider each function separately. In this work, we evaluate the multiple objectives separately based on a ranking strategy to select optimal solution. We make this decision because we need a method that considers the three objectives that are equal in the priority and weight.
In this work, we define a methodology to optimize task scheduling based on the MOPSO algorithm. The scheduler schedules tasks over VMs and decides which is the best VM for task execution. Here we use the MOPSO algorithm to select the best VM depending on the three conflicting objectives: Expected Completed Time (ECT), the Task Execution Cost (TEC) and the VM processing. These objectives conflict in that if we reduce the ECT it leads to increase the TEC. In addition, to minimize the ECT we should to maximize the VM processing which requires maximizing the cost. The MOPSO algorithm evaluates each objective separately and uses the ranking strategy to find the best VM.
The novelty of this work is to devise the best solution using a new ranking strategy based on three mentioned objectives to speed up the process of finding the best VM. Specifically, our ranking dealing with the three objectives in a balance way, which no other strategy can handle.
The research is organized as follows: section II: details the background and the related work. Section III: details of our MOPSO algorithm. Section IV: presents the experimental procedures, testing methodologies, and evaluation of the algorithm. Section V: concludes and highlights future work.
II. BACKGROUND AND RELATED WORK
PSO consists of a swarm of particles; each of which represents a solution of the problem. In this work, the particles are represented as a set of VMs that are allocated for the tasks. Every particle in the swarm behavior has two main characters: a position x that notates the suggested location and a velocity v that means the speed of moving. The best solution for one p article is called the best personal experience (pbest), while the best solution among all particles in the population is called the best group experience (gbest) solution. The position of a particle at any instant in time is influenced by its personal best position (pbest) and the position of the other best particles in the global problem space (gbest).
In more detail, PSO uses adaptive movement, which shifts a particle's position in each iteration. The way in which PSO updates particle xi at generation t is shown in equation 1 (Kennedy and Eberhart [12] ):
(1) where: xi (t) is the current position of particle i at iteration t xi (t-1) is the position of particle i at iteration t-1 vi (t) is the velocity of particle i at iteration t The velocity of particle i at time t is given in equation 2 (Kennedy and Eberhart [12] ): vi (t) = w × vi (t − 1) + r1×C1 × (pbesti − xi) + r2×C2 × (gbesti -xi (t)) (2) where: xi (t) is the current position of particle i at iteration t vi (t) is the velocity of particle i at iteration t vi (t − 1) is the velocity of particle i at iteration t-1 pbesti is the best position of particle i gbesti is the position of the best value for particle i in a population w is the inertia weight r1, r2 are random numbers in the range [0, 1] C1, C2 are the acceleration coefficients.
In equation 2, w is used to control the movement of the particle and improve the convergence of PSO. The numbers r1 and r2 are used to provide randomness in the movement of particles inside the swarm in the range of [0-1] to control the movement of the particles in the search space. Both C1 and C2 are positive constants, which are specific parameters to control the effect of the personal and global best particles. Their values are set to fixed equal values because the particle is influenced by its own best position (pbest) and the best position of its neighbors (gbest) [20] . In this work, we use a range values for w starting from 1.0 then decreasing by 0.1 until we reach 0.0. Values of C1 and C2 are fixed since particles should only be affected with the best position only. In our algorithm, we specified C1=C2=2.05 in order to provide the most promising results and search behavior as advocated by Reyes-Sierra and Coello [20] .
The main general steps of the PSO algorithm are summarized in Algorithm 1 [8] . These steps are the same in most variant of PSO, but they differ in the process of dealing with the objective function to select the best value for particles. The algorithm starts by initializing the swarm, it updates the position of each particle, and then it evaluates each particle's position according to the objective function (equation 2). If a particle's current position is better than its previous best position, then it is updated. Next, it determines the best particle that depends on the particle's previous best positions. Specifically, Algorithm 1 formulates the main steps of the PSO algorithm based on one objective. It starts by initializing the swarm, velocity, position, and pbest values. The main loop from lines 3 to 9 iterates through all particles to find the best solutions. The COMPUTEFITNESS function is invoked to compute the fitness function for each particle based on the specific objective. Then the EVALUATE procedure is used to compared the fitness value with the personal best for each particle and return the best value (pbest). Procedure UPDATE (in line 7) is invoked to update the velocity and position in each iteration based on equations 1 and 2. Finally, the pbest with new best value for each particle is returned.
The main goal of a single objective optimization based on PSO is to find the "best" solution, which corresponds to the minimum or maximum value of a single objective function. This type of optimization is useful as a tool to provide decision makers with insights into the nature of the problem, but it cannot provide a set of alternative solutions that trade different objectives against each other. On the other hand, in a multi-objective optimization with conflicting objectives, there is no single optimal solution. The interaction among different objectives gives rise to a set of compromise solutions, known as non-dominated or Pareto-optimal solutions [23] . In more detail, the Pareto optimal set consists of multiple trade-off solutions with a wide range of values for the objectives that are non-dominated best positions (often-called leaders) that are used to guide the particles. In particular, a solution belongs to the Pareto optimal set if there is no other solution that can improve at least one of the objectives without degrading any other objective. In multi-objective optimization problems, we can distinguish two fundamental approaches that are used to deal with multi-objective PSO algorithms [20] :
• The first approach consists of algorithms that consider each objective function separately. In this approach, each particle is evaluated for one objective function at a time, and the determination of the best position is performed similarly to the single-objective optimization case. It combines multiple objectives using the weighted sum of them in one single objective. This is a simple approach and it is widely used when the objectives do not conflict. However, the complexity in this approach is in determining the weight values for each objective depending on the importance of the objective. Different weight values produce widely varying results.
• The second approach consists of algorithms that evaluate all objective functions for each particle and is based on the concept of Pareto optimality. In the context of MOO, Pareto dominance is used to compare and rank decision solutions to determine the set of solutions (leaders). The determination of the leaders is not straightforward, since there can be many non-dominated solutions in the neighborhood of a particle. However, only one solution from the leaders is selected to update the velocity. However, the Pareto dominance becomes a complex process especially when there is more than two objectives and if the objectives conflict with each other. Thus, in our work, we do not use the Pareto-optimal method. Instead, we established a new ranking strategy for the objectives to find the optimal solution (detailed in section 3).
In more detail, several researchers use the PSO algorithm to preserve one objective: for example, Suresh, Santhosh, and Karthik [22] used PSO and Fuzzy technique to balance the load over resources to handle one objective that maximizes utilization. Netjinda, Sirinaovakul and Achalakul [16] used PSO to verify cost optimization. Wang, Zhang and Si [14] improved the outcome of the cloud provider by using PSO to allocate an optimal resource for execution tasks. Pacini, Mateos and García [17] to schedule the VMs over available physical machines developed a cloud scheduler based on PSO, as well as reducing the number of created VMs.
PSO based on two objectives for task scheduling was first developed in Beegom and Rajasree [3] . They focused on improving two factors: the overall execution time for all tasks and the cost of cloud resources. Subsequently, a number of researchers have extended this line of work. Specifically, Adamuthe, Pandharpatte and Thampi [1] studied multiobjective optimization with a PSO algorithm. These objectives were to maximize profit and minimize wasted resources. However, they treated multi-objectives the same as single objective by assigning the same weight to them then calculating the sum of their weight. Thus, it is not appropriate to apply this method in our work since we do not want all the objectives to be equally treated because we have conflicted objectives.
Algorithm 1: Pseudo code of a general PSO algorithm.
1.
Procedure PSO ( ) 2.
INITIALIZE (Swarm , Velocity , Position, Pbest) 3.
while ( stop criteria not satisfied ) do 4.
for p є P do // iterate through all particles 5.
f=COMPUTEFITNESS(Swarm(p)); //compute fitness 6.
Pbest =EVALUATE(f) 7.
UPDATE(Velocity, Position) //using eq 1 ,2 8. end for 9.
end while 10.
return Pbest 11. end Procedure
In Wang et al. [13] , an Improved Particle Swarm Optimization (IPSO) was used based on multi-objective optimization to satisfy customer requirements. A resource allocation method was developed to improve the makespan, execution cost and failure rate based on PSO [15] . However, this work is also based on the weighted sum objectives, which combines all objectives into one single objective. This is not suitable for our work because while it gives good results with two objectives, it is not effective for more than two; since it deals with the three objectives as one objective [18] . In addition, there are other researches of multi-objectives that used the Pareto set approach (e.g. Tripathi, Bandyopadhyay and Pal [23] ). In Feng, Wang, Zhang, and Li [9] , PSO was used to find resources based on multiple factors including total execution time and the quality of service (QoS) of a task. They used Pareto-dominance to search in a multi-objective algorithm. Additionally, they used a Binary objective PSO algorithm based on two objectives: cost and QoS. Finally, Ramezani, Lu and Hussain [19] presented PSO based on two objectives makespan and cost. They used multi-objective optimization with a Pareto optimal method with two objectives but in our approach, we use the ranking of three objectives to select the solution in leaders and not use the Pareto set because it includes more numbers of comparisons. However, this approach consumes more time in computing the best values because it based on comparisons to finding the dominant solutions. The number of comparisons is increased with the increasing number of objectives, which leads to take more time in dealing with three objectives compared to two objectives (Zitzler and Thiele [25] ). Thus, Pareto set takes long time in finding the solutions.
III. OUR MOPSO TASK SHEDULING ALGORITHM Our task-scheduling algorithm over available VMs is described in this section. In terms of task scheduling, tasks are prioritized depending on their length in terms of their numbers of million instructions (MI). In this work, the tasks are defined based on the required number of processing elements and a utilization model that states the task's execution rate through defining the current requested processing elements.
In more detail, Algorithm 2 describes our task-scheduling algorithm based on MOPSO algorithm. The algorithm is consist of the main processes of PSO (as in Algorithm 1) but instead of using one objective, here we use multiple objectives. The algorithm starts with a loop that calculates the ECT and TEC for each task in all available VMs using CALCULATEECT and CALCULATETEC functions. These two functions apply equations 3 and 7, as will be discussed in the following section. Then, the steps from lines 8 to 16 are the main functions that represents MOPSO algorithm that we are used in scheduling tasks to VMs.
In our algorithm we improve the MOPSO by adding the COMPUTEFITNESS function (as shown in Algorithm 3), which includes the process of computing the fitness function of the three objectives, based on ranking strategy. Specifically the rank value for each particle (i.e.VM) is done by computing the value of each objective, and then the smallest value of the rank value for each particle is selected. Thus, the particle with the smallest rank among all the corresponding three objective values is selected as the best solution (i.e. Pbest variable in the Algorithm 2).
Specifically, in our algorithm, we developed a new method based on ranking objectives instead of using the concept of Pareto set. Methods based on the Pareto set are inappropriate for our setting because they involve many comparisons to find the dominant set of solutions. Subsequently they take a long time. Our ranking method overcomes this shortcoming by simplifying the way of finding the best solution, which is based on sorting the lists only (Algorithm 3). We rank the solutions based on the objective values in the MOPSO algorithm to select the suitable VM for each task. Furthermore, this work does not use the dominance methods to find Pareto set solution to control the leaders archive. Instead, we devise a new method to evaluate the objective functions based on ranked particles to find the optimal solution.
For more detail, our strategy of ranking the objectives involves evaluating the three objectives separately to find the best solution. The first objective function is to minimize the task execution cost (TEC) (as per equation 3); the second is to minimize the ECT, which is presented in equation 7; the third is the VM processing, which is represented by the VM CPU speed. The particles (which represent VMs in this work) best fitness values are calculated according to the three mentioned factors (i.e. the least TEC and ECT, and highest VM processing speed). Here the TEC is the sum of the task processing cost and the Input Output transfer cost, which is the cost of transferring the tasks data files.
TEC (i, j) = TPC (i, j) + IOCost (i) (3) where:
TEC is a task execution cost of task i on a VM j i is the id of task in task list j is the id of VM in VM list TPC (i, j) is cost of executing task i in a VM j IOCost (i) is the cost of transferring the data files of the task i Algorithm 2 : Task scheduling algorithm.
1.
Procedure TASKSCHEDULING (T,VMs) 2.
for t є T do // iterate all tasks 3.
for v є VMs do 4.
TEC(t,v)← CALCULATETEC(t,v ) // cost of each task 5.
ECT(t,v)←CALCULATEECT(t,v ) //task execution time 6. end for 7.
end for 8.
INITIALIZE (Swarm , Velocity , Position, Pbest) 9.
for i є T do 10.
for v є VMs do // iterate through all particles 11.
f=COMPUTEFITNESS((VMs,ECT,TEC) 12.
Pbest (i) =EVALUATE(f) 13.
UPDATE(Velocity(i), Position(i)) //using eq 1 ,2 14.
end for 15.
end for 16. return Pbest 17. end Procedure
The task processing cost (TPC) is computed depending on the time of processing the task on VM and the price of the VM. The price of VM varies based on the type of the VM. Here the VM type is characterized depending on the CPU power and storage size. In this work, we have four types of VMs. In particular, the task processing cost is calculated as shown in equation 4. The input output transfer cost (IOCost) for each task is computed depending on the size of the task's input and output files and the cost of bandwidth, as shown in equation 6.
IOCost (i) = FS (i) × CB (6) where: FS (i) is the size of the task i input and output file in MI CB is the cost of the bandwidth
The ECT is computed for each task in each VM, represented in a i × j matrix where i denotes tasks and j represents VMs. For each task, the ECT at each VM is computed by considering the following parameters: the task length, measured in Million Instructions (MI) and the VM processing speed in MIPS. The ECT for any task is calculated as the shown in equation 5.
The new contribution of this work is the method that is used to evaluate the objective functions based on ranking each objective to select the best solution in MOPSO algorithm. In MOPSO algorithm, the COMPUTEFITNESS function is invoked to evaluate the objectives in MOPSO. In this function, we applied the ranking strategy to evaluate the solutions in each swarm iteration. Each objective is represented by a two-dimensional matrix. For more detail about our proposed ranking, Algorithm 3 illustrates the main steps for computing fitness value based on ranking the solution according to the three objective functions to improve the process of MOPSO algorithm.
The procedure COMPUTEFITNESS as shown in the Algorithm 3 starts by sorting VMs based on ECT, TEC, and VM processing speed and storing each result in separate matrix (lines 3 to 5). The loop from lines 6 to 8 computes the rank for each task in each VM by accumulating the rank of the three matrices. Then the rank is sorted in an ascending order. Finally, the rank is set for the task based on the first element in each matrix, which includes the smallest value. To illustrate this approach, suppose that we have eight tasks with five VMs and we compute the three objectives for each solution as in equations 3 and 6. The results are shown in Tables 1, 2 , and 3.
In more detail, for ECT and TEC, we rank the virtual machines based on the least values by sorting the virtual machines in an ascending order. For the VM processing, we sort the virtual machines in a descending order because our aim is to maximize this objective. Then we calculate the rank of the three objectives by summing the ranks for each objective to select the virtual machine with lowest rank value for each task as shown in Table 4 . All shaded cells in the Tables (1-4) represent the best solution, i.e. the best VM for each task. In our example, the best VM for task 1 (i.e. T1) is the virtual machine number 1 (i.e.V1), because its rank is the smallest value (5) (which is 2+1+2=5) compared with other virtual machines. For task 2 (T2) the smallest rank is eight using virtual machines number 3 and 4 (since their rank is equal). Our strategy in the case if there are many virtual machine with equal smallest value is to get the first one in the sequence, so the best virtual machine for task 2 (T2) is V3. The same way for task 4 (T4) the best virtual machine is number one (V1). The values of ECT The rank value after sorting Task  V1  V2  V3  V4  V5  Task  V1  V2  V3  V4  V5  T1  21  24  30  22  25  T1  1  3  5 V1←SORT(VMs, ECT) // sort ascending based on ECT 4.
V2←SORT(VMs, TEC) // sort ascending based on TEC 5.
V3←SORT(VMs) // sort descending based on VM speed 6.
for v є VMs do // iterate through all VMs 7.
Rank
end for 9.
SORT(Rank) // sort r ascending based on rank 10.
return Rank(0) // return smallest of particle in 0 index 11. end Procedure Task  V1  V2  V3  V4  V5  Task  V1  V2  V3  V4  V5  T1  20  14  12  21  15  T1  2  4  5  1  3  T2  21  15  20  24  18  T2  2  5  3  1  4  T3  27  18  24  30  25  T3  2  5  4  1  3  T4  27  23  21  24  30  T4  2  4  5  3  1  T5  29  23  22  28  26  T5  1  4  5  2  3  T6  32  26  25  23  22  T6  1  2  3  4  5  T7  35  28  21  24  20  T7  1  2  4  3  5  T8  21  28  25  23  25  T8  5  1  2  4  3   Table 4 : VMs Rank Values
IV. MOPSO IMPLEMENTATION AND EVALUATION
Designing and testing applications in a real cloudcomputing environment can be expensive, which is one of the reasons why researchers have developed cloud simulations [21] . In addition, using simulation provides flexibility in defining configurations and is easy to use for both utilization and customization. In this work, we use CloudSim because it is an open source package so it is available for public use. In addition, it includes different modules that simulate cloud environments and it provides the flexibility in customizing the simulation by adding and modifying modules depending on the desired design. Specifically, we implemented our model using CloudSim 3.0.3 (which is the most up to date version of CloudSim as of April 2014).
In more detail, CloudSim is a general and extensible simulation framework that allows the modeling, simulation, and experimentation of cloud computing infrastructures and services [6] . It supports several functionalities, such as the queuing and processing of events, the creation of cloud system entities (services, hosts, data centers, brokers, and virtual machines), communication between components, and management of the simulation clock [6] . More specifically, our simulation model involved one data center and many customers. We created virtual machines to provide cloud services provided by the data center, and we simulated many cloud tasks by using data from the data set file.
To evaluate our model, we created a number of experiments to measure if the model satisfies the objectives discussed in section one. First, we tested our system functions by managing tasks over available VMs and mapping them to physical machines in the data center. Second, we performed experiments to compare the execution of tasks in our model with the weighted sum. These algorithms are the most common used ones in task scheduling and allocation in cloud systems as we discussed in section two. In more detail, to evaluate our model, we used four types of host machines (e.g. We created the VMs with this specification to fit in the hosts with the previous characteristics. We had four types of VMs that varied in CPU MIPS and Memory size, which led to differences in price for each of them. The VMs are created depending on the task's requirements. The specific characteristics for each VM are as follows: To simulate the task we used the Large Hadron Collider Computing Grid (LCG) data set [11] . This describes the work of 11 days of activity from multiple nodes that make up the LCG. It includes nearly 200.000 jobs, and each line in the file contains information about the completed job, with some information such as the submission time, customer ID, compute element name, and job runtime. We use this data set because it includes task information relative to what we need in our simulation. The workloads that were not included in our model were tightly coupled tasks and complex workflow applications. The tasks are simulated to be submitted to our system, which includes 1000 hosts with random types based on the predefined specification. In our evaluation, we use numbers of VMs ranging from (500-2000), each host can run up to two VMs because each host had two cores. The numbers of VMs that are created in each experiment depend on the numbers and requirement of tasks. Each experiment was run ten times, and then the average is computed in such that in each experiment we use different host types because we randomly created them. We submitted different numbers of tasks ranging from 500 to 4000 since there was no significant change shown in the results with more than 4000 tasks.
After running the simulation, we measured the following parameters:
• Average Waiting Time: This is defined as the ratio of the sum of waiting times of all tasks to the total number of tasks waiting execution. The average waiting time is measured by computing the difference between the submission time of the task to the system and the starting time of the execution of all tasks in the experiment as shown in equation 7. The waiting time includes the time taken for mapping tasks to VMs.
WT= )/m (7)
where m denotes the number of tasks running in the system at a given this instant.
• Average Execution time: This is defined as the ratio of the sum of the execution times of all tasks to the total number of executed tasks. The average task execution time is measured by computing the difference between starting task execution and ending task execution for each task in the experiment as shown in equation 8.
ET= )/m (8)
where m denotes the number of tasks running in the system at a given unit of simulation time.
• Throughput: The throughput measures the overall performance of the system. It indicates the number of tasks that the model can executed in a specific time as shown in equation 9.
Throughput = / T (9)
where T denotes the simulation time and m is the total number of tasks that finish execution.
In this section, we illustrate the effectiveness of our method in dealing with multi-objectives as three objectives compared with treating them as one weighted sum of objectives. In addition, we compared the results of our algorithm with using Pareto set method. In this work, the weighted sum is computed by multiplying each objective with the weight that represents its importance in the system. The values of objectives that we want to maximize are positive and the other that we should to minimize are negative. In this experiment, we give all objectives the same weight as equation 10 such as follow:
Rank =∑ (objective value (k) × weight (k)) (10) where: k represents the objective value, and k=1, 2, 3 The weight is a nonnegative integer such that ∑weight (k) =1 where k=1, 2, 3.
For simplicity, we use equal weights for each objective because all objectives have the same importance in our model. In this evaluation, we focused on the results of performance factors (i.e. execution time, waiting time, and throughput). The results of execution time, waiting time, and throughput are presented in Figures 2, 3 , and 4). In more detail, as shown in Figure 2 , the execution time in our model is reduced by more than 25% compared to the weighted sum approach and by 15% compared to Pareto set.
In respect to waiting time, our model reduces the waiting time by about 25% compared to weighted sum as shown in Figure  3 . The waiting time using Pareto set is the highest because it consumes more time for finding solutions.
The throughput in our model also has an improvement of about 20% compared with weighted sum and by 40% compared with Pareto set as shown in Figure 4 . This improvement occurs because the waiting time is minimized by improving the performance in the system, so many tasks are executing. V. CONCLUSIONS We proposed a model for allocating resources in cloud computing to improve task scheduling. We improved the task scheduling method by using a multi-objective PSO algorithm based on ranking strategy. In doing so, this work advanced the state of the art by improving task scheduling by using MOPSO based on three objectives. Our work devises a new ranking strategy to evaluate the three objective functions: ECT, TEC, and VM processing. The results of the ranking strategy are used in MOPSO task scheduling to find the optimal VM for each task. This improvement speeds up and simplifies the process of evaluating objectives in MOPSO algorithms instead of using Pareto set method or weighted sum. Specifically, from these improvements, our work increased the performance in terms of waiting time and throughput by improving the MOPSO algorithm. Our MOPSO task-scheduling algorithm leads to an increased throughput and reduced waiting time. In addition to showing an improvement for up to 20% in execution time comparing to the weighted sum objective.
