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Abstrakt
Digitální Fly-by-Wire systém je novým přístupem k řídícímu systému letadla, na jehož
základě firma Honeywell - HTS CZ začala výzkumný projekt s názvem “Next Generation
Distributed Fly-by-Wire System” a tato práce je jeho součástí. Řídící plochy letadla jsou
řízeny dvěma nebo třemi elektrohydraulickými (či elektrickými) servy a každé servo je
ovládáno nezávislou řídící jednotkou. Díky provozním tolerancím systému a drobným
odchylkám vstupních dat v řídících jednotkách, dostává každé servo mírně odlišné povely
a rozdíl v poloze serv vede k namáhání řídící plochy i k namáhání serv. Hlavním cílem této
práce je navrhnout algoritmus, který bude eliminovat rozdíly mezi polohami jednotlivých
serv, a tudíž sníží sílu, která namáhá řídící plochu, na přípustnou mez. Implementace
řídícího systému letadla byla do detailů analyzována a algoritmus redukce síly na kontrolní
ploše letadla byl navržen a implementován v prostředí Simulink. Iterační kriteriální ladící
metoda byla vyvinuta a za účelem co nejlepšího nastavení algoritmu redukce síly. Práce
také analyzuje vliv časových zpoždění na sběrnici na kvalitu algoritmu redukce síly.
Summary
This thesis is dealing with a new approach to the airplane control system - Distributed
Fly-by-Wire System and the resolution will be a part of the research project “Next Gen-
eration Distributed Fly-by-Wire System” of company Honeywell - HTS CZ. The aircraft
primary surfaces are controlled by two or three electrohydraulical (or electrical) actuators
and each actuator is controlled by its independent control unit. The operational toler-
ances of the system cause small deviations of the input data to the control units and thus
each actuator obtains slightly different command. This leads to the mechanical stress of
the surface and of the actuators. The main goal of this thesis is to propose an algorithm
for a reduction of the force fight on an airplane control surface. The flight control system
implementation was analyzed in detail and the Force Fight Algorithm was proposed and
implemented in Simulink software. The iterative criterion tuning method was developed
to provide the best setting of the algorithm. Finally the impact of Bus time delay on the
Force Fight Algorithm was investigated.
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1 INTRODUCTION
1 Introduction
The Digital Fly-by-Wire System is a new approach to the airplane control. Based on it,
company Honeywell - HTS CZ, started a significant research project called “Next Gener-
ation Distributed Fly-by-Wire System”. The aim of this thesis is to propose an algorithm
that will reduce the force fight on an airplanes control surface and can be easily fitted
into this new system.
Each airplane control surface movement is controlled by two or three electro-hydraulical
(or electrical) actuators. Each actuator is controlled by an independent control unit. Due
to the inaccuracies of the input signals and operational tolerances of the system each
actuator, controlling the same surface, obtains a slightly different command. This causes
a tension in the airplanes surface and in the actuators. The tension called force fight
should be mitigated by the Force Fight Algorithm, which is a foundation of this work.
The second chapter explains the flight control basics which are essential for under-
standing of the ideas behind the Fly-by-Wire control system. Flight dynamics, different
airplane control surfaces, historical evolution of flight control system including Fly-by-
Wire control system are all described here. In the third chapter is the detailed architec-
ture of the Distributed Fly-by-Wire system. As it is a complex system only the relevant
part is depicted. The means for the design of the Force Fight Algorithm are in chapter
four. It talks about the control theory basics. Mainly the PID controllers, their blocks
and characteristics are explained. In the fifth chapter, the implementation of aircrafts
Fly-by-Wire control system, can be found. The model design also captures the physical
background of the airplane. In this part the Force Fight Algorithm concept is proposed.
With theoretical controlling background and good knowledge of the system a vast variety
of the system analysis and Force Fight Algorithm settings are provided. Chapters six and
seven deal with the analog and digital approach to the control system. The analog control
system is investigated in order to understand the drawback of porting the Force Fight
Algorithm setting to the digital control system. The linearity and frequency analysis was
done to identify the analog control system from the control theory point of view. Two
controller types the PI and PID with different algorithm settings were tried out. The fre-
quency, sample time, time shift and delta-delta pressure analysis were performed on the
digital control system to provide an answer to how does the digital system compare to the
analog one and to provide feasible internal settings for the digital system. The iterative
criterion tuning method was developed to provide the best setting of the algorithm and
the impact of Bus time delay on the Force Fight Algorithm was investigated. Chapter
seven also reveals the proposed Force Fight Algorithm, sums up the performance of used
controllers and provides the impact of analysis on decision making during the project.
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2 Flight Control Basics
The aircraft can be represented as a rigid body with six degrees of freedom which are given
by three translations along and three rotations about the axis coordinates. From flight
control system is required to control the acting forces and moments and consequently to
control acceleration, velocity, translation and rotation. This control is provided by control
surfaces and engine of the aircraft.
Pitch, roll and yaw are three basic movements of the aircraft in view of the aircraft
Body Axes. Roll is defined as movement around longitudinal axis, positive with the right
wing down. Yaw is defined as movement around vertical axis, positive with the nose to
right wing side of the aircraft. Pitch is defined as movement around perpendicular to the
both longitudinal and vertical axes, positive with the nose up.
Figure 1: Movements definition in aircraft Body Axes Coordinate system [27]
Generally we can talk about primary and secondary cockpit controls. Primary cockpit
controls impact on roll and pitch by control wheel and column (or control yoke), on yaw
by rudder pedals and on thrust by throttle controls. Secondary controls include devices
to control elevator trim, wing flaps, spoilers, slats, air brakes and other facilities, which
give the pilot finer control over the flight.
2.1 Flight Dynamics
We can distinct three right-handed orthogonal coordinate systems to describe airplane
movements. The most basic one with minimal using is the Earth Axes Coordinate system
which uses the direction of the east as the X axis, of the north as the Y axis and the
perpendicular direction out of the centre of the Earth as the Z axis. Remaining two sys-
tems - Wind and Body Axes systems - are Airplane-Centered Coordinate systems, so the
center of coordinates is in the centre of aircraft’s gravity. Body Axes are taken according
to the aircraft’s construction - X axis intersects the nose and tail, Y axis intersects the
wings and Z axis is perpendicular to the both X and Y axes. Wind Axes use the direction
11
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Figure 2: Aircraft Body Axes Coordinate system [1]
of oncoming air (relative wind) or alternatively the direction of a velocity as the X axis.
Y and Z axes are determined to form right-handed orthogonal coordinate system. The
last mentioned system is used to describe the aircraft stability. The body orientation is
often defined by a rotation matrix which is very convenient for converting velocity, force,
angular velocity and torque vectors.
Figure 3: Aircraft Wind Axes Coordinate system [24]
Pitch, roll and yaw are three flight dynamics parameters. They are the angles of ro-
tation in three dimensions about aircraft’s centre of mass. Control system for orientation
about this centre of mass includes actuators exerting forces in various directions and thus
generate rotational forces and moments about the aerodynamic centre of the vehicle. This
leads to the aircraft rotation in pitch, roll and yaw. Rotations start from a defined equi-
librium state. Equilibrium roll angle is called wings level or zero blank angle, equilibrium
yaw is known as heading and equilibrium pitch is known as trim or pitch angle. Pitch,
roll and yaw angles measure both the absolute attitude angles and changes in attitude
angles relative to the equilibrium.
12
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2.2 Flight Control Surfaces
In this chapter basic primary and secondary control surfaces and their impact on flight
are described. Primary surfaces include ailerons, elevators and rudder. Among secondary
surfaces belong spoilers, flaps and slats. Control surfaces are attached to the airframe
on hinges or tracks so they move and deflect the airflow passing over them. This causes
appropriate rotations of the aircraft.
Figure 4: Primary and secondary control surfaces on the aircraft wings and tail [26]
1. Primary control surfaces
• Ailerons
Ailerons are placed on the trailing edge near wingtips. They move always in
opposite direction. When control wheel and column is moved to the left, left
aileron goes up and the right one goes down. This reduces lift on the left wing
and increases on the right wing, so left wing drops and this causes the aircraft
to roll to the left.
• Elevators
Elevators are placed on the back edge of the horizontal stabilizer on each side
of the fin on the tail. They move always together. When control wheel and
column is moved backward elevators go up. This causes the nose to pitch up.
• Rudder
Rudder is mounted on the back edge of the fin on the empennage. When left
pedal is pushed down the rudder deflects left that causes the nose to yaw left.
13
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Figure 5: Control surfaces on the aircraft wing in detail: 1. Aileron, 2. Flaperon, 3. Flap
track fairing, 4.Kru¨ger flaps, 5. Slats, 6. Three slotted inner flaps, 7. Three slotted outer
flaps, 8., 9. Spoilers [26]
2. Secondary control surfaces
• Spoilers
Spoilers are sometimes called lift dumpers. They disrupt the airflow over the
wing, consequently increase the drag and the aircraft loses the altitude. They
can be also deployed up to disrupt the airflow when the pilot must descent
quickly without increasing speed. Spoilers can be used also asymmetrically to
affect the roll.
• Flaps
Flaps which are deflected down increase effective curvature of the wing, raise
the lift and are intended to reduce the stalling speed. They are used during low
speed, high angle of attack flight including take-off and descent for landing.
• Slats
Slats extending the front of the wing raise the lift and are intended to reduce
the stalling speed. They can be fixed or retractable. Retractable slats are used
during the take-off and landing and they are retracted during the cruising.
Figure 6: Flaps and Slats [26]
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2.3 Flight Control Systems
From the connecting linkage point of view we can differ mechanical, hydromechanical,
electro-hydromechanical flight control systems.
Figure 7: The principal of a mechanical flight control system [23]
The oldest and the most basic one - mechanical - uses direct mechanical linkages
between cockpit’s controls and the control surfaces. System consists of tension cables,
pulleys, rods, counterweights, chains and turnbuckles. This circuitry is relatively safe due
to its simplicity and redundant backup, but it has many disadvantages. First of all the
pilot has to manage to move the whole load under the impact of the aerodynamic forces.
Further more elaborate control system causes the increase of the weight of the plane, this
requires careful routing of the flight control cables through the aircraft and at last but
not at least the price rises. Characteristic feature is also that a pilot has a good feedback
of his control, because he can “feel” the aerodynamic load on the control surfaces. This
system is still used for small aircrafts where the aerodynamic forces aren’t so excessive.
Figure 8: Mechanical flight control system [1]
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The improvement of the previous system is a hydromechanical flight control system.
As it was said above it is practically impossible to control flight of a big plane just by
mechanical assembly due high aerodynamic forces. Therefore hydraulic powered control
surfaces are used to overcome this limitation. We can distinct two parts of this system
- mechanical and hydraulic circuit. Mechanical part is very similar to mechanical flight
control system and it is arranged as cables, pulleys, rods and other mechanical compo-
nents. Hydraulic section includes hydraulic pumps, reservoirs, filters, pipes, valves and
actuators. The movement of the actuators is provided by the hydraulic pressure generated
by pumps and controlled by hydraulic or electro-hydraulic servo valves. The mechanical
feedback is involved to control the movement of servo valves. In the opposite of the ad-
vantage mentioned above, the safety decrease while a load and a complexity increase in
this system. Moreover tactile feedback of airspeed and movements intensely decrease.
Therefore we can find some devices to achieve some feedback as the springs or the devices
like the stick shaker which shakes the control wheel and column when the plane is about
to stall.
Figure 9: Hydromechanical flight control system [23]
A big step forward was to implement electric components to the system. This leads
to the conception of Fly-by-Wire control system (further FBW). Mechanical circuit of
hydromechanical system was replaced by electronic interface and computers were imple-
mented. The control of actuators is based on the following concept. The movements
of cockpit’s controls are converted to the electronic signals - analog or digital and then
transmitted by wires to the computer which determines the commands for movements of
actuators. This supply a big variety of advantages like bigger safety and reliability, smaller
weight and new functions are provided. With devices to determine flight conditions like
an airspeed, air pressure and so on we have really good flight control system complexity.
On the other hand a pilot definitely looses the feedback of airspeed.
16
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2.4 FBW Control System
As it was said above, FBW system uses electronic interface in the place of the mechanical
circuit. This allows also the implementation of the computers which are interposed be-
tween the operator and the final control of actuators. Movements of the cockpit’s control
devices are converted into signals which are sent to the computer. Usually multiple chan-
nels are used to ensure that signal will reach the computer in the case of some failures.
For this transmition commonly three channels are used and this arrangement is called
Triplex. The signal is modified in the computer and then transmitted to the control sur-
face actuator which moves the appropriate surface. The computer obtains signals from
cockpit but also signals from the actuators and sensors controlling atmosphere conditions
and parameters of the flight. Thus FBW system is quite complex system and the aircraft
response to control inputs is appropriate to flight conditions. Feedback from the control
surfaces’ actuators is ensured by potentiometers reporting the position of the actuators.
This provides also the stop of the movement of the actuators when desired surface po-
sition is reached. Gyroscope sensors give information about movement changes around
pitch, roll and yaw axes. Moreover preflight safety checks like the Built-In test are often
implemented.
Figure 10: FBW control system schema [1]
The actuator’s mechanical servo valves in the hydromechanical flight control system
were replaced by electrically-controlled servo valves in FBW system. Servo valves are
operated by electronic controller which can be analog, modernly digital. It affords also
necessary feel forces on the manual controls provided by electrical feel devices. In digital
FBW system the signal processing is done by digital computers that increases the flexi-
bility of the system and electronic stability. Computers determine the command signals
per implemented control laws.
17
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Figure 11: Aircraft electrohydraulic actuator [1]
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4 BASIC CONTROL THEORY
4 Basic Control Theory
This chapter adduce only a brief introduction to the Control theory including the infor-
mation necessary for the further work and draw from the information introduced in [19],
[17] and [20], where more information about the Control theory can be found.
4.1 Analog Control Systems
The main goal of the control theory is to set up the technical quantities and to keep them
on certain value under the error impact. This is realized in so-called control system with a
feedback - control loop. Control system (or control circuit) has two parts - controller and
controlled system. Controller is a device providing the control of the controlled system.
Such a system can be described by a block circuit diagram (see the Figure 14).
Figure 14: Block circuit diagram of the control loop
System output y(t) should be kept on desired value by the controls. Reference w(t) is
the setpoint. The difference between the reference and system output e(t) = w(t)− y(t)
is called error. If the error is non-zero the control system executes the controls via a
system input u(t). The controller should decrease the error. The controlled system can
be impacted by the disturbance inputs v(t).
4.2 Description of Analog Control Systems
Static properties of control members are often described by a static characteristic. It is
a dependence of the member output y(t) on the member input u(t) both in steady state,
so we consider u = lim
t→∞
u(t) and y = lim
t→∞
y(t). The control system is called linear if its
static characteristic is linear.
Figure 15: Static characteristic of nonlinear control system [19]
22
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Investigation of the linearity of the control system by its static characteristic is quite
complicated. But we can take advantage of the following properties of superposition and
scaling of the linear system.
Definition 4.1. Let us have a system described by an operator G, that maps a system
input u(t) as a function of t to a system output y(t). Given two inputs u1(t), u2(t) as
well as their respective outputs y1(t) = G{u1(t)}, y2(t) = G{u1(t)} a linear system must
satisfy the following statement.
αy1(t) + βy2(t) = G{αx1(t) + βx2(t)} ∀α, β ∈ R
Each linear system has to satisfy these properties. If not the system is not linear.
Further we will deal with linear continuous control systems and we will describe dynamic
properties of such system.
4.2.1 Transfer Function
A linear continuous system can be described by a differential equation
any
(n) + an−1y(n−1) + . . .+ a1y′ + a0y = bmu(m) + bm−1u(m−1) + . . .+ b1u′ + b0u
where u(t) is input, y(t) is output and it holds that m ≤ n. The number n is called a
degree of the control system.
Figure 16: Control system schema[19]
A transfer function G(s) is defined as a quotient of Laplace image of output and
Laplace image of input upon zero initial conditions.
G(s) =
L{y(t)}
L{u(t)} =
Y (s)
U(s)
=
bms
m + . . .+ b1s+ b0
ansn + . . .+ a1s+ a0
We can express the transfer function also with poles pi, i = 1, . . . , n and zeros zj, j =
1, . . . ,m
G(s) = k
(s− z1)(s− z2) . . . (s− zm)
(s− p1)(s− p2) . . . (s− pn)
and also with time constants τi = − 1zi , Ti = − 1pi
G(s) = K
(τ1s+ 1)(τ2s+ 1) . . . (τms+ 1)
(T1s+ 1)(T2s+ 1) . . . (Tns+ 1)
Considering Y (s) = G(s) · U(s) we can compute the output signal from the input
signal and the transfer function by the inverse Laplace transformation:
y(t) = L−1{G(s) · U(s)}
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4.2.2 System Responses
The following responses are used for the identification of the systems, investigation of
their properties or setting the system’s parameters :
• Impulse response
Impulse response is a response of the system on the Dirac function δ(t) as the input.
Dirac function is defined as
δ(t) =

∞ , t = 0
0 , t 6= 0
and it holds that
∫∞
−∞ δ(t)dt = 1 and L{δ(t)} = 1. So it follows that the relation
between impulse response and transfer function is the same as the relation between
function and its Laplace image. Thus we have:
y(t) = L−1{G(s)}
• Transient response
Transient response is a response of the system on the Heaviside function h0(t) as
the input. Heaviside function is defined as
h0(t) =

0 , t < 0
1 , t ≥ 0
and it holds that L{h0(t)} = 1s . So it follows that relation between transient response
and transfer function is following:
y(t) = L−1
{
G(s)
s
}
• Frequency Response
Frequency response is a response of the system on the harmonic function u(t) =
u0 sinωt = u0 eiωt as the input. Output is also harmonic but with another amplitude,
the same angular frequency ω and with phase shift ϕ: y(t) = y0 sin(ωt + ϕ) =
y0 ei(ωt+ϕ). In the complex plane, input and output are vectors rotating with angular
frequency ω. The quotient of these two vectors is called frequency response G(iω):
G(iω) =
y(t)
u(t)
=
y0 ei(ωt+ϕ)
u0 eiωt
=
y0
u0
eiϕ =
bm(iω)m + . . .+ b1(iω) + b0
an(iω)n + . . .+ a1(iω) + a0
We can also gain the transfer function from the frequency response and vice-versa
by the formal variable replacement.
G(s) = G(iω)|iω=s
G(iω) = G(s)|s=iω
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Figure 17: Frequency response [19]
The graph of the frequency response for ω ∈ 〈0;∞) in complex plane is called
amplitude-phase frequency characteristic in complex plane. The construction method
is to evaluate real and imaginary part of frequency response G(iω) = ReG(iω) +
i ImG(iω) in distinct points. The example of this construction is shown on the Fig-
ure 18.
Figure 18: Amplitude-phase frequency characteristic in complex plane [19]
This characteristic can be split into two distinct characteristics in linear or logarith-
mic coordinates - frequency amplitude characteristic and frequency phase character-
istic. The logarithmic coordinates are more common sight. These characteristics
are more convenient due to easier construction. The amplitude is determined as
A = |G(iω)| = y0
u0
. For amplitude characteristic the amplitude is expressed in
decibel units:
A[dB] = 20 logA = 20 log
y0
u0
In phase characteristic the phase shift is expressed in degrees or radians. These
two characteristics are usually designated as a Bode diagram. The example of Bode
diagram can be seen on the Figure 58.
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4.3 Analog PID Controller
PID controller (proportional-integral-derivative controller) is a control loop feedback
mechanism which uses an error value which is the difference between a measured pro-
cess variable and a desired setpoint. The controller attempts to minimize the error by
adjusting the process control inputs. For the best performance, the PID parameters used
in the calculation must be set according to the nature of the system. The calculation
involves three separate parameters: proportional, integral and derivative, denoted P, I
and D.
Figure 19: PID controller - block circuit diagram [30]
The proportional value determines the reaction to the current error, the integral value
determines the reaction based on the sum of recent errors and the derivative value deter-
mines the reaction based on the rate at which the error has been changing. We can also
simply say that P depends on the present error, I on the accumulation of past errors and
D is a prediction of future errors based on current rate of change. The weighted sum of
these three actions is used, let’s name it augmentation signal u(t) (or also system input
as used previously).
u(t) = Pout(t) + Iout(t) +Dout(t)
where Pout(t), Iout(t) and Dout(t) are the contributions to the output from the PID con-
troller.
The contribution from the proportional term is proportional to the current error value.
Multiple of error and constant is used.
Pout(t) = Kp · e(t)
where Kp is the proportional gain and e(t) is the error dependent on the time.
High proportional gain means faster response, because of large change in the output
for a given change in the error. But if the proportional gain is too high, the system can
become unstable. In contrast if the gain is too low, the control action may be too small
when responding to the system disturbances.
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Figure 20: PID controller: response for three different values of Kp (Ki = Kd=1) [30]
The integral term makes a change that is proportional to the both the magnitude
of the error and the duration of the error. Summing the instantaneous errors over the
time (integrating the error) gives the accumulated offset that should have been corrected
previously. Then multiple of accumulated error and constant is used.
Iout(t) = Ki ·
∫ t
0
e(τ)dτ
where Ki is the integral gain and e(τ) is the error dependent on the time.
When the integral term is added to the proportional term it accelerates the movement
of the process towards setpoint and eliminates the residual steady-state error (that occurs
with a proportional controller only). However, since the integral term is responding to
accumulated errors from the past, it can cause to cross over the setpoint and then create a
deviation in other direction. Larger values of integral gain imply that steady state errors
are eliminated more quickly but with larger overshoot.
Figure 21: PID controller: response for three different values of Ki (Kp = Kd=1) [30]
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The derivative value determines the rate of change of the process error. This is cal-
culated by determining the slope of the error over time (first derivative with respect to
time) and multiplying this rate of change by the derivative gain.
Dout(t) = Kd · ddt e(t)
where Kd is the derivative gain and e(t) is the error dependent on the time.
The derivative term slows the rate of change of the controller output. This effect is
the most noticeable close to the controller setpoint. Unfortunately the differentiation of
a signal amplifies the noise and so the controller is highly sensitive to noise which has a
very bad impact on the stability. On the other hand derivative control is able to reduce
the magnitude of the overshoot produced by the integral component and to improve the
combined controller-process stability.
Figure 22: PID controller: response for three different values of Kd (Kp = Ki=1) [30]
After detailed discussion on PID controller we can evaluate the augmentation signal
also as
u(t) = Pout(t) + Iout(t) +Dout(t) = Kp · e(t) +Ki ·
∫ t
0
e(τ)dτ +Kd · ddt e(t)
The transfer function of the PID controller is
GPID(s) =
U(s)
E(s)
= Kp +
Ki
s
+Kds = Kp
(
1 +
1
Tis
+ Tds
)
where Ti =
Kp
Ki
is an integral time constant, Td =
Kd
Kp
is a derivative time constant and
Kp is so-called amplification factor. In the table on the Figure 23 there are transient
responses of ideal P-I-D controllers.
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Figure 23: Transient responses of P-I-D controllers [19]
Incorrectly chosen gains can cause instability of the system. This means that system
output diverges, with or without oscillations. Instability is caused by excess gain, partic-
ularly in the presence of significant lag. Stability of response is required and the process
must not oscillate for any combination of process conditions and setpoints.
4.4 Stability
The stability is an essential condition of a correct behaviour of the control system. We
say that the controlled system is stable if it is capable to settle down to its steady state
after its deflection. We recognize three types of control circuits - stable, critically stable
and nonstable. The distinct behaviour is shown on the Figure 24.
Figure 24: Stability: a) stable, b) critically stable and c) nonstable behaviour [19]
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Definition 4.2. Let us have a control system defined by the following characteristic
equation.
ans
n + . . .+ a1s+ a0 = 0.
The control system is stable if all roots of the characteristic equation lie in the left complex
half-plane. In the case that at least one root is placed on the imaginary axis the system
is critically stable.
Figure 25: Stability - left complex half-plane
The necessary but not sufficient condition for the stability is that coefficients a0, a1, . . . , an
are positive. Having quadratic characteristic equation (i.e. n = 2) this condition is also
sufficient. But for higher degree we have to compute all roots of the equation which is
usually very difficult. To avoid the direct computing of the roots so-called criteria of
stability can be applied. The following well-known criteria of stability are described for
example in [20].
• Algebraic criteria of stability:
– Hurwitz criteria
– Routh-Schur criteria
• Frequency criteria of stability:
– Michaljov-Leonhardov criteria
– Nyquist criteria
4.5 Tuning Control Parameters
The adjustment of the control parameters to the optimum values for the desired control
response is called tuning a control loop. The aim of the tuning is to achieve the best
controlling results with respect to the different systems behaviour. The requirements of
the optimality are mainly a fast response and short time to reach a steady state. Beyond
that the stability is the basic requirement that needs to be satisfied. Several tuning
methods are described f.e. in [20] and [7].
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4.6 Discrete Control Systems
Discrete control system is such a system that includes at least one discrete component. In
continuous control system a signal incoming to the controller was amplified, integrated or
differentiated. Input and output signals were continuously varying. A discrete device like
a computer can also provide the operations of amplification, integration and derivation but
an input signal cannot continuously vary. Thus we need to implement an analog to digital
converter (A/D converter) before the digital device which will convert the continuous
signal into the sequence of pulses. The output signal is also non-continuous and needs to
be converted by the digital to analog converter (D/A converter) into continuous one.
Figure 26: Principle of A/D converter (left) and D/A converter (right) [17]
Discrete function f(kT ) is a function defined by the sequence of its values f(0), f(T ),
f(2T ), . . ., in so-called sampling times t = kT , k = 0, 1, 2, . . ., which are equidistant.
Important quantities are a sampling period T , sampling frequency f = 1
T
and sampling
angular frequency ω = 2pi
T
. It holds that the sampling period can be longer with slower
control system. The ways how to determine the sampling period is described f.e. in [17]
and [20].
Figure 27: Discrete control system - block circuit diagram [19]
Block circuit diagram of a simple discrete control system is depicted on the Figure 27.
This control system is continuous including one discrete controller. The system output
y(t) which is continuous is converted to the discrete function y(kT ) by the A/D converter
with the sampling period T . Measured error e(kT ) which is computed of y(kT ) and the
discrete reference w(kT ) is the discrete input signal to the controller. The controller
produces discrete system input u(kT ) which is converted by the D/A converter to the
continuous function u(t) which can act in the continuous system.
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4.7 Discrete PID Controller
Discrete PID controller provides the same operations as the continuous one - the ampli-
fication, the integration and the derivation. The discretization of the integral is made
by the summation of the rectangle surfaces which originated due to the replacement of
the continuous function by the step function (see the Figure 28 left). Approximation
for the first-order derivative is made by the backward finite difference (see the Figure 28
right). For that the name proportional–summing–differential controller (PSD controller)
is sometimes used.∫ kT
0
e(t)dt ∼= T
k∑
i=1
e(i)
de
dt
∼= e(k)− e(k − 1)
T
Figure 28: Discretization of the integral (left) and the derivation (right) [19]
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B Index to Abbreviations
B.1 Acronyms
Acronym Description
A/D Analog to Digital Converter
ACE Actuator Control Electronic
AFDX Avionics Full-Duplex Switched Ethernet
CCPS Control Column Position Sensor
COM Command (Lane)
DACU Digital Actuator Control Unit
D/A Digital to Analog Converter
ddp Delta-Delta Pressure
dp Delta Pressure
FBW Fly-by-Wire
FFA Force Fight Algorithm
LVDT Linear Variable Differential Transformer
MCV Main Control Valve
MON Monitoring (Lane)
PCU Position Control Unit
PI Proportional-Integral (Controller)
PID Proportional-Integral-Derivative (Controller)
RVDT Rotary Variable Differential Transformer
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B.2 Control Theory Terminology
Terminology Description
A amplitude (magnitude)
e(t) measured error
G(s) transfer function
G1(s) transfer function with first order delay
G2(s) transfer function with second order delay
GPID(s) transfer function of PID controller
Kd controller derivative gain
Ki controller integration gain
Kp controller proportional gain
Tx time constant (x stands for number or subscript)
τx time constant (x stands for number or subscript)
U(s) Laplace image of system input
u(t) system input
v(t) disturbance input
w(t) reference
Y (s) Laplace image of system output
y(t) system output
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B.3 Subscripts
Subscript Description
CV control volume
d derivative
i integration
IC interconnection
in input
LTmax long term maximal
max maximal
out output
p proportional
sim simulation
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B.4 Mathematical
Symbol Description
δ(t) Dirac function
h0(t) Heaviside function (step in point 0)
h1(t) Heaviside function (step in point 1)
L Laplace transform
L−1 Inverse Laplace transform
y(n) n-th derivation of the function y
i imaginary unit
lim limits
min minimum
Z set of integer numbers
R set of real numbers
C set of complex numbers
∈ in
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B.5 Regular
Symbol Description SI units 1 U.S. units 2
A0 orifice area m2 ft2
Ae nominal extend cylinder area m2 ft2
BL damping coefficient N·sec·m−1 lbf·sec·ft−1
F force N lbf
F1 force N lbf
F2 force N lbf
Fo outer force N lbf
f frequency sec−1 sec−1
g gravitational acceleration m·sec−2 ft·sec−2
H enthalpy J ft-lb
h arm of force m ft
I impulse of force N·sec lbf·sec
J surface inertia kg·m2 ft·lb·sec2
K stiffness N·m−1 lbf·ft−1
KL stiffness N·m−1 lbf·ft−1
Km constant defining fluid heat property J·K−1 ft-lb·K−1
KR stiffness N·m−1 lbf·ft−1
KT stiffness N·m−1 lbf·ft−1
L angular momentum N·m·sec ft-lb·sec
M torque N·m ft-lb
M1 torque N·m ft-lb
M2 torque N·m ft-lb
1 International System of Units
2 United States customary system (also called American system)
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Symbol Description SI units U.S. units
P linear momentum N·sec lbf·sec
P hydraulic pressure Pa psi
PS hydraulic system pressure Pa psi
PT hydraulic return pressure Pa psi
P1 hydraulic pressure Pa psi
P2 hydraulic pressure Pa psi
P ∗1 hydraulic pressure Pa psi
P ∗2 hydraulic pressure Pa psi
Q heat J ft-lb
QL volumetric flow m3·sec−1 ft3·sec−1
QS volumetric flow m3·sec−1 ft3·sec−1
QV volumetric flow m3·sec−1 ft3·sec−1
S area m2 ft2
T sampling period sec sec
TA absolute temperature K K
t time 3 sec sec
U absolute internal energy J ft-lb
V volume m3 ft3
v velocity m·sec−1 ft·sec−1
W work J ft-lb
Wshaft shaft work J ft-lb
Xpc displacement of the piston m ft
Xpc1 displacement of the piston (PCU 1) m ft
3 Time unit second denoted as ‘s’ according to International System of Units and United States
customary system was denoted in this thesis as ‘sec’ not to be confused with the transfer function
parameter G(s)
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Symbol Description SI units U.S. units
Xpc2 displacement of the piston (PCU 2) m ft
Xre displacement of the piston m ft
xEHSV big piston position (in actuator architecture) m ft
xV small piston position (in actuator architecture) m ft
z elevation above a reference plane m ft
B.6 Greek
Symbol Description SI units U.S. units
α angular displacement of the rod L deg, rad deg, rad
ζ clearance of the rod L deg, rad deg, rad
θ angular surface displacement deg, rad deg, rad
µ coefficient of disch - -
ρ density kg·m−3 lb·ft−3
ϕ phase shift deg, rad deg, rad
ω angular frequency rad·sec−1 rad·sec−1
Φ clearance of the rod R deg, rad deg, rad
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B.7 Fundamental Unit Conversion
1 m = 3.2808 ft
1 ft = 12 in
1 kg = 2.2046 lb
1 N = 0.2248 lbf
1 Pa = 1.4504 · 10−4 psi
1 N·m = 1J = 0.7376 ft-lb
1 deg = pi180 rad = 0.0175 rad
1 Hz = 2pi rad/sec = 6.2832 rad/sec
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