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Abstract. A sharp lower bound for discrepancy on R/Z is derived that resembles
the upper bound due to LeVeque. An analogous bound is proved for discrepancy on
Rk/Zk. These are discussed in the more general context of the discrepancy of prob-
ablity measures. As applications, the bounds are applied to Kronecker sequences
and to a random walk on the torus.
1 Introduction
Consider a sequence {xn}n≥1 of points in Rk modulo 1, i.e., in the k-
dimensional torus Tk = Rk/Zk. Let J = [a1, b1)× ...× [ak, bk) be an interval
in Rk such that 0 < bi − ai ≤ 1 for i = 1, ..., k. Let I = J/Zk be the cor-
responding set on the torus, also called an interval. The volume λk of I is
inherited from Lebesgue measure in Rk: λk(I) =
∏k
i=1(bi − ai). Let AN (I)
denote the number of points of the first N elements of the sequence {xn} that
fall in I, i.e., AN (I) =
∑N
n=1 δI(xn) where δI denotes the indicator function
of the set I. The discrepancy DN (xn) of the sequence {xn} is defined by
DN (xn) = sup
I⊆Tk
∣∣∣∣AN (I)N − λk(I)
∣∣∣∣ . (1)
Loosely speaking, this is the largest possible difference between the proportion
of points in an interval I and the expected proportion if the points were
uniformly distributed. Hence discrepancy is a measure of how far the sequence
is from being uniformly distributed in Tk.
The purpose of this paper is to establish new lower bounds for the dis-
crepancy of a sequence in Tk using Fourier methods. These are similar in
form to the upper bound established by LeVeque [7]. We illustrate the use of
such bounds in several examples at the end of this paper.
Our results will be cast in the more general form of the discrepancy of
probability measures, which we define presently. If P is a probability measure
on Tk, define the discrepancy of P to be
D(P ) = sup
I⊆Tk
|P (I)− λk(I)|.
This notion of discrepancy measures the uniformity of the distribution P .
Hence discrepancy of sequences is the special case where P = ANN .
We work with the more general notion of discrepancy of probability mea-
sures for two reasons: (1) our results are derived by viewing AN (I) as a
convolution of measures, rather than counting points in a set I, and (2) dis-
crepancy of probabilities is useful in its own right as a metric for quantifying
rates of convergence of random walks on Tk to the uniform distribution. We
give an example at the conclusion of this paper. See [9] and [10] for further
work in this direction.
Let e(z) denote the expression exp(2piiz). The Fourier coefficients of a
measure Q on R/Z are indexed by integers m ∈ Z and defined by Q̂(m) =∫ 1
0
e(mx) Q(dx), a Riemann-Stieltjes integral with respect to the distribution
function of the measure Q. For a sequence {xn}, the Fourier coefficients
become Q̂(m) = 1N
∑N
i=1 e(mxi). In [7], LeVeque proved the following well-
known upper bound for the discrepancy of sequences mod 1.
LeVeque’s Inequality. If Q is any probability measure on R/Z, then
D(Q) ≤
(
6
pi2
∞∑
m=1
|Q̂(m)|2
m2
)1/3
where Q̂(m) denotes the m-th Fourier coefficient of Q. The constant 6pi2 and
exponent 1/3 are best possible.
In this paper we establish the following lower bound for discrepancy on R/Z,
which resembles LeVeque’s inequality in form, with sharp constant.
Theorem 1. If Q is any probability measure on R/Z, then
D(Q) ≥
(
2
pi2
∞∑
m=1
|Q̂(m)|2
m2
)1/2
where Q̂(m) denotes the m-th Fourier coefficient of Q. The inequality is sharp
and the constant 2pi2 is best possible.
A similar inequality is implied in [6, Lemma 2.8] for the related star discrep-
ancy (which is smaller); with a little extra effort we have bounded the usual
discrepancy and sharpened up the constant.
Using a related, though slightly different approach, we can establish an
analogous result in higher dimensions. On Tk, the Fourier coefficients are
indexed by h ∈ Zk and are given by Q̂(h) = ∫
Tk
e(h·x)Q(dx). For sequences,
this becomes Q̂(h) = 1N
∑N
i=1 e(h · xi).
Theorem 2. If Q is any probability measure on Tk, then
D(Q) ≥ sup
r
 ∑
06=h∈Zk
|Q̂(h)|2
k∏
i=1
{
sin2(2pihiri)
pi2h2i
if hi 6= 0
4r2i if hi = 0
} 1/2
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where r = (r1, ..., rk) is any k-tuple such that each ri ∈ (0, 1/2].
Note that r may be chosen so as to optimize the bound in relation to Q̂,
i.e., one may choose the ri so that sin(2pihiri) is large when Q̂(h) is large. To
see how Theorem 2 compares with Theorem 1, set each ri = 14 in Theorem
2. Then terms for all lattice points h that have any non-zero even coordinate
vanish. This yields
Corollary 3. If Q is any probability measure on Tk, then
D(Q) ≥ 1
pik
 ∑
h6=0, hi odd or 0
|Q̂(h)|2
R(h)2
1/2
where R(h) =
∏k
i=1 max{1, |hi|} for h = (h1, ..., hk) ∈ Zk.
This corollary shows that the bound of Theorem 2 is not as sharp as
Theorem 1 when k = 1. In particular, Corollary 3 for k = 1 yields a bound
much like Theorem 1, except that it omits all the even terms in the sum.
(However, by choosing r appropriately in Theorem 2, one can obtain a bound
like Corollary 3 with fewer terms omitted, at the expense of having a smaller
multiplicative constant.)
In [4, p. 25], Drmota and Tichy prove a lower bound for discrepancy of
sequences on Tk via the Koksma-Hlawka inequality. When k = 1, their bound
is much like Theorem 1 but weaker (it has exponent 1 instead of 1/2, and a
smaller constant). When k > 1, the Drmota-Tichy bound is in general not
comparable to our Theorem 2.
In practice, since all the terms of the sum in the bounds of Theorems
1 and 2 and Corollary 3 are positive, one need only use as many terms as
one needs for a lower bound. In fact, using only the dominant term(s) may
be quite sufficient in some cases to yield good bounds. This occurs because,
unlike the Drmota-Tichy bound, the dominant term in our bounds “matches”
the dominant term in the upper bound of Erdo¨s-Tura´n-Koksma.
We demonstrate the use of such bounds in Section 4, where they are
applied to Kronecker sequences and to a random walk on the torus. First, we
provide proofs of Theorems 1 and 2 in the next two sections of this paper.
2 Discrepancy on R/Z
Proof (of Theorem 1). We first prove two lemmas. Set F (x) = Q([0, x]) −
x + K, where [0, x] is an interval in T1 = R/Z, and K is chosen such that∫
[0,1]
F (x) dx = 0.
Lemma 4. ∫
[0,1]
F 2(x) dx =
1
2pi2
∞∑
m=1
|Q̂(m)|2
m2
(2)
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where F (x), defined as above, depends on Q.
Proof (of lemma). Compute the Fourier coefficents of F for m 6= 0:
F̂ (m) =
∫ 1
0
(Q([0, x])− x+K)e2piimx dx .
Integration by parts yields:
F̂ (m) = −
∫ 1
0
e2piimx
2piim
(Q(dx)− dx) = Q̂(m)−2piim .
By our choice of K, F̂ (0) = 0. Also note that Q̂(−m) = Q̂(m). These facts
and Parseval’s identity now give the conclusion of Lemma 4. uunionsq
An upper bound can be derived for
∫
[0,1]
F 2(x) dx in terms of the dis-
crepancy. In fact, we claim
Lemma 5. ∫
[0,1]
F 2(x) dx ≤ D
2
4
where D = D(Q) is the discrepancy of Q.
We remark that it is easy to derive a bound of the form D2; the non-trivial
part is to improve it to D2/4.
Proof (of lemma). Let B1 = {x : F (x) ≥ 0} and B2 = {x : F (x) < 0}. Define
W (x) by
W (x) =
{
sup[0,1] F for x ∈ B1
inf [0,1] F for x ∈ B2.
By construction, |W (x)| ≥ |F (x)|. Set s = λ1(B1), t = supF . Hence 1− s =
λ1(B2), and it follows from the definition of the discrepancy that D − t =
| inf F |.
We claim that either
∫
B1
|W (x)| dx or ∫
B2
|W (x)| dx is bounded above
by D4 . For suppose that
∫
B1
|W (x)| dx ≥ D4 . It follows that st ≥ D4 . Then∫
B2
|W (x)| dx = (1− s)(D − t) < (1− D
4t
)(D − t) = 5D
4
− D
2
4t
− t .
Elementary calculus shows that the maximum value of the expression on the
right is D4 , which demonstrates this claim.
Therefore, set A =
∫
B1
|F (x)| dx, and note by construction of F that
A =
∫
B2
|F (x)| dx, too. Since |F (x)| ≤ |W (x)|, using the previous claim we
see that A ≤ D4 . Hence∫
[0,1]
F 2(x) dx ≤ t
∫
B1
|F (x)| dx+ (D − t)
∫
B2
|F (x)| dx
= (D − t)A+ tA = DA ≤ D
2
4
.
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This is the conclusion of Lemma 5. uunionsq
The bound of Theorem 1 follows as an immediate consequence of the
previous two lemmas.
Moreover, the bound is sharp in the sense that the ratio of the two sides
can be made to approach 1. Given  > 0, let Q be the measure that is uniform
on (0, 12 − ) and ( 12 + , 1) and has point mass 2 at 0. This is a family of
measures for which the ratio of the two sides in Lemma 5 approaches 1 as
 → 0. (Calculations show the left side is 2 − 433, and the right side is 2).
Together with Lemma 4, this shows that the constant 2pi2 in the theorem is
best possible.
The bound is also sharp for sequences, since any of the above measures Q
can be approximated a closely as desired by the counting measure ANN of an
appropriate sequence. For instance, let N be even. Consider N2 points evenly
placed on R/Z, at the points 0, 1N2 ,
2
N2 , ... etc. Pick up the (2N − 1) points
nearest the point 1/2 and place them at 0. Calculations for this sequence of
the quantities in Lemma 5 show the left side is 1N2 + O(
1
N3 ) and the right
side is exactly 1N2 . As N →∞ we see that the bound in the theorem becomes
sharp. uunionsq
The proof of Theorem 1 was motivated by the proof of LeVeque’s upper
bound. In that proof the expression (2) was bounded below by an expression
involving the discrepancy. This was accomplished by noting the existence of
certain “triangles” under the graph of F (x) whose height could be expressed
in terms of the discrepancy. The main idea behind Theorem 1 is that the
expression (2) also can be bounded sharply from above by an expression
involving the discrepancy.
3 Discrepancy on Rk/Zk
We shall take a slightly different approach to prove Theorem 2. First we
require a lemma. Let Ix,r denote the interval in Tk centered at x = (x1, ..., xk)
with radius vector r = (r1, ..., rk), i.e.,
Ix,r = [x1 − r1, x1 + r1)× ...× [xk − rk, xk + rk).
Every interval can be written in this form, with 0 < ri < 1/2. As shorthand
we let Ir = I0,r denote the interval centered at 0. Let δIr denote the indicator
function of the set Ir.
Lemma 6. If Q is any probability measure on Tk, then for any r, 0 < ri <
1/2,
D(Q)2 ≥
∑
06=h∈Zk
| Q̂(h) δ̂Ir(h) |2.
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We prove this by constructing a function, parametrized by a radius vector
r, that measures the discrepancy only on a set of radius r centered at each
point; this is bounded above by the total discrepancy. It can be rewritten in
terms of a convolution of the original measure and the indicator function of
the set (this was observed by J. Beck, see [2] and [3]). An appeal to Parseval’s
identity then gives the desired conclusion.
Proof. Define
∆r(x) = Q(Ix,r)− λk(Ix,r).
By the definition of D(Q), we see that ∆r(x) ≤ D(Q), and hence for all r,∫
Tk
∆2r(x) dx ≤ D(Q)2. (3)
On the other hand, Parseval’s identity yields∫
Tk
∆2r(x) dx =
∑
h∈Zk
|∆̂r(h)|2. (4)
Notice that ∆r may be rewritten as:
∆r(x) = Q ∗ δIr(x)− λk ∗ δIr(x) = (Q− λk) ∗ δIr(x)
where δI is the indicator function of the set I, and ∗ indicates convolution of
a measure with a function: Q ∗ f(x) = ∫ f(x− y)Q(dy).
Then ∆̂r may be computed as ∆̂r(h) = ( Q̂(h)− λ̂k(h) ) δ̂Ir(h).
For h = 0, ∆̂r(h) = 0 since
Q̂(0)− λ̂k(0) =
∫
Tk
Q(dx) −
∫
Tk
λk(dx) = 0.
For h 6= 0, a trivial computation shows λ̂k(h) = 0, and thus
∆̂r(h) = Q̂(h) δ̂Ir(h).
Combining this with (3) and (4), we obtain the desired bound. uunionsq
Now we can prove Theorem 2:
Proof (of Theorem 2). We compute δ̂Ir :
δ̂Ir(h) =
∫
Tk
δIr(x) e(h · x) dx
=
∫ r1
x1=−r1
· · ·
∫ rk
xk=−rk
e2piih1x1 · · · e2piihkxk dx
=
k∏
i=1
[∫ ri
xi=−ri
e2piihixi dxi
]
. (5)
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Each of the factors in the last expression evaluates to sin(2pihiri)pihi if hi 6= 0,
and 2ri if hi = 0. This gives
D(Q)2 ≥
∑
06=h∈Zk
|Q̂(h)|2
k∏
i=1
{
sin2(2pihiri)
pi2h2i
if hi 6= 0
4r2i if hi = 0
}
.
Since we are able to choose any r for a lower bound, this yields the conclusion
of the theorem. uunionsq
Lemma 6 is a useful result in its own right, since it allows us to derive
similar bounds for alternate variants of discrepancy, which arise from using
sets other than intervals to evaluate the supremum in (1).
For example, ball-discrepancy is defined over balls under the usual Eu-
clidean metric on Tk. Let Bx,r = {x ∈ Rk : d(x, c) ≤ r} denote the
k-dimensional ball in Rk of radius r centered at x. (Here, d is the usual
Euclidean metric.) This reduces to a ball in Tk which for simplicity we also
denote by Bx,r. If B denotes any ball in Tk, the ball discrepancy is defined
by
Dball(Q) = sup
B⊆Tk
|P (B)− λk(B)|.
The Fourier coefficients of δBx,r on R
k are known (see [5]) and can be ex-
pressed in terms of Bessel functions Jk/2:
δ̂Bx,r (h) =
∫
Rk
δBx,r (x)e(h · x) dx =
(
r
|h|
)k/2
Jk/2(2pir|h|).
On Tk this result is still valid as long as r < 12 (otherwise, the ball overlaps
itself). Therefore from Lemma 6 we obtain:
Dball(Q) ≥ sup
r<1/2
 ∑
06=h∈Zk
|Q̂(h)|2
(
r
|h|
)k (
Jk/2(2pir|h|)
)21/2 .
See Holt [5] for a related upper bound.
4 Applications
As a demonstration, we compute lower bounds for Kronecker sequences. (A
Kronecker sequence is the sequence of integer multiples of a given k-tuple of
real numbers.) The results we derive compare well with known bounds. We
conclude by using Corollary 3 to derive a rate of convergence for a random
walk on the torus.
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The Kronecker sequence for k = 1.
This is just the sequence {nα}, n = 0, 1, ..., N − 1, on R/Z.
Recall that an irrational α is said to be of type η if η is the infimum of all
numbers τ for which there exists a positive constant C such that ‖qα‖ ≥ Cqτ
for all positive integers q. Here ‖x‖ denotes the nearest distance from x to
an integer.
Theorem 7. Let α be an irrational of type η. The discrepancy of the se-
quence {xn} = {nα}, n = 0, 1, 2, ..., (N − 1), satisfies, for any  > 0,
DN (xn) = Ω(N−
1
η−). (6)
Here f(x) = Ω(g(x)) means f(x) 6= o(g(x)). This result agrees with
Behnke’s lower bound, derived in [6] by a different method.
Proof. Given  > 0, there exists a δ such that 1η−δ =
1
η +  where 0 < δ < η.
Since α is of type η, there exist infinitely many m such that mη−δ‖mα‖ <
1
4 . For such m, let N = dmη−δe. Fix m large enough so that one still has
N‖mα‖ < 12 . The measure Q for this sequence consists of weight 1N on each
member of the sequence. Hence
∣∣∣Q̂(m)∣∣∣ = ∣∣∣∣∣ 1N
N−1∑
n=0
e(nmα)
∣∣∣∣∣ = 1N |1− e(Nmα)||1− e(mα)| ≥ 2‖Nmα‖Npi‖mα‖ (7)
The inequality follows from noting that 4‖x‖ ≤ |1 − e(‖x‖)| ≤ 2pi‖x‖. Since
N‖mα‖ < 12 , ‖Nmα‖ = N‖mα‖ and so (7) reduces to Q̂(m) ≥ 2pi .
Using only the m-th term in the lower bound of Theorem 1, and using
the fact that N ≥ mη−δ, we obtain:
DN (xn) ≥ 2
√
2
pi2m
≥ 2
√
2
pi2
N−
1
η−.
The statement holds for infinitely many choices of N (since N were derived
from the choice of infinitely many m). This establishes (6). uunionsq
The Kronecker sequence for k > 1.
This is the sequence {na}, n = 0, 1, ..., N − 1, for some a = (α1, α2, ..., αk) in
Rk/Zk. As in the case k = 1, we shall rely only on a single dominant term
in the lower bound of Theorem 2.
Recall that R(h) =
∏k
i=1 max{1, |hi|}. Fixing any h, setting ri = 14hi for
hi 6= 0 and ri = 12pi for hi = 0, and ignoring all other terms in Theorem 2,
we obtain:
455
Lemma 8. For any h ∈ Zk, h 6= 0,
D(Q) ≥ |Q̂(h)|
pikR(h)
.
We remark that a similar inequality (with weaker constant) can be derived
via the Koksma-Hlawka inequality applied to the function f(x) = e(h · x) of
bounded variation V (f) R(h).
Lemma 8 can be used to establish a lower bound for Kronecker sequences
that depends on a type classification of k-tuples, similar to the type classifi-
cation of irrationals defined earlier. A k-tuple a = (α1, ..., αk) of irrationals
is said to be of type η if η is the infimum of all numbers τ for which there
exists a positive constant C such that R(h)τ‖h ·a‖ ≥ C holds for all non-zero
lattice points h in Zk.
Theorem 9. Let a ∈ Rk be a k-tuple of irrationals, of type η. The discrep-
ancy of the sequence {xn} = {na}, n = 0, 1, 2, ..., (N − 1), satisfies, for any
 > 0,
DN (xn) = Ω(N−
1
η−). (8)
The exponent is nearly sharp; an upper bound of O(N−
1
η+) may be estab-
lished by the method of Niederreiter [8] (who carries out the case for η = 1).
Proof. Given  > 0, there exists a δ such that 1η−δ =
1
η +  where 0 <
δ < η. Since α is of type η, there exist infinitely many h ∈ Zk such that
R(h)η−δ‖h · a‖ < 14 . For such h, let N = dR(h)η−δe. Fix h large enough so
that one still has N‖h · a‖ < 12 . It can now be shown that Q̂(h) ≥ 2pi by a
calculation analogous to (7) in which mα is replaced by h · a. Using this in
Lemma 8, we obtain
DN (xn) ≥ 2
pik+1
N−
1
η−.
Since this holds for infinitely many N (derived from infinitely many h), (8)
follows. uunionsq
A random walk on the torus.
Consider the random walk on Tk = Rk/Zk which starts at the origin, and
at each step moves to a point uniformly chosen within a box of radius A
about the current point. If Q is a probability measure uniformly supported
on [−A,A]k/Zk, then Q∗n represents the n-th step probability distribution
of this random walk, which evidently converges to the uniform distribution
on the torus. In fact, using Corollary 3, we shall show that the discrepancy
D(Q∗n) converges to zero at a geometric rate in n, by showing that both
upper and lower bounds converge geometrically:
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Theorem 10. The discrepancy of the above random walk on the torus sat-
isfies
C1 β
n < D(Q∗n) < C2 βn
where n is the number of steps taken by the random walk, β = | sin(2piA)2piA |, and
C1 = C1(k) and C2 = C2(k,A) are constants specified in the proof.
Proof. Since the density of Q is (2A)−k on its support, by a derivation similar
to (5) we obtain the Fourier coefficients of Q:
Q̂(h) =
k∏
i=1
{
sin(2pihiA)
2pihiA
if hi 6= 0
1 if hi = 0
}
. (9)
Recall that Q̂∗n(h) = Q̂n(h). Now for positive integers m, sin(2pimA)sin(2piA) =
Um−1(cos(2piA)), where Um−1 is the Chebyshev polynomial of the second
kind. It satisfies the inequality |Um−1(x)| ≤ m for x ∈ [−1, 1] (see [1]). Hence
for any hi 6= 0, | sin(2pihiA)2pihiA | ≤ |
sin(2piA)
2piA | which is less than 1 for A > 0.
Let β = | sin(2piA)2piA |. Then |Q̂(h)| ≤ β for all h 6= 0. The dominant Fourier
coefficients occur when exactly one of the |hi| = 1 and all the other coordi-
nates are 0. There are exactly 2k such coefficients. Using only these coeffi-
cients in the lower bound from Corollary 3, we see that
D(Q∗n) ≥ 1
pik
(2kβ2n)1/2 =
√
2k
pik
βn.
On the other hand, an upper bound for D(Q∗n) can be obtained via
the Erdo¨s-Tura´n-Koksma inequality (see [4]) which also involves the Fourier
coefficients: for any positive integer H,
D(Q∗n) ≤ (3/2)k
 2
H + 1
+
∑
0<‖h‖∞≤H
|Q̂n(h)|
R(h)
 . (10)
Using |Q̂n(h)| ≤ βn−1|Q̂(h)| and equation (9),
∑
0<‖h‖∞≤H
|Q̂n(h)|
R(h)
≤ βn−1
∑
0<‖h‖∞≤H
k∏
i=1
{ | sin(2pihiA)|
2pih2iA
if hi 6= 0
1 if hi = 0
}
≤ βn−1
(1 + 2 H∑
h=1
1
2pih2A
)k
− 1

≤ βn−1
(
1 +
pi
6A
)k
.
Hence, letting H →∞ in (10), we have
D(Q∗n) ≤
(
6Api + pi2
2 sin(2piA)
)k
βn.
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Therefore the discrepancy convergence of this random walk is geometric in n
with rate β = | sin(2piA)/2piA|, as claimed. uunionsq
A more refined lower bound may be obtained by taking more terms in Corol-
lary 3 or Theorem 2. Note, however, that the extra terms in Theorem 2 and
in the Erdo¨s-Tura´n-Koksma inequality involve Q̂n(h) and thus become neg-
ligible in comparison to their dominant term(s) when the number of steps
n is large. This is true for any random walk on the torus. The matching
dominant terms of these bounds therefore make discrepancy an effective tool
to measure how quickly random walks on the torus converge to the uniform
distribution.
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