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We use random matrix theory (RMT) to study the rst two moments of the wave power transmit-
ted in time reversal invariant systems having ergodi motion. Dissipation is modeled by a number
of loss hannels of variable oupling strength. To make a onnetion with ultrasoni experiments
on ergodi elastodynami billiards, the hannels injeting and olleting the waves are assumed to
be negligibly oupled to the medium, and to ontribute essentially no dissipation. Within the RMT
model we alulate the quantities of interest exatly, employing the supersymmetry tehnique. This
approah is found to be more aurate than another method based on simplifying naive assumptions
for the statistis of the eigenfrequenies and the eigenfuntions. The results of the supersymmetri
method are onrmed by Monte Carlo numerial simulation and are used to reveal a possible soure
of the disagreement between the preditions of the naive theory and ultrasoni measurements.
I. INTRODUCTION
The statistis of waves in omplex disordered and ray-
haoti strutures have been well modeled in reent years
by random matrix theory (RMT). The eigenstatistis of
suh strutures are ergodially equivalent to those of er-
tain lasses of random matries. This has been estab-
lished by an enormous literature, both experimental and
theoretial, and applies to the omplex dynamis of om-
pound nulei [1℄, and also to the somewhat simpler ase
of losed nondissipative wave billiards with haoti ray
trajetories [2℄. More reently attention has turned to
the ase of strutures with open loss hannels and/or in-
ternal dissipation [38℄. This evolution of fous has been
ditated by the physial systems available, for whih it
is diult or impossible to eliminate absorption, and/or
minimize the dissipative eet of the hannels used to
launh or detet the waves.
Of the many statistis that ould be onsidered for
suh strutures, perhaps the simplest experimentally a-
essible one is the relative variane of the power trans-
mission. This quantity is related to ross setion utu-
ations in nulear reations, it is aessible in mirowave
experiments, and is of long standing interest in aous-
tis [8, 9℄. In Ref. [9℄ relative varianes measured in a
dissipative 3D ultrasoni billiard were ompared to the
preditions of a simple theory whih assumes, that the
eigenstatistis are idential to those of the nondissipative
ase. Suh an assumption is stritly true only for very
speial ases of dissipation. The theory was found to on-
sistently overestimate the relative variane of the mean
square transmitted signal. Our hief interest here is to
develop a more rigorous theory for that variane, and to
ompare it with the preditions of the naive theory.
As an adequate theoretial model of suh a struture
we will use an eetive randommatrix theory desription,
with a random matrix H replaing the wave equation's
linear dierential operator (see [4℄ and referenes therein
for a more detailed disussion). Then the omplex am-
plitude of the transmitted wave is simply proportional to
the ijth matrix element of the resolvent assoiated with
the wave equation: G(E) ≡ [E I + iε I −H + iΓ]−1.
Here, I is the identity matrix, the matrix Γ desribes
oupling to internal loal-in-spae dissipative hannels,
the parameter ε > 0 desribes uniform losses, and E
is the spetral variable. The same model desribes mi-
rowave billiards, ultrasoni billiards and nulear rea-
tions. The real symmetri positive semi-denite loss op-
erator Γ an be written in terms of the states of the han-
nels (Γ = W †W in denitions of Ref. [11℄) or in terms of
absorption mehanisms. It is generally taken to be only
weakly dependent on E. Thus both open and losed dis-
sipative systems are desribed by the same model. When
losses are negligible the experimental systems are usually
invariant under time reversal. The appropriate hoie for
the orresponding random matrix H should, therefore,
be a real symmetri matrix taken from the Gaussian Or-
thogonal Ensemble (GOE).
Our quantity of prime interest is T = |Gij (E)|2 , i 6= j,
i.e. the produt of retarded and advaned Greens fun-
tions (propagators): GRji(E) ≡ [E I + iε I −H + iΓ]−1ji
and GAij =
(
GRji(E)
)∗
respetively. Exept for slowly
varying fators of reeiver gain and soure strength, the
quantity T represents the ultrasoni power of Ref. [9℄.
For general non-perturbative statistial studies the
only generally appliable tool known at present is re-
dution to the Efetov's zero dimensional supersymmet-
ri non-linear σ-model [10℄. In this way the problem of
alulating RMT ensemble averages redues to perform-
ing a denite nite-dimensional integral over a spae of
supermatries. The zero dimensional σ-model an also
be derived from the assumptions of RMT [11℄, and is
appliable to a variety of quantum-sattering problems
formulated in terms of random Hamiltonians [8-12℄. Ide-
ally, one the quantity of interest is expressed in terms
of the produts of resolvents of the eetive Hamiltonian
2H − iΓ, its mean, its variane, and sometimes its distri-
bution funtion an be obtained.
Tehnial details of the supersymmetri redution pro-
edure depend essentially on the basi symmetries of the
underlying ensemble. It is well known, that working with
the orthogonal ensemble leads to alulations, whih are
more tehnially involved than those of similar alula-
tions for systems with broken time-reversal invariane
(TRI). In the latter ase, the orresponding ensemble is
the Gaussian Unitary (GUE), and one an go as far as
alulating the full distribution funtion of transmitted
wave power in ergodi systems [4℄. Unfortunately, the
existing experimental results on power transmission are
only available for systems with preserved TRI.
The main goal of the present work is to explore trans-
mitted power statistis for ergodi TRI systems. We nd
that it is possible to derive expliit analytial expressions
for the rst two moments of this quantity. We wish in
partiular to explain the dierenes, seen in [9℄, between
the preditions of the oversimplied (naive perturba-
tive) theory and experimental measurements.
In setion II we use the supersymmetry method to de-
rive expressions for mean and variane of transmitted
power. In Setion III, we onrm the results by numer-
ial Monte Carlo alulation, and ompare them with
the results of the perturbative method of Refs. [4, 9℄.
In Setion IV we investigate a hypothesis to explain the
longstanding disrepany between lab measurements in
ergodi aousti systems and naive RMT preditions. A
summary is given in Setion V.
II. SUPERSYMMETRIC CALCULATION FOR
MEAN AND MEAN SQUARED POWER
A. The system
In an ergodi system haraterized by a random N×N
Hamiltonian H and a dissipation matrix Γ, a matrix el-
ement of G (E) = (EI + iεI −H + iΓ)−1 represents the
response spetrum (with E being the spetral variable).
Its squared absolute value Gij (E)G
∗
ij (E) denotes the
spetral power density.
The elements of the random matrix H are zero-
entered Gaussian variables, and beause we deal with
with power transmission inside time-reversal invariant
systems, the matrix H is real and symmetri. The rele-
vant random matrix ensemble is, therefore, the Gaussian
orthogonal ensemble (GOE). Beause of the inherent or-
thogonal invariane the dissipation matrix may be hosen
to be diagonal: Γ = diag{γ, γ, ...γ, 0, ...0}, as we always
an express our matries in Γ's natural basis. The num-
ber M < N of nonzero entries an be interpreted either
as a number of equivalent open hannels in the sattering
system or, as a number of equivalent loalized dampers
in a losed system with losses [9℄. Note, that onver-
gene generating parameter ε > 0 an be interpreted as
the oupling to innite number of external hannels or,
as uniform dissipation.
We are interested in the statistis of the wave power
T transmitted from a soure at point j to a reeiver at a
dierent point i inside the system: T = Gij (E)G
∗
ij (E) ,
1 ≤ i, j ≤ N j 6= i (no summation over i and j) [9℄.
B. Basi denitions and identities
To obtain expressions for the rst two moments of the
transmitted power T , T 2 (the bar indiates the ensemble
averaging) we adopt a proedure similar to that of Ref.
[11℄. We start with onstruting a generating funtion Z
for our quantities of interest by introduing 4-omponent
supervetors Φp:
ΦTp =
{
χ∗Tp , χ
T
p , Sp(1)
T , Sp(2)
T
}
, p = 1, 2 ,
where the omponents of N -dimensional vetors S are
real ommuting variables, the elements of the vetors
χ are antiommuting variables (Grassmannian), and T
stands for the vetor transposition. Index p is used
to distinguish between retarded (p = 1) and advaned
(p = 2) Green's funtions. The latter an be ob-
tained from the generating funtions: Zp (E, Jp) =∫
[dΦp] exp {(i/2)Lp (E,Φp, Jp)}, where the 'ations' Lp
are dened as: Lp (E,Φp, Jp) = Φ
†
p (Dp + Jp)Φp in terms
of the blok-diagonal 4 × 4 symmetri supermatries [7-
10℄:
Dp = (EI −H)⊗ Lp + i (εI + Γ)⊗ ΛpLp,
L1 = diag {I2, I2} , L2 = diag {I2,−I2} ,
Λ1 = diag {I2, I2} ,Λ2 = diag {−I2,−I2} ,
J1 = diag
{
0, 0, J (1), J (2)
}
, J2 = diag
{
0, 0, J (3), J (4)
}
,
Here J (p) are N × N symmetri soure matries, and
the integration measure is just a produt of indepen-
dent dierentials of ommuting and antiommuting vari-
ables. The generating funtion for the power moments
T = D−1ij D
∗−1
i j and T
2 =
(
D
−1
ij D
∗−1
i j
)2
then an be
shown to have the following representation:
Z (E, J) =Z1 (E, J1)Z2 (E, J2)
=
∫
[dΦ] exp
{
i
2
L (E,Φ, J)
}
, (1)
in terms of 8 × 8 blok-diagonal supermatries
D = diag {D1,D2} , L = diag {L1, L2} , Λ =
diag {Λ1,Λ2} , J = diag {J1, J2} and Φ = {Φ1,Φ2} ,
L (E,Φ, J) = L1 (E,Φ1, J1) + L2 (E,Φ2, J2) =
Φ† (D+ J)Φ.
3The Gaussian integral over the supervetors in Eq. (1)
an be also written as a superdeterminant
Z (E, J) =
∏
p=1,2
Zp (E, Jp) =
∏
p=1,2
Sdet
−1 (Dp + Jp) .
Dierentiating this expression with respet to elements
of the symmetri soure matrix J one nds (f. [11, 12℄):
∂2Z (E, J = 0)
∂J
(1)
ij ∂J
(3)
ij
= T, (2)
∂4Z (E, J = 0)
∂J
(1)
ij ∂J
(2)
ij ∂J
(3)
ij ∂J
(4)
ij
= T 2, (3)
relating both T and T 2 to the Gaussian integrals over the
supervetor omponents. Using the shorthand notation
〈...〉Φ =
∫
[dΦ] (. . .) exp {iL (E,Φ) /2}, we an write
T = 〈F1 [Φ]〉Φ , (4)
T 2 = 〈F2 [Φ]〉Φ , (5)
where we introdued the following produts of the om-
muting omponents of the supervetors
F1 [Φ] = S (1)1i S (1)2i S (1)1j S (1)2j ,
F2 [Φ] = S (1)1i S (1)2i S (2)1i S (2)2i
× S (1)1j S (1)2j S (2)1j S (2)2j .
Now, we proeed with GOE averaging of the above ex-
pressions for the moments of the transmitted power. In
what follows we use the overbar to denote the averag-
ing over H with the weight exp
{− (N/4v2)TrHTH},
so that HijHkl =
(
v2/N
)
(δikδil + δilδjk), i.e. the en-
semble averaging. It an be performed exatly with the
help of the identity:
exp
{
i
2
Φ† (H ⊗ L)Φ
}
= exp
{
− v
2
4N
StrA2
}
,
where we introdued a new 8 × 8 supermatrix: A =
L1/2
∑N
i=1 ΦiΦ
†
iL
1/2. The elements of the supermatrix A
are labeled as follows:
A =
(
A11mn A
12
mn
A21mn A
22
mn
)
,
where m,n = 1, . . . , 4.. With the help of these notations
we an express T and T 2 in a unied form via the repre-
sentations
〈F1,2 [Φ]〉Φ =
∫
[dΦ]F1,2 [Φ] exp
{
i
2
EΦ†LΦ− 1
2
Φ† (Γ⊗ Λ)LΦ− v
2
4N
StrA2 − ε
2
StrAΛ
}
as both formulas dier only in the form of preexponent
fators F .
C. Performing Φ-integration
The next step of the supersymmetri alulation is the
so-alled Hubbard-Stratonovih deoupling [10, 12℄:
exp
{
− v
2
4N
StrA2 − ε
2
StrAΛ
}
=
∫
[dR] exp
{
−N
4
StrR2 + i
ε
2v
NStrRΛ + i
v
2
StrRA
}
,
〈F1,2 [Φ]〉Φ =
∫
[dR] exp
{
−N
4
StrR2 + i
ε
2v
NStrRΛ
}
×
∫
[dΦ]F1,2 [Φ] exp
{
− i
2
Φ†L1/2f−1L1/2Φ
}
, (6)
where we dened 8N × 8N supermatrix f :
f = [−EI ⊗ I8 − vI ⊗R− i (Γ⊗ Λ)]−1
=
[(
IN ⊗ I8 − iΓ⊗
(
ΛG−1
))
G
]−1
,
with G = −EI8 − vR. In Eq. (6) we an integrate out
Φ−variables, using Wik's theorem for supervetors, and
bring the remaining integral into a form suitable for a
saddle point approximation in the limit N →∞ [10, 12℄.
Then for i, j > M we obtain:∫
[dΦ]F1,2 [Φ] exp
{
− i
2
Φ†f−1Φ
}
= F1,2
[
G−1
]
(Sdetf)1/2 . (7)
Here we introdued the notations
F1
[
G−1
]
=
1
4
{(
G−1
)12
33
+
(
G−1
)21
33
}2
, (8)
4and
F2
[
G
−1
]
=
{(
G
−1
+
)11
34
(
G
−1
+
)22
34
+
(
G
−1
+
)12
33
(
G
−1
+
)12
44
+
(
G
−1
+
)12
34
(
G
−1
+
)12
43
}
, (9)
where G
−1
+ =
{
G−1 +
(
G−1
)T}
/2. At this point we
summarize the results for T and T 2 separately:
T =
∫
[dR]F1
[
G−1
]
exp {−NL [R] + δL} , (10)
T 2 =
∫
[dR]F2
[
G−1
]
exp {−NL [R] + δL} , (11)
where the exponential is given by
L [R] = 1
4
StrR2 +
1
2
Str ln (−EI8 − vR) , (12)
δL =i ε
2v
N StrRΛ
− M
2
Str ln
[
I8 − iγΛ (−EI8 − vR)−1
]
. (13)
The remaining step is to arry out integration in Eqs.
(10,11) by the saddle point method in the limit of large
N . The stationarity ondition for L [R] yields the sad-
dle point equation Rs = v/ (−EI8 − vRs). Its solution
is given by a saddle-point manifold in a spae of 8 × 8
supermatries [10, 11℄:
Rs = − E
2v
I8 + iπνvT
−1ΛT = − E
2v
I8 − πvνQ. (14)
Here ν denotes the mean eigenvalue density given
for the GOE by the Wigner semiirular law ν =√
4v2 − E2/ (2πv2). After integrating out the massive
Gaussian utuations around the saddle point manifold
in Eqs. (10,11), the rst two moments of the transmitted
power are expressed as integrals over the supermatries
Q = T−1ΛT [10, 11℄:
T
(πν)
2 = 〈F1 [Q]〉Q =
∫
[dQ]F1 [Q]
×Sdet−M/2
[
I8 + i
E
2v2
γΛ+ iπνγQΛ
]
× exp
{
− i
2
επνNStrQΛ
}
, (15)
T 2
(πν)
4 = 〈F2 [Q]〉Q . (16)
This step ompletes derivation of the zero-dimensional
nonlinear σ-model.
D. Performing Q-integration
To evaluate the superintegrals in Eqs. (15,16), we need
to alulate F1 [Q] and F2 [Q] rst. At this point we em-
ploy the Verbaarshot-Weidenmüller-Zirnbauer (VWZ)
parameterization [11℄ for the matrix Q. Both F1 [Q] and
F2 [Q] are the funtions of matrix elements ofQ, obtained
by the formal substitution of Q for G−1 in Eqs. (8,9), as
follows from Eq. (14). Matrix elements of Q are, in turn,
the funtions of eight ommuting and eight antiommut-
ing variables. Although we are interested in the highest
order terms in antiommuting variables [19℄, the alula-
tion of F1 [Q] and F2 [Q] is too umbersome to be done by
hand. The alulation an be managed most eiently
by employing the symboli manipulation pakage epi-
GRASS [18℄. The outputs of the epiGRASS (the highest
order terms in antiommuting variables) need to be fur-
ther integrated over all the antiommuting variables, and
nally over all the ommuting variables exept 'eigenval-
ues' [11℄. After those steps we hange to the λ-variables
of Ref. [10℄, and arrive at the representation for T and
T 2 in terms of a three-fold integral. The details of this
proedure are outlined in the Appendix A. Here we only
give the nal expression:
T
(πν)
2 =
∫ ∞
1
dλ1
∫ ∞
1
dλ2
∫ 1
−1
dλF1 (λ, λ1, λ2)
× exp {−ǫ (λ1λ2 − λ)}µ (λ, λ1, λ2)Π (λ, λ1, λ2) , (17)
T 2
(πν)
4 =
∫ ∞
1
dλ1
∫ ∞
1
dλ2
∫ 1
−1
dλF2 (λ, λ1, λ2)
× exp {−ǫ (λ1λ2 − λ)}Π(λ, λ1, λ2)µ (λ, λ1, λ2) , (18)
where ǫ = 2πνNε, and
µ (λ, λ1, λ2) =
1− λ2
(λ21 + λ
2
2 + λ
2 − 2λλ1λ2 − 1)2
,
F1 (λ, λ1, λ2) = 1− λ2 +
(
λ21 − 1
)
λ22 +
(
λ22 − 1
)
λ21,
F2 (λ, λ1, λ2) = 2
(
1− λ21 − λ22 − 2λλ1λ2 + 3λ21λ22
)2
.
The remaining fator Π(λ, λ1, λ2) ontains all the infor-
mation about the dissipation hannels and omes from a
alulation of the relevant superdeterminant (f. [13℄ for
the GUE ase)
5S det −M/2
[
I8 + i
E
2v2
γΛ+ iπνγQΛ
]
=
 v2 + γ2 + 2πνγλ√
(v2 + γ2)
2
+ 4πνγv2 (v2 + γ2)λ1λ2 + (2πνγv2)
2
(λ21 + λ
2
2 − 1)
M
=
(g + λ)
M(√
g2 + 2gλ1λ2 + λ21 + λ
2
2 − 1
)M = Π(λ, λ1, λ2) , (19)
where g =
(
v2 + γ2
)
/
(
2πνγv2
)
, and we have also used:
StrQΛ = −4i (λ1λ2 − λ) . (20)
To generalize Eqs. (17,18) to the ase of non-equipotent
dampers we just need to replae Π(λ, λ1, λ2) with
Π(gi, λ, λ1, λ2) =
∏
i
(gi + λ)(√
g2i + 2giλ1λ2 + λ
2
1 + λ
2
2 − 1
) ,
see, for example [11, 20℄. It an be veried that Eq. (17)
yields the same result for T as follows from adopting the
nal formula of Ref. [11℄.
E. Speial ase of uniform damping. Comparison
with naive alulation.
Next, we ompare results of the present (supersymmet-
ri) alulation with the results of Ref. [9℄ for the ase of
uniform damping M = 0, ǫ 6= 0. In that speial ase the
naive alulation of Ref. [9℄ should be exat. In order to
obtain T we need to evaluate the integral
I (x) =
∫ ∞
1
dλ1
∫ ∞
1
dλ2
∫ 1
−1
dλ exp {ix (λ1λ2 − λ)}
× F1 (λ, λ1, λ2)µ (λ, λ1, λ2) , (21)
where we have denoted x = iǫ. The Fourier transforma-
tion with respet to the x−variable,
I˜ (t) =
∫ ∞
−∞
I (x) exp {−ixt} dx,
has a meaning of averaged response power in the time do-
main for a system without dissipation. It an be written
in a more onvenient form:
I˜ (t) = 2π
∫ ∞
1
dλ1
∫ ∞
1
dλ2
∫ 1
−1
dλδ (λ− λ1λ2 + t)
× F1 (λ, λ1, λ2)µ (λ, λ1, λ2) (22)
After performing λ−integration, we make the hange of
variables: u = λ1λ2, z = λ
2
1 suggested in Ref. [10℄, and
after a lengthy but straightforward proedure arrive at a
very simple expression:
I˜ (t) = 4πθ (t) .
whih an be immediately Fourier-inverted, yielding
I (x) =
−2i
x
This is equivalent to the rst moment of the transmitted
power given by
T
(πν)
2 =
2
ǫ
, (23)
and indeed oinides with the value predited by the
naive alulation of Ref. [9℄.
The same steps an be repeated when alulating
the seond moment T 2. One starts with Fourier-
transforming the right-hand side of Eq. (18), then
hanges to the variables u and z, arries out the remain-
ing double integration expliitly and nally applies the
Fourier-inversion. Intermediate alulations are too long
to be reprodued in the paper, but the nal result reads:
T 2
(πν)
4 =
1
ǫ4
(
5 + 28ǫ+ 7ǫ2
)− e−2ǫ
ǫ4
(
5 + 2ǫ+ ǫ2
)
+
e−ǫ
ǫ4
E1 (ǫ)
(
10 + 10ǫ+ 3ǫ2 + ǫ3
)
+
eǫ
ǫ4
E1 (ǫ)
(−10 + 10ǫ− 3ǫ2 + ǫ3) , (24)
where
E1 (z) =
∫ ∞
z
e−s
s
ds.
This mathes perfetly with the orresponding result of
Ref. [9℄.
III. NUMERICAL RESULTS FOR THE
MOMENTS OF THE TRANSMITTED POWER.
The preditions Eqs. (17,18) of the supersymmetri
alulations an be ompared with Monte Carlo evalua-
tions of the rst two moments of T . Towards this goal we
6numerially generated an ensemble of N × N real sym-
metri matries H typially hoosing 1500 ensemble real-
izations and taking N = 1000. The proedure is almost
idential to that desribed in Ref. [4℄. The entries in H
are onstruted using a Gaussian random number gener-
ator suh that HijHkl = (1/N) (δikδjl + δilδjk). To sim-
ulate the ase of the uniform damping we use Γ = εI. To
simulate the ase of a nite number of deay hannels we
take the diagonal Γ = diag{γ, γ, ..., γ, 0, ..., 0} with M <
N idential positive entries. Then, for every ensemble re-
alization we generate the o-diagonal elements of the re-
solvent matrix aording to Gij(E) = [EI + iΓ−H ]−1,
modeling in this way the response at a site i due to ex-
itation at the site j, with E standing for the spetral
parameter, and both i and j hosen to be large than M
to avoid diret oupling to the damping hannels.
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Figure 1: FIG. 1. 〈T 〉 and
〈
T 2
〉
are plotted on log-sale as
the funtions of parameter ǫ for the ase of uniform damp-
ing. The solid lines represent theoretial preditions (Eqs.
(17) and (18)). For eah numerially obtained 〈T 〉 and〈
T 2
〉
(represented by dots) 1500 samples of |Gij (E)|
2
, i 6= j
were omputed. Five sigma error bars were omputed based
on the observed varianes of T and T 2.
Let us rst onsider the ase of the uniform damping:
Γ = εI. For a xed matrix size N and xed value of
the spetral variable E we explore a range of ε. For
E = 0 the modal density ∂N/∂E is given by ν = 1/π.
Mean level width γ = 2πν 〈ℑEr〉 in this ase is idential
to ǫ = 2πνNε. In Fig. 1 we ompare both moments
of power T as given by Eqs. (23,24) with the results
of Monte Carlo simulations for several values of ǫ. It is
evident that numerial results orrespond well with the
theoretial urves.
To repeat the same proedure for nite number of lo-
al dampers M we evaluated the three-dimensional in-
tegrals in Eqs. (17,18) numerially for a broad range
of the saled mean level width γ [4℄. The diulties of
the numerial integration arising due to the singularity
of µ (λ, λ1, λ2), are easy to overome by employing the
hange of variables suggested in Ref. [17℄. The results
are presented in Fig. 2 and also show a good agreement
with the theory.
IV. RELATIVE VARIANCE
Dissipation within the framework of the present ap-
proah is parametrized in terms of quantities g, M and ǫ.
At the same time those quantities are not readily aes-
sible experimentally, and in any ase were not measured
in the work reported in Ref. [9℄. For this reason any di-
ret omparison with those measurements is not feasible.
Nevertheless, by hoosing plausible values for the relevant
parameters we an investigate the sign and magnitude of
the disrepanies arising between the preditions for the
relative variane of the transmitted power alulated in
the two theories under disussion. As a result of suh
omparison we found that the disrepany between the
naive analysis and the present (supersymmetri) alula-
tion is similar to one reported previously in [9℄ between
the naive theory and atual measurements.
The omparison is arried out by rst onsidering the
mean spetral energy density (mean square response)
in the time domain: E(t) = |Gij (t)|2, where Gij (t) is
the (band-limited) time-domain Green's funtion. Sim-
ilar quantities were studied previously in the ontext
of the delay time distributions in haoti avities [15℄.
Their statistis an be obtained from the inverse Fourier
transform of the two-point orrelation funtion T (Ω) =
Gij (E)G∗ij (E +Ω) [11, 17℄ with respet to Ω. The ex-
pression for T (Ω) an be obtained by replaing 2iε with
Ω in the derivation of Eq. (17), (see also [17℄). Thus,
E(τ) ∼ ∫∞1 ∫∞1 dλ1dλ2Π(τ, λ1, λ2) f (τ, λ1, λ2)
× θ(λ1λ2−τ+1)θ(τ−λ1λ2+1)(1−(τ+λ1λ2)
2)
(λ21+λ22+(τ+λ1λ2)
2−2λ1λ2(τ+λ1λ2)−1)
2 , (25)
where τ = t/ (2πνN) is a dimension-
less time, f (τ, λ1, λ2) =
(
λ21 − 1
)
λ22 +(
λ22 − 1
)
λ21 + 1 − (τ + λ1λ2)2, and Π(τ, λ1, λ2) =
(g + 2τ + λ1λ2)
M (g2 + 2gλ1λ2 + λ21 + λ22 − 1)−M/2.
The generalization to the ase of non-equipotent
hannels is straightforward: Π(τ, λ1, λ2) =∏M
i (gi + 2τ + λ1λ2)
(
g2i + 2giλ1λ2 + λ
2
1 + λ
2
2 − 1
)−1/2
.
The naive method yields a simpler expression for spetral
energy density [9, 15, 16℄:
E(τ)naive = E0
(
1 +
2στ
M
)−M/2
, (26)
where the initial logarithmi deay rate σ is proportional
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Figure 2: FIG. 2. Mean power (main gure) and mean square power (inset) for: (a) M = 4; (b) M = 10; () M = 40; (d)
M = 400. Solid lines represent theoretial preditions (Eqs. (17) and (18)). For eah numerially obtained 〈T 〉 and
〈
T 2
〉
(dots)
1500 samples of |Gij (E)|
2
, were omputed. We imposed the restritions: i 6= j, and i > M, j > M for the non-uniform damping
ase, to avoid 'reording' the response from damped sites or from the 'soure' site j, and to orrespond to the assumptions in
the theoretial analysis. For the numerially obtained mean power, twenty, ten and ve sigma error bars were omputed for
the saled mean level width γ = 0.1, 1.0, 10.0 respetively. They were based on the observed varianes of T and T 2. Error bars
for the power variane are not shown, beause they are smaller than the size of the dots. For M = 4 the theoretial predition
for the variane does not exist.
to the mean resonane width, given by a Porter-Thomas
distribution.
In Ref. [9℄ E(τ) was measured experimentally, and
tted into the naive result (26) to extrat values for
M and σ. The two parameters were further used to
predit the relative variane of T (relative variance =〈
T 2
〉
/ 〈T 〉2 − 1). Having the exat result (Eq. (25)) we
an now attempt to explain the 20−30% over-predition
of relative variane reported in Ref. [9℄. Clearly, by spe-
ifying ertain values for M , g and ǫ the wave sattering
in an ergodi sample an be ompletely desribed, sine
both spetral energy density and relative variane are
xed uniquely. Further assuming that E(τ) as given by
Eq. (25) is the measured energy density of our system,
we an repeat the proedure of Ref. [9℄. Namely, we t
it to E(τ)naive in order to alulate relative variane a-
ording to the two-parameter naive formula used in [9℄ for
omparison with atual measurements. Suh a t allows
to extrat values for Mnaive, σnaive and E0 that may, or
may not, orrespond to the exat values. The true value
of relative variane as determined from Eqs. (17,18) may
then be ompared to the orresponding naive predition.
By a numerial three-parameter t over the same dy-
nami range (of a fator of e10) as in [9℄, we obtained
values for E0, σnaive and Mnaive. In spite of the naivete
of the model the ts were generally quite good, as ob-
served in [9℄, and we an substitute the obtained values
into the formula for the relative variane from Ref. [9℄
〈
T 2
〉
〈T 〉2 − 1 = 1 +
9
σ
M (M − 2)
(M − 4) (M − 6)
− 4
{
i1 + σ
2 (M − 2)2
M2
i2
}
, (27)
where
i1 =
M
2σ
exp
{
M
σ
}
EM−2
(
M
σ
)
,
8i2 =
M3
8σ3
exp
{
M
σ
}{
EM
(
M
σ
)
−2EM−1
(
M
σ
)
+ EM−2
(
M
σ
)}
,
Ek (z) =
∫ ∞
1
e−zs
sk
ds.
The results for several values of parameters are sum-
M g σ naive exat
10 20.017 0.497 59.881 59.492
20 20.017 0.989 14.419 14.397
20 10.033 1.930 7.582 7.574
14 2.918 4.066 4.990 4.776
Table I: Relative variane in absene of overall damping.
M g ǫ σ naive exat
1 1.0 1.0 1.302 7.711 6.801
1 2.0 1.0 1.205 7.908 6.809
1 5.0 1.0 1.126 8.195 6.784
4 10.0 1.0 1.330 7.194 6.134
6 9.0 0.5 1.008 10.557 8.611
Table II: Relative variane in presene of overall damping.
marized in Tab. 1 and Tab. 2. It appears that in the
absene of overall damping (Tab. 1) the atual value of
relative variane is very lose to its naive estimate. How-
ever, when we onsider the ase of a small number of
strong dampers in a system with a uniform bakground
ǫ 6= 0 (Tab. 2), the dierene beomes similar to the
disrepany found in [9℄. A more denitive omparison
of Eqs. (17,18) with measurements awaits an experiment
in whih the values of ǫ and the gi an be asertained
independently.
V. CONCLUSIONS
In the present paper the speial ases of two and four
point orrelation funtions of the transmitted power spe-
trum have been alulated both analytially and numer-
ially for ergodi dissipative strutures. In the ontext of
the wave sattering the former orresponds to the mean,
and the latter to the mean square of the transmitted wave
power T .
The ergodiity assumption is impliit by virtue of our
replaement of the atual dierential operator desribing
wave motion by a large random symmetri matrix. Dis-
sipation is taken to at both loally in spae (loalized
dampers or dissipative hannels) and uniformly within
the sample.
In aord with earlier results [4℄, the presene of
nonuniform, or loalized, soures of dissipation requires
the use of an elaborate nonperturbative tehnique 
the so-alled zero dimensional supersymmetri non-linear
σ-model  to obtain the moments of the transmitted
power. It is found that the naive approah fails to or-
retly desribe mean square power; the failure is asrib-
able at least in part to the assumption of real Gaussian
eigenmodes inherent in that approah. The supersymme-
try tehnique allows one to bypass the diulty of iden-
tifying eigenmode statistis, and to arrive at expressions
whih are in agreement with Monte Carlo simulations,
and appear to be in better agreement with experimen-
tally measured values of variane.
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Appendix A: EVALUATION OF THE
SUPERINTEGRAL
In this Appendix we elaborate on steps leading to the
main results of Setion II, expressed by Eqs. (17,18). We
start by evaluating F1 [Q] and F2 [Q] with epiGRASS.
The program extrated terms of lowest and highest or-
der in antiommuting variables, whih are, generally, the
only terms needed. The lowest order term was found to
be unimportant sine the resulting integrands are not sin-
gular at the boundary [10, 19℄. Then, we simplied the
output of epiGRASS with Mathematica and redued
the superintegral to a multiple integral over ommuting
and antiommuting variables [11℄.
The elements of matrix Q are introdued into the
epiGRASS in terms of the parametrization of Ref.
[11℄. Eight ommuting variables are: the eigenval-
ues µ1, µ2, µ, the parameters of SU (2) group m, r, s,
and two angles ϕ1 and ϕ2. The integration region in
Eqs. (15,16) orresponds to −∞ < µ1, µ2,m, r, s < ∞,
0 < µ < 1, 0 < ϕ1, ϕ2 < 2π [22℄. Then, after epiGRASS
extrats the highest order term in antiommuting vari-
ables, we have, for example, for F1 [Q]:
F1 [Q] = −32z2 − 32z1z2 cosϕ1 cosϕ2 sinϕ1 sinϕ2
− z21
(
36 cosϕ21 cosϕ
2
2 + 12 cosϕ
2
1 sinϕ
2
2
+12 cosϕ22 sinϕ
2
1 + 4 sinϕ
2
1 sinϕ
2
2
)
− z22
(
36 sinϕ21 sinϕ
2
2 + 12 cosϕ
2
1 sinϕ
2
2
+12 cosϕ22 sinϕ
2
1 + 4 cosϕ
2
1 cosϕ
2
2
)
,
where z1,2 = µ1,2
√
1 + µ21,2, and z = iµ
√
1− µ2.
Eight antiommuting variables are readily integrated
out aording to the onvention
∫
dχχ = 1/ (2π)
1/2
.
Note, that this onvention is dierent from the one we
took in the beginning of Setion II in the derivation of
generating funtion. However, this disrepany has no
inuene on the remaining proess, as long as we use the
integration measure of Ref. [11℄. Finally, integrating over
the angles as well as over the parameters of SU (2) we
arrive at:
F˜1 [Q] = −16
(
z21 + z
2
2 − 2z2
)
, (A1)
where we indiated the integration (whih does not aet
other fators in the integrand in Eq. (15)) by tilde.
Upon the substitution of eigenvalues into Eq. (A1)
we an ompare our expression for T with the nal for-
mula of Ref. [11℄. We swith to the ombinations
λV1,2 = µ
2
1,2., λ
V = µ2,
whih are the nal variables appearing in the resulting
expression of Ref. [11℄. Two results math perfetly,
and we an proeed with the orresponding alulation
of the seond moment of the transmitted power. Before
doing that we again hange variables, this time  to the
eigenvalues of Efetov's parameterization, aording to
λV1,2 = λ1λ2 ±
√
(λ21 − 1) (λ22 − 1).
The domain of the integration has to be modied as well:
1 < λ1, λ2 < ∞,−1 < λ < 1. The Efetov's eigenvalues
are somewhat more onvenient for the alulations done
at the end of Setion II, where we ompared the exat
and naive results for the rst two moments in uniform
damping ase.
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The analogous proedure for T 2 yields
F˜2 [Q] = 4
(
4x2 − 4xx1 − 4xx2 + x21 + x22
+2x1x2 + 8z
2
1 + 8z
2
2 − 16z2
)2
(A2)
where x1,2 = 1 + 2µ
2
1,2, x = 1 − 2µ2, and after passing
to Efetov's variables in Eqs. (A1,A2) we obtain the nal
results of Setion II  Eqs. (17,18).
