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PRIVILEGED COORDINATES AND NILPOTENT APPROXIMATION OF
CARNOT MANIFOLDS, I. GENERAL RESULTS
WOOCHEOL CHOI AND RAPHAE¨L PONGE
Abstract. In this paper we attempt to give a systematic account on privileged coordinates
and nilpotent approximation of Carnot manifolds. By a Carnot manifold it is meant a manifold
with a distinguished filtration of subbundles of the tangent bundle which is compatible with
the Lie bracket of vector fields. This paper lies down the background for its sequel [20] by
clarifying a few points on privileged coordinates and the nilpotent approximation of Carnot
manifolds. In particular, we give a description of all the systems of privileged coordinates at a
given point. We also give an algebraic characterization of all nilpotent groups that appear as
the nilpotent approximation at a given point. In fact, given a nilpotent group G satisfying this
algebraic characterization, we exhibit all the changes of variables that transform a given system
of privileged coordinates into another system of privileged coordinates in which the nilpotent
approximation is given by G.
1. Introduction
This paper is part of a series of two papers on privileged coordinates and nilpotent approxima-
tion of Carnot manifolds. By a Carnot manifold we mean a manifold M together with a filtration
of subbundles,
(1.1) H1 ⊂ H2 ⊂ · · · ⊂ Hr = TM,
which is compatible with the Lie bracket of vector fields. We refer to Section 2, and the refer-
ences therein, for various examples of Carnot manifolds. Many of those examples are equiregular
Carnot-Carathe´odory manifolds, in which case the Carnot filtration (1.1) arises from the iter-
ated Lie bracket of sections of H1. However, even for studying equiregular (and even non-regular)
Carnot-Carathe´odory structures we may be naturally led to consider non bracket-generated Carnot
filtrations (see Section 2 on this point).
It is a general understanding that (graded) nilpotent Lie group are models for Carnot manifolds.
From an algebraic perspective, any filtration (1.1) gives rise to a graded vector bundle gM :=
g1M ⊕ · · ·⊕ grM , where gwM = Hw/Hw−1. As a vector bundle gM is (locally) isomorphic to the
tangent bundle TM . Moreover, as observed by Tanaka [58], the Lie bracket of vector fields induces
on each fiber gM(a), a ∈M , a Lie algebra bracket. This turns gM(a) into a graded nilpotent Lie
algebra. Equipping it with its Dynkin product we obtain a graded nilpotent group GM(a), which
is called the tangent group at a (see Section 2 for a review of this construction).
There is an alternative construction of nilpotent graded groups associated with (M,H). This
construction originated from the work of Folland-Sein [31], Rothschild-Stein [56], and others on
hypoelliptic PDEs. In this context, it is natural to weight the differentiation by a vector field
according to which sub-bundle Hj of the filtration (1.1) that vector field lies. For instance, as
[H1, H1] ⊂ H2 we would like to regard directions in H2 \H1 as having order 2. More generally,
directions in Hw \ Hw−1 have weight w. Note that this notion of weight is consistent with the
grading of gM described above.
In local coordinates centered at a given point a ∈ M this gives rise to a one-parameter of
anisotropic dilations δt, t ∈ R. Rescaling vector fields by means of these dilations and letting
t→ 0 we obtain asymptotic expansions whose leading terms form a graded nilpotent Lie algebra
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of vector fields g(a). As it turns out, the algebraic structure of g(a) heavily depends on the choice
of the coordinates. However, there is a special class of coordinates, called privileged coordinates,
where the grading of g(a) is compatible with the weight. In addition, in these coordinates the
graded nilpotent Lie algebra g(a) is isomorphic to gM(a). The Lie algebra g(a) is actually the Lie
algebra of left-invariant vector fields on a graded nilpotent Lie group G(a). This group gives rise
to the so-called nilpotent approximation of (M,H) at a. We refer to Section 3 and Section 6, and
the references therein, for more details on privileged coordinates and nilpotent approximation.
At the conceptual level and for the sake of applications, it is desirable to understand better the
relationship between the tangent group and the nilpotent approximation. The ultimate aim of
this paper and its sequel [20] is to single out a special class of privileged coordinates, called Carnot
coordinates, for which the nilpotent approximation is naturally given by the tangent group. In
particular, these coordinates are an important ingredient in the approach of [21] on the general-
ization of Pansu derivative to maps between general Carnot manifolds and the construction of an
analogue for Carnot manifolds of Connes’ tangent groupoid. The existence of such a groupoid was
conjectured by Bella¨ıche [9]. This provides us with definitive evidence that the tangent groups as
described above are the relevant osculating objects of Carnot manifolds. In particular, this gives
a conceptual explanation for the occurrence of the group structure.
The Carnot coordinates will be introduced in [20]. In this paper, we attempt to give a systematic
account on privileged coordinates and nilpotent approximation of Carnot manifolds. In particular,
we clarify a few important points on privileged coordinates and nilpotent approximation. In
addition, this lies down the background for [20].
There are various constructions of privileged coordinates [4, 10, 9, 36, 38, 56, 57]. In particular,
Bella¨ıche [9] produced a simple and effective construction of privileged coordinates by means of a
suitable polynomial change of coordinates. Bella¨ıche’s construction was carried out in the setting
Carnot-Carathe´odory manifolds. There is no major difficulty to extend Bella¨ıche’s construction
to arbitrary Carnot manifolds (see Proposition 3.17 and Proposition 3.23). We shall refer to these
coordinates as the ψ-privileged coordinates. We also give a characterization of these coordinates
among all privileged coordinates. More precisely, we show that the polynomial change of variables
that is used to obtain the ψ-privileged coordinates is the only one of its form that produces
privileged coordinates (Proposition 3.24).
As alluded to above, the nilpotent approximation arises from anisotropic asymptotic expansions
of vector fields in local coordinates. This type of asymptotic expansions has been considered by
a number of authors [1, 8, 9, 36, 37, 38, 41, 43, 45, 47, 49, 55, 56] in various levels of generality.
In Section 4, we attempt to give a systematic account on anisotropic asymptotic expansions of
functions, multi-valued maps, vector fields and differential operators. In particular, we show that
the various asymptotics we consider actually hold with respect to the correspondingC∞-topologies.
As it turns out, there are two different definitions of privileged coordinates. In this paper, we
use the definition of [10, 9] in terms of the orders of the coordinate functions. The earlier definition
of [36] involves the weights of vector fields. It is well known that privileged coordinates in the
sense of [10, 9] are privileged coordinates in the sense of [36] (see [10, 9, 41, 49]). We establish the
converse result, and so this shows that the two notions of privileged coordinates are equivalent
(Theorem 5.6). We use this result to give a simple characterization of the change of coordinates
that transform privileged coordinates into privileged coordinates (Proposition 5.9).
We give a few applications of this characterization result. First, by combining it with the con-
struction of the ψ-privileged coordinates, we obtain an explicit description of all the systems of
privileged coordinates (Corollary 5.10). Another application is a new proof that the canonical
coordinates of the 1st kind of Rothschild-Stein [56] and Goodman [36] are privileged coordinates
(Proposition 7.5). By using similar arguments we also give a new proof that the canonical co-
ordinates of the 2nd kind of Bianchini-Stefani [10] and Hermes [38] are privileged coordinates
(Proposition 7.8). The approach presupposes the existence of privileged coordinates (e.g., ψ-
privileged coordinates), but it bypasses the manipulations on flows of vector fields of previous
proofs (compare [41, 49]).
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As mentioned above, the nilpotent approximation G(a) arises from anisotropic asymptotic ex-
pansions of vector fields in privileged coordinates. The graded nilpotent Lie group G(a) has Rn as
underlying manifold, but its group law depends on the choice of the privileged coordinates. Thus,
it is natural to ask what nilpotent groups arise as nilpotent approximations at a given point. We
give an algebraic characterization of these groups (see Corollary 6.21). In fact, given any nilpotent
group G in this class we actually exhibit all the change of coordinates that convert any given
system of privileged coordinates into a system of privileged coordinates in which the nilpotent
approximation is given by G (Theorem 6.20).
The class of groups that satisfy this algebraic characterization is as large as it can be. In
particular, we can exhibit all the nilpotent approximations of Heisenberg manifolds, including
contact manifolds and CR manifolds of hypersurface type (see Proposition 6.22). We similarly can
exhibit all the nilpotent approximation of step 2 Carnot manifolds. For general Carnot manifolds,
the construction leads us to a large class of nilpotent approximations at a given point.
This paper is organized as follows. In Section 2, we review the main definitions and examples
regarding Carnot manifolds and their tangent group bundles. In Section 3, we explain how to
extend to Carnot manifold Bella¨ıche’s construction of privileged coordinates. In Section 4, we give
a detailed account on the anisotropic asymptotic expansions of functions, maps, vector fields and
differential operators. In Section 5, we give a characterization of privileged coordinates in terms
of weight of vector fields. This shows that the two main notions of privileged coordinates are
equivalent. In Section 6, we give a systematic account on the nilpotent approximation of Carnot
manifolds. Finally, in Section 7 we give new proofs that the canonical coordinates of the 1st kind
of [36, 56] and canonical coordinates of the 2nd kind of [10, 38] are privileged coordinates.
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2. Carnot Manifolds. Definitions and Examples
In this section, we give the main definitions and examples related to graded nilpotent Lie groups
and Carnot manifolds.
2.1. Carnot Groups and Graded nilpotent Lie groups. Prior to getting to Carnot manifolds
we review some basic facts on Carnot groups and nilpotent graded Lie groups and their Lie
algebras.
Definition 2.1. A step r nilpotent graded Lie algebra is the data of a real Lie algebra (g, [·, ·])
and a grading g = g1 ⊕ g2 ⊕ · · · ⊕ gr, which is compatible with the Lie bracket, i.e.,
(2.1) [gw, gw′] ⊂ gw+w′ for w + w
′ ≤ r and [gw, gw′] = {0} for w + w
′ > r.
We further say that g is Carnot algebra when gw+1 = [g1, gw] for w = 1, . . . , r − 1.
Remark 2.2. The conditions (2.1) automatically imply that g is nilpotent of step r.
Remark 2.3. Carnot algebras are also called stratified nilpotent Lie algebras (see [30]).
Remark 2.4. Any commutative real Lie algebra g (i.e., any real vector space) is a step 1 Carnot
algebra with g1 = g.
Remark 2.5. A classification of n-dimensional Carnot algebras of step n − 1 was obtained by
Vergne [60]. A classification of rigid Carnot algebras was obtained by Agrachev-Marigo [3].
In what follows, by the Lie algebra of a Lie group we shall mean the tangent space at the unit
element equipped with the induced Lie bracket.
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Definition 2.6. A graded nilpotent Lie group (resp., Carnot group) is a connected simply con-
nected nilpotent real Lie group whose Lie algebra is a graded nilpotent Lie algebra (resp., Carnot
algebra).
Remark 2.7. We refer to the monographs [14, 25, 29] detailed accounts on nilpotent Lie groups
and Carnot groups.
Let G be a step r graded nilpotent Lie group with unit e. Then its Lie algebra g = TG(e)
is canonically identified with the Lie algebra of left-invariant vector fields on G. More precisely,
with any ξ ∈ g is associated the unique left-invariant vector field Xξ on G such that Xξ(e) = ξ.
In addition, as G is a connected simply connected nilpotent Lie group, its exponential map is a
global diffeomorphism exp : g → G (see, e.g., [25, 32]). For any ξ ∈ G, the flow exp(tXξ) exists
for all times t ∈ R. We then have
exp(ξ) = exp(Xξ), where exp(Xξ) := exp(tXξ)(e)|t=1.
In addition, the flow R ∋ t → exp(tXξ) is a one-parameter subgroup of G. Conversely, any
one-parameter subgroup of G is generated by a (unique) left-invariant vector field.
By assumption g comes equipped with a grading g = g1⊕g2⊕· · ·⊕gr which is compatible with
its Lie algebra bracket. This grading then gives rise to a family of anisotropic dilations ξ → t · ξ,
t ∈ R, which are linear maps given by
(2.2) t · (ξ1 + ξ2 + · · ·+ ξr) = tξ1 + t
2ξ2 + · · ·+ t
rξr, ξj ∈ gj .
The compatibility of the grading with the Lie bracket implies that these dilations are Lie algebra
automorphisms. Therefore, they give rise to dilations δt : G → G, t ∈ R, which are group
isomorphisms such that
δt (exp(ξ)) = exp(t · ξ) for all ξ ∈ g.
For ξ ∈ g, let adξ : g → g be the adjoint endomorphism associated with g, i.e., adξ η = [ξ, η]
for all η ∈ g. This is a nilpotent endomorphism. In fact, if ξ ∈ gw, then (2.1) implies that
adξ(gw′) ⊂ gw+w′ if w+w
′ ≤ r, and adξ(gw′) = {0} otherwise. Moreover, by the Baker-Campbell-
Hausdorff formula we have
(2.3) exp(ξ) exp(η) = exp(ξ · η) for all ξ, η ∈ g,
where ξ · η is given by the Dynkin formula,
ξ · η =
∑
n≥1
(−1)n+1
n
∑
α,β∈Nn0
αj+βj≥1
(|α|+ |β|)−1
α!β!
(adξ)
α1(adη)
β1 · · · (adξ)
αn(adη)
βn−1η
= ξ + η +
1
2
[ξ, η] +
1
12
([ξ, [ξ, η]] + [η, [η, ξ]]) −
1
24
[η, [ξ, [ξ, η]]] + · · · .(2.4)
The above summations are finite, since all the iterated brackets of length ≥ r + 1 are zero. In
addition, when βn = 0 we make the convention that (adξ)
αn(adη)
βn−1η = (adξ)
αn−1ξ. Thus, with
this convention (adξ)
αn(adη)
βn−1η = 0 when either βn ≥ 2, or βn = 0 and αn ≥ 2.
Conversely, if g is a graded nilpotent Lie algebra, then (2.4) defines a product on g. This
turns g into a Lie group with unit 0. Under the identification g ≃ Tg(0), the corresponding Lie
algebra is naturally identified with g, and so we obtain a graded nilpotent Lie group. Moreover,
under this identification the exponential map becomes the identity map, and so any Lie algebra
automorphism of g is a group automorphism as well. In particular, the dilations (2.2) are group
automorphisms with respect to the group law (2.4). In addition, the group law (2.4) implies that
ξ−1 = −ξ for all ξ ∈ g.
2.2. Carnot manifolds. In what follows, given a manifold M and distributions Hj ⊂ TM ,
j = 1, 2, we shall denote by [H1, H2] the distribution generated by the Lie brackets of their
sections, i.e.,
[H1, H2] =
⊔
x∈M
{
[X1, X2](x); Xj ∈ C
∞(M,Hj), j = 1, 2
}
.
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Throughout this paper we shall use the following definition of a Carnot manifold.
Definition 2.8. A Carnot manifold is a pair (M,H), whereM is a manifold andH = (H1, . . . , Hr)
is a finite filtration of subbundles,
(2.5) H1 ⊂ H2 ⊂ · · · ⊂ Hr = TM,
which is compatible with the Lie bracket of vector fields, i.e.,
(2.6) [Hw, Hw′ ] ⊂ Hw+w′ for w + w
′ ≤ r.
The number r is called the step of the Carnot manifold (M,H). The sequence (rkH1, . . . , rkHr)
is called its type.
Remark 2.9. Carnot manifolds are also called filtered manifolds in [19].
Definition 2.10. Let (M,H) and (M ′, H ′) be Carnot manifolds of step r, whereH = (H1, . . . , Hr)
and H ′ = (H ′1, . . . , H
′
r). Then
(1) A Carnot manifold map φ :M →M ′ is smooth map such that, for j = 1, . . . , r,
(2.7) φ′(x)X ∈ H ′j(φ(x)) for all (x,X) ∈ Hj .
(2) A Carnot diffeomorphism φ : M → M ′ is a diffeomorphism which is a Carnot manifold
map.
Remark 2.11. If φ :M →M ′ is a Carnot diffeomorphism, then the condition (2.7) exactly means
that φ∗Hj = H
′
j for j = 1, . . . , r. Therefore, in this case, the Carnot manifold (M,H) and (M
′, H ′)
must have same type and the inverse map φ−1 is a Carnot diffeomorphism as well.
Let (Mn, H) be an n-dimensional Carnot manifold of step r, so that H = (H1, . . . , Hr), where
the subbundles Hj satisfy (2.5).
Definition 2.12. The weight sequence of a Carnot manifold (M,H) is the sequence w = (w1, . . . , wn)
defined by
(2.8) wj = min{w ∈ {1, . . . , r}; j ≤ rkHw}.
Remark 2.13. Two Carnot manifolds have same type if and only if they have same weight sequence.
Throughout this paper we will make use of the following type of tangent frames.
Definition 2.14. An H-frame over an open U ⊂ M is a tangent frame (X1, . . . , Xn) over U
which is compatible with the filtration (H1, . . . ., Hr) in the sense that, for w = 1, . . . , r, the vector
fields Xj, wj = w, are sections of Hw.
Remark 2.15. If (X1, . . . , Xn) is an H-frame near a point a ∈M , then, for w = 1, . . . , r, the family
{Xj; wj ≤ w} is a local frame of Hw near the point a. Note this implies that Xj is a section of
Hwj \Hwj−1 when wj ≥ 2.
Remark 2.16. Suppose that (X1, . . . , Xn) is an H-frame near a point a ∈ M . Then the condi-
tion (2.6) implies that the vector field [Xi, Xj ] is a section of Hwi+wj when wi + wj ≤ r. As
{Xk;wk ≤ wi+wj} is a local frame of Hwi+wj , we deduce that there are unique smooth functions
Lkij(x) near x = 0 such that
(2.9) [Xi, Xj] =
∑
wk≤wi+wj
Lkij(x)Xk near x = a.
2.3. Examples of Carnot Manifolds. We shall now describe various examples of Carnot man-
ifolds. The following list is by no means exhaustive, but it should give the reader a good glimpse
at the vast diversity of examples of Carnot manifolds.
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A. Graded Nilpotent Lie Groups. Let G be a step r graded nilpotent Lie group. Then its Lie
algebra g = TG(e) has a grading g = g1 ⊕ g2 ⊕ · · · ⊕ gr satisfying (2.1). For w = 1, . . . , r, let Ew
be the G-subbundle of TG obtained by left-translation of gw over G. We then obtain a G-vector
bundle grading TG = E1⊕· · ·⊕Er. This grading gives rise to the filtration H1 ⊂ · · · ⊂ Hr = TG,
where Hw := H1 ⊕ · · ·Hw. It can be shown that [Hw, Hw′ ] ⊂ Hw+w′ whenever w + w
′ ≤ r (see,
e.g., [20]). Therefore, this defines a left-invariant Carnot manifold structure on G which is uniquely
determined by the grading of g.
B. Heisenberg Manifolds. In the terminology of [8], a Heisenberg manifold is a manifold together
with a distinguished hyperplane bundle H ⊂ TM . In particular, (H,TM) is a Carnot filtration.
Following are important examples of Heisenberg manifolds:
• The Heisenberg group H2n+1 and its products with Abelian groups.
• Cauchy-Riemann (CR) manifolds of hypersurface type, e.g., real hypersurfaces in complex
manifolds.
• Contact manifolds and even contact manifolds.
• Confoliations of Eliashberg-Thurston [27].
Given a Heisenberg manifold (M,H), taking Lie bracket of horizontal vector fields modulo H
defines an antisymmetric bilinear vector bundle map L : H×H → TM/H , which is called the Levi
form of (M,H) (see Lemma 2.21). IfM has odd dimension, then H is a contact distribution if and
only if the Levi form is non-degenerate at every point. If dimM is even, we say that (M,H) is an
even contact manifold when the Levi form has maximal rank dimM − 2 at every point (cf. [49]).
C. Foliations. More generally, a Carnot manifold structure of step 2 on a given manifold M
reduces to the datum of a subbundle H ⊂ TM , so that (H,TM) is a Carnot filtration. In the
same way as with Heisenberg manifolds, we have a Levi form L : H ×H → TM/H .
We have a foliation when H is integrable in Fro¨benius’ sense, i.e., [H,H ] ⊂ H , or equivalently,
the Levi form L vanishes at every point. There are numerous examples of foliations such as
foliations arising from submersions (including Reeb foliations), those associated with suspensions
(including Kro¨necker foliation), or foliations arising from locally free actions of Lie groups on
manifolds (see, e.g., [48]).
D. Polycontact manifolds. They are step 2 Carnot manifolds that are the total opposite of Fo-
liations. A polycontact manifold is a manifold M equipped with a subbundle H ⊂ TM which
is totally non-integrable. This means that, for all x ∈ M and θ ∈ (TM/H)∗(x) \ 0, the bilinear
form θ ◦ Lx : H(x) ×H(x) → R is non-degenerate. Following are some noteworthy examples of
polycontact manifolds:
• Me´tivier groups [46], including the H-type groups of Kaplan [42].
• Principal bundles equipped with the horizontal distribution defined by a fat connection
(cf. Weinstein [62]).
• The quaternionic contact manifolds of Biquard [11, 12].
• The unit sphere S4n−1 in quaternionic space (see [59]).
Remark 2.17. Polycontact manifolds are called Heisenberg manifolds in [17]. Polycontact distri-
butions are called fat in [49]. The terminology polycontact was coined by van Erp [59] (following
a suggestion of Alan Weinstein).
E. Pluri-contact manifolds. These manifolds are introduced in the recent preprint [5]∗. They
generalize polycontact manifolds. A pluri-contact manifold is a manifold M equipped with a
subbundle H ⊂ TM such that, for every x ∈ M , there is at least one θ ∈ (TM/H)∗(x) \ 0
such that the bilinear form θ ◦ Lx : H(x) × H(x) → R is non-degenerate. Beside polycontact
manifolds are examples of pluri-contact manifolds, examples of pluri-contact manifolds that are
not polycontact include
• Products of contact manifolds [5].
• Nondegenerate CR manifolds of non-hypersurface-type [6].
∗The terminology “pluri-contact manifold” is not used in [5]. We use it for the sake of exposition’s clarity.
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We refer to [5, 6] (and the references therein) for further examples of pluri-contact manifolds.
F. Carnot-Carathe´odory Manifolds. Given any subbundle, or even distribution, H ⊂ TM , we
recursively define distributions H [j], j ≥ 1, by
H [1] = H and H [j+1] = H [j] +
[
H,H [j]
]
, j ≥ 1.
Definition 2.18. A Carnot-Carathe´odory manifold (or CC manifold) is a pair (M,H), where M
is a manifold and H is a subbundle of TM such that, for all x ∈ M , we can find r ∈ N so that
H [r](a) = TM(x).
Definition 2.19 ([37]). An equiregular Carnot-Carathe´odory manifold (or ECC manifold) is a
Carnot-Carathe´odory manifold (M,H) for which there is r ∈ N such that H [r] = TM and each
distribution H [j], j = 2, . . . , r − 1, has constant rank.
Any equiregular Carnot-Carathe´odory manifold (M,H) is a Carnot manifold with Carnot fil-
tration
(
H [1], . . .H [r]
)
, since each distribution H [j] is a subbundle. Moreover, any non-equiregular
Carnot-Carathe´odory structure can be ”desingularized” into an equiregular Carnot-Carathe´odory
structure (see, e.g., [41]).
If G is a Carnot group, then the Carnot structure described above is actually an EEC structure.
More generally, Carnot-Carathe´odory structures naturally appear in sub-Riemannian geometry
and control theory associated with non-holonomic systems of vector fields. In particular, they
occur in real-life situations such as skating motion [9, 13], rolling penny [17], car-like robots [17],
or car with N -trailers [40]. They also appear in numerous applied mathematics settings such as
the Asian option model in finance, computer vision, image processing, dispersive groundwater
and pollution, statistical properties of laser light, extinction in systems of interacting biological
populations, dynamics of polymers and astronomy (distribution of clusters in space) (see [15] and
the references therein).
We refer to [1, 17, 37, 41, 49, 54], and the references therein, for detailed accounts on Carnot-
Carathe´odory manifolds and their various applications.
Contact and polycontact manifolds are examples of ECC manifolds with r = 2. An important
example of ECC manifolds with r = 3 is provided by Engel manifolds, which are 4-dimensional
manifold equipped with a plane-bundle H ⊂ TM such that H [2] has constant rank 3 and H [3] =
TM (see [49]). More generally, parabolic geometry provides us with a wealth of examples of ECC
manifolds. We refer to [19] for a thorough account on parabolic geometric structures. In addition
to the examples above, further examples include the following:
• Nondegenerate (partially) integrable CR manifolds of hypersurface type (see [19]).
• Contact path geometric structures, including contact projective structures (cf. [33, 34]).
• Contact quaternionic structures of Biquard [11, 12].
• Generic
(
m, 12m(m+ 1)
)
-distributions, including generic (3, 6)-distributions studied by
Bryant [16] (see [19]).
• Generic (2, 3, 5)-distributions introduced by Cartan [18].
The next two examples provide are examples of Carnot manifolds that are not ECC manifolds.
G. The heat equation on an ECC manifold. Let (M,H) be an ECC manifold, so that the filtration
H = (H1, . . . , Hr) is generated by the iterative Lie brackets of sections of H1. Let X1, . . . , Xm be
a spanning frame of H1. Then the sub-Laplacian ∆ = −(X
2
1 + · · ·X
2
m) and the associated heat
operator ∆+ ∂t are hypoelliptic (see [39]). Following Rothschild-Stein [56] (and other authors) in
order to study the heat operator ∆ + ∂t we seek for a setup where differentiation with respect to
time has degree 2 on M × R. This amount to use the filtration H˜ = (H˜1, . . . , H˜r), where
H˜1 = π
∗
1H1, H˜j = π
∗
1Hj + π
∗
2TR, j ≥ 2.
Here π1 (resp., π2) is the projection of M × R onto M (resp., R). This gives rise to a Carnot
manifold structure. However, this is not an ECC structure since H˜1 is not bracket-generating (its
Lie brackets only span π∗1TM).
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H. Group actions on contact manifolds. Let (M,H) be an orientable contact manifold and G its
group of contactomorphisms, i.e., diffeomorphisms preserving the contact distribution H . The
group G is essential (see, e.g., [7]). In the framework of noncommutative geometry [23], such a
situation is typically handled by constructing a spectral triple (see [24]). In the case of an arbitrary
group of diffeomorphisms this is done by passing to the total space of the metric bundle, i.e., the
R∗+-subbundle of T
∗M ⊗ T ∗M whose fibers consist of positive-definite symmetric (0, 2)-tensors
gijdx
i⊗dxj (see [24]). In the setting of contact geometry the relevant metric bundle is the bundle
of contact metrics, i.e., metrics of the form,
g = gH ⊕ θ ⊗ θ,
where gH is a positive-definite metric on H and θ is a contact form (i.e., a non-zero section of
(TM/H)∗). Fixing a contact form θ on M , this bundle can be realized as
P = P (H)⊕ R∗+θ
π
−→M,
where P (H) is the metric bundle of H .
It is expected that the differential operators appearing in the construction of the spectral triple
associated with the action of contactomorphisms would have an anisotropic notion of degree such
that
- Differentiation along the vertical bundle V = ker dπ ⊂ TP has degree 1.
- Differentiation along the lift to P of the contact distribution has degree 2.
- If we denote by T the Reeb vector field of θ, then its lift to P has degree 4.
This leads us to consider the filtration H˜ = (H˜1, H˜2, H˜3, H˜4) of TP given by
H˜1 = V, H˜2 = H˜3 = V + π
∗H, H˜4 = TP.
This is definitely not a Carnot filtration associated with an ECC structure, since the vertical
bundle V = H˜1 is integrable. However, we do get a Carnot filtration.
This example can be generalized to more general ECC manifolds. In any case, we obtain a
Carnot filtration whose first term is the vertical bundle of some fibration, and, hence, is not
integrable. Therefore, although we get a Carnot structure, we never get an ECC structure.
Remark 2.20. The last two examples above show that, even if our main focus is on ECC manifolds,
we may be naturally led to consider non-ECC Carnot structures. This is the main motivation for
considering Carnot manifolds instead of sticking to the setup of ECC manifolds.
2.4. The Tangent Group Bundle of a Carnot Manifold. The constructions of the tangent
Lie algebra bundle and tangent group bundle of a Carnot manifold go back to Tanaka [58] (see
also [2, 3, 19, 35, 43, 44, 49, 61]). We refer to [1, 28, 43, 55] for alternative intrinsic constructions
of the tangent Lie algebra bundle and tangent group bundle.
The Carnot filtration H = (H1, . . . , Hr) has a natural grading defined as follows. For w =
1, . . . , r, set gwM = Hw/Hw−1 (with the convention that H0 = {0}), and define
(2.10) gM := g1M ⊕ · · · ⊕ grM.
Lemma 2.21 ([58]). The Lie bracket of vector fields induces smooth bilinear bundle maps,
Lw1,w2 : gw1M × gw2M −→ gw1+w2M, w1 + w2 ≤ r.
More precisely, given any a ∈ M and sections Xj, j = 1, 2, of Hwj near a, if we let ξj(a) be the
class of Xj(a) in gwjM(a), then we have
Lw1,w2 (ξ1(a), ξ2(a)) = class of [X1, X2](a) in gw1+w2M(a).
Definition 2.22. The bilinear bundle map [·, ·] : gM × gM → gM is defined as follows. For
a ∈M and ξj ∈ gwjM(a), j = 1, 2, we set
(2.11) [ξ1, ξ2](a) =
{
Lw1,w2(a)(ξ1, ξ2) if w1 + w2 ≤ r,
0 if w1 + w2 > r.
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It follows from Lemma 2.21 that [·, ·] is a smooth bilinear bundle map. On every fiber gM(a),
a ∈M , it defines a Lie algebra bracket such that
[gwM, gw′M ] ⊂ gw+w′M if w + w
′ ≤ r,(2.12)
[gwM, gw′M ] = {0} if w + w
′ > r.(2.13)
This shows that the Lie bracket is compatible with the grading (2.10). It also follows from this
that gM(a) is a nilpotent of step r. Therefore, we arrive at the following result.
Proposition 2.23 ([58]). (gM, [·, ·]) is a smooth bundle of step r graded nilpotent Lie algebras.
Definition 2.24. The Lie algebra bundle (gM, [·, ·]) is called the tangent Lie algebra bundle of
(M,H).
Remark 2.25. In [35, 49, 61] the tangent Lie algebra bundle gM is called the nilpotenization of
(M,H).
Remark 2.26. Let (X1, . . . , Xn) be an H-frame near a point a ∈ M . As mentioned above, this
gives rise to a frame (ξ1, . . . , ξn) of gM near x = a, where ξj is the class of Xj in gwjM . Moroever,
it follows from (2.9) and (2.11) that, near x = a, we have
(2.14) [ξi, ξj ] =


∑
wi+wj=wk
Lkij(x)ξk if wi + wj ≤ r,
0 if wi + wj > r,
where the functions Lkij(x) are given by (2.9). Specializing this to x = a provides us with the
structure constants of gM(a) with respect to the basis (ξ1(a), . . . , ξn(a)).
Remark 2.27. When (M,H) is an ECC manifold, each fiber gM(a), a ∈ M , is a Carnot algebra
in the sense of Definition 2.1 (see, e.g., [20]).
The Lie algebra bundle gM gives rise to a Lie group bundle GM as follows. As a manifold we
take GM to be gM and we equip the fibers GM(a) = gM(a) with the Dynkin product (2.4).This
turns GM(a) into a step r graded nilpotent Lie group with unit 0 whose Lie algebra is naturally
isomorphic to gM(a). The fiberwise product on GM is smooth, and so we arrive at the following
statement.
Proposition 2.28. GM is a smooth bundle of step r graded nilpotent Lie groups.
Definition 2.29. GM is called the tangent group bundle of (M,H).
Example 2.30. Suppose that r = 1 so that H1 = Hr = TM . In this case, as a Lie algebra bundle,
gM = TM . Therefore, as a Lie group bundle, GM = TM .
Example 2.31. Let G be a graded nilpotent Lie group with Lie algebra g = g1 ⊕ · · · ⊕ gr. We
equip G with the left-invariant Carnot manifold structure defined by the grading of g. Then the
left-regular actions of G on itself and on g give rise to canonical identifications gG ≃ G × g and
GG ≃ G×G (see [20]).
Remark 2.32. We refer to [20, 53] for an explicit description of the tangent group bundle of a
Heisenberg manifold.
Remark 2.33. When (M,H) is an ECC manifold, it follows from Remark 2.27 that every tangent
group GM(a) is a Carnot group in the sense of Definition 2.6.
Remark 2.34. In the same way as above, the grading (2.10) gives rise to a smooth family of
dilations δt, t ∈ R. This gives rise to Lie algebra automorphisms on the fibers of gM and group
automorphisms on the fibers of GM . In addition, the inversion on the fibers of GM is just the
symmetry ξ → −ξ.
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3. Privileged Coordinates for Carnot Manifolds
In this section, we explain how to adapt to the setting of Carnot manifolds the construc-
tion of polynomial privileged coordinates of Agrachev-Sarychev [4] and Bella¨ıche [9] for Carnot-
Carathe´odory manifolds. Our approach follows the approach of [9], but there are two main dif-
ferences. The first difference concerns the uniqueness of the construction which we will need later
and is not stated in [9]. The second main difference concerns the definition of the order of a
function (see Definition 3.1), since we cannot use the same definition as in [9] in the setting of
general Carnot manifolds (cf. Remark 3.2).
We refer to [1, 36, 37, 38, 43, 45, 49, 56] for alternative constructions of privileged coordinates.
Throughout the remainder of the paper, we let (M,H) be an n-dimensional Carnot manifold
of step r, so that H = (H1, . . . , Hr) is a filtration of subbundles satisfying (2.5). In addition, we
let w = (w1, . . . , wn) be the weight sequence of (M,H) (cf. Definition 2.12).
In this section, we shall work in local coordinates near a point a ∈M around which there is an
H-frame X1, . . . , Xn of TM . In addition, given any finite sequence I = (i1, . . . , ik) with values in
{1, . . . , n}, we define
XI = Xi1 · · ·Xik .
For such a sequence we also set |I| = k and 〈I〉 = wi1 + · · ·+ wik .
Definition 3.1. Let f(x) be a smooth function defined near x = a and N a non-negative integer.
(1) We say that f(x) has order ≥ N at a when XIf(a) = 0 whenever 〈I〉 < N .
(2) We say that f(x) has order N at a when it has order ≥ N and there is a sequence
I = (i1, . . . , ik) with values in {1, . . . , n} with 〈I〉 = N such that XIf(a) 6= 0.
Remark 3.2. The above definition of the order of a function differs from that of Bella¨ıche [9,
Definition 4.12], since Bella¨ıche only considers monomials in vector fields Xi with wi = 1. This
definition was used in the case of CC manifolds. We cannot use the same definition for general
Carnot manifolds since we would be missing directions that are not obtained as commutators of
the weight 1 vector fields Xi, wi = 1. Nevertheless, in the ECC case the two definitions are
equivalent. This is seen by using Lemma 3.3 below and a H-frame (X1, . . . , Xn) built out of
iterated commutators of the weight 1 vector fields Xi, wi = 1. (This is precisely the type of
H-frames considered in [9]).
Lemma 3.3. Let f(x) be a smooth function near x = a. Then its order is independent of the
choice of the H-frame (X1, . . . , Xn) near a.
Proof. Let (Y1, . . . , Yn) be another H-frame near a. We note that each vector field Yi is a section
of Hi. Therefore, near x = a, we have
Yi =
∑
wj≤wi
cij(x)Xj ,
where the coefficients cij(x) are smooth and there is an integer j with wj = wi in such that
cij(a) 6= 0. More generally, given any finite sequence I = (i1, . . . , ik) with values in {1, . . . , n},
near x = a we have
(3.1) YI = Yi1 · · ·Yik =
( ∑
wj1≤wi1
ci1j1(x)Xj1
)
· · ·
( ∑
wjk≤wik
cikjk(x)Xjk
)
=
∑
〈J〉≤〈I〉
cIJ(x)XJ ,
where the coefficients cIJ(x) are smooth.
Let N be the order of f with respect to the H-frame (X1, . . . , Xn). If 〈I〉 < N , then (3.1)
shows that YIf(a) is a linear combination of terms XJf(a) with 〈J〉 ≤ 〈I〉 < N , which are zero.
Thus YIf(a) = 0 whenever 〈I〉 < N . Suppose now that I is such that 〈I〉 = N and XIf(a) 6= 0.
In the same way as in (3.1), near x = a, we have
XI =
∑
〈J〉≤〈I〉
dIJ (x)YJ ,
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where the coefficients dIJ (x) are smooth. Then, we have
0 6= XIf(a) =
∑
〈J〉≤〈I〉
dIJ(a)YJf(a) =
∑
〈J〉=N
dIJ(a)YJf(a).
Therefore, at least one of the numbers YJf(a), 〈J〉 = N , must be non-zero. We then deduce that
f also has order N at a with respect to the H-frame (Y1, . . . , Yn). This shows that the order of f
at a is independent of the choice of the H-frame. The lemma is thus proved. 
Lemma 3.4. Let f(x) and g(x) be smooth functions near x = a of respective orders N and N ′ at
a. Then f(x)g(x) has order ≥ N +N ′ at a.
Proof. We know thatXi(fg) = (Xif)g+fXig. More generally, given any sequence I = (i1, . . . , ik),
we may write
(3.2) XI(fg) = Xi1 · · ·Xik(fg) =
∑
〈I′〉+〈I′′〉=〈I〉
cI′J′′(XI′f)(XI′′g),
for some constants cIJ independent of f and g. If 〈I
′〉 + 〈I ′′〉 < N +N ′, then at least one of the
inequalities 〈I ′〉 < N or 〈I ′′〉 < N ′ holds. In any case the product (XI′f)(a)(XI′′g)(a) is zero.
Combining this with (3.2) we then see that XI(fg)(a) = 0 whenever 〈I〉 < N + N
′. That is,
f(x)g(x) has order ≥ N +N ′ at a. The proof is complete. 
Given any multi-order α ∈ Nn0 , we set
|α| = α1 + · · ·+ αn and 〈α〉 = w1α1 + · · ·+ wnαn.
In addition, we define
Xα := Xα11 · · ·X
αn
n .
We note that Xα = XI , where I = (i1, . . . , ik) is the unique non-decreasing sequence of length
k = |α| where each index i appears with multiplicity αi. Conversely, if I = (i1, . . . , ik) is a
non-decreasing sequence, then XI = X
α for some multi-order α with |α| = |I| and 〈α〉 = 〈I〉.
It is convenient to reformulate the definition of the order of a function in terms of the sole
monomials Xα. To reach this end we need the following lemma.
Lemma 3.5 ([50, Lemma 2.1]; see also [9, Lemma 4.12(i)]). Let I = (i1, . . . , ik) be a finite sequence
with values in {1, . . . , n} and set w = 〈I〉. Then, near x = a, we have
(3.3) XI =
∑
〈α〉≤w
|α|≤k
cIα(x)X
α,
where the cIα(x) are smooth functions near x = a.
Granted this lemma we shall obtain the following characterization of the order of a function.
Proposition 3.6. Let f(x) be a smooth function defined near x = a. Then f(x) has order N at
x = a if and only if the following two conditions are satisfied:
(i) (Xαf)(a) = 0 for all multi-orders α such that 〈α〉 < N .
(ii) (Xαf)(a) 6= 0 for at least one multi-order α with 〈α〉 = N .
Proof. Suppose that (i) and (ii) are satisfied. Then (ii) implies that f(x) has order ≤ N at x = a.
Moreover, using (i) and Lemma 3.5 shows that f(x) has order ≥ N at x = a. Thus f(x) has order
N at x = a.
Conversely, assume that f(x) has order N at x = a. It is immediate that (i) holds. Let
I = (i1, . . . , ik) be a sequence with values in {1, . . . , n} with 〈I〉 = N and XIf(a) 6= 0. By
Lemma 3.5, near x = a, we have
XI =
∑
〈α〉≤〈I〉
cIα(x)X
α =
∑
〈α〉≤N
cIα(x)X
α
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for some smooth coefficients cIα(x). Thus,
0 6= XIf(a) =
∑
〈α〉≤N
cIα(a)X
αf(a) =
∑
〈α〉=N
cIα(a)X
αf(a).
This implies that at least one of the numbers Xαf(a), 〈α〉 = N , is non-zero, i.e., (ii) is satisfied.
The proof is complete. 
Remark 3.7. In the ECC case and for the type ofH-frame mentioned in Remark 3.2, we recover the
characterization of the order of a function provided by Bella¨ıche [9, Lemma 4.12(ii)] (see also [41,
Lemma B.4]).
Definition 3.8. We say that local coordinates {x1, . . . , xn} centered at a point a ∈M are linearly
adapted at a to the H-frame X1, . . . , Xn when Xj(0) = ∂j for j = 1, . . . , n.
Lemma 3.9. Given local coordinates x = (x1, · · · , xn), there is a unique affine change of coordi-
nates x → Ta(x) which provides us with local coordinates centered at a that are linearly adapted
to the H-frame (X1, · · ·Xn).
Proof. In the local coordinates (x1, . . . , xn) we have
Xj =
∑
1≤k≤n
bjk(x)∂xk , j = 1, . . . , n,
where the coefficients bjk(x) are smooth. Set B(x) = (bjk)1≤j,k≤n ∈ GLn(R). In what follows we
shall use the same notation for the point a and its coordinate vector a = (a1, . . . , an) with respect
to the local coordinates (x1, . . . , xn).
Let T (x) = A(x − a) be an affine transformation with T (a) = 0 and A = (akl) ∈ GLn(R).
Set y = (y1, . . . , yn) = T (x), i.e., yk =
∑
l akl(xl − al), k = 1, . . . , n. Then (y1, . . . , yn) are local
coordinates centered at a. In those coordinates, for j = 1, . . . , n, we have
(3.4) Xj =
∑
1≤k,l≤n
bjl(x)
∂yk
∂xl
∂yk =
∑
1≤k≤n
( ∑
1≤l≤n
bjl ◦ T
−1(y)akl
)
∂yk .
Thus Xj =
∂
∂yj
at y = 0 if and only if
∑
1≤l≤n bjl(a)akl = δjk. We then see that the local
coordinates (y1, . . . , yn) are linearly adapted at a if and only if B(a)A
t = 1, i.e., A = (B(a)t)
−1
.
This shows that Ta(x) = (B(a)
t)
−1
(x−a) is the unique affine isomorphism that produces linearly
adapted coordinates centered at a. The proof is complete. 
Definition 3.10. We say that local coordinates x = (x1, . . . , xn) centered at a are privileged
coordinates at a adapted to the H-frame (X1, . . . , Xn) when the following two conditions are
satisfied:
(i) These coordinates are linearly adapted at a to the H-frame (X1, . . . , Xn).
(ii) For all k = 1, . . . , n, the coordinate function xk has order wk at a.
Remark 3.11. Privileged coordinates are called adapted coordinates in [10].
Remark 3.12. As mentioned in Remark 3.2, in the ECC case our notion of order of a function
agrees with that of Bella¨ıche [9]. Therefore, we see that in the ECC case Definition 3.10 agrees
with the definition of privileged coordinates in [9].
Remark 3.13. Our definition of privileged coordinates is different from the definition used in [1,
36, 37, 38, 43, 49]. We will see later that the two definitions are equivalent (see Corollary 5.8).
Remark 3.14. If the condition (i) holds, then Xj(xk)(a) = ∂xj (xk) = δjk. Therefore, we see that
in this case xk has order wk if and only if X
α(xk) = 0 for all multi-orders α such that 〈α〉 < wk
and |α| ≥ 2.
In what follows using local coordinates centered at a we may regard the vector fields X1, . . . , Xn
as vector fields defined on a neighborhood of the origin 0 ∈ Rn.
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Lemma 3.15 ([9, Lemma 4.13]). Let h(x) be a homogeneous polynomial of degree m. Then
(Xαh)(0) =
{
∂αx h(0) if |α| = m,
0 if |α| < m.
Remark 3.16. In the proof of the above result in [9, page 40], the summation in Eq. (34) is over
all multi-orders β = (β1, . . . , βn) such that β 6= α and βi ≤ αi for i = 1, . . . , n. This should be
replaced by the summation over all multi-orders β such that |β| ≤ |α|.
Proposition 3.17 (Compare [9, Theorem 4.15]). Let (x1, . . . , xn) be local coordinates centered
at a that are linearly adapted to the H-frame (X1, . . . , Xn). Then there is a unique change of
coordinates x→ ψˆ(x) such that
(1) It provides us with privileged coordinates at a.
(2) For k = 1, . . . , n, the k-th component ψˆk(x) is of the form,
(3.5) ψˆk(x) = xk +
∑
〈α〉<wk
|α|≥2
akαx
α, akα ∈ R.
Proof. Let x → ψˆ(x) be a change of coordinates of the form (3.5). Set y = ψˆ(x) and let k ∈
{1, . . . , n}. As pointed out in Remark 3.14, the coordinate yk = ψˆk(x) has order wk at a if and
only if Xα(yk)(a) = 0 for all multi-orders α with 〈α〉 < wk and |α| ≥ 2. Let α ∈ N0 be such that
〈α〉 < wk and |α| ≥ 2. By Lemma 3.15 we have
Xα(yk)|x=0 = X
α(xk)|x=0 +
∑
〈β〉<wk
2≤|β|
akβ X
α(xβ)
∣∣
x=0
= Xα(xk)|x=0 +
∑
〈β〉<wk
2≤|β|<|α|
akβ X
α(xβ)
∣∣
x=0
+ α!akα.
Thus,
(3.6) Xα(yk)|x=0 = 0 ⇐⇒ α!akα = − X
α(xk)|x=0 −
∑
〈β〉<wk
2≤|β|<|α|
akβ X
α(xβ)
∣∣
x=0
.
As the right-hand side uniquely determines the coefficients akα, we deduce that there is a unique
map ψˆ(x) of the form (3.5) such that the change of variable x→ ψˆ(x) provides us with privileged
coordinates at a that are linearly adapted toH-frame (X1, . . . , Xn). The lemma is thus proved. 
Remark 3.18. The proof above merely reproduces the arguments in [9]. In particular, in the ECC
case and for the type of H-frames mentioned in Remark 3.2, we recover the privileged coordinates
of [9]. We wrote down the details for reader’s convenience and for recording how the coefficients
akα are obtained (cf. Remark 3.21 below). Note also that the uniqueness content is not mentioned
in [9], but this is an immediate consequence of (3.6). This uniqueness result will play an important
role at several places in the rest of the paper.
Remark 3.19. When r = 2 the map ψˆ is the identity map, and so the privileged coordinates that
we obtain are simply linearly adapted coordinates. In the special case of Heisenberg manifolds,
these coordinates are called y-coordinates in [8].
Remark 3.20. When r = 3 we recover the p-coordinates of Cummins [26].
Remark 3.21. It follows from the proof of Proposition 3.17 that each coefficient akα in (3.5) is
a universal polynomial in the derivatives Xα(xβ)
∣∣
x=0
with 〈β〉 ≤ wk and |β| ≥ 1. Set Xj =∑n
k=1 bjk(x)∂xk . An induction shows that
Xα =
∑
1≤|β|≤|α|
bαβ(x)∂
β
x ,
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where bαβ(x) is a universal polynomial in the partial derivatives ∂
γbjk(x) with |γ| ≤ |α| − |β|. As
Xα(xβ)
∣∣
x=0
= β!bαβ(0), we then deduce that each coefficient ajα is a universal polynomial in the
partial derivatives ∂γbkl(0) with |γ| ≤ |α| − 1.
Definition 3.22. The map ψa : R
n → Rn is composition ψˆa ◦ Ta, where Ta is the affine map
from Lemma 3.9 and ψˆa the polynomial diffeomorphism associated by Proposition 3.17 with the
linearly adapted coordinates provided by Ta.
Proposition 3.17 and the definition of ψa immediately imply the following statement.
Proposition 3.23. The change of coordinates x→ ψa(x) provides us with privileged coordinates
at a that are adapted to the H-frame (X1, . . . , Xn).
We shall refer to the coordinates provided by Proposition 3.23 as the ψ-privileged coordinates.
We conclude this section with the following characterization of these coordinates.
Proposition 3.24. The ψ-privileged coordinates are the unique privileged coordinates at a adapted
to the H-frame (X1, . . . , Xn) that are given by a change of coordinates of the form y = ψˆ(Tx),
where T is an affine map such that T (a) = 0 and ψˆ(x) is a polynomial diffeomorphism of the
form (3.5).
Proof. Let x → φ(x) be a change of coordinates providing us with privileged coordinates at a
adapted to the H-frame (X1, . . . , Xn) such that φ(x) = ψˆ(Tx), where T is an affine map such that
T (a) = 0 and ψˆ(x) is a polynomial diffeomorphism of the form (3.5). As privileged coordinates
are linearly adapted coordinates, we see that φ∗Xj(0) = ∂j for j = 1, . . . , n. Note that (3.5)
implies that ψˆ′(0) = id. Thus φ∗Xj(0) = ψˆ
′(0) ◦ T ′(a) (Xj(a)) = T
′(a) (Xj(a)) = T∗Xj(0), so
that we see that T∗Xj(0) = ∂j . This means that the coordinate change x → T (x) provides us
with coordinates that are linearly adapted at a to the H-frame (X1, . . . , Xn). As T (x) is an
affine map, it then follows from Lemma 3.9 that T (x) = Ta(x). Therefore, we see that ψˆ(x) is
a polynomial diffeomorphism of the form (3.5) that transforms the coordinates y = ψˆa(x) into
privileged coordinates at a adapted to (X1, . . . , Xn). It then follows from the uniqueness contents
of Proposition 3.17 that ψˆ(x) = ψˆa(x), and hence φ(x) = ψa(x). This gives the result. 
Remark 3.25. We refer to [4, 57] for alternative polynomial constructions of privileged coordinates.
Remark 3.26. Examples of non-polynomial privileged coordinates are provided by the canonical
coordinates of the first kind [36, 56] and the canonical coordinates of the second kind [10, 38]. The
former are given by the inverse of the local diffeomorphism,
(3.7) (x1, . . . , xn) −→ exp (x1X1 + · · ·+ xnXn)(a).
The canonical coordinates of the second kind arise from the inverse of the local diffeomorphism,
(3.8) (x1, . . . , xn) −→ exp (x1X1) ◦ · · · ◦ exp (xnXn)(a).
It is shown in [10] that the canonical coordinates of the 2nd kind are privileged coordinates in the
sense of Definition 3.10 (see also [41, 49]). For the canonical coordinates of the 1st kind the result
is proved in [41]. We refer to Section 7 for alternative proofs of these results.
4. Anisotropic Asymptotic Analysis
In this section, we gather various results on anisotropic asymptotic expansions of maps and
differential operators. Such types of asymptotic expansions have been considered in various levels
of generality by a number of authors [1, 8, 9, 36, 37, 38, 41, 43, 45, 47, 49, 55, 56]. We shall give
here a systematic and precise account on this type of asymptotic expansions. In particular, we
will show that the various asymptotic expansions at stake are not just pointwise asymptotics, but
they actually hold with respect to standard C∞-topologies.
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4.1. Anisotropic approximation of functions. In what follows, we let δt : R
n → Rn, t ∈ R,
be the one-parameter group of anisotropic dilations given by
(4.1) δt(x) = t · x := (t
w1x1, . . . , t
wnxn), t ∈ R, x ∈ R
n.
Definition 4.1. A function f(x) on Rn is homogeneous of degree w, w ∈ N0, with respect to the
dilations (4.1) when
(4.2) f(t · x) = twf(x) for all x ∈ Rn and t ∈ R.
Example 4.2. For any multi-order α ∈ Nn0 , the monomial x
α is homogeneous of degree 〈α〉.
Remark 4.3. Suppose that f(x) is smooth and homogeneous of degree w. Differentiating (4.2)
with respect to t shows that, for every α ∈ N0, we have ∂
αf(t ·x) = tw−〈α〉∂αf(x). That is, ∂αf(x)
is homogeneous of degree w− 〈α〉. Moreover, if we take α so that 〈α〉 > w and let t→ 0, then we
get
∂αf(x) = t〈α〉−w∂αf(t · x) −→ 0 · ∂αf(0) = 0.
Therefore, all the partial derivatives ∂αf with 〈α〉 > w are identically zero. Combining this with
the inequality 〈α〉 < r|α| shows that ∂αf(x) is identically zero as soon as |α| is large enough. It
then follows that f(x) is a polynomial function. Note also that this implies that w must be a
non-negative integer.
In what follows we let U be an open neighborhood of the origin 0 ∈ Rn.
Definition 4.4. Let f ∈ C∞(U) and w ∈ N0. We shall say that
(1) f has weight ≥ w when ∂αx f(0) = 0 for all multi-orders α ∈ N
n
0 such that 〈α〉 < w.
(2) f has weight w when f(x) has weight ≥ w and there is a multi-order α ∈ Nn0 with 〈α〉 = w
such that ∂αx f(0) 6= 0.
Remark 4.5. Unless f(x) vanishes at infinite order at x = 0, it always has a (finite) weight. In
the case f(x) vanishes at infinite order at x = 0 we shall say that its weight is w =∞.
Example 4.6. Let f(x) ∈ C∞(Rn) be homogeneous of degree w with respect to the dilations (4.1).
If f(x) is not zero everywhere, then f(x) has weight w.
We mention the following version of Taylor’s formula.
Lemma 4.7 (Anisotropic Taylor Formula). Let f ∈ C∞(U). Then, for any N ∈ N, we may write
(4.3) f(x) =
∑
〈α〉<N
1
α!
∂αx f(0)x
α +RN (x),
where the remainder term RN (x) ∈ C
∞(U) has weight ≥ N and is of the form,
(4.4) RN (x) =
∑
|α|≤N≤〈α〉
xαRNα(x).
Proof. By Taylor’s formula there are functions RNα ∈ C
∞(U), |α| = N , such that
f(x) =
∑
|α|<N
1
α!
∂αx f(0)x
α +
∑
|α|=N
xαRNα(x).
Using the inequality |α| ≤ 〈α〉 we may rewrite this as
f(x) =
∑
〈α〉<N
1
α!
∂αx f(0)x
α +
∑
|α|<N≤〈α〉
1
α!
∂αx f(0)x
α +
∑
|α|=N
xαRNα(x).
For |α| < N ≤ 〈α〉, set RNα(x) =
1
α!f(0). In addition, set RN (x) =
∑
|α|≤N≤〈α〉 x
αRNα(x). Then
we obtain (4.3)–(4.4). Note also that if 〈β〉 < N and |α| ≤ N ≤ 〈α〉, then ∂βx (x
αRNα(x)) vanishes
at x = 0, and so ∂βxRN (0) = 0 whenever 〈β〉 < N . This means that RN (x) has weight ≥ N . The
proof is complete. 
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Definition 4.8. A pseudo-norm on Rn is any continuous function ‖ · ‖ : Rn → [0,∞) which is
(strictly) positive on Rn \ 0 and satisfies
(4.5) ‖t · x‖ = |t|‖x‖ for all x ∈ Rn and t ∈ R.
Example 4.9. The following functions on Rn are pseudo-norms,
‖x‖0 = max
{
|x1|
1
w1 , . . . , |xn|
1
wn
}
, x ∈ Rn,(4.6)
‖x‖1 = |x1|
1
w1 + · · ·+ |xn|
1
wn , x ∈ Rn.(4.7)
In what follows we shall say that two pseudo-norms ‖ · ‖ and ‖ · ‖′ are equivalent when there
are constants c1 > 0 and c2 > 0 such that
(4.8) c1‖x‖ ≤ ‖x‖
′ ≤ c2‖x‖ for all x ∈ R
n.
Lemma 4.10. All pseudo-norms are equivalent.
Proof. As the inequalities (4.8) define an equivalence relation on the set of pseudo-norms, it
is enough to show that every pseudo-norm ‖ · ‖ is equivalent to the pseudo-norm ‖ · ‖0 given
by (4.6). To see this we observe that the unit sphere Ω0 := {x ∈ R
n; ‖x‖0 = 0} is just the
box {x ∈ Rn; max(|x1|, . . . , |xn|) = 1}, and so it is a compact subset of R
n \ 0. As ‖ · ‖ is a
positive continuous function on Rn \ 0 we deduce there are constants c1 > 0 and c2 > 0 such
that c1 ≤ ‖x‖ ≤ c2 for all x ∈ Ω0. For all x ∈ R
n \ 0, the vector ‖x‖−10 · x is in Ω0, and so by
homogeneity we get
‖x‖ = ‖x‖0
∥∥‖x‖−10 · x∥∥ ≤ c2‖x‖0 and ‖x‖ = ‖x‖0 ∥∥‖x‖−10 · x∥∥ ≥ c1‖x‖0.
This shows that the pseudo-norms ‖ · ‖0 and ‖ · ‖ are equivalent. The proof is complete. 
We shall equip C∞(U) with its standard locally convex space topology, i.e., the LCS topology
defined by the semi-norms,
pK,α(f) = sup
x∈K
|∂αf(x)|, α ∈ Nn0 , K ⊂ U compact.
Therefore, a sequence (fℓ(x))ℓ ⊂ C
∞(U) converges to a function f(x) in C∞(U) if and only if, for
all multi-orders α ∈ Nn0 , the partial derivatives ∂
αfℓ(x) converge to ∂
αf uniformly on all compact
subsets of U .
Remark 4.11. Given any compact K ⊂ U , the semi-norm pK,α(f) actually makes sense for any
smooth function f on an open neighborhood of K. Moreover, as U is an open neighborhood of the
origin, it contains some ball B(0, ρ) with ρ > 0. Note that, for all t ∈ (0, 1), we have δt−1(U) ⊃
δt−1(B(0, ρ)) ⊃ B(0, t
−wnρ), and so δt−1(U) ⊃ K as soon as t is small enough. Therefore, for any
f ∈ C∞(U), the semi-norm pK,α(f ◦ δt) makes sense as soon as t is sufficiently small. This allows
us to speak about asymptotics in C∞(U) for f(t · x) as t→ 0.
In what follows we let ‖ · ‖ be a pseudo-norm on Rn.
Lemma 4.12. Let f(x) ∈ C∞(U), and set U = {(x, t) ∈ U × R; t · x ∈ U}. Given any w ∈ N0,
the following are equivalent:
(i) f(x) has weight ≥ w.
(ii) f(x) = O(‖x‖w) near x = 0.
(iii) For all x ∈ Rn and as t→ 0, we have f(t · x) = O(tw).
(iv) As t→ 0, we have f(t · x) = O(tw) in C∞(U).
(v) There is a function Θ(x, t) ∈ C∞(U) such that f(t · x) = twΘ(x, t) for all (x, t) ∈ U .
Proof. Let us first show that (i), (iii), (iv) and (v) are equivalent. It is immediate that (iv) implies
(iii). Moreover, by Lemma 4.7 there are functions RNα(x) ∈ C
∞(U), |α| ≤ w ≤ 〈α〉, such that
(4.9) f(x) =
∑
〈α〉<w
1
α!
xα∂αx f(0) +
∑
|α|≤w≤〈α〉
xαRNα(x).
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Let Θ : U → C be the smooth function defined by
Θ(x, t) =
∑
|α|≤w≤〈α〉
t〈α〉−wxαRNα(t · x) ∀(x, t) ∈ U .
Using (4.9) we see that, for all (x, t) ∈ U , we have
(4.10) f(t · x)−
∑
〈α〉<w
1
α!
t〈α〉xα∂αx f(0) =
∑
|α|≤w≤〈α〉
(t · x)αRNα(t · x) = t
wΘ(x, t).
Let x ∈ Rn. As soon t is small enough t · x ∈ U , and so (x, t) ∈ U . Therefore, we see that
θ(x, t) = O(1) as t→ 0. Combining this with (4.10) shows that, as t→ 0, we have
(4.11) f(t · x) =
∑
〈α〉<w
1
α!
t〈α〉xα∂αx f(0) + O(t
m).
If (iii) holds then, for all x ∈ Rn, we have f(t · x) = O(tm) as t→ 0. Comparing this to (4.11) we
deduce that ∂αf(0) = 0 for 〈α〉 < w, i.e., f(x) has weight ≥ w. This shows that (iii) implies (i).
Furthermore, if f(x) has weight ≥ w, then ∂αf(0) = 0 for 〈α〉 < w, and so (4.10) gives
f(t · x) = twΘ(x, t) for all (x, t) ∈ U . Therefore, we see that (i) implies (v).
If (v) holds, then there is a function Θ(x, t) ∈ C∞(U) such that f(t · x) = twΘ(x, t) for all
(x, t) ∈ U . Note that U is an open subset of R × Rn. Furthermore, by Remark 4.11, given any
compact K ⊂ U , there is t0 > 0 small enough so that K × [−t0, t0] ⊂ U . Combining this with
the smoothness of Θ(x, t) we deduce that, as t → 0, we have Θ(x, t) = O(1) in C∞(U), and so
f(t · x) = twΘ(x, t) = O(tw) in C∞(U). This shows that (v) implies (iv). It then follows that (i),
(iii), (iv) and (v) are equivalent.
Bearing this in mind, suppose that f(x) = O(‖x‖w) near x = 0. Let x ∈ Rn. As t→ 0 we have
f(t · x) = O(‖t · x‖w) = O(|t|w‖x‖) = O(|t|w).
Therefore, we see that (ii) implies (iii).
To complete the proof it is enough to show that (v) implies (ii). Assume there is a function
Θ(x, t) ∈ C∞(U) such that f(t · x) = twΘ(x, t) for all (x, t) ∈ U . Let x ∈ U \ 0. Note that
‖x‖ · (‖x‖−1 · x) = x ∈ U , and so (‖x‖−1 · x, ‖x‖) ∈ U . Thus,
(4.12) f(x) = f
(
‖x‖ · (‖x‖−1 · x)
)
= ‖x‖wΘ
(
‖x‖−1 · x, ‖x‖
)
.
Claim. The anisotropic sphere Ω := {x ∈ Rn; ‖x‖ = 1} is compact.
Proof of the claim. The continuity of ‖ · ‖ ensures us that Ω is a closed set. In addition, let ‖ · ‖0
be the pseudo-norm (4.6). Thanks to Lemma 4.10 we know there is c > 0 such that ‖x‖0 ≤ c‖x‖
for all x ∈ Rn. In particular, if x ∈ Ω, then |xk|
1
wk ≤ ‖x‖0 ≤ c‖x‖ = c for k = 1, . . . , n. Therefore,
we see that Ω is contained in the closed cube
∏n
k=1[−c
wk , cwk ]. As this cube is compact and Ω is
closed, it then follows that Ω is compact, proving the claim. 
As Ω is compact, there is t0 > 0 such that Ω× [−t0, t0] ⊂ U . Then Ω× [−t0, t0] is a compact
subset of U , and so there C > 0 such that
(4.13) |Θ(x, t)| ≤ C for all (x, t) ∈ Ω× [−t0, t0].
Let x ∈ Rn\0 be such that ‖x‖ ≤ t0. Then (‖x‖
−1 ·x, ‖x‖) ∈ Ω× [−t0, t0] ⊂ U , and so using (4.12)
and (4.13) we get
|f(x)| = ‖x‖w
∣∣Θ (‖x‖−1 · x, ‖x‖)∣∣ ≤ C‖x‖m.
This shows that f(x) = O(‖x‖w) near x = 0. Therefore, we see that (v) implies (ii). The proof is
complete. 
Proposition 4.13. Let f(x) ∈ C∞(U). Then, as t→ 0, we have
(4.14) f(t · x) ≃
∑
ℓ≥0
tℓf [ℓ](x) in C∞(U),
where f [ℓ](x) is a polynomial which is homogeneous of degree ℓ with respect to the dilations (4.1)
(see Eq. (4.15) below).
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Remark 4.14. The asymptotic expansion (4.14) holds in C∞(U) if and only if, for every α ∈ Nn0
and N > w and for every compact K ⊂ U , we have
pK,α
(
f ◦ δt −
∑
w≤ℓ<N
tℓf [ℓ]
)
= O(tN ) as t→ 0.
Proof of Proposition 4.13. For ℓ = 0, 1, . . . set
(4.15) f [ℓ](x) =
∑
〈α〉=l
1
α!
∂αx f(0)x
α.
Then f [ℓ](x) is a polynomial which is homogeneous of degree ℓ with respect to the dilations (4.1).
Moreover, by Lemma 4.7, for every N ∈ N, there is a function RN (x) ∈ C
∞(U) of weight ≥ N
such that
f(x) =
∑
ℓ<N
f [l](x) +RN (x).
As RN (x) has weight ≥ N , Lemma 4.12 ensures us that, as t→ 0, we have RN (t · x) = O(t
N ) in
C∞(U). Therefore, as t→ 0 and in C∞(U), we have
f(t · x) =
∑
ℓ<N
f [l](t · x) +RN (t · x) =
∑
ℓ<N
tℓf [l](x) + O(tN ).
This gives the asymptotic expansion (4.14). The proof is complete. 
Corollary 4.15. Let f(x) ∈ C∞(U). Then f(x) has weight w, w ∈ N0, if and only if, as t → 0,
we have
(4.16) f(t · x) = twf [w](x) + O(t) in C∞(U),
where f [w](x) is a non-zero polynomial which is homogeneous of degree w with respect to the
dilations (4.1).
Proof. The asymptotics (4.16) means that in the asymptotics (4.14) for f(x) the leading non-zero
terms is f [w]. In view of (4.15) this means hat ∂αf(0) = 0 for 〈α〉 < w and ∂αf(0) 6= 0 for some
α ∈ Nn0 with 〈α〉 = w. That is, f(x) has weight w. This proves the result. 
4.2. Anisotropic Approximation of Multi-Valued Maps. We shall now extend the previous
results to (smooth) maps with values in some Euclidean space Rn
′
. We assume we are given
a weight sequence (w′1, . . . , w
′
n′). By this we mean a non-decreasing sequence of integers where
w′1 = 1. This enables to endow R
n′ with the family of anisotropic dilations (4.1) associated with
this weight sequence. We shall use the same notation for the dilations on Rn and Rn
′
. When
n = n′ we shall tacitly assume that w′j = wj for j = 1, . . . , n.
Definition 4.16. A map φ : Rn → Rn
′
is w-homogeneous when
(4.17) φ(t · x) = t · φ(x) for all x ∈ Rn and t ∈ R.
Remark 4.17. Set φ(x) = (φ1(x), . . . , φn′(x)). The condition (4.17) exactly means that, for every
k = 1, . . . , n′, the component φk(x) is homogeneous of degree w
′
k with respect to the dilations (4.1).
In particular, in view of Remark 4.3, we see that if φ is smooth and w-homogeneous, then it must
be a polynomial map. More precisely, each component φk(x) is a linear combination of monomials
xα with 〈α〉 = w′k.
Definition 4.18. Let Θ(x) = (Θ1(x), . . . ,Θn′(x)) be a smooth map from U to R
n′ . Given
m ∈ Z, m ≥ −w′n′ , we say that Θ(x) is Ow(‖x‖
w+m), and write Θ(x) = Ow(‖x‖
w+m), when, for
k = 1, . . . , n′, we have
Θk(x) = O(‖x‖
w′k+m) near x = 0.
In what follows we equip C∞(U,Rn
′
) with its standard Fre´chet-space topology. As an immediate
consequence of Lemma 4.12 we obtain the following characterization of Ow(‖x‖
w+m)-maps.
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Lemma 4.19. Given m ∈ N0, let Θ(x) = (Θ1(x), . . . ,Θn′(x)) be a smooth map from U to R
n′ .
In addition, set U = {(x, t) ∈ U × R; t · x ∈ U}. Then the following are equivalent:
(i) The map Θ(x) is Ow(‖x‖
w+m) near x = 0.
(ii) For k = 1, . . . , n′, the component Θk(x) has weight ≥ w
′
k +m.
(iii) For all x ∈ Rn and as t→ 0, we have t−1 ·Θ(t · x) = O(tm).
(iv) As t→ 0, we have t−1 ·Θ(t · x) = O(tm) in C∞(U,Rn
′
).
(v) There is Θ˜(x, t) ∈ C∞(U ,Rn
′
) such that t−1 ·Θ(t · x) = tmΘ˜(x, t) for all (x, t) ∈ U , t 6= 0.
The following is a multi-valued version of Proposition 4.13.
Proposition 4.20. Let Θ(x) = (Θ1(x), . . . ,Θn′(x)) be a smooth map from U to R
n′ . Then, as
t→ 0, we have
(4.18) t−1 ·Θ(t · x) ≃
∑
ℓ≥−w′
n′
tℓΘ[ℓ](x) in C∞(U,Rn
′
),
where Θ[ℓ](x) is a polynomial map such that t−1 · Θ[ℓ](x) = tℓΘ[ℓ](x) for all R∗ (see Eq. (4.20)
below).
Proof. For k = 1, . . . , n′, we know by Proposition 4.13 that, as t→ 0 and in C∞(U), we have
(4.19) Θk(t · x) ≃
∑
ℓ≥0
tℓΘ
[ℓ]
k (x) ≃ t
w′k
∑
ℓ′≥−w′
k
tℓ
′
Θ
[ℓ′+w′k]
k (x),
where Θ
[ℓ]
k (x) is a polynomial which is homogeneous of degree ℓ with respect to the dilations (4.1).
For ℓ ≥ −r define
(4.20) Θ[ℓ](x) =
(
Θ
[ℓ+w′1]
1 (x), . . . ,Θ
[ℓ+wn′ ]
n′ (x)
)
, x ∈ Rn,
with the convention that Θ
[ℓ+w′k]
k (x) = 0 when ℓ < −w
′
k. Then Θ
[ℓ](x) is a polynomial map
from Rn to Rn
′
such that t−1 · Θ[ℓ](t · x) = tℓΘ[ℓ](x) for all t ∈ R∗. Moreover, the asymptotic
expansions (4.19) for k = 1, . . . , n give the asymptotics (4.18). The proof is complete. 
Remark 4.21. Using Lemma 4.19 we see that the asymptotic expansion (4.18) exactly mean that,
for every integer m > −w′n′ , we have
Θ(x)−
∑
ℓ<m
Θ[ℓ](x) = Ow
(
‖x‖w+m
)
near x = 0.
In particular, we see that Θ(x) = Ow(‖x‖
w+m) if and only if Θ[ℓ](x) = 0 for ℓ < m.
In the special case of diffeomorphisms we further have the following result.
Proposition 4.22. Let φ : U1 → U2 be a smooth diffeomorphism, where U1 and U2 are open
neighborhoods of the origin 0 ∈ Rn. Assume further that φ(0) = 0 and there is m ∈ N such that,
near x = 0, we have
(4.21) φ(x) = φˆ(x) + Ow(‖x‖
w+m),
where φˆ(x) is a w-homogeneous polynomial map. Then φˆ(x) is a diffeomorphism of Rn and, near
x = 0, we have
φ−1(x) = φˆ−1(x) + Ow(‖x‖
w+m).
Proof. We observe that (4.21) implies that φ(x) and φˆ(x) have the same differential at the origin.
It then follows that φˆ(x) is a diffeomorphism near the origin. Its w-homogeneity then implies it is
a diffeomorphism from Rn onto itself.
Let Θ : U2 → R
n be the smooth map defined by
Θ(x) = φ−1(x) − φˆ−1(x) for all x ∈ U2.
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Suppose that Θ(x) = Ow(‖x‖
w+m′) with m′ < m. Lemma 4.19 then ensures us that t−1 ·Θ(t ·x) =
O(tw) in C∞(U,Rn
′
) as t→ 0. Therefore, in the asymptotics (4.18) for Θ(x) all the maps Θ[ℓ](x)
vanish for ℓ < m, and so, as t→ 0, we have
(4.22) t−1 ·Θ(t · x) = tm
′
Θ[m
′](x) + O(tm
′+1) in C∞(U2,R
n)).
For j = 1, 2, set Uj = {(x, t) ∈ U × R; t · x ∈ Uj}. Using (4.22) and Lemma 4.19 shows there is a
smooth map Θ˜ : U2 → R
n such that, for all (x, t) ∈ U2 with t 6= 0, we have
(4.23) t−1 ·Θ(t · x) = tm
′
Θ[m
′](x) + tm
′+1Θ˜(x, t).
Let x ∈ Rn. For t ∈ R∗ small enough (x, t) ∈ U1. In this case set φt(x) = t
−1 · φ(t · x).
Then (4.21) and Lemma 4.19 imply that
(4.24) φt(x) = φˆ(x) + O(t
m) as t→ 0.
Thus,
(4.25) t−1 ·Θ [t · φt(x)] = t
−1 ·
[
φ−1 ◦ φ(t · x)
]
− φˆ−1
(
φˆ(x) + O(tm)
)
= O(tm).
Moreover, using (4.23) and (4.24) we also obtain
t−1 ·Θ [t · φt(x)] = t
m′Θ[m
′] [φt(x)] + t
m′+1Θ˜ (φt(x), t)
= tm
′
Θ[m
′]
[
φˆ(x) + O(t)
]
+O
(
tm
′+1
)
= tm
′
Θ[m
′] ◦ φˆ(x) + O
(
tm
′+1
)
.
As m′ < m comparing this with (4.25) shows that Θ[m
′] ◦ φˆ(x) = 0. As φˆ(x) is a diffeomorphism
this implies that Θ[m
′](x) = 0 for all x ∈ Rn, and so (4.23) becomes t−1 ·Θ(t · x) = tm
′+1Θ˜(x, t).
By Lemma 4.19 this implies that Θ(x) = Ow(‖x‖
w+m′+1).
We just have established that if Θ(x) = Ow(‖x‖
w+m′) withm′ < m, then Θ(x) = Ow(‖x‖
w+m′+1).
An immediate induction then shows that Θ(x) = Ow(‖x‖
w+m), i.e., φ−1(x) = φˆ−1(x)+Ow(‖x‖
w+m).
The proof is complete. 
4.3. Anisotropic approximation of differential operators. The notion of weight of a function
extends to differential operators as follows. Given a differential operator P on U , for t ∈ R∗ we
denote by δ∗tP the pullback of P by the dilation δt, i.e., δ
∗
tP is the differential operator on δ
−1
t (U)
given by
(δ∗tP )u(x) = P (u ◦ δ
−1
t )(t · x) for all u ∈ C
∞
(
δ−1t (U)
)
.
If we write P =
∑
|α|≤m aα(x)∂
α
x , with aα ∈ C
∞(U), then we have
(4.26) δ∗tP =
∑
|α|≤m
t−|α|aα(t · x)∂
α
x .
Definition 4.23. A differential operator P on Rn is homogeneous of degree w, w ∈ Z, when
δ∗tP = t
wP for all t ∈ R∗.
Example 4.24. For any α ∈ N0, the differential operator ∂
α
x is homogeneous of degree −〈α〉.
Remark 4.25. If we write P =
∑
aα(x)∂
α
x with aα ∈ C
∞(Rn), then (4.26) shows that P is
homogeneous of degree w if and only if each coefficient aα(x) is homogeneous of degree w + 〈α〉.
In particular, all the coefficients aα(x) must be polynomials.
Definition 4.26. Let P =
∑
|α|≤m aα(x)∂
α
x be a differential operator on U . We say that P has
weight w, w ∈ Z, when
(i) Each coefficient aα(x) has weight ≥ w + 〈α〉.
(ii) There is one coefficient aα(x) that has weight w + 〈α〉.
Example 4.27. Let P be a differential operator on Rd which is homogeneous of degree w. If P 6= 0,
then P has weight w.
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Remark 4.28. A differential operator of order ≤ m always has weight ≥ −mr.
In what follows, given any m ∈ N0, we denote by DO
m(U) the space of m-th order differential
operators on U . If P is an operator in DOm(U), then they are unique coefficients aα(P )(x) ∈
C∞(U), |α| ≤ m, such that
(4.27) P =
∑
|α|≤m
aα(P )(x)∂
α
x .
Set N(m) = #{α ∈ Nn0 ; |α| ≤ m}. We then have a linear isomorphism P → P [x] from DO
m(U)
onto C∞(U,RN(m)) given by
(4.28) P [x] = (aα(P )(x)))|α|≤m , P ∈ DO
m(U).
The standard Fre´chet-space topology of DOm(U) is so that this map is a topological isomorphism.
In addition, on RN(m) we have a family of dilations δt(x) = t · x, t ∈ R, where
t · x =
(
t〈α〉xα
)
|α|≤m
, x = (xα)|α|≤m ∈ R
N(m).
Using this notation we can rewrite (4.26) in the form,
(δ∗tP ) [x] = t
−1 · P [t · x] for all t ∈ R∗.
Combining this with Proposition 4.20 we obtain the following version for differential operators.
Proposition 4.29. Let P ∈ DOm(U). Then, as t→ 0, we have
(4.29) δ∗tP ≃
∑
ℓ≥−mr
tℓP [ℓ] in DOm(U),
where P [ℓ] is a homogeneous differential operator of degree ℓ.
Remark 4.30. It follows from (4.15) and the proof of Proposition 4.20 that we have
(4.30) P [ℓ] =
∑
|α|≤m
aα(P )
[ℓ+〈α〉](x)∂αx =
∑
〈β〉+ℓ=〈α〉
1
β!
∂βxaα(P )(0)x
β∂αx .
Corollary 4.31. Let P ∈ DOm(U). Then P has weight w if and only if, as t→ 0, we have
(4.31) δ∗tP = t
wP [w] +O
(
tw+1
)
in DOm(U),
where P [w] is a non-zero homogeneous polynomial differential operator of degree w.
Proof. In the same way as in the proof of Corollary 4.15, the asymptotics (4.31) means that in
the asymptotics (4.29) for P the leading non-zero term is P [w]. In view of (4.30) this means that
∂βxaα(P )(0) = 0 when 〈β〉 < w + 〈α〉 and there is at least one pair (α, β) with 〈β〉 = w + 〈α〉 and
|α| ≤ m such that ∂βxaα(P )(0) = 0. Equivalently, each coefficient aα(P )(x) has weight ≥ w + 〈α〉
and we have equality for at least one of them. That is, P has weight w. This proves the result. 
Let us now specialize the above results to vector fields. Let X (U) be the space of (smooth)
vector fields on U . Regarding it as a (closed) subspace of DO1(U) we equip it with the induced
topology. Equivalently, a vector field X on U has a unique expression as
X =
∑
1≤j≤n
aj(X)(x)∂j , with aj(X) ∈ C
∞(U).
In the notation of (4.28) we have X [x] = (a1(X)(x), . . . , an(X)(x)), which is a the usual identifi-
cation of a vector field with a vector-valued map. This provides us with a topological isomorphism
between X (U) and C∞(U,Rn).
Specializing Lemma 4.29 and Corollary 4.31 to vector fields leads us to the following statement.
Proposition 4.32. Let X be a smooth vector field on U .
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(1) As t→ 0, we have
(4.32) δ∗tX ≃
∑
ℓ≥−r
tℓX [ℓ] in X (U),
where X [ℓ] is a homogeneous polynomial vector field of degree ℓ.
(2) X has weight w if and only if, as t→ 0, we have
δ∗tX = t
wX [w] +O
(
tw+1
)
in X (U).
5. Characterization of Privileged Coordinates
In this section, we produce a characterization of privileged coordinates in terms of the anisotropic
approximation of vector fields the previous section. This will show that our definition of privileged
coordinates is equivalent to that of Goodman [36]. This will also show how to get all privileged
coordinates at a given point and lead us to new proofs that that canonical coordinates of the first
and second kind are privileged coordinates.
5.1. Characterization of privileged coordinates. Let a ∈ M and (x1, . . . , xn) local coordi-
nates centered at a. We denote by U the range of these local coordinates and by V their domain.
Note that U is an open neighborhood of the origin in Rn. We shall further assume there is an
H-frame (X1, . . . , Xn) over V .
Using the local coordinates (x1, . . . , xn) we can regard any function (resp., vector field, differ-
ential operator) on V as a function (resp., vector field, differential operator) on U . This enables us
to define the weight of such objects. In fact, as the weight depends only on the germ near x = 0,
we actually can define the weight for any such object that is defined near x = a. However, it
should be pointed out that this notion of weight is extrinsic, since it depends on the choice of the
local coordinates. For instance, it is not preserved by permutation of the coordinates (x1, . . . , xn)
(unless r = 1). For this reason we will refer to this weight as the weight in the local coordinates
(x1, . . . , xn).
Definition 5.1. Let X be a vector field on an open neighborhood of a. Let w be its weight in
the local coordinates (x1, . . . , xn). Then the vector field X
[w] in (4.32) is denoted by X(a) and is
called the model vector field of X in the local coordinates (x1, . . . , xn).
Remark 5.2. The asymptotic expansion (4.32) implies that, as t→ 0, we have
(5.1) t−wδ∗tX = X
(a) +O(t) in X (U).
Furthermore, if we write X =
∑n
k=1 bk(x)∂
α
x , with bk(x) ∈ C
∞(U), then (4.30) gives
(5.2) X(a) =
∑
〈α〉+w=wk
1
α!
∂αx bk(0)x
α∂xk .
Remark 5.3. We can similarly define the model operator of any differential operator on an open
neighborhood of a.
As mentioned above, the notion of weight is an extrinsic notion. However, as the following
shows, when using privileged coordinates this extrinsic notion of weight actually agrees with the
intrinsic notion of order defined in the previous section.
Lemma 5.4 (see also [41]). Let f be a smooth function near a of order N , and (x1, . . . , xn)
privileged coordinates at a adapted to the H-frame (X1, . . . , Xn). Then f(x) has weight N in these
coordinates.
Proof. As the order of a function is an intrinsic notion, we may work in the local coordinates
(x1, . . . , xn). Suppose that f(x) has weight ≥ N + 1 in these coordinates. By Lemma 4.7 near
x = 0 there are functions Rα(x), |α| ≤ N + 1 ≤ 〈α〉, such that
(5.3) f(x) =
∑
|α|≤N+1≤〈α〉
xαRα(x).
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As (x1, . . . , xn) are privileged coordinates, for k = 1, . . . , n, the coordinate xk has weight wk.
Lemma 3.4 then implies that each monomial xα has order ≥ α1w1 + · · · + αnwn = 〈α〉, and so
each reminder term xαRα(x) in (5.3) has order ≥ 〈α〉 ≥ N + 1. It then follows that f(x) has
order ≥ N +1, which is not possible since by assumption f(x) has order N . Thus, f(x) must have
weight ≤ N .
Let w be the weight of f(x). Then ∂αf(0) = 0 for 〈α〉 < w, and so by Lemma 4.7 there is a
smooth function R(x) of weight ≥ w + 1 such that
f(x) =
∑
〈β〉=w
1
β!
∂βf(0)xβ +R(x).
As f(x) has weight w there is a multi-order α such that ∂αf(0) 6= 0. We may choose α such that
∂βf(0) = 0 if 〈β〉 = w and |β| > |α|. Then we have
(5.4) Xαf(0) =
∑
〈β〉=w
|β|≤|α|
1
β!
∂βf(0)Xα(xβ)(0) +XαR(0).
As R(x) has weight ≥ w+ 1, it has order ≥ w+ 1, and so XαR(0) = 0. Moreover, it follows from
Lemma 3.15 that if |β| ≤ |α|, then Xα(xβ)(0) = α!δαβ . Combining this with (5.4) we see that
Xαf(0) = ∂αf(0) 6= 0. This implies that N , the order of f(x), must be ≥ w. As it also is ≥ w,
we deduce that w = N . This proves the result. 
Remark 5.5. In the ECC case, the equality between weight and order is mentioned without proof
in [9, p. 43], but a proof is given in [41].
We are now in a position to establish the following characterization of privileged coordinates.
Theorem 5.6. Let (x1, . . . , xn) be local coordinates centered at a that are linearly adapted to the
H-frame (X1, . . . , Xn). In addition, let U ⊂ R
n be the range of these coordinates. Then the
following are equivalent:
(i) The local coordinates (x1, . . . , xn) are privileged coordinates at a.
(ii) For j = 1, . . . , n and as t→ 0, we have
(5.5) twj δ∗tXj = X
(a)
j +O(t) in X (U),
where X
(a)
j is homogeneous of degree −wj.
(iii) For j = 1, . . . , n, the vector field Xj has weight −wj in the local coordinates (x1, . . . , xn).
(iv) For every multi-order α ∈ Nn0 , the differential operator X
α has weight −〈α〉 in the local
coordinates (x1, . . . , xn).
Proof. It follows from Proposition 4.32 that (iii) implies (ii). Conversely, suppose that (ii) holds.
As the coordinates (x1, . . . , xn) are linearly adapted, we know that Xj(0) = ∂j for j = 1, . . . , n.
Combining this with (4.26) and (5.5) we see that, as t→ 0, we have
(5.6) X
(a)
j (0) + O(t) = t
wjδ∗tXj(0) = t
wj t−wj∂j = ∂j .
Thus, X
(a)
j agrees with ∂j at x = 0, and hence this is a non-zero vector field. Combining this
with (5.5) and Proposition 4.32 then shows that Xj has weight −wj for j = 1, . . . , n. Therefore,
we see that (ii) and (iii) are equivalent.
Let us now establish the equivalence between (i), (iii) and (iv). If X =
∑n
j=1 aj(x)∂xj is a
vector field on U , then, for k = 1, . . . , n, we have X(xk) =
∑n
j=1 aj(x)∂xj (xk) = ak(x). Thus,
(5.7) Xj =
∑
1≤k≤n
Xj(xk)∂xk , j = 1, . . . , n.
More generally, if P =
∑
1≤|α|≤m aα(x)∂
α
x is a differential operator near the origin such that
P (0) = 0, then aα(x) = P (x
α) for |α| = 1. In particular, given any non-zero multi-order α ∈ Nn0 ,
23
the differential operator Xα takes the form,
Xα =
∑
1≤k≤n
Xα(xk)∂xk +
∑
2≤|β|≤|α|
aαβ(x)∂
β , aαβ(x) ∈ C
∞(U).
If we further assume that each such differential operator Xα has weight −〈α〉, then, for every
k = 1, . . . , n, the function Xα(xk) must have weight ≥ wk − 〈α〉, and so X
α(xk)(0) = 0 whenever
〈α〉 < wk. Using Remark 3.14 we then deduce that (x1, . . . , xn) are privileged coordinates. This
shows that (iv) implies (i).
Suppose now that (x1, . . . , xn) are privileged coordinates at a. Thus, each coordinate xk then
has order wk. It then follows from the definition of the order of a function that the function Xj(xk)
has order ≥ wk−wj for j = 1, . . . , n. As (x1, . . . , xn) are privileged coordinates, Lemma 5.4 ensures
us that Xj(xk) has weight ≥ wk−wj when wk ≥ wj . Together with (5.7) this implies that Xj has
weight ≥ −wj . As Xj(0) = ∂j , it then follows that Xj has weight −wj for j = 1, . . . , n. Therefore,
we see that (i) implies (iii).
To complete the proof it remains to show that (iii) implies (iv). Assume that Xj has weight
−wj for j = 1, . . . , n. Set Xj = ∂xj +
∑n
k=1 bjk(x)∂xk , with bjk(x) ∈ C
∞(U). As the coordinates
(x1, . . . , xn) are linearly adapted at a to the H-frame (X1, . . . , Xn). We have bjk(0) = 0 for
j, k = 1, . . . , n. Combining this with (5.2) then shows that the model vector fields X
(a)
j are given
by
(5.8) X
(a)
j = ∂xj +
∑
wj+〈α〉=wk
wk>wj
1
α!
∂αx bjk(0)x
α∂xk .
More generally, given α ∈ Nn0 , the differential operator (X
(a))α is of the form,
(5.9)
(
X(a)
)α
= ∂αx +
∑
〈α〉+〈β〉=〈γ〉
〈γ〉>〈α〉
bαβγx
β∂γx , bαβγ ∈ R.
In particular, we see that
(
X(a)
)α
6= 0. Set m = |α|. Using (5.1) we deduce that, as t→ 0 and in
DOm(U), we have
(5.10) t〈α〉δ∗tX
α = (tw1δ∗tX1)
α1 · · · (twnδ∗tXn)
αn −→
(
X
(a)
1
)α1
· · ·
(
X(a)n
)αn
.
As (X
(a)
1 )
α1 · · · (X
(a)
n )αn = (X(a))α 6= 0, this shows that Xα has weight −〈α〉. This proves that
(iii) implies (iv). The proof is complete. 
Remark 5.7. The fact that we have the asymptotic expansions of the form (5.5) in privileged
coordinates is well known (see [10]; see also [9, 41]).
Goodman [36] defined privileged coordinates as linearly adapted local coordinates satisfy-
ing (5.5). Therefore, Theorem 5.6 implies that Goodman’s definition is equivalent to ours. There
is a number of constructions of privileged coordinates in the sense of [36] (see, e.g., [1, 10, 36, 37,
38, 43, 45, 49, 56]). We thus arrive at the following statement.
Corollary 5.8. All privileged coordinates in the sense of [36] are privileged coordinates in the
sense of Definition 3.10. This includes all the aforementioned examples.
5.2. Getting all privileged coordinates at a point. We shall now explain how Theorem 5.6
enables us to get all systems of privileged coordinates at a given point.
Bearing in mind Definition 4.16, we have the following result.
Proposition 5.9. Let (x1, . . . , xn) be privileged coordinates at a adapted to the H-frame (X1, . . . , Xn).
Then a change of coordinates x→ φ(x) produces privileged coordinates at a adapted to (X1, . . . , Xn)
if and only if we have
(5.11) φ(x) = φˆ(x) + Ow
(
‖x‖w+1
)
near x = 0,
where φˆ(x) is a w-homogeneous polynomial diffeomorphism such that φˆ′(0) = id.
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Proof. Let U be the range of the coordinates (x1, . . . , xn). We may assume that U agrees with
the domain of φ. We also set V = φ(U) and y = (y1, . . . , yn) = φ(x). Suppose that (y1, . . . , yn)
are privileged coordinates at a adapted to (X1, . . . , Xn), so that each coordinate yk = φk(x) has
order wk. As (x1, . . . , xn) are privileged coordinates as well, Lemma 5.4 then ensures us that φk(x)
has weight wk in the coordinates (x1, . . . , xn) for k = 1, . . . , n. By Lemma 4.19 this implies that
t−1 · φ(t · x) = O(1) in C∞(U,Rn) as t→ 0. Combining this with Proposition 4.20 shows that, as
t→ 0, we have
t−1 · φ(x) = φˆ(x) + O(t) in C∞(U,Rn),
where φˆ(x) is a w-homogeneous polynomial map. By Lemma 4.19 this implies that
(5.12) φ(x) = φˆ(x) + Ow
(
‖x‖w+1
)
near x = 0.
This also implies that φ(x) = φˆ(x)+O(|x|2) near x = 0, and so φ(x) and φˆ(x) have the same differ-
ential at x = 0. Moreover, as both (x1, . . . , xn) and (y1, . . . , yn) are linearly adapted coordinates,
for j = 1, . . . , n, we have
(5.13) ∂j = φ∗Xj(y)|y=0 = φ
′(0)[Xj(x)|x=0] = φ
′(0)∂j .
Thus, we see that φˆ′(0) = φ′(0) = id.
Conversely, suppose that φ(x) has a behavior of the form (5.12) near x = 0, where φˆ(x) is a w-
homogeneous polynomial diffeomorphism such that φˆ′(0) = id. As above, the asymptotics (5.12)
implies that φ′(0) = φˆ(0) = id, and so in the same way as in (5.13), for j = 1, . . . , n, we have
φ∗Xj(y)|y=0 = φ
′(0)[Xj(x)|x=0] = Xj(x)|x=0 = ∂j . Therefore, the coordinates (y1, . . . , yn) are
linearly adapted to (X1, . . . , Xn). Moreover, by Proposition 4.22 the asymptotics (5.12) also
implies that φˆ(x) is a diffeomorphism and φ−1(x) = φˆ−1(x)+Ow
(
‖x‖w+1
)
near x = 0. Combining
this with Lemma 4.19 we see that, as t→ 0, we have
(5.14) t−1 · φ−1(x) = φˆ−1(x) + O(t) in C∞(V,Rn).
In addition, as (x1, . . . , xn) are privileged coordinates, we know by Theorem 5.6 that, for j =
1, . . . , n and as t→ 0, we have
(5.15) twjδ∗tXj(x) = X
(a)
j (x) + O(t) in X (U),
where the vector field X(a) is homogeneous of degree −wj .
For t ∈ R∗ set φt(x) = t
−1 · φ(t · x). Combining (5.14) and (5.15) shows that, as t → 0 and in
X (V ), we have
twjδ∗t (φ∗Xj)(y) = t
wj (φt)∗ δ
∗
tXj(y)
=
(
φ−1t
)′
(y)
[
(twjδ∗tXj)
(
φ−1t (y)
)]
=
(
φˆ−1
)′
(y)
[
Xaj
(
φˆ−1(y)
)]
+O(t)(5.16)
= φˆ∗X
(a)
j (y) + O(t).
It is immediate that φˆ∗X
(a)
j (y) is homogeneous of degree −wj . It then follows from Theorem 5.6
that the change of coordinates x → φ(x) provides us with privileged coordinates. The proof is
complete. 
Combining Proposition 5.9 with Proposition 3.23 we then arrive at the following statement.
Corollary 5.10. A system of local coordinates is a system of privileged coordinates at a adapted
to (X1, . . . , Xn) if and only if it arises from a local chart of the form φ ◦ ψκ(a) ◦ κ, where κ is
local chart near a such that κ(a) = 0, the map ψκ(a) is as in Definition 3.22, and φ(x) is a
diffeomorphism near the origin 0 ∈ Rn satisfying (5.11).
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6. Nilpotent Approximations of a Carnot Manifold
In this section, after recalling the nilpotent approximation of a Carnot manifold at a given
point in privileged coordinates, we shall determine all the nilpotent approximations that occur at
a given point. Incidentally, this will clarify the dependance of the nilpotent approximation on the
choice of the privileged coordinates.
Throughout this section we let (X1, . . . , Xn) be an H-frame near a given point a ∈M .
6.1. Nilpotent approximation. We shall now recall how the anisotropic approximation of vec-
tor fields in privileged coordinates described in the previous section leads us to the so-called
nilpotent approximation. In particular, we will recover the tangent groups of Bella¨ıche [9] and
Gromov [37] (see also [1, 36, 41, 43, 45, 55, 49, 56]). As opposed to the tangent group in the
sense of Definition 2.29 this construction is extrinsic since it depends on the choice of privileged
coordinates.
We shall work in privileged coordinates centered at a and adapted to theH-frame (X1, . . . ., Xn).
For j = 1, . . . , n, we denote by X
(a)
j the model vector field (5.1) in these coordinates.
Definition 6.1. g˜(a) is the subspace of TRn spanned by the model vector fields X
(a)
j , j = 1, . . . , n.
For w = 1, . . . , r, let g˜
(a)
w be the subspace of g˜(a) spanned by the vector fields X
(a)
j , with wj = w.
This provides us with the grading,
(6.1) g˜(a) = g
(a)
1 ⊕ · · · ⊕ g
(a)
r .
Moreover, as (X1, . . . , Xn) is an H-frame, it follows from Remark 2.16 that there are smooth
functions Lkij(x), wk ≤ wi + wj , satisfying (2.9).
Lemma 6.2. For i, j = 1, . . . , n, we have
(6.2) [X
(a)
i , X
(a)
j ] =


∑
wk=wi+wj
Lkij(a)X
(a)
k if wi + wj ≤ r,
0 otherwise.
Proof. In X (U) we have
[X
(a)
i , X
(a)
j ] = lim
t→0
[twiδ∗tXi, t
wj δ∗tXj ] = lim
t→0
twi+wjδ∗t [Xi, Xj].
Combining this with (2.9) we get
[X
(a)
i , X
(a)
j ] =
∑
wk≤wi+wj
lim
t→0
twi+wj δ∗t (L
k
ijXk) =
∑
wk≤wi+wj
Lkij(a) lim
t→0
twi+wjδ∗tXk.
Note that limt→0 t
wi+wjδ∗tXk = X
a
k if wk = wi +wj and limt→0 t
wi+wjδ∗tXk = 0 if wk < wi +wj .
Therefore, [X
(a)
i , X
(a)
j ] is equal to
∑
wk=wi+wj
Lkij(a)X
(a)
k if wi + wj ≤ r and is zero otherwise.
The proof is complete. 
As an immediate consequence of Lemma 6.2 we obtain the following result.
Proposition 6.3. With respect to the Lie bracket of vector fields and the grading (6.1) the vector
space g˜(a) is a graded nilpotent Lie algebra of step r
In fact, it follows from (2.14) and Lemma 6.2 that the Lie algebras gM(a) and g˜(a) have the
same structure constants with respect to their respective bases {ξj(a)} and {X
(a)
j }, where ξj(a)
is the class of Xj(a) in gwjM(a). Therefore, we obtain the following result.
Proposition 6.4. Let χa : gM(a)→ g˜
(a) be the linear map defined by
(6.3) χa (x1ξ1(a) + · · ·+ xnξn(a)) = x1X
(a)
j + · · ·+ xnX
(a)
n , xj ∈ R.
Then χa is a graded Lie algebra isomorphism from gM(a) onto g˜
(a).
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We also observe that (6.2) implies that, for i, j = 1, . . . , n, the vector field [X
(a)
i , X
(a)
j ] is
homogeneous of degree −(wi + wj). Therefore, for all t > 0, we have
δ∗t [X
(a)
i , X
(a)
j ] = t
−(wi+wj)[X
(a)
i , X
(a)
j ] = [δ
∗
tX
(a)
i , δ
∗
tX
(a)
j ].
It then follows that the dilations δ∗t , t > 0, induce Lie algebra automorphisms of g˜
(a).
We realize g˜(a) as the Lie algebra of left-invariant vector fields on a graded nilpotent Lie group
as follows. Let U be the range of the privileged coordinates (x1, . . . , xn). As there are linearly
adapted at a to (X1, . . . , Xn), in these coordinates we can write
Xj = ∂j +
∑
1≤k≤n
bjk(x)∂xk , bjk(x) ∈ C
∞(U), bjk(0) = 0.
The formula (5.8) then expresses each model vector field X
(a)
j , j = 1, . . . , n, in terms of the partial
derivatives ∂αbjk(0) with 〈α〉+ wj = wk and wk > wj .
Lemma 6.5. Let X =
∑
ξjX
(a)
j , ξj ∈ R, be a vector field in g˜
(a). For every y ∈ Rn, the flow
x(t) := exp(tX)(y) is defined for all t ∈ R. Moreover, it takes the form,
(6.4) xk(t) = yk + tξk +
∑
〈α〉+〈β〉=wk
|α|+|β|≥2
cˆkαβy
α(tξ)β , k = 1, . . . , n.
where cˆkαβ is a universal polynomial Γˆkαβ(∂
γbjl(0)) in the partial derivatives ∂
γbjl(0) with wj +
〈γ〉 = wl ≤ wk and wj ≤ wl. Each polynomial Γˆkαβ is determined recursively by the polynomials
Γˆjγδ with wj < wk (see (6.7)–(6.8) infra).
Proof. Let X =
∑
ξjX
(a)
j , ξj ∈ R, be a vector field in g˜
(a). The flow x(t) = exp(tX)(y) is the
solution of the ODE system,
(6.5) x˙(t) = X (x(t)) , x(0) = y.
Set bjkα = (α!)
−1∂αbjk(0). Then using (5.8) we get
X =
∑
1≤j≤n
ξjX
(a)
j =
n∑
k=1
(
ξk +
∑
wj+〈α〉=wk
wk>wj
ξjbjkαx
α
)
∂xk .
We also observe that if wj + 〈α〉 = wk, then 〈α〉 < wk, and so x
α must be a monomial in the
components xl with wl < wk. Therefore, setting x(t) = (x1(t), . . . , xn(t)) the equation x˙(t) = X(t)
can be rewritten in the form,
(6.6) x˙k(t) = ξk +
∑
wj+〈α〉=wk
wk>wj
ξkbjkα
∏
wl<wk
xl(t)
αl , k = 1, . . . , n.
We thus get a triangular ODE system that can be solved recursively. Combining this with the
initial condition x(0) = y, we then see that the solution of (6.5) is given by the recursive relations,
xk(t) = yk + tξk if wk = 1,(6.7)
xk(t) = yk + tξk +
∑
wj+〈α〉=wk
wk>wj
ξjbjkα
∫ t
0
∏
wl<wk
xl(s)
αlds if wk ≥ 2.(6.8)
The solution exists for all t ∈ R. Moreover, an induction on wk shows that every component xk(t)
is a polynomial in tξ and y of the form (6.4), where each coefficient cˆkαβ is a universal polynomial
in the coefficients bjlγ with wj + 〈γ〉 = wl ≤ wk and wj ≤ wl. This proves the result. 
Lemma 6.5 shows that we have a globally defined smooth exponential map exp : g˜(a) → Rn
given by
(6.9) exp(X) := exp(tX)(0)|t=1 for all X ∈ g˜
(a).
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Although, exp(X) a priori arises from the solution of an ODE system, it follows from (6.4) that
exp(X) is determined effectively in terms of the coordinates of X in the basis (X
(a)
1 , . . . , X
(a)
n )
and the coefficients of the model vector fields X
(a)
j . In fact, if X =
∑
ξjX
(a)
j , ξj ∈ R, then setting
t = 1 and y = 0 shows that x = exp(X) is given by
(6.10) xk = ξk +
∑
〈α〉=wk
|α|≥2
cˆkαξ
α, k = 1, . . . , n,
where we have set cˆkα = cˆk0α. It also follows from this formula that exp : g˜
(a) → Rn is a
diffeomorphism, since it expresses x = exp(X) as a triangular polynomial map in the coordinates
(ξ1, . . . , ξn) the diagonal of which is the identity map. In addition, we observe that xk, as a
polynomial in ξ, is homogeneous of degree wk with respect to the dilations (4.1). Thus, for all
t ∈ R∗, we have
(6.11) t · exp(X) = exp
(∑
(t · ξ)jX
(a)
j
)
= exp
(∑
ξjt
wjX
(a)
j
)
= exp (δ∗t−1X) .
We define the Lie group G(a) as Rn equipped with the group law given by
(6.12) x · y = exp(X · Y ), X, Y ∈ g˜(a),
where X and Y are the unique elements of g˜(a) such that exp(X) = x and exp(Y ) = y, and X · Y
is the Dynkin product (2.4). For j = 1, . . . , n, the vector field X
(a)
j generates a one-parameter
subgroup exp(tX
(a)
j ), t ∈ R, in G
(a), and so this is a left-invariant vector field on G(a). As
(X
(a)
1 , . . . , X
(a)
n ) is a basis of g˜(a), we then arrive at the following statement.
Proposition 6.6. The Lie algebra of left-invariant vector fields on G(a) is precisely g˜(a).
Definition 6.7. The graded nilpotent Lie group G(a) equipped with its left-invariant Carnot man-
ifold structure is called the nilpotent approximation of (M,H) at a with respect to the privileged
coordinates (x1, . . . , xn).
Remark 6.8. In what follows we will often abuse language and call G(a) the nilpotent approxima-
tion of (M,H) at a.
Definition 6.9. g(a) is the nilpotent Lie algebra obtained by equipping TRn(0) with the Lie
bracket given by
(6.13) [∂i, ∂j ] =


∑
wk=wi+wj
Lkij(a)∂k if wi + wj ≤ r,
0 otherwise
Remark 6.10. The Lie algebra g(a) depends only on the structure constants Lkij(a), wi+wj = wk,
and so it does not depend on the choice of the privileged coordinates (x1, . . . , xn).
Remark 6.11. g(a) is a graded nilpotent Lie algebra with respect to the grading,
(6.14) g(a) = g1(a)⊕ · · · ⊕ gr(a), where gw(a) := Span{∂j ; wj = w}.
Proposition 6.12. The Lie algebra of G(a) is precisely g(a). Moreover, the dilations (4.1) are
group automorphisms of G(a).
Proof. We know that g˜(a) is the Lie algebra of left-invariant vector fields on G(a). By definition
this is the Lie algebra generated by the vector fields X
(a)
1 , . . . , X
(a)
n . These vector fields satisfy
the commutator relations (6.2). As X
(a)
j (0) = ∂j we see that the Lie bracket of the Lie algebra
TG(a)(0) satisfies (6.13). Thus, as a Lie algebra TG(a)(0) agrees with g(a).
In addition, using (2.3) and (6.11) shows that, for all X,Y ∈ g˜(a) and t ∈ R, we have
δt (exp(X) · exp(Y )) = δt (exp(X · Y )) = exp ((δt)∗(X · Y )) = exp [((δt)∗X) · ((δt)∗Y )] ,
[δt (exp(X))] · [δt (exp(X))] = exp ((δt)∗X) · exp ((δt)∗Y ) = exp [((δt)∗X) · ((δt)∗Y )] .
It then follows that the dilations δt, t ∈ R, are group automorphisms of G
(a). The proof is
complete. 
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6.2. The Class NX(a). In view of Proposition 6.12 it is natural to introduce the following class
of nilpotent groups.
Definition 6.13. NX(a) consists of nilpotent groups G that are obtained by equipping R
n with
a group law such that
(i) The dilations (4.1) are group automorphisms of G.
(ii) The Lie algebra TG(0) of G is precisely g(a).
Remark 6.14. The condition (i) automatically implies that the origin is the unit of G.
Remark 6.15. The condition (i) also implies that the dilations δt, t ∈ R, induce a family of dilations
δ′t(0), t ∈ R, on TG(0) = g
(a). In the basis (∂1, . . . , ∂n) there are given by (4.1), and so they agree
with the dilations (2.2) defined by the grading (6.14) of g(a).
Definition 6.16. Suppose that G is a nilpotent Lie group which is built out of Rn and has the
origin has unit. Let g˜ be its Lie algebra of left-invariant vector fields. The canonical basis of g˜ is
the basis (Y1, . . . , Yn), where Yj is the unique left-invariant vector field on such that Yj(0) = ∂j .
It will be convenient to describe the nilpotent Lie groups in the class NX(a) in terms of their
Lie algebras of left-invariant vector fields.
Proposition 6.17. Suppose that G is a nilpotent Lie group in the class NX(a). Then the canonical
basis (Y1, . . . , Yn) of its Lie algebra of left-invariant vector fields has the following properties:
(i) For j = 1, . . . , n, the vector field Yj is homogeneous of degree −wj with respect to the
dilations (4.1) and agrees with ∂j at x = 0.
(ii) The vector fields Y1, . . . , Yn satisfy the commutator relations (6.2)
Conversely, let (Y1, . . . , Yn) be a family of vector fields on R
n satisfying (i)–(ii). Then this
is the canonical basis of left-invariant vector fields on a unique nilpotent Lie group in the class
NX(a).
Proof. Suppose that G is a nilpotent Lie group in the class NX(a). Let (Y1, . . . , Yn) be the
canonical basis of its Lie algebra of left-invariant vector fields. By definition Yj(0) = ∂j for
j = 1, . . . , n. In addition, by assumption g(a) is the Lie algebra TG(0) of G. Therefore, it
follows from the definition (6.13) of the Lie bracket of g(a) that Y1, . . . , Yn satisfy the commutator
relations (6.2).
As mentioned in Remark 6.15, the dilations δt, t ∈ R, in (4.1) induce on TG(0) = TR
n(0)
dilations that agree with the dilations defined by the grading (6.14). Thus, for all t ∈ R∗ and
j = 1, . . . , n, we have δ′t(0)∂j = t
−wj∂j . Bearing this in mind, let t ∈ R
∗ and j ∈ {1, . . . , n}. As
δt is a group automorphism of G, the vector field t
wjδ∗t Yj is a left-invariant vector field on G.
Moreover, at x = 0 we have
(twjδ∗t Yj) (0) = t
w
j δ
′
t(0)
−1 [Yj(0)] = t
w
j δ
′
t(0)
−1∂j(0) = ∂j = Yj(0).
Therefore, by left-invariance twjδ∗t Yj = Yj . This shows that Yj is homogeneous of degree −wj for
all j = 1, . . . , n.
Conversely, let (Y1, . . . , Yn) be a family of vector fields satisfying (i)–(ii). The property (ii)
implies that Y1, . . . , Yn generate a graded nilpotent Lie algebra g˜ of vector fields on R
n. Moreover,
thanks to the property (i) we can argue along the same lines as that of the proof of Lemma 6.5 to
show that, for every vector field Y =
∑
ηjYj , ηj ∈ R, in g˜ and for every y ∈ R
n, the flow exp(tY )(y)
exists for all times t ∈ R and is of the form (6.4). Therefore, in the same way as in (6.9), we have
a globally defined exponential map exp : g˜→ Rn, which is a smooth diffeomorphism. This allows
us to define a group law on Rn as in (6.12). Letting G be Rn equipped with that group law, we
obtain a nilpotent Lie group whose Lie algebra of left-invariant vector fields is g˜. Note that the
product law of G is uniquely determined by g˜, and so it is uniquely determined by (Y1, . . . , Yn).
Obviously (Y1, . . . , Yn) is the canonical basis of left-invariant vector fields on G. Moreover, the
properties (i)–(ii) allow us to argue along the same lines as that of the proof of Proposition 6.12
to see that the Lie algebra TG(0) of G agrees with the Lie algebra g(a) and the dilations (4.1) are
group automorphisms of G. That is, the group G is in the class NX(a). The proof is complete. 
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6.3. Getting all nilpotent approximations. It follows from Proposition 6.12 that, given any
system of privileged coordinates at a adapted to (X1, . . . , Xn), the nilpotent approximation G
(a)
is in the class NX(a). We shall now establish the converse of this result. More precisely, given
any graded nilpotent Lie group G in the class NX(a), we will see how to get all the systems of
privileged coordinates in which the nilpotent approximation is given by G.
In what follows, we let (x1, . . . , xn) be privileged coordinates at a adapted to (X1, . . . , Xn).
For j = 1, . . . , n, we let X
(a)
j be the model vector field at a of Xj , and we denote by g˜
(a) the Lie
algebra generated by X
(a)
1 , . . . , X
(a)
n . By Proposition 6.6 this is the Lie algebra of left-invariant
vector fields on the nilpotent approximation G(a) in the privileged coordinates (x1, . . . , xn).
Lemma 6.18. Let φ : Rn → Rn be a w-homogeneous smooth diffeomorphism such that
(6.15) φ∗X
(a)
j = X
(a)
j for j = 1, . . . , n.
Then φ is the identity map.
Proof. We note that the w-homogeneity and smoothness of φ imply that φ(0) = 0. Therefore, in
order to prove that φ = id we only have to show that
(6.16) ∂jφk(x) = δjk for j, k = 1, . . . , n.
We also observe that (6.15) means that
(6.17) φ′(x)[X
(a)
j (x)] = X
(a)
j (φ(x)) for j = 1, . . . , n.
In particular, setting x = 0 gives
φ′(0)[X
(a)
j (0)] = φ
′(0)[∂j ] = X
(a)
j (0) = ∂j .
This shows that φ′(0) = id. Combining this with the w-homogeneity of φ we deduce that its
components φk(x), k = 1, . . . , n, are of the form,
φk(x) = xk +
∑
〈α〉=wk
|α|≥2
ckαx
α, ckα ∈ R.
In particular, we see that φk(x) does not depend on the variables xj with wj ≥ wk and j 6= k and
its linear component is just xk. Thus,
∂jφk(x) = δjk for wj ≥ wk.
In particular, this gives (6.16) when wk − wj ≤ 0.
We also know by (5.8) that the vector fields X
(a)
j , j = 1, . . . , n, are of the form,
(6.18) X
(a)
j = ∂j +
∑
wl>wj
bjl(x)∂k,
where bjl(x) is a linear combination of monomials x
α with 〈α〉 = wl − wj . In particular, the
coefficient bjl(x) does not depend on the variables xp with wp > wl−wj . In addition, using (6.18)
we get
φ′(x)[X
(a)
j (x)] = φ
′(x)∂j +
∑
wl>wj
bjl(x)φ
′(x)∂k
=
∑
1≤k≤n
(
∂jφk(x) +
∑
wj<wl
bjl(x)∂lφk(x)
)
∂k.(6.19)
Note also that, as φk(x) is polynomial and homogeneous of degre wk, we have ∂lφk(x) = 0 when
wl > wk. Therefore, by combining (6.17) and (6.19) we get
(6.20) ∂jφk(x) +
∑
wj<wl≤wk
bjl(x)∂lφk(x) = bjk(φ(x)) when wk > wj .
We shall now proceed to prove (6.16) by induction on wk − wj . We already know that (6.16)
holds when wk −wj ≤ 0. Assume that (6.16) holds for wk −wj < m for some m ∈ N. We remark
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that if wk ≤ m, then, for all j = 1, . . . , n, we have wk − wj ≤ m− 1 < m, and so ∂jφk(x) = δjk.
As φk(0) = 0, we then deduce that
(6.21) φk(x) = xk when wk ≤ m.
Let j and k be positive integers ≤ n such that wj < wk ≤ wj +m. Then (6.20) gives
∂kφj(x) = bjk (φ(x)) −
∑
wj<wl≤wk
bjl(x)∂lφk(x).
If wj < wl ≤ wk, then wk − wl < wk − wj ≤ m, and so ∂lφk(x) = δlk. Moreover, as mentioned
above, the coefficient bjk(x) depends only on the variables xp with wp ≤ wk −wj ≤ m. As (6.21)
ensures us that φp(x) = xp for wp ≤ m, we deduce that bjk(φ(x)) = bjk(x). It then follows that
∂kφj(x) = bjk (φ(x)) −
∑
wj<wl≤wk
bjl(x)δlk = bjk(x)− bjk(x) = 0.
This shows that (6.16) is true when wk − wj ≤ m. It then follows that ∂jφk(x) = δjk for all
j.k = 1, . . . , n, and hence φ is the identity map. The proof is complete. 
Suppose that G is a nilpotent group in the class NX(a). That is, G is the manifold R
n
equipped with a group law satisfying the conditions (i)–(ii) of Definition 6.13. We denote by g˜ be
the Lie algebra of left-invariant vector fields on G, and let (Y1, . . . , Yn) be its canonical basis. As
mentioned in the proof of Proposition 6.17, in the same way as in (6.9) we have a globally defined
exponential map exp : g˜→ Rn, which is a smooth diffeomorphism. Therefore, we define a smooth
diffeomorphism expY : R
n → Rn by
expY (x) = exp(x1Y1 + . . .+ xnYn), x ∈ R
n
In fact, as also mentioned in the proof of Proposition 6.17, expY (x) is of the form (6.4) with
y = 0 and t = 1, i.e., it is of the form (6.10). Therefore, we obtain a w-homogeneous polynomial
diffeomorphism such that exp′Y (0) = id.
Likewise, we have a w-homogeneous polynomial diffeomorphism expX(a) : R
n → Rn given by
(6.22) expX(a)(x) = exp
(
x1X
(a)
1 + . . .+ xnX
(a)
n
)
for all x ∈ Rn.
We then define the map φY : R
n → Rn by
(6.23) φY (x) = expY ◦ exp
−1
X(a)
(x) for all x ∈ Rn.
Note that φY is a w-homogeneous diffeomorphism of R
n whose differential at x = 0 is the identity
map, since expY and expX(a) are both such maps.
Proposition 6.19. The diffeomorphism φY is a group isomorphism from G
(a) onto G. Moreover,
this is the unique w-homogeneous diffeomorphism of Rn such that
(6.24) (φY )∗X
(a)
j = Yj for j = 1, . . . , n.
Proof. As mentioned above, φY is a w-homogeneous diffeomorphism of R
n whose differential at
x = 0 is the identity map. We also know that (X
(a)
1 , . . . , X
(a)
n ) and (Y1, . . . , Yn) satisfy the same
commutator relations (6.2). Therefore, we have a Lie algebra isomorphism χ : g˜(a) → g˜ given by
χ
(
x1X
(a)
1 + · · ·+ xnX
(a)
n
)
= x1Y1 + · · ·+ xnYn, xj ∈ R.
In particular, this is a Lie group map with respect to the Dynkin products (2.4) on g˜(a) and g˜.
We also observe that expY is the exponential map expg˜ : g˜ → G in the coordinates defined by
the basis (Y1, . . . , Yn). Likewise, the map expX(a) is the exponential map expg˜(a) : g˜
(a) → G(a) in
the coordinates defined by the basis (X
(a)
1 , . . . , X
(a)
n ). Thus,
φY = expY ◦ exp
−1
X(a)
= exp
g˜
◦χ ◦ exp−1
g˜(a)
.
By the Baker-Campbell-Hausdorff formula (2.3) the exponential map exp
g˜
(resp., exp
g˜(a)) in-
tertwines the Dynkin product (2.4) on g˜ (resp, g˜(a)) with the product of G (resp., G(a)). It then
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follows that φY is given by the composition of maps of Lie groups, and so this is a Lie group
isomorphism from G(a) onto G.
Recall that, for j = 1, . . . , n, the vector field Yj (resp., X
(a)
j ) is the unique left-invariant vector
field on G (resp., G(a)) that agrees with ∂j at x = 0. As φY is a Lie group isomorphism and
φ′Y (0) = id, the vector field (φY )∗X
(a)
j is a left-invariant vector field on G which at x = 0 is
equal to (φY )∗X
(a)
j (0) = φ
′
Y (0)(X
(a)
j (0)) = X
(a)
j (0) = ∂j . It then follows that (φY )∗X
(a)
j = Yj for
j = 1, . . . , n.
It remains to show that φY is the unique w-homogeneous diffeomorphism of R
n satisfying (6.24).
Let ψ : Rn → Rn be another such diffeomorphism. Then φ−1Y ◦ ψ is a w-homogeneous smooth
diffeomorphism. Moreover, for j = 1, . . . , n, we have
(φ−1Y ◦ ψ)∗X
(a)
j = φ
∗
Y (ψ∗X
(a)
j ) = φ
∗
Y Yj = X
(a)
j .
It then follows from Lemma 6.18 that φ−1Y ◦ ψ = id, i.e., ψ = φY . Thus, φY is the unique
w-homogeneous diffeomorphism of Rn satisfying (6.24). The proof is complete. 
We are now in a position to prove the following result.
Theorem 6.20. Suppose that G is a nilpotent Lie group in the class NX(a). Let (x1, . . . , xn)
be privileged coordinates at a adapted to (X1, . . . , Xn). Then a change of coordinates x → φ(x)
produces privileged coordinates at a adapted to (X1, . . . , Xn) in which the nilpotent approximation
is G if and only if, near x = 0, we have
(6.25) φ(x) = φY (x) + Ow
(
‖x‖w+1
)
,
where φY is defined in (6.23). In particular, x→ φY (x) is the unique such change of coordinates
which is w-homogeneous.
Proof. Let x → φ(x) be a change of coordinates. By Proposition 5.9 the new coordinates
(y1, . . . , yn) = φ(x) are privileged coordinates at a adapted to (X1, . . . , Xn) if and only if
(6.26) φ(x) = φˆ(x) + Ow
(
‖x‖w+1
)
near x = 0,
where φˆ(x) is a polynomial w-homogeneous map such that φ′(0) = id. We observe that (6.25) is
a special case of such an asymptotics, since φY (x) is a w-homogeneous polynomial map such that
φ′Y (0) = id. Therefore, we may assume that φ(x) has a behavior of the form (6.26).
Let U be the range of the privileged coordinates (x1, . . . , xn), and set V = φ(U). If φ(x) has
a behavior of the form (6.26) near x = 0, then using (5.16) we see that, for j = 1, . . . , n and as
t→ 0, we have
twjδ∗t (φ˜∗Xj)(y) =
[
φˆ∗X
(a)
j
]
(y) + O(t) in X (V ).
This shows that φˆ∗X
(a)
j is the model vector field of Xj in the privileged coordinates (y1, . . . , yn).
We know by Proposition 6.17 that the nilpotent Lie groups in the class NX(a) are uniquely
determined by the canonical bases of their Lie algebras of left-invariant vector fields. Therefore,
we see that the nilpotent approximation in the privileged coordinates (y1, . . . , yn) is given by G if
and only if φˆ∗X
(a)
j = Yj for j = 1, . . . , n. By Proposition 5.9 this happens if and only if φˆ = φY ,
i.e., the map φ(x) has a behavior of the form (6.25) near x = 0.
Finally, note that in (6.26) the w-homogeneous map φˆ(x) is uniquely determined by φ (cf. Propo-
sition 4.20 and Remark 4.21). Therefore, if φ(x) is w-homogeneous and has a behavior of the
form (6.25), then it must agree with φY (x) everywhere. Thus, x → φY (x) is the unique w-
homogeneous change of coordinates that provide us with privileged coordinates in which the
nilpotent approximation is given by G. The proof is complete. 
Combining Theorem 6.20 with Proposition 6.12 we arrive at the following statement.
Corollary 6.21. Let G be a graded nilpotent Lie group of step r built out of Rn. Then the
following are equivalent:
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(i) G provides us with the nilpotent approximation of (M,H) at a in some privileged coordi-
nates at a adapted to (X1, . . . , Xn).
(ii) G belongs to the class NX(a).
6.4. Example: Nilpotent approximations of a Heisenberg manifold. Let us illustrate
Theorem 6.20 and Corollary 6.21 in the case of a Heisenberg manifold (Mn, H), where H ⊂ TM
is a hyperplane bundle that gives rise to the step 2 Carnot filtration (H,TM). Let (X1, . . . , Xn)
be an H-frame near a given point a ∈ M . Then the class NX(a) is uniquely determined by the
coefficients Lij(a) := L
n
ij(a), i, j = 1, . . . , n− 1, such that
[Xi, Xj ](a) = Lij(a)Xn mod H(a), i, j = 1, . . . , n− 1.
In addition, in this setup the dilations (4.1) are given by
(6.27) t · x = (tx1, . . . , txn−1, t
2xn), x ∈ R
n, t ∈ R.
An example of group in the class NX(a) is the group G
0 which is obtained by equipping Rn
with the group law,
x · y =
(
x1 + y1, . . . , xn−1 + yn−1, xn + yn +
1
2
L(a)(x, y)
)
, x, y ∈ Rn,
where we have set L(a)(x, y) =
∑n−1
i,j=1 Lji(a)xiyj . The canonical basis (Y
0
1 , . . . , Y
0
n ) of left-
invariant vector fields on G0 is given by
Y 0n = ∂xn , Y
0
j = ∂xj +
1
2
∑
1≤k≤n−1
Lkj(a)xk∂xn , j = 1, . . . , n− 1.
Note that Y 01 , . . . , Y
0
n−1 are homogeneous of degree −1 with respect to the dilations (6.27), while
Y 0n is homogeneous of degree −2. Moreover, we have the commutator relations,
(6.28)
[
Y 0i , Y
0
j
]
= Lij(a)Y
0
n ,
[
Y 0i , Y
0
n
]
= 0, i, j = 1, . . . , n− 1.
Let G be another nilpotent Lie group in the class NX(a) and denote by g˜ its Lie algebra of
left-invariant vector fields. We know by Proposition 6.17 that G is uniquely determined by the
canonical basis (Y1, . . . , Yn) of g˜. By Proposition 6.17 this basis has the following properties:
(i) Yj(0) = ∂j for j = 1, . . . , n.
(ii) Y1, . . . , Yn−1 are homogeneous of degree −1 with respect to the dilations (6.27), while Y
0
n
is homogeneous of degree −2.
(iii) Y1, . . . , Yn satisfy the commutator relations (6.28).
Note that the properties (i)–(ii) imply that Yn = ∂xn = Y
0
n . Moreover, for j = 1, . . . , n − 1, we
can write Yj = Y
0
j +Zj, where Zj is homogeneous of degree −1 and vanishes at the origin. Thus,
it takes the form,
(6.29) Zj =
∑
1≤k≤n−1
bjkxk∂xn , bjk ∈ R.
We observe that, for i, j = 1, . . . , n− 1, we have [Zi, Yn] = [Zi, Zj ] = 0, and
[Y 0i , Zj] =
∑
1≤k≤n−1
bjk[∂xj , xk]∂xn = bji∂xn .
Therefore, we have
[Yj , Yj ] =
[
Y 0i , Y
0
j
]
+
[
Y 0i , Zj
]
+
[
Zi, Y
0
j
]
= Lij(a)∂xn + (bji − bij)∂xn .
Thus, the vector fields Y1, . . . , Yn satisfy the commutator relations (6.28) if and only if bij = bji
for i, j = 1, . . . , n− 1, i.e., the matrix b = (bij) is symmetric.
Conversely, let b = (bij) be a real symmetric (n− 1)× (n− 1)-matrix. For j = 1, . . . , n− 1, set
Yj = Y
0
j + Zj, where Zj is given by (6.29). In addition, set Yn = ∂xn . Then (Y1, . . . , Yn) satisfy
the conditions (i)–(iii) above. Therefore, by Proposition 6.17 this is the canonical basis of the
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Lie algebra of left-invariant vectors on a unique nilpotent group in the class NX(a). In fact, this
group is obtained by equipping Rn with the group law,
x · y =
(
x1 + y1, . . . , xn−1 + yn−1, xn + yn +B(x, y)
)
, x, y ∈ Rn,
where we have set
B(x, y) =
1
2
∑
1≤i,j≤n−1
Lji(a)xiyj +
∑
1≤i,j≤n−1
bijxiyj .
This shows that the class NX(a) is parametrized by the space of real symmetric (n− 1)× (n− 1)-
matrices. Combining this with Corollary 6.21 we then arrive at the following statement.
Proposition 6.22. Let (Mn, H) be a Heisenberg manifold and (X1, . . . , Xn) an H-frame near a
point a ∈M . Then there is a one-to-one correspondance between real symmetric (n− 1)× (n− 1)-
matrices and the nilpotent approximations of (M,H) at a associated with privileged coordinates at
a adapted to (X1, . . . , Xn).
More generally, let (M,H) be a step r Carnot manifold of step r with weight sequence (w1, . . . , wn)
and type (m1, . . . ,mr) (where mj = rkHj). By elaborating on the previous considerations, it can
be shown that every class NX(a) contains a subclass which is parametrized by a subspace of real
n× n-matrices, the dimension of which is equal to
mr
2
·
∑
wi+wj=r
wi<wj
mimj +
mr
2
·
∑
wi=
1
2 r
mi(mi + 1).
More precisely, suppose that G is a nilpotent Lie group in the class NX(a). Let (Y1, . . . , Yn) be
the canonical basis of its Lie algebra of left-invariant vector fields. Then we get a family of other
nilpotent Lie groups in NX(a) that are associated with the Lie algebras of vector fields generated
by families (Y1 + Z1, . . . , Yn + Zn), where the vector fields Zj , j = 1, . . . , n, are of the form,
Zj =
∑
wi+wj=wk=r
bkijxi∂xk , b
k
ij = b
k
ji ∈ R.
Like in the Heisenberg manifold case, when r = 2 this produces all the nilpotent approximations
associated with privileged coordinates at a adapted to (X1, . . . , Xn). In any case, we obtain a very
large class of nilpotent approximations at any given point of M .
7. Canonical coordinates
In this section, we explain how to use Proposition 5.9 to recover the facts that the canonical
privileged coordinates of the first kind of [36, 56] and the canonical coordinates of the second kind
of [10, 38] are privileged coordinates in the sense considered in this paper. The approach is based
on the observation that in privileged coordinates the passages to the canonical coordinates of the
1st and 2nd kind on a Carnot manifold are suitably approximated by the passages to the canonical
coordinates on the nilpotent approximation (see Proposition 7.4 and Proposition 7.7 below for the
precise statements). This approach has the advantage of avoiding technical manipulations with
flows of vector fields, but it presupposes the existence of privileged coordinates.
Throughout this section we let (X1, . . . , Xn) be an H-frame near a given point a ∈M .
7.1. Canonical coordinates of the first kind. Let U0 be an open subset of M over which the
H-frame (X1, . . . , Xn) is defined. Given any vector field X on U0 and any point y0 ∈ U , the flow
exp(tX)(y0) is the solution of the initial-value problem,
y˙(s) = X (y(s)) , y(0) = y0.
When the solution of this initial-value problem is defined on a given interval I containing 0 we
shall say that the flow exp(tX)(y0) exists for all s ∈ I. The only result on vector field flows
that we need is the following lemma, which follows from standard ODE theory (see, e.g., [52,
Theorem 2.3.2]).
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Lemma 7.1. Let (X(u))u∈U be a C
∞-family of (smooth) vector fields on U0 parametrized by an
open set of some Euclidean space RN . For every u0 ∈ U and every y0 ∈ U0, there are c > 0, an
open neighborhood V of u0 in U , and an open neighborhood V of y0 in U0 such that:
(i) The flow exp(sX(u))(y) exists for all (s, u, y) in (−c, c)× V × V .
(ii) The map (s, u, y) ∋ (−c, c)× V × V → exp(sX(u))(y) ∈M is smooth.
Suppose now that (x1, . . . , xn) are local coordinates centered at a adapted to the H-frame
(X1, . . . , Xn). We denote by U the range of these coordinates. This is an open neighborhood of
0 ∈ Rn. For sake of simplicity we also assume that U is w-balanced in the sense that δt(U) ⊂ U
for all t ∈ [0, 1]. For instance, the cubes
∏n
j=1(−c
wj , cwj ), c > 0, are w-balanced. As these cubes
form a basis of neighborhoods of the origin, there is no loss of generality in assuming that U is
w-balanced.
As (x1, . . . , xn) are privileged coordinates at a adapted to (X1, . . . , Xn), we know by Theo-
rem 5.6 that, for j = 1, . . . , n, the vector field Xj has weight −wj . Let X
(a)
j be its model vector
field. For t ∈ [−1, 1], we let Xˆj(t) be the vector field defined by
(7.1) Xˆj(t) =
{
twjδ∗tXj if 0 < |t ≤ 1,
X
(a)
j if t = 0.
Lemma 7.2. For j = 1, . . . , n, the family (Xˆj(t))|t|≤1 is a C
∞-family of C∞-vector fields on U .
Proof. Set Xj =
∑
ajk(x)∂xk , ajk(x) ∈ C
∞(U), and U = {(x, t) ∈ U ×R; t ·x ∈ U}. Note that U
contains [−1, 1]× U . Moreover, as Xj has weight wj , for each k = 1, . . . , n, the coefficient ajk(x)
has weight ≥ wk − wj . Thus, by Lemma 4.12 there is a function Θjk(x, t) ∈ C
∞(U) such that
ajk(t · x) = t
wk−wjΘjk(x, t) for all (x, t) ∈ U , t 6= 0. Combining this with (4.26) we see that, for
all (x, t) ∈ U with t 6= 0, we have
(7.2) twjδ∗tXj =
∑
1≤j≤n
twj−wkajk(t · x)∂xk =
∑
1≤j≤n
Θjk(x, t)∂xk .
The C∞-regularity near t = 0 of the functions Θjk(x, t) then implies that, as t→ 0, we have
twjδ∗tX =
∑
1≤k≤n
Θjk(x, 0)∂xk +O(t) in X (U).
In view of (5.1) this implies that X
(a)
j =
∑
Θjk(x, 0)∂xk . Combining this with (7.1) and (7.2) we
then deduce that on U we have
Xˆj(t) =
∑
1≤jk≤n
Θjk(x, t)∂xk for all t ∈ [−1, 1].
As the functions Θjk(t, x) are smooth on U ⊃ [−1, 1]× U , this shows that (Xˆj(t))|t|≤1 is a C
∞-
family of smooth vector fields on U . The proof is complete. 
For x ∈ Rn and t ∈ [−1, 1], we set
Xˆ(t, x) = x1Xˆ1(t) + · · ·+ xnXˆn(t).
It follows from Lemma 7.2 that this defines a C∞-family of vector fields on U parametrized by
[−1, 1]× Rn. In particular, for every x ∈ Rn, this provides us with a smooth homotopy between
Xˆ(1, x) = x1X1 + · · ·+ xnXn and Xˆ(0, x) = x1X
(a)
1 + · · ·+ xnX
(a)
n .
Lemma 7.3. There are open neighborhoods V and W of the origin 0 ∈ Rn with W ⊂ U , such
that the flow exp(sXˆ(t, x))(y) exists for all s, t ∈ [−1, 1] and (x, y) ∈ V ×W and depends smoothly
on these parameters.
Proof. As (Xˆ(t, x)) is a smooth family of vector fields, it follows from Lemma 7.1 that, there
are c > 0 and neighborhoods V and W of the origin 0 ∈ Rn with W ⊂ U such that, the flow
exp(sXˆ(t, x))(y) exists for all s, t ∈ [−c, c] and (x, y) ∈ V × W and depends smooth on these
parameters. In addition, let λ ∈ (0, 1). For j = 1, . . . , n, the homogeneity of X
(a)
j implies that
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δ∗λX
(a)
j = λ
−wjX
(a)
j . Moreover, for all t ∈ R
∗, we have δ∗λ(t
wjδ∗tXj) = λ
−wj (λt)wj (δλt)
∗Xj . Thus,
for all t ∈ [−1, 1], we have δ∗λ[Xˆj(t)] = λ
−wj Xˆj(λt), i.e., Xˆj(t) = λ
−wj (δλ)∗[Xˆj(λt)]. This implies
that, for all s ∈ R and x ∈ Rn, we have
sXˆ(t, x) =
∑
1≤j≤n
sxjλ
−wj (δλ)∗
[
Xˆj(λt)
]
=
∑
1≤j≤n
λs
[
λ−1 · (λ−1x)
]
j
(δλ)∗
[
Xˆj(λt)
]
.
That is, we have
(7.3) sXˆ(t, x) = λs(δλ)∗
[
Xˆ
(
λt, λ−1 · (λ−1x)
)]
for all s ∈ R and x ∈ Rn.
Suppose that c < 1 and set xˆ = c−1 · (c−1x). Using (7.3) we deduce that, for all s, t ∈ [−c, c]
and (x, y) ∈ V ×W such that xˆ ∈ V and c−1 · y ∈ W , we have
(7.4) exp
(
sXˆ(t, x)
)
(y) = exp
(
cs(δc)∗Xˆ(ct, xˆ)
)
(y) = c · exp
(
csXˆ(ct, xˆ)
)
(c−1 · y).
Note that the flow exp(csXˆ(ct, xˆ))(c−1 · y) actually exists for all s, t ∈ [−1, 1]. Therefore, if we set
V ′ = V ∩ (cδc(V )) and W
′ = δc(W ), then (7.4) shows that the flow exp(sXˆ(t, x))(y) exists for all
s, t ∈ [−1, 1] and (x, y) ∈ V ′ ×W ′ and depends smoothly on these parameters. This proves the
result. 
Let V and W be as in Lemma 7.3. We thus define a smooth map expX : V → R
n by letting
expX(x) = exp (x1X1 + · · ·+ xnXn)(0) = exp
(
sXˆ(1, x)
)
(0)
∣∣∣
s=1
, x ∈ V.
Proposition 7.4. Suppose that (x1, . . . , xn) are privileged coordinates at a adapted to (X1, . . . , Xn).
Then, near x = 0, we have
expX(x) = exp
(
x1X
(a)
1 + · · ·+ xnX
(a)
n
)
(0) + Ow
(
‖x‖w+1
)
.
Proof. Let x ∈ V and t ∈ (−1, 1), t 6= 0. In the same way as in (7.3)–(7.4) we have
(7.5) t−1 · expX(t · x) = t
−1 · exp
(
Xˆ(1, t · x)
)
(t · 0) = exp
(
Xˆ(t, x)
)
(0).
Note that exp(Xˆ(0, x))(0) = exp(x1X
(a)
1 +· · ·+xnX
(a)
n )(0) = expX(a)(x). Thus, the C
∞-regularity
of t→ exp(Xˆ(t, x))(0) on [−1, 1]× V implies that, as t→ 0, we have
t−1 · expX(t · x) = expX(a)(x) + O(t) in C
∞(V ).
Using Lemma 4.19 we then deduce that expX(x) = expX(a)(x) + Ow(‖x‖
w+1) near x = 0. The
proof is complete. 
Using Lemma 7.3 and pulling back the flow exp(sXˆ(1, x))(y) toM shows there is a neighborhood
W0 of a in M such that the flow exp(s(x1X1 + · · · + xnXn))(y) is defined for all s ∈ [−1, 1] and
(x, y) ∈ V ×W0 and depends smoothly on these parameters. In particular, we have a smooth map
V ∋ x→ expX(x; a) ∈M given by
expX(x; a) = exp(x1X1 + · · ·+ xnXn)(a), x ∈ V.
For j = 1, . . . , n, we have ∂xj expX(0; a) = Xj(a). As (X1(a), . . . , Xn(a)) is a basis of TM(a), we
deduce that exp′X(0; a) is non-singular. Therefore, possibly by shrinking V we may assume that
x → expX(x; a) is a diffeomorphism from V onto an open neighborhood of a in M . Its inverse
map then is a local chart around a. The local coordinates defined by this chart are the so-called
canonical coordinates of the first kind (cf. [36, 56]).
Proposition 7.5 ([36, 56]; see also [41]). The canonical coordinates of the 1st kind above are
privileged coordinates at a adapted to (X1, . . . , Xn).
36
Proof. These local coordinates are defined by the local chart κa that inverts the map V ∋ x →
expX(x; a). Let κ be a local chart that gives rise to privileged coordinates at a adapted to
(X1, . . . , Xn). Without any loss of generality we may assume that κa and κ have the same
domain. Set φ = κa ◦ κ
−1. If we denote by (x1, . . . , xn) the local coordinates defined by κ,
then we pass from these coordinates to the canonical coordinates of the 1st kind by means of
the change of coordinates x → φ(x). Therefore, by Proposition 5.9 in order to show that the
canonical coordinates of the 1st kind are privileged coordinates we only have to check that φ(x)
has a behavior of the form (5.11) near x = 0.
We observe that, for all x ∈ V , we have
φ−1(x) = κ [exp(x1X1 + · · ·+ xnXn)(a)]
= κ ◦ exp (x1κ∗X1 + · · ·+ xnκ∗Xn) ◦ κ
−1(0)
= exp (x1κ∗X1 + · · ·+ xnκ∗Xn) (0).
In other word, φ−1(x) is the map expX in the privileged coordinates defined by κ. Therefore, by
Proposition 7.4, near x = 0, we have
(7.6) φ−1(x) = expX(a)(x) + Ow
(
‖x‖w+1
)
.
As expX(a)(x) is a w-homogeneous map, Proposition 4.22 implies that φ(x) has a behavior of the
form (5.11) near x = 0. As mentioned above this shows that the canonical coordinates of the 1st
kind are privileged coordinates. The proof is complete. 
7.2. Canonical coordinates of the 2nd kind. Let us now turn to canonical coordinates of the
2nd kind. Suppose that (x1, . . . , xn) are privileged coordinates at a adapted to (X1, . . . , Xn).
Lemma 7.6. There exist neighborhoods V and Wk, k = 1, . . . , n, of the origin 0 ∈ R
n with
W1 ⊂ · · · ⊂Wn ⊂ U such that
(i) For every j = 1, . . . , n, the flow exp(sxjXˆj(t))(y) exists for all s, t ∈ [−1, 1] and (x, y) in
V ×Wn and depends smoothly on these parameters.
(ii) For every j = 1, . . . , n and k = 1, . . . , n− 1, we have
exp
(
sxjXˆj(t)
)
(Wk) ⊂Wk+1 for all s, t ∈ [−1, 1] and x ∈ V .
Proof. Let V and W be as in Lemma 7.3. Given any ǫ > 0, we denote by Bǫ(0) the ball of radius
ǫ about the origin 0 ∈ Rn. Let ρ > 0 and δ > 0 be such that Bρ(0)) ⊂ V and Bδ(0)) ⊂ W .
Note that exp(sXˆ(t, 0))(y) = exp(0)(y) = y. Therefore, the C1-regularity near x = 0 of the flow
exp(sXˆ(t, 0))(y) implies there is constant C > 0 such that, for all s, t ∈ [−1, 1] and (x, y) in
Bρ(0))×Bδ(0), we have
(7.7)
∣∣∣exp(sXˆ(t, x))(y)− y∣∣∣ ≤ C|x|.
Set ρ′ = min{ρ, (nC)−1δ}, and let s, t ∈ [−1, 1] and x ∈ Bρ′(0). Given any δ
′ ∈ (0, δ) and
y ∈ Bδ′(0) the estimate (7.7) implies that | exp(sXˆ(t, x))(y)| ≤ |y| + C|x| ≤ δ
′ + n−1δ. Thus, if
for k = 1, . . . , n we set Wk = B k
n
δ(0), then, for k = 1, . . . , n− 1, we have
(7.8) exp
(
sXˆ(t, x)
)
(Wk) ⊂Wk+1 for all s, t ∈ [−1, 1] and x ∈ V .
Let (ǫ1, . . . , ǫn) be the canonical basis of R
n, and set V ′ = (−ρ′, ρ′)n. Given any x ∈ V ′, for
j = 1, . . . , n, the point xjǫj is in V
′ and Xˆ(t, xjǫj) = xjXˆj(t). Therefore, the flow exp(sxjXˆj(t))(y)
exists for all s, t ∈ [−1, 1] and (x, y) ∈ V ′ × Wn and depends smoothly on these parameters.
Moreover, for k = 1, . . . , n − 1, it follows from (7.8) that exp(sXˆ(t, x))(Wk) ⊂ Wk+1 for all
s, t ∈ [−1, 1] and x ∈ V . This proves the lemma. 
Let V and Wk, k = 1, . . . , n, be neighborhoods of the origin 0 ∈ R
n as in Lemma 7.6. Then,
for j = 1, . . . , n, the flow exp(sxjXˆj(t))(y) exists for s, t ∈ [−1, 1] and (x, y) ∈ V ×Wn−j+1 and
gives rise to a smooth map from [−1, 1]2 × V ×Wn−j+1 to Wn−j+2 (with the convention that
Wn+1 = U). Therefore, the composition of flows exp(sx1Xˆ(t)) ◦ · · · ◦ exp(sxnXˆ(t))(y) is well
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defined for all s, t ∈ [−1, 1] and (x, y) ∈ V ×W1 and depends smoothly on these parameters. In
particular, this allows us to define a smooth map γX : V → R
n by letting
γX(x) = exp (x1X1) ◦ · · · ◦ exp (xnXn)(0)
= exp
(
x1Xˆ1(1)
)
◦ · · · ◦ exp
(
xnXˆn(1)
)
(0)
∣∣∣
s=1
, x ∈ V.
Proposition 7.7. Suppose that (x1, . . . , xn) are privileged coordinates at a adapted to (X1, . . . , Xn).
Then, near x = 0, we have
γX(x) = exp
(
x1X
(a)
1
)
◦ · · · ◦ exp
(
xnX
(a)
n
)
(0) + Ow
(
‖x‖w+1
)
.
Proof. Given any x ∈ V and t ∈ [−1, 1], t 6= 0, in the same way as in (7.5) we have
t−1 · γX(t · x) =
(
δ−1t ◦ exp (t
w1x1X1) ◦ δt
)
◦ · · · ◦
(
δ−1t ◦ exp (t
wnxnXn) ◦ δt
)
(0)
= exp (x1t
w1δ∗tX1) ◦ · · · ◦ exp (xnt
wnδ∗tXn)(0)(7.9)
= exp
(
x1Xˆ1(t)
)
◦ · · · ◦ exp
(
xnXˆn(t)
)
(0).
As it follows from the discussion right after Lemma 7.6, for j = 1, . . . , n we have a smooth map
[−1, 1]×V ×Wn−j+1 ∋ (t, x, y)→ exp(xjXˆj(t))(y) ∈ Wn−j+2. In addition, we have Xˆj(0) = X
(a)
j .
Therefore, the C∞-regularity near t = 0 of the above map implies that, as t→ 0, we have
exp
(
xjXˆj(t)
)
(y) = exp
(
xjX
(a)
j
)
(y) + O(t) in C∞(V ×Wn−j+1,Wn−j+2).
Combining this with (7.9) we deduce that, as t→ 0 and in C∞(V ), we have
t−1 · γX(t · x) = exp
(
x1X
(a)
1
)
◦ · · · ◦ exp
(
xnX
(a)
n
)
(0) + O(t).
Using Lemma 4.19 then shows that γX(x) = exp(x1X
(a)
1 ) ◦ · · · ◦ exp(xnX
(a)
n )(0) + Ow(‖x‖
w+1)
near x = 0, completing the proof. 
Pulling back the flows exp(sxjXj) to the manifold M enables us to define a smooth map
V ∋ x→ γX(x; a) by
γX(x; a) = exp (x1X1) ◦ · · · ◦ exp (xnXn)(a), x ∈ V.
Furthermore, for j = 1, . . . , n we have ∂xjγX(0) = ∂xj exp(xjXj)(a) = Xj(a). Therefore, in
the same way as with the map expX , possibly by shrinking V we may assume that γX is a
diffeomorphism from V onto an open neighborhood of a. The inverse of this map is a local chart
around a. The local coordinates defined by this chart are called canonical coordinates of the second
kind (cf. [10, 38]).
By using Proposition 7.7 and arguing as in the proof of Proposition 7.5 we recover the following
result.
Proposition 7.8 ([10, 38]; see also [41, 49]). The canonical coordinates of the 2nd kind above are
privileged coordinates at a adapted to (X1, . . . , Xn).
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