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I. INTRODUCTION 
This thesis Is concerned with the distribution of the 
value of a game with random payoffs. Two types of games are 
considered: a certain class of games of perfect Information 
with Independent and Identically distributed terminal payoffs 
and matrix games with Independent and identically distributed 
matrix elements. 
Consider a two-person zero-sum perfect information game, 
with Player I and Player II alternately choosing one of 
several alternatives. In the special games of this type con­
sidered below Player I and Player II each choose n times; 
moreover it is assumed that there are always p and q alterna­
tives available respectively to Players I and II. There will 
be (pq)* terminal payoffs (to Player I) x(i||L»^ 2» ** * *^ 2n^ » 
where the indices lu^ .i^ ,»**,12^ -1# each with range (l,2,*»»,p), 
indicate the successive alternatives chosen by Player I, and 
the indices * each with range (1,2, ••• ,q), 
indicate the successive alternatives chosen by Player II. The 
value of the game v((z(l2,l2,"'',i2a))) equals 
max min max min • • • max min C*(^ l»^ 2»"*»^ 2n^  3 (1.1) 
il 2^ 3^ 4^ 2^n-l ^ 2n 
Now replace the (pq)*^  numbers %(li,l2#"''*l2n) ^  Independent 
random variables X(l^ ,i2****fi2n)> *ach with distribution 
function P. 
The asymptotic behavior of the random value • 
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v((X(l2,l2,'"';l2n)]) is investigated in Chapters III through 
VI. Specifically, Chapter III treats the case of uniformly 
distributed payoffs, and it is shown that the asymptotic 
distribution of is everywhere continuous and monotone-
increasing and satisfies a certain functional equation. 
Chapter IV exhibits a functional equation necessarily satis­
fied by the asymptotic value distributions arising from 
general payoff distributions; this functional equation leads 
to a characterization of the set of all possible asymptotic 
value distributions. It is shown that,after a certain transla­
tion, scale normlng alone is sufficient to reach essentially 
any member of it is also shown to what extent the payoff 
distribution and the asymptotic value distribution determine 
this scale normlng. In Chapter V, a certain subset of 
is shown to attract a large number of payoff distributions 
and some examples are given. In Chapter VI, It is shown that 
all the asymptotic value distributions in this same subset 
possess all moments. It is also shown that moment convergence 
holds in a very special case. 
Chapter VII treats the other general game situation con­
sidered here: matrix games with Independent and Identically 
distributed matrix elements. Let || Xj^ j (|, 1 » 1,2,''*,m; 
j = 1,2," ',n be the payoff matrix of a zero-sum two-person 
game, and let v( |) x^  ^)| ) be its (possible mixed) value. Con­
sider the random value Vja^ i^ " v( || ||| ), where the are mn 
mutually Independent random variables, each distributed 
according to the probability density f. It Is established 
In Chapter VII that the conditional distribution of 7%^ %, 
given that it is pure, is that of the n^  largest of m + n - 1 
mutually Independent random variables, each distributed 
according to f, For uniform f, a method is given for deter­
mining the conditional distribution of V2 given that it is 
mixed. The asymptotic distributions of are also con­
sidered for densities f that are zero for t < t^ , and are 
continuous to the right and discontinuous to the left at t^ . 
Although the specific sorts of distributional problems 
considered in this thesis seem not to have been considered 
before, there is a substantial amount of related work. The 
distribution of the value of the sort of perfect information 
game considered here involves a type of functional Iteration 
on the distribution function F analogous to the product 
involved in the distribution of an extreme. Thus Gaedenko's 
(9) fundamental treatment of extremes has suggested much to 
the present treatment of perfect Information game value 
distributions. The problems posed and solved in Chemoff and 
Teicher's (6) asymptotic treatment of the minimax operator are 
also related to this thesis, related Indeed to both types of 
game situations treated here. In addition, the topics 
investigated by Sobel (18) and by Efron (8) relate to the 
subject matter of Chapter VII. 
Although the distributional results obtained may be of 
4a 
some Independent Interest, there also Is a game-theoretlo 
Implication: Suppose two players are going to play a compos­
ite game G consisting of the successive playing of N zero-
sum games G^ ,G2»•* *Then, as often happens also in the. 
case of less trivial composite games (see l6. Appendix 8), G 
is itself a zero-sum game for which the minimax strategies 
simply call for minimax strategies in the component games G^ « 
If now N is large and the payoffs in the component games can 
be thought of as randomly selected from a single distribution, 
the average per-component game gain of Player I, in a single 
play of G, will be approximated by the expectation E(V) of the 
value distribution; E(V) thus approximates^ the per-component 
game payment of Player I to Player II that makes G fair. 
Nearly all of the results of this thesis are asymptotic, in 
the sense that the component games Gj^  are large (n large). 
"Law of large number" rèsults (e.g.. Theorem 3.1 and Theorem 
4.1) and "central limit" results (e.g., Theorem 3.2 and 
Theorem 5*1) then provide, respectively, first-order and 
second-order approximations of £(V). 
The present results in Chapters V and VI regarding 
domains of attraction and moment convergence need, if possible, 
to be strengthened, and the development of Chapter VII brought 
A^s has been pointed out by Akio Kudo, for games with 
possibly mixed values (as considered in Chapter VII), there is 
also a pre-averaging approximation introduced here in the con­
sideration of the distribution of the value, as opposed to the 
distribution of the random per-component game payoff. 
4b 
to a level comparable to that of the rest of the work. In 
addition, recent developments In the theory of extremes (1, 
2, 3) point to analogous ramifications here. 
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II. THE MAXIMIN FUNCTION 0  
Â. Introductory Remarks 
In Section B It will be shown how the distribution of the 
game vaïue, for the games of perfect Information Introduced In 
Chapter I, can be found by Iterating a certain function 0, 
Properties of 0 useful In the study of limiting distributions 
are given In Section C. Frequent reference will be made to 
these properties In subsequent chapters. 
The behavior of the functional Iteration for a large 
number of Iterates (stages) Is not easily traceable. However, 
the asymptotic behavior of the value distribution is obtaina­
ble by introducing more tractable bound functions \x and X. 
This is done in Section E, where ^  and X are shown to bound the 
portion of 0 of asymptotic interest. In Section D p and X are 
shown to bound 0 everywhere when p = q = 2 (i.e., when two 
alternatives are available to each player at each move). This 
special property is used in the proof of moment oonvergenoe in 
Chapter VI. 
B. Perfect Information Game Value Distributions 
Define the "maximin" function 0  as 
#(%) " [[1 - (1 - %)*]* for 0 < X < 1, (2.1) 
and the iterate of jô as 
. 4[24(k-ll(i);] for 0 < i < 1. 
Let F be the ooznmon distribution function for the random termi­
nal payoffs Xfi^ , i2, , ig^ *^ Then, in view of the alter­
nating minimum and maximum operations performed in the 
computation of the game value (Expression 1.1), the 
distribution function P» (x) for Vy. satisfies the recurrence 
vn " 
relation 
and hence is given by 
Pyjx) = )3(^ )[P(x) ]. (2.2) 
C. Some Properties of # 
Several properties of 0, illustrated in part by Figure 1, 
are given in the two lemmas of this section. 
Lemma 2.1: 
(i) j2$(x) is monotone-increasing for 0 < x < 1. 
(ii) There exists a unique point a (fixed-point) such that 
Ç 
0 < #(x) < X for 0 < X < a 
X < j6{x) < 1 for a < X < 1 
0iO) = 0, 0(a) s a, and 0(1) = 1. 
(ill) There exists a point suoh that the second derivative 
of 0 satisfies 
% 
#"(%) > 0 for 0 < X < 
#"(%) < 0 for % < z < 1 
and = 0. 
(IV) X. < a Iff < 1 -
Proof i (1) By examining the form of the derivative 
4'(I) = M 1:1 - (1 - - %)*-!. (2.3) 
we see that 0*(x) is equal to zero at the points x = 0, 1 and 
is positive for 0 < x < 1. Therefore #(x) is monotone-
increasing for 0 < X < 1. 
(ill) From the form of the second derivative, 
4"(z) = pq{(p-l)q[l - (1-X)^ ]P"^ [(1.X)^ "^ ]^  
- (q-l)[l - (l-x)*;]P-l(l.x)4-2j 
= ^ pq[l - (l-x)^  jP"^ (l-x)^ "^ j^ (p-l)q(l-x)^  
- (q-1) [ 1 - (l-x)^ 3j 
« {pq[l - (l-ac)^ ]^ "^ (l-x)^ "^ ]f(pq-l)(l-x)'^  - (q-1)}, 
(2.4) 
we see that 0"(x) = 0 iff x = 0, 1, or 
(pq - 1)(1 - x)^  - (q - 1) = 0. (2.5) 
Equation 2.5 is satisfied by the unique point 
8 
(2 .6 )  
Since the left side of Equation 2.5 is monotone-decreasing, 
it follows by 2.6 that 
(ii) Since 
4(0) = 0, 4(1) » 1 and #'(0) = 0*(1) = 0, (2.8) 
the continuous function 0{x) has at least one fixed-point a in 
the interval 0 < z < 1. Also, since #"(%) changes sign only 
once in the interval 0 < z < 1, the fized-point a is unique. 
From the uniqueness of a and from 2.8 it follows that 
4"(z) > 0 for 0 < z < Zg 
0"(z) < 0 for z% < z < 1. 
(2.7) 
0 < 4(z) < z far 0 < z < a 
z < 0ix) < 1 for a < z < 1 
(2.9) 
For future reference it will be convenient to have the 
fized-point relation 
a . [1 - (1 - a)*]" 
ezpressed in the alternate form 
- 1 - (1 - a)*. (2.10) 
(iv) In view of 2.9, < a iff 4(Xn) < z^ , therefore 
9 
by 2.6, 
1" [l - (1 - Cl - ]' < 1 -
1.0.; 
< a Iff [q(P : 1)]" « 1 . (^ -2^ )^ '^ '^ . (2.11) 
Lemma 2.2: 
0 for 0 < X < a 
11m = a for z = a 
n—> 00 
1 for a < X < 1. 
Proof: Properties (1) and (11) of Lemma 2.1 yield 
0 < j0(x) ] < J0(x) < X for 0 < X < a 
1 > j0(x) ] > #(%) > z for a < X < 1 
g(2)(Q) = 0, - a, and = 1, 
Therefore, by induction, it follows from 2.12 that 
0 < #(^ (^x) < j3^ *^ "^ (^x) < X for 0 < X < a 
(2.12) 
1 > ^ ("^ (x) > 0(%-l)(%) > X for a < X < 1 
(2.13) 
4(*)(0) = 0, 0(*)(a) .= a, and fS^ h^l) = 1 
for n = 1,2,3,'*'. 
(n) 
Since the sequence {j6^  (x)} is monotone non-increasing 
for 0 < X < a, monotone non-decreasing for a < x < 1, and is 
identically a for x = a, 
10 
11m • H(x) exists. (2.14) 
n—> 00 
Since 0 Is a continuous function, 2.14 yields 
H(x) B lim 
n—>00 
l_n—>00 
= ^ riirn (2.15) 
= 0[H(%)]. 
H(x) satisfies the inequality 0 < H(z) < 1 for 0 < x < 1 since 
it is the limit of functions which also satisfy this inequal­
ity. However, by (ii) of Lemma 2.1, Equation 2.15 is only 
satisfied when E(x) is equal to one of the fixed-points, that 
is, 
H(x) = 0, 1, or a for 0 < x < 1. (2.l6) 
Hence, 2.13 and 2.l6 yield 
0 for 0 < X < a 
lim 0^ ^^ (x) ss a for x = a 
n—>00 
for a < X < 1. 
D. Bounds for a Special 0 
In this section bounds are given for #(x) when p = q = 2, 
The relationship of the bound functions to the fi function is 
11 
1.0 
n = 2 
.8 
n = l 
6 
(a,a) 
4 # 
2 
0 
0 4 2 .6 .8 1.0 
Figure 1. Maximin functions n = 1,2,3 
0(a) as a; 0"(Xg^ ) = 0 (p = q = 2) 
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1.0 
(a,a) 
6 4 0 .2 8 1.0 # # 
Figure 2 Maximin function #(%) and "bound functions 
p(z) and X(x) (p = q = 2) 
Table 1. Plxed-polnts a and slopes b = 0*{e . ) i  a < 1; b > 1; * denotes < a 
(Xnj jÉ a for 2 < p, q < 10) 
q 
p 2 3 4 5 6 7 8 9 10 
2 .382 1.528 
.152 
1.682 
.079 
1.759 
.049 
1.806 
.033 
1.838 
.023 
1.860 
.018 
1.877 
.014 
1.891 
.011 
1.901 
3 * .611 1.682 
.318 
1.951 
.195 
2.105 
.133 
2.209 
.098 
2.284 
.075 
2.342 
.060 
2.388 
.050 
2.426 
.042 
2.459 
4 « .718 1.760 
.420 
2.105 
.276 
2.314 
.197 
2.459 
.150 
2.567 
.119 
2.653 
.097 
2.723 
.081 
2.781 
.070 
2.831 
5 • .780 
1.806 
* .489 
2.209 
.334 
2.459 
.245 
2.636 
.190 
2.771 
.153 
2.879 
.127 
2.968 
.107 
3.043 
.093 
3.108 
6 • .819 
1.838 
* .539 
2.284 
.378 
2.567 
.283 
2.771 
.222 
2.928 
.180 
3.055 3:1^ 0 
.129 
3.249 
.112 
3.326 
7 * .847 1.860 
• .577 
2.342 
.413 
2.653 
.313 
2.879 
.248 
3.055 
.203 
3.197 
.m 
3.316 
.147 
3.417 
.128 
3.505 
8 * .867 
1.877 
* .608 
2.388 
.442 
2.723 
.339 
2.968 
.270 
3.160 
.223 
3.316 
.188 
3.446 
.162 
3.558 
.142 
3.656 
9 « .883 1.891 * .633 2.426 * .466 2.781 .360 3.043 .289 3.249 .240 3.417 .203 3.558 .176 3.680 .154 3.786 
10 * .895 1.902 
* .653 
2.459 
* .487 
2.831 
.379 
3.108 
.306 
3.326 
.255 
3.505 
.217 
3,656 
.188 
3.786 
.165 
3.900 
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Illustrated by Figure 2. 
Lemma 2.3: For the case when p = q = 2 
X(x) < 0(%) < w(z) for 0 < z < 1, 
where X(x), 0(%), and w(z) are defined by 
m(x) m a(|)^  
#(%) = [l - (1 -
X(x) • 1 - (1 - a)(|^ )\ 
and a and b are defined by 
a = #(a) 
b a #*(a). 
Proof: Let be the point satisfying = o 
O (1 - Then 
4(Zo) " [:! - (1 - = (1 - i,)^  = %o. 
Which implies, by the uniqueness of the **interior" fixed-point 
a, that XQ = a. Thus the fixed-point a satisfies the relation 
a = (1 - a)2, (2.17) 
and b has the simple form 
15 
b m 4*(a) = 4[1 - (1 - a)^ ](l _ a) 
SX '4(1 - a)(l - a) 
« 4a. (2.18) 
It will first be verified that #(z) < ^ (x) for 0 < x < 1. 
Dlreotly from the definitions of |i and 0 we have 
ia(x) - /2)(x) a a(|)^  - x^ (2 - x)^  
- [ - x(2 - I) ] [ + 1(2 - %)]. (2.19) 
Since 
/^o 
Vâ(2) + x(2 - x) > 0 for 0 < X < 1, (2.20) 
with equality holding Iff x = 0, 2.19 yields w(x) > #(x) Iff 
- x(2 - x) > 0. (2.21) 
(Note that equality also holds In 2.21 Iff x = 0.) Define 
Y(X) * a X - 2 + X for 0 < x < 1. (2.22) 
Thus, 2.21 holds Iff x = 0 or 
Y(z) >0 for 0 < X < 1. (2.23) 
But the derivative of y(x) is 
r 1-b -] /p _ b 
Y*(x) « - LO- - I)® J/*  ^+ 1, (2.24) 
16 
and Table 1 shows that 1 < b < 2; therefore, y**(*) Is 
monotone-lnoreaslng for 0 < x < 1, Hence, If there Is an x^ , 
0 < =0 - 1' with yMXq) = 0, then yCXq) < Y(%) for 0 < x < 1. 
The function y{x) evaluated at x » 0 is, by 2.17, 2.18 and 
2.22,  
1—b b n 
T" 2 " Y(a) = a a - 2 + a 
= 1/a^  - 1 - (1 - a) 
= 1/(1 - a) - 1 - (1 - a) 
= [1 - (1 - a) - (1 - a)^ ]/(l - a) 
« [ 1 - (1 - a) - a]/(l - a) = 0, (2.25) 
and Y*(%) evaluated at x = a is y 
Y*(a) = - I (1 - ^ )a J /a + 1 
= - (1 - 2a)/a^ /^  + 1 
= - (1 - 2a)/[a(l - a) 2 + 1 
= [- 1 + 2a + (1 - a) ]]/[a(l - a) ] 
= [- (1 - a)^  + a]/[a(l - a) ] 
= [- a + a]/[a(l - a) ] = 0. (2.26) 
Hence, 2.26 implies by the monotonicity of Y*(z) that y(x) is 
minimum at x = a for 0 < x < 1; this fact, together with 2.25, 
verifies Expression 2.23 and, consequently. Expression 2.20. 
The next step is to verify that X(x) < p(x) for 0 < x < 1. 
Directly from the definitions of X and u. 
17 
J3(x) - X(x) = 1 - (1 - a) - z^ (2 - x)^  
= [l - x(2 - z)][l + z(2 - %)] - (l-a)^ l " 
= (1 - z)^ [l + 2% - - (1 - a)l"*(l - z)* 
= (1 - z)2 (l + 2z - z2 - l/[(l-a)*-l(l.z)2"t]} 
» (1 - z)^  Ô(z). (2.27) 
Hence, 2.27 yields 
0(z) > X(z) for 0 < z < 1 iff z = 1 or 
ô(z) = 1 + 2z - z2-l/[(l - a)^ (^l - z)^ "^ ] > 0 
"" (2.28) 
for 0 < z < 1. 
The derivative of 6(z) is 
«'(:) - 2(1 - x) - (2 - b)/[ (1 - - z)?'*] 
» (1 - *){2 - (2 - b)/[ (1 -
Hence, 6*(z) = 0 for 0 < z < 1 iff 
2 - (2 - b)/[[ (1 - a) (1 - z) ] = 0. (2.29) 
Since the left side of 2.29 is monotone-decreasing for 
0 < z < 1, 6*(z) = 0 for 6t most one point and 6(z) is a mini­
mum at that point. By using 2.17 and 2.18, Ezpression 2.28 
evaluated at z » a is 
18 
a(a) = 1 + 2a - a2 - l/[(l - a)^ '^ (l - a)^ "^ 3 
= 1 + 2a - a^  - l/(l -a) 
= 2 - (1 _ a)2 - 1/(1 - a) 
= 2 •" a — l/(X — a) 
= 1 + (1 - a)2(l - a) - lj/(l - a) 
= [ 1 — a + (1 - a)^  — 1 ]/(l "• a) 
= [- a + a]/(l - a) = 0, (2.30) 
and 2.29 evaluated at z = a Is 
= 2 - (2 - b)/[(l - a)^ (^l . a)4-t] 
= 2 — (2 — 4a)/(1 — a)^  
= 2(1 - (1 - 2a)/[ a(l - a)]) 
= 2 jT a — a^  — 1 + 2a ]/[ a(l — a) ] 
= 2£a - (1 - a)^3/C• a) ] 
= 2(a - a)/[a(l - a)] = 0. (2.31) 
Hence, 2.30 and 2.31 establish that 6(x) > 0 for 0 < x < 1; 
therefore, Inequality 2.28 has been verified. 
Lemma 2.4; For the case when p = q = 2 
X^ '^ (^x) < jg(^ (^x) < for 0 < X < 1; 
n « 1,2,3,'', 
whereX(x), j3(x), and p(x) are defined as in Lemma 2.3, and the 
iterates X^ \^ af X and u are analogous to the iterates 
0^ )^ of 0. 
19 
Proof; Directly from the definitions of p(x) and 
X(x) we see that X(z) and )i(x) are monotone-lnoreaslng for 
0 < X < 1, Hence, ' 
X^ ^^ x) B X[X(x) 2 < X[)0(x) ] < j0[j0(x) ] B 
for 0 < X < 1 
0^^\x) B j3[)g(x) ] < n[j3(x) 2 < ] = w(^ )(x) 
for 0 < X < 1, 
(2.32) 
and the lemma follows from Lemma 2.3 and 2.32 by induction. 
The iterates X^ ^^  and have simple form: 
for n = 2 
X[X(x) ] B 1 - (1 -
1 - (1 - a) 
. [l - (1 - ajCfM)"! 
1 - a 
1 - (1 - a) 
1 - (1 - a) 
[W] 
(Hlf. 
and 
[a»]» 
(2.33) 
20 
(2.34) 
and, by Induotlon, 
• 1 - (1 - for 0 < z < 1 
" a(Z)* 
(2.35) 
for 0 < X < 1 
E. Fixed-Point Neighborhood Bounds for 0 
Numerloal computations support the oonjeoture that for 
P > 3 and q > 3, X and \i bound 0 for 0 < x < 1; but proving 
this appears to be difficult. Therefore, since bounds In a 
neighborhood of the fixed point are sufficient for the develop­
ment of Chapters III through V, it will be shown that X and 
bound 0 in some neighborhood of a. 
Lemma 2.5; There exists some neighborhood N(a) of 
the fixed-point a such that 
X(x) < 0(x) < n(x) for X c N(a) 
where 
m(x) • a(5)\ and b • 4'(a) 
are 
21 
Proof: The first and second derivatives of X and \i 
' 1 _ 1 
x.(x) = -
and (2.36) 
P'(%) = 
By the definition of b and the evaluation of X*(a) and p'(a), 
X»(a) = p/(a) = 0*(a) a b. (2,37) 
Also, directly from the definitions, 
X(a) = n(a) = 0(a )  = a. (2,38) 
Equalities 2.37 and 2.38 constitute, by a simple application 
of the mean value theorem.(see, for example, Kaplan (14, p. 
120)), a proof for the lemma if it can be shown that 
M"(a) > #M(a), (2.39) 
and 
4"(a) < X"(a), (2.40) 
both of which are now verified. 
By using identity 2.10, evaluation of #*(%) (Expression 
22 
2.3) at z = a yields 
"b a #*(a) = pq[]l - (1 - a)*2*"^ (l - a)^ "^  
= p%(al/P)P-l[:l - a^ /P]/(l . a) 
. pqa(a"l/P - 1)/(1 - a). (2.4.1) 
Evaluation of ^ (^z) and X**(x) at z = a gives 
(2.42) 
X"(a) = - b(b - 1)/(1 - a), 
H"(a) = b(b - l)/a. 
By repeated use of identity 2.10, Evaluation of 0"(x) 
(Expression 2.4) at z = a yields, by 2.41, 
0"(a) = ^ pq[l - (1 - a)%]P-2(l - a)^ "^ j|^ (pq - 1)(1 - a)* 
- (q. - 1)J 
" {(pq - 1)(1 - a^ /P) . q + lj 
-"^ a " - M + ij 
= 1 ^  - pq + 1] (2.43) 
It now remains to compare the quantities X''(a), ^ "(a), and 
0"(a). By dividing ^ "(a) and #w(a) by b, it follows from 2.42 
and 2.43 that 2.39 holds iff 
> l4^ C<l(P - l)a"^ ^^  - PS + 1], 
or, equivalently, by substituting Expression 2.41 for b, iff 
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pqa(a-VP • l)/a - a) - 1 ^  ^[;,(p . Da'Vp . + i]. 
I.e., Iff 
- Ï > + 1]. 
which reduces after cancellation to 
. 1 > (-'qa-i/p + 1) 
a 1 - a • 
I.e., to 
P 
1 P-1 
a > (i) . (2.44) 
Thus |i"(a) > ^ "(a) Is equivalent to 2.44. The validity of 
2.44 Is now demonstrated. By (11) of Lemma 2.1, 2.44 holds 
iff 
..... (J,*)']' < ,iA 
and taking the pth root of each side yields 
X - (1 - (1)^ J < (lA irr 1 . (lA < (i - (1)5^ )' . 
and taking the qth root of each side gives 
1 . < i . (lA . UA5) 
\ 
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Expanding the natural logarithm of each side of inequality 
2,45 yields 
• 4 [ + * * • ] 
_2_ -2P J2. 
or 
_ If-tr 1 + -^  1 + -2-
i• e» I 
r _2_ P-H P+2 -1 
(2.46) 
r _2_ -22. j£. 1 
> L +1(|)^ "^  + 5(|)^ "^  +•••]» 
and inequality 2.46 holds since each term in the series on 
the left is larger than the corresponding term in the series 
on the right, with the exception of the first term in each 
series, these being equal. Therefore inequality 2.45 and 
consequently inequality 2.44 hold, and 2.39 has been verified. 
Inequality 2.40 is now demonstrated in analogous fashion. 
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By multiplying 0"(a) and X"(a) by (1 - a)/b it follows from 
2.42 and 2.43 that 0"(a) > X«(a) iff 
q(p - -pq+l>-b+l, 
or, equlvalently, "by canoelling the 1 and substituting 
expression 2.41 for b, 
q(p - l)a"^ /9 - pq > - pqa^ a'^ /P - l]/(l - a), 
or equlvalently by multiplying by (1 - a)/q and cancelling 
common terms, 
/ 
(1 - a)(p - Da"^ /^  - (1 - a)p > - pa(a"^ /P - 1) 
iff, 
(p - ap - 1 + a)a"^ /P - p + ap > - paa"^ /P + ap 
iff 
(p - 1 + a)a"^ /P - p > 0 iff p(a"l/P - 1) > (1 - aja"^ /*, 
or equlvalently by multiplying by p(l - a^ /P) > 1 - a, 
and by using identity 2.10, p(l - a)^  >1 - a, iff 
1 
(1 - a)^  ^  ^  p* 1 - a > iff 
a < 1 - (i)^ . (2.47) 
By (11) of Lemma 2.1, 2.4? holds iff 
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1 - < { i .  iiA] 
Iff 
iff 
1. (i)5=î < 1^ 1 _ (1)^  
or, equivalently, by taking the root of each side, 
1^ 1 - < 1 - (1)4-1 _ (2.48) 
Notice that 2,48 is 2.45 with p and q interchanged. There­
fore, the argument following 2.45 substantiates inequality 
2.48. Consequently, 2.4? must also hold, which establishes 
2.40. 
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III. THE LIMIT DISTRIBUTION FOR UNIFORM TERMINAL PAYOFFS 
A. The Limit Distribution L^  
A proof is given in this chapter of the existence of a 
non-degenerate limiting distribution for Vjj when F is uniform. 
When F is uniform (Expression 2.2) takes the 
simple form 
0 for X < 0 (3,1) 
Fy^ (x) = f;(^ [^F(x) 2 = 0^ \^x) for 0 < X < 1 
1 for X > 0. 
It will not be necessary to give explicit consideration to 
the two extreme portions of [P(x) ] ; all subsequent 
arguments will be given in terms of its oentral part j2{^ ^^ (x), 
0 < X < 1. 
Theorem 3.1% When the terminal payoffs have a 
common uniform distribution, converges in probability to 
the constant a. 
Proof: The proof follows directly from Lemma 2.2 
and 3.1. 
Theorem 3.2: When the termlnsJ. payoffs have a . 
common unlfoxm distribution, the sequence of random variables 
{b^ (V^  - a)} converges in distribution as n—»oo to a non-
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degenerate limit distribution l^ Cy). Furthermore, L^ (y) is 
continuous, monotone-increasing and satisfies the functional 
equation 
= Lu(y) for -00 < y < oo ; k = 1,2,3,' ". 
The proof of Theorem 3.2 follows from Lemmas 3,1, 3.2, 
and 3.^  of Sections B and C. 
The explicit functional form of L^ Cy) is not known. How­
ever, if solutions to the functional equation 
j = L^ (y) for -oo < y < oo; k = 1,2,3,'*', 
could be found, the solution could perhaps be characterized 
by use of the bound functions defined in Chapter II. 
Frequent use will be made in this chapter of the fact 
that 
- a) < y] = + a] 
= 0'"'(:^  + a) (3.2) 
for - co < y < 00 ; n = 1,2,3,* ». 
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B. Punotlonal Equation for 
Lemma 3.1: 
° for -00 < y < 00 ; k = 1,2,3, 
where 
I^ (y) ® lim + a) for -oo < y < oo. 
n—>00 
Proof: The existence of will be shown in Lemma 
3.2. Let k be any positive integer. Then 
vy) " 
LM^)]- <5.3) B 0 
(k) 
Note that the limit operation and the k-fold iteration can be 
interchanged, since the function is continuous. 
For future reference, replacing y by b^ y in 3.3 yields 
= Lu(tfy). (3.4) 
For the case when p = q = 2, 3.4 has, for k = 1, the form 
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4[Lu(y):] " [Il - (1 -
= 4[Lu(y)]2 - 4[Lu(y)]3 + [l^ Cy)]* 
= L^ (by) 
for -00 < y < 00 and b a #'(a) = 0.382. The author has 
been unable to find a treatment of functional equations of 
this form. 
C. The Existence, Continuity, and Monotonicity of 
Lemma 3.2; 
(i) lim + a) = L»(y) exists for -oo < y < oo. 
n—»oo b" 
(ii) 0 < L^ (y) < a for y < 0 
L^ (0) = a 
a < L^ (y) < 1 for y > 0, 
and L^ (-co ) = 0; L^ (œ ) = 1. 
Proof: Let z = x - a for 0 < x < 1. Then the 
tangent line to the function j3(z + a) at the point z = 0 has 
the simple form 
bz + a for - a < z < 1 - a. 
In view of (iii) of Lemma 2.1 consider the following three 
cases. 
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(a) If j3"(a) > 0, there is exactly one point z©, 
0 < Zq < 1 - a, satisfying 
0(z + a) > bz + a for - a < z < z^ . 
(b) If 0"(a) < 0, there is exactly one point z^ , - a < ^  < 0, 
satisfying ' 
0 ( z  + a) < bz + a for z^  < z < 1 - a. 
(c) If #"(a) = 0, then 
0Cz + a) > bz + a for - a < z < 0 
0(z + a) < bz + a for 0 < z < 1 - a, 
(n) 
The function 0 is mono tone-increasing since it is the 
iterative composition of the monotone-increasing function 0 
((i) of Lemma 2.1). Therefore, the relations 
+ 4  -  *  - )  ]  I  +  4  .  
(3*5) 
hold iff 
I ^  (3'*) 
When z is replaced J., in (a), (b), and (c), the equiva-
n^+i 
lence of 3.^  and 3.6 yields 
(a*) if 0"ia.) > 0, then 
+ ») 2 for < y S 
32 
where 0 < < 1 - a, 
(b') If #M(a) < 0, then 
+ a) s + -) for < y < 
Where - a < < 0, and 
(o*) if 0"(a) =0, then 
for - b^ '*'^ a < y < 0 
 ^ for 0 < y < b'^ +^ d-a). 
Slnoe - b^ '*"^ a —oo , b"*^ (l - a) —^  oo , and b^ ^^ z^  —» + oo 
for ZQ  ^0, as n—> oo , relations (a*), (b*), and (o*) yield 
(a") If 0"(a) > 0, then the sequence + a^  
eventually monotone non-decreasing for each y, 
(b") If 0"(a) < 0, then the sequence + a^ J. Is 
eventually monotone non-Increasing for each y, 
(c*) If )3"(a) = 0, then Is eventually monotone 
non-lncreaslng for each y < 0 and eventually monotone 
non-decreasing for each y > 0, 
. Is 
Thus It follows, since the sequence '(^  + a ) j. Is bounded 
between zero and one for all y, that 
11m 
n—?.oo 
exists and 0 < L^ (y) < 1 for all y. 
(11) By Lemma 2.5» there exists some neighborhood N(a) 
of the point z + a * a (z = 0) such that 
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X(z + a) < 0(z + a) < ji(z + a) for z + a e N(a), 
(3.7) 
where 
,X(z + a) = 1 - (1 - a)(l -
(3.8) 
|i(z + a) = a(l + . 
Sinoe X and \x are monotone-inoreasing functions with common 
fixed-point a, a number r > 0 can be chosen small enough so 
that 
a - T « N(a) and a + T C N(a) (3.9) 
and 
a - T < X(z + a) and jji(z + a) < a + t imply z + a e N(a) 
(3.10) 
Define the sets 
• -^ zi a - T < X^ ^^ (z + a) and vx^ ^^ (z + a) < a + tJ 
(3.11) 
for k « 1,2,'"; 
then Tqr 2.35 and 3.8 
+ a) =. 1 - (1 - a) ( - Ï IV 
< 1 - (1 - a) ( ^ £ IV + a) 
for - a < z < 0 (3.12) 
since ^  > 1, and similarly, 
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+ a) = a(l + |)^  
k-1 (3.13) 
> a(l + =^ (^ "l)(z + a) for 0 < z < 1 - a, 
slnoe 1 + — > 1, Hence, by Induction 
• • • ^  Zk,T c Zk-l.T ^   ^h,r ^  N(a). (3.14) 
Now define 
0^0, T • (y a - T < 1 - (1 - a)e ^  < ae^ /^  < a + t1, 
(3.15) 
and let % and y be the lower endpolnt and upper endpolnt, 
respectively, of Then for any Interior point y c  ^
- JL. Z 
n—>00 
and 
11m + a) = 1 - (l-a)e" 1"* > 1 - (l-a)e" ^  = a - T, 
11m + a) = ae^ ®^ < ae^ ®^ = a + T; 
n—>00 D* 
therefore, there exists an Integer N such that 
a - T < + a) < + a) < a + r for n > N, 
1*®« t 
^ « Zn,T for n > N. (3.16) 
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Hence 3.14 and 3,15 Imply that for any y In the open Interval 
(y»y) 
C Zk,T < W.T < ' ' ' < Zl,T ^  N(a) for n > N; 
 ^ k = 3,4,"'". 
(3.17) 
Since |i and X are mono tone-Increasing 3.7, 3.9, 3.10 and 
3.17 (with 2 replaced by y/b^  In 3.7» 3.9 and 3.10) yield, for 
y e  ^and n > N, 
+ a) = + a) H < X[^ (^  + a)] < + a)] 
= + a) m 0[^ (^  + a)] < n[0(:g; + a) ] 
< n[i:(^  + a) ] = + a). 
I.e., 
+ a) < + a) < + a). (3.18) 
And applying 3.7 to 3.18 gives 
x'3>(X + a) » x:xt2)(i + a)] < + a) ] 
< + »)] < + a)] 
< + a) ] m + a), 
and in general, by induction, 
+ a) < + a) < + a) for k = 1,2,•••,n. 
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Henoe, y c (£,y) Implies 
+ a) < + a) < + a) for n > N, 
D D D 
which leads to 
y 
1 - (1 - a)e = lim + a) < lim ("^  + a) 
n—>00 b n—»oo b 
« i^ (y) (3.19) 
< lim + a) = ae^ ^^ . 
n—> 00 b 
Then it follows from 3*19 that 
0 < L^ (y) < a for y < y < 0 
1^ (0) = a (3.20) 
a < L^ (y) < 1 for 0 < y < y. 
The funotional equation (Lemma 3.1} 
lim 0^ ^^ [Lu(#)] « lim L_(b^  |) = L.(- oo ) 
k—>00 k—>00 
then yields 
Lg(- oo) . 0 <3.21) 
by Lemma 2.2 slnoe T^ (,j/Z) < a, and, similarly, La(7/2) > a, 
gives 
1^ (0») - 1. (3.22) 
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The alternate form of the functional equation, that is, 
) J = VbV) for k = 1.2.3," 
Implies by the flzed-polnt property of zero and one that 
0 < Ij^ (y) < 1 for - oo< y < co, (3.23) 
for. If not, k could be chosen large enough, for any y, so 
that the Inequalities In 3.20 would be violated. (11) now 
follows from 3.20, 3.21, 3.22, and 3,23. 
Lemma 3.3; Let f, g, and f^ , n = 1,2,3,••• repre­
sent uniformly bounded functions defined over some Interval I. 
(I) If f(%) Is convex (concave) and bounded for z e I, then 
f(z) Is continuous for z e I. 
(II) If f(z) and g(z) are convez (concave) and f(x) Is 
mono tone-Increasing for z e I, then f [ g(z) ] Is con­
vez (concave) for z c I. 
(III) If {f^ (z)} Is a sequence of convez (concave) functions 
for z s I, then 11m f%i(z) s f(z) Is convez (concave) 
n—>00 
for z e I. 
(Iv) If fM(z) > 0 (< 0) for z e I, then f(z) Is convez 
(concave) for z e I. 
For proofs of (1) through (Iv), ezcept the easily veri­
fied (111), see Hardy (12, Chapter 3). 
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Lemma 3.4; 
(1) L^ Cy) Is continuous for - co < y < oo. 
(ii) L^ (y) is monotone-increasing for - oo < y < oo. 
Proof; (i) Let be defined as in Lemma 2.1, that 
is, = 0, From (iii) of Lemma 2.1 and (iv) of Lemma 3.3 
#(%) is convex for 0 < x < % and concave for ^  < x < 1. 
(3.24) 
Then (ii) of Lemma 2.1 and (ii) of Lemma 3.3 yield; 
(a) when x^  ^> a, j3^ ^^ (x) is convex for all x satisfying 
(b)- when < &, )3^ ^^ (x) is concave for all x satisfying 
0(2)(%) > Xjj, and 
(c) when Xg^  = a, j0^ ^^ (x) is convex (concave) for x < a (x > a). 
Thus, Iqr induction, for any positive integer n, 
(a*) when x^  > a, ^ (^ (^x) is convex for all x satisfying 
< x%, 
(b*) when > a, 0^ ^^ (x) is concave for all x satisfying 
> Xg^ , and 
(c*) when 2^  « a, )3^ '^ (^x) is convex (concave) for x < a 
(x>a). 
Let y = b^ (x - a). The convexity (concavity) of a function is 
preserved under a linear transformation of its argument; 
therefore (a*), (b'), and (c*) Imply 
(a") when 3^  > a, + a) is convex for all y satisfying 
+ a) < 
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(b") when Xj^  < a, a) is concave for all y satisfying 
b 
j* * + a) 2 %m, an& 
(c") when Xg^  = a, + a) is convex (concave) for y < 0 
(y > 0). 
Then, from (ill) of Lemma 3.3 the corresponding limit state­
ments for (a")t (b*), and (c*) are 
(a"*) when x^  > a, Lu(y) is convex for all y satisfying 
L^ (y) •< 2^ . 
(b*") when Xj^  < a, I^ (y) is concave for all y satisfying 
. I^ (y) > Xg^ , and 
(c*") when x^  ^= a, L^ (y) is convex (concave) for y < 0 
( y  > 0 ) ,  
Thus, continuity of L^ (y) in a neighborhood of y = 0 follows 
from (1) of Lemma 3.3# Since ly/b^ | can be made arbitrarily 
small by choosing k sufficiently large, and [L^ (^ ) ] 
functional equation (Expression 3.3) that L^ (y) is continuous 
for - CO < y < 00. 
(11) Suppose that L^ (y) is not monotone-Increasing; 
then there are points y^  < yg satisfying L^ (y2) = L^ (y2). 
(L^ (y) is non-decreasing since it is the limit of a sequence 
of non-decreasing functions.) By 3.3, 
is continuous continuous, it follows from the 
for n = 1,2,3,•••, 
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Cn.) 
which implies, "by the mono tonicity of 0 , 
(^:^ ) =  ^= 1*2'3' ' ' (3.25> 
Prom 3.20 it follows that either y^ /b^  < y^ /b^  < a or 
a < y^ /^b^  < yg/b^  for n = 1,2,3,•••, From statements (a*** ), 
(b***)» and (c***) it follows that there exists some 8 > 0 such 
that I%(y) is either convex or concave for - 6 < y < 0 and 
either convex or concave for 0 < y < 6. Consider now the case 
where a < y^  < yg, and let N be chosen large enough so that 
yg/b^  < 6, Then, in view of 3.20, 
(3.26) 
However, L^ (y) convex or concave for a < L^ (y) < 6 implies 
that L^ Cyg/b'^ "^ )^ = Lj^ Cy^ /b^ ) for all n > N (i.e., a bounded 
convex (or concave) function can have at most one horizontal 
line segment), which implies L^ (+ 0) > a. But this contra­
dicts, by the continuity of L^ (y), that 1,^ (0) = a. A similar 
argument holds when y^  ^< yg < a; hence, l^ (y) is monotone-
increasing. 
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IV. LIMIT DISTRIBUTIONS 
A, Introductory Remarks 
In this chapter limit distributions will be considered 
for game value distributions arising from arbitrary P, where, 
as before, F represents the common distribution of the random 
terminal payoffs. Definition 4.1 and Lemmas 4.1, 4.2, and 4.3 
are taken from the references cited. 
For distribution functions H, the phrase —>H 
as n—> oo" will indicate convergence in distribution, i.e., 
lim Hj. = H for all continuity points of H. 
n—»oo 
Definition 4.1 (Gnedenko and Kolmogorov, 10, p. 4l): 
The distribution functions and BgCx) are said to be of 
the same type if, for some constants a > 0 and p, = 
H2(ax + 3) for - co < x < oo. 
Lemma 4.1 (Gnedenko and Kolmogorov, 10, pp. 40-42): 
If H^ (z)—> H(z) as n—> oo, H(x) non-degenerate, then for 
any choice of constants a^  > 0 and b^  the sequence 
{H^ Ca^ x + b^ )} can converge only to a non-degenerate distribu­
tion of the same type as H(x). 
Lemma 4.2 (Gnedenko, 9» PP. 435-437): Let H(x), 
H^ (x) be distribution functions, H(x) non-degenerate. If for 
constants a^  > 0, b^ , 6^  > 0, bj 
42 
and 
+ "h^ ) —>H(x) 
as n—> 00 , then 
a b - b • 
-Ç —> 1 and — —> 0 as n —> oo . 
®n ®» 
V 
Lemma 4.3 (Gnedenko, 9, pp. 437-438): Let H(z), 
H^ (x) be distribution functions, H(x} non-degenerate. If for 
constants a^  > 0, b^ , > 0, b^  
S^ (a^ x + 1^ )—>H(x), 
and 
-^».0 
as n.—^  00 , then 
H^ (a^ x + b^ ) —> H(x) as n—> oo . 
Directly from. Leimna 2.2 one has: 
Theorem 4.1: The sequence of distribution functions 
[p(x) ]} converges as n—> oo to the distribution func­
tion G(x), defined at its continuity points by 
0 for P(x) < a 
G(x) = a for P(x) = a (4.1) 
1 for P(x) > a. 
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If G(x) ^  a for any x, then converges in probability 
to the constant x^  defined by P(Xg^  - 0) < a < P(Xg^ ), that is, 
Vjj converges to the degenerate distribution function with 
saltus unity at x^ . Thus, by Lemma 4.1, if G(x) = a on some 
interval (which implies P(x) = a for some x), all the non-
degenerate limit distributions for are of the two-step 
form defined by 4.1. This type of limit distribution for 
belongs to the 4^  class of limit distributions defined in 
Theorem 4.2. 
B. Functional Equation for Limit Distributions 
Gnedenko (9), in his work on extreme values, shows that 
the limiting distributions G (Gnedenko*s f6) must satisfy a 
functional equation of the form 
[G(a^ x + = G(x) for - oo <x<oo; t = 1,2,3,'"'. 
(4.2) 
He was able to show that = 1 for some t implies = 1 for 
all 4. 
Define the functional operator t (x) = x^ , in terms of 
which 4.2 may suggestively be written 
t [G(a X + 3 ) ] = G(x) (4.3) 
and, indeed, Gnedenko's relation 
k 
G[a^ x + 3^ (1 + + ••• + a^ "^ ) = G(x) 
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may "be vrrltten 
+ 3 (1 + a + ••• + ] = G(%). 
This last relation differs from the relation of Lemma 4.4 
only In the particular form of the operator ijr (j3) Involved, 
and explains the similarities between this section and the 
corresponding portion of Gnedenko's work. 
LfiTTifflft 4.4: If 
I2p(a^ x + b^ ) ]—^ L»(x) as n—^ co, 
where a^  > 0, - oo <b^ <oo, and L* (x) Is a non-degenerate 
distribution function, then L*(x) satisfies the functional 
equations 
+p(l + a+a^+""+ a^"^)) ] = L*(x), 
for - 00 < X < 00 ; k = 1,2,3, •••» where a > 0; - oo <3<oo. 
Proof: Define the function G(x) by 
L*(x) = 0|2G(x) ] for - 00 < x < oo . (4.4) 
Then, since 0"^  Is monotone-Increasing and continuous 
G(x) = (x) ] Is a non-degenerate distribution function. 
Now 
v.»—>00 / 
^5 
where the limits 
L*(x) (of G(z)). 
and 
as n—> 00 implies by Lemma 4.1 that G(z) is of the same type 
as L*(x), that is, that there exist constants a > 0, 
-00 < 3 < 00 such that 
G(x) » L* (ox + p) for - 00 < % < oo , 
i.e., by 4.4, 
j3rL*(ax + p) 1 = L*(x) for - oo < x < oo. 
(4.5) 
In terms of the 2Sâ iterate 4.5 gives 
(^2) j-L» (a^ x + 3(1 + a)) 3 s 0^ [L'(a(ax + &} + p) 
= 0(L*{ax +03) 
^^'(x) for - 00 < X < 00, 
and by induction 
+ p(l + a + + ••• + a^ "^ )) 3 = L* (x) 
for - 00 < X < 00. 
(4.6) 
are defined for all continuity points of 
But 
For a 1, note that by letting 
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z: - . (4.7) a 1 - a 
4.6 reduoes to 
«('"^{L'Ca^d - 4) + 411) = L'd), (4.8) 
and, when a = 1, to 
' 0(*)[L'(x + kg)] = L'(z) (4.9) 
for - 00 < X < 00 ; k = 1,2,3,"'. For notatlonal convenience, 
when a / 1, let y = z - and define 
L(y) « L*(y + z^ ). (4.10) 
Note that L Is of the same type as L* and from 4.8 
0^ ^^ QL*(a^ y + %â) ] « L*(y + z*). 
I.e., 
L^(a^ ) ] = L(y) for - oo < y <oo; k = 1,2,3, •••. 
(4.11) 
Note that any distributions L satisfying the functional 
equations in 4.6 are limit distributions of for some F, 
namely L itself, i.e., lim 3 « L(z) with 
n—»oo 
» aP^  and b^  • 3(1 + a + a? + ••• + a*^ "^ ). 
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C. Classes of Limit Distributions 
As pointed out in the beginning of Section B, Gnedenko*s 
corresponds to a, and it is fruitful, analogously to 
Gnedenko* s distinguishing between the three cases 0 < 04 < 1, 
= 1 and > 1, to distinguish also here between 0 < a < 1, 
a - 1 and a > 1. The conclusions, detailed in Theorem 4.2 
differ from those of Gnederiko in view of the interior fixed-
point a of the functional operator of which t does not 
possess an analogue. 
(i) The non-degenerate limit distributions for Vjj that 
are solutions of 4.6 (i.e. of 4.8 or 4.11) for a < 1 fall into 
three easily distinguishable classes defined below. 
(ii) There are no limit distributions for that are 
solutions of 4.6 for a > 1. 
(iii) As already indicated in Section A, the limit 
distributions for that are solutions of 4.6 (i.e. of 4.9) 
for a = 1 are precisely the two-step distribution functions 
taking values 0, a, and 1; these solutions are designated as 
belonging to Class IV. 
Theorem 4.2; 
(i) When a < 1, there are three easily distinguishable 
classes (Class 1, II, and III) of non-degenerate 
distribution function types satisfying 4.6 (i.e., 4.11). 
The distribution types Lj, Ljj, Ljjj belong, respectively. 
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to Class I, II, or III If they satisfy 4.11 and If 
0 < Lj(y) < a for -co < y < 0 
Lj(- 0) = Lj(0) = a 
a < Lj(y) < 1 for 0 < y < oo 
0 < Ljj(y) < a for - oo < y < 0 
L%%(- 0) = a 
Lll(y) = 1 for 0 < y < 00 
Liii(y) = 0 for - oo < y < 0 
LljiCO) =s a 
a < Ljjj(y) < 1 for 0 < y < oo . 
(II) When a > 1, there are no distribution functions satis­
fying 4.6 (I.e., 4.11). 
(III) When a = 1, any non-degenerate distribution function 
L* satisfying 4.6 (I.e., satisfying 4,9) must in'fact 
satisfy 
[l* (z) ] = L*(x) for - 00 < X < 00 ; 
k = 1,2,3,'*, 
and must have form: 
0 for - 00 < X < Xjj 
Ljy(x) = a for < % < Xy 
1 for Xy < X < 00 , 
for some x^  < xy. 
49 
Proof: (i) a < 1: Let L(y) be any non-degenerate 
distribution satisfying 4.11 and let a and g be defined as in 
Lemma 4.4. Then, for y < 0, it follows that y < ay. Since 
L(y) is non-decreasing 
L(y) < L(ay) for - oo < y < 0. (4.12) 
Also, L(y) = 0[L(ay) ] implies by (ii) of Lemma 2.1 and 4.12 
that 
L(y) < a for - oo < y < 0. (4.13) 
Similarly, y > 0 implies ay < y, which further implies 
L(ay) < L(y) for 0 < y < oo . (4.14) 
Then it also follows, since L(y) satisfies 0[L(ay) ] = L(y), 
that 
a < L(y) for 0 < y < oo . (4.15) 
For y = 0, L(ay) = L(y); therefore j0[L(O) ] = L(0). 
Hence, L(0) must equal one of the fixed-points 0, a, or 1. 
Prom continuity to the right it is seen by 4.15 that the zero 
fixed-point is impossible; thus 
L(0) = a or 1. (4.16) 
Now consider 4.11, or its equivalent 
[L(y) ] - L(-^ ) for - 00 < y < o o ;  k =  1,2,3,•••, 
° (4.17) 
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and suppose for some y' ^  0 that L(y') » a. Then slnoe L(y*) 
is a fixed-point of 0, 4,17 implies 
L(^ ) a a for k « 1,2,3, (4.18) 
Therefore, sinoe 0 < a < 1, 
L(- 00 ) = a if y* < 0 
L(oo ) a a if y* > 0; 
however, this oontradiots the assumption that L(y) is a 
distribution funotion. Thus, it has been established that 
L(y) < a for - co < y < 0 
. V (4.19) 
L(y) > a for 0 < y < oo. 
Suppose for some y' < 0 that L(y') = 0. Then sinoe L(0) 
is a fixed-point of it follows from 4.11 that 
L(- 0) = 0. (4.20) 
Now suppose for some y" > 0 that Ky") = 1. Then sinoe Ky") 
is also a fixed-point of #(%), 4.11 and 4.16 imply 
L(+ 0) a 1(0) a 1. (4.21) 
From 4.20 and 4.21 it oan be seen that if there were points 
y*, y" satisfying L(y') a o and L(y") a i then L(y) would be 
degenerate. Therefore by 4.19 
0 < L(y) < a for - oo < y < 0, (4.22) 
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and/or 
a < L(y) < 1 for 0 < y < 0. (4.23) 
Prom 4.22 and the functional equation [[L(a^ y) ] = L(y) 
It follows that 
L(- 0) = a. (4.24) 
Hence, 4.16 and 4.19 through 4.24 imply that L must belong to 
Class I, II, or III. 
(11) a > 1; Let L(y) be any non-degenerate distribution 
satisfying 4.11 and let a and p be defined as in Lemma 4.4. 
Then for y < 0, ay < y, which implies, since L(y) is non-
decreasing, 
L(ay) < L(y). 
However, since 0j2L(ay) ] = L(y) it follows from (11) of 
Lemma 2.1 that 
a < L(y) for - oo < y < 0; 
this contradicts that L(y) is .^ vdistribution. Hence, there 
\ 
are no distribution functions satisfying 4.11 with a > 1. 
(ill) a = 1: For this case L*(%) must satisfy 4.6, 
i.e., 
#(*)[L'(% + kg) ] = L*(x) for - 00 < z < oo ; k = 1,2,3,—. 
.From (11) of Lemma 2.1 and the fact that L* is non-decreasing 
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It follows that for p < 0, 
a < L*(x) for - oo < z < oo , 
and for 6 > 0, 
a > L*(x) for - 00 < X < 00 ; 
however, this contradicts that L'(X) is a distribution func­
tion, Hence, g = 0 in 4.9, i.e., 
]] = L*(z) for - 00 < X < 00 ; 
and the form of Ljy follows from the type of argument given 
at the end of Section C, Chapter II. 
D. forming Sequences 
The following lemma establishes that only a "scale 
sequence" (a^ } of norming constants is required for conver­
gence to a limit distribution L(y) belonging to Classes I, 
II, or III. In terms of a normed sequence of game values the 
following lemma shows that (V^  - b^ )/a^  converging in dis­
tribution to L(y) implies (V^  - %&)/&% converges in distribu­
tion to L(y) where x^  is defined by P(x^  - 0) < a < P(x^ ). 
Note that the analysis will correspond to Gnedenko's treat­
ment of the case < 1, except that the role of the "extreme" 
fixed-point 1 of Gnedenko's functional operator i|r is here 
assumed, essentially, by the "interior" fixed-point a of fS, 
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Lemma 4.5: If {a^ ,b^ } (a^  >0) is a sequence of 
constants such that 
0(*i)i2p(a^ y + b^ ) ]—^  L(y) for - co < y < oo 
as n—=>00, where L(y) belongs to Class I, II, or III, then 
|]P(a^ y + Xa) U —> L(y) for - oo < y < oo 
as n —> 00, where is the point defined by 
P(Xa - 0) < a < P(x^ ). (4.25) 
Proof; Note that the point is well-defined by 
4.25, for suppose it was not (P(x) = a for more than one 
point), then, by Theorem 4,1, [P(x) ]—^  Lj^ ix) as 
n—> 00 ; however, this contradicts, by Lemma 4,1, that L(y) 
belongs to Class I, II, or III, since the distributions be­
longing to different classes must be of different types. 
Let L(y) be any distribution belonging to Class I, II, 
or III and {a^ ,b^ } any sequence of constants (a^  ^  0) satis­
fying 
jg(^ )[^ p(a^ y + b^ ) ]—> L(y) for - oo < y < oo 
(4.26) 
as n—>00, Define the sequence (y^ } by 
Yn = 1*6., = Sa for n = 1,2,3,«", 
(4,27) 
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and let a^  = a^ ,  ^= 1,2,3,'*'. Then, by Lemma 
4.3, all that needs to be shown to establish 
(^n)[-p(Q^ y ^  x^ ) ] L(y) for - oo < y < oo , 
(4.28) 
as n —> 00 , Is 
I.e., by 4.27, 
11m (y ) s lim —^ )= 0. (4.29) 
n-^ oo n-^ ooV » / 
Prom Theorem 4.2, 
L(- 0) < a and L(0) > a. (4.30) 
Suppose that for some e > 0 
-# 
11m Inf (y^ ) = - e. (4.31) 
n—>œ 
Let T be chosen such that 0 < T < e and - ? Is a continuity 
point of L; then from 4.25, 4.26, 4.30, and 4.31" 
a < 11m Inf j3^ "^ Qp(x ) ] s llm Inf #(*)[]P(a y + %%)%] 
n->oo n-»oo 
< llm Inf [P(a_(- f) + b^ )] 
n-»oo 
s L(- T) < a; 
thus establishing that 
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lim inf (yj > 0. (4.32) 
n->oo 
Suppose now that for some e > 0 
lim sup (y ) = e. (4.33) 
n->oo 
Choose T such that 0 < T < e/2 and T is a continuity point of 
L; then from 4.25, 4.26, 4.30, and 4.33 
a > lim sup |2F(Xg^  - ~i) ]] 
n->oo 
s lim sup 0^ ^^ [P(a^ (y^  - §) + 
n->oo 
> lim sup + %%)] 
n-^ oo 
= L(T) > a; 
thus establishing that 
lim sup (y ) < 0. (4.34) 
n-^ oo 
Expressions 4.32 and 4.34 imply 4.29, and therefore 4.28. 
Q.E.D. 
For future reference, it is shoxm that 
j2}(»)Qp(a^ y + %&)]--> L(y + x^ ) for - co < y < oo, 
as n—>00, implies 
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, 
3^ —> 0 as II >00 * (4«35) 
when L belongs to Class I, II, or III. By the uniqueness of 
the point in 4.25 
P(z + x_) < a for z < 0 
® . (4.36) 
P(z + Xg^ ) > a for z > 0, 
Now, suppose that lira sup (a_ ) = e for some 0 < e < 1. Choose 
n-s»oo 
T > 0 so that 0 < T < e and - T, T are continuity points of L; 
then 4,36 implies, by Lemma 2.2, 
L(l) = lim sup (#(*)[}P(an(l) + 
n->oo 
> lim sup + %«)]} = If (4.37) 
i n-^ 00 
and since - lim inf (- a^ ) = lim sup (a^ ) = e, 
n-»oo n->co 
L(- 1) = lim inf {0^ "^  [[P(a^ (- 1) + x )]]} 
n-)oo 
< lim inf t + x )]} = 0. (4.38) 
n->oo 
However, 4.37 and 4.38 contradict that L belongs to Class I, 
II, or III; therefore 4.35 has been established since a^  > 0 
for all n. 
Also, for future reference, it is shown that 
.. a as n—>00 (4.39) 
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in Lemma 4.5. Since 
+ =a)] 
and 
QPCa^ Coy) + x^ )I]3 0{L(ay)j- = L(y), 
it follows by Lemma 4.2 that 
as n^ co. 
which implies 4,39. 
E. General Limit Distributions in the Form L^ [C(y) ]] 
Underlying the development of this section is the fact 
that, in order that a distribution P, continuous and monotone-
1 ,/*= 
increasing in some "neighborhood" of Xg^ , lead to a non-
degenerate limit distribution, there must exist a scaling 
C(y) in terms of which normed arguments of the uniform 
distribution U and of the distribution P are in a sense 
equivalent for large n: 
P(a^ y + %a) = + aj s 5M + a. 
In terms of G(y), necessary and sufficient conditions are 
given for (a^ } to be a norming sequence such that (V^ - Xa)/*n 
converges in distribution to some L^ [c(y)] belonging to 
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Class I; II, or III. These results pertain to distributions 
P(x) which are continuous and monotone-Increasing for regions 
defined as follows: 
Class I: N(Xg^ ,6) = {x: x^  - 6 < x < x^  ^+ 6) (4.40) 
Class II: N(x^ ,ô) = {x: - 6 < x < x^ } (4.41) 
Class III: N(Xg^ ,6) = {x: x^  < x < x^  + 6} (4.42) 
where 6 > 0, and x^  ^is defined as in Lemma 4.5, i.e., 
P(%a - 0) < a < P(Xa). (4.43) 
It seems not entirely unnatural that a certain amount of 
regularity is introduced at this point, in contrast to the com­
plete generality maintained by Gnedenko. This is because the 
analogue of this section in (9) is the relatively straight­
forward Gnedenko Lemma 4.4, based on the equivalence for small 
X of ln(l+x) and x, which shows C(x) to be, simply, the 
negative of the In of the limit distribution in that case, 
i.e., 
[P(a%y + bn)]^  = G(y) 
iff - n in[P(any + b^ )] = - ln[G(y)] (sC(y)) 
iff n[|l - P(a^ y + b^ ) H = C(y) 
iff P(*ny + b*) A _ Çizl + 1. 
It may be of interest to point out in this connection 
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that Gnedenko, using the Functional Equation 4.3, was able 
to narrow down the possible scallngs C(y) (and hence limit' 
distributions C(y)] = e"C(y)) to three one-parameter 
families in a manner not possible here. This is because G 
must in fact satisfy not one but a sequence of functional 
equations, I - 1,2, 
It will be convenient to represent the domain of attrac­
tion of a limit distribution L by Q(L), Thus, in view of 
Lemma 4.5, P e (^L) means that there exists a sequence {a^ } 
satisfying C^ Cs^ y + %&) D —> L(y) as n —> oo . 
Lemma 4.6: Let P(x) be a distribution which is 
continuous and monotone-increasing in N(x,6) for some 6 > 0, 
and let Lj(y) be a distribution function belonging to Class 
I. Then P e GC L^ Cy) ]] iff there exists a sequence of 
positive constants [a^ } and a function C(y) defined for 
-co < y < CO such that 
(I) C(y) is continuous to the right 
(II) C(- GO) = - 00 , C(y) < 0 for y < 0, C(- 0) = C(0) = 0, 
C(y) > 0 for y > 0^  C(cx> ) = co 
(ill) b^ []P(a^ y + Xg^ ) - a]—> C(y) at all continuity points 
c(y), 
where L^ fy) = L^ [C(y) 
Proof: First some results' are derived from the 
fact that F(x) is continuous and monotone-increasing in 
N(x^ ,ô); these results will be used in both the necessary and 
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the sufficient part of the proof. Prom the continuity and 
monotonioity of P in N(x,6), it follows that P"^ (-^  + a) is 
defined for all v; satisfying P" (:^  + a) = z + = 
X e N(XQ^ ,ô). Let w be an arbitrary number and let M(w) be a 
positive integer chosen large enough so that 
P"^ (;^  + a) c N(Xg^ ,6) 
Then 4.44 yields 
- a] < w) 
for n > M(w). 
Therefore, In view of the results of Chapter II, 
lim P(b^ [P(Vn) - a] < w) = L^ (w). (4.46) 
n—^ 00 
Let y be any number; then, since a^ —»0 (Expression 4.35) and 
P(x^  - 0) = a = P(Xa), a positive Integer M* can be chosen 
large enough so that a^ y + Xg^  e N(Xa»ô) for n > M*. Thus, for 
n > M' 
+ %a)] = < a^ y + 
for n>M(w). (4.44) 
= HP(Vn) < ^  + a} 
D 
= P{V„ < P'^ (4i + a)) 
b 
= a)3 3 
b 
6l 
=' P{F(V ) < P(a y + X )} 
° ® (4.47) 
= P(b"[P(V^ ) - a] < b"[P(a^ y + x^ ) - a]]. 
Noif, assuming there exist a sequence {a^ 3 and. a function 
C(y) defined for -co < y < co such that (1), (11), and (ill) 
hold, we show that P e £^,Lj(y) s I^ (C(y) ) ]. C(y) must be 
non-decreasing since it is defined to be continuous to the 
right and the limit function (on a dense set of the real line) 
of a sequence of non-decreasing functions. This fact, together 
with (i) and (11), insure that L^ (C(y)) is a distribution 
function belonging to Class I (see (11) of Lemma 3.2). 
Let y be any continuity point of C(y) (i.e., continuity 
point of Lu(C(y)). Since L^  is continuous (Lemma 3.4), for 
a given e > 0 there exists a Ô* > 0 satisfying 
L^UcCy) - à'] > L^[C(y) ] - e 
and (4.48) 
Lu[C(y) + 6'] < Lu[C(y)] + s. 
Condition (ill) implies that there exists an Integer M" such 
that for all n > M" 
b^ [P(a^ y + x^ ) - a]] > C(y) - 6*, (4.49) 
b^ [P(a^ y + x^ ) - a%] < C(y) + 6*. (4,50) 
Set w = C(y) - 6* in 4.45; then from 4.45, 4.47, and 4.49 
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- V + ^ 3) = - a] < b*[P(any + " &]} 
> P(b^ [P(V^ ) - a] < C(y) - 6«} 
( 4 • 51 ) 
for n > max [M(C(y) - 0'), M*, M"]. 
Now, set w = C(y) + 6* in kA5, similarly, it follows that 
< any + = P(b'^ [P(V^ ) - a] < tP[p(any + x^ ) - a]] 
< P{tP[P(Vj - a] < 0(y) + «') 
for n > max CM(C(y) + 6*)» M*(y), M"}«  ^  ^^  
Combining 4.51 and 4.52 gives 
- a]] < C(y) - 6*3 
 ^P(Vn 5 a^ y + 
< P(b^ [P(V^ ) - a] < C(y) + ô*3 (4.53) 
for n > max |]M(C(y) - Ô*), M(C(y) + 6'), M"(y), M" ]. 
By letting n tend to infinity in 4.53, Expressions 4.45, 4.46, 
and 4.48 give 
I^ ClG(y) H - e < L^ [C(y) - 6* ] < lim inf P{V^  < a^ y + x^ } 
n-^ 00 
< lim sup P{Vji < aj^ y + x^ ) 
n-»oo 
<LttGc(y) + 6'] < Lu[C(y)] + e. 
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Hence, 
lin + %&)] s lim P{V < a^ y + x 3 
n—^  00 n—^ 00 
= i^ iCc(y) 2 = Li(y), 
which completes the sufficiency part of the proof, 
P e L;[(y) 3 is now shown to imply-Conditions (i), 
(ii) and (iii). C(y) is well-defined by C(y) ] = Lj{y) 
since the continuity and monotonicity of imply the 
existence of C(y) = [ L-]-(y) ]. Since the range for both 
and Lj is the open interval (0,1) it follows that 
C(- CO ) =s lim C(y) = lim " co 
y->-oo y—>-00 
C(co ) = lim C(y) = lim lJ^ []L%(y) ] = oo. 
y->co y->co 
Also, 
C(- 0) = L;l[lim Li(y)] = = 0; 
y-» -0 
the remaining properties in (ii) are easily seen to hold. 
C(y) is continuous to the right since and Lj are both 
continuous to the right. Thus only (iii) remains to be 
verified. P e [^[L^ (C(y)) ]] means that there exists a 
sequence {a^ } of positive constants satisfying 
lim #(*)[lP(any + %&)] = L*[C(y)] (4.54) 
n—^ 00 
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at all continuity points of and hence of C(y). Let y "be 
any continuity point of C(y), and set w = C{y) in 4.44. Then 
4.46 yields 
llm P(tP[P(V_) - a] < C{y)) = L.[C(y)]. (4.)5) 
n-^  00 
monotone-increasing implies 
L^ Cc(y) - 6* 3 < Lu[C(y)] < Lu[C(y) + 6'}] (4.56) 
for all 6' >0, 
Expressions'4.4? and 4,54 yield 
lim i^ ^^ C^PCa^ y + x^ ) H 
n—^  CO 
= llm P(b^ [P(V^ ) - a] < b^ [F(a_y + x_) - a]) 
n—>00 
= Lu[C(y)]. (4.57) 
Suppose that 
lim + %&) - a] ^ C(y) (4.58) 
n—> 00 
Then there exists a 6* > 0 such that an infinite number of 
terms of the sequence Cb^ (^ P(any + x^ ) - a]} are either less 
than C(y) - 6* or greater than C(y) + 6*. Therefore, by 4.55 
and 4.57, either 
I^ Co(y)3 = llm P£b"|;ftV - a] < b"[F(aay + %*) - a]) 
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< Urn P(b^ [P(V_) - a] < C(y) - 6'} 
n—>00 
= L(C(y) - 6'),. (4.59) 
or, 
]\iCc(y) ] = lim P(b^ [P(V^ ) - a] < b^ [F(a^ y + %&) - a]} 
n—>00 
> 11m P(b^ [P(V_) - a] < C(y) + à*) 
n—^ 00 
= L[C(y) + 6']; (4.60) 
however, 4.59 or 4,60 constitute, by 4.56, a contradiction of 
4.58. 
Lemma 4.7: Let P(x) be a distribution function 
which Is continuous and monotone-Increasing In N(x,5} 
(N(x,6)) for some Ô > 0 (4.4i, (4.42)). Then P e Sll^ ii(y) U 
(? e ) Z) ) there exists a sequence of positive 
constants (a^ ) and a function C(y) defined for - oo < y < 0 
(0 < y < 00 ) such that 
(I) C(y) Is continuous to the right 
(II) C(- 00 ) = - 00, C(- 0) = 0 (C(0) = 0, C(oo) = oo ) 
(III) .b^ [P(a^ y + x^ ) - a]—> C(y) at all continuity points 
 ^ of C(y) ; b^ [P(a^ y + Xg^ ) - a] —> oo (- oo ) for 
0 < y < 00 (- 00 < y < 0), 
where 
and 
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Ljj(y) = L^ Cc(y) ] for - co < y < 0 
1 for 0 < y < 00 
». 
Ljij(y) = 0 for - oo < y < 0 
Lu[C(y)]] for 0 < y < oo , 
Proof: By replacing N(x,6) by N(x,ô) and N(x,ô), 
the proof of Lemma 4.6 applies for the region where C(y) is 
defined, i.e. - oo < y < 0 for Class II and 0 < y < oo for 
Class III. 
Assume that th^ ë exists a sequence {a^ } and a function 
C(y) defined for - oo <y<0(0<y<oo) such that (1), 
(11), and (Hi) hold and show that lim [P(a y + Tou) ] 
n—>00 
= 1 for y > 0 (0 for y < 0). 
For the case when b*^ [|P(a^ y + x^ )^ - a]—» oo for 
0 < y < 00 , define 
Czi(y) a b*[[F(any + x^ ) - a] for 0 < y < oo ; n = 1,2,3,"'. 
(4.61) 
Then 
(4.62) 
From the uniform results (Chapter III), we have 
lim + a) . &(*). (4.63) 
n—>.00 b 
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Then for any e > 0 there Is a number Wy(e) such that 
] > 1 - e. (4.64) 
By the definition of C^ (y), (ill) gives 
lim Cjj(y) = 00 for 0 < y < 00 . 
n—> 00 
Hence, for any y > 0 there exists an integer M(y) such that 
Cjj(y) > Wy(e) for all n > M(y), (4.65) 
which leads to, by 4.62, 
> + *2 for all a > M(y). 
Thus, 
lim inf [P(a_y + z ) ] > lim inf + al 
n-s.00  ^ a L J 
= LuCwu(G) H > 1 - e, 
which implies 
lim [P(a^ y + %&)] = 1 
since the e was chosen arbitrarily. 
Similarly, for the case when b'^ [[P(a^ y + Xg^ ) - a] —> oo 
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for - 0 0  < y < 0, as n—» oo , define 
C (y) s b^ [P(a y + x ) - a] for - oo < y < 0; n = l,2,3,*«*. 
(4.66) 
For any e > 0, there Is a number w-^ Cc) suoh that 
] < s. (4.6?) 
By the definition of Cj^ (y), (ill) yields the existence of a 
number M(y} such that 
Cjj(y) < Wj^(e) for all n > M(y), (4.68) 
which leads to, by 4.66 
- vn + for all n > M(y). 
Thus, 
11m sup j0^ '^ [^P(a_y + %&)] < 11m + al 
n->oo n—>00 L b" J 
= ] < G, 
which yields, 
11m 0^ ^^ [P(a^ y + 3Ca)D = 0. 
Now, we shall assume that 11m /3^ *^ r^P(a^ y + %.)"] = 1 
n^ oo  ^ ® 
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for 7 > 0 (0 for y < 0), and show that b"C]P(aj^ y + Xg^ ) - a]-»oo i 
for y > 0 (- 00 for y < 0), For the case when 
11m 0(K)[P(any + Xg^ ) ] = 1 for y > 0, define C^ iv) as In 
n—» CO 
, 4.6l, and suppose that for some y > 0 
Cn(y)—>00 as n—> oo . (4.69) 
Then, 11m Inf C^ fy) s C^ Cy) < oo , and 
n->co 
11m Inf )3^ ^^ CP(a^ y + ] a llm Inf + a"| 
n-^ co n—>00 L. !>• -J 
< llm inf + a] = (y)] < 1, 
n->CD I- D" -J 
by the monotonlclty of L^ . However, this Is a contradiction 
that llm []F(a_y + x^ )^ ] = 1; therefore, C^ (y) —^  oo 
n—>00 
for 0 < y < 00 , as n—> oo • 
Similarly, for the case when llm CP(&My+ %a) ] ~ ® 
n—» CO 
for y < 0, define C^ (y) as In 4.66, and suppose that some 
y < 0, 
Cn(y)—» - 00 as n—>oo, (4.70) 
Then, llm sup C^ (y) = C^ ty) > - oo , and 
n-»oo 
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llm sup y + Xg^ ) ] a 11m sup f+ al 
 ^ vi_ïwro L»b -J n->oo n-:>co 
> lim sup r + a "I = I^ [ C^ Cy) ] > 0, 
n-»oo  ^b -J 
by the monotonlolty of L^ . This Is a contradiction that 
llm 0(n)[p(a_y + z ) ] = 0; hence, Cn(y)—> - oo for 
n-^ oo 
-00 < y < 0, as n —> oo. 
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V. DOMAINS OP ATTRACTION 
A. Theory 
The domains of attraction for three particular families 
of limit distributions I^ [C(y) ], one in each of the Classes 
I, II, and III, are studied in this chapter. Sufficient 
conditions are given for distributions F, satisfying the 
continuity and monotonicity conditions introduced in Section 
E of Chapter IV, to belong to the domains of attraction of the 
distributions I^I,y* I^II,y defined as follows: 
Class I 
for - 00 < y < 0 
for 0 < y < 00 
Class II 
for - 00 < y < 0 
for 0 < y < 00 
Class III 
0 for - 00 < y < 0 
for 0 < y < CO 
where T > 0 and y > 0 
Lemma 5.1; The distributions and 
I^II,y belong respectively to Classes i, ii, and iii. 
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Proof; To begin with, It Is clear that the 
distributions are of the required form. It remains to show 
that L satisfies 
[L(a^ y) ] = L(y) for - oo < y < oo ; k = 1,2,3,'*', 
(5'1) 
and for some 0 <= a < 1. 
Define 
a . (5.2) 
then 0 < a < 1 slnoe b > 1 and y > 0\ also recall (Lemma 3,1) 
that 
= Lu(z) for - 00 < z < 00 ; k a 1,2,3,'". 
^ (5.3) 
Let 
Y 
- |y| for - 00 < y < 0 
z = (5.4) 
TyY for 0 < y < 00 ; 
then, by 5.2, 
• 
L^ (-^ ) for - 00 < z < 0 (- 00 <y < 0), 
and 
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= LX-%) for 0 < z < 00 (0 < y < œ). U — — 
Therefore, by 5»3» 
= LT.Y.T(y) for - 00 < y < 00 î 
k = 1,2,3,"''. 
Since the fixed-points 0 and 1 trivally satisfy 5*1* the 
proof given above for also holds for Ljj^y and Lm^y 
if now z (defined in 5,4) is used for the ranges 
-00 < z < 0 and 0 < z < co , respectively. 
For easy reference, the results of Lemma 4,5 and 4.6, 
when applied to summarized in 
the following lemma. 
Lemma 5.2; 
(i) If F(x) is continuous and monotone-increasing in 
N(Xg^ ,6) for some 6 > 0, then P e (^L^ i^ff there exists 
a sequence of positive constants {a^ } satisfying 
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b*[lP(any + Za) - aH—> - |y|Y for - oo < y < 0, 
(5.5) 
b CF(a^ y + %a) - xyY for 0 < y < oo , 
StS Z1  ^00 # 
(II) If F(z) Is continuous and mono tone** Increasing In 
N(Zg^ ,6) for some 6 > 0, then P e iff there exists a 
sequence of positive constants [a^ ) satisfy 1%# 
b*[F(&ny + *a^  - a]-4> - (y|Y for - oo < y < 0, 
(5.6) 
b^ £P(ajj^ y + Xa) - a]—> oo for 0 < y < oc , 
as n —^ CO . 
(III) If P(z) Is continuous and monotone-Increasing In 
N(x£^ ,6) for some Ô > 0, then P e iff there exists 
a sequence of positive constants (a^ } satisfying 
b^ [|P(a^ y + Xg^ ) - a]—> - oo for - oo < y < 0, 
(5.7) 
b^ CP(a^ y + Xa) - a]—>y^  for 0 < y < oo , 
as n —^  00 • 
Theorem 6.1: Let P(x) be a distribution function 
which Is continuous and monotone-Increasing In N(Xg^ ,6) for 
some 6 > 0, Then P e P(Lj^ y^ )^ if 
(^) ^ as z—>0, for all K > 0 
P(z + x^ ) - a 
75 
P(z + Xa) - a 
(11) a - P(. s + xj T, as • 0. 
Proof: Define the sequence {a^ } by 
àf! « mlnj^ z: P(z + %&) - a > ^  J . (5.8) 
Then P(z) continuous and monotone-Increasing In N(z^ ) Implies 
there Is an Integer N large enough so that equality holds In 
5.8; thus 
P(8n +  ^ for n > N. (5.9) 
b 
Also, P(%g^ ) = a Implies that 
a^  > 0 for n = 1,2,3,* ' (5.10) 
and " 
a^ —» 0 as n—>00. (5.11) 
Condition (1) and 5.11 Imply 
P(a^ y + x^ ) - a 
+ %j . a for y>0 (5.12) 
as n—>00. Hence, 5.9 and 5.12 yield 
b'^ [F(any + %&) - a] —> Ty^  for y > 0 (5.13) 
as n—> 00. On the other hand. 
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Y."-,-.,'.M' 
(5.14) 
c^ s n—^  00 , and Condition (11) and 5,11 Imply 
llm f V + " =-1 for y<0, 
n^oo P(- a^y + %%) - 8 T 
thus 5*14 gives 
llm (T3n[P(V + acg) - a^ ) 
n—> 00 
« (- i) llm ( [P(an(" + %&) - a]) 
n—>00 
= (-^ )[T(. y)Y] 
= - |y|^  for y < 0. (5.15) 
Henoe 5,13 and 5.15 Imply by 5.5 that P e 
Corollary 9.1: If the density f(x) exists and Is 
larger than zero In N(Xg^ ,ô) for some 6 > 0, then P e 
Proof; Since P(Ky + Xg^ ) —^  a, as y —> 0, for all 
K > 0, and the derivative of F exists In some neighborhood 
of x^ t L*Hospltal Rule may be used, whloh yields 
11. . 11. K f(Ky + ZJ _ 
y—»0 P(y + %a) - a y__>o f(y + 
and 
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llm ZllUkLLL.li. .1. 
y-^0 a - P(- y + Xg^) y_>0 f(- y + %&) 
Hence, P e 8[L^ (y) = Li,i,i(y)Z] Theorem 5.1. 
Theorem 5.2: Let P(x) be a distribution function 
which is continuous and monotone-increasing in N(z^ ,6) for 
some 6 > 0 and P(Zg^  - 0) = a. Then P e if 
\ P(Ky + Zg) - a Y (i) â ^ K^, as z —> - 0, for K > 0 
P(z + - a 
, . P(z + X ) - a (11) —> 00 , as z —^  + 0, 
a - P(- z + 
Proof; Define the sequence {a^ } by 
a^  = inf l^ z: a - P(- z + x^ ) > ^  J. 
Then since P(x) is continuous and monotone-increasing in 
N(Xg^ , 6) and P(Xg^  - 0) = a It follows that there exist an 
Integer N such that 
a - P(- an + Xa) afor n > N, (5.16) 
b 
where 
a^  > 0 for n = 1,2,3,*'' (5,17) 
and 
a^ — > 0  as n —> oo. (5.18) 
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From Condition (1) and 5*18 It follows that 
F(-a„(- y) + %) ,)Y y<0 (5.19) 
P(- ajj + - a 
as n—^ 00, and from 5.16 and 5*19 that 
b"[|P(a^ y + %&) - a]—> - |y|^  for y < 0 (5.20) 
as n—^ 00. In addition, Condition (11) and 5.17 imply 
F(a^ y + Za.)—^  oo for y > 0 
P(a^ (- y) +  ^
as n —> 00, and therefore, "by 5.20, 
b'^ CPCa^ y + > + «> for y > 0, (5.21) 
from 5.6; 5.20, and 5.21 it follows that P c (Ljj^ y). Thus 
Theorem 5.3: Let P(x) be a distribution function 
which is continuous and monotone-Increasing in N(Zg^ ,6) for 
some 6 > 0. Then P e If 
M\ P(Kz + x_) - a Y 
— f > KS as z —> + 0, for all K > 0, 
F(z + x^ ) - a 
(11) + a,z^  + 0. 
a - P(- z + x^ ) 
Proof t By setting t » 0 the first part, 5*8 through 
5.12, of the proof of Theorem 5.1 is applicable. Condition 
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(il) and 5.11 Imply 
P(a^ y + %&) - a 
- 00 for y < 0 
PCa^ "^ y) + %&) - a 
as n—» 00, and therefore by 5.13 
b^ CP(ajjy + Xg^ ) - a]—» - oo for y < 0; 
thus P e 8(1-1X1,by 5,7. 
B. Examples 
Prom Corollary 5*1 It follows that all of the common 
distributions with density functions, e.g., normal, beta, 
gamma, Student's t, Snedeoor's P, belong to s 
The following example exhibits a distribution F which belongs 
to S(LiIj2)* 
Example 1: Define P(x) as follows: 
0 for X < 0 
2 
a - (x - /â) for 0 < x < 75 
P(x) = yâx for yâ < X < 1/a 
1 for X > 1, 
where a Is the fixed-point of 0. Thus, F(x) Is continuous 
for all X, monotone-Increasing for 0 < x < 1/a, and P(/â) = 
a, I.e. Xa = vS. We now show that Conditions (1) and (11) of 
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Theorem 5*2 are satisfied with y = 2, and therefore 
P e x9(Lii,2)' Verification of (1) and (11) gives 
lia g(Kz + JZ) - a . a - [(Kz + Vâ) - - » 
Z-» -0 F(z + Va) - a z-4 -0 a - [ (z + J&) - - a 
y2_2 2 
= 11m for all K > 0, 
z -0 z 
and 
F(z + Va) - a a - Q (z + Ja) - V& 3^  - & 
z^ +O a - P(- 2 + %&) z^ +0 a - va(z + Va) 
si 
z-»+0 Va z 
= lim -=— = 0. 
Furthermore, the normlng sequence {a^ } is easily gotten from 
5.28 (b is defined as in Chapter II) 
a - P(- a- + Vâ) = -%r, 
b 
1. e*, 
a - ^ a - ((- + yS) - 7a)^  J = 
i.e.. 
®n " for n = 1,2,3,'*'. 
Thus, - 75) oonv.erges in distribution to 
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L^ (- |y|^ ) for - 00 < y < 0 
, Lii,2(y) = 
1 for 0 < y < 00 . 
The following example exhibits a distribution F belonging to 
(^^ 1,1,2)' 
Example 2; Define F(x) as follows: 
0 for X < 0 
X for 0 < X < a 
P(x) = a + 2(x - a) for a < x < l-g-â 
1 for X > 1 2 * 
where a is the fixed-point of 0. For this example, Xg^  = a 
and F(x) is continuous and monotone-increasing for 0 < x < 1. 
Therefore, by showing Conditions (i) and (ii) are satisfied 
with Y = 1, T = 2, we establish that F e Verifi­
cation of (i) and (ii) gives 
lim F(K2 + a) - a lim (Kz 4- a) - a % 
z-»-0 p(z + a) - a 2-) -0 (z + a) - a ' 
lim P(Kz + a) - a _ lim a + 2(Kz + a - a) - a ^  g 
z-»+0 P(z + a) - a z-»+0 a + 2(z + a - a) - a • 
and 
T . lim P=F4J=-5 = liB A + + = ' *) ' » . 2. 
z-4 +0 a-F(-z+ a) a - [- z + a] 
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VI. MOMENTS 
A. Existence of Moments of Certain Limit Distributions 
When p = q = 2 the existence of all moments about the 
origin (and consequently about any point) Is established 
for the distributions and defined In 
Chapter V, 
The restriction to the case p = q = 2 Is made since the 
proof of Theorem 6.1 Is dependent on #(x) being bounded by 
li(x) and X(x) for all x In the Interval [0,1 ]. However, as 
stated In Section D of Chapter II, It Is conjectured by the 
author that |i(x) and X(x) bound #(x) for 0 < x < 1 and all 
values of p and q. If this were the case, then the results 
of this section would hold without restriction. 
Lemma 6.1 (Cramer, 7, p. 71): If, for some positive 
Integer k > 0, the distribution function L(x) satisfies. 
L(y) = 0(|y("(**^ )) as y—> - co 
(6.1) 
1 - L(y) = 0(y"(k+l)) as y—> + oo 
then 
CO 4 
J |yj dL(y) exists for 1 = 1,2,""",k. 
-co 
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Theorem 6.1; For the case when p s q = 2, 
and 
00 jj 
/ |y| dlTTT (y) exist for k = 1 
-00 *T 
Proof; From Lemma 2,4 and 2,35 we have 
t.(- |y|Y) = Ua + a) < 11m u<"'|<zkL 
n->oo \ b" / " n-»oo y 
-MI 
ae for - oo < y < 0, 
and 
Mry'') - 11m > 11m x'^ VI2Ï + a 
n->oo \ b^  J n-»oo \ b^   ^
-
= 1 - (1 - a)e ® for 0 < y < oo 
Hence, 
Urn Ctyl'' V- ly^ )] < iim /hki2^ . 0 
y-* -0® y-> -001 I y I 
\e~ 
for k = 1 
and 
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11m |y|* [1 - L_(TyY)] < llm 
for k = 1,2,3,'*'. 
The conclusions of the lemma then follow directly from Lemma 
6.1 and the definitions, In terms of for 
B. Moment ,Convergence for Uniform Terminal Payoffs 
It will be shown In Lemma 6.2 that, for p = q = 2 and F 
uniform, all moments ofU^ st^ [V^ -a] converge to the 
corresponding moments of L^ . As In Section A the restriction 
to p = q = 2 Is due to the fact that the question of bounding 
other 0*s over their entire domain is at the present unre­
solved. The restriction to uniform F can be somewhat relaxed 
In certain straightforward ways. But it has not been signifi­
cantly lightened because of the difficulties in establishing 
requisite forms of uniformity. 
The following identities will be useful. 
k J P(y)dy = k J* |y(*"^ dy J ^  dF(x) 
-co -co -00 
0 0 T- 1 
« J* dp(i) ; ki/P'V 
-CO X 
B J* dP(x) j* k(- y)^ "^ dy 
-00 X 
85 
0 
= X (- 2)^ dP(x) 
-œ 
m f Ixl'^ dFCz), (6.2) 
-00 
and similarly 
k f - P(y) ]'iy = j" (x)''aP(x), (6.3) 
0 0 
Where k is any positive integer and P is any distribution for 
which the above integrals exist. 
Lemma 6.2: For p = q = 2 and P uniform all moments 
of = b^ (V^  - a) converge to the corresponding moments of 
Proof; The relations 
+ a) s a(^  ^+ 1)^  < ae^ *^ for y < 0; n = 1,2,3," 
 ^  ^ (6.4) 
1 . X<"'(i + a) • {l-a)(l - 1 < (l-a)e 
 ^ \ t / (6.5) 
for y > 0; n = 1,2,3,' 
are first verified: 
n^ 
(~ +1) < e^ iff b^ ln(l + ~) < z. 
i.e., 
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Iff - • • •) < z, 
I.e., for negative z. 
Iff - -b^ t ||^ | + +...}< 0. 
Thus 6.4 and 6.5 have been verified. Then from the fact 
(Lemma 2.4) that and bound respectively from 
above and below it follows that 
(yj^ Py (y) < a|y|* e^ ®^ for y < 0; n = 1,2,3,'"* 
y ' (6.6) 
y^ [l - Fu^ (y) ] < (1 - a)y^  e  ^ ® 
for y > 0; n = 1,2,3," ' 
(recall from 3.2 that ?» (y) = + a)), where the two 
"n b* 
right sides are integrable over their respective domains of 
definition; therefore by Lebesg.ue*s Theorem on dominated 
convergence (see 7, P. 4?), 6^ 2, 6.3, and Theorem 6.1 
lim J |z|^ dPy (x) « lim (k j* (y)dy) 
n-»oo -00 n-»oo -oo " 
= k j" |y|*"^ (llm Py (y))dy 
-00 n—>00  ^
« k j* |y|^ "%(y)dy 
-00 
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VII. MATRIX GAMES WITH INDEPENDENT IDENTICALLY 
DISTRIBUTED MATRIX ELEMENTS 
A. Conditional Density of a Pure Value 
Let II J Ij, 1 = l,2,''',m; j = l,2,**»,n be the payoff 
matrix of a zero-sum two-person game, and let y( || (| ) be 
its value. In this section the conditional distribution of 
n^,m r II II ) given that V^ g^^  is a pure value (corre­
sponding to the existence of a saddle point) is considered, 
where the Xj^ j are mn mutually independent random variables, 
each distributed according to the probability density f. The 
probability that the random matrix || x^  ^(| possesses a pure 
value (possesses a saddle point) does not depend on f and is 
given (16, p. 79) by 
1= a = (m "n"! i)! ' (f'U 
This is exploited in the proof of 
Lemma 7.1; The conditional density fy|^ of V^  ^
given that it is pure, is that of the nËï largest of m + n - 1 
mutually Independent random variables, each distributed 
according to f, i.e.. 
Proof: If an element, X^ ]^  say, is a saddle point 
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(minimum In Its row and maximum In Its column) It Is the pure 
value of the game, I.e., Since each of the 
Independent random variables possess a density f the 
probability of a unique saddle point Is one. Thus 
^^ m^,n - ^ Is pure} 
= mn P{V^  n-^  and Is^  saddle point) 
a mn PtX^ i ^  t; Xi2*'""*%ln - %11* %21*""'*%nl - ^11^  
nHi largest ( 
B m + n - 1 Inde 
pendent rand 
variables < 
^ of 
- X. 
om 
t y 
Therefore by 7.2 
= P(Vm,n 5 t I Is pure} 
1 1 
(7.3) 
The density corresponding to 7.3 Is that given by 7.2 (see 7, 
p. 370). 
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B. Conditional Density of the Mixed Value for Uniform f 
In this section the conditional density f^ o^f given 
that It Is mixed, Is considered for f uniform and m = 2. The 
method described below may be used for any density f which 
has no lower tall (i.e., there Is a point such that f(x) = 
0 for z < ZQ); however the computations required, although 
elementary In nature, would be considerably more complez than 
for the uniform f. Due to the geometric formulation of the 
problem the eztenslon of the solution to rn > 3 Is computa­
tionally (but not conceptually) very difficult. The results 
concerning the density fyj^ were also obtained by a more 
direct procedure; however the ease with which asymptotic (as 
n—>oo) results are gotten by the method to be described 
warrants Its use. A detailed derivation of the results of 
this section would be lengthy and quite elementary; therefore 
the complete derivation will not be carried through In detail. 
The geometric construction (see 16, p. 405) associated 
with ezpresslng the mlzed value v^  s v( )| z^ j^ |) ) as the 
function  ^ of the Intercepts a,b of a certain 
"separating line" Lg Is used. Let  ^  ^m ^ l^j\ for 
j = l,2,*"",n emd let M = The separating line L«. Is 
constructed as follows (see Figure 3): (a) form the convez 
hull CH(M) of the n points » (zi,yi), (b) define 
Wy(M) a {(x,y): 0 < z < v, 0<y<v} 
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V* = min {v: W-(M) f\ CH(M) ^  4) , 
V 
(o) "separate" the convex sets W^ (M) and CH(M) by any line 
Lg lying outside of the interiors of both and CH(M), 
Let be the value of the game corresponding to M, It is 
easily verified (l6, p. 450) that = v* = ab/(a + b). 
Also, conditional on mixing, the probability i^  one that (i) 
Lg is unique, (11) the slope of Lg satisfies - oo < or < 0, 
and (ill) exactly two points Pj lie on Lg, with one on either 
side of the equiangular line y = x. Since v^  = ab/(a + b) 
it suffices to compute the blvariate density g^ (a,b) of a and 
b. Let and Pg be the points which lie on the line Lg and 
define h(p2,P2) and ^ (P^ xPg) as the horizontal and vertical 
intercepts of Lg . Let A be suny small positive number 
and define 
Ja < hCPj^ .Pg) < a + |aj b < vCP^ .P^ ) < b + 
a^,b,A ^  ^  1 Pn above line y = x; P? below line y » xj * 
 ^ (7.4) 
and Aa b a\ 
s (a.b) = llm . (7.S) 
In view of (1), (11), and (ill) it is convenient to write the 
density g^ (a,b) in the form 
? Imîîll'vLe ] ° - l)[si2(a.b)][P(P3,"'-.Pa are 
above Lg]. (7.6) 
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b 
Vn 
0 
0 V, a n 
z 
Figure 3* Geometric construction of the game value 
resulting from the 2 % n payoff matrix U 
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a 
Figure 4. Regionsin relation to y » aV5 
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b+ à 
lU 
b 
•IM 
0 
0 
X 
Figure 5* Regions R^ L, R^ ,^ R^  for suoh that 
a < h(Pi,P2) < a + I A, b < vCP^ .Pg) < b + A, 
0 < b < a < 1 
Li. 7'.MS_=JE1 V ' = 
- — Lji y « (b + A)(®' ^  *) yab + A- ^x 
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b +A 
Figure 6» Region for Pg such that 
a < hCPj^ .Pg) < a + I A, b < ^ (P^ .Pg) < b + A, 
a < b < a < 1 when P^  c 
b - y, -
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b+ A 
Figure 7. Region for ?£ such that 
a < hCPj^ .Pg) < a + I A, b < vCPj^ .Pg) < b + A, 
0 < b < a < 1 when Pj^  c Hjjj 
'8' 
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b +A 
Figure 8. Region A^ (^P^ } for ?£ suoh that 
a < hCP^ .Pg) < a + I Af b < vCPj^ .Pg) < b + A, 
0 < b < a < 1 when P^  c R^ u 
b + A - Ym 
LlO* y - to + A i X 
1 
98 
The evaluation of g^ (a,b} Is made for the three regions 
•^ 1% ^ 11» ^ 11 defined as follows (see Figure 4)* 
•  C(a ,b)»  0  <  b  <  a  <  1 )  
• {(a,b)j 0 < b < 1 < aj (7.7) 
•  C(a ,b) j  1  <  b  <  a ) ;  
these regions are sufficient to define g^ (a,b) slnoe g^ (b,a) 
= g^ (a,b) and g^ (a,b) Is non-zero only In the positive 
quadrant (for f uniform). 
The method used for evaluating Pa,b,A (see Equation 7.4) 
for region will now be described with the aid of Figures 
5 through 8. The points are weighted by the area of the 
region Aj(P-j^ ) (to order 0(A^ )) that the point ?£ must 
occupy In order to satisfy a < hXP^ .Pg) < a + ^  A and 
b < v(Pj^ ,P2) < b + A. The area function of A^ CPi) Is then 
Integrated over the appropriate region for P^ . It Is con­
venient to divide the region for P^  (to order 0(zf)) Into 
three regions EiQ, E^ U (see Figures 5 through 8) corre­
sponding to the regions Aj^ tPi)# ^ iM^ i)t and Aj^ (P^ ) being 
bounded from above and below \sy three pairs of lines of dif­
ferent form. Let A^ ^^ P^ ) also represent the area of region 
A^ L^ i^)* axid. similarly for A^ oXPi), A^ (^P^ ); then the 
calculation 
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S^ C^a.b) .  ^ Aj„(Pi) >12' - .c A O  ^ a  
b V. 
leads to the simple expression 
gigfa.b) = for (a,b) G(^ . (7.9) 
An analogous sequence of computations is made for 
g^2(A,b) for regionsand^ jjj. The regions Rjj ^ » H^M»' 
H -j-jy are the same as the corresponding regions in Figure 5; 
however the regions and (see 
Figure 6, 7» and 8) are bounded on the right by the line z = 1. 
The regions Rjul* I^IIU differ from the corresponding 
regions in Figure 5 in that they are partially bounded from 
above by the line y = 1. The regions 
Ajiju(Pl) are the same as the corresponding regions 
Alll/Fl)* ^ IIM^ l^^ » 
Computations analogous to those in 7.8 yield 
° (1 . ab >3 ".10) 
• (a.t) 
(a + b' 
The probabilities P{Pj,***,Pjj lie above Lg) are 
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(a,"b) e^ j 
(a,b) 
(7.11) 
(a^ b) * 
The distribution funotion Fv^ (^t) of the conditional 
distribution of given is a mixed value, is found by 
substituting Expressions 7.9, 7*10; and 7.11 in 7.6 and per­
forming the integration 
= Plmlxed value) J f (7.12) 
TTSi* 
a,b > 0 
the form 
for 0 < t < 2 
(7.13) 
for  ^< t < 1, 
where (from 7.1) P{mixed value} = Also, from 7.2 it is 
seen that the conditional density has the form 
(i-f) for 
(1 - b(l - ~) ) .. n—2 for 
(1 - a . „ . aLL^ ,^n.2 for 
For n = 2 the conditional density fy^ | (t) has 
(Pfmixed value] )fvg{^ t) = 
In(i^ ) 
4(1-t)2 - + 4(1. t)ln(j^ ) 
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(P{pure value))fy jpi^ ) = 4t(l - t) for 0 < t < 1 
(7.14) 
Hence, 7,13 and 7.14 yield 
.3 
4t - + 4t^  ln(l ^  for 0 <t < ^  
fy (t) = 2 
4(1-1) - + 4(1-t)^ ln(Y'^ ) for |<t<l. 
where fy (t) is the unconditional density of the game value 
for uniform f and m = n = 2. 
C. Limit Distributions 
The limiting distributions of as n—> oo , are 
easily obtained from 7.6. Write S^,(A,B)= GN(a,b), 
where A and B are the random intercepts with density g^ (a,b), 
and consider the sequence of random variables (Jn A,7n B), 
n = 1,2,3," Transforming 7,6 (see 7.9 and 7.11) gives 
Sn;(Jn A,Vn B)(*'t) = (PCmixed value)) (1-|)(j^ )2(i 
for 0 < a < y/n, 0 < b < Jin, 
which is the region of asymptotic interest. 
Hence, 
s(a,l>) = llm gn.(j5 B)'®-"' 
n—XD 
|(^ ~-ç)^  for 0<a<oo; 0<b<oo 
(7.15) 
0 otherwise. 
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The function g(a,b) is a probability density; therefore, by 
Soheffe*s Theorem on oonvergenoe of densities (see 18, p. 436), 
7*15 implies that 
L(t) . 11m P;2,(t) . llm / / **;(/! k.JS. 
n->oo " n^ -»oo ab  ^^  
r+b - ^ 
= f J g(a,b)dadb, (7.16) 
where L(t) is the limiting distribution of \ln and g(a,b) 
is defined as in 7.15. 
As a simple generalization, it was established that for 
densities f satisfying 
(i) f(t) = 0 for t < t^  
(ii) f(t) continuous to the right and discontinuous to 
the left at tg, 
that m Jn f(tQ)(V^  - t^ ) converges in distribution to 
L(t), defined in 7.16. 
00 . 00 . 
Moment convergence, J t dP» (t)—>P t dL(t), as 
«00  ^ *00 
n—>00, for k = 1,2,3, '*, was also established for uniform 
densities. Briefly, the moment convergence is established by 
observing that Snj(^  B)(a,b)—>g(a,b), as n—>oo , from 
below (see Lemma 6.2) and that 
ab xK T J (a% y) g(a,b)dadb 
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exists for k = 1,2,3,application of Lebesgue's Theorem 
on dominated oonvergenoe then yields 
lln I! g)(a,b)aadb 
n->oo 
J" J" 
and henoe the moment oonvergenoe for follows since 
_ _ ab 
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