ABSTRACT Atrial fibrillation (AF), a common abnormal heartbeat rhythm, is a life-threatening recurrent disease that affects older adults. Automatic classification is one of the most valuable topics in medical sciences and bioinformatics, especially the detection of atrial fibrillation. However, it is difficult to accurately explain the local characteristics of electrocardiogram (ECG) signals by manual analysis, due to their small amplitude and short duration, coupled with the complexity and non-linearity. Hence, in this paper, we propose a novel deep arrhythmia-diagnosis method, named deep CNN-BLSTM network model, to automatically detect the AF heartbeats using the ECG signals. The model mainly consists of four convolution layers: two BLSTM layers and two fully connected layers. The datasets of RR intervals (called set A) and heartbeat sequences (P-QRS-T waves, called set B) are fed into the above-mentioned model. Most importantly, our proposed approach achieved favorable performances with an accuracy of 99.94% and 98.63% in the training and validation set of set A, respectively. In the testing set (unseen data sets), we obtained an accuracy of 96.59%, a sensitivity of 99.93%, and a specificity of 97.03%. To the best of our knowledge, the algorithm we proposed has shown excellent results compared to many state-of-art researches, which provides a new solution for the AF automatic detection.
At present, the diagnosis of AF mainly depends on the presence of some typical symptoms (such as breathing difficulties, chest pain, abnormal pulse, and so on.) [12] and the characteristics of electrocardiogram (ECG). However, it is difficult to accurately detect AF in the early stage, mainly because sometimes there are no obvious symptoms when AF occurs [13] , and well-trained professional physicians are required to accurately determine the feature information of ECG [12] , [14] . Therefore, it is important and valuable to develop a fast and accurate algorithm of AF automatic detection.
In recent years, deep convolutional neural networks (DCNN) are widely applied to analyze images, such an image classification, objection detection, and image segmentation. With the development of DCNN, deep networks naturally provide a new research idea for different research directions due to different network structures, depth, and width, which can integrate low/mid/high-level features [15] and classifiers in an end-to-end multilayer model. Simultaneously, the ''levels'' of features can be enriched by the number of stacked layers [16] . However, conventional ECG recognition systems often rely on well-trained professional physicians and also require complex feature extraction processes, increasing the computational time to classify arrhythmias. This makes them less reliable in the clinic or practice, as their accuracy and efficiency often vary greatly for larger databases, which also is a motivation of CNN-BLSTM for ECG classification.
In our study, a reliable arrhythmia-diagnosis network based on deep learning for the automatic detection of AF is proposed. The network includes three main stages of data processing, feature extraction, and classification. Initially, the peaks detection and data segmentation are required to obtain the input data, which is fed into the second stage. Secondly, the automatic feature extraction is implemented by four convolution layers and two BLSTM blocks. Then the ECG signal episodes are classified by two fully-connected layers and a SoftMax layer. Ultimately, we quantitatively investigate the performance of the proposed network and the function of different tricks (such as batch normalization, different epoch, and so on.) by experiments. In general, the proposed method does not need the traditional handcrafted feature extraction methods, and shows state-of-the-art results. It provides a new idea for the classification of one-dimensional signals.
II. RELATED WORK
In this section, we discuss in detail the approaches that closely related to this work: machine learning and deep learning approaches, which are widely used to detect AF. However, due to the limitations of space and capacity, we cannot provide a complete and comprehensive research report, although we have collected a large number of state-of-the-art researches.
A. MACHINE LEARNING
Since the last decades, the pattern recognition methods based on machine learning has been widely researched and applied for AF detection and classification [17] [18] [19] [20] [21] . For instance, Liu et al. [17] proposed a normalized fuzzy entropy, a novel entropy measure suitable to enhance the performance of entropy-based AF detectors using a short-term RR interval. In their work, the detector was trained using the MIT-BIH atrial fibrillation databases (MIT-BIH AF), and tested on the MIT-BIH normal sinus rhythm (MIT-BIH NSR) and MIT-BIH arrhythmia databases (MITAB), with the highest area under receiver (AUC) values of 92.72%, 95.27%, and 96.76% for 12−, 30−, and 60-beat window lengths respectively. Lake and Moorman et al. [18] developed a new method of entropy estimation in short time series and implemented them to detect AF. The proposed algorithm has achieved a high degree of accuracy in distinguishing AF from normal sinus rhythm in 12-beat. An average sensitivity of 91% and specificity of 98% were obtained. Liu et al. [19] used an SVM-based method to detect the four arrhythmias included AF, which achieve a moderate performance with an accuracy of 86.23% and 87.71% on the training and validation set of PhysioNet/Computing in Cardiology Challenge 2017. Zhao et al. [20] also developed a new entropy measure, named Entropy AF , to detect AF, which was trained using the MIT-BIH AF, and tested on the clinical wearable long-term AF recordings. Entropy AF acquired a performance with an accuracy of 87.10%, a sensitivity of 92.77%, and a specificity of 85.17%. Mei et al. [21] presented a method based on heart rate variability and spectral features to detect AF from short single lead ECG recording. For two classes classification problem (Normal and AF), accuracy varies from 92.0% to 96.0% under different additional noise levels. Excellent accuracy and very high specificity of this model made it a competitive algorithm for preliminary screening.
Otherwise, we review the special issue about AF detection from Physiological Measurement journal [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . The review mainly summarizes the three parts included the source of data, features selection, and popular algorithm. The data used in [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] mainly includes three aspects: common public databases (such as MITAB, MIT-BIH AF, wrist-worn devices, and the data from PhysioNet/CinC Challenge dataset and so on.). The four chief features, such as AF features, RR interval features, morphology features, and features of similarity index between beats, are selected to detect AF signals.
In general, some machine learning classifiers included support vector machining (SVM), AdaBoosted Decision Tree (ADT), Artificial Neural Network (ANN), Gradient Boost Decision Tree (GBDT), Coefficient of Sample Entropy (CosEn), and Linear Discriminant Analysis (LDA) are especially popular in the above researches. Those methods can be divided into five steps: feature perception, data preprocessing, features extraction, feature selection, signals prediction, and classification. The classification of the ECG signal has witnessed a quantum leap in the performance on benchmark datasets.
Nevertheless, with the development of machine learning, conventional models have several insurmountable drawbacks. First, most of the reported approaches in the literatures for classifying the ECG signals solely rely on the traditional methods of computer vision with machine learning, which separate feature extraction from classifier design, then combine them when applied. Second, handcrafted extract features methods are widely used in the traditional machine learning pipelines for the ECG signals classification. And it mainly depends on a large number of expert priori knowledge and sufficient capacity of biomedical signal processing. On the basis of this, it is also necessary to design a good classifier algorithm, but is difficult to achieve the optimal effect. So, it is important to acquire representative, dominant, and critical features for a particular ECG signal and simultaneously design excellent and reliable classifier. In addition, it is time-consuming and strenuous to analyze the ECG signals, due to the effect of computer hardware. Moreover, because of the unique characteristics of ECG signals: small amplitude (mV) and small duration (sec), it also is a challenge to analyze the ECG signals. Hence, the interpretation of these long duration of signals may lead to inter and intra-observer variabilities [35] .
B. DEEP LEARNING
Recent years, deep learning regarded convolution neural networks (CNN) as the core has made a series of breakthroughs for image classification, objection detection, and semantic segmentation. The deep learning has become a dramatical method to solve the research problem of computer vision, due to the advances in the CNN model, GPU hardware and the feature of large-scale data.
Therefore, it appears natural to leverage convolutional layer to extract features of ECG signals and solve the problems of machine learning mentioned above. Acharya et al. [36] implemented a CNN model to detect a normal and myocardial infarction(MI) ECG beats, which achieved an average accuracy of 93.53% and 95.22% based ECG signals. Al Rahhal et al. [37] proposed deep learning approach for active classification of ECG signals and obtained significant accuracy improvements with less expert interaction and faster online retraining compared to the state-of-the-art methods in 2016. Acharya et al. [38] also presented a CNN technique to automatically detect the different ECG segments included the normal, atrial fibrillation, atrial flutter, and ventricular fibrillation. They have acquired an accuracy of 94.90%, a sensitivity of 99.13%, and a specificity of 81.44% for five seconds of ECG duration. Pourbabaee et al. [39] developed a deep learning machine to screen and identify patients with paroxysmal atrial fibrillation (PAF). The extensive simulations indicated that combining the learned features with other classifiers will significantly improve the performance of the patient screening system. Xu et al. [40] proposed a new model that combines modified frequency slice wavelet transform (MFSWT) and convolutional neural network (CNN) for automatic AF beat detection. The method was used on the MIT-BIH AF and achieved a mean accuracy of 81.07% from 5-fold cross-validation. The corresponding sensitivity and specificity performances were 74.96% and 86.41%. Andersen et al. [41] developed an end-to-end model combining the CNN and recurrent neural network (RNN) to classify the AF and normal sinus rhythm (NSR). It showed an accuracy, a sensitivity, and a specificity of 97.8%, 98.98%, and 96.95%, validated through 5-fold cross-validation. And it also achieved the results of accuracy (87.40%), sensitivity (98.96%), and specificity (86.04%) on unseen data sets.
However, it remains a challenging work to build an effective learning idea for ECG signals, due to itself specificity features of small datasets and one-dimensional signal. Meanwhile, it is also very difficult to improve the detection speed and accuracy.
In our paper, we propose a novel deep arrhythmiadiagnosis method, namely deep CNN-BLSTM network, to automatically detect AF from ECG signals. In summary, the contributions of this work are as follows:
(1) We propose an end-to-end deep CNN-BLSTM network for the detection of AF signals due to its features of low dimensionality and small memory, which replaces the handcrafted features with CNN and BLSTM.
(2) We design multi-scale signals included RR intervals (named set A) and Heartbeat sequences (P-QRS-T waves, named set B.) as the inputs of the network. This design can be leveraged to extract multi-scale features, and then improve the generalization of the network model.
We present a detailed experimental study of ECG signal classification with significantly improved performance.
(4) Last, we show that our proposed CNN-BLSTM network achieves state-of-the-art results on datasets and carries out the full comparisons with other methods.
III. DESCRIPTION AND PRE-PROCESSING OF DATASET
In this section, on one hand, we mainly introduce the database used in this paper, which includes the basic information and the chief characteristics of the AF signal. On the other hand, the pre-processing of dataset, such as peaks detection, segmentation, and normalization, is described in this work.
A. DESCRIPTION OF DATASET
In this paper, the ECG signals are acquired from the MIT-BIH Atrial Fibrillation databases (MIT-BIH AF) [42] from physio net. The database includes 25 long-term ECG records (mostly paroxysmal atrial fibrillation). Of these, 23 records contain two ECG signals (in the.dat file). Each signal record lasts for 10 hours with a sampling rate of 250 and a resolution of 12 bits. A typical normal ECG signal of a heartbeat is shown in Fig.1 , which includes P-wave, Q-wave, R-wave, S-wave, QRS-complex, T-wave, U-wave, PR-interval, PR-segment, ST-segment, and QT-segment. A normal and integrated heartbeat is comprised of P-wave, PR-interval, Q-wave, R-wave, QRS-complex, S-wave, T-wave, ST-segment, QT-segment, and U-wave. Each waveform corresponds to the physiological process of cardiac excitation. The total duration of a heartbeat is about 0.8s. Otherwise, the database mainly includes four kinds of heartbeat annotations: atrial fibrillation, atrial flutter, AV junctional rhythm, and all other rhythms. Fig.2 shows AF signal segments from different time periods, such as 1s and 3s. Atrial fibrillation (AF), a type of abnormal heart rhythm, is characterized by a rapid and irregular rhythm caused a series of threats to the human body. Specifically, in four aspects:
(1) P waves disappear, which replace with F-wave of different sizes and shapes;
(2) The F-wave frequency is 350 − 600 beats/min, and its size, shape, and amplitude are different. The P-R interval is not easy to determine; (3) RR interval is absolutely uneven, and ventricular rate generally increases, but usually <160 beats / min; (4) There is a normal QRS-complex when there is no difference in terms of intraventricular conduction, and when intraventricular differential conduction occurs, the QRS-complex is broadly deformed.
In this paper, we aim at researching the classification of AF rhythms. So, we only consider whether the signal segmentation is the AF or not. 
B. PRE-PROCESSING OF DATASET
In our work, the ECG signals from the public database are pre-processed as follows:
(1) Peak detection. This stage is to determine the positions of all interested peaks in the ECG signals. The detection of R-peak is essential for set A. And the detection of P-wave, QRS-complex, and T-wave contribute to the construction of set B. Fig.3 gives the detection of R peak.
(2) The setting of two datasets. In our paper, we divide the AF database into two data sets according to different input signals. According to the RR interval, the ECG signals are extracted base on the detection of R-peak, which is called set A. On the other hand, the P-wave, QRS-complex, and T-wave detected in step (1) are divided into a heartbeat sequences centered around R-peak, which are called set B. Fig.4 shows the samples of set A and set B.
(3) The segmentation of ECG signals. On the basis of above, the integrated RR intervals of a dataset are divided into a mass of overlapping sequences included 100 samples (or 100 values, not 100 beats, it is 99 samples overlap). A RR interval of set A only contains 100 values, which will be input the model. Similarly, an integrated heartbeat sequence (shown in Fig. 1 ) is from P onset to T offset (or U onset). The heartbeat sequences of set B is divided into a segment, which contains 500 values centered around R-peak, which also will be input the model. According to the label information of AF in the annotation file(.atr), all the input data segments are labeled. As long as a RR interval (set A) or one heartbeat (set B) is labeled as AF, the label of this data segment is considered to be AF, and the labels of all other data segments are normal signals without AF features.
(4) Z-score normalization. In order to address the problem of non-standard data and improve the comparability of data, the new set A and set B are normalized by z-score normalization.
IV. NETWORK ARCHITECTURE
In this part, we describe the network structure model proposed in this study, which mainly includes four convolution layers, two BLSTM layers, two full connection layers, and other supporting computing operations (pooling layers, ReLU activate, batch normalization, dropout, and so on.). In the MIT-BIT AF database, each dataset has a duration of 10 hours, which include a number of RR intervals. The integrated RR intervals of a dataset are divided into a mass of overlapping sequences included 100 samples (or 100 values, not 100 beats, it is 99 samples overlap). The RR intervals of set A only contain 100 values, which will be input the model. Similarly, each dataset also includes a mass of heartbeats (An integrated heartbeat is shown in Fig. 1. ). An integrated heartbeat is from P onset to T offset (or U onset). The heartbeat sequences of set B only contain 500 values of P, Q, R, S, T, which also will be input the model.
We first review the network model of CNN and bi-directional long-term memory network (BLSTM), which are closely related to the model structure proposed in this paper. Then, the most important is put forward the research model of this paper, and describe the structure, parameters, and mathematical expression of the model in detail.
A. CONVOLUTIONAL NEURAL NETWORK
Since the CNN initially was proposed in the 1980s by Fukushima [44] , it has been spectacular advances in deep learning. Generally, the CNN network model is processing of feature extraction and learning, which mainly includes input layer, convolution layer, polling layer, activation function layer, fully connected layer or fully convolution layer, and SoftMax layer.
1) CONVOLUTION LAYER
The essence of convolution layer is to perform corresponding mathematical calculation on vectors, which is affected by the shape of its input as well as the size of the kernel, stride, and padding. It is applicable to any input type of included an image, a text or a sound slip. The chief function is to extract feature map on the given input signal. In this paper, it is applied to analyze ECG signals, and its main function is to carry on the process of features learning.
2) POOLING LAYER
In essence, the pooling layer is to retain maximum spatial information while reducing the number of feature maps by operating corresponding mathematical calculation, such as max pooling or average pooling.
3) ACTIVATION FUNCTION
Activation function is used to introduce nonlinearity in the values of the incoming layer, so that the neural network can solve more complex problems, but also enhance the feature expression and learning ability of the neural network model. In this paper, the ReLU is regarded as the activation function in convolutional layers, while the Sigmoid and tanh are used as the activation function in BLSTM blocks.
4) FULLY CONNECTED LAYER
It plays a role of a classifier in the CNN, mapping the distributed feature representation learned from the convolutional layer.
5) SOFTMAX LAYER
SoftMax function maps multiple scalars to a probability distribution with each value output in the range (0,1), which is often used in the last layer of the neural network as the output layer for multi-classification.
In this paper, the input ECG signal samples are first fed into 3 convolution layers and 3 max-pooling layers with a stride of 1 and 2 respectively. The main function is to extract effective features from input samples.
B. BI-DIRECTIONAL LONG SHORT-TERM MEMORY NETWORK
As an important branch of deep learning, Recurrent Neural Networks (RNN) [45] has always been the research focus. RNN introduces the concept of loop, which is mainly aimed at solving problems related to time series signals (such as continuous sound signals or continuous handwritten words.). RNN takes advantage of itself internal memory to process input sequences in any duration, which makes it easier to deal with such problems as unsegmented handwriting recognition or speech recognition.
The huge advantage of RNN is to learn the information characteristics of different time effectively. However, it has appeared that actual initial information lost over time, which is called a long-term dependence problem. So, the Longshort-term-memory [46] , [47] (LSTM) network arises at the historic moment, which can learn characteristics of the previous stages from input signals. Although the LSTM memory unit can deal with uncertain long time series data, the traditional model of LSTM often ignored the information in the future stage, only processing the data along the direction of forward. The future input information can also provide insight about hidden states that can help prediction. In recent years, a novel method based on the bidirectional long short-term memory (BLSTM) be proposed, which is utilized to extract the bidirectional information from the forward model (operating from t 0 , t 1 , . . . , to t n .) and backward model (operating from t n , t n−1 , . . . , to t 0 .) at the same time.
BLSTM is a recurrent neural network that has an input layer, two hidden layers, and an output layer. The hidden layers are a memory block included three gate mechanisms called input gate, forget gate, and output gate. These gate mechanisms control the amount of information and the extraction of features. The input gate determines what new information will be stored in the cell state, the forget gate determines what information will be retained or discarded from the cell state. After updating the cell state, the output gate completes the output of network model. Recently, BLSTM model has been widely researched in the continuous time series signals fields such as speech recognition.
In our paper, an important BLSTM block is leveraged in the network architecture. As illustrated in Fig.5 , a standard BLSTM block includes an input layer, a forward layer, a backward layer, and an output layer, which realizes the function processing the data in both directions of two separate hidden layers and then merging to the same output layer. The learning of both directions is able to obtain a more accurate prediction result. In Fig.5 , a BLSTM block computes the forward hidden layer F i , the backward hidden layer B i , and the output layer y i by updating the following equations (1)-(3):
where, f is the cell state vectors update function in the hidden layers of the BLSTM block, which is detailly defined by composite equation (4) to (9) .
where f t , i t , o t , and c t respectively represent the forget gate, input gate, output gate, and cell state in long short-term memory (LSTM) network (Fig.6) , j t is a tanh layer created a new candidate value vector, which is added to the state. The cell state is processed through the tanh (to get a value between −1 and 1) and multiplied by the output of the sigmoid gate.
Then we obtain the final output. The σ and tanh are a usual element-wise sigmoid or tanh activation function. The symbols of ''⊕'' and ''⊗'' denote the element-wise concatenated and multiplied.
C. THE PROPOSED ARCHITECTURE
In this study, a novel deep CNN-BLSTM network (Fig.7 ) model included four convolution layers and two BLSTM blocks is proposed to classify the AF signals.
Generally, the CNN model has been widely implemented to analyze two-dimensional images signals in many literatures. However, in our paper, the CNN network model is applied to process the one-dimensional ECG signals. The proposed architecture is shown in Fig.7 and detailed parameters are listed in Table 1 . The Fig.8 shows the operation details between two BLSTM blocks, two fully-connected layers, and SoftMax layer. Detailly, the deep CNN-BLSTM network is composed of four convolutional layers, two BLSTM blocks, two fully-connected layers, a SoftMax layer, and corresponding activate function, batch normalization, global max-pooling, and dropout layer. Most importantly, the 
network architecture includes two different input signals. Set A is the overlapping sequences of RR intervals and set B is the Heartbeat sequences (P-QRS-T waves).

V. EXPERIMENTAL RESULTS
In order to fully analyze and verify the effectiveness of the model proposed in this paper, we train and validate the two data sets of set A and set B described in the III section respectively according to the design of the model, and then fully comparing the different results by adjusting key parameters. We first describe the main initialization parameters, optimization function in the model training stage. Furthermore, three evaluation metrics including accuracy, sensitivity, and specificity are calculated. Finally, we make a comprehensive analysis of the performance metrics and compare with important references in recent years.
A. IMPLEMENTATION DETAILS
In the standard deep CNN-BLSTM network, the first three convolution layers (from stage one of Conv to stage three of Conv.) are followed by the ReLU activate function, which increases the nonlinear representation ability of network model. The activate function is sigmoid and tanh in the BLSTM blocks. Then the last convolutional layer is used to adjust the output from BLSTM block, which is beneficial to the operation of global max-pooling. Meanwhile, it also can adequately learn features from the signal. Global max-pooling is implemented between the BLSTM block and the first fully-connected layer to compress the features of the output sequences from BLSTM block. The fullyconnected layers are followed by batch normalization, ReLU, and dropout. The network model is carried out by optimizing the cross-entropy function with Adam optimizer [48] , which utilizes the TensorFlow [49] on a Titian Xp GPU with batch size 1024 for 100 epochs.
The most important calculation of CNN model is gradient backpropagation and weight update. The weights and biases are updated according to equation (10), (11) .
where w, r, λ,n and c represent the weight, learning rate, regularization parameter, the number of training samples and the cost function respectively. According to the earlier experiments, the initial learning rate and decay rate are set to 0.001 and 0.9, respectively. The cross-entropy function is leveraged to evaluate the loss of the model. During the stage of fully-connected layer, the dropout is adopted to reduce overfitting and improve the generalization. The parameter of dropout is set to 0.2 taking into account the data difference and the number of neurons. The cross-entropy loss function of two class problem is obtained according to equation (12) .
L y t , y p =−(y t * log y p +(1−y t )log(1−y p )y t ∈{0, 1} (12) where, y t represents the ground truth of each sample, y p is a probability predicted by the training model.
Otherwise, the two datasets are divided into three phases of training (80%), validation (10%), and testing (10%). The training set is used to train the model and determine the model parameters. The validation set is used to tune parameters and determine the optimal model. And the test set, which is not been used before, is utilized to evaluate the performance of the trained model. The detailed results will be shown in part of section B.
In addition, a 10-fold cross-validation strategy is employed in our study. The set A and set B are randomly divided into 10 equal segments after the generation of signal segments.9/10 parts are used to training and 1/10 parts are used to validation of the proposed model. The approach is repeated 10 times by iterating all the data. Then, the evaluation metrics of accuracy, sensitivity, and specificity are shown in each step. Finally, the overall evaluation metrics is achieved by averaging the results of the 10 steps.
B. PERFORMANCE EVALUATION
In order to evaluate the performance of the proposed network architecture, we assume the class containing AF signals as the positive class, and therefore the accuracy, sensitivity, and specificity are computed, respectively.
TP means true positive, which is the number of AF signals classified correctly; FP means false positive, which is the number of AF signals classified wrongly; TN means true negative, which is the number of signals without AF classified correctly; FN means false negative, which is the number of signals without AF classified wrongly.
In the experiment, in addition to a standard network model (shown in Table 1 ), we set up three comparison experiment (named 1, 2, 3.) through parameter modulation, which is aimed at verifying the superiority of the model. The difference between experiment 1 and the standard model is that epoch is decreased to 80. And the BLSTM block in the model is replaced with the conventional LSTM block in experiment 2. And in experiment 3, the BN layer between the last fully connected layer and output layer is removed, while the BN layer also is removed among the two full-connected layers. Fig.9 and Fig.10 show the accuracy rate and the loss of training and validation set with 100 epochs when the input is set A.
As can be seen from the Fig.9 and Fig.10 , the performance of deep CNN-BLSTM network on the training set is slightly better than the validation set. Meanwhile, the change of loss illustrates that the model converges to a steady value and there is no over-fitting phenomenon. The maximum accuracy of training set is 99.92%, and maximum accuracy is 98.94% in the validation set.
When the performance of the model is measured in terms of time costs, the average epoch last 192 seconds using a Titian Xp GPU during the training stage. In the testing stage, we cost 54 seconds to 104,858 signal records. The average signal cost is about 0.51ms, which leads to real-time speed theoretically. The average accuracy, sensitivity, and sensitivity for the testing set are given in Table2. Meanwhile, set B is also used as input for training. Fig.11 and Fig.12 show the accuracy is worse than the result of set A, although the loss is also convergent in the end. The accuracy is less than 85% in the training set and validation set. The main reason is that AF is closely related to the feature information of RR interval. So, the result of set A is better than set B. Therefore, we abandon the data of set B in the following experiment. Otherwise, compared with experiment 1 (80 epochs), Fig.13 shows the accuracy with 100 and 80 epochs in the training and validation set. It can be seen from the Fig.13 that the change trend is almost same, but the accuracy variation trend is more stable than that of 80 epochs during the stage of BLSTM network model with 100 epochs. Meanwhile, Fig. 14 shows that the BLSTM model has better performance compared with LSTM network under the condition of consistent parameters, which fully reflects the superiority of BLSTM model. VOLUME 7, 2019 H Otherwise, the chief function of Batch Normalization (BN) is to make the input of each layer maintain the same distribution in the process of deep neural network training, so as to eventually alleviate the gradient disappearance/explosion phenomenon and accelerate the training speed of the model. By comparing the result of experiment 3 (Fig.15) , it can be concluded that the operation of BN layer has certain effect, but the difference is relatively weak. In our experiment, the change trend with BN (blue solid) and that trend without BN (yellow solid) in the training set is almost same in Fig.15 . And the average accuracy of standard network model and experiment 3 differed by 0.3% in the validation set. The main reason is that the network model for ECG signal research is relatively simple compared with the image classification model, and the main role of BN is relatively weak. Finally, all the experimental results are shown in Table 2 . Table 3 summarizes the various techniques used by the researchers to automatically detect AF using ECG signals. It mainly includes research literatures, databases, methods, and three evaluation metrics of accuracy, sensitivity, and specificity. The chief methods contain morphological analysis, machine learning, and popular deep learning in recent years. These studies have achieved good results. Zhou et al. [10] used a novel recursive method to detect AF episodes, which achieved a test performance of 96.89%, 98.25%, and 97.67% with respect to the sensitivity, specificity, and overall accuracy. Although the two performances of specificity and accuracy are slightly higher than the result of our method, Zhou [10] method involves several basic operations of nonlinear filters, symbolic dynamics, and the calculation of Shannon entropy, which will consume a lot of time with increasing computation. Petrėnas et al. [50] utilized ectopic beat filtering and bigeminal suppression for detection of subclinical AF episodes. Asgari et al. [12] leveraged the stationary wavelet transform and support vector machine to detect AF episodes. Henzel et al. [51] demonstrated the effectiveness of machine learning based on generalized linear model evaluated with ROC. These three methods (Proposed in [12] , [50] and [51] .) are same with the idea proposed in [10] , which belong to machine learning methods. Their comprehensive performances are worse than the method we proposed. Moreover, the main problem of machine learning is that handcrafted extract features methods rely on a large number of expert priori knowledge and sufficient capacity of biomedical signal processing, which requires a lot of time and computation.
C. COMPARISON AND DISCUSSION
In the MIT-BIH AF, the [17] method achieved the sensitivity of 96.58%,96.71%, and 98.46% using 12-beat, 30-beat, and 60-beat RR segments respectively, the specificity of 83.31%, 87.52%, and 89.85% for the threetime window types, the accuracy of 88.96%, 91.43%, 93.51%. And the [18] method based-COSEn also acquired the results of sensitivity (91%) and specificity (98%) for MIT-BIH AF, respectively. Compared with [17] and [18] , our study employs 100 samples (or 100 values, not 100-beat) from RR intervals as the input signal, shows the higher performances in MIT-BIH AF than [17] and [18] methods.
Otherwise, we also evaluated the method based on SVM proposed in [19] with respect to the new data from the PhysioNet/Computing in Cardiology Challenge 2017. It is a study of our team in Cardiology Challenge 2017. The results showed the best accuracy is 86.23% and 87.71% on the training set and validation set with respect to all the feature sets, which ranked the fourth in AF detection. However, the performances are worse than the accuracy of 99.94% and 98.63% on the training set and validation set in this paper. Since the conventional feature extraction method usually takes most of the time, it increases the computation compared with the deep learning idea.
In view of the deep learning approaches are widely employed to deal with AF, Acharya et al. [38] proposed a multi-layer DCNN to automatically detect the AF segments. They achieved the results of accuracy (92.50%, 94.90%), sensitivity (98.09%, 99.13%), and specificity (93.13%, 81.44%) for two and five seconds of ECG segments. Comparing with the result of our study, the method mentioned above is highlighted deficiency. For a detailed analysis, Andersen et al. [41] showed a method that combining the CNN and LSTM to classify the AF and normal sinus rhythm (NSR). It showed an accuracy, sensitivity, and specificity of 97.8%, 98.98%, and 96.95%, validated through 5-fold cross-validation. And it also achieved the results of accuracy (87.40%), sensitivity (98.96%), and specificity (86.04%) on unseen data sets. This paper is very similar to our study. Compared with the method we proposed, there are mainly four differences: the structure of model, the input of signal, the validation method, and the performance results. First, the model proposed in our study includes four convolutional layers, two BLSTM blocks, two fully connected layers, and other tricks (such as pooling layers, ReLU activate, batch normalization, global max-pooling, dropout, and so on. It is shown in Fig. 7) . The different from [41] is that three convolution layers followed max-pooling layer. And global max-pooling is leveraged between the second BLSTM blocks and the fully connected layers to compress the features from the BLSTM blocks. Otherwise, corresponding tricks of batch normalization and dropout are used to alleviate the gradient disappearance/explosion phenomenon and overfitting of the model. By contrast, our method is more complicated and comprehensive. The four convolutional layers and two BLSTM blocks can adequately learn features from the signal. Second, in [41] , the raw ECG recordings from the databases are converted to RRI sequences. The RRI sequences are fed into the model. In our study, we design multi-scale signals included RR intervals (named set A) and Heartbeat sequences (named set B.) as the inputs of network. This demonstrates the generalization of the model.
In addition, we obtain 1,038,946 records by segmenting the ECG signals. Each record includes 100 RR intervals. Total RR intervals is 103,894,600 records. This amount of data is much larger than [41] . This is the main reason why I design more complex model. Respecting to a large amount of data and assessing the uncertainty of the performance, 10-fold cross validation is leveraged in model validation.
Most importantly, our proposed approach achieved favorable performances in set A with an accuracy of 99.94%, 98.63% in training and validation set, respectively. In unseen data sets, we obtained an accuracy of 96.59%, a sensitivity of 99.93%, and a specificity of 97.03%, which is 9.19%, 0.97%, and 10.99% higher compared with [41] , respectively. This also proves that our method has better effect and generalization.
In general, compared with the traditional morphology and machine learning methods, our proposed method does not consume a large amount of time and energy to selecting and extracting features, all available information in the training dataset is fed into the deep CNN-BLSTM network. Therefore, it can extract the implicit characteristic information, so that it can acquire state-of-art performances in an unseen dataset. The average signal record cost is about 0.51ms, which leads to real-time speed theoretically.
Meanwhile, we innovate the input signals of model and network structure compared with the other deep learning methods, and achieving a commendable effect on the training set, validation set, and testing set.
A limitation of the present work is that the proposed network is not evaluated on another public database except MIT-AF. Otherwise, although we carry out training, validation, and testing and achieve excellent performance metrics on the public clinical database of MIT-AF, and it also provides a new solution of AF detection. the model is not been employed in the genuine clinical diagnosis and application of hospital. So, genuine clinical contributions need to be strengthened in the future study.
Another limitation is that in order to reduce the complexity of training, our input signals are only two points of RR peaks between all the RR intervals, which do not involve the other signal values between the RR intervals. Hence, the possibility of further enhancement of the method using all the points of RR intervals to be investigated.
VI. CONCLUSION AND FUTURE WORK
Automatic classification is the most valuable topics in medical and bioinformatics, especially the detection of AF. In this paper, we have proposed a novel deep CNN-BLSTM network to detect the AF signal from ECG records. The model integrates the feature extraction methods of CNN and BLSTM, which is composed of four CNN layers, two BLSTM blocks and two fully connected layers. These CNN layers and BLSTM layers are used to extract features of ECG signals. Otherwise, two datasets of RR intervals (named set A) and Heartbeat sequences (named set B.) mentioned in section III are trained respectively. The performance of the set A is largely higher than the set B. According to the analysis, the main reason is that the signal of AF is closely related to the information of RR intervals. Therefore, we abandoned the data of set B in the following work. Finally, we have achieved the accuracy of 99.94%, 98.63%, 96.59% in training, validation and testing set. Also, we obtained sensitivity and specificity of 99.93%, and 97.03% in the testing set.
The experimental results have confirmed that the method is effective for AF detection, especially in terms of accuracy, sensitivity, and sensitivity. In addition, different from the traditional feature learning methods used in the biomedical signal processing, the proposed deep-CNN-BLSTM network neither need the professional knowledge in the biomedical field nor the handcrafted feature extraction methods in conventional machining learning. Otherwise, the network accomplishes AF detection with little computation overhead, which leads to real-time speed theoretically.
Our future research will involve the classification of multiple arrhythmia signals and extend to other public databases to assess the accuracy of the method and the generalization ability of the model, as well as to optimize the learning ability of neural networks and enhance the clinical contributions.
