This paper offers a modular three-tier framework for statistical pattern classification of feature vectors for SHM of operational wind turbines. A key feature of the work is the normalization of sensor data through the use of unsupervised clustering using EOC parameters.
computational block sets at each layer to maximize the detection capability of the SHM system. Various realizations of the three-tier modular framework are presented and applied to acceleration and EOC data collected from an operational 3-kW wind turbine. In total, 354 data sets are collected from the turbine, including tower lateral accelerations in two orthogonal directions at six heights, wind speed and wind direction; 317 of the data sets correspond to the wind turbine in a healthy state and 37 with the wind turbine in a damage state. Using quantitative metrics derived from receiver operating characteristic (ROC) curves, the damage classification capabilities of the framework are validated and shown to accurately identify intentionally introduced damage in the turbine.
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I. INTRODUCTION
With the recent availability of cost-effective sensing technology, it is increasingly possible to monitor large and complex engineered structures with dense arrays of sensors at affordable costs. Structural monitoring systems offer engineers data from which the health of the structure can be characterized using structural health monitoring (SHM) algorithms. Historically, system health characterization originated in the field of rotating machinery where it is termed condition monitoring (CM) [1] . Later, it was applied to other engineered structures such as aerospace structures where it was formally defined as SHM. In recent years, SHM has grown in popularity and has been applied to other application domains such as in civil engineering systems including bridges, dams, pipelines, and buildings. SHM holds great promise in the civil engineering field largely due to: 1) high uncertainties in system properties (e.g., material properties); 2) extremely long service lives (e.g., decades, centuries); and 3) high variation in environmental and operational conditions (EOCs). Wind turbines (WTs) are one such engineered civil infrastructure system that could benefit from SHM. WTs are slender structures that are exposed to large dynamic loads including wind loads and, when offshore, hydrodynamic loads. Many SHM strategies have been proposed for WTs especially ones based on the use of modal properties as damage sensitive features [2] - [5] . While progress has been made in SHM, a particular challenge for WTs (as is the case for most civil engineering structures) is that large EOC variations tend to mask the changes in features attributed to structural damage. Hence, robust data normalization procedures are needed to explicitly account for EOCs and their impact on damage-sensitive features.
As the field of SHM has matured, a number of general axioms and methodological steps have been formalized [1] . As proposed by Rytter [6] , SHM systems seek to attain varying levels of health characterization: Level 1 is to determine if damage is present, level 2 locates the damage, level 3 quantifies the damage severity, and level 4 predicts the remaining service life of the structure. To attain level 1 SHM, this paper proposes a flexible and modular three-tier SHM algorithmic framework. The framework divides the SHM problem into three sequential algorithmic steps: 1) data normalization; 2) feature extraction; and 3) health classification. To reliably perform statistical analysis on features extracted from data for structural health assessment, the data must first be normalized with respect to varying EOCs of the structure. Due to the masking potential of EOCs on damage-sensitive features, data normalization aims to compare the features of the structure in an unknown state (i.e., damaged or undamaged) to healthy features under the same EOCs. Herein, an EOC-based data normalization process is proposed by automated clustering based on machine learning (ML). Affinity propagation (AP) [7] , [8] is adopted as an unsupervised ML technique for clustering data sets based on EOC parameters [4] . AP is selected over classical clustering algorithms such as k-means or k-centers due to AP's superior performance [4] , [7] , [8] . Once data are segregated into like-EOC bins, the second stage of the methodology is to extract features from the structural monitoring data. Herein, such features are referred to as condition parameters (CPs). Nearly an infinite number of CPs for damage assessment have been proposed in the literature, including basic statistical values of recorded time series (e.g., statistical moments), modal parameters (e.g., modal frequency, damping, and eigenvectors), and model residuals based on vectorautoregressive (VAR) and stochastic subspace models [9] - [14] . In this study, residual-based CPs are focused on due to their sensitivity to both EOCs and damage. To draw a conclusion about a structure's state using CP requires the comparison of (at least) two different measurements at different time instances [1] . A training phase is used to fit probabilistic models to the CPs extracted from data derived from the same EOC cluster; this serves as a comparative basis for data corresponding to the structure in an unknown state. Thresholds and decision boundaries are established for the statistical models upon which hypothesis testing (HT) is implemented as the last stage of the SHM strategy. The HT stage can be tracked over time using statistical process control (SPC) methods such as x-control charts [15] , [16] . The SHM framework consists of data normalization (ML clustering), feature extraction (CP), and HT to ascertain if data from a structure in an unknown state are damaged or not. For each of the three stages, a large number of algorithms and parameterizations exists; fundamentally, how does the SHM designer know which is best? Furthermore, what performs best is likely to be highly dependent on the nature of the system and its EOC variations. To tackle this challenging question, this work proposes a three-tier framework ( Fig. 1) with the first tier performing data normalization by ML, the second tier performing CP extraction, and the third tier performing HT for damage assessment. Data selection is included as an informal tier since it also affects the overall performance of SHM framework. The three-tier framework facilitates the creation of an algorithmic network where each tier consists of multiple algorithmic or parametric instances. For example, multiple ML methods can be explored for EOC-based data normalization where each ML instance is indicated by ML , with replaced by the method name. In a similar fashion, many CPs can be experimented with on the second tier with each CP labeled as CP with replaced by the CP type. On the third tier, different probabilistic models can be adopted for HT. By linking the node (e.g., ML
, CP ) of one tier to every node of the next tier, the framework provides a powerful means of comparing variations in the SHM system design. To provide a consistent means of evaluating different algorithmic pathways through the three-tier framework, receiver operating characteristic (ROC) curves [17] are utilized to quantify performance.
In this paper, the three-tier framework is first described in Section II, followed by a presentation of the theoretical background of many of the framework algorithmic and parametric options in Section III. To demonstrate and validate the proposed SHM framework, it is implemented on an operational 3-kW WT system monitored using a wireless monitoring system. The WT and associated damage cases are introduced in Section IV with the damage detection results of the framework presented in Section V. Finally, the paper closes in Section VI with a summary of the key results and a description of future work.
II. THREE-TIER SHM FRAMEWORK OVERVIEW
The three-tier SHM framework (Fig. 1 ) is intended to provide system designers a high degree of component modularity at each tier. In tier 1 (ML), data normalization is conducted to partition data sets (both training and testing data) into clusters consistent with similar EOCs. Once data are partitioned into clusters of like-EOC, CPs are extracted from the data clusters in tier 2 (CP). The CPs extracted from the data provide the basis for the assessment of structural health. Tier 3 (HT) provides a statistical means of classifying the structure as damaged or undamaged based on HT. In tier 1, different ML techniques can be adopted to partition the data sets into like-EOC clusters. In tier 2 (CP), two general types of CP are possible: relative and absolute. If a second data instance is needed to calculate the CP for a certain data instance, then the CP is categorized as relative. Conversely, the absolute CP is one derived from a single data instance. For example, modal frequency is an absolute CP but if time-based changes in modal frequency are used, then it would be a relative CP. This distinction is important because if relative CPs are used, they are specific to the ML method used in tier 1 since references are defined by ML. In tier 3 (HT), different probabilistic models and strategies for setting decision thresholds can be adopted for HL. Even more universally, the system designer also has choices in the data used (e.g., quantity, type of data) to design and execute the three-tier SHM framework.
With no underlying mechanical model of the structure assumed a priori, the three-tier framework is entirely data driven and must be trained (as indicated by the solid lines in Fig. 1 ). In most practical implementations of SHM, training data are only available corresponding to the structure in a healthy (i.e., undamaged) state. However, in some instances, data may be derived from a structure in an unhealthy (i.e., damage) state. When only undamaged data are available for training, unsupervised ML is used in Tier 1 for data normalization. However, if data corresponding to the structure in a damage state are available, supervised ML methods that include CP in their clustering strategy may also be used. After fully training the framework, it can then be used to test data from the structure in an unknown state to identify if the system is damaged (as indicated by the dotted lines).
In general, there is no way to theoretically state how well the SHM framework will perform, no matter which techniques and parameterizations are chosen in each tier. If the training phase is sufficiently long and the structure remains healthy (which is mostly proven through conventional visual inspections) the hypothesis tests of the SHM framework can be checked using the rate of false positives (FPs) on an independent data set from the healthy structure. When damage states are known to exist in an independent data set, the SHM procedure can be evaluated using both the rates of FP and false negatives (FNs). FP is the percentage of H 10 (H 1 when the structure is undamaged) and FN is the percentage of H 01 (H 0 when the structure is damaged). The training phase of the three-tier framework can be summarized as:
• data acquisition: initial database composed of data instances of EOC and structural time histories; • tier 1 (ML): training with data under differing EOC and structural states 1 ; • tier 2 (CPs): extraction of CPs from MLpartitioned data sets; • tier 3 (HT): setting up probabilistic models for CPs with respect to EOC clusters from ML.
Similarly, the testing phase of the three-tier framework can be summarized as follows:
• data acquisition: new, incoming data instances; • tier 1 (ML): data instance assignment and integration; • tier 2 (CPs): comparison of extracted CPs to cluster statistical models; • tier 3 (HT): evaluation of CPs within probabilistic models.
More formally, the damage detection problem being solved by the SHM framework can be precisely stated as an input-output state mapping [18] : EOCs are the inputs that map to the output ðY 2 R mÂk Þ consisting of CPs
where f ðÞ is the mapping function, gðÞ is the unknown residual term derived from damage and/or noise, m is the number of CPs, and k is the number of training sets used to establish the mapping. This formulation can be further specified to recognize the differing number of methods (ML, HT) and parameterizations (CP) that can be used at each tier of the proposed SHM framework
Here,Ỹ is a modification of the state matrix. ML becomes a function of EOCs and noise, and CPs are indicated in gray as they are only involved when supervised ML is applied. CPs are defined as a function of EOCs and noise, previously denoted as the state matrix [see (1)]. If relative CPs are used, the dependency also includes ML (gray). HT as the final step always depends on ML and CP. Subsequently, a subscript is used for convenience, where G indicates a Gaussian normal distribution assumption in each cluster and D is a discrete distribution defined by percentiles. The dependency between CP and ML instance is written as CP (ML ).
III. THEORETICAL BACKGROUND
This section provides the necessary theoretical background for the applied analyses within the three-tier framework. It is organized with respect to the tiered categorizations (i.e., ML, CP, and HT). The section begins with a description of the data sets to be used followed by a brief outline of the chosen methods for ML, CP extraction, and HT. The section closes with a description of the metrics used for performance evaluation.
A. Data Instances and Time Series
The SHM scheme with its subcomponents relies strongly on measured data from the structure and the structure environment. Even though the validation study, to be presented later, will be based on acceleration signals, in general, there is no limitation in sensor types and measurement setups. A data instance D i is always 
This matrix holds one output or measurement channel per row, where m is the number of measured channels and n t is the number of data samples. The measurement period T results from T ¼ n t Ã 1=f s ¼ n t Ã t.
B. Affinity Propagation for Machine Learning ML can be broadly defined as a group of methods aimed at learning patterns in data so that future instances of data can be predicted. Here, it is a critical component of the three-tier SHM framework for data normalization. While many different procedures exist that can realize the ML step in the proposed SHM framework, an unsupervised ML approach is chosen in this case. Here, a relationship will be learned between EOC components D EOC i of the training dataD :¼ D i ; i 2 ½1; . . . ; n nt .
2 Each ML type will result in a division ofD into several clusters withD ¼D ð1Þ ;D ð2Þ ; . . . ;D ðkÞ and hence an allocation of each data instance to a specific EOC cluster. In contrast, fuzzy classification assigns each data instance to all clusters, each with a certain rate. The ML was realized through manual classification and AP, a new unsupervised clustering method introduced in [7] and [8] . It solves the problem of clustering by passing information or messages between data points without the need for a predefined number of clusters. It is proven to be very fast compared to standard clustering approaches when applied to a variety of fields [7] . Rather than taking the actual positions of all points into account, 3 so-called similarities sði; kÞ between point i and k are calculated. In the standard case, these are negative Euclidean distances but potentially may be any (distance) measure between two points. The possibility of setting sði; kÞ 6 ¼ sðk; iÞ is a unique feature in clustering. Self-similarities sðk; kÞ are dubbed preferences, indicating how well suited point k is to be an exemplar (i.e., cluster center). The number of resulting centers partly depends on these preferences. 4 With similarities indicating "how well the data point with index k is suited to be the exemplar for point i" [7] , the iterative procedure is started. During the iteration process, two different messages are passed between data points. One is the responsibility rði; kÞ sent from point i to candidate exemplar k. It "reflects the accumulated evidence for how well suited point k is to serve as the exemplar for point i, taking into account other potential exemplars for point i" [7] . The updating rule is rði; kÞ sði; kÞ À max aði;
In contrast, the availability aðk; iÞ "from candidate exemplar k to point i, reflects the accumulated evidence for how appropriate it would be for point i to choose point k as exemplar, taking into account the support from other points that point k should be an exemplar." The availability is updated through aði; kÞ min 0; rðk; kÞ þ 
Hence, there is one measure rði; kÞ from point to candidate giving support and one from candidate to point aðk; iÞ collecting support. The self-availability is updated with aðk; kÞ
At different stages of computation, availabilities and responsibilities can be compared to extract exemplars from the data points. "For point i, the value of k that maximizes aði; kÞ þ rði; kÞ either identifies point i as an exemplar if k ¼ i," [7] or another point for k 6 ¼ i. The procedure can be stopped after a fixed number of runs, when the passed messages fall below a threshold or if no changes in the decisions can be observed for several iterations. Detailed insights into the algorithm can be found in [7] and [8] , and a complete Matlab code is provided online as well.
For the presented SHM concept, different realizations of AP are explored for different EOCs or different preference values (i.e., number of clusters): These realizations are denoted as ML AP i . AP was able to outperform standard classification techniques as shown in [4] , [7] , and [8] . Hence, this optimal clustering technique is compared herein to a base line case with a single cluster and another based on manual division of the data instances based on EOC.
C. Residues From VAR Models as CPs
Originating from the field of economics, autoregressive (AR) models have been applied to a wide range of applications during the last few decades. In general, AR models describe a certain datum by weighted predecessors of one or more channels. While the different derivations of the AR model class have this basic idea in common, many variations exist; a detailed overview of the various AR model types can be found in [19] . When several data channels are used, the models are called VAR models, where the VAR parameters (or weights) are captured in a matrix. In the presented work, VAR models are used to calculate CPs. One is the coefficient of determination ðR 2 Þ according to [11] which will be denoted as CP R 2 in this study. To derive this CP, a time series from a new data instance is assigned to an EOC cluster in tier 1; once assigned, the data set is simulated using a VAR model of one or several reference instances from the same EOC cluster. The difference between the simulated and recorded time series (i.e., VAR model residue) is summed and weighted by the number of data channels and samples. Since this parameter has, by definition, an upper bound of one and tends to negative values for bad agreement between data instances, it is suggested to transform CP R 2 to behave as the other monitored parameters with CP
These have a lower 3 For SHM, the position is in the EOC space. 4 Frey and Dueck [7] recommend setting all preferences to the median of sði; kÞ; i; k 2 ½1; . . . ; n nt for a moderate number of centers. 2 It should be noted that for large numbers of available training data instances, n nt sets can be selected (randomly) from all available sets.
limit of zero and a tendency to values 9 0 for bad agreement. The second CP is based on the M-test according to [12] and [20] , dubbed CP M . The test is carried out on the same residual matrix formulated between simulated and measured time series derived during the calculation of CP R 2 . It compares the (pooled) covariance matrices of the residues between measured and simulated time series to detect significant changes. For a detailed description, the reader is referred to [2] , [11] , [12] , and [20] . CP M is zero if two similar data instances are compared and tends toward large values for differing sets. See also [4] for a detailed derivation of these CPs. Both CPs have in common that they are built by a comparison between a single (new) data instance and reference data instances. Reference data instances are taken from the cluster to which the new data instance is assigned and according matrices are averaged. Hence, these parameters strongly depend on the ML modules used in tier 1. CP R 2 and CP M will both be analyzed for a variation of the SHM three-tier design (e.g., different ML and HT modules used in tiers 1 and 3, respectively). For a final comparison, another CP based on a frequency domain analysis of the data is included. It is based on the energy distribution within a single channel i of the recorded signals and dubbed CP E yy i; . To derive the CP, the time series of a single channel is autocorrelated and transferred to the frequency domain by a Fourier transform resulting in a power spectral density (PSD). If the PSD is integrated and normalized by the total energy, a strictly monotonic curve results. This accumulated energy curve connects each frequency bin to an accumulated energy level between 0% and 100%. In this case, the subscript "9" in CP E yy i;9 indicates the mean frequency of channel i within the ninth of ten intervals from 80% to 90% accumulated energy. A shift of energy distribution, and hence the mean frequency in an energy interval, can be linked to structural changes if EOCs are taken into account [9] .
D. Hypothesis Testing
To distinguish between healthy and potentially damaged data instances during the testing phase, HT must be included into the SHM framework. Three main parts of such testing, namely decision boundaries, control charts, and ROC curves are briefly outlined in this section.
1) Decision Boundaries: Let X be a vector of CPs with length n X , each entry holding a CP value for a single data instance jD ðiÞ;j (from cluster i in the training phase). Further, a probability density function (pdf) is fitted for each CP over all data instances in each cluster in each classification. Alternatively, the raw parameter occurrences can be used. The confidence interval denotes a section of a pdf into which X i , the CP value, falls with a certain probability PðWÞ 2 ½0; 1, written
Usually it is estimated equally from the median in both directions. For example, in the case of a normal distribution, 68.269% of the values lie within 1 boundaries around the mean, and Pð0:68269Þ ¼ ½ x À x ; x þ x follows. For a known pdf, function PðWÞ can be calculated for a given interval, or a given interval can be calculated for a given PðWÞ. For normal distributed variables, the error function
is used to estimate those boundaries. If the pdf of a variable is unknown, a common pdf can be fitted to a sample of the variable or one can work with percentiles alternatively. Accordingly, PðWÞ can be expressed through a lower boundary X ð1ÀWÞ=2% and an upper boundary X 1Àð1ÀWÞ=2% in between which W% of the variables will lie theoretically. Typically W is replaced by 1 À and X =2% , X ð1À=2Þ% become the desired decision boundaries.
2) ROC Curves: Once decision boundaries are established for every CP and every cluster in each ML realization, a set of testing data instances with known structural states can be evaluated. 
As a result, ROCs can be used to select an optimal operating point or by metrics as in (11) and (12) . A straight line from (0, 0) to (100, 100) represents a ROC which is "completely useless" [17] for a differentiation between healthy and potentially damaged data instances. The more the curve reaches the upper left corner, the better the test performance. A perfect discrimination is located at (0, 100): All damaged sets are identified without any false positive alarms. This is only achievable if there is no overlap of parameter distributions of samples from healthy and damaged sets. An optimal curve starts at the lower left corner, and goes straight up to the upper left and horizontally to the upper right. The trend to the upper right is inevitable since a growing and hence a smaller confidence interval will lead to false positive alarms at a certain point. A scalar metric for ROC curves and hypothesis test performance can be defined with the area under the curve (AUC) [17] A ¼
It is obvious that in the general real-world case, an analytic formulation for the ROCs is not available and (10) has to be implemented through numerical integration. Values between the points on the ROC curve derived for discrete values are unknown. Hence, an estimate is necessary to calculate an AUC. Since the ROC curve increases monotonically (not strictly) for a finite number of test sets, step functions can be used as lower and upper bounds and linear interpolation, as implemented for this work, as a compromise. The larger the AUC, the better is the performance. Boundaries are given by [17] with A 9 0:9 indicating high accuracy, 0:9 9 A 9 0:7 indicating moderate accuracy, and 0:7 9 A 9 0:5 for low accuracy. Another performance indicator is the maximum distance between the ROC curve and the diagonal, dubbed the Youden index (J ) [17] , [21] , with
A second parameter that can be taken out of a ROC curve is the minimum distance to the optimum in the upper left corner d. It is simply calculated as
All three parameters provide a global index for a comparison of HT. J and d will also result in an optimal value for for a single point on the ROC curve. Both parameters will be used to compare different combinations of ML, CP, and HT subsequently.
IV. LOS ALAMOS EXPERIMENTAL WT
Being of moderate size, the Los Alamos National Laboratories (LANL, Los Alamos, NM, USA) WT structure provides a link between small-scale physical models and full-scale industrial power plants. Its dimensions are large enough to result in a complex dynamic behavior under realistic loading and excitation while still giving the ability to apply artificial damage scenarios. For the measurement campaign, three main goals were created:
• verification and in situ test of the Martlet wireless sensor nodes; • dynamic characterization of the structure through triangulation-based extraction of modal parameters (TEMPs); • application of the proposed SHM framework under challenging conditions and evaluation of performances.
For design, performance, and evaluation of the wireless sensor nodes, the reader is referred to [22] , and for derivation on TEMP, the reader is referred to [23] . The following sections will provide information on the structure itself and the application of the proposed modular SHM framework for performance evaluation. The setup is very challenging for SHM since a new measurement chain goes along with a very limited collection of EOCs. Hence, this example must be understood as a validation under suboptimal conditions rather than a proof of concept with perfect performance in all points. The subject of the study is a steel support structure for a Whisper 500 WT, located at about 2150-m elevation. The turbine is a two-bladed system with a rotor diameter of 4.5 m and a rated power of 3 kW at 10.5-m/s wind speed (peak power 3.2 kW at 12 m/s). Operational wind speeds reach from start up with 3.4 m/s to maximum wind speed at 55 m/s. The nominal rotor speed is 500 r/min (8.2 Hz). A 12.2-m-high steel structure carries the 70-kg heavy nacelle. For maintenance and experimental purposes, the whole tower can be tilted around the pivot point, located at one third of the tower height. This feature was used to mount the upper three sensors above the pivot point [see arrows in Fig. 2(left) ]. The lower three sensors were mounted below the pivot point, two close to the bolt and one farther up in the middle of the lower field. Fig. 2 shows the overall structure with sensor positions (left), closeup views of the bottom section, the tower in tilted position (upper right), and the bolt at the bottom (middle right, below Chn. 1 & 2, used to fix the structure in the upward position). The bolt was used to introduce damage to the structure by inserting a longer bolt with a spring. This changes boundary conditions slightly from fixed to only partially fixed and introduces additional nonlinearity. An earlier experimental study, including a numerical model of the turbine, was published in [24] . Here, focus is put on the turbine's blades including modal analysis and the overall power production using the FAST model. Blade modes were identified at 9.1, 27.0, 33.4, and 75.5 Hz. Each of the six wireless nodes consists of a triaxial acceleration sensor (only the horizontal plane in mounted position is recorded), a power supply board, a Martlet unit (see [22] for further details), and a board for sensor connection. The sensors were daisy chained and powered with 5 V from the WT's battery bank. Data transmission to the base station is realized via radio. Beyond these time slots, data are automatically collected in 5-min intervals under healthy conditions with a 500-Hz or 1-kHz sampling rate without the need of interaction. For the application for the SHM framework, data were downsampled to 100 Hz. Each set was saved and transferred into a Matlab format. It should be noted that the main wind direction is south which forces the tower to lean against the substructure rather than the bolt or spring. Hence, the severity of the damage must be assumed to be very small for the overall dynamic behavior. During the three days of testing, the wind constantly came from southern directions tending more to south-south-east for about the first 175 data instances before switching to more south-south-western directions for a short period. After about the first 30-40 data instances, the wind speed decreased significantly resulting in less excitation of the structure. The lower excitation level without significant rotor movement also influenced the automated system identification procedure where fewer modes were identified during that period.
V. SHM EVALUATION FOR LANL WT A. Training Phase: Data Classification
For the application of the proposed SHM framework, the whole database as described above was used. An overview of the database by wind speed and temperature is given in Fig. 3 (upper plot) . Here, artificially introduced break scenarios and the loosened bolt are both understood as abnormal/damaged states. Further, the database is divided into learning and testing phases (lower plot in Fig. 3 ). Here all healthy data instances are candidates for training, and 200 sets are drawn randomly. Reversible damage was introduced multiple times. Training sets are drawn only from healthy sets covering the complete wind and temperature ranges. The ML part was realized with manual classification and automated classification using AP. In based on wind speed and temperature information. It should be noted that for a large-scale structure with continuous EOC parameters, the optimal number of clusters can only be identified by means of SHM performance, not by EOC/cluster properties. Here, a moderate number of clusters was targeted by a stepwise change in preference values to assure a sufficient number of data instances within each cluster. Table 1 gives an overview of the different parameters used for SHM. The AR model order was chosen based on a cover factor introduced by Haake [25] . A model order of 30 equals 0.3 s at 100-Hz sampling rate or a lower frequency of about 3.33 Hz captured by the AR model. Changes due to structural damage were considered to lie above this frequency. Distribution types were chosen on the basis of the central limit theorem (Gaussian normal distributed data) and the desire to avoid any postulation about the parameter distributions (percentiles). It is emphasized that the recording of rotor speed, influencing excitation frequencies and the structure's dynamics, has the potential to increase the performance of clustering and subsequently the SHM performance significantly. Nevertheless, the ML step results in six different variants of data clustering through which the comparison of CPs, and for relative CPs also their estimation, are defined. The data instance separation in the temperature, wind speed, plane for all six ML instances is given in Fig. 4 . For Manual1, all training CPs are taken to build the probabilistic model in a single cluster. Cluster sizes are indicated in Table 2 to provide information about the number of samples available for the construction of probabilistic models in the HT step during training. The following section will show VAR-based CPs during the training phase and control charts for a certain ML setting and confidence interval.
B. Testing Phase: Control Charts for CP (+, *, o) . The lower two plots show control charts for the same ML types as the upper two plots. Here, the 154 data instances from the testing phase are plotted chronologically. Each control chart for a certain CP is calculated and plotted with an optimal value resulting from the corresponding ROC (see Table 3 ). Damaged data instances during testing are indicated by gray rectangles. Anticipating the final stage of performance evaluation, Table 3 holds the performance indicator AUC for the two VAR-based CPs (CP Again, clustering through AP (second plot from the top) compared to Man1 (top plot) results in a reduced variability of the CP within most clusters. While for ML Man 1 most parameters during damaged states (gray boxes in the second plot from the bottom) lie within the control limits, ML AP 2 leads to an identification of all sets during the first damage scenario. Most sets within the second damage interval are also classified correctly. For both ML types, damage in the last scenario is difficult to detect. Again, control charts based on the assumption of a normal distribution (dark blue) perform better than those derived from percentiles (light blue).
It should be noted that damaged sets exceed the UCL not the LCL due to a reformulation of CP 
C. Testing Phase: ROC Curves for Selected CPs
To gain insight into the overall performance of the ML-CP-HT combinations applied, ROC curves display detection rates (1-FN) over false positive (FP) rates in this section. Namely, ROC curves for the two relative CPs based on VAR models are presented. To derive the different ROCs, control charts for varying values are evaluated regarding FP and FN alarms. Fig. 6 displays the different ROC curves for CP R 2 and CP M , respectively. In both plots, 12 lines are drawn for the six different ML types (see Table 2 ) and for two distributions per ML type. Normal and discrete distributions are indicated CP M (see lower plot in Fig. 6 ). Hence, the dependency of this CP on ML is stronger and ML gains in importance. Accordingly, if this parameter is included, EOCs and ML play an important role. Being least favorable, ML Man 1 and ML Man 2 lie on and below the diagonal, respectively. Again, the Gaussian normal distribution leads to better performance than the discrete counterpart from percentiles for all ML types. Best values for CP 
D. Evaluation of Performance
Due to the usage of AUCs in the presented SHM framework, a normalized comparison between all different realizations, namely ML-CP-HT combinations, is possible. To do so, Table 3 holds the AUCs for the investigated combinations. Two VAR-based residues (bottom rows) are given along with CP E yy i;9 for all 12 channels. One CP is given per row. The first six columns show results for discrete distributions used for confidence intervals ðDÞ, and columns 7-12 hold the AUCs for the assumption of a normal distribution ðGÞ. The best AUCs per row are marked bold, and values above 0.7 are underlined. In the last four columns, the optimal point d, its corresponding value, the Jouden index J , and its corresponding value are given, respectively. Detection rates above 80% and FP rates below 10% are also indicated with bold numbers. Overall, optimal values for the CPs are located between columns 7 and 12 of Table 3 for AUCs based on the assumption of normally distributed CPs with each cluster. Further, the accumulated energy as CP, in rows 1-12 of Table 3 , can compete with the relative CPs based on VAR models. ML AP 2 performs best for relative CPs from VAR while ML AP 1 and ML AP 3 tend to work better for CP E yy i;9 . Highest performance rates are indicated by channels 1-3 and 10 for CP E yy i;9 , giving the ability of damage localization (damage was introduced between sensor nodes one and two and hence channels 1, 2 and 3, 4). ML Man 1 is the least favorable ML setting; it provides no damage detection in this case. This is in agreement with the core idea of the concept: A classification by EOCs aids the performance or is even necessary to enable damage detection. The Youden index J [see (11) ] and optimal values d [see (12) ] are given along with corresponding values in columns 13-16 of Table 3 . Optimal points result in quite high alpha values, indicating a difficult separation between healthy and damaged states. High detection rates for d and J always go along with fairly high false alarm rates (20%-30%, first number in fourth to last and second to last column). Additionally, both indicators for optimal operation points result in very similar values. So far, the displayed results are based on a single realization of randomly selected training (and implicit testing) data instances. The selection and number of training data instances are varied for the two VAR-based CPs (CP M and CP G . To do so, five different numbers of training sets, from 100 to 300 in steps of 50, are analyzed. If possible, due to the number of available training sets, 25 random selections for training and testing sets are realized for each case. Otherwise, some random selections are taken several times. It should be noted that the importance of damage detection, in contrast to the identification of healthy sets, increases with the number of training sets since only a limited number of sets for both types are available and only healthy sets can be chosen for training. Hence, if more healthy sets are used in the training phase, fewer healthy sets remain for testing. Accordingly, the percentage of damaged sets increases in the testing phase, which in turn puts more weight on damage detection. If, for example, only damaged states exist in testing, FP rates are always zero and the AUC is purely dependent on the detection rate. The different performances are evaluated in terms of AUC values from ROC curves. The 25 results for each training set size are displayed in box plots in Fig. 7 . Values from 0.5 to 1 are displayed for both CPs, to guarantee similar scaling. Lower values are not of interest for monitoring purposes. The median is indicated by a red bar, 25% and 75% percentiles by the blue box, 5% and 95% percentiles by the whiskers, and outliers by red crosses. CP R 2 has a larger scatter for smaller group size during training [see Fig. 7(a) ]. For 250 and 300 training sets, the variation is reduced. This results from the fact that a number of 317 healthy sets are available for training, and accordingly the majority of utilized sets for the 25 random selections are similar when many sets are used for training. The parameter has a relatively constant performance for differing numbers of training sets and even the highest median for only 100 sets in training. Values lie around 0.7; for 100 and 200 training sets, the 75% percentile exceeds 0.8. The second VARbased residue CP M has a smaller scatter over the different selections. Performance increases to values above 0.8 with an increasing number of training sets. This allows for the conclusion that false positive indications reduce the AUC for a small number of healthy sets in the training phase, which result in larger numbers of healthy sets during testing.
VI. CONCLUSION
The main contribution of this paper is the development and validation of a modular three-tier SHM framework. The novelty of the framework is its explicit normalization of structural data based on clustering the data by EOCs on the first tier. The second tier consists of CP extraction for HT in the third tier. To validate the framework, the paper utilizes a database of structural response data collected from a small-scale WT located at the Los Alamos National Laboratories that is exposed to typical EOCs. The setup allowed for the introduction of reversible damage in the turbine structure. A wireless monitoring system based on the Martlet node was installed in the turbine to collect biaxial acceleration data on its tower at six elevations. Damage was introduced by replacing a fixed bolt at the turbine base with a stiff spring that facilitates subtle lateral movement at the turbine base. While structural response data were collected at high rate, the EOC data (wind speed, wind direction, temperature) were collected at a much lower frequency of one value every 15 min (statistical mean and standard deviation). The collected database of recorded structural response time-series and low-rate EOC values is systematically utilized for a damage detection analysis using the three-tier framework presented. To evaluate the framework effectiveness, the AUC is used as a normalized performance indicator that can be extracted from the ROC curves to evaluate multiple configurations of algorithmic blocks in the three-tier SHM framework. Overall, taking into account the limited EOC availability and data collection through new wireless nodes (prototypes), the performance rates of AUCs above 0.8 that were achieved show that the framework configurations experimented with are able to detect damage. Independently of CPs and HT, clustering the data improves SHM performance in contrast to some statements in the literature. The study clearly illustrates that a baseline classification with a single cluster is insufficient for damage detection.
It is important to note that the approach presented (as with any other approach for long-term SHM) is strongly dependent on the data basis during the training period. Therefore, it is recommended to carefully check cluster sizes and the range and distribution of all EOCs included. If certain EOC combinations are not present during training, clusters could be added subsequently after a confirmation of an intact structure in known states. Additionally, a box test could provide feedback about the validity of the chosen distribution types for each CP and cluster. In this study, each incoming data instance is analyzed separately. Here, more complex control charts could be included in future where rational subgroups of data instances can be analyzed. Future work should explore these issues in addition to considering multiple pathways through the same three-tier framework with relative weighting of the connections between the framework blocks optimized to improve the damage detection accuracy. Adaptive boosting (AdaBoost) may be one valuable tool that can achieve a weighted combination of classifiers (based on CP-HT connections). h
