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Abstract 
d-disjunct matrices constitute a basis for nonadaptive group testing (NGT) algorithms and 
binary d-superimposed codes. The rows of a d-disjunct matrix represent the tests in a NGT 
algorithm which identifies up to d defects in a population. The columns of a d-disjunct 
matrix represent binary d-superimposable codewords. A d-disjunct matrix p is called 
#-disjunct if given any d + 1 columns of p with one designated, there are e + 1 rows with a 
1 in the designated column and a 0 in each of the other d columns. de-disjunct matrices 
form a basis for e error-correcting NGT algorithms. In this paper, we construct P-disjunct 
matrices. In so doing, we simultaneously construct e error-correcting binary d-superimposed 
codes. The results of this paper can be used to construct pooling designs for the screening 
recombinant DNA libraries. Such screenings are a major component of the Human Genome 
Project. 
1. Introduction 
Let n and z be positive integers and let [z] denote {1,2, . . ,z}. Given set S, ISI 
denotes its cardinality. We call a subset of [n] with cardinality k a k-set, and we 
call a binary vector with n components an n-vector. For k E [n], ((i)) denotes the 
family of k-sets of [n], and for d ,< z, [[;]I denotes the family of subsets of [z] 
with cardinality at most d. For an n-vector X, xi denotes the ith component of x. 
The boolean sum of two n-vectors x and y is defined coordinate-wise using the 
rule Xi V yi = 0 if and only if Xi and yi are both zero; otherwise Xi V yi = 1. A 0, 
1 matrix with z columns is called a matrix on [z]. We let U&I) and Cj(p) denote the ith 
row andjth column of p, respectively, and often just write ri and cj when the context is 
clear. 
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2. de-disjunct matrices 
Definition 1. For a matrix p on [z], B&L) is the set of all boolean sums of the form 
//jsD cj(cL) where DE KII. 
Definition 2. A matrix p on [z] is d-disjunct if each o(,u)E&&), with o(p) = VjsDcj, 
has the property that for each cj, with j&D, it follows that cj, V o(p) # o(p). 
If ,u is d-disjunct, o(~)E B&U), and D = { c,: cj < o(p)}, then o(,u) = VD. In other 
words, o(p) is the boolean sum of the columns in p that are below it. 
Definition 3. A matrix p is de-disjunct if given any d + 1 columns of ,U with one 
designated, there are e + 1 rows with a 1 in the designated column and a 0 in each of 
the other d columns. 
Proposition 1 (Du and Hwang [3]). A matrix p is d-disjunct if and only if it is 
do-disjunct. That is, given any d + 1 columns of p with one designated, there is a row with 
a 1 in the designated column and a 0 in each of the other d columns. 
Proposition 2. Let p be a de-disjunct matrix on [z]. Let o(p) EB&) and let D = {cj(p): 
Cj(p) d o(p)}. Let 1 E 1 d e and let pE be the submatrix of ,u that arises by deleting the 
rows ri(p)for each i E E. Let o(pLE) be the subvector ofo(,u) that arises by deleting from 
O(P) the entries in E, and let DE = {cj(pE): cj(,uE) < o(&}. Then 
(a) & is a d-disjunct matrix on [z]. 
(b) cj(/dE) E DE if and only $ Cj(/A) E D. 
Proof. (a) Apply Proposition 1. 
(b) Clearly, if cj(p) E D, then cj(pE)E DE. On the other hand, without loss of 
generality, suppose cob DE and co(p)$D. Since o(,u)E&(~), without loss of gener- 
ality, D = (cl(p) , . . . ,c,(,u)} is the unique set of at most d distinct columns of p with 
boolean sum o(p). Since co( pE) E DE, there are at most e indices, i E E, with ci,o(p) = 1 
and Oi(p) = 0. In other words, there are at most e indices where ci,o(p) = 1 and each 
of the entries ci, 1(p), . . . ,c&) are zero. This contradicts the assumption that p is a 
de-disjunct matrix. q 
For n-vectors x and y, the Hamming distance H&y) denotes the number of 
corresponding components of x and y that are different. For a set of vectors Y, let 
H(T) denote the minimum Hamming distance between any pair of vectors in V. 
Proposition 3 follows easily from Definition 3. 
Proposition 3. Zf a matrix ,LL is de-disjunct, then H&(p)) > 2e + 2. 
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3. Error-correcting nonadaptive group testing 
Suppose we have a finite ground set containing elements which can be charac- 
terized as being either good or defective. We refer to the collection of defective 
elements as the defective subset and we denote it by D. In the abstract yroup testing 
problem, D must be identified by performing 0. 1 tests on subsets of the ground 
set. A test result is 1 if a defect is present in a tested subset: the test result is 0 
otherwise. In nonadaptive group testing (NGT), there is the added difficulty of 
deciding exactly which subsets to test before any testing occurs. Often, a NGT 
algorithm is referred to as a ooze stage algorithm. Every parallel algorithm is 
nonadaptive. 
We identify a ground set (population) of cardinality z with the set of columns 
{Cj(p)}jE [z] of a matrix p on [z]. Then a row of ,U determines a subset of the ground 
set in the obvious way. That is, Cj(p) is in the subset of the ground set determined by 
ri(p) if and only if pi,j = 1. We identify a row of a matrix /.J on [z] with the subset of the 
column of p that it determines. 
If we have at most d defects in our ground set and a reliable testing procedure that 
will detect the presence of a defect in a tested subset, then a d-disjunct matrix 
,/J provides the basis for a NGT algorithm that identifies the defective subset. By 
testing each row of ,u, we define an output vector o(p), where Oi(p) is 1 if a defect is 
present in ri(p) and 0 if not. Since there are at most d defects in our ground set, it 
follows that o(p) is in B&). If o(p) is the zero vector, then D = $9. If not, then because 
p is d-disjunct, it follows that D = (Cj(p): cj(ll) 6 o(p)}. 
If at most e tests are unreliable, then a de-disjunct matrix can be used. A NGT 
algorithm based on a de-disjunct matrix is e error-correcting because when any e rows 
are deleted, the resulting submatrix is d-disjunct. In Propositions 4 below, suppose the 
following: 
1. p is a de-disjunct matrix of [z], D is the defective subset, and 1 D 1 d d. 
2. The testing procedure defined above has been carried out to yield an output vector 
o’(p). 
3. No more than e testing errors have occurred and o(,u) is the correct output 
vector. 
4. Let E = {i: o:(p) # oi(,a)) and let ,D~ and o(ps) be as in Proposition 2. Let o’(pE) be 
the subvector of o’(p) that arises by deleting from o’(p) the entries in E. 
5. Let D’ = (Cj(p): Cj(p) < o’(p)} and DE = {Cj(pJ: Cj(pE) d o(/L,J}. 
6. A 0 (1) test result misrecorded as a 1 (0) is called a positive (negative) error. 
7. For Z c {i: o;(p) = 0}, define o;(p) by o~,~(P) = o;(p) if and only if i$Z. 
Proposition 4. (a) D’ c D. Moreover, if all the errors are positive, then D = D'. 
(b) 1f ID’ I = d, then D = D’. 
(c) H(VD’, o’(p)) < e + 1 if and only if D = D’. 
(4 0” WVD’, ‘) o 2 e + 2, then there is a Z with 1 ZI < e such that D = {c/(p): 
cj(P) G Ok(P 
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Proof. (a) Since o&) = o’(pJ, then if Cj(p)ED’, it follows that Cj(/L)EDE. To get 
Cj(p) E D, apply Proposition 2(b). If all the errors are positive, then O(U) < o’(p). Hence 
D c D’. 
(b) Apply part (a) here. 
(c) Since by assumption H(o(p), o’(p)) d e, it follows that H(VD’, u’(p) < 2e + 1. 
Apply Proposition 3. 
(d) By part (a) here, it suffices to correct the negative errors. 0 
When H(VD’, 0’) > e + 2, one can identify the defective subset by applying Prop- 
osition 4(d) and searching over all possible o:(p). 
4. The main results 
Definition 4. Let x be a family of k-sets of [n]. For 1 < d < k < n, define the 
0, 1 matrix 6(n, d, X) by letting its rows and columns be, respectively, represented by 
the members of ((i)) and x in the following way: For D E ((s)) and K E x the matrix 
6(n, d, X) has a 1 in its (D, K)th entry if and only if D c K. If GC = ((E)), then we write 
6(n, d, k) for 6(n, d, X). 
Definition 5. The complement pc of a matrix ,LL on [z] is the matrix that results when 
one interchanges the O’s and l’s in ,D. We defined the matrix 6*(n, d, X) as that which 
results by row augmenting the matrix 6(n, d, X) with 8(n, 1, ,X). See Fig. 1. 
Theorem 1. 6*(n, d, k) is d’-disjunct. 
Proof. Let co, cl, . . . ,cd be d + 1 distinct columns of 6(n, d, k) with co being distin- 
guished. For the columns co, cl, . . . ,cd, there are distinct corresponding k-sets 
Ko, Kl, ... > Kd of [n]. NOW for each in [d], there is an xi~Ko\Ki, SO the set {Xi}istd] is 
contained in at least one d-set D of [n] with D c K. and D $ Ki. Thus the row of 
6(n, d, k) that corresponds to D has a 1 in column co and a 0 in each of the columns 
Cl, ... > cd. Now if for some i E [d], we have that 1 Ko\Ki 1 > 2, or, if for distinct i, j E [d], 
we have that Ko\KinKo\Kj # 0, then it is easy to see that there is another d-set D’ 
Fig. 1. S*(n, d, k). 
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with D # D’ and D’ c KO and D’ q! Kc for all id [d]. So, suppose neither of these two 
conditions hold. Then, for each in [d], IKo\KiI = 1 and the family {Ko\Ki}i.[d] is 
pairwise disjoint. From this, it follows that there is a y ~~~~~~~~ Ki)\Ko: Consider 
Ko and two other distinct Ki and Kj. Since Ko\Ki = {xi} and K,\Kj = (Xj}, it follows 
that Ki\Ko = {Y;} and Kj\K, = {yj}. A moment’s reflection reveals that since Xi # xj, 
then yi = yj. We let r: denote the row of 6*(n, d, k) that is the complement of the row 
corresponding to (y} in 6(n, 1, k). Then r;, is another row of 6*(n, d, k) with a 1 in the 
designated column co and a 0 in each of the other d columns cl, . ,cd. 0 
Lemma 1. Let X be afamily ofk-sets in [n] with 1 K\K’ 1 2 tfor all K and K’ in .X. Let 
d 2 1 with t 2 1 + t/(k - d) and set Ed = min(td, k - d). Then given d + 1 k-sets 
(Ki}f=o c X”“, there are c(d d-sets in [n], {Dj};d= 1, such that each Dj is contained in KO 
and no Dj is contained in Ki for 1 < i < d. 
Proof. We proceed by induction. The result is clearly true when d = 1. Now suppose 
t > 1 + t/(k - d) and the result is true ford - 1. Consider the k-set (K,}~=, c X. By 
the inductive hypothesis, there are !+ 1 (d - 1)-sets in [n], {Hi}4”~;, such that each Hj 
is contained in K. and no Hj is contained in Ki with 1 < i < d - 1. Let 
{x~}:=~ c Ko\Kd. If for each j with 1 6 j < ad-l, we have Hj c Kd, then the tad_ 1 
d-sets {{X,}UHj: 1 < s d t and 1 d j d q-1) have the property that each {Xs}uHj is 
contained in Ko and no {xs> u Hj is contained in Ki for 1 6 i < d. It is straightforward 
to Verify that tad_ 1 2 Ed. If there is an Hj not contained Kd, then each of the k - d + 1 
d-sets ({x}uHj: x E Ko\Hj} have the desired property. Clearly k - d + 1 > %d. 0 
Theorem 2. Let X be a family of subsets of k-sets of [n] and cl,, = min(td, k - d). Let 
H(X) denote the minimum Hamming distance (cardinality of the symmetric diflerence) 
between any pair of k-sets in ~$7. If H(.X) > 2t, then 6(n, d, X) is dZd_l-disjunct. 
Proof. This follows directly from Lemma 1 and Definitions 3 and 4. [7 
5. Some examples 
Example 1. 6*(25,2, 12) forms the basis for a l-error correcting NGT algorithm that 
identifies up to two defects in a ground set of size 5.2 million using 300 tests. In the 
same ground set, 6*(25, 3, 12) is l-error correcting NGT and will identify up three 
defects using 2300 tests. Stirling’s approximation for n! implies that the column to row 
ratio for 6*(n, d, L$l) approaches 2”11(:)d+1’2e-d for large n. 
Example 2. Using constant weight error-correcting codes, Theorem 2 provides NGT 
algorithms with considerable error correction. From [2], with n = 25 and k = 12, 
there is a family of 1Zsets Y with H(F) = 4 and IF I = 227 168. So, in a ground set of 
size 227 168, 6(25,2, F) and 6(25, 3, cF) form the basis for 3-error correcting NGT 
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algorithms that identifies up to 2 and 3 defects using 300 and 2300 tests respectively. 
With n = 26 and k = 13, there is a family of 13-sets 2 with H(X) = 6 and 
1 _Y 1 = 15,031. Thus, in a ground set of size 15,031,6(26,2, LX’) and 6(26,3, _Y) form the 
basis g-error correcting NGT algorithms that identify up to 2 and 3 defects using 325 
and 2600 tests, respectively. 
In regard to purely error-correcting nonadaptive algorithms, the results above 
probably have direct practical applications only for the two and three defect cases. 
However, the above ideas can be used to get good, practical, and error-correcting 
two-stage algorithms when there are more than three defects. See [7]. Also, the results 
of this paper can be used to construct pooling designs for the screening recombinant 
DNA libraries. Such screenings are a major component of the Human Genome 
Project, see [l, 41 and the references therein. 
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