Standard processing of seismic events for reporting in bulletins is usually done one-at-a time. State-of-the-art relative event methods, often involving cross correlation, are increasingly used and have improved estimates of event parameters for event detection, location and magnitude. This is because relative event techniques can simultaneously reduce measurement error and effects of model error. We show how cross correlation can be used to assign relative magnitudes for neighbouring seismic events distributed over a large region in east Asia and quantify to what extent the uncertainty in these values increases as waveform similarity breaks down. We find that cross correlation works well for magnitude comparison of two events when it is expected that they generate very similar signals even if these may be almost buried in large amounts of noise. This may be the case when investigating repeating earthquakes or nuclear explosions within a few kilometres of each other. Cross correlation is the optimal detector in these cases assuming noise is white and Gaussian, and also provides the least-squares solution for the relative amplitudes. However, when the waveform similarity of the underlying signals breaks down, due to interevent separation distance, source time function differences or focal mechanism differences, these assumptions are no longer valid and a bias is introduced into the relative magnitude measurement. This bias due to degradation of waveform similarity is modelled here with synthetics and an analytic expression for it is derived based on three terms-the cross-correlation coefficient (CC), and the signal-to-noise ratio (SNR) of the larger and smaller events. The analytic expression is a good match to the observed bias in the data. If the equation for relative magnitude is rewritten to correct for the bias due to the CC, a new equation results which is simply the log of the ratio of the L2 norms. The bias due to SNRs is still present because the observed waveforms inevitably contain both signal and noise. However, this bias is predicted to be minimal for typical detection thresholds. Making measurements of the ratio of the L2 norms is shown to remove the bias due to degradation of waveform similarity for real data. The scatter of these cross-correlation measurements of relative magnitude is much less than those obtained by differencing magnitudes in a traditional catalogue. Of 14 025 events in and near China, 34 per cent had over an order of magnitude reduction in the median standard deviation (0.0342 magnitude units) as compared to the estimated scatter in the catalogue (0.3454 magnitude units). And 78 per cent of the events show a factor 3 improvement or better in the precision of relative event size measured as the ratio of the L2 norms as compared to the precision of the catalogue for relative magnitudes. These results suggest that the ratio of the L2 norms is an appropriate measure of relative magnitudes for general seismicity of a monitoring region, when there is significant waveform dissimilarity for neighbouring events. This measure maintains a higher degree of measurement precision as compared to the catalogue.
I N T RO D U C T I O N
In geodesy and seismology, the benefit of detailed quantitative results have often been obtained when striving for precision instead of accuracy. Routine processing to characterize seismic events typically treats them one by one. However, significant errors in estimated parameters often result because geophysics data can be noisy and sparse. Relative event techniques, however, remove much of the effect of those uncertainties in the solution that are due to measurement error and to model error. For example, in the location problem if events are located near each other, the double-difference technique can difference out unknown but common velocity model errors in the traveltimes and provides a much more precise relative location (Waldhauser & Ellsworth 2000) . This reduction in the effects of velocity model error can be as much as an order of magnitude. Waveform cross correlation can be combined with the double-difference technique as a complementary tool in the location problem to reduce the effects of measurement error. In the best case for repeating events that have nearly identical waveforms and that are colocated, the measurement precision is subsample which for northern California is on the order of 0.001 s (e.g. Poupinet et al. 1984; Rowe et al. 2002; Schaff et al. 2004; Schaff & Waldhauser 2005) . Average pick errors for northern California are on the order of 0.1 s so the reduction in measurement error is as high as two orders of magnitude. Therefore, simultaneously reducing the effects of both measurement and model errors in the location problem can lead to up to three orders of magnitude improvement in the relative location estimates (e.g. Rubin et al. 1999; Schaff et al. 2002; Waldhauser & Schaff 2008) . For example, routine catalogue location errors for northern California are on the order of kilometres and after relocation the errors of repeating events are on the order of metres. With advances in modern computing, it is now possible to apply these state-of-the art relative event location methods to data sets that have hundreds of thousands of events Schaff & Waldhauser 2005; Shearer et al. 2005; Waldhauser & Schaff 2008 ) and even in near real time (Waldhauser 2009 , see also http://ddrt.ldeo.columbia.edu/DDRT/index.html).
For routine processing for the detection problem, typically some form of standard power detector technique is employed where the energy in a short-term average window (STA) is divided by a long-term average window (LTA) and a detection is triggered when this ratio exceeds some signal-to-noise ratio (SNR) threshold (Freiberger 1963) . This works well for the general case if there is no a priori information available on the event that one is trying to detect. However, a correlation detector, also known as a matched filter, is the optimal means of detecting the occurrence of a known signal shape in the presence of Gaussian white noise (Van Trees 1968) , performing significantly better than detection via STA/LTA methods. It has been shown that cross correlation can detect low magnitude events in the field (e.g. Gibbons & Ringdal 2006; Gibbons et al. 2007) . Semi-empirical tests have shown that cross correlation can detect a known signal as low as one-third the noise level which is a factor of 10 smaller in amplitude than the typical SNR threshold for standard STA/LTA detection (Schaff 2008) . Later research has shown this 1 magnitude unit reduction in detection threshold is also achieved in the field for real seismic data using a correlation detector (Schaff 2009 (Schaff , 2010 Schaff & Waldhauser 2010) .
Similarly, measurement of absolute magnitude or estimating moment can be influenced by inherent measurement and model errors. We would like to see if relative event techniques such as cross correlation improve relative magnitude estimates as well as the improvements in locations and detections. There is a conceptual difference between magnitude and moment. Magnitude is an empirical measure of ground motion according to a set of rules, which is useful for engineers and others who have to deal with specific levels of ground shaking including a distance correction. Moment is a physical quality of the source which does not depend on path and is useful for scientists studying source physics. A standard protocol for assigning magnitude is to choose a certain filter band for a particular phase in the seismogram and to measure the maximum peak amplitude and sometimes the period at this peak. This is the measurement error part since it includes the effects of maximum peaks appearing at positions in the seismogram that are influenced for example by source depth and/or focal mechanism. Then, a distance correction is applied that can be crude to the extent that it is based on observations that may be obtained from a different region. This is the model error part. The final assignation of the magnitude is typically taken as the network average of the station measurements. Spectral ratios can be used to make relative moment measurements for repeating events. Observations of variations in event size with recurrence interval have led to the inference of a fault healing relationship in major faults (Vidale et al. 1994; Marone et al. 1995; Peng et al. 2005) . Nadeau & Johnson (1998) estimate the scalar moment of small repeating earthquakes at Parkfield, California, which share common paths and similar waveforms. Rubinstein & Ellsworth (2010) employed singular value decomposition to estimate precise relative sizes of repeating earthquakes at Parkfield, California. They were able to reduce the uncertainty of the relative moment to ±6 per cent as compared to ±75 per cent obtained from the standard coda-duration method employed by the network. This is over an order of magnitude improvement. They validated their method with another more standard method of estimating high-quality relative moment called the multiwindow spectral ratio method (Imanishi & Ellsworth 2006) and found consistent results for the same data. Bobrov et al. (2012) suggested using L2 norms as a measure of relative event size. A practical application of using cross correlation to measure relative magnitudes placed an upper bound on the largest magnitude of postulated unannounced nuclear explosions at the North Korean test site (Schaff et al. 2012) as claimed by De Geer (2012) based on his interpretation of radionuclide isotope evidence. Schaff & Richards (2011) estimated relative magnitudes as computed by cross correlation for repeating events in China. They found a standard deviation of 0.062 magnitude units for the relative magnitude measurements obtained by cross correlation as compared to an estimated standard deviation of 0.36 magnitude units for the catalogue. This is a factor of 5 improvement. The scatter is comparable to the precision reported for rms Lg measurements (e.g. Hansen et al. 1990 ) and for Lg coda magnitudes (e.g. Mayeda 1993 ). This paper builds on the work of Schaff & Richards (2011) to see how reliably relative magnitudes can be assigned based upon cross-correlation measurements. Our goal is to assess the precision with which relative magnitudes can be provided for neighbouring events that have waveforms more dissimilar than the special class of repeating events, allowing the usefulness of the technique to be extended to a larger percentage of the recorded seismicity.
DATA A N D T E C H N I Q U E
We use as our starting data set the output from the three-component correlation detector as applied to events in and near China described in Schaff (2009 Only Lg phases have been processed. 50-s windows were used starting at the Lg wave group velocity of 3.5 km s -1 . 30-s lags were searched forwards and backwards using time-domain cross correlation applied to seismograms filtered from 0.5 to 5 Hz. The cross correlation traces for the three components were averaged together to constructively enhance the detection spikes when present (Schaff 2008) . A 'scaled cross-correlation coefficient' (SCC) was used to initially sift the data (Schaff 2008) . Intuitively, SCC is a measure of the statistical significance of a detection spike since it quantifies the deviation of the cross-correlation coefficient (CC) from an empirical distribution of background values based on a moving mean absolute value window throughout the correlation trace.
All correlations with SCC >4.5 were saved for analysis. They amounted to 13 million pairs of waveforms recorded at the same station. Using such a low threshold (4.5) resulted in the inclusion of many pairs which can be characterized as false in that, for example, they were merely energetic (but from dissimilar events), or the apparent waveform similarity in conditions of low SNR was driven more by similarity of noise than of signal. To reduce the false alarm rate to 1.3 per cent, Schaff (2009) used a more stringent criterion of SCC >6.65 at two or more stations which detected 53 per cent of the 18 886 events. In this study, use of the 4.5 SCC threshold provided a first quality control check on the data, meaning there is some similarity of the underlying waveforms. The cross correlation also provided us with the best alignments for the seismograms, based on the delay time of the lags that were searched over to subsequently enable a relative magnitude calculation.
The relative size of a slave event compared to a master event can be determined from an amplitude scaling factor, α (Gibbons & Ringdal 2006) :
where x and y are the vectors of data for the master and slave events, respectively. This equation gives the least-squares solution for a linearly scaled signal, y = α x + n, where n is uncorrelated noise. Schaff & Richards (2011) noted that the scaling factor is identical to the unnormalized cross-correlation coefficient (UCC) divided by the inner product of the master waveform. Since we are working with three-component data we can make measurements for each component separately and also concatenate the vertical, north and east vectors in the x and y vectors to invert for a single amplitude scaling factor that best fits all three components. Therefore, we have a total of four relative size measurements-one for each component and one for all three together. A relative magnitude can be defined (for each α) by the logarithm of the amplitude scaling factor
R E S U LT S
We next look at properties of the statistics of the relative magnitude measurements as a function of various parameters for each of the three components and for all three components concatenated. Specifically in Section 3.1, we examine the scatter of the measurements as expressed by the standard deviation. And in Section 3.2, we investigate any bias in the measurements as reflected by the mean and median of the distributions. (Fig. 1 ). This assessment of the scatter in relative magnitudes can be done even for event pairs that were recorded by only one station. The next comparison is for event pairs that were recorded at two or more stations-the '2+ station' standard deviations. For these all three components are concatenated and provide a single relative magnitude measurement for a pair of waveforms at a specific station. Collecting these measurements for two or more stations for that individual event pair allows a standard deviation to be calculated. Then the mean and median of the distribution of the standard deviations for all event pairs that are observed at two or more stations is shown by the cyan and magenta lines in Fig. 1 . The median reflects the values where 50 per cent of the data have standard deviations at or below that value. The three-component median sigma does slightly better than the '2+ station' median sigma with lower values between 0.75 and 1 CC. The three-component median crosses over and starts performing worse than the '2+ station' median at lower CC values, which may be due to the fact that requiring at least two stations to observe an event pair acts as filter to keep the better event pairs that are more similar and less noisy. Even so the median values of the three-component sigma and '2+ station' sigma are generally similar for most CC values. The mean values are more sensitive to outliers and strong tails in the distributions. We see that the mean values of the '2+ station' in this case are significantly higher than both the mean values of the three components and also the median values, even at high CC. This suggests that features that are not common across stations (such as path effects and perhaps gain changes) may be affecting those measurements. At a single station, a pair of events that are near each other has common path effects for all components. Gain changes (to the extent they are the same across all channels) are not a problem in identifying similar events. A correction for gain changes (if any) is needed in making precise measurements of relative event magnitude.
Scatter of relative magnitude measurements
To compare to the estimated scatter in the catalogue magnitudes of the ABCE, we follow the procedure described in Schaff & Richards (2011) . Thus, we restrict the measurements to have CC >0.7 and require there to be a reported magnitude in the catalogue. For these events, we then compute the variance of the relative magnitudes measured by cross correlation and find it to be 0.0168. Next we form the statistic of the difference in the relative magnitude computed by the catalogue and the relative magnitude computed by cross correlation and find the variance of that to be 0.1361. Assuming that the distributions are Gaussian the variances add for the new statistic. Therefore, we can recover the estimated variance of the relative magnitudes in the catalogue distribution to be 0.1193 which translates to a standard deviation of the relative magnitudes in the catalogue of 0.3454 magnitude units. This value is indicated by the black line for comparison in Fig magnitudes as measured by cross correlation is well below the catalogue values for most of the data and is best for highest CC as expected, which is our first indication of the merits of using CC methods to assign relative magnitudes.
The traditional way to compare the scatter in magnitude measurements is across stations. The maximum amplitude may show significant variability between the components at any one station. However, since cross correlation measures relative amplitudes of a slave event compared to the master event, the relative magnitudes as measured on the individual components give three independent tests of measuring the same value and should be similar. The standard deviation of these three-component values is a useful measure of the quality of the relative magnitude values. Fig. 2 shows the dependence of the traditional two or more station scatter as a function of three-component sigma ranging from 0 to 0.1 with bins of width 0.005. We see a one-to-one correspondence for both the mean and the median. As expected, when the scatter in the three-component values increases the scatter in the two or more station values also increases. The scatter in the '2+ station' values is slightly more than the three-component values, which was also seen in Fig. 1 and is most likely due to differences across stations. The three-component scatter at a single station can therefore be used as a proxy for '2+ station' scatter reflecting the quality of the event pair which may be useful if only one station is available. It can be used as an additional quality control filter on the data along with CC and SNR.
The three-component scatter can also be used to examine the quality of individual stations which is not something that can be obtained with the '2+ station' scatter. Fig. 3 displays the mean three-component sigma for the 63 stations in the region that recorded more than 10 per cent of the events. The mean is more sensitive to outliers and strong tails and it is seen that several stations with warm colours stand out as more problematic. The path effects are common for each event pair at a certain station on all three components. Also any gain changes would affect the three components in the same manner so this would not be reflected in the scatter, only in the bias of the measurements. It is uncertain why some of the stations have higher mean scatter. Higher scatter can be caused by less than optimal event pairs, such as ones that are separated by some distance or have focal mechanism differences. However, some of the stations appear in clusters of other stations that had lower values so they would have seen similar event distributions if operating for the same periods of time. One reason may be that certain stations are in more noisy sites.
We expect the scatter in the relative magnitude measurements to increase as the magnitude difference increases because of differences in source time functions. The top panel of Fig. 4 plots the median three-component sigma versus magnitude difference as computed by the correlation measurements and the values reported in the catalogue. Only observations with CC >0.4 are considered. The bin spacing is 0.1 magnitude units and is shown out to 3.6 magnitude difference after which the statistics become unstable because of the few data points in the sample size and also because of errors in the measurements. This is consistent with the observation that magnitude differences as large as 3.3 units can still produce statistically significant detections (Gibbons et al. 2007; Schaff & Waldhauser 2010) . Surprisingly, the median three-component sigma is relatively small and flat out to about 2 magnitude unit difference. Then it increases but is still relatively low out to 3 magnitude unit difference. Both the catalogue and correlation measurements show similar curves. This represents 50 per cent of the measurements which are fairly good with CC >0.4. The mean, however, in the middle panel of correlation measurements and catalogue. They are similar to about 1.5 magnitude unit difference but then there is a large deviation between the two. The mean reflects the presence of strong tails and large outliers more than the median. Part of the reason for this is that the correlation data most likely contain a lot more noise. For a 3 magnitude unit difference for the catalogue, both events have to have a magnitude reported in the catalogue which has a cut-off of about 3. Therefore, the master event could be an M 6 and the slave event could be an M 3 both of which most likely have adequate SNRs. However, for the correlation data the master event could be an M 3, whereas the slave could be an M 0 for a 3 magnitude unit difference and so the SNR of the slave would be quite weak. The bottom panel of Fig. 4 shows how the difference is reflected in the number of pairs for each magnitude bin for both the correlation data and the catalogue data.
Bias of relative magnitude measurements
Besides the standard deviation, the mean and median are additional basic statistics to describe a distribution. We can plot the mean of the relative magnitude measurements obtained by cross correlation and the mean as computed from the values reported in the catalogue and see if they agree. If they do not there is the possibility of some bias that has been introduce in one or both of the measurement techniques. Fig. 5(a) shows in blue the mean magnitude difference as computed by cross correlation as a function of mean magnitude difference as computed from the catalogue values in bins of width 0.1 ranging from −3.6 to 3.6 for observations with CC >0.4. For reference, the y = x line is shown in red. It is seen the blue line generally falls below the red line meaning there is a potential bias. It is well known that there is bias between different ways of calculating magnitudes. However, in this case we are plotting the magnitude difference so any biases in the absolute catalogue magnitudes reported in the ABCE should cancel out. Therefore, we do not expect there to be a bias in the catalogue measurements. Fig. 5(b) shows a similar plot but now restricting the observations to have CC >0.7. There is still a bias present with a negative y-intercept for the blue curve but it is less. These are higher quality measurements and have less bias. We look at the bias as a function of CC in bins of 0.05 in Fig. 5(c) computed as the difference in the medians in each bin. We see that the bias is for the most part always negative (meaning the correlation measurements underestimate the true relative magnitude) and becomes increasingly negative for lower quality measurements (lower CC). The bias grows to be quite big, as large as a full magnitude unit for CC = 0.1. This is much larger than the corresponding scatter in the correlation measurements or the estimated 0.3454 standard deviation of the catalogue measurements.
This bias presents a significant problem for making relative magnitude measurements using cross correlation. In practice, lower CC values would be discarded just as they are in other applications such as location and detection. However, even for CC = 0.7 the bias is −0.2, which we now seek to explain and if possible to avoid or correct. The bias is introduced when anything causes the similarity of the waveforms to breakdown, such as increasing interevent separation distance, depth differences, source time function differences and focal mechanism differences. These will always degrade the at Columbia University on January 29, 2014 http://gji.oxfordjournals.org/ Downloaded from CC values and hence the unnormalized values (UCC). So CC is the appropriate quality control parameter to predict this sort of bias. Understanding how the waveform similarity affects the numerator of CC and UCC, we realize that this bias will always be negative for less than identical waveform matches and will increase in absolute value as the waveforms become more dissimilar. Note this bias arises for correlation measurements applied to obtain relative magnitudes and not for location. Using cross correlation to measure relative traveltimes for location has increasing errors and scatter for lower CC but the measurements are not all biased in one direction. Differential traveltimes measured at different stations at different azimuths will have some occurring earlier than predicted and some occurring later than predicted based on the shape of the waveforms and the noise. A least-squares inversion for location is therefore able to minimize the residuals without biasing the solution in this case and it is still appropriate to find a mean of zero for the distribution of the residuals.
To understand further how bias is introduced in relative magnitudes measured by cross correlation, we perform some synthetic modelling to quantify it and perhaps correct for it. We first create 30 synthetic waveforms generated by random numbers uniformly distributed from −0.5 to 0.5. Then to create a range of varying degrees of waveform similarity we create 30 new waveforms by taking the cumulative sum across the waveforms from the first to the 30th at each sample of the waveforms (Fig. 6 ). This produces a set of waveforms where the first event is completely random. The new second event is combined as the sum of the first event and the old random second event and so it has some similarity when correlated with the first event but with low CC. The new similar waveforms are constructed in this manner up to the 29th and 30th new waveforms which are identical except for the randomness of the contribution from the old 30th random waveform and therefore they have a high CC. All the CC values are computed relative to the 30th event. Then we normalize this new set of similar waveforms by the L2 norm in order to simulate all the event sizes being equal and isolate the effects due solely to bias. Next we calculate the relative magnitudes via cross correlation as before and plot the result for the blue noise-free case in Fig. 7 . We see that a very similar curve to the one in Fig. 5 (c) appears with increasing negative bias for decreasing CC. There are many variables present with the real data in Fig. 5 , but here with the synthetic modelling we know exactly what has gone into the problem and are able to control and isolate just one variable-the CC value. This appears to predict the majority of the bias that has been introduced. In some sense this is good news because we also measure the CC of the waveforms and therefore can not only sift out the lower quality measurements but also correct for the bias in the measurements that are retained.
We can also examine the effects of SNR. Increasing noise will also degrade CC even if the underlying waveforms are identical. In practice, SNR cannot be measured exactly on seismograms, but we can vary this as a parameter with complete control in our synthetic modelling. We create 30 additional random waveforms from −0.5 to 0.5 of uncorrelated noise. We normalize them by their L2 norms as well so that we can scale them to the L2 norms of the signal vectors of similar waveforms for an exact SNR level. We choose an SNR of 1.5 and add the noise first to all the slave events to obtain the green curve in Fig. 7. (No noise is added to the master in this trial.) In this case, we see that the bias is actually less than for the noise-free case in blue. This may be expected because the UCC formulation for calculating relative magnitude in eqs (1) and (2) is the optimal least-squares solution for a slave event that is identical to the master but which contains uncorrelated noise. Since the underlying slave and master events are identical no bias is introduced. The CC value however is less than unity because of the presence of noise. In the synthetic modelling, this can be seen as the x-intercept of the green curve at around 0.82 CC. There is no bias for these waveforms, but there is a lower CC because of the noise. For the remaining waveforms, there is bias introduced because the underlying signals are dissimilar. However, the bias is less for a given CC because part of the lower CC is due to dissimilarity of the signals and part of it is due to dissimilarity of uncorrelated noise.
As another end-member we next perform a trial where there is only uncorrelated noise added to the master template and all the slave templates are the original set of 30 similar events without any noise added. This produces the cyan curve in Fig. 7 which actually increases the bias over the noise-free case. The reason for the increase is that adding noise to the master event causes it to be more dissimilar to all the slave events, producing a lower CC, and violating the assumption of eq. (1). The slave event in this case would have to try to match uncorrelated noise as part of the observed master signal and therefore it leads to an underestimated value for the relative magnitude that is even more than before. Therefore, modelling the bias in terms of just two parameters-CC and SNR-we can understand how the effects combine. It seems relatively straightforward to predict the bias based on CC, but the effects of the actual SNR on either the master or the slave or both can combine to increase or decrease the bias relative to that which occurs due to the underlying dissimilarity of the signals themselves. From this we would conclude that for cross-correlation measurements of relative magnitudes it is important that the master event be the largest event with presumably the highest SNR so as not to introduce any more bias than is necessary. (Note: for location purposes which event is the master and which event is the slave does not matter since CC is normalized by both in the denominator.)
We next would like to generalize these results with an analytic solution to better quantify the bias and correct for it. Expanding eq. (2) we convert UCC to be a function of CC, noting first that
and hence
Here, we see in equation form how when CC degrades it causes UCC to degrade in direct proportion. Both the observed master, x, and slave, y, events are composed of the underlying seismic signal plus uncorrelated noise y =ỹ + n y , x =x + n x .
Expanding the dot product, we get y · y =ỹ ·ỹ + 2ỹ · n y + n y · n y .
We assume that the noise is uncorrelated with the underlying signal and therefore has a dot product of zerõ y · n y = 0.
We define the SNR to be the ratio of the L2 norms of the underlying signal and the noise. Since this is unknown in the field, we approximate it by taking the L2 norm of the observed signal, y, which contains some noise: Substituting terms and rearranging we find an approximate relation for the dot product y · y ≈ỹ ·ỹ + n y · n y =ỹ ·ỹ 1 + 1 snr 2 y .
Substituting back everything into the original equation for relative magnitude, we obtain
From this equation, we see that the relative magnitude as measured by cross correlation is simply the logarithm of the relative size of the underlying master and slave waveforms without noise (measured as the ratio of the L2 norms) plus a term giving the bias that depends expicitly on CC and the SNR of the master and slave events.
This equation makes sense because the relative size of the underlying signals is what we are trying to measure, although they are unknown because of the noise contribution. The effect of the noise, however, can be understood in the bias term. In the noise-free case, the SNRs of the master and slave events are infinite resulting in the logarithm of unity or zero bias contribution due to noise. Then the analytic solution for the bias only depends on the logarithm of CC. This is shown as the theoretical red curve on Fig. 7 which is seen to overlay quite well the results from the synthetic modelling. Similarly using values of SNR = 1.5 for just the slave events or just at Columbia University on January 29, 2014 http://gji.oxfordjournals.org/ Downloaded from Figure 7 . Results of synthetic modelling of bias as a function of varying degrees of waveform similarity quantified by CC for a noise-free case in blue. In green random uncorrelated noise with SNR = 1.5 is added to the slave events only. In cyan random uncorrelated noise with SNR = 1.5 is added to the master event only. Thin red lines overlaying each case are theoretical curves obtained from an analytic expression. the master event also produces theoretical red curves that match the synthetic green and cyan curves extremely well. This is very encouraging since it provides hope of being able to correct for the bias with an analytic solution by measuring the two terms that contribute to it namely, CC and SNR.
To measure SNR, we take the L2 norm of the observed 50-s signal template. As stated before this is an approximation to the true underlying signal L2 norm because the window contains both signal and noise. Similarly we need to approximate the L2 norm of the noise since in the signal window we do not know what is signal and what is noise. To do this, we assume that the L2 norm of the noise does not change much within a short period of time right before the signal. We use a 50-s window for the noise too so that the ratio of the L2 norms gives the SNR. It has been shown that cross correlation can detect identical signals buried in noise with SNR as low as 0.33 or one-third the noise level (Schaff 2008) . With synthetics we can also measure SNR less than unity. However, for unknown sources in the field we can only measure SNR >1. If the actual signal is below the noise level it will just plateau at unity.
In Fig. 8 , we make measurements of the SNR of the slave and master events and only display SNR >1. (Some fluctuations in the noise levels cause measured SNR <1 but these are not true measurements reflecting actual SNR.) Overall, the SNRs of the master events are greater than the slave events but this is not always the case. We can compute the expected bias from eq. (10) due only to SNR effects excluding the effect due to CC. This is also shown as a histogram in Fig. 8 which has a mean bias of 0.008 and a standard deviation of 0.0332. The mean bias is positive as expected from eq. (10) if the SNR of the slave event, y, is less than the SNR of the master event, x. This results in the logarithm of a number greater than unity which results in a positive bias. It is seen, however, that there is scatter in the distribution and that negative bias arises in those rare cases when the SNR of the master is less than that of the slave and the logarithm is of a number less than unity. Many of the master and slave events have similar magnitudes in this distribution. If we restrict to observations that have a relative magnitude difference between the master and slave event greater than 3 then the SNR difference is more pronounced and the mean bias increases to 0.0312.
Knowing our inputs to eq. (10) we can see how the SNR of the master and slave events interplay in the functional form and get an idea of the effect even if we are not able to measure them exactly. One thing to note is that the noise on the master and slave events tend to offset the bias for each other. As seen from the numerator and denominator in eq. (10) and in Fig. 7 noise on the slave events adds a positive bias and noise on the master event adds a negative bias. If the events have similar magnitudes and similar SNR then the bias term is the logarithm of approximately one and the net effect is almost zero bias even though there is noise present on both.
We can also compute what is the maximum expected bias given our inputs of SNR >1. This occurs in the situation where the SNR of the slave event is 1 and the SNR of the master event is infinity. This results in the logarithm of the square root of 2 which is 0.1505 maximum bias. It is positive as expected. This maximum bias occurs in the distribution of our observations but very infrequently (Fig. 8) . The standard deviation of the bias is much less, 0.0332, which Figure 8 . Histograms of SNR for all SNR >1 for the slave and master events, and of the theoretical bias due to SNR that is estimated from the analytic expression.
means for the majority of our observations the effect of SNR on the bias is quite low and could perhaps be neglected. In routine processing, typically events are not detected unless they have a SNR ranging from 3.0 to 4.5 depending on the station (Ben Kohl, personal communication, 2006; Beall et al. 1999) . Then after they are detected subsequent analyses are performed such as locating the event and determining the magnitude. Often SNR is not only used for a detection threshold but as a quality control criterion for subsequent analyses. Therefore, for automatic processing it is reasonable for us to consider only events with SNR >3. In this case, the maximum bias is only 0.0229 which is quite small.
We next deal with the bias introduced by the CC due to dissimilar waveforms in eq. (10) which is the greatest source of bias for low CC. We remove the CC term in the bias and define a new relative magnitude equation
The result is simply the logarithm of the ratio of the L2 norms of the observed waveforms. The equation still has the bias due to SNR because we do not know what the true underlying signals are but the bias due to CC is removed. Bobrov et al. (2012) also propose using the ratio of the norms to avoid the bias introduced by the correlation. They did not address the bias introduced due to SNR, though, which still remains. They note that for closely spaced events with similar paths and mechanisms the ratio of the norms has clear physical meaning. For events that are more dissimilar the path effects are more uncertain. Note that traditional magnitude measurements which measure the peak values are not as affected by the amplitudes of the noise in the entire window as when using an L2 norm. Nevertheless, we have shown above that the expected effects of bias due to noise with SNR >3 are quite low and that noise on the master and noise on the slave events tend to offset the bias of each other. Fig. 9 redraws the bias from before in Fig. 5(c) as the green curve labelled as 'dmag' from eq. (2). Shown in red is the theoretical bias from Fig. 7 computed for the noise-free case or just the logarithm of CC. The theoretical matches the observed bias in the real data quite well. In blue on Fig. 9 we plot the bias of dmag2 measurements of the ratio of the L2 norms from eq. (11) as compared to the catalogue as a function of CC for observations with SNR >3. We see that the bias due to CC is basically removed within the errors for all values of the CC. Fig. 10 is a summary figure putting together many different observations. It shows the median two or more station sigma as a function of CC similar to Fig. 1 . The cyan solid line and horizontal black dashed line are redrawn from Fig. 1 for the original dmag measurements based on cross correlation in eq. (2) and the estimated scatter in the catalogue of 0.3454, respectively. The blue, green and red curves correspond to the '2+ station' median sigma for the individual components, vertical, north and east, respectively. They are all very similar, almost laying on top of each other exactly, and as expected are higher in scatter than the dmag values for all three components concatenated. This highlights the advantage of using all three components for Lg waves instead of just one.
D I S C U S S I O N
The remaining curves on Fig. 10 look at dmag2 measured as the ratio of the L2 norms from eq. (11). Restricting to SNR >1 for the magenta curve has lower scatter than using all the measurements for the cyan curve for dmag. This may also be due to the CC bias being removed which can vary across stations. The CC value can fluctuate for an event pair that is not identical at different stations due to the contribution of path effects and seeing different parts of the focal sphere. Restricting further to SNR >3 for dmag2 produces the best results (solid curve) with the least amount of scatter for all CC. The yellow curve shows the results of correcting dmag2 with SNR >1 for the bias estimated due to SNR. Unexpectedly, it performs worse than the uncorrected results in magenta. This may be due to the difficulty of measuring SNR accurately especially for values close to unity. The observed signal contains both signal and noise. In some cases, the signal may actually be less than the noise but still pass through with an SNR >1. Nevertheless, the differences in the scatter are minor even for these low SNRs. And it is encouraging to see that the scatter for all the curves on Fig. 10 is substantially less than the estimated scatter in the catalogue measurements for even low CC values. Fig. 11 displays the data in a more familiar way using scatter plots of relative magnitude measurements estimated by the ABCE catalogue and both stations of the pairs where two or more stations observed the same pair. The first station in the pair is given a generic label 'A' and the second station in the pair is labelled 'B'. The measurements shown are for CC values >0.9 and total 5758 pairs observed at two stations. The left-hand column is for dmag and the right-hand column is for dmag2. Figs 11(a)-(d) show large scatter in the measurements due to the uncertainty of the magnitude estimates in the catalogue. Figs 11(e) and (f) show much reduced scatter with the full-waveform methods of computing relative magnitudes at one station as compared to the other station. The message from this figure is that estimating relative magnitudes using L2 norms achieves similar or better measurement precision as compared to that using cross correlation directly which is a big improvement over absolute magnitudes estimated in the catalogue. And this is accomplished without the introduction of the bias due to CC. Table 1 lists the values for the best results in Fig. 10 , namely the ratio of the L2 norms, dmag2, which removes the bias due to CC and restricting to SNR >3 which reduces the bias due to noise. The CC threshold is the lower value for bins of width 0.05. The median values are plotted in Fig. 10 as the solid black curve. The number of observations are the number of station-event pairs that are in each bin. A total of 14 025 events remained that had observations with both the master and slave events having SNR >3 and CC >0.05.
The 'nev' and 'per' columns show the cumulative number of events and cumlative percentage of events, respectively. The 'improve' column shows the factor of improvement that the ratio of the norm relative magnitude measurment has compared to the scatter in the catalogue. This is computed as the 0.3454 divided by the median value for each row. For 400 of the events (the top 3 per cent) with the highest similarity (CC > 0.95) the factor of improvement is quite remarkable, being as high as 32. For 4829 events or 34 per cent of the total there is a reduction in scatter of over an order of magnitude. Nearly half of the events have a 7.4 factor improvement in the scatter of the relative magnitude measurements. And 78 per cent of the events have a factor of 3 improvement in the relative magnitude measurements as compared to the catalogue. This occurs for a CC threshold of 0.25 which may seem surprisingly low. However, Schaff (2009) working with the same data found that CC >0.24 at two or more stations produced statistically significant detections because of the large time-bandwidth product with a low false alarm rate of 1.3 per cent. From Fig. 10 , we can see when the full-waveform methods perform worse than the catalogue, that is, when the curve exceeds the horizontal line of 0.3454 for the catalogue. In the case of the best parameters chosen for Table 1 all the measurements statistically on average perform better than the catalogue.
Because our work has focused on massive automatic processing, where we could not look at each individual pair of waveforms, we employed the following quality control criteria. First, we performed correlations only for events within 150 km of each other based on the catalogue locations which have substantial errors of 15 km or more. Then, we filtered those results keeping only measurements that had SCC >4.5. This meant that there was some degree of Fig. 1 for three components concatenated together as measured by cross correlation. The remaining dmag2 curves are for relative magnitudes measured by the ratio of the L2 norms for different SNR levels. The curve labelled 'corrected' is corrected for bias due to SNR. Black dashed line is the estimated standard deviation for the catalogue redrawn from Fig. 1. statistical significance to the detections and that there was sufficent similarity and SNR to pass that 4.5 threshold. Typical routine processing often uses SNR >3 so we applied that as well. Finally, CC is the best measure of the similarity of the waveforms and thereby enabled validation of the underlying assumptions for the relative magnitude measurements. If desired, the three-component sigma (Fig. 2) available for each measurement can be used as an additional quality control criterion since it is a proxy for, and can be used to predict, the traditional two or more station sigma (Fig. 10) .
Even with these loose criteria we have obtained substantial improvement for the majority of the events in our original data set. When relative magnitudes are computed using a window by cross correlation or by the ratio of the L2 norms it is important to have the windows aligned. The lags we searched over were 30 s forwards and backwards. This could introduce large misalignments for dissimilar waveforms. However, it is encouraging to see that even for low CC using SCC >4.5 appears to produce sufficiently well-aligned waveforms. The main question to answer is when does the measurement error due to dissimilar waveforms break down and become worse than the catalogue scatter? From Fig. 10 and Table 1 , we see that the median values of the '2+ station' sigma are never greater than the estimated catalogue scatter for the ratio of the L2 norms with SNR >3 for all degrees of waveform similarity as measured by CC.
As a side note, this paper has focused on measuring relative magnitudes of events in the ABCE which are characteristics of the source. Obtaining these measurements, however, also has application for studying contributions of the path if one is interested in measuring the quality factor, Q, or attenuation of a given region. At each station, we have a relative amplitude measurement and an absolute amplitude measurement. For a set of stations and a pair of events, then, the source effects due to different relative sizes of the source can be removed leaving only the path effects which will vary with station distance and azimuth.
C O N C L U S I O N S
Although there is no universally correct choice whether to measure relative magnitudes by cross correlation (eq. 2) or the ratio of the L2 norms (eq. 11), the UCC gives the optimal least-squares solution for an identical slave event scaled down by an amplitude factor in the presence of uncorrelated noise. This is the appropriate choice when noise levels are expected to be high and the underlying waveforms are expected to be very similar as in the case of repeating events and nuclear explosions occurring at the same test site. This was the approach taken in Schaff et al. (2012) where an upper bound on the magnitude of a possible undetected nuclear explosion buried in the noise was estimated based on correlation with high-quality at Columbia University on January 29, 2014 http://gji.oxfordjournals.org/ Downloaded from Figure 11 . Relative magnitude measurements as estimated by cross correlation (dmag, left-hand panels) and L2 norms (dmag2, right-hand panels) compared at two stations observing the same pair in (e) and (f) and with the catalogue in (a), (b), (c) and (d). There are a total of 5758 pairs with CC >0.9 shown. known nuclear explosions for the North Korean nuclear test site. In this case, there is no bias introduced by the SNR of the slave event or the CC because they exactly offset each other. However, any noise on the master event will bias the measurement because the correlation will try to match an observed master that has a similar signal contaminated by noise. For this reason, it is important that the master event have the highest SNR when making relative magnitude measurements by cross correlation. Cross correlation is extremely sensitive if the time-bandwidth product is large enough and can detect signals and measure relative magnitudes as low as one-third the noise level (Schaff 2008 ).
An alternate procedure for measuring relative magnitudes is by taking the ratio of the L2 norms, which has the advantage of being applicable to events that generate dissimilar waveforms due to interevent separation distance, source time function differences or focal mechanism differences. This approach is insensitive to a bias associated with degradation of CC values, but it should not be used in situations where noise dominates the amplitudes (SNR < 1). A bias due to SNR on the master and slave events still remains, however, which can be substantial for low SNR. The effects of approximately equal SNR on both the master and slave events will tend to cancel out each other since the former produces a negative and the latter a positive bias.
For automatic routine processing of general seismicity for a monitoring region, as in this paper, the ratio of the L2 norms is the appropriate choice and gives the best results in terms of reduced scatter between stations and removing the substantial bias due to CC that is introduced for more dissimilar events. Standard processing also typically uses SNR >3 which would have a very low predicted bias due to noise alone of 0.023. Of 14 025 events in our data set which had signals with SNR >3, 34 per cent of them had over an order of magnitude reduction in the median two or more station standard deviation (0.0342 magnitude units) as compared to the estimated scatter in the catalogue (0.3454 magnitude units) for relative magnitudes computed by the ratio of the L2 norms. And 78 per cent of the events show a factor 3 improvement or better as compared to the catalogue for relative magnitudes measured as the ratio of the L2 norms. Use of the ratio of L2 norms holds promise for precise measurement of relative magnitudes of neighbouring events, in order to improve substantially the assignation of magnitudes for seismicity bulletins. This would be similar to the improvement due to reduction in measurement error and model error that cross correlation has enabled for location estimates of hypocentres.
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