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Abstract 
Virtual prototyping in manufacturing gains more and more importance, since companies com-
peting in industry noticed the increasing cost pressure alongside higher quality requirements. 
The utilization of virtual prototyping techniques provides a possibility to reduce the total devel-
opment costs and the time to market, while simultaneously innovations of both products and 
processes increase the overall quality of the manufactured parts. The monetary effort and the 
lack of know-how especially in small and medium sized enterprises which is required to operate 
such systems lead to a disadvantage in the more and more globalized market. This paper states 
the problem of supporting virtual prototyping processes in the manufacturing industry and gives 
a solution approach by utilizing service-oriented architectures and concepts from grid comput-
ing. A pilot implementation of the proposed architecture is introduced and evaluated by case 
studies in various manufacturing domains.  
1 Introduction 
Companies competing in the manufacturing industry range from small and medium sized enter-
prises (SMEs) up to global players. They noticed the increasing quality requirements on their 
products (e.g. allowed tolerances in the product’s geometry compared to the specification) 
alongside the pressure of lowering development and production cost to compete in the market. 
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Virtual product development, namely the utilization of numerical simulation and optimization 
techniques, can help to achieve the mentioned business goals. But since the utilization of virtual 
product development techniques requires dedicated hardware and expensive software systems 
as well as highly skilled system operators it is nearly unaffordable – especially for SMEs – to 
efficiently incorporate virtual prototyping in their product research and development. Besides, 
operating such systems goes far beyond the core competencies of such enterprises and should 
not be encouraged as an in-house solution. 
The grid computing paradigm (s. [BeFH03] or [FoKe04]) has proven to utilize powerful dis-
tributed computing and storage resources in different – mainly scientific – scenarios efficiently. 
Current projects like the Large Hadron Collider Computing Grid [LCG06], dedicated to process 
and distribute the huge amount of data produced by the Large Hadron Collider which is cur-
rently being built at CERN, show the popularity and the acceptance of the approach. Alongside 
grid computing, service-oriented architectures (SOA) have been of research interest in the past 
(s. [DJMZ05] or [SiHu05]).  The idea of loosely coupling software components while also en-
suring a platform-independent and standardized way of communication (e.g. via web services), 
SOAs are far more flexible than monolithic software systems. Furthermore, process automation 
can be achieved by utilizing workflow engines which take care of invoking previously specified 
services in a defined execution order as well as passing necessary arguments to them and re-
ceiving their calculation results.  
The coupling of service-oriented architectures and grid computing therefore can lead to a highly 
dynamic approach of interconnecting standardized grid services in an on-demand manner, low-
ering the need (especially for SMEs) to operate costly virtual prototyping resources in-house, 
but enabling them to access such resources whenever needed (s. www.migrid.de). The effect is 
a reduction of the total cost of ownership for both IT infrastructure as well as employment costs 
for the required specialists and a quality improvement for products and manufacturing proc-
esses. 
This paper is organized as follows: In the next chapter, the process of simulation-based optimi-
zation in manufacturing as a basis for virtual prototyping is stated and the problems in support-
ing such processes adequately by IT systems are figured out. Afterwards, a solution approach 
based on service-oriented architectures and concepts from grid computing is given and the nec-
essary services for the process support are identified. A pilot implementation of the proposed 
infrastructure and some of the identified services are given based on de-facto standard middle-
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ware for grid computing. The functionality of the implemented system is then evaluated in a 
case study from the metal casting domain by optimizing a casting process of a gas turbine blade. 
Additionally, two more scenarios from virtual prototyping in industry are presented: The simu-
lation of a sheet metal deep drawing process and the DMU (Digital Mock Up) kinematics simu-
lation of a deep-drawing process including machinery for transferring parts between different 
stages of manufacturing. Afterwards, related work is discussed and finally several conclusions 
and topics for future work are presented. 
2 Virtual Prototyping – The Problem Presentation 
A virtual prototyping process in industrial practice is a lengthy course of action where physical 
prototypes are built, evaluated,  and changed until product and process models are found which 
suit the predefined needs. Joint multistage optimization problems which commonly appear in 
the domain of sheet metal forming [GBGR05] or the highly complex tasks in metal casting 
process optimization [JBRG06] become arbitrarily difficult to solve. 
Optimization algorithms coupled with numerical simulations provide a way to apply virtual 
prototyping on products and processes. The algorithm generates multiple alternative parameter 
sets of a given input model, thus generating a number of process designs, which are then evalu-
ated. Since a typical model evaluation lasts from hours to days, the designs should be evaluated 
in parallel for efficiency reasons. At this point, powerful computing resources are required and 
efficient, scalable optimization algorithms have to be used to assure the highest degree of sys-
tem load and by that the economic utilization of resources. 
The complexity of a virtual prototyping process in manufacturing requires sophisticated know-
how and therefore the involvement of various experts (see Fig. 1) and institutions from different 
problem domains, commonly geographically distributed and in different companies . 
• The domain expert with the knowledge of the specific manufacturing problem (e.g. 
metal forming). This person resides in the enterprise and can be seen as an end user or 
service consumer respectively. 
• Specialists from computational engineering (having knowledge about the simulation 
systems used for the numerical calculations as well as the CAD software suites which 
are used for the geometry models) as well as experts in numerical optimization  
(knowing about the mathematical algorithms). Typically, they are geographically dis-
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tributed and do not necessarily belong to the same enterprise. Since these specialists of-
fer their know-how to the end user, they can be seen as service providers in the overall 
process. 
• A telecommunication engineer who operates and maintains the required IT infrastruc-
ture (hardware, software, local/global networking to handle communication between 
collaborating partners) and acts as a provider of telecommunication services. 
• Software integrators which try to integrate domain-specific (e.g. CAD/CAE tools from 
computational engineering) and generic enterprise functionalities (e.g. Customer Rela-
tionship or Supply Chain Management systems) across organizational and technical 
boundaries in a distributed environment. 
 
Figure 1: UML Use Case diagram of the incorporated actors in a virtual prototyping process. 
 
As an example, a typical process in the product and process design in manufacturing, especially 
in the metal forming domain (e.g. sheet metal forming like deep drawing, metal casting), de-
picted in Fig. 2, will be used and analyzed here. The process can be divided into five phases: In 
the first phase, the real-life metal forming process has to be mapped to a process model, incor-
porating the specific details of the process (e.g. geometry, materials etc). For this task, not only 
the domain expert with the appropriate know-how of the real-life process has to be involved.  
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Figure 2: Core Phases of virtual prototyping presented for industrial forming by its business process 
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 Moreover, a computational engineer having knowledge of the simulation software package and 
the preprocessing tools is needed. When the initial model creation is completed, the second 
phase is entered. The model needs to be calibrated, i.e. model parameters will be adjusted and 
single simulation runs are made to verify that the model reflects the reality. Again, the domain 
expert and computational engineer are required in close cooperation to calibrate the previously 
generated model. Since the calibration process is particularly difficult, the model is continu-
ously checked if it suits the needs. Hence, the output of single simulation runs is permanently 
reviewed by all participants. The calibration process iterates as long as the model is not yet ade-
quately calibrated. During the third phase, preliminary jobs (e.g. transferring the calibrated 
models to the compute nodes, setting algorithm parameters etc.) for preparing the optimization 
run are performed.  The optimization sub-process in phase four is entered next. The optimiza-
tion algorithm now takes care on generating a number of model parameter sets which need to be 
simulated and evaluated. As long as the stopping criteria of the optimization algorithm is not yet 
reached, this sub-process iterates until the model is sufficiently solved. Phase five consists of 
the post processing which incorporates the collaborative viewing between the domain expert 
and computational engineers. If the resulting model is not sufficient, the optimization cycle is 
re-entered. 
The variety of prerequisites (software systems and competencies) in a geographically distrib-
uted scenario in each phase of the process is a challenging task for a sufficient software support. 
An infrastructure that adequately supports the whole process should be able to handle the tight 
cooperation among the involved participants. Collaboration aspects have to be respected as well 
as discovering and handling distributed data-, hard- and software resources. Furthermore, the 
model parameterization and generation needs to be supported in a generic way so optimization 
algorithms as well as metal forming simulation packages may be coupled together arbitrarily 
and in a flexible way without adjusting the code.  
Since the whole process is geographically distributed and inter-organizational, heterogeneous 
resources and various technical (possibly proprietary) infrastructures are typically involved. The 
problem solving environment has to take notice of that and offer a way to interconnect the en-
terprises using open standards for communication, hence leading to an open, extensible system. 
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3 Solution Concept for the Virtual Prototyping Grid-Environment 
The specific requirements for the supporting IT system are directly derived from the process 
shown in figure 2. First, the environment needs to be able to provide the computing capacities 
of high-end workstations and clusters over a limited period of time. This compute power must 
be available on demand without remarkable delays. Furthermore, the user must be able to moni-
tor the current state and get intermediate results while the optimization is in progress. To pre-
vent the general distribution of proprietary data and the implied risks, secure data transfer and 
remote file handling is mandatory. Alongside the computing infrastructure, the technology has 
to provide support for collaboration, so the geographically distributed experts are able to set up 
the initial models, calibrate them or discuss the results. Finally, it must be possible to adopt the 
overall process to changes (e.g. switch to a new simulation system or another optimization algo-
rithm).  In phases one, two and five, collaborative aspects between the involved parties domi-
nate the process. Collaborative aspects and grid process generation is already discussed in 
[FSFR06], so infrastructural topics will be the main focus here. 
The utilization of common hard- and software systems showed to be inapplicable to provide an 
acceptable solution strategy for the aforementioned scenario in the metal forming industry. The 
excessive runtime of numerical simulations require the utilization of high performance multi-
processor machines or compute clusters, which exceed the financial possibilities of SME´s. The 
transformation from fixed costs into variable costs by outsourcing such simulation jobs seem to 
be an adequate solution, alongside letting the enterprises concentrate on their core competen-
cies. The spatially distributed process across different enterprises therefore requires a supporting 
IT infrastructure taking notice of the different hard- and software systems as well as the flexible 
combination of the components.  
Service-oriented architectures built with standardized web services while also adopting concepts 
from grid computing provide a promising way out of the dilemma [BHMN04]. The loose cou-
pling of components provides the high degree of flexibility needed to support the process. Serv-
ices, which can be seen as single components in the overall software system, are provided by 
enterprises specialized in this field. These enterprises have to care about the proper functionality 
of the service they offer as well as service updates or availability. The business logic, knowl-
edge and complexity is encapsulated and hidden by standardized, self-describing interfaces, 
which can be accessed by service consumers via standard internet connections and by using 
standard protocols and communication techniques. 
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The utilization of workflow engines can even more increase the degree of flexibility. By de-
ploying whole workflows as a web service and providing them to others, complex service com-
positions and choreographies can be reused by other services or workflows. The main character-
istics of a web service based service-oriented architecture adopting the grid paradigm lead to a 
network of services which provides the core services for the aforementioned simulation and 
optimization process, which are namely  
• File transfer services which are potentially needed in all phases of the mentioned proc-
ess, since input models, result files etc. have to be transferred to and from the compute 
nodes. 
• Services providing the appropriate optimization algorithms. As stated in 
[GBGR05], direct search methods capable of constraint handling and with good scal-
ability behaviour in distributed environments are a preferred choice here to ensure the 
highest possible degree of resource utilization. 
• Services providing the numerical simulation and evaluation. Since most simulation 
packages consist of native, closed-source legacy code compiled for a predefined hard-
ware architecture, a way of accessing such software packages in a service-oriented way 
according to the underlying technology has to be found. 
 
Figure 3: A service-oriented grid-based infrastructure and the corresponding value chain [Por85] 
 
Figure 3 shows the proposed infrastructure split into five layers, according to the key personnel 
and institutions which are responsible for the system to work. At the same time the correspond-
ing value chain [Por85] is indicated. In higher layers, the amount of value added for the end 
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user is increasing. Since the scope of this paper is focused on applications and the virtual proto-
typing process, infrastructural details like security aspects, billing, accounting, licensing or serv-
ice-level agreements are not considered here.  
4 Implementation of the Virtual Prototyping Grid-Environment 
To adequately provide a support for the aforementioned process, a grid-based service-oriented 
infrastructure was designed and implemented. The Globus Toolkit (GT4) [Glob06] is the de-
facto standard for building Web Service Resource Framework (WSRF) based grid infrastruc-
tures and was chosen as the underlying middleware. GT4 allows the utilization of standard grid 
services (e.g. the Monitoring and Discovery Service (MDS) or Reliable File Transfer (RFT)), 
but also the implementation of custom and – due to WSRF – stateful grid services. Since the file 
transfer and discovery services are already present in the infrastructure, the services for the 
simulations and the optimization algorithms have to be implemented. Since GT4 is (in its core 
parts) implemented in Java, the simulation and optimization services were also implemented in 
that language. First steps of the implementation were already presented in [GBGR05], where a 
test problem (representing the mixed-integer multistage optimization problem in sheet metal 
forming) could be optimized by using a client which realized both the optimization algorithm as 
well as the workflow implementation. A comparison of the problem solving time by using Dis-  
Optimization 
method 
# of 
CPUs 
 
Optimal  
objective 
function value  
f(x*,4) 
Number of  
objective 
function evalua-
tions 
Wall-clock  
time 
[seconds] 
SQP (Matlab®) 1 26.9497 3166 47.16  
 
1 927.63  
10 87.85  
50 17.32  
100 10.83  
DPS on SOA  
Architecture 
200 
26.9842 19868 
6.24  
Table 1: Comparison of DPS (SOA) and SQP (Matlab) when solving the test problem for a mixed-integer multi-
stage sheet metal forming problem [GBGR05], using a service-oriented implementation of DPS 
 
tributed Polytop Search (DPS) on the one hand and the sequential quadratic programming 
(SQP) implementation of Matlab® has been made (see table 1). The table indicates the feasibil-
ity of the SOA-implementation and a good scalability of the DPS-method in distributed sys-
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tems. Nevertheless, results based on the aforementioned prototype should be seen as proof of 
concept, and not a comprehensive study on scalability or the quality of optimization algorithms. 
Next, numerical simulations for manufacturing problems were implemented, furthermore the 
optimization method has been deployed as a web service as well to allow arbitrary interconnec-
tions. Implementation details for the optimization service and for a metal casting service (as one 
example for a simulation service) are given in sections 5.1 and 5.2. 
The whole infrastructure has been deployed on a 296-CPU cluster computer, consisting of 148 
compute nodes with 2 CPUs, 2 GB main memory and 80 GB hard drive per node. The operat-
ing system for each node is SuSE SLES9.3. A redundant head node as well as a redundant stor-
age node is used for cluster administration, control and storage access. The nodes are intercon-
nected by Gigabit Ethernet. 
4.1 The Optimization Service 
This service (s. Fig. 3, “Service Layer”), is an implementation of the distributed polytop search 
(DPS) which belongs to the class of direct search method (s. [Wri95], [BeTs89]). The DPS was 
designed regarding efficiency and scalability in distributed systems. During its runtime, it re-
quires an a priori unknown number of evaluations of both the objective function and corre-
sponding constraint functions. The service has to save its state each time an evaluation request 
occurs, and it passes the data set which is to be evaluated immediately back to the service caller 
instead of directly invoking the simulation service. This behavior opens the possibility to use 
workflow engines to keep control over the whole workflow execution. Considering these condi-
tions, the service makes use of the possibilities provided by WSRF. Being instantiated follow-
ing the factory design pattern, the instance service operates on a set of resources (s. Fig. 3), al-
lowing the service to keep its actual state, even when it is actually not in use. Furthermore, in-
ternal state variables checkpoint the calculation state, so the algorithm can be set on hold and 
resume at a given place in the code [GBGR05]. 
Besides a service operation which allows a client to set necessary parameters needed by the 
polytop search, the grid service operation iterate(IterateRequest) takes care of starting 
and resuming the algorithm at the appropriate position - according to its internal state and ac-
cording to the input data inside the IterateRequest data structure. A resulting data set is re-
turned immediately after invoking the operation, telling the client if further evaluations are 
needed or if the DPS reached a predefined stopping condition.  
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4.2 The Simulation Services for Metal Casting and Sheet Metal Forming 
Since the implementation of the sheet metal forming service is analogous to the metal casting 
service, the casting service is described in detail as an example. The main purpose of this serv-
ice (s. Fig. 3, “Service Layer”), is to wrap the metal casting legacy software CASTS® [LaNS98] 
as a Grid service. However, the CASTS Service does not only provide a service-wrapped ver-
sion of CASTS, but it also takes care of the following operations: It is capable of modifying the 
input model of the casting process according to a set of parameters passed to the service. This 
parameter set can be the input received from optimization services (e.g. the DPS implementa-
tion mentioned above). The service executes the CASTS legacy application on a number of 
different execution platforms. Since a cluster computer is used in this case, a simulation request 
is leading the internal execution subsystem to incorporate the local resource manager Torque 
[TORQ06] and the scheduling system Maui [MAUI06]. The execution state of the cluster job is 
monitored and exposed by the Casts Service. The execution subsystem is highly modularized so 
that the service also works on single workstations without local queuing/scheduling. The service 
also provides functionality to evaluate the simulation result (which is done by CritCASTS, a 
legacy software system bundled with CASTS) and determining the objective function value as 
well as the constraint function values, needed for simulation-based optimizations. The utiliza-
tion of WS-GRAM [Glob06] for the job execution was discouraged because of the aforemen-
tioned extra functionality which goes beyond the capabilities of WS-GRAM and leaving the 
process logic implementation up to the service consumer, which presupposes inexistent know-
how. 
In the next section, the aforementioned prototypical implementation is used to demonstrate the 
feasibility of the approach when applying it in the domain of metal casting. Furthermore, addi-
tional industrial scenarios from sheet metal forming are described focusing on optimal product 
(section 5.2) and process design (section 5.3). 
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5 Case Studies from Manufacturing and Results 
5.1 Virtual Prototyping in Metal Casting 
As an example, a casting process of a gas turbine blade was used to evaluate the implemented 
infrastructure (see figure 3). The evaluation of the simulation results have been done from the 
following points of view [JBRG06]:  
• The probability of local freckle (shrinkhole) information at the surface of the turbine 
blade. Freckle probability was estimated based on the temperature gradients calcu-
lated by  the simulator, 
• the degree of curvature of the solidification front. It should be as horizontal as possi-
ble in order to achieve a high quality directional solidification, 
• the ratio G/v (temperature gradient over solidification speed) must be greater than a 
critical value and  
• the process time. 
 
Goal of the optimization was an improved withdrawal profile (temperature gradient over solidi-
fication speed) for the casting process of the turbine blade. The withdrawal process is param-
eterized by eleven constrained design variables representing withdrawal velocities.  
The optimization algorithm service has been parameterized to utilize 16 CPUs by generating 32 
new withdrawal sets in each iteration.  
 
 
Figure 4: Objective function value in dependence to the total number of simulations and the total time in minutes 
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 Figure 4 shows the objective function in dependence to the total number of simulations needed 
to yield the function value. Since the global minimum of the objective function is unknown, the 
calculated quality has to be interpreted by metal casting experts. Nevertheless, an optimization 
achievement can be noticed by reducing the objective function by 15.24%. 
 
5.2 Virtual Prototyping in Sheet Metal Forming 
Sheet metal forming copes with the forming process of solid state metal sheets, where the form-
ing process aims on form, surface, and material properties. Risks in planning the manufacturing 
process can be predicted and reduced immediately and materials can be used in a more efficient 
and cost-effective way. The software system FETI-INDEED® [KWRD01] has been utilized to 
simulate deep-drawing processes with the ability of partitioning the assembly parts as well as 
friction observance and rezoning (mesh refinement during simulation runtime). 
As an example from sheet metal forming, the calculation of a cylindric cup for the automotive 
industry was calculated with FETI-INDEED.   
As can be seen in figure 5, the cup was partitioned into 16 parts by using the FETI method. A 
higher processor usage leads to a decreased processing time from 44:34 hours (2 CPUs) down 
to 06:41 hours (36 CPUs). 
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Figure 5: Model of a cylindric cup, subdivided into 16 parts, calculated with FETI-INDEED and according wall 
clock graph by varying the number of CPUs. 
5.3 Virtual Prototyping of DMU Kinematics 
Beyond sheet metal forming simulations, kinematics of the production process itself and the 
behavior of automatic transfer equipment can be simulated and visualized ([Cu05], [SchMe06]). 
The superposition of movements by transferring assembly parts to the next working stage and 
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the automatic transfer equipment can reduce the overall time needed for the whole process to 
avoid collisions, which depends on various parameters (e.g. transfer speed, stamp speed, angle 
etc). A trade-off between collision-free production processes and a maximum turnout has to be 
found. By utilizing such dynamic simulations, the component delivery to the next working sta-
tion can be visualized and – if collisions appear – the parameters and tools can be adjusted early 
in the overall production process to achieve a collision-free manufacturing process again.  
Figure 6 shows a simulation of a sheet metal forming press with a 630 tons maximum pressure, 
4000 mm x 1700 mm table size and 500 mm maximum travel. Transfer equipment for assembly 
part movement between the working stations has been applied to the press.  
 
 
Figure 6: DMU kinematic-simulation of a sheet metal forming press and corresponding transfer equipment, visual-
ized by CATIA V5 [SchMe06] 
6 Related Work 
Supporting business processes with software systems and especially service-oriented architec-
tures realized with web services have received considerable attention in both academia and in-
dustry. Several other research projects try to cope with similar subjects in related fields. 
The Geodise project [XSCK04; SONK04]  focuses on optimization, design and fluid dynamics, 
especially in aerodynamics. Its main goal is to provide a distributed problem solving environ-
ment (PSE) for engineers working in the mentioned fields by utilizing e.g. MATLAB and add-
ing Grid functionality to it. Although first Geodise implementations were based on Globus 
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Toolkit version 2, the core Geodise Toolbox is now part of the managed program of the Open 
Middleware Infrastructure Institute (OMII) [OMII06].  
A Grid-enabled problem solving environment for engineering in design where distributed 
parties are able to collaborate has been introduced by Goodyer et al [GBJS06]. The system en-
ables its users to start Grid jobs on Globus Toolkit based hosts, but the main focus is put on 
collaborative application steering and result visualization using the gViz library [BDGS04] in-
stead on automatic or semiautomatic simulations (or virtual prototyping respectively). 
The P-GRADE Portal [SiKa05] aims to be a workflow-oriented computational Grid portal, 
where multiple clients can collaboratively participate in design, development and execution of a 
workflow as well as multiple grids may be incorporated in the workflow execution. The P-
GRADE Portal is based on Globus Toolkit version 2 for basic grid operations (such as file 
transfer and job execution), the workflow execution is done by a proprietary implementation. 
But since P-GRADE does not rely on web service based grid infrastructures, it can be stated 
that P-GRADE is a system based on proprietary standards and therefore will not provide the 
high degree of flexibility needed to adequately support the aforementioned virtual prototyping 
process in an adequate way. 
Summarizing, the presented approaches emphasize either technical aspects from domain-
specific numerical simulation or workflow management in engineering. Hence, the solution 
approach presented in this paper is focused on the integration of domain-specific applications 
from computational engineering, workflow management in engineering, and aspects from en-
terprise application systems as well. This integration provides the capability to consider techni-
cal as well as business aspects simultaneously. 
7 Conclusions and Future Work 
In this paper, the need for utilizing virtual prototyping techniques in manufacturing industry was  
shown and the complexity of a virtual prototyping process was indicated with all of the incorpo-
rated institutions, key actors and virtual prototyping resources (i.e. hard- and software). A solu-
tion approach of a layered service-oriented grid-based infrastructure and the according value 
chain was proposed to adequately support the virtual prototyping process in manufacturing en-
terprises. A prototype implementation was presented and computational results from the prob-
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lem domains of metal casting, sheet metal forming, and digital mock-up kinematics were 
shown.  
As future work, the single simulation- and optimization runs should be extended and coupled 
such that a complete production process chain can be simulated in by the system. Beyond the 
optimization of a process chain the design of the optimal layout of a complete manufacturing 
cell, a production line comprising multiple manufacturing cells, and finally optimizing the lay-
out of the whole factory is envisaged. 
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