We consider languages expressed by word equations in two variables and give a complete characterization for their complexity functions, that is, the functions that give the number of words of the same length. Speci cally, we prove that there are only ve types of complexities: constant, linear, exponential, and two in between constant and linear. For the latter two, we give precise characterizations in terms of the number of solutions of Diophantine equations of certain types. In particular, we show that the linear upper bound on the non-exponential complexities by Karhum aki et al., cf. KMP], is tight. There are several consequences of our study. First, we derive that both of the sets of all nite Sturmian words and of all nite Standard words are expressible by word equations. Second, we characterize the languages of non-exponential complexity which are expressible by two-variable word equations as nite unions of several simple parametric formulae and solutions of a two-variable word equation with a nite graph. Third, we nd optimal upper bounds on the solutions of (solvable) two-variable word equations, namely, linear bound for one variable and quadratric for the other. From this, we obtain an O(n 6 ) algorithm for testing the solvability of two-variable word equations, improving thus very much Charatonik and Pacholski's O(n 100 ) algorithm, cf. ChPa].
Introduction
Word equations constitute one of the basic parts of combinatorics on words. The fundamental result in word equations is Makanin's algorithm, cf. Ma], which decides whether or not a word equation has a solution. The algorithm is one of the most complicated ones existing in the literature. However, the structure of solutions of word equations is not well understood; see Hm, Raz1, Raz2] . A new light on that topic has been led recently by KMP] where the languages which are de ned by solutions of word equations are studied. These languages possess some pumping-like properties.
The structure of languages which are de ned by equations with one variable is very simple. In nite languages which are de ned by one-variable word equations consist of a nite part and an in nite part which is of the form A n A 0 for A 0 a pre x of A. The structure of the nite part is not completely known OGM] . Our analysis deals with languages which are de ned by two-variable word equations. We prove that the complexity of those languages, which is measured by the number of words of a given length, belongs to one of ve classes: constant, D 1 -type, D 2 -type, linear and exponential. The complexities D 1 -type and D 2 -type are in between linear and constant and they are related to the number of solutions of certain Diophantine equations. As a side e ect of our considerations we prove that the linear upper bound given in KMP] for languages which do not contain a pattern language is tight. Another interesting related result is that the sets of Sturmian and Standard words are expressible by simple word equations. As another consequence of our study, we characterize the languages of non-exponential complexity which are expressible by two-variable word equations as nite unions of several simple parametric formulae and solutions of a two-variable word equation with a nite graph.
Based on our analysis, we nd optimal upper bounds on the solutions of (solvable) two-variable word equations, namely, linear bound for one variable and quadratric for the other. From this, we obtain an O(n 6 ) algorithm for testing the solvability of two-variable word equations. Recall that there is only one polynomial-time algorithm known for this problem and it works in time O(n 100 ), cf. ChPa].
Expressible languages
In this section we give basic de nitions we need later on, as well as some previous results. For an alphabet , we denote by card( ) the number of elements of ; is the set of words over with 1 the empty word. For w 2 , jwj is the length of w; for a 2 , jwj a is the number of occurrences of a in w; for 0 k jwj, pref k (w) denotes the pre x of length k of w. By (w) we denote the primitive root of w. If w = uv, then we denote u ?1 w = v and wv ?1 = u. For any notions and results of combinatorics on words, we refer to Lo] and ChKa].
Consider two disjoint alphabets, of constants, , and of variables, . A word 1 equation e is a pair of words '; 2 ( ) , denoted e : ' = . The size of e, denoted jej, is the sum of the lengths of ' and . The equation e is said to be reduced if ' and start with di erent letters and end with di erent letters, as words over . Throughout the paper, all equations we consider are assumed to be reduced.
A solution of e is a morphism h : ( ) ?! such that h(a) = a, for any a 2 , and h(') = h( ). The set of solutions of e is denoted by Sol(e).
Notice that a solution can be given also as an ordered tuple of words, each component of the tuple corresponding to a variable of the equation. Therefore, we may take, for a variable X 2 , the X-component of all solutions of e, that is, L X (e) = fx 2 j there is a solution h of e such that h(X) = xg: The set L X (e) is called the language expressed by X in e. A language L is expressible if there is a word equation e and a variable X such that L = L X (e):
Notice that, if X does not appear in e, then L X (e) = as soon as Sol(e) 6 = ;.
Also, if card( ) = 1, that is, there is only one constant letter, then all expressible languages are trivially regular, as we work here with numbers. Therefore, we shall assume that always card( ) 2.
The complexity function of a language L
, is the natural function Since the function # L can be very unregular, as can be seen from the above example, we use in our considerations a function # L , which is de ned by
We say that a function f is constant if f(n) = (1), is linear if f(n) = (n), and is exponential if f(n) = 2 (n) .
We make the following conventions concerning notations: { a; b; : : : 2 are constant letters, { A; B; : : : 2 are ( xed) constant words, { X; Y; : : : 2 are variables, { x; y; : : : 2 may denote some arbitrary constant words but may also stand for images of variables by some morphisms from ( ) to , that is, x = h(X); y = h(Y ), etc., { '; ; : : : 2 ( ) are mixed words, which may (but need not) contain both constants and variables.
We shall use also the following notation (due to Hmelevskii, cf. Hm] (e) and # L Y (e) is exponential. Then, for any n; m 2 N, there is at most one solution (x; y) of e with jxj = n and jyj = m.
The second is the upper bound on the non-exponential complexities. We shall prove it to be tight. ' (XY jY ) 
The graph associated with a word equation
We shall need also the graph associated with an equation e : ' = , see Lo] . It is constructed by applying exhaustively the so-called Levi's lemma which states that if uv = wt, for some words u; v; w; t, then either u is a proper pre x of w or u = w or w is a proper pre x of u. The vertices of the graph are di erent (reduced!) equations (including e) and the directed edges are put as follows. We start with e and draw the graph by considering iteratively the following three cases, depicted in Fig. 1 : (i) both sides of e start with variables (which are di erent since the equation is assumed to be reduced), (ii) one side starts with a constant and the other starts with a variable, and (iii) the two sides start with constants which are di erent. Clearly, in the last case the equation has no solution, which is marked by an error node. In Fig. 1 for any u; v 2 fa; bg . Using these two mappings, we give the following result which characterizes the set of solutions of e 0 .
Lemma 6. The solutions of e 0 are precisely the pairs of words obtained by:
(i) starting with a pair (u; v) of words in the set f(a n+1 ; a n ) j n 0g f(b n ; b n+1 ) j n 0g;
(ii) applying to (u; v) a nite (possible empty) sequence i 1 ; i 2 ; : : : ; i k , for some k 0; 1 i j 2, for any 1 j k.
Proof. The proof is based on the graph of e 0 which is presented in Fig. 2 . The solutions (a n+1 ; a n ) (respectively (b n ; b n+1 )), for n 0, are obtained by composing substitutions which are labels of the path e 0 ,e 1 ,e 2 ,e 3 (respectively e 0 ,e 4 ,e 5 ,e 6 ). 
Indeed, this equivalence is proved by straightforward calculation. Next, we change slightly the de nition of the Standard pairs into an equivalent one which is more suitable for our purpose. We claim that all Standard pairs (u; v) such that juj 2 and jvj 2 (only these are of interest for us here) are obtained by (i) starting with a pair (u; v) of words in the set f(a n+1 ba; a n ab) j n 0g f(b n ba; b n+1 ab) j n 0g;
(ii) applying i 's in any order nitely many times. To see this, it is enough to emphasize all steps in the forming of the Standard pairs when all components become of length at least two; this is seen below:
?! (a n+1 ba; a n ab); (a; b) Now, using (1), the equality in the statement is clear by Lemma 6. Theorem 10. # L X (e 0 ) (n) = # L Y (e 0 ) (n) = (n), for any n 1.
Proof. We have, by Lemma 9, that S = L X (e 0 )ba L Y (e 0 )ab fa; bg:
Thus, by Lemma 7, we get
and the claim follows from Lemma 8.
Remark. We notice the unexpected equality (2).
As a corollary of Theorem 10 we obtain that the upper bound of Karhum aki et al. in Theorem 5 is optimal.
Corollary 11. The linear upper bound for the non-exponential complexities of languages expressible by two-variable word equations is tight.
Furthermore, using the above considerations, we prove that both sets, of Standard and of Sturmian ( nite) Hmelevskii, cf. Hm] , e 1 has a non-empty set of solutions if and only if there are P; Q; R 2 such that A = PQR; B = RQP. We assume in the sequel that this is the case for some xed constants A and B and draw the partial graph of e 1 in Fig. 3 . In the graph, the substitutions X = wX, for a xed word w and a variable X, correspond to a sequence of substitutions X = a 1 X, X = a 2 X, : : : , X = a n X, where w = a 1 a 2 : : :a n , and therefore the edge labeled by X = wX corresponds to a path of edges labeled by X = a 1 X, X = a 2 X, : : : , X = a n X.
As it will be seen, considering only the part in Fig. 3 of the graph of e 1 will be enough to conclude the linearity of the functions # L X (e 1 ) and # L Y (e 1 ) . (In fact, it is clearly enough to prove this only for one of the two functions; the result for the other will follow by symmetry.) Notice here that the tuple (P; Q; R) need not to be uniquely determined by constant words A and B as it is in the example A = aabab, B = babaa where the possible tuples are (aa; 1; bab), (a; a; bab), (a; aba; b), (1; aa; bab) and (aa; bab; 1).
We rst establish a connection betwen the solutions of e 1 and those of e 0 . Consider a new letter # 6 2 fa; bg, the mapping # : fa; bg ?! fa; b; #g de ned by 1 # = 1;
(a 1 a 2 a n ) # = #a 1 #a 2 # #a n #; for any n 1; a i 2 fa; bg; 1 RQh(u 0 1 ) = PQh(u 0 2 ); hence either P is a pre x of R or R is a pre x of P. If jPj = jRj, then P = R and consequently A = PQP = B, a contradiction. So jPj 6 = jRj and, again without loss of generality, we may assume that jPj > jRj. Denote PQ = P 0 and RQ = R 0 . Then R 0 h(u 0 1 )Q = P 0 h(u 0 2 )Q (3) and h(u 0 1 )Q, h(u 0 2 )Q 2 (P 0 R 0 ) . The identity (3) is a nontrivial identity on two words R 0 and P 0 . Therefore R 0 , P 0 commutes, see Lo]. Hence, P 0 R 0 = PQRQ = R 0 P 0 = RQPQ and nally A = PQR = RQP = B, a contradiction. This completes the proof.
We now can give the relation between the solutions of e 0 and e 1 .
Lemma 15 Proof. According to Lemma 15, for any u 2 L X (e 0 ), we have h(u # ) 2 L X (e 1 ). Also jh(u # )j = (juj + 1)jQj + juj a jRj + juj b jPj 3juj max(jPj; jQj; jRj):
Consider a xed k 1. Then, by (4), all words in L X (e 0 ) which are not longer than k 3 max(jPj; jQj; jRj) have their images through # h in L X (e 1 ) and not longer than k. Moreover, by Lemma 14, all these images are distinct. Denote c = 3 max(jPj; jQj; jRj). Then, by
We use next the following property of the totient function, cf., e.g., Si]:
Thus, by (5) and (6), we get that, for any k 1, Clearly, the set of solutions of e is Sol(e) = f(a n ; (a n b) m a n ) j n 0g: A function f is D 1 -type if there is a divisor-type function g such that f = ( g) where g(n) = max 1 i n g(i).
Before stating the announced result, we need the notion of a P-factorization (as de ned in KoPa] and KMP]). Consider a primitive word P 2 . It is well-known that any word w 2 can be uniquely written in the form w = w 1 P k 1 w 2 P k 2 w n P kn w n+1 (7) where n 0; k i 0, for any 1 i n and { w i does not contain P 2 as a factor, for any 1 i n, { P is a proper pre x and a proper su x of any w i with 1 i n, { P is proper su x of w 1 or w 1 = 1, { P is proper pre x of w n+1 or w n+1 = 1.
The equation (7) is called the P-presentation of w. The P-factorization of w is the ordered sequence w 1 ; P k 1 ; w 2 ; P k 2 ; : : : ; w n ; P kn ; w n+1 : We now x the hypotheses for the result on periodic solutions. Let C, D be two words and e an equation on two variables X and Y . In many parts of our analysis we consider solutions (x; y) such that x is in form (CD) n C. In order to deal with those solutions we de ne X C;D (e) to be the set of those words of the form (CD) n C for which ((CD) n C; y) is a solution of e for some y. Similarly, de ne Y C;D (e) to be the set of words y such that ((CD) n C; y) is a solution of e for some nonnegative n.
Lemma 19 Indeed, we may assume that ' = Y ' 0 ; = BY 0 , for some B 2 + ; ' 0 ; 0 2 ( ) , and then we have that any y 2 L Y (e) is a pre x of a word in B . If X appears rst in both ' and , then, for x = A n A 0 2 L X (e) with n large enough (say n jej), the occurrences of x at the beginning of ' and , together with the constants in between can be reduced (if the equation is not contradictory). Therefore, we may assume that the rst variable which appears in ' is X whereas for is Y . Hence, the equation is of one of the forms below, where E and F are constant words: X : : : = EY : : :; Y : : : = FX : : :; X : : : = Y : : :: We may assume that Y and X are \long enough" because the solutions with \short" X or Y give, due to Lemma 4, a constant contribution to the complexity functions # L X (e) , # L Y (e) . Then in the rst two cases we make the substitution X = EX 0 and Y = FY 0 , respectively. After making this substitution, the rst two cases turn into the third one. We have
where l 1; r 0; B i ; C i 2 ; ' 0 ; 0 2 ( ) , and 0 either starts with Y or is empty and ' 0 either starts with Y or is empty. If ' 0 is empty then there is a one to one correspondence between the lengths of X and Y (or the length of Y is xed) and therefore by Lemma 4 both # Y (e) and # X (e) are constant. Hence, we assume ' = XB i ] l i=1 Y ' 0 . Take any n jej such that x = A n A 0 2 L X (e). There is y 2 such that
where ' 0 (x; y) (resp. 0 (x; y)) is ' 0 (resp. 0 ) where X is replaced by x and Y by y. Depending on the relation between l and r we consider three cases. Case 1. l < r. It follows that
and so, for large enough n, A n A 0 B i ] l i=1 is conjugated with C i A n A 0 ] l?1 i=1 C l A n 0 D, for some n 0 n ? jej; D 2 , such that either n 0 = n and jDj < jej or n 0 < n and D a proper pre x of A. If A 0 B i 2 (A) , for all 1 i l, then y is a pre x of some power of (A), hence # L Y (e) is, in this case, constant. Assume that some A 0 B i is not a power of (A). Then
where m 0, 0 l 0 l ? 1, ?jej cjAj jej, and D 0 2 , jD 0 j jej. Moreover, assume that there is a solution (x 0 ; y 0 ) 2 Sol(e) with x 0 = A n 0 A 0 and y 0 from (9) with n = n 0 ; m = m 0 , such that jA n 0 j jej; m 0 1. Then, for any n n 0 ; m m 0 , we have that x = A n A 0 and y from (9) (with these m and n) constitute a solution of e. To prove this consider the equality '(x 0 ; y 0 ) = (x 0 ; y 0 ). For any p, the pth occurrence of A n 0 in '(x 0 ; y 0 ) overlaps longer than j (A)j the pth occurrence of A n 0 in (x 0 ; y 0 ). Indeed, if this is not the case, then one can easily show that, for any i, A 0 B i is a power of (A) , a contradiction. So, if n 0 is increased by one, the equality is maintained; the new A is introduced inside the overlapping part of the two pth occurrences of A n in the two sides of the equality. Consider next the case when m 0 is increased. We make the same reasoning as above, just that we consider here the pth occurrences of y 0 or, more precisely, of ( A n 0 A 0 B i ] l i=1 ) m 0 . Now, for di erent values of n or m we get di erent words in (9). By possibly decreasing n, we can write y from (9) as
; for some D i 2 , 1 i l. Therefore, the value of the complexity function # L Y (e) (k) di ers, for large enough k, by at most a constant from the number of solutions of the Diophantine equation in unknowns n and m 
We notice that the case when 0 is empty is included either in case 1 or in case 2, so we may assume in the sequel that 0 is not empty.
Case 3. l > r. Consider rst the solutions (x; y) where
Then y conjugates
) since the rst letter of is Y . Therefore, the reasoning is similar with the one in case 1.
Consider now the solutions (x; y) where
Now the solutions where y is a pre x of a word in A bring the constant contribution to the complexity function # L Y (e) . Consider the solutions in which y starts with a pre x which is periodic with a period A and contains a position in which this period is broken. We may assume that y is long enough, i.e., it starts with A 2 . Then, due to uniqueness of (A)-factorization of the right-hand side of the equation, the second occurrence of y which contains A 2 and a position where this period is broken matches in the left hand side some of l occurrences of A n in A n A 0 B i ] l i=1 and a position where this period is broken. For each n, there are at most l such positions and therefore there are at most l solutions (x; y) such that x = A n A 0 , y satis es (10) and y contains a position where the period A is broken. These solutions again bring at most constant contribution to the complexity function # L Y (e) . Then, clearly, Sol(e 2 ) = f(a n ; w) j n 0; w 2 g; hence # L Y (e 2 ) is exponential as soon as card( ) 2.
We show also, in the next example, that, for almost all divisor-type functions, there is a language expressible by a two-variable word equation such that its complexity function is precisely the given one.
Example 22. As we have de ned it, a divisor-type complexity function is precisely determined by the four non-negative integers c i ; 1 We give also another lemma which considers some solutions which behave similarly with those in Lemma 19. Given an equation e in two variables, we consider those solutions of e in which the X component is of the form A n BA n C, for xed words A; B; C. We de ne X 1 to be the set of the words of the form A n BA n C in L X (e); Y 1 will denote the set of words y such that, for some n, (A n BA n C; y) 2 Sol(e Even if the proof is similar with the one of Lemma 19, we stated the result in Lemma 23 separately, since it will be applied in some cases where it would be di cult to see how Lemma 19 can be applied directly.
Three technical analyses
We study in this section three systems of equations which will be very useful tools in our analysis in the remaining part of the paper.
The rst contains two di erent equations of type e 2 , that is,
where A; B; C; D 2 ; jAj = jBj; jCj = jDj and by \di erent" we mean that the two equations composing s 1 are not the same, that is, we assume that either A 6 = C or B 6 = D.
Rather than being interested in the complexity of the sets of solutions of s 1 , we shall be concerned with the structure and complexity of the set Assume C 0 = (PQ) n ; D 0 = (QP) n , for some n 1, where (C 0 ) = PQ; (D 0 ) = QP. We have then uv 0 = (PQ) m P, for some m 0.
Similarly, we obtain that C 0 v 00 u = v 00 uD 0 and so v 00 u = (PQ) m P, as jv 00 j = jv 0 j. The second system which we study here has the form s 2 : AUV = V UB CDU = UDC where A; B; C; D 2 , CD primitive. As for s 1 , we shall be interested in the set S 2 = fuvu j (x; y) 2 Sol(s 2 )g:
This analysis will be of help in the next section, when de ning the D 2 -type complexity.
Consider a solution (u; v) 2 Sol(s 2 ). Then u = (CD) n C; for some n 0, and we have that A(CD) n Cv = v(CD) n CB: Thus A(CD) n C and (CD) n CB are conjugated by v, hence there are s; t 2 such that A(CD) n C = st; (CD) n CB = ts: (11) We shall assume in the sequel that n is large enough. When n is small, u is short and, by the rst equation of s 2 , we get a short period for uvu. Indeed, the rst equation in s 2 is equivalent to (UA)UV U = UV U(BU) so uA is a short period of uvu. Let i, j, A 0 be such that A = (DC) i A 0 (CD) j and (CD) j+1 is not a su x of A and (DC) i+1 is not a pre x of A((CD) j ) ?1 . Similarly, let k, l, B 0 be such that B = (DC) k B 0 (CD) l and (CD) l+1 is not a su x of B and (DC) k+1 is not a pre x of B((CD) l ) ?1 . Then, assuming that n is large enough, we have, by (11) The conclusion of the analysis above, which will be useful in the next section, is summarized in the next lemma.
Lemma 25. If (u; v) 2 Sol(s 2 ), then uvu either has a short period or is of the form in (12).
We give next an example of a system of type s 2 .
Example 26. Let Since the equations are not equivalent we have A 6 = D or C 6 = F or B 6 = B 0 or E 6 = E 0 . Consider solutions (x; y) such that jyj > jxB 0 j (the case jxj jyj jxB 0 j leads to periodic solutions and the other cases are symmetric The above result holds with the same proof for similar systems with two or more equations 
Equations of the form A(X)Y = Y B(X)
We study in this section the complexity for the solutions of equations of the form 
: Consider a solution (x; y) 2 Sol(e 3 ). Then y conjugates A(x) and B(x). If we consider the mapping cycle : ?! , de ned by cycle(aw) = wa, for any a 2 ; w 2 , then A(x) = cycle t (B(x)); for some 0 t < jB(x)j.
Then, there is l; 2 l k, such that either t = j B i x] l?2 i=1 B 0 j, where B 0 is a pre x of B l?1 , or t = j B i x] l?2 i=1 B l?1 x 0 j, for x 0 a pre x of x. In the rst case x has a period shorter than je 3 j and the contribution of those solutions to # L X (e 3 ) is constant and, by Lemma 19, the contribution to # L Y (e 3 ) is either constant, or D 1 -type, or else exponential.
Assume now that t = j B i x] l?2 i=1 B l?1 x 0 j, for some 2 l k; x 0 2 , such that x = x 0 x 00 ; x 00 2 . Therefore, we have the equality
the beginning of which is depicted in Fig. 4 : above is the beginning of the left-hand side of (14) whereas below is the beginning of the right-hand side.
Let u be the overlapping of the rst x above and the rst (whole) x (that is, the one after B l ) below. We have that x = x 00 B l u. Assume that u jxj Since, by our assumption, juj jx 00 B l j, we have that u is a pre x of x 00 B l . Put x 00 B l = uv. Then x = uvu. In Fig. 4 , from the overlapping of the second x above and the rst x below, we get A 1 uv = vu pref jA 1 j (B l+1 u); (15) which is of type e 2 (in u and v). More precisely, (15) is obtained by considering, in Fig. 4 , the pre x uv of the second x above and the su x vu of the rst (whole) x below. If we consider in the same manner the overlapping of the third x above and the second x below, then we obtain another equation of type e 2 (in u and v). If this is di erent from the one in (15) We assume next that all equations of type e 2 in u and v we obtain in this way, namely, by considering the pre x uv of the (k + 1)st x above and the su x vu of the kth x below in Fig. 4 { see the hatched areas { are identical. Then, necessarily, jA 1 j = jB l j; jA 2 j = jB l+1 j; : : : ; jA k j = jB l?1 j:
We distinguish two cases. Case 2. jA i j 6 = jA j j, for some 1 i; j k. Without loss of generality, we may assume that jA 1 j < jA 2 j (this case is shown in Fig. 4) . Then u has a short period and we get that (u; v) is a solution of a system of the form s 2 , say AUV = V UB CDU = UDC (17) A; B; C; D 2 ; CD primitive, where the rst equation of (17) is equation (15), that is, A = A 1 ; B = pref jA 1 j (B l+1 u). By our previous assumption, we have a unique such equation.
If u is long enough, then all equations we obtain for u (of the same type as the second equation in (17); given by the segments in between the hatched areas in Fig. 4 ) are all of the form (CD) k U = U(DC) k , k 0. Therefore, the equation (14) (seen as equation in X) does not only imply (17) but they are even equivalent. We thus have x = uvu, for a solution (u; v) of (17) for some 0 t 2jxj + 7. It is not di cult to see that the only possibilities for t are (i) t = 1, (ii) t = jxj+4, and (iii) jxj+9 t 2jxj+7. (The cases t 2 f0; 2; 3; jxj+3g and jxj + 5 t jxj + 8 are immediately rulled out; for 4 t jxj + 2, we apply the reasoning in the proof of Theorem 30.)
In case (i) we have x = bab; y = (ba(babc) 3 ) n ba(babc) 2 bab; n 0, and in case (ii) we obtain x = b; y = (ba(bc) 2 babc) n babcb; n 0. Thus, in both cases, we have a constant contribution to either of # L X (e) and # L Y (e) .
The interesting case is (iii). Applying the reasoning in the proof of Theorem 30,
we obtain x = uvu where abcuv = vucba ucb = bcu Therefore, we have u = (bc) n b; v = (a(bc) n+1 b) m a; x = (bc) n b(a(bc) n+1 b) m a(bc) n b; for any n; m 0. We then obtain for y the formula y = (xabxaab) p uv(cba) ?1 ;
where u; v; x are given by above and p 0. Hence, for any k 0, # L Y (e) di ers by at most 2 from the number of solutions of the Diophantine equation (in unknowns n; m, and p) ((4n + 8)m + 8n + 11)p + (2n + 4)m + 2n ? 1 = k: We have used also the fact that, if we denote y in (19) by y m;n;p , then (n 1 ; m 1 ; p 1 ) 6 = (n 2 ; m 2 ; p 2 ) implies y n 1 ;m 1 ;p 1 6 = y n 2 ;m 2 ;p 2 . Consequently, # L Y (e) is of D 2 -type.
More technical lemmata
We mainly consider in this section equations in two variables for which all values for one variable are given by some formula involving constant words and some variable integers. We also consider the case when one of the variable is expressed as a xed formula of the other. These are the last steps before the general analysis in the next section.
Remark 32. Given an equation e : ' = , if j'j X 6 = j j X or j'j Y 6 = j j Y , then we obtain a non-trivial relation between lengths of x and y, for any (x; y) 2 Sol(e) and, by Lemma 4, the functions # L X (e) and # L Y (e) are constant or exponential.
We may assume also that ' and both start and end with di erent variables.
Indeed, consider the start. (The same reasoning holds for the end.) If both start with constants, then, as the equation is reduced, it has no solution. If one starts with some constants, then there are two possibilities: (i) the same variable appears as the rst variable in both ' and and (ii) the rst variable appearing in ' and is not the same. In case (i), we apply Lemma 19 and we are done. For (ii), we can eliminate the constants at the begining by a suitable substitution.
The rst result is similar with the one in Lemma 23 but a bit more complicated.
We consider here those solutions of e in which the X component is of the form (A n B) m A n C, for xed words A; B; C. As above, we de ne X 2 to be the set of the words of the form (A n B) m A n C in L X (e); Y 2 will denote the set of words y such that, for some n and m, ((A n First, since the corresponding occurrences of A n in the two sides of e overlap long enough, n can be increased and the equality is maintained.
Consider the equality ' 0 (x; y) = 00 (x; y). Since B 6 2 (A) , the corresponding occurrences of B in the two sides of the equality must be perfectly matched (i.e., overlap completely). Therefore, ' 0 (x; y) = 00 (x; y) = (A n B) l i A n CD i ] k i=1 ; D i 6 = B 0 , where each D i corresponds to a place in between variables, that is, either D i = 1 or D i = D, for some constant D 6 = B 0 of e. Consider each part (A n B) l i A n C separately. There are two possibilities. First, for any i, the number of x's (y's, resp.) in this part is the same in ' 0 and 00 . In this case, no matter how m and p are increased, the equality is maintained. Second, for some i, the number of x's or y's is not the same. Then, out of all such i's, we get a unique relation between m and p, of the form cm = dp. In this case, we can increase m by d We now study two-variable word equations of the general form. We show that one cannot obtain as complexities of their expressed languages anything but the ve types we have identi ed so far, namely constant, D 1 -type, D 2 -type, linear, and exponential. Now we describe the basic ideas of the procedure for treating these equations. Depending on the form of the equation we will treat it di erently. We also divide the solutions into nite number of smaller parts. For each part we will prove that it brings either constant, D 1 -type, D 2 -type, linear, or exponential contribution to overall complexity. By Remark 29, this will prove that the overall complexities can be only constant, D 1 -type, D 2 -type, linear, or exponential. There are several cases when the procedure stops. It stops when it nds a formula for X or Y (then we apply one of the Lemmata 19, 23, and 33 to the starting equation e), or a formula of the form Y = (X) (then we apply Lemma 34). Otherwise, we end up with a set of equations of the form AXBY C = DY EXF. If there are at least two of them, then we apply Lemma 28. If there is only one, then, by considerations in Section 4, the solutions of it bring linear or exponential contribution to the complexity function.
Consider an equation e : ' = over = fX; Y g. We make several observations which help us to restrict a bit the form of e, without loss of generality. First, we may assume that j'j X 2 and j'j Y 2 since the other cases have been already studied. Second, we may assume, by Remark 32, that j'j X = j j X and j'j Y = j j Y and also that ' and both start and end with di erent variables.
Consequently, we may assume for e the form
where '; 2 ( ) ; ' 1 ; 1 2 ( fXg) . Since we investigate both functions # L X (e) and # L Y (e) , we may take into account only those solutions (x; y) of e with jxj jyj. Case 1. j 1 (X)j X jX' 1 (X)j X . Let 0 1 (X) be the shortest pre x of 1 (X) such that j 0 1 (X)j X = jX' 1 (X)j X . If, additionally, j 0 1 (X)j = jX' 1 (X)j, then we can divide the equation e into two parts X' 1 Case 2. j 1 (X)j X < jX' 1 (X)j X and consider solutions (x; y) such that jyj jx' 1 (x)j?j 1 (x)j. Let B 0 (X) be the shortest pre x of X' 1 (X) such that jB 0 (X)j X = jX' 1 (X)j X ? j 1 (X)j X . We have then jX' 1 (X)j X = j 1 (X)B 0 (X)j X . If, additionally, jX' 1 (X)j = j 1 (X)B 0 (X)j, then we may divide the equation e into two parts, X' 1 (X)Y = Y 1 (X)B 0 (X) and B 0 (X)'(X; Y ) = Y (X; Y ), so that we proceed as in Case 1. If jX' 1 (X)j 6 = j 1 (X)B 0 (X)j, then we show as in Case 1 that x has a short period.
Case 3. j 1 (X)j X < jX' 1 (X)j X and consider solutions (x; y) such that jyj < jx' 1 (x)j ? j 1 (x)j. Recall that we consider solutions for which jyj jxj. The considerations in this case are similar to those in Section 7. Let X' 1 (X) = XB k ] j k=1 and 1 (X) = A 0 XA k ] i k=1 . Then y = xB k ] l?1 k=1 x 0 or y = xB k ] l?1 k=1 xB 0 where B 0 is a pre x of B l . In the latter case we have a formula of the form Y = (X) so we stop. In the former case, if jA 0 j 6 = jB l j, see Fig. 5 , (we assume here u long and u b x 2 c { the other case is treated similarly; we assume also that x is a su x of y) then (u; v) veri es A 0 UV = V UB 0 where B 0 = pref jA 0 j B l x, and CDU = UDC for some C, D. This is a system of equations s 2 from Section 6. The solution of it gives a formula for x, x = uvu, so we stop. We obtain a similar formula if jA i j 6 = jB l+i j, for some i, so in those cases we stop. Now we consider the case jA i j = jB l+i j. Then A i UV = V UB l+i and again, if, for some i, j, A i 6 = A j or B l+i 6 = B l+j we have at least two equations forming a system s 2 and we stop with the formula for X. 
Minimal solutions and solvability
We consider here the lengths of solutions for two-variable word equations. The reasoning will be again based on the above analysis. We take an equation e : ' = over = fX; Y g and assume e is solvable, i.e., it has solutions. Then, we show that there is a solution of e for which the length of one component is linear in terms of jej while the length of the other is quadratic. The following example shows that we cannot hope to improve these bounds by more than a constant.
Example 37. Consider the equation e : aXa n bX n = XaXbY:
The equation e has a unique solution which is (x; y) = (a n ; a n 2 ). As jej = 2n + 8, we have that jxj = O(jej) and jyj = O(jej 2 ).
Before starting the proof of our bounds, we shall give the corresponding result for one-variable word equations, which will be useful.
Lemma 38. If e is a solvable one-variable word equation, then e has a solution of length at most jej ? 1. Proof. Put e : ' = . If j'j X 6 = j j X , then there is only one possible length for the solutions of e and this is at most jej ? 1 since it is the solution of a linear equation with coe cients at most jej ? 1. Assume j'j X = j j X and also that ' = X , = AX , A a constant word. Then x 2 Sol(e) implies x = A n A 0 , for some n 0, A 0 a pre x of A. Since e is solvable, we have also that j'j = j j. Thus, if jA n A 0 j jej, then, for any 1 k j'j X , the kth occurrence of A n in '(x) overlaps at least jA n j 2 jAj the kth occurrence of A n in (x). Therefore, jxj jej implies that n can be decreased such that the equality is maintained. The proof is completed.
We notice that the bound in Lemma 38 is tight as shown by any equation X = A, A a constant word. When the equation e is balanced, then a better bound can be given, but we shall use the general one above.
The way we are to use the result in Lemma 38 is clear. It is enough to prove that one component of the solution can be made of linear length since this will imply, by way of Lemma 38, a quadratic bound on the other.
Let us now prove the bounds we mentioned. We shall follow the di erent steps of our analysis, that means, we shall consider rst the special forms of solutions and equations and then the general case. The main idea is to consider solutions of length bigger than certain values and then show that they can be shortened such that the respective equation is still satis ed. In order to simplify the arguments, we shall often refer to some of the previous proofs.
First, for the equations of type e 1 , it is clear from the graph in Fig. 3 that e 1 , if solvable, has solutions with both components shorter than je 1 j. Similarly for e 2 . Consider next the periodic solutions in Lemma 19. Asume x = A n A 0 ; jAj jej; A 0 a pre x of A. Consider rst the case when y is also periodic, say y = B m B 0 ; jBj jej; B 0 a pre x of B. For simplicity, assume A and B primitive. Now, if A and B are not conjugated, then we can decrease n and m independently as soon as jA n j jej; jBj jej. Therefore, if there are such solutions, then there are some for which both components are shorter than jej. If A and B are conjugated, then Y = B 00 A m B 000 and '(x; y) = (x; y) = C i A l i ] k i=1 C k+1 , where C i 6 2 A corresponds to a place in between two variables in either side of e. Assume jA n j jej, jA m j jej and consider each part A l i separately. If, for any i, this part is composed of the same number of x's (y's) in the left and in the right of e, then we can decrease n and m independently. Otherwise, there is a unique relation of the form cn = dm and we can simultaneously decrease n by d (c;d) and m by c (c;d) . Due to the conditions jA n j jej and jA m j jej, the constants play no important role here but, if we allow, for instance, jA n j < jej, then we might have that some A l i is composed in one side of constants only, as it happens for the equation aXba n bX n = XabXbY n (which is a slight modi cation of the equation in Example 37). In such a case, by Lemma 38, we can decrease m such that jyj jej 2 . The worst case is, as in Example 37, when y depends on x only and x cannot be shorthened.
Consider now the general case in Lemma 19, that is, when x is periodic and y is arbitrary. If Y is the rst variable occurring in both ' and , then y has a short period and we apply the above reasoning. If X appear rst in both sides, then the occurrences of x at the beginning, together with the constants in between can be reduced. We may therefore assume that the rst variable appearing in ' is X and in is Y . Assume rst e has the form X = Y . We follow the reasoning in the proof of Lemma 19. Using the same notations, in the case l < r we have that if, for all i, A 0 B i 2 (A) , then y has short period and this was studied. Otherwise, n 0 can be decreased such that jxj jej and we apply Lemma 38. The case l = r is reduced to the previous one and in case l > r we consider only long y which again is reduced to the rst case. If e is such that one of the sides starts with constants, then we have a similar reasoning by assuming jxj 2jej.
For the formula in Lemma 23, we have a similar reasoning. Consider next the case of the formula in Lemma 33. The reasoning is similar. Where we proved that n; m can be increased maintaining the equality, we can decrease them as well.
For the formula in Lemma 34, we replace Y by (X) and if the obtained equation is not trivial, then x has a short period and this was studied. If the equation is trivial, then the length of x can be reduced to zero and so jyj jej..
Finally, for the general form, we use the considerations in Section 9. As shown there the general case reduces to one of the cases we studied above. Notice that in the case when two or more equations of the type e 1 are obtained, we have, according to Lemma 28, that either one component has short period, which was studied, or they have the form in (13) Given a two-variable word equation e : ' = , and two non-negative numbers l x ; l y , it is clear that we can check in time jej+j' j X (l x ?1)+j' j Y (l y ?1) whether e has a solution (x; y) for some x; y with jxj = l x , jyj = l y . Therefore, we get immediately from Theorem 39 the following result.
Theorem 40. The solvability of two-variable word equations can be tested in time O(n 6 ).
Notice that the only polynomial-time algorithm known for this problem is the one given by Charatonik and Pacholski ChPa] and it runs in time O(n 100 ). In fact, they intended to prove mainly that the problem can be done in polynomial time.
Another consequence of Theorem 39 concerns the complexity of languages expressible by three-variable word equations. The following result can be proved as Theorem 13 in KMP].
Theorem 41. Let L be a language expressible by a three-variable word equation. Then either there is a one-variable pattern such that L( ) L or # L (n) = O(n 3 ).
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