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Ce mémoire porte sur une méthode d’approximation connue en mécanique quan
tique, qui sert à estimer l’état quantique d’un système pour lequel on ne peut
résoudre l’équation de $chrôdi’nger : l’approximation adiabatique.
Plus précisément, dans ce mémoire, nous considérons un nouveau développe
ment servant à écrire l’état quantique d’un système comme une série; un développe
ment permettant une interprétation nouvelle et élégante des termes le constituant.
L’étude de la convergence de ce nouveau développement nous amène à considérer
les conditions de validité de l’approximation adiabatique. Entre autres, nous pou
vons observer le rôle du temps sur la validité de l’approximation acliabatique et en
conclure que celle-ci n’est valide que pour une certaine durée de temps. Mais la
durée de temps pendant laquelle l’approximation adiabatique est valide varie selon
la lenteur avec laquelle le système sous étude évolue; et ce d’une façon qui respecte
l’idée de l’approximation adiabatique.
Également, nous commentons une récente controverse portant sur la conception
“conventionnell&’ (i.e. habituelle, acceptée) de l’approximation adiabatique. Plus
précisément, certains chercheurs ont récemment remis en question la validité du
critère 11standard” supposé nous indiquer s’il est correct d’utiliser l’approximation
adiabatique pour estimer l’état quantique du système qu’on étudie. Nous analysons
leur argument en nous plaçant dans le cadre d’un système concret, ce qui nous
permet de comprendre certaines subtilités du lien qui unit le critère ‘standard” et
l’approximation adiabatique.
Mots-clés physique théorique des particules, mécanique quantique, théorème
adiabatique, approximation adiabatique.
ABSTRACT
In this thesis we study a well-established approximation rnethod in quantum me
chanics llsed to estimate the quantum state of a system for which we cannot solve
the Schr6diriqer equation: the adiabatic approximation.
i\/Iore precisely, we consider a new way to write the quantum state of a system
as an expansion that yields a new, intuitive and elegant interpretation. Tue study
of the convergence of this expansion allows us to investigate under which circum
stances the use of the adiabatic approximation is justifled. Among other things,
we can observe the influence of the duration of the time evolution of the system
on the validity of the adiabatic approximation, from which we conclude that it is
not valid for ail time, but only for a certain limited time intervaÏ. Nevertheless,
the time duration for which the adiabatic approximation is valid varies with the
sÏouiness of the time evolution, in a way which agrees with our intuitive notion of
the adiabatic approximation.
Also, we comment on a recent controversy about the conventional approach to
the adiabatic approximation. More precisely, some researchers have claimed that
a “standard” criterion of validity of the adiabatic approximation is in fact insuffi
cient, concluding that the adiabatic theorem has an “inconsistency”. We analyse
their argument in the context of a concrete system, allowiug us to understand the
subtieties of the connection between the “standard” criterion and the adiabatic ap
proximation (the connection being less direct than claimed by these researchers).
keywords: theoretical particle physics, quantum mechanics, adiabatic theo
rem, adiabatic approximation.
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INTRODUCTION
En mécanique cuantique, la dynamique des systèmes fermés est gouvernée par
l’équation de Schr&linger
= (t) ) (Ï)
où (t) est le Hamiltoniell du système et îJ), vecteur dans un espace de Hilbert,
représente l’état quantique du système. La résolution de cette équation nous donne
l’état du système ‘(t)), l’objet d’intérêt en mécanique quantique qui nous sert à
prédire les résultats possibles lors d’une mesure (au temps t) d’une observable ainsi
que les probabilités relatives associées à ces résultats. Dans un contexte général, le
Hamiltonien (t) est un opérateur (lui peut dépendre du temps t, et l’équation de
Schrddinger peut s’avèrer très difficile à résoudre. En fait, avec un Hamiltonien qui
dépend du temps, il existe très peu de systèmes réels pour lesquels on peut résoudre
exactement l’équation. Par contre, dans certains cas, on peut utiliser des méthodes
d’approximation pour trouver l’état i(t)). Deux d’entre elles sont la théorie des
perturbations et l’approximation soudaine (lors d’un changement brusque du Ha
miltoiiien, sur une courte durée). Ce mémoire, quant à lui, porte sur une autre de
ces méthodes : t’appro.xirnation ad’iabatiq’ue.
Dans certains cas (i.e. pour certains systèmes), on peut utiliser l’approximation
adiabatique afin d’estimer l’état quantique du système b(t)). L’expression “dans
certains cas” sous-elltelld qu’il existe un critère pour discriminer les systèmes pour
lesquels ou peut utiliser l’approximation adiabatique des autres systèmes pour les
quels on ne peut pas. Au premier chapitre de ce mémoire, nous présenterons un por
trait (le l’approximatioll adiabatique et nous commenterons une récente controverse
sur le critère “standard” supposé nous indiquer si on peut utiliser l’approximation
adiabatique pour approximer l’équation de Schrèdiuger.
Le reste du mémoire constitue une étude sur les conditions (le validité de l’ap
proximation adiabatique. Plus précisément, notre analyse sera faite en considérant
de façon indépendante l’effet (sur la validité de l’approximation adiabatique) de la
durée de l’intervalle de temps sur lequel on coilsidère le système. Pour ce faire nous
procéderons comme suit
Au chapitre 2, nous présenteroils un développernellt qui constitue une nouvelle
façon d’écrire l’état quailtique (t)) d’un système. Il s’avère que ce nouveau dé
veloppement constitue un outil très utile pour étudier les conditions de validité de
l’approximation adiabatique.
En effet, au chapitre 3, nous étudierons les conditions sous lesquelles le dévelop
pemellt présenté au chapitre 2 converge. Cette étude de convergence nous permettra
du même coup d’observer les conditions de validité de l’approxmation adiabatique
et, entre autres, le rôle joué par la durée de l’intervalle de temps considéré dans
cette histoire.
Nous finirons, au chapitre 4, par vérifier nos conclusions en étudiant un système
concret pour lequel on peut résoudre exactement l’équation de Schrôdillger : un
objet de spin-1/2 plongé dans un champ magnétique homogène tournant autour
d’un axe fixe.
CHAPITRE 1
DU THÉORÈME ADIABATIQUE À L’APPROXIMATION
ADIABATIQUE
L’approximation adiabatique est basée sur une propriété des systèmes quan
tiques nommée à toutes fils pratiques : te théorème adiabatique. Le théorème adia
batique est parfois attribué à Paul Ehrenfest, mais la première preuve du théorème
dails le cadre de la mécanique quantique moderne fut donnïée par Max Born et
Vladimir Fock en 1928 [11. Qualitativement, ce théorème stipule que : pour un
système fermé dont te Hamittonien varie infiniment tentement (“varie infiniment
tentement” deuTa être précisé quantitativement,), t’évotution de t’état du système
dans te temps préserve tes sous-espaces spectraux associés à chaque vateur propre
du Hamittonien. Autrement dit, un état du système appartenant initialement (à
t = O) à un sous-espace spectral associé à une certaine valeur propre du Hamil
tonien évoluera vers un état appartenant au sous-espace correspondant au temps
t.
Mathématiquement, le théorème s’exprime comme suit.’ Considérons un sys
tème décrit par un Hamiltonien I(t) variant infiniment lentement. Cette condition
peut s’écrire comme ceci. Soit ][(s), un Hamiltonien sans dimension, fonction d’un
paramètre sans dimension s. Cet Hamiltonien sans dimension est relié au Hamil
tonien du système de la façon suivante
(t) = E(t/T) (1.1)
où E est une constante non nulle ayant des dimensions d’énergie et T un paramètre
ayant des unités de temps. (Notons les “chapeaux” et les tildes qui différencient les
fonctions.) Ici, le paramètre T est relié à l’échelle de temps sur laquelle l’opérateur
change ou, autrement dit, à la “vitesse” avec laquelle l’opérateur (t) change dans
‘Nous suivons l’argument de A. JVlessiah ici [2].
4le temps. En prellant la limite T ‘ , on arrive à représenter un Hamiltonien
H(t) variant infiniment leiltement”.
Maintenant., voici E1 (t), E2(t), . . . , E (t). l’ensemble des valeurs propres ins
tantanées (au temps t) du Hamiltonien du système (t) et P1(t), P(t),. . . , P(t),.
les projecteurs vers les sous-espaces associés. (Quoi que pas nécessaire, nous faisons
ici l’hypothèse d’un spectre discret pour simplifier.) À ces quantités, on peut asso
cier respectivement les quantités sans dimension c1(t/T), e2(t/T), . . . , e(t/T), . .
et A(t/T), 2(t/T), . . . , (t/T),..., où e(t/T) = E(t)/E. Si on peut faire les
deux hypothèses suivantes
1) les valeurs propres e(s) demeurent distinctes sur tout l’intervalle et,
2) les dérivées d(s)/ds et d2(s)/ds2 existent et sont continues sur l’inter
va.lle, alors, le théorème adiabatique s’exprime comme suit2
lim U(t/T)1(O) = (t/T) lim U(t/T). (1.2)
où Ù(t/T) est l’opérateur d’évolution associé au Hamiltonien sans dimension fI(t/T).
Donc, si le système est initialement dans un état propre 0(0)) (qui n’est pas
nécessairement l’état fondamental) d’un tel Hamiltonien, associé à la valeur propre
E0(O), le théorème adiabatique nous indique qu’il évoluera au temps t vers l’état
0(t)) associé à la valeur propre E(t) qui se déduisent par continuité à partir de
0(0)) et E0(0). On peut dire que 0(t)) et Eo(t) sont les homologues de 0(0)) et
E0(O) par rapport au spectre.
2Une preuve rigoureuse de ceci se trouve dans [2j.
o1.1 Vers l’approximation adiabatique
Quoique très puissant, le théorème adiabatique en tant que tel est très peu utile
car aucun système réel ne varie infiniment lentement. Par contre, si le Hamiltonien
du système varie suffisarnrnerit tenternent, il est possible d’approximer l’évolution
de l’état dans le sens du théorème adiabatique : c’est l’approximation adiabatique
(voir la figure 1.1).
E(t)
û T
RvtO)> = loto)> Iw(fl> 0(1)>
FIG. 1.1 Illustration de l’approximation adiahatique. Si on commence dans un état
initial u(O)) = 0(0)) associé à l’énergie E0(0) et que le Hamiltonien du système
varie suffisamment lentement, alors l’état du système évoluera (à une phase près)
au teml)5 T vers l’état i(T)) 10(T)) associé à l’énergie E0(T) qui se déduit de
E0(0) par continuité.
On peut considérer l’approximation adiabatique de la façon suivante. Exprimons
6l’état d’il système au temps t comme3
a(t)ef’ Em(t’) rn(t)) (1.3)
où rn(t)) sont les états propres orthonormés du Hamiltonien (t), E7(t) les valeurs
propres et a77(t) des coefficients à déterminer. Pour simplifier les explications, nous
ferons l’hypothèse d’il spectre discret et non-dégénéré. On considère également
un Hamiltonien qui évolue très lentemellt afin de se placer dans le contexte d’une
évotution adiabatique. Physiquemellt, on coilsidère comme évoluant lentement les
systèmes pour lesquels le temps caractéristique de chailgernent du Hamiltonien dans
le temps est beaucoup plus grand que l’inverse de la fréquence de Bohr entre deux
niveaux. Une façon de comprendre ceci est qu’un Hamiltonien ayant, par exemple,
ille fréquence de changement comparable à la fréquence de Bohr entre deux niveaux
pourrait engendrer une résollance quant à la probabilité de transition entre ces deux
niveaux. (On peut penser à ceci en termes de théorie des perturbations.)
On peut maintenant utiliser la liberté dans le choix de la phase des états propres
pour imposer
(rn(t)ni(t)) OVrn,t (1.4)
où Lrh(t)) rn(t)). Si ensuite on insère l’état (t)) dans l’équation de Schrô
dinger et qu’on frappe des deux côtés avec (n(t), on trouve
— — a(t) (n(t) ni(t)) eT dt’ (E(t’)-E,(t’)) (1.5)
7nn
qu’on peut intégrer de O à t pour obtenir
a (t) = a(O) — f dt’ a,(t’) (n (t’) (t’)) e Ç’ dt” (Ern(t”)E(t”)) (1 6)
rnn
Si on était initialement (à t = O) dans un état propre du Hamiltonien, disons 0(0))
3Pour le reste de ce mémoire, nous travaillerons avec les unités naturelles 7 = 1.
(qui n’est pas nécessairement l’état fondamental), alors a(O)
= o (où est le
delta de Kronecker) et on obtient
a(t)
—
f
dt’ a,,, (t’) (n(t’) iii.(t’)) e J’ dt” (E,(L”)-E,)) (1.7)
o
Cette équation intégrale n’est évidemment pas satisfaisante car on a a(t) en fonc
tion des am(t) qu’on ne connaît pas et qu’on essaie justement de résoudre. Par
contre, il existe une façon d’approximer a(t). Il s’agit d’obtenir une solution itéra
tive en remplaçant les arn(t) dans (1.7) par la forme obtenue pour a(t) dans cette
même équation et de recommencer le processus. On peut obtenir la solution ordre
par ordre
a4,°(t)
= o (1.8)
a’ (t) =
— f dt’ (n(t’) Ô(t’)) e’ f dt (Eo(t”)-E(t”))
a (t)
ft
a4 (t’) (n(t’) i.(t’)) e’
1e dt” (E (t”)—E,(t”))
in ri
Qualitativement, si les termes deviennent de plus en plus petits, on aura un dé
veloppement perturbatif et on pourra calculer notre solution jusqu’à l’ordre désiré
et couper le reste de la série. Pour un Hamiltonien qui évolue très lentement, on
s’attend intuitivement à ce que les états propres m(t)) changent très lentement et
donc que (n(t’) îi(t’)) « 1 pour n in (et pour toute la période de temps où l’on
considère le système4). Ainsi, un terme d’ordre j contiendra j facteurs d’espèce
(n(t’) ii(t’)) et on peut s’attendre à ce que, grossièrement, les termes deviennent
de plus en plus petits et. que la série converge. Plus précisément, si on rega.rde
par exemple le terme de premier ordre pour n O, on voit qu’on peut le réécrire
1Cette cjuestion sera adressée plus en détails au chapitre 3.
$comme
(t)
[t
Ut’
(n(t’) 6(t’)) d (ef dt” (Eo(tn)_E(tn))) (1 9)Jo i(Eo(t’) — E,1(t’)) Ut’
qu’on peut intégrer par parties pour obtenir
a (t) = [Fo(t’) ei wo(t”)]
—
e 10 dtw0 (r”) F0(t’) (1.10)
où F0(t’) et w0(t”) = Eo(t”)
— E(t”). Si on pense à F0(t’)
comme une fonction à peu près constante dans le temps ou, du moins, qui varie
très lentement (et ce parce que (t) varie très lentement), alors F0(t’) est cx
trêmernent petit ; et il est bien connu que pour une fonction complexe g(t) continue
sur son intervalle d’intégration [a, b]
b bf Utg(t) f Ut g(t)j. (1.11)
Les états et valeurs propres étant continus par hypothèse et Eo(t”) E(t”), (n
0), il s’ensuit ciue
J
Ut’ e J’ dt” wo(t”) 10(t’) <
ft
Ut’ e L’ rit” wo(t”) Fn(t’)
= ft’ Fo(t’). (1.12)
Si F,o(t’) varie suffisamment lentement, le deuxième ternie dans (1.10) sera né
gligeable par rapport au premier et on voit que a’)(t)I O(FI). Le terme de
premier ordre sera négligeable si F0(t’) < 1 et. de façon plus générale, les termes
d’ordres supérieurs seront négligeables si
E(E’) <1 V n. ni, t’. (1.13)
9Dans de pareilles circollstances, on a une évotvtio’n adiabatique
eiJt’Eo(t’) 0(t)) (0(t)I(t)) j 1, (1.14)
qui est reconnue comme l’approximation adiabatique.
L’illégalité (1.13) est, quant à elle, reconnue comme étant le critère ‘standard”
pour vérifier le degré d’adiabaticité ou, en d’autres mots, la Ïen,teur de l’évolution
du système; information capitale pour savoir si 011 peut utiliser l’approximation
adiabatique pour estimer l’état du système étudié.
1.2 Précisions sur l’utilisation du critère
Il y a quelque temps, certaines personnes [9—111 ont travaillé sur ou commenté
une “défectuosité” dans le critère (1.13) qui s’avère être, après analyse, une restric
tion quant à l’utilisation de cette expression comme critère pour vérifier le degré
d’adiabaticité ou encore la lenteur du Hamiltonien du système. Voici l’argument de
quelques-uns d’entre eux (D.M. Tong, K. $ingh, L.C. Kwek C.H. Oh, voir [111)
présenté dans un contexte général.
Tong et aï. considèrent deux systèmes, a et b, décrits respectivement par les
Harniltoniens ](t) et ](t) qui sont reliés par la transformation:
I(t) _Ûat(t)fIa(t)Ûa(t), (1.15)
où Ûa(t) est l’opérateur d’évolution du système a. On fait l’hypothèse que le sys
tème a respecte l’inégalité (1.13), équation à laquelle nous référerons maintenant
comme étant le critère a priori. Les auteurs de jll] démontrent ensuite que si le
système a respecte le critère a priori, alors, automatiquement, étant donné le lien
qui les unis, le système b le respecte aussi.
Pour que le critère a priori soit adéquat, on doit avoir l’implication suivante.
Pour un système décrit par 1f(t) et initialement dans 0(0)) qui est état propre de
10
(0), alors:
critère a priori satisfait par le système (0(t) (t)) 1. (1.16)
pour un t > O (où (t)) est (comme toujours) l’état du système au temps t).
Nous référeroils au côté droit de (1.16) comme étant le critère a posteriori (qui est
nul autre ciue l’approximatioll adiabatique). On donne le nom de critère e priori
à l’inégalité (1.13) car cette inégalité se veut un critère pour déterminer si on
peut utiliser l’approximation adiabatique (pour estimer l’état du système) dans
une situation où l’on est incapable de résoudre l’équation de Schrôdinger. Le côté
droit de (1.16), quant à lui, est appelé le critère e posteriori car on ne peut le
vérifier qu’après avoir résolu l’équation de Schrôdinger. Bien entendu, si on peut
résoudre l’équation de Schrôdinger, l’approximation adiabatique devient inutile car
on a dès lors accès à l’état exact. Par contre, dans cette analyse, il sera ultimement
question de systèmes pour lesquels on peut résoudre l’équation de Schrôdinger: et
doic, on pourra Ivérifieri le critère e posteriori pour ces systèmes et la véracité de
l’implication (1.16).
Or, pour en revenir à l’argument de Tong et al., ils démontrent que si les critères
e priori et e posteriori sont satisfaits par le système e, le système b, quant à lui,
peut ne pas respecter le critère e posteriori malgré le fait qu’il respecte le critère
e priori. En d’autres mots, le sytème b peut respecter le critère (1.13) mais ne pas
évoluer de façoil adiabatique (comme l’indique l’équation (1.16)).
Le fait le plus important à noter ici est que le critère (1.13) ne s’applique pas
de façon pertinente à n’importe quel système. On ne peut pas appliquer le critère
machinalement au système sous étude pour en déduire, si le critère est satisfait,
qu’on peut utiliser l’approximation acliabatique pour estimer l’état du système.
Lors de la dérivation du critère mathématique (1.13), le Hamiltonien du système
était déjà considéré comme étant un Hamiltonien qui évolue Ïenteme7lt. Et cela
s’avère être d’une grande importance dans la dérivation du critère.
Ce qui est important pour se placer dans l’esprit d’un système qui évolue len
11
tement, c’est que le temps caractéristique de changement du Harniltonien T soit
beaucoup pius grand que l’inverse de l’énergie caractéristique E du spectre (l’ordre
de grandeur de l’énergie entre deux niveaux consécutifs du spectre). De cette fa
çon, la variation du Hamiltonien ne pourra pas provoquer de résonance quant à
la probabilité de transition entre deux niveaux, (on peut penser à ceci comme on
le fait dans la théorie des perturbations dépendantes du temps). Dans ce cas, ou
a nu système qui évolue lentement et un critère à przorz respecté impliquera une
évolution adiabatique.
Le point amené par Tong et aï. est sans contredit une restriction importante
quant à l’utilisation de (1.13) comme critère pour savoir si on peut utiliser l’approxi
mation adiabatique. Mais voyous cela plus en détails eu se plaçant dans le cadre
d’une situation concrète. Cela nous permettra d’analyser ce qui se passe réellement.
1.3 Analyse d’un exemple concret
Voici le même argument placé dans le contexte d’un des rares systèmes réels
dépendant du temps dont l’équation de $chrôdinger se résout exactement : une par
ticule de spin-1/2 plongée dans un champ magnétique homogène tournant autour
d’un axe fixe.
Le Hamiltonien d’un tel système s’écrit
-
. (t) (1.17)
où est le vecteur de spin, (t) le champ magnétique et ‘y une constante (non
nulle) propre à la particule physique étudiée. Si la magnitude du champ magnétique
est constante dans le temps (ce qui sera le cas dans cet exemple), alors (t) s’écrit
comme 3(t) B’7(t) où B est la grandeur du champ et ‘L(t) nu vecteur unitaire
pointant dans la direction du champ. Avec ceci, le Hamiltonien devient
(t) = -. (t) (1.18)
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où w0 73 est une constante qui s’avère être la fréquence de Bohr liée aux deux
états propres du système et un vecteur contenant les matrices de Pauli. Comme
tout juste mentionné, ce système possède (à Ull t donné) deux états propres de
valeur propre et qui correspondent physiquement au spin aligné et anti-aligné
avec le champ magnétique.
Sails perdre de généralité, nous pouvons définir
X
= (sin & cos ut, 5m O sin ut, cos O) (1.19)
qui correspond à un champ magnétique incliné d’un angle O par rapport à et
tournant à fréquence w autour de l’axe . À t = O, le champ magnétique est dans
le plan xOz (voir la figure 1.2).
B(t)
FIG. 1.2 — Champ magnétique homogèlle tournant autour d’un axe fixe. Initiale
ment, le champ magnétique est dans le plan cOy (pour O O).
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Avec ceci, le Hamiltollien devient
(t) =
— ( si & cos wt + u9 si O si wt + u cos O). (1.20)
On peut maintellant résoudre l’équatioll aux valeurs propres ](t) (t)) = E(t) (t))
pour trouver les états propres d’énergie au temps t. Dans la base naturelle de
+) les états propres s’écrivent
.t O & w0
—(t)) = cos
— +) + sin ÷— E_(t) = —-i—
= —e 5m +) + cos E(t) = + (1.21)
et on remarque que les énergies propres du systèmes ne dépendent pas du temps.
011 peut égalemellt, comme nous l’avons déjà dit, résoudre l’équation de Schrd
dinger pour trouver l’opérateur d’évolution Û(t) du système
iÛ(t) (t)Û(t). (1.22)
Pour ce faire, notons tout d’abord que, grâce aux relations de commutation des
matrices de Pauli, [-, ] = i on peut écrire
u •
cos wt + 5m wt = et°
- C05 O + — 5m O = (1.23)
Ceci IIOUS permet de réécrire le Hamiltonien comme
ff(t) = —w0 (ee) (ee) . (1.24)
En posant ensuite la forme Û(t) eIz’Î/(t) et en insérant dans (1.22), 011
arrive à une équation de $chrèdinger pour V7(t) avec l’équivalent d’un Harniltonien
14
constant
W(t) =
— [(wo cos + w) + (w0 sin &)]I/îJ(t) (1.25)
eq. md. du temps
qu’on sait résoudre
T/î7(t) = e0S i3+usin ] (1.26)
où cos /3 (wo cos & + w), sin /3 wo sin 9 et + 2w0w cos 9 + w2.
011 obtient finalement l’opérateur d’évolution
Û(t) = e_ ehi0s 3+osin i3] (1.27)
et ceci termine la présentation générale de la situation.
Maintenant, revenons à l’argument de Tong et aï. Nous considérerons donc
deux systèmes, a et b; et nous dénoterons d’un indice a les objets et quantités
appartenant au système a et d’un indice b ceux qui appartiennent au système b.
Le système a est décrit par le Hamiltonien ]t) = _2ét . a() avec ‘L/’(t) =
(sin 9a cos wat, SÏ11 9a 5m wat, cos Oa). L’opérateur d’évolution est, comme exprimé
en (1.27)
Ûa(t) = e_ 0zei00s /3+u,sin ‘] (1.28)
Si on vérifie l’expression (1.13) pour le système a, on trouve
(+a(t) a(t)) = (a(t) t)) = wa 5h1 &a
«1 (1 99)E(t) — E(t) E(t) — E(t) 2wo
On peut donc prendre : (wa/wo) sin &a « 1 comme étant le critère a priori. Le
critère a posteriori (côté droit de (1.16)) pour un état initial i/(O)) = +a(O)) est
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qUallt à lui
=
K+a(t)Ûa(t) a()) - (wasin 8)2t 1,
(1.30)
qui revient à : Siil a sin < 1 pour que le critère a posteriori soit
satisfait. Maintellant, pour que le critère a priori soit adéquat, on voudrait que
Wa Shi °a Wa 5111 °a . at
sm
— <1. (1.31)
w0 2
Pour que cette implication s’impose à un t quelcoilque, il faut que > wo. Or,
étant donné que a + 2wowa cos 8a + w, ceci n’est pas garanti. Effective
ment, on peut prendre w0 > O qui est l’échelle d’énergie du système et O
(si ce n’est pa.s le cas, on peut réarranger notre système d’axes pour que ce soit le
cas). Par contre, on ne peut pas exiger Wa > O si on veut rester dans un cas géné
ral. Autremellt dit, on ne peut pas imposer une direction à la rotation du champ
magnétique. Pourquoi cela? On aurait tendance à penser qu’il n’y a pas d’impor
tance à accorder au sens de rotation du champ magnétique. Surprenamment, le
signe de wa a une importance pour la vérification de l’implication (1.31). Avec la
définition de tua, il est clair que
wa O a > w0, (1.32)
et, donc, si tua > w0, alors 1111 système qui satisfait le critère a priori satisfera
également le critère a posteriori. Par contre, si wa est négatif, alors il est possible
que tua < w0; et dans ces circonstances, il est possible que le critère a priori soit
satisfait, mais non le critère a posteriori. Ce serait le cas par exemple si w0 —w0.
Dans ce cas
wo2(1 — cos 6e). (1.33)
Et dollc, pour certaines valeurs de 0, on a tu0 < w0 et l’implication (1.31) n’est
pas nécessairement respectée. Nous reviendrons sur ce point un peu plus loin.
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Examinons mainteilant le système b. Étant donné les lien entre et
les deux matrices auront les mêmes valeurs prorpes
def(](t)
- À) = dt(_Û0t(t)I(t)Ûa(t) - À)
det(1(t)
- À) = det(Û°(t)(-fP(t) -
det(Ûa(t)Û(t)(_(t)
- À))
= det(-](t)
- À). (1.34)
On sait que pour ue matrice diagonalisable M, il existe une matrice inversible P
et une matrice diagoilale D telles que P’MP = D où les élements diagonaux de
D sont les valeurs propres de M. Donc, les valeurs propres de Hb(t) seront celles de
a(t) mais avec un signe opposé. Mais comme les valeurs propres de 0(t) sont
on en conclut ciue Ê(t) a les mêmes valeurs propres.
Également, étant donné la forme (le Ûa(t) en (1.28) et celle de fi°(t) en (1.21),
alors
flb(t) = _Ûat(t)fia(t)Ûa(t) (1.35)
=
-- (e° cos /3+u sin /3]e_ifLuY) (—us) (eiez0 cos 5m i3ul)
De la forme de ](t) cil (1.35), on déduit qu’on peut également l’écrire comme
=-
. (t) (1.36)
où le vecteur i76(t) est le vecteur —. sur lequel on a effectué d’abord une rotation
d’un angle O autour de l’axe y puis une rotation d’un angle wt autour de l’axe
û = (cos /3) + (sin /3e) . Donc. dans le système b, l’angle d’inclinaison du champ
par rapport à l’axe de rotation est
= arccos[((cos /3)
-b (sin /3) ).(—(cos O) — (sin 9) )]
t’
= arccos[cos(—/30 + )] — (1.37)
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et la fréqueuce de rotation du champ maguétique est w6 = Va (le signe négatif
vient du fait qu’ou veut O < & < voir la figure 1.3).
y
z
FIG. 1.3
— Direction du champ magnétique homogèue tournant autour d’un axe
fixe dans le système b. Le vecteur ‘(t) tourne autour de l’axe —n (qui est dans
le plan cOz) avec une fréquence négative. On a effectué une rotation du système
d’axes de rr autour de l’axe y pour faciliter la visualisation de la situation.
La grande similarité entre les deux systèmes nous permet de deviner tout de
suite les expressions des critères a priori et a posteriori pour le système b. Après
tout, ces quantités ne devraient pas dépendre du système d’axes utilisé et les ex
pressions devraient ressembler à celles du système a. De (1.29) et (1.30), on déduit
que les expressions pour les critères a przorz et a posteriori du système b sont
respectivement
w6 siu 06
«1
w0
w6 siu 06 w6t
et sin— «1.
2
(1.38)
Si, afin de faire maintenant le lien elltre les critères des deux systèmes, on réécrit
les expressions (1.38) en termes des quantités appartenallt au système a, on obtient
t’
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pour le critère à priori
tt7 511(Oa /3a) Wa(S11 13a COS °a Sf11 8 COS /3a) (1.39)
= Wa 5111 (9
w0
« 1, (1.40)
qui est la même expression que pour le système a. Dollc, comme dit dans la présen
tation de l’argument dans un cadre général à la section précédente, si le système a
satisfait le critère a priori, alors, automatiquement, le système b le satisfait aussi.
Maintenant, 011 veut réécrire l’expression du critère a posteriori pour le système
b en termes des quantités du système cc Si on développe t, on s’aperçoit que
ZZ7b = Wa. Avec ceci, le critère a posteriori du système b devient $
I sin «1. (1.41)
En observant les expressions pour les critères des deux systèmes, on s’aperçoit
que si Wa < w0 et 5m 9 1, alors le système a respecte les critères a priori et
a posteriori; mais le système b, quant à lui, respecte le critère a priori, mais non
le critère a posteriori (comme présenté à la section précédente). Ceci laisse donc
croire qu’un critère a priori respecté ne garantit pas une évolution adiabatique
du système. En fait, la démonstration de ceci par l’argument de Tong et at. est
assez marquante! Par contre, II faut se rappeller que, quand nous avions dérivé
le critère a priori (voir (1.13)), nous nous étions déjà placés dans le cadre d’un
système qui évolue lentement dans le temps. Intuitivement, on peut penser à un
système qui évolue lentement comme un système pour lequel l’échelle de temps
caractéristique de changement du Hamiltonien dans le temps r est beaucoup plus
grande que l’inverse de l’échelle d’énergie caractéristique E. Voyous ce qui en est
pour nos deux systèmes sous les conditions délicates Wa «w0 et sin &a ‘ 1.
On peut prendre comme échelle de temps caractéristique de changement dans
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le temps des Hamiltolliens ](t) et ft6(t) l’inverse des fréquences de rotations
des champs magnétiques, soient Ta = 1/wa et ‘r6 1/w6 respectivement. L’échelle
d’éllergie caractéristique E étallt évidemment w0 pour les deux systèmes. Sous les
coilditions Wa < w0 et sin 9a 1, on a donc 1/wo < 1/Wa et ‘a w0 pour le
système ci; qui respecte biefi notre idée d’un système qui évolue lentement dans le
temps. D’ailleurs, le système a respecte les critère a priori et ci posteriori.
Pour le système b, on se rappelle d’abord l’expression de son angle d’inclinaison
— f3a avec = arcsin(- sin Oa). S W ‘< w0, étant donné la définition de
Wa, (a + 2wowa cos 9a + w), alors on a a w0. Dails ce cas, a 6a et
on en déduit que 06 < 1 (voir la figure 1.3). Ceci veut dire que le champ magnétique
dans le système b est très très près de son axe de rotation. De plus, étant donné
que w6 = et que, sous wa « w0, on a a w0, alors w6 —w0. L’échelle
de temps T6 est de l’ordre de grandeur de l’énergie caractéristique w0 et donc, le
système b ne respecte pas notre idée intuitive d’un système qui évolue lentement!
En fait, le système b n’évolue pas lentement (car w6 ‘—i wo), mais il change très
peu de façon absolue (car 06 « 1).
L’expression du critère ci priori pour le système b est la suivante
w6 sin 06
«1, (1.42)
que nous nous permettrons de réécrire ici comme
() variation absolue de «1. (1.43)ET6
sin 9b
2 ‘ . .
________________
Qu est-ce que cela nous dit . En fait, c est que le critere o, priori Em(t’)En(t’) < 1,
contiellt une partie qui est influencée par la variation absolue du Hamiltonien; ce
qui n’a rien à voir avec la ‘vitesse’ de son évolution dans le temps. Autrement dit,
le critère ci priori ne discrimine pas les systèmes évoluant lentement des systèmes
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varlallt rapidement, mais peu de façon absolue. Dans le cas du système b, Er, 1,
mais le Hamiltonien Hb(t) ne variant que très peu de façon absolue ( < 1) fait
en sorte que le critère a priori est satisfait.
Il faudrait donc s’assurer que le système qu’on étudie respecte bel et bien l’idée
d’ulle évolution tente
«1 (1.44)
avant d’utiliser le critère a priori.
1.4 En terminant le portrait de l’approximation adiabatique
En terminallt, il n’est pas impertinent de noter que la plupart de la littérature
portant sur l’approximatioll adiabatique ne fait pas de différence explicite entre
théorème adiabatique et approximatioll adiabatique et on utilise l’ull ou l’autre des
deux termes (l’approximation adiabatique découlant directectement du théorème
adiabatique comme nous l’avons vu).
Le théorème adiabatique (ou l’approximatioll adiabatique) a de nombreuses
applications e physique. Les plus fameuses sont la transition de Landau-Zener,
liée à la théorie des croisements de niveaux d’énergie dans les molécules (‘theory of
e’nergy tevets crossings”) jl2j, le théorème de Gell-Mann—-Low en théorie quantique
des champs [131 ainsi que la phase de Berry [14J.
Plus récemment, un nouveau paradigme de calcul quantique (effectué par un
ordinateur quantique) basé directement sur l’aproximation adiabatique a été pro
posé [15j. Comme ce domaine est en pleine effervescence; l’intérêt pour l’approxi
mation adiabatique a explosé de nouveau.
CHAPITRE 2
UN NOUVEAU DÉVELOPPEMENT PERTURBATIF POUR
ÉTUDIER L’APPROXIMATION ADIABATIQUE
Il y a quelque temps (hiver 2006), R. MacKenzie, H. Paciuette et E. Marcotte [161
ont développé ue nouvelle façon d’exprimer l’état. quantique d’un objet SOUS Fin
fluence d’il Hamiltonien Ê(t) qui dépend du temps; et ce développement s’avère
être très utile pout étudier l’approximation adiabaticiue. Une dérivation de ce dé
veloppement est présentée 1C1.’
2.1 Présentation du développement
On considère encore ici un système décrit par un Hamiltollien (t) ayant des
états propres instantanés n(t)) et des valeurs valeurs propres E7(t). Comme au
chapitre précédent, nous nous concentrerons sur des systèmes ayant un spectre
discret et non-dégéiéré en tout temps. Également, nous utiliserons la liberté dans
le choix de la phase des états propres pour imposer
(n(t) (t)) =0 Vn,t. (2.1)
On commence dans un état initial (0)) = 0(0)) qui est état propre d’énergie,
mais qui n’est pas nécessairement l’état fondamental du spectre. L’état à un temps
T ultérieur est donc : (T)) Û(T) 0(0)) où Û(T) est l’opérateur d’évolution
dans le temps du système qu’on trouve en résolvait l’équation de Schrôdinger
/ pTU(T) Texp I —il dtH(t) I (2.2)\ Jo I
où est l’opérateur d’ordre dans le temps. La première étape de la dérivation
du développement perturbatif est de discrétiser l’intervalle de temps [0, T] en le
‘Nous suivrons l’argument original [161.
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divisant en N intervalles de temps c = T/N. Nous définissons ensuite : t =
qui correspond au temps du commencement du j-ième intervalle. Par définition de
Û(t), on peut écrire:
Û(T) = UNUNÏ•• Û2Û1 (2.3)
où Uk est l’opérateur d’évolution entre les temps tk_1 et t
t ft
= Texp t —j] dtH(t) ) . (2.4)
\ t1 J
Après un temps t, on a l’état
Û1 0(0))
= Z rn(ti)) Krn(ti) Û1 0(0))
= Z m(ti)) (Ûi)m0 (2.5)
où rn(ti)) sont les états propres du Hamiltonien au temps t1 et
(Ûi)rn0 = (m(ti)texp (_if’ dt(t)) 0(0)). (2.6)
Nous ferons maintenant quelques approximations pour évaluer (Ui)rn0 (qui devien
dront des expressions exactes dans une certaine limite). Premièrement, nous écri
rons le Hamiltonien comme
(t) ZE(t)(t) ZE(t) ‘n(t)) (n(t). (2.7)
Dans la limite N —* , c
— 0 avec T fixe, on peut faire des développements de
Taylor autour de t = O pour nos objets et les tronquer
n(t)) =
E(t) = E(0) + tE(O) +
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(n(t) (n(0) + t (ù(0) +
(rn(ti) = (u(O) + t1 (fi(0) +••• (2.8)
On obtiellt ainsi pour U1, au premier ordre en e
Û1 1_i[dt(t)+o(e2)
1- ie n(0)) E(0) (n(0) + O(e2). (2.9)
On peut enfin calculer notre élément de matrice jusqu’au premier’ ordre en utilisant
(2.7),(2.$) et (2.9) dans (2.6)
(Ûi)m0 + e ((0) 0(0)) + O(e2). (2.10)
Avec ceci, on obtiellt enfin l’état au teiiips t1
=e 0(t1)) + e ((0) 0(0)) m(ti)) + O(e2). (2.11)
rnO
À l’ordre zéro, on a l’état 0(t1)) (qui se déduit par continuité à partir de 0(0))),
avec une phase dyllamique. Au premier ordre, l’état est ue combinaisou linéaire
d’états qui appartiennent au sous-espace spectral complémentaire à celui dans le
quel est 0(t1)). La prochaine étape est de recommencer le processus pour chaque
intervalle de temps, remplaçant Û1 Ûk et t1 —* tk. On obtient finalement l’état
après un temps T
• ..ZmN(T))
7TN Tfl2 TTil
i
(m3+i,mae mj(tj) + e m(t)) + O(e2)). (2.12)
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À l’ordre zéro (à l’ordre e0), on a une somme de produits de fonctions delta et
d’exponentielles imaginaires
= 77N(T)) ‘ (2.13)
N ?fl2 m1 j=O
Dans la limite où N — oc, e —* o avec T fixe, ce terme deviellt
= e_f0T dtE0(t) 0(T)), (2.14)
où le 11(0)1? sur le ket indique que c’est la contribution à l’ordre zéro. À cet ordre,
ou a l’état 0(T)) qui se déduit par continuité à partir de 0(0)), multiplié par le
facteur de phase dynamique. C’est le terme d’évolution adiabatique typique. S’il
n’y avait que ce terme, on dirait que : t’état a évotué de façon adiabatique sur ta
période de temps considérée. Par contre, ici, on doit tenir compte des termes aux
autres ordres.
Au premier ordre ( e’), on prend N — 1 fonctions delta dans le produit (équa
tion (2.12)) et un terme de forme e (ri+,(tiH rnj(t))
= 77N(T)) (II rni+irnie e (k+,(tk) mk(tk)).
k=O mN 7fl2 m1 jk
(2.15)
Dans la limite où N —* oc, e
— O avec T fixe, ce terme devient
= m(T)) dt, e_ii tE(t) ((t,) 0(t,))e1’ dtEo(t) (2.16)
mO O
Au premier ordre, donc, on a une combinaison linéaire d’états appartenant au
sous-espace complémeutaire de 0(T)). On peut donc dire que ce terme est lié à
une “transition relativement au spectre. En fait, la façon d’interpréter l’intégrant
dans l’équation (2.16) est la suivante : comme on part dans l’état 0(0)), il y a
évolution adiabatique de l’état de t O à t = t, (i.e. ef’ dtEo()) Au temps t1,
il y a une transitiou vers l’état m(ti)) (i.e. (h(t1) 0(t,))) ; eusuite cet état évolue
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adiabatiquement jusqu’à t T (i.e. e 1Em(t)) Comme en réalité la transition
peut se produire à n’importe quel temps de l’intervalle, 011 doit intégrer le temps
de transition sur l’intervalle.
À l’ordre zéro, il n’y a pas de transition, rien qu’une évolution adiabatique.
Au premier ordre, il y a une seule transition avec des évolutions adiabatiques. On
peut s’attendre à ce qu’il y ait deux transitions dans le terme de deuxième ordre.
Comme de fait, à l’ordre 2, on garde deux termes de type c (ij+1(tj) rn(t)) et
N — 2 fonctions delta. On peut deviner la forme du terme au deuxième ordre
— m(T))
1T j2
dt e1t tE(t) ((t2) n(t2))
rn#nn#O O O
dLE(t) (ï(t1) O(t1))eIo’ dEo(t) (2.17)
On interprète l’intégrant de la façon suivante il y a évolution adiabatique à partir
de l’état initial jusqu’au temps t1. À t = t1, il y a une transition vers l’état n(ti)). Il
y a ensuite une évolution adiabatique jusqu’au temps t2> t1), suivi d’une transition
vers l’état m(t9)) qui est elle-même suivie d’une évolution adiabatique jusqu’à
t T. Encore une fois, les temps auxquels surviennent les transitions sons intégrés
(avec la condition t2 > ti) et l’état intermédiaire n) est sommé sur tout le spectre
excepté l’état initial (pour qu’il y ait bien transition). On peut donc donner un
sens physique aux expressions dans l’intégrant
e_2Jtt)
,‘ évolution adiabatique de l’état n(t)) entre t t1 et t t2,
(rh(t’) n(t’)) — transition à t = t’ de l’état n(t’)) vers l’état rn(t’)). (2.18)
Et avec cette interprétation, on comprend que l’ordre des termes dans le développe
ment est lié au nombre de transitions survenues durant l’évolution sur l’intervalle de
temps [O, T]. Plus précisément, le terme d’ordre k de la série regroupe les processus
durant lesquels se produisent k transitions.
Il existe également une représentation diagrammatique pour les expressions dans
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(2.18) (comme pour les diagrammes de Feynman où à chaque morceau qui constitue
les diagrammes est associé une expression algébrique)
n , e_u1o’dtEt)
nI ((t n(t’)) (2.19)
où il est sous-entendu que la flèche du temps va de gauche à droite. Avec ces pièces
de base??, on peut trouver la représentation diagrammatique des termes déjà trouvés
en (2.14),(2.16) et (2.17) et deviner celle des autres termes, de sorte que
= (T))° + (T))t1 + (T))2 +.•
= o +
+ t2
+... (2.20)
où il est sous-entendu que les temps auxquels arrivent les transitions sont intégrés
sur l’intervalle et les états intermédiaires n et finaux ‘ru sont sommés. Avec la
représentation diagrammatique, il est facile d’écrire l’expression algébrique pour
à n’importe quel ordre.
On peut terminer cette section en rappelant que l’approximation adiabatique
en termes de ce nouveau développement, s’écrit comme
(T))° = eIoTdtE0tt) 0(T)). (2.21)
2.2 Lien avec le développement conventionnel
Si on se rappelle la présentation de l’approximation adiabatique faite au cha
pitre précédent, nous avions également une façon d’écrire l’état quantique d’un
objet comme un développement perturbatif. De plus, l’ordre des termes dans ce
développement était, comme pour le présent développement présenté dans ce cha
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pitre, un illdicateur du nombre d’expressions de types (ii1(t) n2(t)) présentes dans
ces termes. On peut donc se demander à quel point les deux développements sOllt
différents. En fait, si on regarde attentivement, on peut se rendre compte que les
deux développemellts sollt équivalents!
En effet, si 011 regarde le terme d’ordre zéro du développement présenté au cha
pitre précédent (que nous appellerons dorénavant le développement conventionnet),
nous avons (voir les équations (1.3) et (1.8))
= a (t)e J dt’ Ern(t’) 771(t))
ZmOC_ujOdtt) m(t))
0(t)), (2.22)
pour u état initial 0(0)). Ceci revient exactemellt au terme d’ordre zéro dans le
nouveau développement présenté dans ce chapitre (voir (2.14)). On peut également
regarder le terme de premier ordre du développement conventionnel
(t)) = a (t)e f d Ern(t’) (t))
— (f dt’ (m(t’) Ô(t’)) e‘ dt (EO(th’)_Ern(th’))) e dt” Ern(t”) m(t))
= (f dt’ e dt Em(t”) (i(t’) 0(t’))e f dt” Eo(tfl)) m(t)). (2.23)
mO O
où o s’est servi du fait que
1) 0= ((m(t) 0(t))) (m(t) 6(t)) = - ((t) 0(t)),
2) (0(t) 6(t)) =0
3) e+ 10 dt Em(t”)e_z L “ Em(t”) = e L “ Et”) (2.24)
quand t’ est ensuite intégré de O à t. Ce terme correspond exactement à ce que
nous avions trouvé pour la correction de premier ordre dans notre développement
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(voir (2.16)). Par un procédé similaire, on peut montrer que les termes d’ordres
supérieurs du développement conventionnel et ceux du développement présenté
dans ce chapitre sont équivalellts. L’avantage du nouveau développement réside
en le fait qu’il permet une interprétation physique plus facile et très élégante de
chaque terme ainsi qu’une représentation diagrammatique qui permet d’écrire les
termes de la série à n’importe quel ordre sans aucune difficulté.
2.3 En résumé
Nous venons donc, dails ce chapitre, d’exprimer l’état quantique d’un objet (dé
crit par (t) et initialement dans un état propre d’énergie) comme une série dont
les termes regroupellt les processus selon le nombre de transitions qu’a subit le
système pendant l’intervalle de temps considéré. Ainsi, le terme d’ordre zéro repré
sente le processus pendant lequel aucune transition se produit. Le terme de premier
ordre regroupe les proccesus pour lesquels le système subit une seule transition; et
ainsi de suite. Nous verrons maintenant que la convergence de ce développement
est fortement influencée par le degré d’adiabaticité du système (i.e. la lenteur du
système) ainsi que par la longueur de l’illtervalle de temps [O, T].
CHAPITRE 3
LA CONVERGENCE DU D1VELOPPEMENT ET L’INFLUENCE
DU TEMPS SUR L’APPROXIMATION ADIABATIQUE
Nous venons de voir au chapitre précédent que l’état quantique d’un objet au
temps T peut être écrit comme un développement dont l’ordre des termes est lié au
nombre de transitions qu’a subit le système pendant l’intervalle de temps considéré.
iViais ce développement, quoique très élégant, reste effectivement utile que si les
termes deviennent de plus en plus petits, de façon à ce qu’oll puisse tronquer la
série après avoir calculé le nombre de termes désiré. Autremellt dit, il est important
de se pencher sur la convergence de la série que constitue le développement présenté
au chapitre précédent.
Dans ce chapitre, nous allons donc nous concentrer sur une analyse de la conver
gence de la série trouvée au chapitre précédent. Cette analyse pourra sembler
quelque peu “rugueuse à première vue car, pour étudier la convergence de la série,
nous nous contenterons d’estimer l’ordre de grandeur des termes de cette série et de
regarder sous quelles conditions il y a convergence. Par contre, cette méthode aura
l’avantage de conserver un caractère général et elle mettra clairement en évidence,
sans artifices secondaires, le lien qui unit le deg’ré d’adiabaticité du système étudié,
la longueur de l’intervalle [O, T] (i.e la durée de l’expérience) et la convergence de
la série.
Plus précisément, la plupart de la littérature traitant sur l’approximation adia
batique ne semble pas impliquer indépeildamment la durée de l’intervalle de temps
considéré dans leur analyse. Ici, nous le ferons, et en étudiant sous quelles condi
tions le développement présenté au chapitre précédent converge, on pourra du même
coup étudier la validité de l’approximation adiabatique et le rôle joué par le degré
d’adiabaticité du système ainsi que la durée de l’intervalle [O, T] dans cette histoire.
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Ceci est dû au fait que l’approximation adiabatique peut s’écrire comme
eufoTdtEt)(t) 0(T)). (3.1)
La grandeur des termes d’ordres supérieurs dans la série nous renseigne donc sur
la validité de l’approximation adiabatique.
Donc, le développement préseilté au dernier chapitre n’est pas qu’une autre
façoil d’écrire l’état quailtique d’un système; il s’avérera qu’il constitue également
une fenêtre par laquelle on peut soilder la validité de l’approximation adiabatique.
3.1 Description du type de système analysé
Nous allons, comme au chapitre précédent, considérer ici un système décrit
par un Hamiltollien ](t) ayant des états propres instantanés n(t)) et des valeurs
propres E(t). Par contre, nous ferons ici l’hypothèse qu’il est possible d’écrire ce
Hamiltonien comme
= EÎ(t/T) (3.2)
où E est l’énergie caractéristique du système (et donc, ici, l’ordre de grandeur
des énergies également) et T représente l’échelle de temps caractéristique de chan
gemellt du Hamiltonien dans le temps. En termes de la variable sans dimension
s = t/T, la relation elltre les états propres et valeurs propres d’énergie H(t) ri(t)) =
E(t) n(t)) devient:
(s) û(s)) (s) û(s)) (3.3)
où c(s) È(s)/E représente les énergies propres sans dimension. Nous travaillons
dans ce chapitre avec des quantités sans dimension car cela facilitera la mise en évi
dence du rôle du degré d’adiabaticité du système sur la convergence de notre série.
Le fait qu’on puisse déterminer une échelle de temps caractéristique de changement
du Hamiltoniell dans le temps T implique pour les états que
(‘(s) û(s)) 0(1) (pour n ru car (û’(s) û(s)) = 0V n, s), (3.4)
31
où (rû’(s)
Également, nous ferons ici deux hypothèses supplémentaires. La première étant
que le spectre d’énergie du système possède la propriété suivante
— e(s) > 1 Vs et n ‘m, (3.5)
ce qrii revient à dire que la différence entre deux niveaux d’énergie est d’an moins
l’énergie caractéristique E, mais de l’ordre de l’unité. La deuxième hypothèse étant
que les quantités impliquées dans (3.4) et (3.5), soient (h’(s) û(s)) et e(s) pos
sèdent des dérivées définies et finies V s, m, n.
Les Hamiltoniens possédant les caractéristiques tout juste présentées seront dits
Hamittoniens génériques.
Au chapitre précédent, nous avons vu qu’on pouvait exprimer l’état quantique
d’un système au temps T qui était initialement dans l’état 0(0)) comme
+ (T))’ + (T))t2 +... (3.6)
où
= e_ifoT dtEo(t) 0(T)) (3.7)
= m(T)) dt1 tEm(t) (•(t) 0(t))It’ dtEo(t)
rnO O
avec la restriction que (rh(t) m(t)) = 0 V m, t.
En termes des quantités sans dimension, cela devient
= ($))(O) + ($))(1) + (3))(2)
+... (3.8)
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où
= e 1o60t Ô(S)) (3.9)
Z tzi(S))
1S
et L (s) (7’(s,) O(s,))e’ I’ Eo(s)
mO O
avec .X Er. Cette quantité, ), est très importante car elle représente le degré
d’adiabaticité du système. Plus ) est grand, plus le système respecte notre idée
intuitive d’un système qui évolue lentement.
3.2 Analyse de la convergence du développement
Nous sommes maintenant prêt à discuter de la convergence de la série. D’em
blée, une chose est digne de mention. Dans notre analyse, nous considérons trois
échelles de temps indépendantes. Soient E—’, l’inverse de l’énergie caractéristique
du système; T, l’échelle de temps caractéristique de changement du Hamiltonien
dans le temps et T (qu’on notera S = T/T en termes de variables sans dimension)
qui représente le temps de durée de l’expériellce. Dans la littérature portant sur
l’approximatioll adiabatique, la plupart des travaux considèrent T = T. Pour gar
der un caractère plus général, iious faisons ici la distinction afin considérer la durée
de l’intervalle de temps de façon indépendante.
Si nous regardons les termes de la série (3.6), on voit que le terme d’ordre k
possède k facteurs de type (h(t) n(t)). Pour un Hamiltonien qui varie lentement,
on s’attend à ce que de tels facteurs soient petits et on pourrait s’attendre à ce que
la série converge. Mais il faut faire attentio;i car ces facteurs sollt intégrés k fois
sur une période de temps qui peut compenser pour leur petitesse.
Pour un cas non-adiabatique, (,X 1), on peut estimer l’ordre de grandeur des
termes de la série. Les intégrants étant des fonctions lentes du temps de l’ordre de
l’unité, on estime l’ordre de grandeur du terme d’ordre k (qui contient k intégrales
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sur le temps) comme étant
= (T/T)k. (3.10)
C’est donc dire que, grossièrement, d’après cette analyse dimeilsionnelle, les termes
d’ordres supérieurs (k > 1) deviennent importants (i.e. de même grandeur que
,(s))(O) qui est de l’ordre de l’unité) lorsque T T. Autrement dit, l’estimé de ces
termes d’ordres supérieurs qui coiltienneut les termes de transitions nous indique
qu’après un temps T T, il y a une probabilité flOil ilégligeable que l’état ait fait
une transition dans le spectre. Nous appellerons ce temps, le temps de dépeuptemeri,t
de l’état initial.
Voyons maiutenant ce qui se passe pour un cas adiabatique, c’est-à-dire pour
» 1. Pour ce faire, nous allons réécrire l’état ($)) comme
= e_iÀL () ZArn($) 7b($)). (3.11)
Étant donné l’équation (3.8), on peut écrire A,($) comme
Arn(S) = A($) + A($) + A($) +..., (3.12)
de sorte que l’ordre des termes soit compris dans les À)($)
f05 (s) A($) ($)). (3.13)
Il s’agit donc maintenant d’estimer l’ordre de grandeur des A)($) pour obtenir
l’ordre de grandeur des termes de notre série (car tk)(($)(S))(k)
Une observation clé qu’on peut faire est la suivante. Si l’on regarde l’expansion
trouvée sous sa forme diagrammatique (équation (2.20)), il est clair qu’un terme
d’ordre k comme (S) est collstitué du terme d’ordre k — 1 pour un certaiu état
final n au temps s’, (A1)(s’)) , suivi d’une transition supplémentaire au temps
s’ vers l’état final m ainsi que d’une évolution adiabatique (dans l’état m) de s’
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jusqu’au temps S. Ceci est dû au fait que l’ordre des termes dans la série regroupe
les processus selon le nombre de transitions qu’a subit le système durant l’intervalle
de temps [O, S]
t — — — — 7
L_ S1 - (3.14)
A,’)(s2)
Nous pouvons donc, sachant comment traduire en expressions algébriques les
processus physiques (voir (2.18)), trouver une relation entre deux ordres consécutifs
de la série
= f ds’ (I û) ,A(k_l) (RI) (3.15)
où 7rn0(S, 5k) f ds (e,(s) — e0(s)), (û û)5 (‘rî7’(s) û(s)) et n couvrant tout
le spectre. Ceci sera très utile pour estimer l’ordre de grandeur des A(S). ga
lement, sachant l’expression du terme d’ordre zéro de (3.8), on peut trouver par
comparaison avec (3.13), que
4(5) rnO (3.16)
Nous notons au passage que l’expression (3.15) est valide pour k 1 seulement.
Nous allons maintenant, afin de voir si on peut trouver une formule générale
pour l’ordre de grandeur des termes de la série, estimer l’ordre de grandeur de
quelques termes et les équations (3.15) et (3.16) seront le point de départ de nos
calculs. A)(S) étant évidemment de l’ordre de l’unité, on peut tout de suite estimer
l’ordre de grandeur du terme de premier ordre (avec l’aide de (3.15) et (3.16))
em08) (
A’(S)
= fS
ds1 7m031) (û’ Ô). (3.17)
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Tout d’abord, selon la définition de 7ab(51, 52), on peut réécrire A)($) comme
A0(S) = e”° f8 Us1 e+imo)1) (7’ Ô) (3.18)
° mo(5’) J’ Us (6m(5) — 0(5)) et (Ô’Ô) O. On peut égalemellt réécrire l’inté
grale I dans (3.18) comme
= 1 f8 Us1 U (+iÀ7mO(81)) Gm0(Si) (3.19)
OÙ Grn0(Si)
=
avec m(5i) [I’ Us (Em(5) — co(s))] = c,(si) —
(Il est à iloter que ‘y,n(5) 1 et donc Gm0(5) 1 V s.) On se rappelle ensuite
que dails la limite adiabatique, À devient très grand, et on peut traiter l’exponen
tielle imaginaire dans I comme u facteur d’oscillation rapide qui multiplie une
fonction évoluant lentemellt dans le temps. Si on considère également des temps
suffisamment grands de sorte que À$ » 1, alors pour u certain intervalle de temps,
l’exponentielle imaginaire aura le temps de parcourir plusieurs cycles tandis que la
fonction lente qui la multiplie sera à peu près constante. On s’attend donc à ce
qu’il y ait certaines annulations et que la valeur de l’intégrale soit plus petite que
pour une intégrale similaire mais dans un cas non-adiabatique (À ‘- 1). Avec ceci,
on peut évaluer
‘1 par parties pour obtenir
I e°t5 (‘ — — O(1/À). (3.20)À7m0(S) zÀ770(0)
Comme 011 veut estimer l’ordre de grandeur des termes de la série, on laissera
tomber le dernier terme; terme qui est négligeable par rapport aux premiers dans
la limite d’un À grand. Avec ceci
A’ $ 1 ((‘‘ Ô)s — i7mO(s) (m Ô)0TflO ..À Z7mO($) Z7,o(O)
A’(S) = 0. (3.21)
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On voit donc que A(S) est de l’ordre de 1/X. IVlaintena.nt. nous allons voir si
A)(s)
Si on plonge (3.21) (qui est la partie dominailte de A)($)) dans (3.15), on peut
estimer l’ordre de grandeur de A)($)
S 1 0)32
— e702)A2(S) e_tÀ7mo(S) f ds2 e702) (7h’ n)92— (82)n#m.O O /\ tflO
(3.22)
Ici, par contre, il faut compter deux cas distincts : A(S) et A0(S). Pour
on se retrouve avec des intégrales similaires à (3.19) qu’on peut approxi
mer de façon analogue
[e7°) (82) + e_7m2) (s2)lA0(S) 2 ‘-rnnO rnnO
nrn,O
= —1
[rnn0(S) + 0nnO(S) — e”°5 (rnn(0) +
/
nm,O
(3.23)
où = i’Ih(O’IÔ) 0(1) et F9o(s) = ‘I(’IÔ)o 0(1).yrno(s)y,O(s) yr(S)yno(O)
Pour A(S), on a:
1 t(n 0)82
—
7n0(82) (fi’ Ô)0N (3.24)A2($) zf ds2(0’n)32
7nO(S2) Z7n0(O))nO O
1
= / dS2 (‘82 Ô)52 — e 7,o(s2) (Ôfi)82 (n Ô)o)iy0(s2) iyo(O)nO
Le deuxième terme dans cette expression est une intégrale du même type que
(3.19); et donc le deuxième terme sera dominé par une expression de l’ordre de
1/.2. Par contre, si on observe le premier terme, on voit qu’il n’y a pas de facteur
oscillatoire rapide de type dans l’intégrant et donc on ne peut pas utiliser
la même technique qu’on a utilisé pour l’intégrale (3.19) afin d’estimer son ordre
de grandeur. Mais si on regarde l’intégrant du premier terme, on voit que c’est
une fonction de l’ordre de l’unité, et on peut dollc estimer le premier terme comme
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étant de l’ordre de $/À. Dans la limite où ,\ » 1 et )S » 1, donc A)($) est
(2)domine par A0 (S) qui est de 1 ordre de $/).
Ceci est intriguallt car cela diffère de ce que nous aurions pu soupçonner, c’est-à-
dire que A)(S) O(1/). C’est parce que mathématiquement, le terme A(S)
représenté de façon diagrammatique par
o 0 (3.25)
est tel qu’il n’y a pas de facteur d’oscillation rapide dans l’illtégrale; et donc mi ne
peut avoir ces annulations au cours des cycles d’oscillation. Il faudra donc se méfier
de certains termes dont ceux qui contiennent de tels morceaux
_____
n1 (3.26)
ti ti+i
car ils peuvent être plus importants que prévu au départ.
Si nous continuons notre analyse de l’ordre de grandeur des termes de notre
série, nous pouvons estimer A)(S)
A(S) = ds2 e+i7rn02) (1 û)32A)($)
O
+ 7m0 ds2 e 7m0(82) ( û)82A (S). (3.27)
Pour évaluer T1, on peut remplacer A)(S) par (3.23)
T1 Z
f
ds2 e+iÀ7m0(82) û)
nm,O O
() Z [flbo(52) + e_i !o(s2)flfl,O(s2) — e0(52) ((o) +n’n,O
(3.28)
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011 voit que si ‘rn = O ou n = n’, on aura des termes qui ne seront pas multipliés par
un facteur d’oscillation rapide (de type e’7()) et ces termes intégrés attraperont
(comme pour A21(S)) un facteur S. Ces termes seront donc de l’ordre de S/.X2.
Les autres termes possédant un facteur d’oscillation rapide; ils donneront lieu à
des intégrales de type (3.19) et ces termes seront de l’ordre de Pour estimer
maintenant T2, on remplace A (S) par sou expression trouvée ci-haut
T2 Us2 e+i mO(52) (i’ )s2
n#rn,O
1 f52 Us3 K03 - f52 Us e 10(53) (0 Il)53 Q I0)oO Z7to(53) 0 zyto(0)
0(S) 0(1/À)
(3.29)
Le terme de l’ordre de S entre les parenthèses (dans (3.29)) sera multiplié par un
facteur oscillatoire et intégré sur Us2 (comme on l’a fait pour (3.19)) pour donner
un terme de l’ordre de S/À2 Le terme de l’ordre de 1/.X entre les parenthèses,
quant à lui, donnera des termes de l’ordre de S/À2 lors d’une annulation du facteur
d’oscillation (in = t) et des termes de l’ordre de i/) lors de présence d’un facteur
d’oscillation rapide non-nul (in t). Donc, A)(S) sera dominé par des termes de
l’ordre de 5/)2 dans la limite d’un ) très grand.
Nous venons donc d’estimer les termes de notre série jusqu’au troisième ordre,
et il semble difficile de trouver une formule générale pour l’ordre de grandeur des
termes à un ordre quelconque.
3.3 Analyse reformulée de la convergence du développement
3.3.1 Réécriture des A(’)(S) en termes des X(’)(S)
Une chose qu’on peut remarquer en observant les expressions de Ag)(S), A)(S)
et A1 (S) calculées à la section précédente est que chacun de ces termes peut
s’écrire comme une somme d’exponentielles de type (avec p couvrant tout
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le spectre) multipliées par un facteur qui peut être considéré comme une fonction
évoluant lentement dans le temps. Autrement dit, en observant les A)(S) calculés
à la section précédente, on voit qu’on peut les écrire comme
(3.30)
avec contenant tous les facteurs évoluant lentement dans le temps et p
couvrant tout le spectre.
Si 011 réécrit la relatioll de récurrence (équation (3.15)) en termes des X, on
obtient
X($)e_i7P0 =
fS
dsk em0( (ï’ )Sk Z
A(S) A(sk)
e7m0 Z Z
fS
7q(sk) fl)skXrH (3k). (3.31)
On peut maintenant évaluer l’intégrale I dans (3.31). Il faut compter deux cas
distincts, q ru et q ru. Pour q ru, l’intégrant de I contient un facteur
d’oscillation rapide 7q(3k) non-nul, et comme le reste de l’intégrant est une
fonction lente de 3k, on peut évaluer cette intégrale comme on a évalué l’intégrale
(3.19) sous les conditions )» 1 et \S» 1:
(em ‘ X’($)
—
° X1)(o)) (3 32)
Z7qm 7qrn
Pour le cas q = ru, on se retrouve avec
‘q=rn f dsk (?‘ )SkX;’(sk), (3.33)
qu’on estime être de l’ordre de
‘q=m $ (7R’ )X’($), (3.34)
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car on réitère que (‘ )5XÇl)(sk) est une fonction évoluant lentement dans le
temps.
On obtient donc une relation de récurrence en termes des
‘
x’)(s) — _À7m0(S)
n q7n %qrn( ) 7qm
+ Zem0$. (ii’ )X’($), (3.35)
qu’on peut réécrire comme
()x1(s)) iÀ7qo(S)
nrn qrn 7qm
+ (s. )8Xj’($) - ° Xi1)(0)) e7m0. (3.36)
nrn qrn
où on a réorganisé les termes selon les exponentielles et retiré le cas n = rn qui,
à cause de la restriction (rîi’ rh).. = O V s, ‘rn, donne une contribution nulle à la
somme.
Maintenant arrive un argument crucial. Les exponentielles imaginaires étant des
termes oscillatoires évoluant rapidement dans le temps (pour un cas adiabatique)
deux exponentielles ayant des fonctions différentes comme argument oscilleront
de façon fort différente l’une de l’autre (car les deux exponentielles imaginaires
n’auront pas la même période). Donc, après un certain temps, les différentes ex
ponentielles imaginaires dans (3.36) auront le temps de se distinguer les unes des
autres, et nous pourrons argumenter que les facteurs multipliant une exponentielle
donnée de chaque côté de l’équation (3.36) seront égaux. Autrement dit, le fait que
les exponentielles imaginaires n’oscillent pas avec la même fréquence nous permet
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de poser
pour e_iÀ7m0( X($) — (s. (‘ )x’(s) — X1)(0))
nm qn 7qm
pour X7(S) = ()Xq)($) (q rn), (3.37)
n 7qTri
valides pour 1 et S> 1.
Nous avons dollc une relation de récurrence liant les x(k) aux Étant
donné la définition (3.30), on sait que l’ordre de grandeur des X($) nous ren
seigne directement sur celle des A(k)(S). En fait, rions sommes à une étape près de
trouver une expressioll générale pour l’ordre de graildeur des X(k) (S) à un ordre
quelcoilque, et donc des A(’)($).
Nous essayerons maintenant d’argumenter que le terme
“
est négligeable par rapport à (îr’ fi)sSXi)(S)11 dans l’équation (3.37). Cet ef
fort supplémeiltaire aura le bénéfice d’ouvrir la porte à une conclusion relativement
facile à tirer sur l’ordre de grandeur des X(’)($).
Pour ce faire, nous procéderons un peu comme nous venons tout juste de faire,
c’est-à-dire trouver une relation de rédurreilce entre les xt1 et xt’, mais cette
fois-ci avec un temps $ qui tend vers zéro, (les relations (3.37) n’étant pas valides
pour des temps très courts). En effet, il faudra passer par là pour estimer les X(’)(0).
Les termes A)(S) étant définis (pour k > 1) comme des intégrales sur l’intervalle
[0,5] (voir les termes de (3.8)); et comme A)($)
= 7flO, on sait que nous avons
la collditioll initiale
A(0)
= &OrnO, (3.38)
qui revient à
kO&nO (3.39)
en termes des X. IVlalheureusement, nous ne pouvons utiliser cette condition pour
évaluer le terme
“ Zqrm dans l’équation (3.37) car les coeffi
cients des x—’ (0) dans la somme dépendent de l’indice q. Il faudra donc trouver
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une façon d’évaluer les X1)(O) individuellement. C’est ce que nous tenterons de
faire ici.
3.3.2 Estimation de X)(0)
Si nous revenons à la relation de récurrence générale en terme des (équation
(3.31)):
= ZU8 dsk 7quu’ «“I û)SbX1(sk),
(3.40)
on peut tenter d’évaluer l’intégrale I sous les conditions À> 1 et AS C 1 qui nous
permettent de prendre la limite S —‘ 0 tout en restant dans un cas adiabatique.
Sous ces conditions, on couvre seulement qu’un court intervalle de temps, et les
fonctions dites “lentes” sont à peu près égales à leur valeur initiale. Autrement dit,
on fera les approximations suivantes:
X$t1)(sk)
(ii’I û)ab (?h’I û)o, (3.41)
afin d’évaluer I sous les conditions prescrites. Également, nous pouvons développer
la fonction 7,,(sk) en une série de ‘Iylor autour de 8k =0 comme ceci:
7(8k) = Yqm(O) +qm(O)8k + O(s) + ... (3.42)
Dans la limite où S est très petit, 8k, qui est intégré sur [0,5], sera également petit
et nous remplacerons 74sk) par %4O)sk = (eq(0) — e,,,(0))sk dans I. Avec tout
ceci nous pouvons finalement évaluer I. Comme précédemment, il faudra distinguer
deux cas, q Ø m et q = m. Pour q Ø m, on aura:
IqØm
= L dsk r’»mn(b) (rWI û)$hX,t1)(sk)
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(,W û)Œx(k_l)(o)jd
(e_ttqm(0W
— i)
= ta’ 4\ y(k—1) (o‘ lu- fl
•“
(C7uu9)
— i)êWI û)aj—1)(o)
—iÀ%(O) (3.43)
Pour le cas q = m, on aura:
Iq=rm
= j d8ç (ih’I û)sbXt1)(sk)
(iWI û)ajt1(o) j ds
= (tWI û)oxjtl)(O) S. (3.44)
On peut donc réécrire la relation de récurrence comme suit:
EX(5)e0W)
.1 (&WIû)oXl)(O) 4À7qO(S)
nq&m\ 7r’ I
/ a x(k—1)o\\
C WIû)oXit’)(O) E rn M ‘‘)e7fbW). (3.45)
qm 7qm
Ici, maintenant, nous imposerons une restriction qui, sans être interdite, fera perdre
un peu de généralité à notre analyse. Quand nous avons travaillé sur la relation de
récurrence entre les X(’4(S) et XQG_1)(S) pour À> 1 et ÀS> 1 (voir équation
(3.36)), nous étions arrivés à un point où nous pouvions comparer les coefficients
d’une exponentielle imaginaire donnée de chaque côté de l’égalité. Nous pouvions
faire cela car, après un certain temps, les exponentielles imaginaires ayant des ar
guments différents se distinguent les unes des autres. Ici, clairement, comme nous
considérons le cas où S est très petit (et à la limite S —, O), les différentes expo
nentielles imaginaires n’auront pas le temps de se distinguer les unes des autres
et seront à peu près égales (car (O) = O). Dans ces conditions, ça ne va pas de
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soi que les coefficieits d’ulle exponentielle doinée de chaciue côté de l’équation
soient égaux. Par contre, ici, nous l’imposerons. Comme dit plutôt, cette restric
tion n’est pas interdite, mais fait perdre un peu de généralité à notre analyse. Par
ailleurs, quand nous analyserons un cas concret au prochain chapitre, nous verrons
en calculant les A)($) pour les quelques premiers ordres que les X(k)(O) respectent
ilaturellement la restnctioll que nous proposons d’imposer ici. Est-ce une particu
larité du système précis que nous analyserons au prochain chapitre? Ou en va-t-il
de même pour n’importe quel système? La question reste ouverte. Mais pour la
suite de cette analyse, nous ferons cette hypothèse.
Si nous imposoils donc que les coefficients d’une exponentielle donnée soient
égaux dans (3.45), alors on se retrouve avec ceci
iÀ7o(S)
rnrn(S) (( ) y(k_1) 1 (‘în’ )0(k_1) (O))pour e Onm (O). S+ qmt0)qmn rn
_qo(S). K(k)(S) 1
(K)oX(0))
(q 77?). (3.46)poure mq iqin(O)
Si on prend rnaintenallt la limite S — O, alors on trouve
X(k) o = (z (7L)oi’)(0))rnm )
flfl q7n iqn(0)
= 1 ((î’o(0)) (q rn), (3.47)rnq ) 7q7n(O)
et si on calcule la somme ZX(O), alors on trouve
X (O) ± X7(O)Ilp, J ?fl7fl’
p qr/rn
z (z
(7î’1)0X—h(O)’\
_____________
q i/q,n(O) z z (K’’ox’)(O))qm iqin(O)
X(O) X(O)
(3.1$)
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qui respecte bel et bien la condition initiale e (3.39). (La condition (3.39) est
en effet respectée car les relations (3.47) ont été dérivées à partir de (3.40) qui
est valide uniquemellt pour k > 1. Le cas k O étant donc exclut, la somme
zX7(O)=oVk>1.)
On peut maintenant calculer X(’)(O)
X7(O) ( (‘)o(0))flrn qrn z7qm( )
X(O) - (KTî)oX(O)) (qrn). (3.49)
La condition (3.16) pour k = O peut se réécrire en termes des X(°)($) comme
A(S)
= rnD o S
X(S) mopo V 5. (3.50)
Ceci nous permet donc de calculer X(’)(O)
X,(0) (1
- &nO)
X(O) (1—?no)qo (qrn). (3.51)
En remettant (3.51) dans (3.47), on peut calculer X(2)(0) et on peut recommencer
le processus pour calculer X(k)(0) et se rendre compte que X(k)(0)
Nous avons donc trouvé l’ordre de grandeur des X(k)(O) et nous pouvons main
tenant comparer les termes et ?(
dans l’équation (3.37). Si nous revenons à l’équation (3.37), nous pouvons calculer
X(k)(S) pour k 1:
X7(S)
x7(S) (1rno)qo (qrn). (3.52)
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Si nous utilisons maintenant les équations (3.37) et (3.52) pour évaluer X’)(S)
pour k > 1 et n in, on pourra déterminer que le terme de plus petit ordre
possible constituant. X’)(S) est de l’ordre de (1/,V’’) (i.e. on ne peut pas
trouver un terme de plus petit ordre). Avec cela, on peut dire ciue le terme de
plus petit ordre possible constituant “S
.
(‘ûi’l )X’)(S)” sera de l’ordre de
(S/Àk_1) tandis que q?fl j’0)Xq)(O) O(1/Àk). Donc, dans la limite
d’un ) grand, et pour k > 1, on pourra négliger “ Zqm _j(0)X.,q)(O) par
rapport à “S. Qh’ )X;’(S)” dans (3.37). (Bien sûr, si S 1R, alors 011 ne
peut pas faire une telle opération; mais le terme “S. (ii! )8X-’)(S)” est pris
sous la condition )S» 1.)
3.3.3 La matrice C
Tout ce travail sur X(k)(O) nous permet niaintenant de réécrire les relations de
récurrence (équation (3.37)) dérivées pour les Xtk>1)(S)
pour X(S) $.
n
0(1)
pour _iq0(S) X($) = X1(S) (q ni), (3.53)
, /qrn j
0(1)
Si on observe attentivement, on voit que le deuxième indice (l’indice de la colonne)
des matrices X(S) est le même de chaque côté de l’égalité. Cela devrait nous faire
penser à un produit matriciel. Par contre, étant donné qu’on a deux relations
une pour X,(S) et une pour X(S) (pour q ni), il semble que la matrice qui
multiplie X(’)(S) dépende de la colonne de X(k)(S). Autrement dit, on pourra
écrire (3.53) comme un produit matriciel un peu spécial
X,(S) ZC1(S)X,([’)(S) (k> 1), (3.51)
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où la matrice C dépend de l’indice p. On peut facilement trouver la forme de la
matrice C; et avec la relation de récurrence exprimée comme en (3.54), on peut
trouver l’ordre de grandeur des Xt(S) (et donc des A(S)).
En regardant (3.53) et (3.54), on peut voir que, parce que (î7,’) i) O, alors
= O, et donc on aura zéro sur la diagonale de C. Maintenant, si p m, on
devra utiliser la première relation de (3.53) ce qui veut dire que G[ S. Dit plus
explicitement, la p-ième ligne de la matrice C est constituée de terme de l’ordre
de S (excepté pour le terme diagonal comme argumenté plus tôt). Finalement, si
p ‘in, on doit utiliser la deuxième relation de (3.53) ; ce qui veut dire que toutes les
autres lignes que lap-ième sont constituées d’éléments de l’ordre de 1/.) (excepté les
termes diagonaux). Avec ceci se termine le portrait de la matrice C qui ressemble
donc à
n \—1 x—1 \—1 \—1 x—1
u , . . . / /\
-1 -1 À’ À’ ...
p À O ... À À’
À’
À’ ...
Cp
. (3.55)
s s s s o s... s
À’ À-’ À’ À’ À-’ O ... À-’
À-’ À’ \‘ ,\‘ À’ À-’ À-’ O
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Si on revient aux relatiolls (3.52), on peut déduire que
o o o
À’ À’ O
x(’)(s) À’ O À’ (3.56)
À’ À’
On possède mailltenallt tout ce qu’il faut pour calculer X(k>l)($) sous les conditions
À» 1 et ÀS» 1 car, de (3.54), on trouve:
X(S) = Z(C($))’X)(S) (k>1). (3.57)
Voyons maintenant si ça marche. On a calculé plus tôt A(’)(S) A(2)($) et A3($)
(voir (3.21) à (3.29)). Si on prelld (3.56) pour calculer A(’)(S) selon la définition
(3.30) on obtient
1 0(S)
A0(S) À
A’(s) 0, (3.58)
qui concorde avec (3.21) pour l’ordre de grandeur (on a gardé dans C que l’ordre
de grandeur des termes). Maintenant, on peut utiliser notre relation (3.57) pour
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calculer X(2)($)
0 À’ ,\‘ ... À’ À’
À-’ O À-’ ... À’ À-’
o o o
P )_1 À-1 O ... À-’ À-’
À—’ À-’ O
• À-’ À-’
À—’ O À-1
3$ 3$ O $
• À-’)
À-’ À-’ À-’ À-’ À’ O
x(’)(s)
cv
$À’ À-2 À2
À-2 O À-2
x(2)($) (3.59)
À-2 À-2 O
O
Si on calcule eusuite A(2)($) à partir de ceci, on obtient
$
no
(S)
À2 (3.60)
nrn
Ici, il manque Ull terme proportionnel à em0(S) dans A(S) pour qu’il y ait
coucordauce parfaite avec ce qu’on avait déjà calculé (voir (3.23)). Ceci est dû au
fait qu’on a négligé un terme X(k_1)(O) dans notre relation de récurrence. Par
contre, ce qui est importallt ici, c’est l’ordre de grandeur des termes dominants;
et ceci est bien reflété par notre analyse (le terme manquant n’étant pas un terme
domiuant). On peut arriver à la même conclusion pour
Mainteuant, ou peut se demander quelque chose. Est-il possible de trouver une
50
formule générale pour l’ordre de grandeur de X(k) (S)? La réponse est : oui! Si n
prend la relation (3.57), il est difficile de la trouver. Par contre, si on observe (C’)2,
il sera facile de l’observer
p
$‘ 5À’ S’ x—2 $-1
$‘ SÀ $À’ -2 ...
P 5’ $À1 $‘ x—2 5-’ ...
(C)2 = C C .61)
S,\’ 5À’ S’ ... S’ 5À’ ...
-2 S1 ...
5À’
S’ $‘ -2 SÀ-1
où on a gardé que le terme dominant pour chaque élément de la matrice. En
observant cette matrice, on peut observer une chose en particulier que C’ n’avait
pas la p-ième ligne est une ligne uniquement composée de termes O(S/,)), qui
est le terme dominant de la matrice (C?)2. Qu’est-ce que cela nous indique? Cela
nous indique qu’il est certain que le ou les éléments dominants de (S) seront
multipliés par un facteur S/\ dans
= (C(S))2X2)(S) (k> 2), (3.62)
(sauf si (C)2 multiplie un X(k_2) complètement nul, mais il n’y aura pas de tel
X(2)). Autrement dit, on gagne un facteur $/À à tous les deux ordres et on peut
donc dire, connaissant l’ordre de grandeur des X(°)(S) et X(’)(S) dominants (voir
les équations (3.50) et (3.52)), que
X(k)(S) ()2 (pour k pair)
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X(S) () (pour k impair). (3.63)
Étant donné qu’on connaît la relation entre les A(k)($) et les X(k)(S) (voir l’équa
tion (3.30)), 011 peut donc affirmer, finalement, que
A(k)(S) (pour k pair)
(pour k impair). (3.64)
On voit avec ces relations que, tout dépendant de la valeur de S (qui représente,
en termes de variables sans dimension, la durée de l’intervalle de temps considéré),
il est possible qu’un Atk>o)(S) soit de l’ordre de l’unité (i.e de l’odre de grandeur de
4(o)(5)) Dans ce cas la série ne converge plus et il y a une probabilité significative
que l’état du système ait subit une transition. Le temps de d’urée de l’expérience joue
donc un rôle sur la, probabitité de transition du système et comme l’approximation
adiahatique peut s’écrire comme suit
= e_ix fo 8E0 0(5)), (3.65)
alors l’approximation adiabatique n’est pas valide pour tout temps.
Plus précisément, sachant que 4(2)($) S/À, alors A(2)(S) ‘- 1 pour S À.
En termes de variables avec dimensions, après un temps T ET2, il y a une pro
babilité significative que le système ait fait une transition; et donc l’approximation
adiahatique n’est plus valide.
Par ailleurs, le temps de dépeuplement de l’état initial est Taci ET2 pour
un cas acliabatique (À > 1). On se rappelle qu’on avait déterminé au début du
chapitre que le temps de dépeuplement de l’état initial pour le cas noil-adiahatique
(À 1) était de T._d r (voir équation (3.10)). 011 trouve donc la relation
Tad ErT_0d = /\Tn_ad. Dans la limite d’un À grand, (pour un cas adiabatique),
le temps de dépeuplemellt est beaucoup plus lollg que pour un cas non-adiabatique;
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ce qui va dans le sens (i.e respecte l’idée) de l’approximation adiabatique.
3.4 En résumé
Si nous résumons ce que nous avons vu dans ce chapitre (chapitre central de
ce mémoire), nous avons vu que pour certains Hamiltoniens dits génériques, nous
avons pu trouver, (en considérant de façon indépendante la durée de l’intervalle
de temps considéré [O, T]), l’ordre de grandeur des termes de la série présentée au
chapitre précédent; et ce à n’importe quel ordre. Une chose que nous avons réalisé
est que le temps de dllrée de l’expérience a une influence sur la grandeur des termes
de la série, et donc sur la probabilité de transition du système. L’approximation
adiabatique n’est donc pas valide pour tout temps. Pour un Hamiltonien donné
qui respecte l’idée d’une évolution lente (À » 1), le système finira tout de même
(si on attend assez longtemps) par effectuer une transition dans le spectre. Par
contre, nous avons trouvé que plus le système évolue lentement, plus le système
restera longtemps dans l’état associé à l’état initial par rapport au spectre, et cela
respecte l’idée que nous avons de l’approximation adiabatique.
CHAPITRE 4
CAS CONCRET DU SPIN-1/2 DANS UN CHAMP MAGNÉTIQUE
Dans ce chapitre, nous étudierons un exemple concret de système et nous es
sayeros de vérifier les collcÏusions trouvées au chapitre précédent. Le système que
nous étudierons est, encore ue fois, une particule de spin-1/2 dans u champ ma
gnétique homogène tournant autour d’un axe fixe. Nous avons déjà introduit ce
système au premier chapitre au moment de la discussion sur la validité du critère
“standard11 pour vérifier la lenteur de l’évolutioll d’un système. Nous ramenons cet
exemple encore une fois car c’est un système assez simple et un des seuls systèmes
dépendant du temps qui peut se résoudre exactement.
4.1 Présentation du système : un rappel
Le Hamiltollien du système s’écrit, pour un champ magnétique de grandeur
constante, comme
=
-. (t), (4.1)
où w0 est une constante, est un vecteur contenant les matrice de Pauli et ‘(t) un
vectellr unitaire poilltant dans la direction du champ magnétique. Sans perdre de
gélléralité, 011 peut défiuir le vecteur ‘7(t) comme étant
= (siu O cos wt, siu O 5m wt, cos 0), (4.2)
qui correspond à un champ magnétique incliné d’un angle O par rapport à l’axe z,
tournant autour de l’axe z à fréquence w et qui est initialement dans le plan xOz
(voir la figure 4.1).
Ce système possède deux états propres
O O w0H(t)) = cos +) + sin —* E_(t) = ——
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FIG. 4.1 — Champ magnétique homogène tournant autour d’un axe fixe. Initiale
ment, le champ magnétique est dans le plan xOy (pour O O).
O O w0
= —e sin +) + e cos E+(t)
=
+. (4.3)
Comme dit plus tôt, nous pouvons résoudre exactement l’équation de Schr5-
dinger pour trouver l’opérateur d’évolution du système (voir (1.22) à (1.27) pour
la démarche complète)
Û(t) = e eui0s /3+o-sin i1, (44)
où cos (wo cos O + w), 5m w0 5m O et + 2w0w cos O + w2.
4.2 Calcul des A(k)($)
La première chose à faire avant de commencer le calcul explicite des A($)
est de passer aux quantités sans dimension. L’échelle de temps caractéristique de
changement du Hamiltonien est T w et l’énergie caractéristique est E = w0.
B(t)
En définissant
s (t/T) = wt, (4.5)
on obtient
cos +) + sin c_(s) E_(s)/E = —
= —e sii +) + cos 6(s) Ê(s)/E = +,
(4.6)
et 011 laissera tomber les chapeaux” sur les états pour alléger l’écriture. On peut
maintenant ajouter une phase globale â nos états propres qui nous permettra
d’imposer
Km’(sH m(s)) O V s, = +. (4.7)
L’équation (4.7) nous permet de trouver que c+(s) = +-s, et on peut redéfinir
nos états comme
cosû t s é? s 9
—(s)) = e7- cos +) + e sm
=
e2 (_ sin +) + cos
—)). (4.8)
On peut également calculer les quantités
(—‘(s) + (s)) = _0s O)s
(sin O)
— (s)) = e+i0S 8)s
(5m 0) (4.9)
qui reviendront souvent dans le calcul des A(k)($).
Pour un état initial l(O)) = +(O)), on peut maintenant calculer les A(k)($).
En se référant à l’équation (3.16), on déduit que A$)(S) = Avec ceci et la
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relation de récurrence (3.15), on peut calculer A)($)
A(S) = 0
= e_i7 fc1sie71) +), (4.10)
avec 7—+(s) = fds’ (e_(s’) — c+(s’)) = —s et ) Er . On peut maintenant
calculer l’intégrale I
= fS
ds1 e +c0s 8)s (sin O)
sin 8
2 (e_i cos O)S
— i). (4.11)( + cos O)
Une particularité du système de spin-1/2 dans un champ magnétique est qu’on peut
résoudre les intégrales exactement dans les À)($). Quand on avait calculé A//($)
dans 1111 cadre général au dernier chapitre, on avait dû approximer l’intégrale (voir
(3.20)) sous les conditions )» 1 et \$» 1. 011 peut montrer que, dans la limite
d’un \ grand, l’intégrale exacte et l’approximation tendellt vers la même valeur.
L’approximation de l’intégrale trouvée au dernier chapitre était
I - (‘ +) — (_ +)appt o. . -
z7_(S) 7_+(0)
sin 8
= T 8)8 — i). (4.12)
iViais, comme on peut développer le facteur (À + cos 9)_1 comme ceci
(À + cos O)’ = À’(1 + cos_0)_1 = À’(l — cos O + O(1/À2) + .
. .), (4.13)
dans la limite d’ull À grand, (À + cos 9)_1 À’ et dollc J
Bref, avec l’expression de I trouvée, on trouve que
A(S) O
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sin O
A(S)
+ 9) (e
0)8
— e+). (4.14)
On peut maintenant utiliser la relation de récurrence entre les A(k) (S) (voir l’équa
tion (3.15)) pour calculer les A(k>l)(S)
___
(o)2
A2 — 2 2 ( i(+cos 0)8 — )
(+cos 6) (+cos 9)2
= O
A(S) = O
fo fno
A(S) — 2 ) $(e_i(c0s 0)8 — ei) + 2 2 J (e — e_i0S 0)8)
(+cos 9)2 (+cos 0)
(4.15)
Notre analyse du chapitre dernier nous indique que les termes dominants des
A(k)(S) sont de l’ordre de grandeur
A(S) () (pour k pair)
À((S) 1 (5) 2 (pour k impair). (4.16)
En regardant (4.14) et (4.15), on voit que noUs avons calculé que A(°)(5) 1,
1/, A(2)(5) $/ et A(3)(S) $/2 qui concordent avec l’équation
(4.16). Ici, comme on a commencé dans un état (O)) +(O)) et qu’on étudie un
système qui n’a que deux niveaux, il faudra attendre un temps (sans dimension) de
l’ordre de 5 2 = (wo/w)2 (voir A($) dans (4.15)) pour qu’il y ait dépeuplement
de l’état initial. (Bien sûr, comme le système évolue lentement wo/w » 1.)
4.3 Vérification à partir de l’état exact
iViais, peut-être la chose la plus intéressante ici, est que l’équation de Schrédinger
pour notre système se résout exactement. En observant l’état exact, on devrait
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être en mesure de retrouver les expressions des A(k)(S) calculés plus t6t et ceci
confirmerait que iotre analyse est correcte.
Pour vérifier cela, on peut commencer par réécrire l’opérateur d’évolution du
système e termes de quantités sans dimension
Û(s) = c° cos /33-J sin /3]
— ( [cos () + j cos0+1) sin (XS)]
ie (À 0) sin ()
dans la base des états propres de et où cos /3
x 2 + 2,\ cos O + 1.
On peut maintenant trouver l’état (S)) Û($)
pour un état initial (O)) =
iet (À sin 0) sin ()
[cos (xs) — (À cos0+1) (v)]
(À cos 0+1)
______
sm /3 -_ À sin et
X
(O)) (dans la base +($)))
)
(4.17)
= (cos
(S)
- .( +cos O)
• (v)) +(s))
cosos/—isillO
2 sin t t t H(S)).x \21) (1.18)
Sachant que cos /3 = et sin B =2 2i , on peut réécrire notre état comme:
= e° [(_ ( +C0S O)) + (i + ( +os O)) e] +(S))
f siii_ te2
— e] H())•+ 2 r )t
(4.19)
Maintenant, nous réécrirons certaines expressions comme des séries de Taylor, mais
e gardant tous les termes
+ 2 cos O + 1 = (\ + cos 0)2 + (sin 0)2
= ( + cos O) + (±cos9)2
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t.\+os 0)s f iS 1 (sin 9)2
2
—
_________
2 2(À+cos9)
fsin 0)
+cos 9)1
9!
(sin 9)1
(ÀH-cos 9)4 (4.20)
9,
et on développe en série de Taylor en gardant tous les termes
— + {+ [ 1 sii 9)22 (À + cos 9) + 2 (sin 0)(+cos 0)2! •11
1 f iS (sin 9)2
2 (À + cos 9)
1 r—i
+--
--
(sin 0)
(À+cos 0)
2!
(4.22)
Si on observe l’équation (4.21), on voit que de e+3 sort un facteur Ceci
nous indiciue donc clu’oll peut réécrire notre état (équation (4.19)) comme
= (M+e+ + M+±e) +(S)) + (M__e+ + ii_+e) —(S)).
(sin 9)2
2 (À + cos 9)2 + 2 t 2 )= (À+cos9)(1+
1 1 /
-= Ii—(À+cos 9) \\
‘l
5)2
V ‘ (s+cs 0)2
1 (sin 9)2 —1 (—3
2(À+cos 9)2 + 2 2
Nous réécrirons également les exponentielles commes des série de Taylor en gardant
tous les termes
e = eji {+(À + cos 0) [1 + (À+cos9)2 + H)
(Sin 0)1 1
‘(À+cos 0)
2!
(1.21)
(4.23)
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où on fait l’identification
=
ZX(S)
= (4.24)
en termes de notation déjà connue. Ayant déjà calculé les A(S) pour notre sys
tème à la section précédente, on peut donc identifier les et comparer avec
ce que l’état exact nous dit (en (4.24)).
À l’aide de (4.19), (4.20), (4.21) et (4.22), on arrive à identifier que le coefficient
devant e’ +(S)) dans (S)) est:
i(cos O)S / f. 34
‘r- (k) ($ — e )5fl U) )S1ll U) \ ± (4 9
— 2 2(+cos 6)2 — (+cos 9)1
...
e
(i_ O))
où
( (sjn 9)2 (sin 9)4 2
iS )3+cos O) (3+cos 9)3
eA+
= [1
+ { [to - + . ..] } + 2 2! +...]
Maintenallt, si oi veut comparer ce que l’état exact nous dit avec ce cjue nous
avons déjà calculé, il faut trouver un moyeu de savoir quels termes appartiennent
à quel ordre dans les M, (équation (4.25) par exemple). Identifier quels termes
appartiennent à quel ordre dans (4.25) peut sembler impossible à première vue. En
fait, il y a un moyen de le savoir. Il existe une signature (ou encore une trace) de
l’ordre auquel appartient chaque terme de (4.25). Pour voir cela, on doit observer les
A)(S) calculés à la section précédente. Si on observe les équations (4.14) et (4.15),
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on voit qu’on a un facteur “sin 6” a une certaine puissailce aux numérateurs. De
plus, il semble que (pour 1111 Â)(S) non-nul), A)(S) soit proportionnel à (sin 6)k.
Ceci n’est pas un hasard. Ceci est dû au fait que (S) contient k facteurs de type
(rn’ n), lesqilels coiltiennent chacun un facteur sin 6 (voir l’équation (4.9)). Et ces
facteurs, ((rn n)), sont les seules sources de facteurs “si 6” aux numérateurs
de nos A1 (S) (les intégrales de type J ds C_i(tD0S O)si ne peuvent que donner
des facteurs (À + cos O) aux dénominateurs). Donc, pour savoir quel est le terme
dominant d’un X,($) (selon l’état exact ($))), il s’agira de comparer les termes
proportionnels à (sin O)k dans M = X,(S) et de déterminer quel est le terme
dominallt. Autrement dit, la puissance du facteur “siil 6” de chaque terme constitue
une signature quant à l’ordre auquel appartiennent ces termes.
Si on regarde l’équation (4.25), 011 voit qu’on peut seulemellt avoir des puis
sances paires du facteur “si 6” dans les numérateurs. Ceci est bien, car comme
notre système n’a que deux niveaux et qu’on commence dans u état initial (0)) =
(k impair)
+(0)), alors 11+ (5) = 0 qui correspond aux processus ayant un nombre
de transitions impair. De plus, on voit qu’il n’y a pas de terme proportionnel à
(sin6)° = 1, qui concorde avec le fait que X(S) = (voir équation (3.50)).
Pour le reste, avec (4.25), on peut trouver que le terme dominant au deuxième
ordre est
e0s 6)S (sin 9)2
pour (sin
)2. X(S)
4 (À + cos 9)2’ (4.26)
qui correspond bien avec ce que nous avons déjà calculé (voir le coefficient de e’
dans A(S); (4.15)). On peut faire de même pour les autres M. Par exemple,
selon (4.19), (4.20), (4.21) et (4.22):
62
-
- (/\+cos&)2 +
- ...)
e (1.27)
(i+( O))
où
=
____________ _____________
{ 9)2 (sjn 9)4 2
—iS (À+cos O) (+cos 9)3
[1+ { [) - + . ..] } +_2 2__2!_ +..
et on trouve ciue les termes dominants pour les quelques premiers ordres sont
pour (sm 0) X(S) = 1,
• 1pour (sin 6) t X(S) = O.
• 2 ,(2) —iS (shi 0)2pour (sm 0) : X(S)
-r + cos 6)’
pour (sin 0): X4(S) = 0, (4.28)
qui correspondent bien avec ce que nous avions calculé (voir entre autres le terme
sans exponentielle de A(S) dans (4.15)).
Également, si on considère (4.25) et (4.27) ensemble, ou peut essayer de trouver
quel est le terme dominant pour une puissance de siim 0? donnée; ce qui correspond
à l’ordre de grandeur de A (S) à un ordre quelconcue. En observant bien, on
arrive à déterminer que le terme dominant appartient à X(S) dans (4.27). Il
s’agit du ‘1” de (i + ) (dans (4.27)) qui multiplie le terme d’ordre le
plus bas de dans la série de Taylor de es—. Pour chaque (i.e. pour chaque
valeur de j). on aura le terme d’ordre le plus bas (i.e ayant le facteur siim à la
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puissance la plus petite possible)
7 (sinO) \J( —iS (À+cos O)
terme d’ordre le plus bas dans =
2 2
j = 0. 1, 2,..., (4.29)
qui nous renseigne sur l’ordre de grandeur de pr) (S)
/ (sinO)2 \3( —iS (À+cos O)
2
pazr 2j) $
—
_______________
+ j!
s s() = () pour k pair. (4.30)
Ceci est bien en accord avec les conclusions trouvées au chapitre précédent pour le
cas k pair (voir l’équation (4.16)).
On peut faire la même démarche pour le cas k impair; c’est-à-dire identifier
Xi(S) et M_ = . Xi(S) dans l’état exact et vérifier le terme
dominant pour une classe de termes proportionnels à (sin 9)k. On trouve, là aussi,
que les A(S) calculés à la section précédente sont justes et que les conclusions
tirées au chapitre précédent sont validées.
4.4 Un point délicat
Une dernière chose qu’on peut vérifier est la suivante. Au dernier chapitre, à
la section 3.3.2, lors de la dérivation de l’équation (3.47), il y avait une étape un
peu moins rigoureuse où l’on égalisait les coefficients d’exponentielles imaginaires
de type e(S) de cliaqie côté de l’équation dans la limite de petites valeurs de
S. Comme clans ce cas les différentes exponentielles imaginaires n’ont pas le temps
de se distinguer les unes des autres, il n’est pas clair ciue les coefficients d’une
exponentielle donnée de chaque côté de l’équation soient égaux. Par contre, ici,
nous avons calculé les Âtk)($) pour les quelques premiers ordres, et il est donc
possible de regarder ce qu’il en est.
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Nous avions, au chapitre précédent, la relatiofi (voir l’équation (3.45))
X7% ($)e_i0
p
((ni’)oX’)(o)qrn iqin(O) ) e0)
1 (rh’ ‘iî)0XÇ1)(O)
+ (ni’)oX’)(O.$+
qrn iqm(O) ) em8) (4.31)
sous les coilditions À » 1 et À$ « 1; et nous égalisions les coefficients d’une
exponentielle dollnée pour obtenir
pour X(k) ts = )0x’)(o) $ + 1 (‘‘
ox_fl(o)
in 712 ‘S J
n#rn qin iqm(0)
pour e0 : X($) = ((niu)oX’)(O)) (q m). (4.32)
iqrn(0)
Appliquées à notre système concret, on obtient, pour k 1
t siné) (X(O).$+Xi°(0) =0pour e X(S)
= (\ 2
t sin &) (X(0).$_
X(0))
= (_sin é
pour e
i(S). Xi’(S)
2 2À)
“S 0 1
—i siil
é)
Xi°(0) = Opour e7À7_+: X(S) =
2
o
1 tsin é
X(0) = t5i11 é
1
(4.33)pour e_i++(S): X($) = 2 ) 2À
Si 011 observe (4.14) (qui est un calcul exact) sous les conditions À > 1 et
ÀS « 1, on trouve que (À+cos 9)1 À—’ et e (cos 6)S 1; et dollc que la relation
de récurrence (4.32) est effectivement satisfaite. On peut également vérifier que les
cas k = 2 et k = 3 satisfassent également la relation de récurrence (pour des temps
très petits). (Par ailleurs, pour le cas k = 3, on trouve u facteur multiplicatif
65
(= 2) de différeilce. Ceci est dû au fait que (4.31) est e fait une approximation.)
On peut maintenant se demander si le fait que la relation (4.32) soit saitsfaite
par notre système est une particularité de notre système ou est-ce le cas pour tout
système? Est-ce qu’on arriverait à des conclusions différentes pour des systèmes qui
ne respecteraient pas l’équation (4.32) (s’il en existe)? Ces questiolls sont intéres
santes et nécessiteraient une étude plus appronfondie. Nous les laisserons ouvertes
dans ce mémoire en étant conscient qu’un certain point délicat reste à vérifier.
CONCLUSION
Permettons-nous, afin de conclure ce mémoire, de résumer ce que nous avons
vu.
Nous avons commencé par présenter un portrait de l’approximation adiabatique,
dont une dérivation du critère “standard” pour vérifier le degré d’adiabaticité du
système sous étude; information capitale pour savoir si on peut utiliser l’apprœd
mation adiabatique pour estimer l’état du système. Ceci nous a ensuite amené à
commenter une controverse récente entourant le critère “standard” et la validité de
l’approximation adiabatique. Le critère “standard” nous indique si on peut utiliser
l’approximation adiabatique pour estimer l’état d’un système qui respecte l’idée
d’un système qui évolue lentement. En analysant l’argument de la controverse dans
le cadre d’un système concret, nous avons pu observer ce qui se passe réellement.
L’expression du critère “standard” ne discrimine pas les systèmes évoluant lente
ment des systèmes évoluant rapidement, mais variant peu de façon absolue. Donc,
le fait que le critère “standard” soit respecté ne garantit pas qu’il soit correct d’uti
liser l’approximation adiabatique. II faut d’abord s’assurer que le système respecte
notre idée intuitive d’un système qui évolue lentement.
Par la suite, nous avons étudié les conditions de validité de l’approximation
adiabatique. Pour ce faire, nous avons présenté un nouveau développement qui sert
à écrire l’état quantique d’un objet à un temps quelconque. L’ordre des termes
de ce développement est lié au nombre de transitions que le système subit durant
l’intervalle de temps considéré.
Par ailleurs, il s’est avéré que l’étude de la convergence de ce développement
soit un tremplin très utile pour étudier les conditions de validité de l’approximation
adiabatique. En effet, nous avons vu qu’il était possible pour un certain type de
Hamiltoniens (dits génériques) de trouver une formule générale très simple pour
l’ordre de grandeur des termes du développement; et ce à un ordre quelconque.
(L’ordre de grandeur des termes du développement nous renseigne directement sur
la validité de l’approximation adiabatique.) Nous avons trouvé que la durée de
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l’intervalle (le temps sur lequel on considère le système inftuence fortement l’ordre
de grandeur des termes du développement; et donc la probabilité de transition vers
d’autres états du spectre. Ceci nous indique donc que l’approximation adiabatique
n’est pas valide pour tout temps. Pour un Hamiltonien défini et évoluant lentement,
le système finira tout de même, (si on attend assez longtemps), par effectuer une
transition. Par contre, nous avons également constaté que plus le système évolue
lentement, plus le temps de dépeuplement de l’état initial sera long; ce qui respecte
l’idée de l’approximation adiabatique.
Finalemellt, nous avons vérifié nos conclusions en étudiant un système concret
pour lequel o peut résoudre exactement l’équation de Schrôdinger. Nous avons
vu qu’on pouvait retrouver, à partir de l’état exact, les termes du développement
présenté plus tôt ainsi que la formule générale pour estimer l’ordre de grandeur des
termes de la série.
Pour terminer, il est à noter qu’un certain point de notre allalyse reste quelque
peu délicat. Au chapitre 3, à la section 3.3.2, lors de la dérivation de la formule
générale de l’ordre de grandeur des termes, (formule de laquelle nous tirons directe
ment nos collclusions), nous avons imposé une restriction (lui, pour se répéter, sans
être interdite, fait perdre un peu de généralité à notre analyse. Par contre, il s’est
avéré que le système concret étudié au dernier chapitre respectait naturellement
cette restriction. Il serait intéressant, pour un travail futur, d’éclaircir ce point et
de voir si nos conclusions en seraient changées. iViais pour le présent mémoire, nous
laisserons ce point en suspens quelque part...
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