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The aim of this work is to show that particle mechanics, both classical and quantum, Hamiltonian
and Lagrangian, can be derived from few simple physical assumptions. Assuming deterministic and
reversible time evolution will give us a dynamical system whose set of states forms a topological
space and whose law of evolution is a self-homeomorphism. Assuming the system is infinitesimally
reducible—specifying the state and the dynamics of the whole system is equivalent to giving the state
and the dynamics of its infinitesimal parts—will give us a classical Hamiltonian system. Assuming
the system is irreducible—specifying the state and the dynamics of the whole system tells us nothing
about the state and the dynamics of its substructure—will give us a quantum Hamiltonian system.
Assuming kinematic equivalence, that studying trajectories is equivalent to studying state evolution,
will give us Lagrangian mechanics and limit the form of the Hamiltonian/Lagrangian to the one
with scalar and vector potential forces.
I. INTRODUCTION
The past century has seen a resounding success in
the use of mathematics in fundamental physics. In
many cases, mathematical ideas were what allowed
progress in theoretical physics and ultimately led to ex-
perimental discoveries. While these ideas are indeed
useful—anything that can advance our understanding is
welcome—they cannot be the whole story.
The issue is that mathematical structures are not
enough to characterize what physical system is being
studied. For example, the same mathematical framework
for linear circuits can be used to describe electric, hy-
draulic, thermal or mechanical systems [1–3]. The math-
ematical treatment is the same because it captures as-
pects of the description that are common to all cases;
that indeed is its power. But for the very same rea-
son, we cannot infer what system is being described if all
we are given is the mathematical model. In the jargon
of linguistics/computer science/philosophy [4, 5]: math
captures the syntax (the relationships between the ob-
jects) but does not capture the semantics (the meaning
of each object).
The real problem begins when the mathematical de-
scription essentially becomes the foundation of a physical
theory. While some branches of physics, such as New-
tonian mechanics, thermodynamics and special relativ-
ity, are founded on physical laws or assumptions, others,
such as Hamiltonian, Lagrangian and quantum mechan-
ics, start by setting their mathematical structure. Noth-
ing tells us why there should be a Lagrangian function
whose path integral is minimized during the motion, or
when a state is described by conjugate pairs (qi, pi) in-
stead of a vector in a complex inner product space. Those
are taken as given.
This means that if we have a system in front of us,
we do not have a rigorous way to conceptually establish
whether the system is Hamiltonian or not, whether it is
classical or quantum. We have some heuristics we can
apply, but, at the end the day, a system is Hamiltonian
because it follows the Hamiltonian framework.1
Unsatisfied with this situation, we started creating a
sort of math-to-physics dictionary so that each mathe-
matical concept could be clearly associated to a crisp
physical concept. As we pushed further back toward the
basic mathematical definitions, we ended up with phys-
ical concepts of a more general nature and found that,
in some cases, a single physical idea could have more
than one mathematical consequence. That is: by putting
physics at the center, we could achieve a unification of
ideas that was not evident before. The unexpected suc-
cess of the approach led us to think that, perhaps, the
picture we were developing was a better framework to
understand and link different areas of basic science and
mathematics. This work is the systematized result of this
endeavor.
The main goal is to show that it is possible to de-
rive classical/quantum Hamiltonian/Lagrangian particle
mechanics starting from few physical assumptions. We
do not claim that we have perfectly achieved this result,
with no room for improvement. We do claim that the
whole architectural framework is solid enough to be con-
vinced that not only is this indeed possible, but it allows a
more unified picture that facilitates intuitive connections
within and across different areas of physics and mathe-
matics. It enables a consistent narrative across several
domains of knowledge.
Rederiving classical, quantum and (to some extent)
relativistic mechanics within the same work is therefore
crucial to show that the concepts we develop are truly
general, and they can be applied to many different cases.
If we could derive classical Hamiltonian mechanics on
assumptions that are inapplicable to the quantum case,
what good would it do? Quantum systems are Hamil-
tonian systems, so clearly we wouldn’t have understood
1 The lack of a properly defined, and uniquely accepted, semantics
is of course very evident in quantum mechanics with its numerous
interpretations.
2what makes a system Hamiltonian. This breadth of ap-
plicability is what makes the work valuable.
As a brief overview, there are four assumptions we will
consider. Assuming deterministic and reversible evolu-
tion gives us a dynamical system: states and a law of
evolution. Additionally assuming infinitesimal reducibil-
ity, studying the whole system is equivalent to studying
its infinitesimal parts, gives us Hamiltonian mechanics.
Further assuming kinematic equivalence, trajectories in
space tell us everything about the state of the system,
gives us Lagrangian mechanics and constrains the motion
to massive particles under scalar/vector potential forces.
Relativistic motion arises when studying time dependent
laws of evolution with no further assumptions. Alter-
natively, as the second assumption we can instead take
irreducibility, studying the whole system tells us nothing
about its parts, which leads to quantum (Hamiltonian)
mechanics.
As a more detailed overview: in section III we de-
scribe in general what it means to study a physical system
and how the assumption of determinism and reversibility
plays into it. We develop an abstract conceptual model
that we use when discussing the later assumptions.
In section IV we show how the physical concept of
physical distinguishability leads to the mathematical con-
cept of topological spaces. Deterministic and reversible
evolution is an invertible continuous map (i.e. a home-
omorphism) as it needs to preserve what is physically
distinguishable.
In section V we introduce the notion of a classical ma-
terial, one for which we assume infinitesimal reducibility.
The state of an arbitrary amount of material is a distribu-
tion over the states of the infinitesimal parts, the classical
particles. As such a distribution must be invariant under
the arbitrary choice of units, we see that for each variable
qi that defines a unit there is a corresponding variable ki
defined on the inverse of that unit. Classical particle
states can be identified by conjugate pairs of state vari-
ables (qi, pi) (i.e. a point in the cotangent bundle T
∗Q)
and the number of possible initial conditions for each pair
is given by dqi ∧ dpi (i.e. the canonical symplectic form
ω). During evolution, the distribution (and marginal dis-
tributions) must be mapped point by point which leads
to Hamiltonian mechanics (i.e. a symplectomorphism on
T ∗Q).
In section VI we show that a relativistic version of
Hamilton’s equations arises naturally when we consider
time dependent laws of evolution for distributions of clas-
sical material. This also gives the notion of deterministic
and reversible evolution a characterization that is inde-
pendent of any transformation that mixes time and state
variables (qi, pi). Moreover it gives us a classical equiva-
lent for anti-particle states.
In section VII we introduce the assumption of kine-
matic equivalence, studying the motion in space is equiv-
alent to studying the evolution of the state. Under that
assumption there is a link between the state variables
(qi, pi) and the kinematic variables (x
i, ui) (i.e. position
and velocity). This link allows us to express the num-
ber of possible initial conditions for a degree of freedom
(d.o.f.) in terms of dxi and dui, leading to the met-
ric tensor g. Such an expression also allows us to con-
strain the Hamiltonian to the one for massive particles
under scalar/vector potential forces and an equivalent
Lagrangian formulation.
In section VIII we introduce some ideas in classical me-
chanics to more gently transition to quantum mechanics.
We see how distributions over phase space already have
features that are typically associated with quantum sys-
tems and we will show how to construct a classical un-
certainty principle that helps to build intuition used in
the later section.
In section IX we introduce the notion of an irreducible
material, one for which studying the whole distribution
does not tell us anything about the motion of its infinites-
imal parts, the fragments. A unit amount of this material
will correspond to a quantum particle. As this means
that the states of such a material are invariant under
permutations of the configurations of the fragments, we
show that the state space of an irreducible material is
a complex vector space. These states can still be com-
pared to each other in a way that gives the state space
an inner product. Such comparisons will be preserved
by deterministic and reversible evolution which leads to
Schroedinger’s equation (i.e. a unitary transformation).
In section X we present a few higher level remarks
about the work.
II. ORGANIZATION AND STYLE
The overall layout of this work is a balance between
the need to show that the derivation follows, which re-
quires starting from basic principles and proceeding using
formal arguments, and the need to give an intuitive un-
derstanding, which often requires starting from specific
cases and then generalizing.
The deductive aspect is formally organized into the
following:
Assumptions: these characterize the physical system
we are studying and constitute the premise of our
discussion. A rationale follows each assumption,
which uses physical and sometimes philosophical
arguments to motivate why (or not) such an as-
sumption makes sense in a particular case.
Propositions: these capture the properties of our phys-
ical objects into mathematical language. A justifi-
cation follows each proposition to show the neces-
sity of such a characterization. While it is a formal
argument, it is not a strictly mathematical proof as
it contains physical arguments.
Theorems: these are pure mathematical statements
that are used to simplify propositions. A math-
ematical proof follows each theorem. No math-
ematical breakthrough should be expected as we
3mostly use well known results from different fields.
Theorems are grouped in the appendix.
As these sections are clearly demarcated, they allow us
to make sure that each justification only references past
propositions and avoid circular arguments. It also makes
it easier to read the work at the desired level of detail.
Interspersed between each step of the more formal treat-
ment, there are numerous discussions that conceptually
explain motivations and results in a more approachable
way. These often provide more concrete and intuitive ex-
amples which may, in some cases, foreshadow later ma-
terial. As both the formal and more intuitive parts need
to cover the same material, this will inevitably lead to
some repetition.
The work uses ideas and tools from a broad range of
mathematical and scientific subjects: topology [6], mea-
sure theory [7], differential geometry (symplectic and Rie-
mannian) [8], group theory and vector spaces [9, 10],
statistics [11], information theory [12], Hamiltonian me-
chanics, Lagrangian mechanics [13], quantum mechan-
ics [14, 15], thermodynamics [16], special relativity [17]
and so on.2 Using ideas from all these areas is necessary
and valuable, but it does create a number of problems.
The first one is terminology and prerequisite knowl-
edge. Since we touch numerous areas, we cannot expect
all readers to be equally comfortable with all the technical
terms. Yet we cannot introduce all of them either. The
compromise we adopted is to keep the informal discus-
sion more accessible while keeping the formal derivation
more precise, without needing more than the basic def-
initions and few major results within each specific area.
This may leave an expert in a particular field not fully
satisfied but, as stated in the introduction, our goal is to
lay out the general picture.
The second problem is notation. As each field has de-
veloped its own set of conventions, the common usage
is now an empty set. We ended up with a compromise
that hopefully feels natural enough to a broad audience
of physicists, mathematical physicists and philosophers
of physics. Within formal parts we may use notation
and terminology more specific to the appropriate area of
math.
We have tested the prose on a number of colleagues
and students in physics, philosophy and mathematics to
confirm its accessibility at different levels and believe we
have struck a reasonable compromise.
III. ON STUDYING A PHYSICAL SYSTEM
Our first task is to develop a conceptual model that
applies to all realms of physics we’ll be considering: clas-
sical, statistical and, later, quantum mechanics. We will
2 The references given provide the reader a list of resources con-
sistent with the development of this work.
take the standard picture of system plus environment and
extend it to differentiate between the state of the system
(i.e. the aspects under study) from the unstated part of
the system (i.e. the aspects missing from our descrip-
tion).
We will assume that the state evolves according to a
deterministic and reversible law (i.e. for each present
state there is one and only one future state). While the
unstated part does not influence the state evolution, we’ll
see how it constrains what states are available and what
type of description can or cannot be given to the system.
III.A. States and their evolution
We start by fixing a physical system, meaning some-
thing we can interact with and perform measurements
on (e.g. a planet, a fluid, ...). We call environment ev-
erything else. We set what particular aspect we want to
study (e.g. the motion around a star, the flow in a pipe,
...). We call state a physically distinguishable configura-
tion of the aspect under study at a particular time (e.g.
position/momentum of center of mass, velocity field, ...).
Since the state does not, in general, exhaust the descrip-
tion of the system, a part remains unstated, and as such
we’ll call it, for lack of a better word (e.g. the chemi-
cal composition, the motion of each of its molecules, ...).
Note that the environment plays an essential role here as
it’s what allows us to define two states as physically dis-
tinguishable: we can find an external process (i.e. part of
the environment) whose outcome changes depending on
the different state. As such processes are what we can use
to perform measurements, we consider the experimental
apparatus (and us performing measurements) indepen-
dent of the system, part of the environment.3
In this context, we call the evolution of the system
deterministic if the state at a given time uniquely iden-
tifies states at future times, and reversible if it uniquely
identifies states at past times. While this is a common
enough definition, we need to be clear how this applies
to the unstated part. Note that the concept of deter-
minism outlined here is context dependent because the
state itself represents only the part of the system that we
choose to (or can) describe. In this sense, the unstated
part is always non-deterministic (and non-reversible) in
3 This is true even in the case of general relativity, where we can
imagine multiple researchers on small spaceships collecting data
without greatly influencing the motion of stars and planets. The
case where the physical system is the whole universe and there
is no environment presents practical problems and conceptual
challenges that the current physical theories do not seem to be
equipped to address, and therefore will be absent from our dis-
cussion. For example, what physical device can we use to store
and process the state of the whole universe to make predictions
and compare? How do we define physically distinguishable? Do
the physical laws determine which measurements we are going to
make and does that limit what is actually distinguishable?
4the sense that the state of the system does not deter-
mine its evolution. For example, suppose we define the
state as position and momentum of the center of mass
of a cannonball. Suppose that the evolution is determin-
istic on that state. What does it tell us about the can-
nonball temperature, or about the motion of each of its
atoms? Nothing. In this sense, the unstated part is non-
deterministic and non-reversible. Could we extend the
state and the laws of evolution to account for tempera-
ture? Yes, but that would be a different evolution defined
on a different state. Does it mean the unstated part is
always evolving randomly? Not at all. The temperature
may remain constant throughout the motion of the can-
nonball. Yet we wouldn’t know, since we are not studying
it: the evolution is deterministic and/or reversible only
as far as the state is concerned. With this in mind, we
will restrict ourselves to the cases where the following is
valid:
Assumption I (Determinism and reversibility). The
state of the physical system under study undergoes de-
terministic and reversible evolution.
Rationale. As it is an assumption, we first need to
discuss when it is valid. More specifically, we need to un-
derstand that the non-deterministic/non-reversible evo-
lution of the unstated part plays as much of a fundamen-
tal role as the deterministic/reversible evolution of the
state. In fact, the non-deterministic part contributes in
determining what states are available to the system.
Suppose we study the motion of a cannonball; its state
under gravitational and (inertial) inertial forces will be
properly described by the position and momentum of the
center of mass. While light and air molecules may scatter
off its surface unpredictably, its trajectory is not greatly
affected as it is a massive rigid body. Suppose we study
the motion of a small particle, small enough that the ran-
dom scattering does influence the trajectory and it un-
dergoes Brownian motion: its state will be a probability
distribution for position and momentum of the center of
mass. Gravitational and inertial forces have not changed,
yet the states have changed from “pure” to statistical en-
sembles. In other words, the set of states must be closed
under both the deterministic evolution of the state and
the non-deterministic evolution of the unstated part. If
the Brownian motion is not negligible, we do not end in
a well defined position/momentum pair, even if we start
from one.
A similar more drastic effect: consider a book and its
motion under gravitation and inertial forces, its state be-
ing the position and momentum of the center of mass. As
we increase the temperature of the air around the book,
its motion remains unaffected until, at some point, the
book burns. Clearly, the non-deterministic evolution has
pushed one of the states outside the set of states, to the
point that the system is no longer recognizable.
As we have hinted, sometimes the state is identified by
a distribution (either statistical or actual). Even in this
case, the state can be deterministic and reversible. That
is, given the distribution at one time we can determine
the distribution at future times. The shape and the pa-
rameters of the distribution can be deterministic, even
if the evolution of the parts are not as they fall within
the unstated part. Note that we cannot assume trajecto-
ries and states are always defined for the unstated part,
as this includes also the unknown unknowns. We will
return to this aspect when discussing quantum systems.
It should also be clear that what constitutes state and
unstated part does not depend only on the system under
study, but also on the processes we are considering. In
some circumstances, the chemical composition of a fluid
may be relevant, in others it may not. The choices of
environment, state and unstated part are not indepen-
dent from each other. By choosing a particular set of
states, we are not only saying that the state evolution
is well approximated by a deterministic/reversible map
from initial to final state, but we are also saying that
the non-deterministic/non-reversible evolution of the un-
stated part does not change the nature of the system, and
processes that do not satisfy these conditions are not un-
der consideration.
As with all assumptions, we should also ask whether it
is necessary. That is, could we define a set of physically
distinguishable states and yet have no deterministic and
reversible processes defined on them? The claim is that
this assumption is indeed needed, as without it we cannot
properly define states or write useful physics laws. We
can provide different arguments that point in the same
direction.
First, to be able to identify the system, we must be
able to tell it apart from anything else. Intuitively, we
can distinguish between two chairs because we can move
the first to another room and sit on it without having
touched the second. We can manipulate the state of the
first system without affecting the second, and vice-versa.
So, to identify a system it has to be sufficiently isolated
from everything else. This means that the system future
and past states are with good approximation determined
only by its own state: the state undergoes deterministic
and reversible evolution.
Second, the aim of physics is to write laws that can
be used to make predictions that can be validated ex-
perimentally. If I drop an anvil from a tower, it will
accelerate at 9.81 m/s2; if I want the anvil to reach the
ground at x m/s I have to drop it from y m. To the ex-
tent that we want to make predictions in time, we need
to have a correspondence between initial and final states.
Third, operationally we must reliably prepare and
measure states. That is, we need a process for which
the input settings of our preparing device determine the
outgoing state of the system; and a process for which the
incoming state of the system can be reconstructed by
the output of the measuring device. That is, our system
must, at least in some cases, be able to participate in a
deterministic and reversible process with the preparing
and measuring device. Without it we wouldn’t be able
to calibrate our experimental apparatus.
5Fourth, to be able to ascribe a property to a system we
need to claim that, at least for a finite interval of time,
the system either held or did not hold such property.
That is, there is a deterministic and reversible process
for that finite period of time for such property.
This link between state definition and deterministic
processes should not be too surprising as the state, in the
context of control theory and dynamical systems theory,
is often defined as the set of variables needed to deter-
mine the future evolution of the system [18, 19]. As we
saw before, this applies also to statistical processes: the
distribution (the ensemble) as a whole can indeed be cal-
culated, measured and prepared. We can also describe
the evolution of each element of the distribution provided
that: we have a way to isolate it and study it under de-
terministic and reversible motion (so that we can define
microstates); the non-deterministic motion does not al-
ter the system (the set of microstates is preserved by the
evolution).
As with many assumptions, we should stress that it’s
an idealization: it can never be completely achieved in
practice. A system can be prepared or measured up to a
certain level of precision. Perfect determinism and isola-
tion of a system is impossible both practically (e.g. black-
body radiation, gravity, ...) and conceptually (e.g. if the
system is perfectly isolated, we cannot interact with it:
how can it be physically distinguished?). It’s a simplify-
ing assumption that can only be taken if the environment
and the internal dynamics of the system interact in such
a way that they little affect and are little affected by the
aspect we are studying. As we saw before, for example,
assuming that the state consists of the position and mo-
mentum of the center of mass requires assuming that the
Brownian motion of the body is negligible.
Yet, this is a fundamental assumption in the sense that
it is needed. If a particular set of states does not satisfy
deterministic and reversible evolution under certain con-
ditions, what we do is to keep at it until we find a set that
does. That is, we work to restore the assumption. Find-
ing new sets of states with new laws of evolution is, in
fact, what leads to new physics. We therefore call funda-
mental model of physics the triad of state, unstated part
and environment, with the assumption that the state may
undergo deterministic and reversible evolution, and the
unstated part undergoes non-deterministic non-reversible
evolution that does not alter the set of states.
IV. STATES AND STATE SPACE
We now proceed to characterize states and physical
distinguishability in more precise terms so that we can
capture their description mathematically. What we’ll see
is that the outcomes of all physical processes that can be
used to gain information about the system, that can be
used to perform a measurement, induce a topology on the
set of states that is at least Hausdorff. That is, physical
distinguishability is mathematically captured by topolog-
ical distinguishability. Deterministic and reversible evo-
lution will then preserve the topology, and they will be
mathematically captured by self-homeomorphisms.
We’ll focus on state spaces that can be described by
a set of independent state variables, either discrete or
continuous, and see what can be said in general on the
evolution of state variables.
IV.A. States and topology
As the term “measurement” has become particularly
loaded, let’s first characterize what we mean by physical
distinguishability in our context.
Consider the motion of a cannonball under inertial and
gravitational forces. Light will scatter off of it; as it lands,
the ground will be deformed and the impact will make
the temperature rise slightly. Those external physical
processes, which happen no matter what we do, can be
used to distinguish the motion of the cannonball as their
outcomes are correlated. Therefore we can learn the po-
sition by looking at the reflected light, and learn the fi-
nal kinetic energy by looking at the deformation of the
ground. In principle, any external process that has a cor-
relation with the states under study can be used to per-
form a measurement, and any measurement is based on
such a process. That is, for us a measurement is simply
a physical process that we can use to distinguish states.
Setting up an experiment means choosing a particular
process with desired outcomes and forcing the system
under study to interact with it one or more times. After
that, there is no special role played by the “observer” in
making outcomes come about.
This external process may be quite complicated: when
a particle enters a calorimeter, a shower of particles is
produced, photons are captured and are directed to pho-
tomultipliers, a current is read out, the current is then
digitized, and so on. Some processes interfere with the
system, they affect its dynamics, and others are destruc-
tive, the system no longer can be described by the original
set of states. A tracking chamber is an example of the
first (the magnetic field curves the motion of a charged
particle); burning a substance to determine its caloric
content is an example of the latter. Therefore intimate
knowledge of the process is always needed to ensure that
one makes the proper link between outcomes and the
original states, and properly accounts for systematic un-
certainties that would skew that link.
Repeatability is also fundamental. First, to make sure
the process is indeed correlated to the states. Second,
because “a single take does not a measurement make.”
One has to gather enough statistics. Note that the num-
ber of takes influences the outcomes: with greater statis-
tics the precision and number of distinguishable cases
increases. Therefore the processes, as we defined them,
may require repeated interactions with similarly prepared
states. They may even be a combination of different
kinds of interactions that, taken all together, create a
6set of distinguishable outcomes. But in the end, how-
ever complicated it is, the conceptual model remains the
same: each process has a set of possible outcomes, and
each possible outcome will be associated with a set of
states consistent with that outcome. For example, if the
cannonball deformed the ground by this amount then its
kinetic energy at impact was within this range; if the
electron follows a certain path, then its state is among
the ones that have spin +1/2.
Note that the outcome of the process (e.g. the electron
followed a particular path) is conceptually distinct from
the set of states compatible with it (the states associated
with the path) and the way we label them (spin=+1/2).
Yet, we’ll conflate the concepts as this makes the lan-
guage closer to experimental physics (“the outcome of
the measurement is spin=+1/2”). Context will allow us
to recover the distinction.
However precise our measurements are, we can only
gather a finite amount of statistics and each outcome is
expressed by a finite set of digits; therefore, the set of
outcomes is countable.4 Note that different outcomes for
the same process can overlap. For example, 4.12±0.05 cm
and 4.13±0.05 cm are both legitimate possible outputs of
the same measurement device. But since all states must
be distinguishable, given two arbitrary states there must
be a process precise enough to tell them apart. That is,
the potential outcomes associated with the two states do
not overlap. For example, 4.12 ± 0.0005 cm and 4.13 ±
0.0005 cm do not overlap anymore.
We can also conceptually combine two different pro-
cesses into a single one.5 That is, having a way to mea-
sure quantity x and a way to measure quantity y gives us
a way to measure the combination (x, y). For ensembles,
if we can measure the marginal distribution ρx(x) and
the marginal distribution ρy(y), we know the joint dis-
tribution ρ(x, y) has to be compatible with both. Note,
though, that this does not provide a way to fully mea-
sure ρ(x, y) as we know nothing about the correlation
between the two variables.6 Formally, the states com-
patible with the outcomes of the combined process will
be the intersections of the states compatible with each
pair of outcomes of the original processes.
We can also coarsen a single process.7 That is, having
a way to measure (x, y) gives us a way to measure x
alone (or any f(x, y)). Formally, the outcomes of the
coarsened process are given by performing the union of
some outcomes of the original process.
This model maps very naturally to a topological space.
The states are elements of a set and the physical out-
4 The information provided by the process as measured by Shan-
non’s entropy [20, 21] is finite.
5 That is, take the logical and between outcomes of different pro-
cesses.
6 The quantum case is similar: we measure marginal distributions
and rule out states that are incompatible with them.
7 That is, take the logical or between outcomes of the same pro-
cess.
comes provide a topology on that set. The fact that
two elements of the set can be distinguished requires the
space to be Hausdorff.
Proposition IV.1. The state space S of a physical sys-
tem is a Hausdorff topological space.
Justification. We claim S is a set. Each state is well
defined as it is physically distinguishable. The collection
of all possible states forms a set.
We claim S has a topology T. Consider the set of all
possible physical outcomes associated with all physical
processes. Each possible outcome is associated with a
set of states that are compatible with that outcome. Let
T be the set of all sets associated with all physical out-
comes. S ∈ T and is associated with the outcome “the
system exists.” ∅ ∈ T and is associated with the out-
come “the system doesn’t exist.” Let V1, V2 ∈ T. Then,
by definition, there exists a process P1 that admits V1
as an outcome and a process P2 that admits V2 as an
outcome. Consider the process P that combines the out-
comes of P1 and P2 with a logical and. This always
exists physically as we can prepare the same state multi-
ple times and let it interact with each process separately.
P will have a possible outcome V corresponding to the
case where P1 gave outcome V1 and P2 gave outcome V2.
The states compatible with V must be in both V1 and
V2, that is V = V1 ∩ V2. Therefore T is closed under
intersection. Let V1, V2 ∈ T. If they are physically dis-
tinguishable, then there exists a physical process P that
admits both as outcomes. Given P , we can always con-
struct the process P0 that combines V1, V2 with a logical
or into a single outcome V , by “forgetting” which of the
two was given. The states compatible with V must be
in either V1 or V2, that is V = V1 ∪ V2. Therefore T is
closed under union. T is a topology by definition.
We claim that T is Hausdorff. Let s1, s2 ∈ S. As
states are physically distinguishable, there must exist a
physical process with two possible outcomes V1, V2 ∈ T
for which s1 ∈ V1, s2 ∈ V2, V1 ∩ V2 = ∅. S is Hausdorff
by definition.
Note that the arguments that led to the topological
space had nothing to do with states per se, just that
they are physically distinguishable. States, though, are
not the only objects with that property. In fact, any
element of a set of physical objects (e.g. forces, phys-
ical properties such as mass or charge, time) needs to
be physically distinguishable to be well defined. We can
generalize the above justification: any set of physically
distinguishable elements is a topological space.
Proposition IV.2. Any set S of physically distinguish-
able elements is a Hausdorff topological space.
Justification. Same justification as in IV.1 with “state”
replaced by “element” of the set S.
With our state space defined, deterministic and re-
versible evolution corresponds to a bijective map between
initial and final states. But that’s not enough. A physi-
cal process that can distinguish final states can be used,
7together with the evolution, to distinguish initial states.
We prepare the initial state, let it evolve deterministi-
cally, measure the final state and use reversibility to con-
vert the measure to one on the initial state. Therefore,
not only the evolution is a bijection, but it also maps
outcomes to outcomes. That is: the topology is mapped
and preserved by the deterministic and reversible evolu-
tion because physical distinguishability must remain un-
changed. The evolution is then a self-homeomorphism on
the state space.
Proposition IV.3. A deterministic and reversible evo-
lution map is a self-homeomorphism on the state space
T∆t : S → S.
Justification. We claim that T∆t exists. The system is
deterministic: given an initial state s ∈ S there exists a
well defined final state T∆t(s) = sˆ ∈ S.
We claim T∆t is continuous. Let U ⊆ S represent
an outcome of a process P on the final states. U is an
open set in the (final) state space topology by definition.
Consider the process P0 that first evolves the initial states
and then distinguishes the final state with P . P0 is a
process that distinguishes initial states. The set of initial
states compatible with U areT−1∆t (U). T
−1
∆t (U) is an open
set in the (initial) state space topology by definition. T∆t
is a continuous map.
We claim that T∆t is a bijection. The system is re-
versible: there exists a map T−∆t : S → S that re-
turns the initial state given the final state. T−∆t ◦T∆t =
T∆t ◦T−∆t = idS as mapping forward and then backward
or backwards and then forward must return the original
element. T∆t admits T−∆t as an inverse. T∆t is a bijec-
tion.
We claim that T∆t is a self-homeomorphism as it is a
continuous bijection.
Again, we note that the arguments that lead to con-
tinuity had nothing to do with states per se, just that
the relationship is between physically distinguishable ob-
jects. We can then generalize the above justification.
Proposition IV.4. A map f : S1 → S2 between two
sets of physically distinguishable elements S1 and S2 is a
continuous map.
Justification. Same justification for continuity as in
IV.3 with “initial states” and “final states” replaced by
“elements” of S1 and S2 respectively.
The generality of this result explains why in physics
one always assumes functions to be “well behaved.” As
the result was derived from our notion of physical distin-
guishability, this is not a matter of practical convenience.
Suppose we were able to prepare a force field that was
zero everywhere in space except at a single point. This
gives us a way to tag a specific point. But it also allows
us to create an outcome compatible with only a single
point. A finite precision measurement of the force pro-
vides us infinite precision of space, which we ruled out.8
8 This assumes that we are able to position the probe perfectly,
FIG. 1. A continuous function always maps finite precision
knowledge in the vertical axis (i.e. an open set) to finite
precision knowledge in the horizontal axis. A discontinuous
function may map to infinite precision (i.e. a closed set). If in-
finite precision identification is ruled out (i.e. use of standard
topology) then discontinuous functions must also be ruled out.
This is what the math is telling us, that if we claim that
outcomes can’t distinguish isolated points (i.e. standard
topology on Rn) then neither can maps. It is physical
consistency that limits us to continuous functions.
While functions with few discontinuities are useful
and used in physics and engineering, they are employed
for idealized cases (e.g. a signal change is fast enough,
a charge distribution is small enough) that are often
treated as a special case (e.g. propagation across material
discontinuities). While this may be obvious and intuitive
to the physicist, it may be troubling to the mathemati-
cian as the proper use of many mathematical techniques
requires the inclusion of discontinuous functions. This is
less of a problem than it would seem at first. Once we
made sure that the objects and their relationships are
physically meaningful, we can extend our mathematical
spaces for the purpose of math computations. Our phys-
ically meaningful continuous function can be expanded
into a sum of discontinuous functions. One just has to
be mindful of the extension and be wary that mathemat-
ical results that depend on such extension may or may
not be physically meaningful.
IV.B. Manifolds and labeling states
To identify and name states one uses a set of quanti-
ties, typically numbers. For example, the orbital of an
electron in a hydrogen atom is identified by the quantum
numbers n, l, m and s. We call each of these quantities
state variables. We call a possibility a possible value that
can be taken by a state variable. We call a state vari-
able discrete or continuous if the possibilities are integer
or real numbers respectively. The topology used reflects
the notion that integers can be measured perfectly (i.e.
discrete topology) while real numbers can be measured
which we could do if we were able to manipulate forces at that
precision.
8up to a finite precision (i.e. standard topology on R).
From now on, we are going to consider state spaces whose
states can be identified, at least within a region, by a fi-
nite set of discrete and continuous state variables (i.e.
the state space is locally isomorphic to
⋃
1≤i≤n
Rmi).
We purposely use the term state variables instead of
coordinates (even though that’s what they are mathe-
matically) as it would create confusion with space-time
coordinates. We also avoid the term observable or mea-
surable, as not all state variables may be directly physi-
cally tangible (e.g. conjugate momentum in a gauge the-
ory). The only requirement for state variables is that
they identify states. This means the possible values for
state variables are physically distinguishable and are de-
fined at equal time (since states are defined and mapped
at a particular time).9
Proposition IV.5. A state variable is a continuous map
q : U → L where U ⊆ S and L is the space for the
possible values. If L ∼= Z the variable is said discrete. If
L ∼= R the variable is said continuous.
Justification. We claim L is a topological space. L
is a set of physically distinguishable possibilities. L is a
topological space because of IV.2.
We claim q is a continuous map. q is a map between
two sets of physically distinguishable elements. q is con-
tinuous because of IV.4.
When combining multiple state variables, it is impor-
tant to understand how they relate to each other. Con-
sider the orbital of an electron in a hydrogen atom, which
is identified by the quantum numbers n, l, m and s. For
each combination of n, l and m, the spin s can have two
values. The choice of spin is independent from the rest.
The choice of l, though, depends on the choice of n: for
n = 1 only l = 0 is available; for n = 2 we can choose
l = 0 or l = 1. The choices are not independent. That
is: two or more variables are independent if there always
exists a state for any possible combination, if the total
number of states is the product of the possibilities of each
variable. We call state vector a collection of independent
state variables that fully identify a state.
Proposition IV.6. Two state variables q1 : U → L1
and q2 : U → L2 are said independent if ∃s such that
q1(s) = l1, q2(s) = l2∀l1 ∈ q1(U), l2 ∈ q2(U).
In general, the entire state space may not be identified
by a predetermined set of independent state variables.
9 This is the main reason that a quantity like velocity is not a
suitable state variable, as it is defined over an interval of time.
Therefore velocity is always physically well defined but is not a
state variable in general, while conjugate momentum is always
a state variable but is not physically well defined by itself (it
requires the vector potential to be specified as well). As we’ll see
later, when there exists a one to one map between velocity and
conjugate momentum they can both be physically well defined
state variables.
Consider the state of a pool table, determined by the
number of balls together with position and momentum
of the center of mass: the number of state variables is
not fixed as it depends on the number of balls. But de-
terministic and reversible evolution cannot take us from
a different number of continuous independent state vari-
ables (i.e. there is no homeomorphism between Rn and
Rm). That is the number of balls cannot change under
deterministic and reversible evolution. Therefore we can
restrict ourselves to the case where the number of contin-
uous independent state variables is constant without loss
of generality. This means that, at least locally, the state
space is always homeomorphic to Rn, and is therefore a
manifold.
Discrete variables do not present such problems, as any
number of them can be flattened out in a single one (i.e.
Zn is homeomorphic to Z). They will determine the num-
ber of connected components of the state space. Once
we introduce a continuous parameter for time evolution,
though, these become irrelevant as continuous time evo-
lution requires continuous trajectories that cannot move
states across disconnected components. This justifies the
special interest in path connected manifolds, as this is
where trajectories for deterministic and reversible con-
tinuous evolution live.
Proposition IV.7. Let s ∈ S a state within a state
space. The set of states S′ ⊆ S potentially reachable
from s by deterministic and reversible continuous evo-
lution is a path connected manifold of dimension equal
to the number of independent continuous state variables
necessary to identify it.
Justification. We claim S′ is a manifold. Let s ∈ S.
Let n be the number of independent continuous variables
needed to identify s. There exists a neighborhood U
around s where we have (q1, ..., qn) : U → Rn. This
map is a bijection as s is identified by those variables.
S is homeomorphic to Rn around s. Let S′ be the set
of all states potentially reachable by deterministic and
reversible evolution from s. Deterministic and reversible
evolution is a homeomorphism between initial and final
states. ∀sˆ ∈ S′ there exist a map T∆t : S → S such that
sˆ = T∆t(s). sˆ ∈ T∆t(U) and T∆t(U) is isomorphic to Rn.
S′ equipped with the subspace topology is a topological
space everywhere homeomorphic to Rn. S′ is a manifold
of dimension n.
We claim S′ is path connected. Let sˆ ∈ S′. There
exist map λ : [t0, t1]→ S′ where λ(t0) = s, λ(t1) = sˆ and
t0 and t1 are the initial and final time respectively. λ is
a map between two physically distinguishable quantities,
time and states. λ is continuous by IV.4. All sˆ ∈ S′ are
path connected to s. S′ is path connected.
IV.C. Evolution of state variables
To study time evolution, we need to describe how state
variables change under deterministic and reversible evo-
9lution. There are two ways to do it, and we’ll need both.
The first approach is to evolve the state variables from
the initial value qi(s) to the final value qi(sˆ). The result
is a trajectory qi(t) = qi(λ(t)) which is especially useful
when state variables correspond to physically meaning-
ful quantities. For example, we track how the temper-
ature or the pressure of an ideal gas changes. Evolved
state variables, however, make it hard to find relation-
ships that are invariant and common to all deterministic
and reversible processes.
The second approach is to transport the state vari-
ables. The idea is to keep the connection to the initial
state by labeling the future state by the original value
of qi, instead of by the future values. For example, the
evolved state variable will not tell us the current value
of pressure, but the one for the initial conditions. So we
introduce a new set of variables for which qˆi(sˆ) = qi(s),
which we can always do as the evolution is determinis-
tic and reversible. The hypersurfaces at constant qˆi are
the evolved hypersurfaces at constant of qi (e.g. all the
states that started with a particular value for pressure)
which allows us to study how groups of states evolve in
time. Given that the value of the transported state vari-
ables does not change during evolution, and that it is
unique for each initial state, transported state variables
also provide a way to label the trajectories themselves.
Evolved state variables are useful to write equations
of motion, study how physical quantities change, form a
physical picture of what happens. Transported state vari-
ables are useful to write invariants, study state space tra-
jectories, form a geometric picture for the state space.10
Proposition IV.8. Let qi be a set of state variables
and T∆t a deterministic and reversible evolution map.
The evolved state variables are given by qi ◦ T∆t. The
transported state variables are given by qi ◦T−∆t.
One reason that transported variables will be useful
is that, during deterministic and reversible evolution, we
need to make sure that the number of initial and final
possibilities across independent state variables remains
the same. This is more easily done using transported
variables as the actual values do not change. In the dis-
crete case, this is easy to show.
Proposition IV.9. Let U ⊆ S a set of states fully
identified by a set of n independent discrete state vari-
ables qi. Let ∆qi ≡ qi(U) the range of possibilities of
each variable. Then #(∆qi) = #(∆qˆi) ∀i and #(U) =
n∏
i=1
#(∆qi) =
n∏
i=1
#(∆qˆi) = #(Uˆ) where Uˆ = T∆t(U)
and # denotes the number of elements in the given set.
10 One should not confuse evolved/transported state variable with
active/passive transformations or with Schroedinger/Heisenberg
pictures. In those cases, the choice is between changing the state
or the coordinates/observables. In our case, the state is always
changing. The choice is between tracking the change with differ-
ent values of the same state variable or different state variables
that give the same value.
Justification. We claim #(∆qi) = #(∆qˆi). For each
s ∈ U , let sˆ = T∆t(s). We have qˆi(sˆ) = qi(s). Therefore
∆qi = qi(U) = qˆi(Uˆ) = ∆qˆi. #(∆qi) = #(∆qˆi).
We claim #(U) =
n∏
i=1
#(∆qi). As qi are independent
variables, the states are the Cartesian product of the pos-
sibilities of each variable.
What happens is that, because the variables are inde-
pendent, the total number of states is the product of the
number of possibilities for each variable. If ∆q1 and ∆q2
are ranges of possibilities for two independent variables,
the total number of possibilities is #(∆q1)#(∆q2). By
construction, the set ∆qi of possibilities for each inde-
pendent variable is the same as the set ∆qˆi of possibil-
ities for the transported variable. Also, the transported
variables remain independent. Therefore the relation-
ship #(∆qˆ1)#(∆qˆ2) = #(∆q1)#(∆q2) is valid through-
out the evolution.
We’ll see that very similar relationships are what define
Hamiltonian and Lagrangian mechanics. But recovering
them in the continuous case is not as straightforward.
Consider the map q′ = aq with 0 < a < 1. At first
glance, it’s a bijective continuous map so we may think
it can represent a deterministic and reversible evolution.
Yet, ∆q ≡ [−b, b] ⊃ ∆q′: a set of states is mapped to a
proper subset (i.e. to fewer states) which does not make
sense for a reversible process. In the limit where we apply
the map an infinite amount of times, any value of q will
be brought infinitely close to 0, which also does not sound
like a reversible process.
The issue is that while deterministic evolution will map
states to states, not all bijective state to state maps can
be considered deterministic and reversible.11 This is a
crucial point where this work is different from more usual
treatments of dynamical systems. If one focuses only on
the states themselves and counts them, it reaches the
conclusion that a range of 1m contains the same number
of initial conditions of 1Km: they have the same infinite
number of elements. This conclusion has a number of
problems: it does not match our physical intuition; it’s
not consistent with all types of topology; it does not ex-
plain why the laws of evolution are very often, not only
continuous, but differentiable. In short: a bijection does
not capture the entirety of the physical description.
If we work with a discrete topology then, by all means,
the way to measure the size of a set is to count the ele-
ments in a set. But if we use the standard topology on R,
isolated points have measure zero (i.e. we can’t physically
distinguish them): what defines the number of initial con-
ditions is the range of the state variables. As we’ll see, the
geometrical structures in Hamiltonian/Lagrangian clas-
sical/quantum mechanics are there to allow us to prop-
erly count states and, more specifically, possibilities along
11 In fact, we have already seen that the map must at least be
continuous.
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independent state variables. If we think that counting
states is equivalent to counting elements in the set, we
miss the whole point of that geometrical structure.
What makes the matter even more confusing is that
the single physical idea of counting states and possibili-
ties along independent state variables does not map to a
single mathematical concept. Sometimes we need a mea-
sure, sometimes we need a symplectic form and some-
times we need a metric tensor. It will depend, case
by case, on the state space of the system under study.
But, however defined mathematically, deterministic and
reversible motion must preserve that count. This is the
crucial insight that gives physical meaning to those struc-
tures, that justifies the use of differential equations for
state evolution, that tells us why symplectic and Rie-
mannian geometry are so important in physics. Properly
characterizing this count will be one of the key goals of
the following sections.
V. COMPOSITE SYSTEMS AND
REDUCIBILITY
Given that scientific reductionism (i.e. the idea of re-
ducing physical systems and interactions to the sum of
their constituent parts in order to make them easier to
study) is at the heart of fundamental physics [22], we
now explore how to characterize a system in terms of
its components. That is, we want to study the relation-
ship between the state space of a composite system and
the state space of its parts. In general, this is quite a
complicated thing to do, which requires intimate knowl-
edge of the system at hand. So we simplify our problem
and study a material made of infinitesimal homogeneous
parts. What we’ll find is that under the additional as-
sumption that the material is infinitesimally reducible
(i.e. its state is equivalent to the states of its infinites-
imal parts) and that each part undergoes deterministic
and reversible evolution, the motion is suitably described
by the standard framework of classical Hamiltonian me-
chanics.
V.A. Homogeneous decomposable systems and
vector spaces
The notion that a system is decomposable means the
states are equipped with a rule of composition that allows
one to write c = c1+ c2: the composite system is the sum
of its components. For example, the state of a ball is
equal to the state of its top and bottom parts.
The notion that the system is homogeneous means that
the states of the composite and of each part are not un-
related: they are all made of the same material.12 In
12 Whether a system is homogeneous depends on context (e.g. air
fact, the state space C of all systems composed of such
material will include the state of the system as well as
the states of its parts (i.e. c, c1, c2 ∈ C). Since combining
any two systems made of a homogeneous material will
always give us a system made of the same homogeneous
material (e.g. combining elements made of water gives
us another element made of water), the state space C is
closed under composition.
As we study the system under evolution, we’ll also
want to study state changes. For example, if a stable
mixture of gas expands, we’ll want to know the differ-
ence between the initial and final distributions. That is:
δc = cˆ − c. Note that such a state difference may not
describe a physical state: it may remove some material
from one location to add it somewhere else. Yet, these
state changes are still physically distinguishable objects
that provide a configuration for the same homogeneous
material, therefore we extend the state space C to in-
clude state differences.13 All combined, this gives us the
structure of an abelian group.
Proposition V.1. The state space C for a decompos-
able homogeneous material is an additive abelian (i.e.
commutative) group.
Justification. We claim C is an additive monoid. There
exists a law of composition + : C×C → C that takes two
states and returns one that is the physical composition
of the two. The domain and codomain match because
the material is homogeneous. The law is commutative
c1+c2 = c2+c1 and associative (c1+c2)+c3 = c1+(c2+c3),
as it does not matter in what order we physically compose
the components. There exists a unique zero element c +
0 = c and it represents the physically empty state (i.e.
no amount of material). C is an additive monoid by
definition.
We claim C is an additive group. We require C to
include state changes. A change of a physically distin-
guishable object is itself physically distinguishable there-
fore C is still a Hausdorff topological manifold as per
IV.2. There exists an inverse − : C → C such that
c + (−c) = 0∀c ∈ C. C is an additive group by defi-
nition.
can be thought as homogeneous if the mixture of gases does not
change in space or in time due to phase transitions or chemical
processes) and one must check that such a property is maintained
by time evolution.
13 Note that one can characterize a state difference without knowing
the states themselves. If we take some amount of material out
of a container we know how the state changed, yet we may not
know the amount of material before or after. In certain cases one
may be interested in measuring the asymmetry of a particular
state without measuring (or without being able to measure) the
full state itself.
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V.B. Classical material and distributions
We also want to be able to express the state of the
composite system in terms of the state of each part. For
example, given the state of a fluid we’ll want to know
how the material is distributed in space. This in gen-
eral will depend on how much the state of the composite
system “knows” about its parts. For example, the po-
sition and orientation of an ideal rigid body is enough
to define where all its constituents are, while the vol-
ume/pressure/temperature of an ideal gas is not enough
to determine the position and momentum of all its con-
stituents. Therefore we need to characterize the system
further.
We will call a particle the smallest amount of a ma-
terial to which we can assign an independent state. For
example, a photon is a particle of light (it is the small-
est amount of light we can describe), an infinitesimal
amount of water is treated classically as a point parti-
cle (the smallest amount for a continuous fluid).14
We will call a classical material one that is homo-
geneous and infinitesimally reducible. That is, we can
keep decomposing the system indefinitely into smaller
and smaller parts, each with a well defined state. In
this case, the particles are the infinitesimal parts given
by the limit of this process of recursive reduction. Giving
the state of the whole system is equivalent to giving the
states of all particles. Given the state space S for the in-
finitesimal parts, which we assume consistently with IV.7
to be a manifold, a composite state c ∈ C will tell us the
amount of material for each possible particle state. That
is, each state is fully identified by a function ρc : S → R
that returns the amount of material in the composite
state c that is prepared in the particle state s. For ex-
ample, given a certain configuration of gas, we can tell
the density of material that is at a specific point in space
with a specific value of momentum.
The notion that the parts are infinitesimal requires the
co-domain of ρc to be a real number, as opposed to an
integer. The state space S could, instead, be a discrete
set. For example, for a system composed of different
tanks connected by pipes, the state of the composite sys-
tem could be the overall distribution of water among the
tanks. The amount in each tank is continuous (as we as-
sume the water to be infinitesimally divisible) yet there
are only a finite number of tanks the water can be placed
into. As it links two physically distinguishable objects,
ρc is a continuous function as discussed in IV.4.
As we combine the states of different parts, we sum the
distributions over particle states ρc(s) = ρc1(s) + ρc2(s):
the amount of material in the composite state is the sum
of the amount of material of the parts. We can also
14 We use this definition as it allows us to retroactively talk on
somewhat equal grounds about classical particles and quantum
particles, and underscore how physically (and mathematically)
they are very similar yet very different objects.
increase or decrease the amount of material by a constant
factor ρc1(s) = aρc2(s). This gives us the structure of
a real vector space that is isomorphic to a subspace of
continuous functions.
Proposition V.2. The state space C for a classical (i.e.
homogeneous infinitesimally reducible) material is a vec-
tor space over R isomorphic to a subspace of the space
of continuous functions. That is C ∼= G ⊆ C(S) ≡ {ρ :
S → R | ρ is continuous}, where S is the state space of
an infinitesimal amount of material.
Justification. We claim C is an abelian group. C is
the state space for a decomposable homogeneous material
and is therefore an abelian group by V.1.
We claim T , the set of transformations that increase
or decrease the amount of material in the system by a
constant factor, is a field15 isomorphic to R. Consider
τ : R → T the mapping between a number and the
transformation that increases or decreases the amount of
material by that factor. This transformation exists: the
system is infinitesimally decomposable and the amount
can be changed continuously. Define on T an addition
+ : T × T → T and a multiplication ∗ : T × T → T such
that τ(a) + τ(b) = τ(a + b) and τ(a) ∗ τ(b) = τ(a ∗ b),
a, b ∈ R, so that the sum and product of the transforma-
tion is equal to the sum and product of their respective
factors. τ is an isomorphism between T and R as fields.
We claim C is a vector space over R. The abelian group
C can be extended with the operations defined by T , as
each element τ ∈ T is a map τ : C → C. The map has the
following properties: (τ1 + τ2) c = τ1c + τ2c ∀τ1, τ2 ∈ T
and c ∈ C, increasing the amount of material by the
sum of two constant factors is the same as combining the
separate increases, and τ (c1 + c2) = τc1 + τc2 ∀τ ∈ T
and c1, c2 ∈ C, increasing the amount of the total system
is the same as the combination of the increased parts. C
is a module over T , which is a field and isomorphic to R.
C is (isomorphic to) a real vector space.
We claim C is isomorphic to a subspace of C(S) as a
vector space over R. ∀c ∈ C ∃!ρc : S → R returning the
amount of material for each state s ∈ S. ρc ∈ C(S) by
IV.4. Let ̺ : C → C(S) such that ̺(c) 7→ ρc. As the
system is reducible, two distinct composite states must
represent different distributions. ∀c1, c2 ∈ C, c1 6= c2 =⇒
̺(c1) 6= ̺(c2). ̺ is injective. ̺ is a bijection between C
and ̺(C). Let c = c1 + c2, then ̺(c) = ̺(c1) + ̺(c2) as
the amount of material of the composition of two states is
the sum of the individual amounts. Let c1 = τ(a)c2, then
̺(c1) = a̺(c2) as τ(a) increases the amount of material
by the factor a. ̺ is a homomorphism as a vector space.
C is isomorphic to ̺(C) ⊆ C(S).
15 Here field is intended in the abstract algebraic sense (a nonzero
commutative division ring) which has no relationship to the field
in the physics or differential geometry sense (a physical quan-
tity/tensor with a value for each point in space).
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V.C. Integration and measure
When the topology of S is not discrete, the distribu-
tion ρc is a density, which is not something we directly
measure. What we do measure experimentally are finite
amounts of material. For example, the amount of fluid
in a particular volume within a particular range of mo-
mentum specified in some units (e.g. moles, kg, ...). This
means that given a composite state c and a set U ⊆ S of
particle states compatible with an outcome of a process,
we must be able to tell the amount of material that we
will find associated with that outcome. That is for each
open set U ⊆ S there will be a functional ΛU : C → R.
As we combine parts, or increase the amount of ma-
terial in each part, the total amount of material found
will have to be consistent with those operations. That
is: ΛU (a1c1+a2c2) = a1ΛU (c1)+a2ΛU (c2). For a proper
state, one that is not the difference of two states, we will
expect a positive amount of material. So, if a density
ρc is positive everywhere, then the total amount is also
positive. This makes ΛU a positive linear functional. As
the amount of material we measure is always finite, the
functional applied to any composite state c over any set
U will be finite.
The ability to associate finite amounts of material with
sets of states allows us to define finite regions of S and
compare them. Consider a region of position and mo-
mentum in phase space. If we are able to spread a finite
amount of material into a non-infinitesimal uniform dis-
tribution, then we know we have a finite region. And the
density will give us an indication of how big the region
is: if we double the region, the density will halve. In
other words: because we are describing densities over S,
we are able to give a unique measure16 µ that allows us
to count the number of states in each set of S. In terms
of said measure, positive linear functionals become inte-
grals, ΛU (c) =
∫
U
ρcdµ.
This intuitive picture is formalized mathematically by
the Riesz representation theorem for linear function-
als [7], which gives S the structure of a measure space,
with a suitable Borel σ-algebra and measure µ.
Proposition V.3. The state space S for the particles of
a classical material is endowed with a Borel measure µ.
The state space C for a classical material is isomorphic to
a subspace of the space of Lebesgue integrable functions.
That is C ∼= G ⊆ L1(S, µ) = {ρ : S → R |
∫
S
|ρ|dµ <
∞}.
Justification. We claim there exists a positive linear
functional ΛU : C → R for each U ⊆ S such that ΛU =
Λint(U) where int(U) is the interior of U . Let ΛU : C → R
be the functional that returns the amount of material
16 Here measure is intended in the mathematical sense (a real valued
function of a σ-algebra) which is distinct from other connotations
in physics.
in c compatible with the outcome associated with the
open set U ⊆ S. ΛU is well-defined: U is associated
with a physically distinguishable outcome. ΛU is linear:
ΛU (a1c1 + a2c2) = a1ΛU (c1) + a2ΛU (c2) as it has to be
consistent with the operations of composing states and
increasing/decreasing the amount of material by a factor.
ΛU is positive: if the value of the distribution for each
particle state is positive then the total amount of material
is positive. Let U ⊆ S not necessarily open. Define ΛU
as Λint(U).
We claim that |ΛU (c)| < ∞ ∀c ∈ C ∀U ⊆ S. Let
U ⊆ S be an open set of particle states associated with
an outcome. Let c ∈ C be a composite state. The amount
of material of c associated with the outcome U must be
finite, as physically we always work with finite quantities.
|ΛU (c)| <∞. Let U ⊆ S not necessarily open. |ΛU (c)| =
|Λint(U)(c)| <∞.
We claim that ΛU1 + ΛU2 = ΛU1∪U2 + ΛU1∩U2 ∀
U1, U2 ∈ S. Let U1, U2 ∈ S be open sets of particle states
associated with two outcomes. Suppose U1 ∩ U2 = 0,
ΛU1∪U2 = ΛU1 + ΛU2 as the material found in U1 ∪ U2
must be either in U1 or U2. Suppose U1 ∩ U2 6= 0,
ΛU1∪U2 = ΛU1 + ΛU2 − ΛU1∩U2 as the sum of the ma-
terial associated with each outcome will double count
the intersection. Let U1, U2 ∈ S not necessarily open.
ΛU1 + ΛU2 = Λint(U1) + Λint(U2) = Λint(U1)∪int(U2) +
Λint(U1)∩int(U2) = ΛU1∪U2 + ΛU1∩U2
We claim that S is endowed with a unique Borel mea-
sure µ such that ΛU (c) =
∫
U
ρcdµ. S is locally compact
as it is a manifold. C ∼= G ⊆ C(S) therefore ΛU (c) ∼=
ΛU (ρc). Λ = {ΛU : C(S) → R}U⊆S is a family of pos-
itive linear functionals such that ∀U ⊆ S ΛU = Λint(U)
and ΛU1 + ΛU2 = ΛU1∪U2 + ΛU1∩U2 ∀U1, U2 ⊆ S. By
the extension A.1 of the Riesz representation theorem
for linear functionals there exists a unique Borel measure
µ such that ΛU (c) =
∫
U
ρcdµ.
We claim C is isomorphic to a subspace of L1(S, µ) as
a vector space over R. ∀c ∈ C∃!ρc : S → R returning the
amount of material for each state s ∈ S. As |ΛU (c)| <
∞ ∀c ∈ C ∀U ⊆ S, then ρc ∈ L(S, µ) ≡ {ρ : S →
R | | ∫
U
ρdµ| < ∞ ∀U ⊆ S}. L(S, µ) = L1(S, µ) by
A.2. Let ̺ : C → L1(S, µ) such that ̺(c) 7→ ρc. ̺ is a
homomorphism, as justified in V.2. C is isomorphic to
̺(C) ⊆ L1(S, µ) as a vector space.
V.D. Invariant densities and differentiability
On a state space with countable elements, using a sin-
gle state variable, we have ΛU (c) =
b∑
q=a
ρc(q). We would
expect the expression to become ΛU (c) =
∫ b
a
ρc(q)dq
for states identified by a continuous state variable. By
changing state variable, though, we see that this does
not work in general: ρc(qˆ) = ρc(q)dq/dqˆ. For example, if
we changed units from g/m to g/Km, the value of the
density would increase by a factor of 1000. This makes
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ρc a function not just of the state s, but also of the state
variables we are using. This is inconsistent with our pre-
vious definition. Moreover if the transformation is not
differentiable, the density is not even well-defined. This
tells us that S cannot be any manifold: it has to be one
that allows state-variable-independent densities.
The first order of business is to guarantee that the den-
sity remains defined under an arbitrary change of state
variables. This means the Jacobian of the transforma-
tion must exist. For the Jacobian to exist the transfor-
mation between state variables has to be differentiable.
Therefore a manifold that guarantees densities to be well
defined is one that guarantees that state variable trans-
formations are differentiable: a differentiable manifold.
S has a differential structure in the sense that the distri-
butions and the volume element dµ are only defined on
a set of state variables that are linked by differentiable
transformations. In the same way that discontinuous
changes of state variable can be detected because they
tamper with physical distinguishability (i.e. the topol-
ogy), non differentiable changes of state variable can be
detected because they tamper with our ability to define
state-variable-independent densities and count states.
Moreover, the density itself has to be differentiable.
The distribution ρc is a real valued function of the state.
As such, at least locally, we can use it as a state vari-
able q1 = ρc: we can identify particle states by the den-
sity of the material associated with them. This is more
physically meaningful than one may first suspect, since
placing physical markers (i.e. placing material at par-
ticular states) is a common way to define the references
for a coordinate system. In a coordinate system where
q1 = ρc, the function is clearly differentiable as ∂1ρc = 1
and ∂iρc = 0 for i 6= 1. As we change state variables, the
transformation is differentiable, therefore all the deriva-
tives ∂i′q
1 = ∂i′ρc exist. The density itself is differen-
tiable.
Proposition V.4. The state space S for the particles of
a classical material is a differentiable manifold. The state
space C for a classical material is isomorphic to the space
of Lebesgue integrable differentiable functions. That is
C ∼= C1(S) ∩ L1(S, µ), where C1(S) ≡ {ρ : S → R | ρ is
differentiable}.
Justification. We claim S is a differentiable manifold.
Let ρc : S → R be the distribution associated with a
composite state c ∈ C. Let qi and qˆj be two sets of inde-
pendent state variables that fully identify states within
U ⊆ S. Let ρc(qi) and ρc(qˆj) be the expression in local
coordinates of the distribution. ρc(qˆ
j) = ρc(q
i)|∂jqi| as
ρc transforms as a density. ρc(s) = ρc(q
i(s)) = ρc(qˆ
j(s)).
The Jacobian |dq′/dq| exists and is non-zero. The map
between any two charts is differentiable. S is a differen-
tiable manifold.
We claim that the distributions associated with com-
posite states are differentiable in the regions where they
are strictly monotonic. Let ρc be the distribution associ-
ated with state c. Let ρc be strictly monotonic in a region
U ⊆ S. Then its fibers in U , the inverse images of the
values, are connected hypersurfaces. We can construct a
chart such that q1 = ρc. The distribution is differentiable
over U for that variable: ∂iρc = ∂iq
1 = δ1i where δ
j
i is the
Kronecker delta. Let qj be another set of state variables.
q1(qj) is differentiable as the manifold is differentiable.
ρc(q
j) = q1(qj) is differentiable over U .
We claim that the distributions associated with com-
posite states are differentiable. Let ρc be the distribution
associated with state c. Let ρc0 be the distribution asso-
ciated with state c0. Let ρc0 be strictly monotonic in a
region U ⊆ S. Let δρ = ρc0−kρc where k ∈ R and k > 0.
Let k be sufficiently small so that δρ is strictly monotonic
over U . ρc0 and δρ are differentiable over U as they are
strictly monotonic over U . ρc is a linear combination of
differentiable functions over any arbitrary region U . ρc
is differentiable.
We claim C ∼= C1(S)∩L1(S, µ). Let ρc be the distribu-
tion associated with a state c. Let ρ ∈ C(S)∩L1(S, µ) be
a Lebesgue integrable continuous function. If ρc 6= ρ then
∃U ∈ S such that ∫
U
ρcdµ 6=
∫
U
ρdµ. Both integrals are
finite as ρc, ρ ∈ L1(S, µ). Both integrals are expressible
with the same state variables as all elements are defined
on the same differential structure. Therefore there exists
an outcome for S that can physically distinguish the two
distributions. There must be a state c1 ∈ C | ̺(c1) = ρ.
̺ : C → C(S) ∩ L1(S, µ) is surjective. ̺ is a homomor-
phism, as justified in V.2. ̺ is an isomorphism between
C and C(S) ∩ L1(S, µ) as vector spaces.
As we identified the space of Lebesgue integrable dif-
ferentiable functions C1(S) ∩ L1(S, µ) as the space of
distributions that are physically meaningful, we can bet-
ter understand why other commonly used function spaces
do not fit the bill. Some are not restrictive enough. The
set of Lebesgue integrable functions L1(S) includes dis-
continuous functions that for IV.4 are unphysical. The
space of continuous functions C(S), the space of con-
tinuous functions that vanish at infinity C0(S) and the
space of differentiable functions C1(S) include functions
whose integral is infinite, which would represent an in-
finite amount of material. Some definitions are too re-
strictive. Requiring compact support (i.e. the function
is different from zero only on a finite region) would ex-
clude distributions, such as Gaussians, that span over the
whole range of states. Such distributions are physical: if
we take a finite volume of an ideal gas at equilibrium,
the momentum distribution spans over the whole range.
Schwartz space S(S) excludes functions that are not in-
finitely smooth which we don’t have a general physical
justification for.17
17 One can, though, make the argument that given any distribution
ρ one can find an infinitely smooth ρsm such that the difference
in description is small compared to the error already introduced
by assuming the system to be homogeneous and infinitely re-
ducible. The Whitney approximation theorem [8] makes this
mathematically well defined.
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Another consideration is that while the norm associ-
ated to L1(S) is
∫
S
|ρ|dµ, the expression ∫
S
ρdµ may be
more physically meaningful in some cases. For proper
states, the two are the same and they represent the to-
tal amount of material. For state changes they differ.
The second represents the amount of material added (or
taken away if negative) by the state change. For exam-
ple, if δρ is the change due to deterministic and reversible
evolution, the amount of material does not change and
therefore
∫
S
δρ dµ = 0. The first norm would represent
the total amount of material that is changing (i.e. be-
ing added and being removed), therefore
∫
S
|δρ| dµ = 0
means no material is moving, no change is occurring.
Note that neither of those expressions matches the
norm given by the inner product defined as 〈f, g〉 =∫
S
fg dµ. Moreover C, since it excludes discontinuous
functions, can never be a complete normed space: it will
not include the limit for all Cauchy sequences; it can-
not be a Banach or a Hilbert space. Such a construction,
though, is still useful. Consider the following expressions:
ΛS(c) =
∫
S
ρcdµ = 〈1, ρc〉
ΛU (c) =
∫
U
ρcdµ = 〈1U , ρc〉
ρc(q0, p0) =
∫
S
δq0,p0 · ρcdµ = 〈δq0,p0 , ρc〉
ptotal(c) =
∫
S
p · ρcdµ = 〈p, ρc〉
qavg(c) =
∫
S
q · ρcdµ∫
S
ρcdµ
=
〈q, ρc〉
〈1, ρc〉
For each state, they represent respectively the total
amount of material, the material within U , the density
at (q0, p0), the total momentum and the average of a
state variable. As they are linear functionals of C, they
can be expressed using their dual vector. But these vec-
tors (1U , p, ...) are not elements of C. They do not
represent states, they are not continuous and integrable,
and there is no single general physical meaning for all of
them. Therefore, as we mentioned before, while we can
extend the function space for convenience, computation
purposes or to study a limit case, we need to be mindful
of the extension and carefully check that the mathemat-
ical results are physically meaningful case by case.
V.E. Invariant densities and cotangent bundle
Now that we are guaranteed that the density is prop-
erly defined for all state variables, we have to make sure
it is invariant. The distribution should only depend on
the states, and not the particular choice of state variables
to label them.
If ρc is to remain invariant under state variable
changes, not only does the Jacobian have to exist but
it must be unitary. This means we cannot simply change
one state variable as we please. If we change one at least
another has to change in some coordinated way such that
the Jacobian of the total transformation is unitary. This
means that we cannot change physical units of all the
variables as we like: they are part of a unit system.
The simplest case is when a single variable is enough
to define our units, and therefore tell how all the others
must change. Suppose that our state space S is identified
by n independent state variables {q, ki} and a change of
units for the first, that is qˆ = qˆ(q), determines the change
for all others. The Jacobian matrix is the block matrix:
J =
[
dq qˆ 0
∂q kˆ
j ∂ikˆ
j
]
The Jacobian has to be unitary, therefore all elements
∂ikˆ
j must be well defined and |∂ikˆj| = 1/dq qˆ. As this
can only happen if ∂ikˆ
j is a 1× 1 matrix, there can only
be one k. This gives ∂kkˆ = dqˆq and kˆ = dqˆq k+ f(q). As
this is a change of units, we expect the zero value of k to
remain constant: kˆ(q, 0) = 0 = f(q). Therefore kˆ = dqˆq k
transforms as the component of a covariant vector. S is
isomorphic to T ∗Q, the space of co-vectors at a point,
where Q is the manifold that defines our unit.
Physically, this means that the state variable k, which
is the classical analogue of the wave number, is expressed
with the inverse of the unit used for q. If q is in meters,
k is in inverse meters. Consider now the area dq ∧ dk of
an infinitesimal rectangular region. This quantity is di-
mensionless and therefore invariant. The total number of
states will be proportional to it, as doubling the range of
dq or dk will give us double the number of possible states.
We have dµ = ~dq ∧ dk, where ~ is the proportionality
constant that will depend on the unit chosen to count the
possibilities of the pair (q, k). That is, a unitary range of
possibilities for q and k will give us ~ possibilities.18 The
state count in a finite (i.e. compact) region U ⊆ S will be
given by µ(U) =
∫
U
~dq∧dk: we are finally able to write
the volume of integration in terms of state variables.
We can generalize to the case where Q has more than
one dimension. As we must be able to change one unit
at a time, independently from the other, to each qi will
correspond a ki that uses the inverse of the corresponding
units. We have S ∼= T ∗Q and dµ = ~ndqn∧dkn. But it’s
not just the volume, the state count, that is preserved as
we change state variables. Each pair (qi, ki) is expressed
by an independent unit with the count of possibilities
given by ~dqi ∧ dki. We call such a pair a degree of
freedom. As they are independent the total state count
18 The actual value and physical dimensions of ~ are determined
by the system of units, and should not be taken to describe
some intrinsic physical property. Only dimensionless relation-
ships to other physical constants, such as the fine structure con-
stant α = e2/~c, can possess that trait. That is why one can
choose “natural units” for which ~ = 1. In SI units the relation-
ship ~dk = dp = mdu between kinetic and conjugate momentum,
derived later, sets the relationship between units.
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dq1 ∧ dp1
dq2 ∧ dp2
ω
dqˆ
1 ∧ dpˆ1
dqˆ
2 ∧ dpˆ2
ω
FIG. 2. The symplectic form ω and its components along two
independent degrees of freedom. As we change state variables,
the new d.o.f. are also independent and therefore orthogonal
to each other. Note: this is a 2D conceptualization of 4D
space.
is the product of the possibilities of each d.o.f.: dµ =
~ndqn∧dkn =
n∏
i=1
~dqi∧dki. In other words: independent
d.o.f. are orthogonal surfaces in S. The possibility count
of an arbitrary degree of freedom, then, will be
n∑
i=1
~dqi∧
dki, the sum of the projections over the n orthogonal and
independent d.o.f. defined by (qi, ki).
The possibility count for each d.o.f. (i.e. the wedge
product within a d.o.f.) and the orthogonality of different
d.o.f. (i.e. the scalar product across d.o.f.) must be the
same regardless of the choice of state variables. We can
express both requirements mathematically in a compact
way. We first define conjugate momentum as pi = ~ki
and unified state variables as ξa ≡ {qi, pi}. Then we
consider the canonical symplectic two-form ω = Σ dqi ∧
dpi given by the following components:
ωab =
[
0 1
−1 0
]
⊗ In =
[
0 In
−In 0
]
It returns the wedge product within a d.o.f. and the
scalar product across. Requiring the invariance of this
metric under state variable changes assures us the count
of states and possibilities is well defined.
This gives us insight on the physical meaning of the
geometrical structure T ∗Q. The canonical one-form θ =
kdq represents the geometrical object we associate with
each particle state. The symplectic form ω is the bi-
linear that quantifies the possibilities described by two
given state variables. Note, instead, that the relation-
ship ω = −~dθ, while mathematically true, has no clear
physical meaning as we have not defined what the exte-
rior derivative on a state actually represents.
We can capture the above discussion by stating that
the state space S is the symplectic manifold (T ∗Q, ω),
where Q is the manifold that defines the unit system.
This is the only manifold that allows us to define state-
variable-invariant densities. The symplectic form allows
us to count possibilities on an arbitrary d.o.f.
Proposition V.5. The state space S for the particles
of a classical material is a symplectic manifold formed
by a cotangent bundle T ∗Q equipped with the canonical
two-form ω.
Justification. We claim the simplest (i.e. lowest dimen-
sion) state space S that allows state-variable-invariant
densities is the cotangent bundle T ∗Q of a single dimen-
sional manifold Q. Consider a set of state variables for
U ∈ S: the simplest unit system is one defined by a single
state variable. Let q be the state variable that defines the
unit system. Let Q be the manifold charted by q. A dif-
feomorphism qˆ = qˆ(q) fully defines a change of units. Let
(q, ki) with i = 1...n− 1 be a set of state variables. The
Jacobian determinant |J | = dq qˆ|∂ikˆj| = 1 as densities
must be invariant. |∂ikˆj | = dqˆq. ∂ikˆj is one dimensional
as its components must be fully specified by the previous
relationship. Let k = k1. ∂kkˆ = dqˆq. kˆ(q, 0) = 0 as a
change in units does not change the 0 value. kˆ = dqˆqk.
k changes as the component of a co-vector. Each state is
identified by a point and a co-vector in Q. The simplest
state space S is isomorphic to T ∗Q where Q is the one
dimensional manifold that defines the units.
We claim the simplest state space S that allows
state-variable-invariant densities is the symplectic man-
ifold (T ∗Q, ω) where T ∗Q is the cotangent bundle of a
one dimensional differentiable manifold Q and ω is the
canonical two-form. Express integration in coordinates.∫
S
ρcdµ ∝
∫
S
ρc(q, k)dq∧dk. dµ = ~dq∧dk = dq∧dp = ω
where ~ is a constant, p ≡ ~k and ω is the canonical two
form. ω is invariant under state variable change. ω is
the symplectic form for S = T ∗Q. S = (T ∗Q, ω) is a
symplectic manifold.
We claim the state space S for the particles of a ho-
mogeneous classical material is a symplectic manifold
(T ∗Q, ω) where T ∗Q is the cotangent bundle of an n-
dimensional differentiable manifold Q and ω is the canon-
ical two-form. Let qi be a set of n continuous independent
state variables that define the units necessary to describe
a state in U ⊆ S. Let Q be the manifold charted by
qi. Locally Q ∼= ∏Qi ∼= Rn. Changing units of one
state variable must not change the units of the other
as they are independent. State-variable-distribution can
be defined separately on each degree of freedom. For
each Qi we have a covector ki(q)dq
i ∈ T ∗Qi. Locally
S ∼= ∏T ∗Qi ∼= T ∗∏Qi ∼= T ∗Q. Integration must also
be defined on an independent d.o.f. There must exist
a non-degenerate two-form ω such that
∫
U⊂S ρcω where
U is any two dimensional surface in S. ω has to be
form invariant under state variable change. The canon-
ical two-form is the only such form. ω =
∑
dqi ∧ dpi.
S = (T ∗Q, ω) is a symplectic manifold.
It should be clear by now that the case of discrete
topology is qualitatively different from the standard
topology for Rn. The notion that the continuous case is
a limit of the discrete case, that it’s “like the discrete but
with more points”, leads in this case to erroneous intu-
ition. The key question is: can we physically distinguish
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an isolated state? Can we have an outcome associated
with only one element? The answer is no with the stan-
dard topology on Rn. The consequence is that when we
define the measure µ for the count of continuous states,
we assign a finite value to a finite region, and we assign
zero measure to a single state. That is what gave us inte-
gration, densities and, ultimately, conjugate variables. If
we were to use the discrete topology on Rn, if we were to
assume we can identify single states as we do for count-
able states, then we would assign measure one to each
state and infinity to a finite region. We would not have
integration, just a simple sum. Our distribution would
not be a density and there would be no justification for
conjugate variables. A finite distribution could only dis-
tribute a finite amount of material in a finite number of
states.
In other words: this is not a case where a difference
at small scales leads to a small difference at large scales.
The two cases are radically different. We can tell them
apart. We should take the use of densities and conju-
gate quantities as evidence that quantities like space and
time are not discrete in the sense that the processes we
use to distinguish those quantities cannot identify single
instances. The quantum case does not change this, as
the use of densities (in the form of the wave function)
and conjugate quantities is even more prominent.19
It should also be noted that classical particles, under
this light, cannot be considered point-like. As they are
the limit of infinitesimal subdivision, their spatial extent
becomes infinitesimal but not zero.20 But suppose par-
ticles were truly point-like. Then distinguishing parti-
cles would mean distinguishing points. We are back to
the idea of a discrete topology on Rn. In that case we
would not have conjugate momentum, no T ∗Q, just the
coordinates of the point in Q. This would actually be
more self-consistent: why wouldn’t a point be enough to
define the state of a point-like particle? As before, we
should take the use of conjugate quantities as evidence
that classical particles are really the limit of an infinites-
imal subdivision.
Finally, we should note that we are in a position similar
to the one discussed in IV.9 for discrete states. We have
a topological space plus a measure that allows to count
states and a symplectic form that allows to count possi-
bilities, both expressible in terms of state variables. We
recovered this structure starting from the idea of an in-
finitesimally reducible system. That led to a state space
19 If one wants to posit that space is fundamentally discrete at scales
where both classical and quantum mechanics cease to be valid,
the better strategy would be to work with a discrete version of
T ∗Q and not Q by itself. Though it is not clear how a discrete
topology would become non-discrete in the limit, at least the
measure may be workable.
20 This picture is also compatible with general relativity, unlike
point-like particles. These would not follow geodesics as their
infinite mass density would significantly affect the gravitational
field.
S for the infinitesimal parts, on which we must be able to
define state-variable-independent distributions, which in
turn gave us degrees of freedom made by pairs of conju-
gate variables and the symplectic form typical of classical
phase space. In short: being able to measure the amount
of material is what allows us to count states.
V.F. Infinitesimal reducibility
Now that we have fully characterized what we mean
by a classical material, we can stipulate the following:
Assumption II (Infinitesimal reducibility). The system
under study is composed of an infinitesimally reducible
homogeneous material and each part undergoes determin-
istic and reversible evolution.
Rationale. The idea is that time evolution specifies
a map for the state space S of each infinitesimal part.
Knowing how the parts evolve tells us how a composite
state c evolves as well.
Consistent with what we said in assumption I, if we de-
fined a state for each particle, then a deterministic and re-
versible evolution on that state must exist. Yet, the idea
that we can assign states to infinitesimal parts should be
considered only a simplifying assumption. The obvious
reason is that we know this does not work in practice:
as we keep decomposing the material we end up with
molecules, atoms and then subatomic particles. But it is
instructive to understand when and how the assumption
breaks down at a more conceptual level.
The first problem is methodological. To be able to talk
about the states of a part we need a physical process that
is able to distinguish between them. For a billiard ball
we can imagine marking one spot with a red marker.
This allows us to track it as the ball moves or collides
with other balls. For an electron, instead, we do not
have a way to mark a piece. In fact when two electrons
scatter we can’t even tell which is which, let alone what
portion went where. The classical assumption may not
hold because we do not have suitable physical processes
at our disposal.
Even if we are able to track parts, the assumption re-
quires them to be infinitesimal, the limit of a process of
infinite recursive subdivision. The best we can do exper-
imentally is to confirm that the assumption holds up to
the smallest precision available. Therefore even in the
best of cases it cannot be considered an experimentally
validated assumption but a reasonable default assump-
tion (e.g. “it worked so far”).
The second, more conceptual, problem is that the ide-
alizations that allowed us to define states in assumption I
may not hold as the parts get smaller. Recall the cannon-
ball whose motion is sufficiently unaffected by the pho-
tons that scatter off its surface. As we consider smaller
and smaller parts, at some point we will find an amount
of material that is affected by the interaction with the air
or photons scattering off of it. At that point the parts
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are no longer sufficiently isolated to define an indepen-
dent state, their evolution depends on the environment.
Therefore the deterministic evolution of the whole cannot
be reduced to the deterministic evolution of its parts.
Another issue is that defining a state requires some
kind of asymmetry between system under study and en-
vironment. The future state of the system does not de-
pend on the state of the environment, so that we can
define an independent state, yet the future state of the
environment is affected by the state of the system, so
that we can have external processes that allow us to de-
fine physical distinguishability. If we try to assume that
both the system and environment are really made of the
same classical material, then the claim to that asymme-
try is lost: the infinitesimal parts of both system and
environment must affect one another in the same way.
Another issue arises if we include the measuring de-
vice in our description. Ideally, we’d like to require the
following:
• The system under study is deterministic and re-
versible
• The measuring device ascertains the state of the
system
• System and measuring device, as a whole, is deter-
ministic and reversible
Unfortunately, these three requirements together are in-
consistent. Say a ∈ A is the initial state of our system
and b ∈ B the initial state of our measuring device: the
final state aˆ = aˆ(a) because the system is deterministic;
a = f(bˆ) because we are able to know the initial state of
the system by looking at the final state of the measuring
device; b = b(aˆ, bˆ) because the system as a whole is re-
versible. Since aˆ is determined by a, and a can be known
from bˆ, b = b(aˆ(f(bˆ)), bˆ) = b(bˆ) can be determined from
just bˆ. But since a = f(bˆ), the whole past state could
be reconstructed just by looking at the future state of
the measuring device. But (bˆ) → (a, b) cannot be an
injection, therefore we arrive at a contradiction.
Of those three requirements we can only pick two. If
we want determinism and reversibility for the combined
system, either both systems are not independently de-
terministic or the second is not a measuring device. In
other words: we can’t expect to have deterministic and
reversible evolution at all levels of aggregation and have
the parts interact in any physically meaningful way.
The same problem of physically meaningless interac-
tion surfaces when we consider the states of infinitesimal
parts. Under our classical assumption, if we were to take
the state of an infinitesimal part to really be its full de-
scription, with no unstated part, then each piece would
evolve independently, oblivious to the other parts. Each
particle would essentially reside in its own separate phys-
ical universe, as it cannot physically distinguish anything
else. This is not physically meaningful.
If we assumed the system is deterministic and re-
versible only as a whole, then each part could evolve
depending on the states of the other parts. This would
seem much better, as the state of the pieces is still ex-
haustive yet they are physically connected to each other.
But this does not actually solve the problem of indepen-
dent oblivious components. First, for this to work, one
would have to specify how the states of the parts were
defined since their evolution is individually no longer de-
terministic (the future of each part depends on the state
of other parts). But ignoring that issue, the bigger prob-
lem is that we can always locally separate the evolution
into independent degrees of freedom. For example, the
position and momentum of two particles may affect each
other during the evolution, but the average and difference
in position and momentum may evolve independently.21
We can always find such a local decomposition, and the
easiest way to see that is in terms of the transported vari-
ables: they retain the original value; they clearly evolve
independently. And since the pieces are infinitesimal, a
local decomposition is all that is needed. While such
description may be cumbersome to achieve in practice,
conceptually it is still possible. So, even if each particle
evolution depends on the state of the others, the system
is described by degrees of freedom that evolve indepen-
dently, oblivious to each other.
The moral is that the classical idea of being able to
assign to all systems a state which represents their full
description does not work. The state is only what we can
describe and it can’t be the full description. As the divi-
sion between system and environment is subjective, each
system must be able to function as both. Therefore it will
have a part whose evolution depends only on the system
itself, the state, and a part whose evolution depends on
other systems, the unstated part. While they may not
be the same in all circumstances, they must exist. The
state is what gives the identity to the system, the part
we can study and describe. The unstated part is what al-
lows continuous interaction between the system and the
environment; it’s what allows us to study and describe
the state. As we’ll see later, it is precisely this problem
that quantum mechanics conceptually addresses better
than classical mechanics.
One final problem is with time itself: an infinitesimally
reducible system undergoing deterministic and reversible
evolution cannot tell time. If it did, we would be able to
find a quantity that changes through time but is invari-
ant under state variable changes. The problem is that
deterministic and reversible time evolution is equivalent
to a state variable change. In fact, at a fixed time, we can
choose to describe the system with the transported state
variables of any past or future times. So, all quantities
that are invariant under state variable changes are also
invariant under time evolution. The somewhat ironic re-
sult is that while time is essential for the very definition
of deterministic and reversible evolution, time itself has
21 Also note that any Hamiltonian is locally isomorphic to a free
particle [23]
18
to be defined by some other type of process.22
In light of what we discussed, we cannot take the clas-
sical assumption to be fundamental, in the sense that
we cannot take it to strictly apply to all of the universe.
While ultimately flawed, the assumption can be consid-
ered valid for a great number of macroscopic systems,
and is also useful as a default assumption of sorts. Un-
derstanding its shortcomings will help us later to see how
the quantum assumption solves, at least partially, some
of these issues.
As a final note: we caution against automatically
thinking that the classical assumption is valid for all
macroscopic systems. It is conceptually possible to have
a macroscopic system where a clear independent state
cannot be assigned to each part, in which case the as-
sumption would not hold.23
V.G. Hamiltonian mechanics
We are finally ready to write the equations of mo-
tion. As per IV.3 our evolution is at least a self-
homeomorphism f : S ↔ S. But this is not enough.
The evolution must map the distribution point-wise so
that the value associated at the initial state is the same
as the value at the final state. All the material that starts
in s has to end up in sˆ. In math terms ρcˆ(sˆ) = ρc(s).
In the same way we expect the total amount of material
to be conserved. If U ∈ S is a set of initial particle
states and ΛU (c) is the amount of material associated
with that set, then we expect it to be equal to the amount
of material Λ
Uˆ
(cˆ) associated with the set of final states
Uˆ ∈ S.
But probably the easiest way to look at it is that initial
and final sets of states have to possess the same count of
states and possibilities as defined by the symplectic form
ω. Therefore the area within a degree of freedom, which
represents the number of possibilities in said d.o.f., needs
to be mapped to an equal area within the transported
d.o.f. (i.e. the d.o.f. defined by the transported state
variables). Independent d.o.f. must remain independent,
and therefore transported orthogonal d.o.f. remain or-
thogonal. This means that the product of possibilities of
independent d.o.f. is also conserved. These statements
are the physical justification of Gromov’s non-squeezing
theorem [25–27] and Liouville’s theorem. And they give
intuitive insight on the geometry of Hamiltonian systems.
Mathematically, under the classical Hamiltonian as-
sumption, deterministic and reversible evolution is a self-
symplectomorphism (or self-isometry or canonical trans-
formation depending on your math training). That is, it
22 For example, if the phase-space volume occupied by a distribu-
tion increased, it would give us a coordinate-invariant quantity
that changes in time. This, however, is not possible under Hamil-
tonian evolution.
23 For example, this is the case in Bose-Einstein condensates [24].
does not just preserve the topology but also the symplec-
tic form ω.
Proposition V.6. A deterministic and reversible evo-
lution map for the particles of a classical material is a
self-symplectomorphism. That is: T∆t : T
∗Q → T ∗Q
and T∗∆tω = ω where T
∗
∆t is the pullback of T∆t.
Justification. We claim T∆t is a self-homeomorphism
on T ∗Q. The state space for the particles of a clas-
sical material is T ∗Q by V.5. T∆t is a determinis-
tic and reversible evolution map and by IV.3 is a self-
homeomorphism.
We claim T∆t is a symplectomorphism on (T
∗Q, ω).
The distribution on final states must be defined therefore
the Jacobian for T∆t exists and is non-zero: T∆t is a
diffeomorphism. A deterministic and reversible process
conserves the number of states and possibilities. ω is
the two-form that returns the count of possibilities. ω
is invariant under deterministic and reversible evolution.
T∆t is a symplectomorphism by definition.
If we assume continuous time evolution we have the
following:
Proposition V.7. A continuous deterministic and re-
versible evolution for the particles of a classical material
admits a Hamiltonian H ∈ C2(T ∗Q,R) that allows us to
write the laws of evolution as
dtq
i = ∂piH
dtpi = −∂qiH
Justification. We claim the vector field S ∈ TS for the
infinitesimal displacement Sa = dξa/dt admits a poten-
tial H ∈ C2(T ∗Q,R) such that Saωab = ∂bH . The state
space S for the particles of a classical material is a sym-
plectic manifold by V.5. The map for infinitesimal time
evolution Tdt is an infinitesimal self-symplectomorphism
by V.6. By A.3 the infinitesimal displacement S admits
a potential H ∈ C2(T ∗Q,R) such that Saωab = ∂bH
We claim the state variables evolve according to Hamil-
ton’s equations. Saωab = dtξ
aωab = ∂bH . For b =
{1, ..., n} we have dtpi(−1) = ∂qiH . For b = {n +
1, ..., 2n} we have dtqi(+1) = ∂piH .
We recognize the familiar set of Hamilton’s equations.
They are the set of equations that describe the determin-
istic and reversible motion of the infinitesimal parts of
an infinitesimally reducible homogeneous material. Note
that the argument goes the other way as well. A system
governed by Hamilton’s equations is deterministic and
reversible: the equation of motion given by H are dif-
ferentiable since H is twice differentiable. Therefore the
equations are Lipschitz continuous and, by the Picard-
Lindelo¨f theorem, a unique solution exists [28].
In other words: the forces that conserve energy (i.e.
the value of a suitable Hamiltonian) are exactly the ones
that provide deterministic and reversible motion. The
challenge in their derivation mainly lies in the necessary
use of different branches of mathematics (e.g. topology,
19
measure theory, differential geometry, symplectic geom-
etry). The conceptual meaning, on the other hand, is
hopefully straightforward.
It’s important to realize that, during the derivation,
multiple mathematical features (e.g. invariant densities,
cotangent bundle for phase space, symplectomorphism)
were justified by the same physical assumption. The
math itself gives us no indication that the different fea-
tures stem from the same source; therefore, the math it-
self does not give us a conceptually unified picture. This
is one of the reasons we believe that starting from the
physical description is objectively better if we are to come
to a better understanding of our physical theories.
Note that we could have taken different approaches.
For example, we could have appealed to information the-
ory and required our invariant distributions to preserve
Shannon’s information entropy [20], as no information
should be gained or lost during a deterministic and re-
versible process. Or we could have appealed to statisti-
cal mechanics and required that the determinant of the
covariance matrix be conserved, as a deterministic and
reversible process should be defined at the same level of
precision. With suitable treatment of independent d.o.f.
both these approaches recover Hamiltonian mechanics as
well. While the full treatment is outside the scope of this
work, we want to underline that the definitions used in
this work go a long way to building bridges at the core
of different mathematical and scientific branches.
VI. TIME DEPENDENT EVOLUTION
We now generalize our discussion to include time de-
pendent dynamics. This is needed when the evolution
map is not the same at all instants or when state vari-
ables depend on time (e.g. changing to a moving frame).
To do this we will redefine the particle state space to
include the temporal degree of freedom. We’ll find that
the dynamics is described by relativistic Hamiltonian me-
chanics in the extended phase space. We’ll also find that
particle states divide into standard and anti-states de-
pending whether time is aligned or anti-aligned with the
evolution parameter. Note that no extra assumption is
needed, which makes relativistic mechanics simply the
correct time dependent description of the deterministic
and reversible evolution of an infinitesimally reducible
system.
VI.A. Time changes
The discussion so far has been limited to the case where
both the state variables and the evolution map never
change throughout the evolution. This is too restrictive
as there are very reasonable situations in which this does
not hold.
The first obvious case is that the map may be time
dependent. This does not affect our definition of deter-
minism and reversibility as we still can tell final state
from initial state and vice-versa. But at this point we
have no way to specify a time dependent evolution: the
Hamiltonian H : T ∗Q → R as we derived it is just a
function of the state.
The second case is when we perform a transformation
for the time parameter tˆ = tˆ(t). The equations of motion
transform and we have dttˆ dtˆq
i = ∂piH . q
i : T ∗Q → R
and H : T ∗Q → R are real functions of the state space
and cannot be redefined to include dttˆ. Physically the
transformation is introducing fictitious forces that are not
conservative, so they cannot be expressed by a Hamilto-
nian. But this means that we have an ill defined math-
ematical framework as the notion of determinism and
reversibility is not defined in a way that is independent
of time transformations. We need a framework that is
capable of handling the fictitious forces as well.
The third case is when we perform a state variable
transformation qˆ = qˆ(q, t) that is time dependent (e.g.
qˆ = q + vt). Our composite state distribution ρ(q) be-
comes ρ(qˆ, t): it is no longer defined at equal time. This
means that our measure µ needs to be modified to define
integrals over the time variable.
As we can see, the framework we have is ill suited to
handle these cases. Therefore we cannot simply stick
time in the Hamiltonian and expect everything to work
out. But we can’t ignore the problem either as the three
cases outlined are common situations to study. So we
need to go back to our definitions and amend them prop-
erly.
VI.B. Complete state space
The first thing to do is to amend our definition of state
space to include all states at all times. It may seem
like we are extending our definition of state and state
space but, at a closer look, we are not. Since we defined
state as a physical configuration at a particular time, the
set of all states (i.e. the state space) is more accurately
defined as the set of all configurations at all times. In
the previous sections we tacitly simplified the problem
by ignoring time, which made it easier to study the time
independent case. This approach is common in physics
and engineering, which is why it fits the standard names,
but this is also the source of the above problems.
We’ll therefore call complete state space of particle
states the set of all configurations at all times and we’ll
indicate it by S¯. In that space, a state s ∈ S¯ will be given
by (qi, pi, t), making S¯ a 2n+1 dimensional manifold. A
region at equal time will be a hypersurface St=t0 ⊂ S¯
that includes all possible configurations at a particular
time. Such hypersurface will need to cut across all evo-
lutions once and only once, therefore not all functions
t : S¯ → R are suitable time variables. A time evolution
is a line s¯ ⊂ S¯ that passes once through each equal time
surface. Specifying an evolution map means giving a set
of lines such that each state is traversed once and only
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once.
Proposition VI.1. The complete state space S¯ for the
particles of a classical material is a 2n + 1 dimensional
differentiable manifold. The state space St=t0 at a par-
ticular time is a hypersurface of S¯.
Justification. We claim S¯ is a 2n+ 1 dimensional dif-
ferentiable manifold. Locally there exists U ⊆ S¯ such
that U ∼= T ∗Q×R as a state s ∈ U exists for each config-
uration and each time instant. Locally S¯ ⊇ U ∼= R2n+1.
S¯ is a 2n + 1 dimensional manifold. T ∗Q is a differ-
entiable manifold. Time evolution is a diffeomorphism
by V.6 therefore derivatives between state variables and
time variables always exist. S¯ is a differentiable manifold.
We claim St=t0 is a hypersurface of S¯. Let t : S¯ →
R be a time variable. St=t0 = {s ∈ S¯ | t(s) = t0} is
a level set. t is monotonic as it is a time variable. t
has no critical points. t0 is a regular value. St=t0 is
an embedded submanifold of co-dimension 1. St=t0 is a
hypersurface.
For the composite state we need to take a different ap-
proach. A distribution of material over states at equal
time ρc : St=t0 → R will depend on the choice of time
variable, therefore the complete state space will not be
useful as it will not be time invariant. What we are re-
ally interested in is the state evolution space of a classical
material, which we’ll indicate by C¯. To each state evo-
lution c¯ ∈ C¯ will correspond a distribution ρc¯ : S¯ → R
over all particle states at all times. This distribution will
be differentiable: it’s differentiable over all equal time
hypersurfaces and time evolution is differentiable. The
distribution, though, is not integrable over the complete
state space S¯. Such integration will operate over time as
well, giving the amount of material multiplied by time. If
time is taken to be infinite the value is not finite. The dis-
tribution, instead, must be integrable over all equal time
hypersurfaces: no matter what time variable we choose,
the amount of material found at a particular time has to
be finite.
Proposition VI.2. The state evolution space C¯ for a
classical material is isomorphic to the space of differen-
tiable functions that are Lebesgue integrable on any equal
time hypersurface. That is C¯ ∼= C1(S¯) ∩ L1t (S¯, µ) where
L1t (S¯, µ) = {ρ : S¯ → R |
∫
St=t0
|ρ|dµ <∞ ∀ t, t0}.
Justification. We claim C¯ ∼= G ⊆ C1(S¯)∩L1t (S¯, µ). Let
ρc¯ : S¯ → R be the distribution of material associated with
an evolution c¯ ∈ C¯. Let t : S¯ → R be a time variable.
The restriction of ρc¯ over an arbitrary level set St=t0 is
continuous and integrable by V.4. ρc¯ ∈ L1t (S¯, µ). Time
evolution is a diffeomorphism by V.7. ρc¯ is differentiable
along the time variable as well as the state variables.
ρc¯ ∈ C1(S¯).
We claim C¯ ∼= C1(S¯) ∩ L1t (S¯, µ). As in V.4, if two
distributions are different there exists an outcome that
can tell them apart, therefore they represent two distinct
physical evolutions.
Before proceeding, it’s useful to get a better intuition
for the geometry of these spaces. Note that the trans-
ported state variables are perfect to label the particle
state evolution s¯ ⊂ S¯: as they do not change during the
evolution we can take them to label not just the values at
a particular time, but the evolutions themselves. The dis-
tribution is transported deterministically and reversibly
over those lines, so the value of the distribution will be
constant along each particle state evolution s¯. To iden-
tify the full evolution, then, we just need to specify the
distribution only on a region that cuts across all particle
evolutions, i.e. a hypersurface at constant time.
VI.C. Relativistic cotangent bundle
We now want to extend the symplectic form so we
can count states and possibilities over the complete state
space S¯. The first thing to do is to complete our n-
dimensional Q, the manifold that defines our units, to
include the time variable t. This, again, highlights our
previous oversight: we didn’t include time within the
quantities needed to specify a physical configuration at a
particular time. We call M such a space which is a man-
ifold of dimension n + 1: state variables and the time
variable are independent (i.e. any combination of state
and time variables is valid).
As we said before, the time variable is not simply an-
other state variable: it doesn’t identify extra configu-
rations and it’s the variable on which we have defined
deterministic and reversible evolution. When changing
variables, we still need to make sure that deterministic
and reversible motion can be defined on the new time
variable. Transformations like tˆ = q, qˆ = t (exchanging
time with another state variable) or tˆ =
√
t2 + q2, qˆ =
tan−1(t/q) (polar coordinates between time and state
variable) clearly do not guarantee deterministic and re-
versible motion over the new time variable. To be mean-
ingful, the change of time variable must preserve time
ordering therefore the transformation has to be strictly
monotonic between the two time variables. On the other
hand, the change of state variables must preserve the
ability to uniquely identify states at each instant in time.
In this sense, time is not just like another state variable.24
As in the time independent case, we are interested
in invariant densities which are defined on co-vectors.
The co-vector kidq
i is completed with a time component
ω¯dt.25 As each state variable qi has a conjugate quan-
tity pi ≡ ~k, the time variable t will have a conjugate
quantity E ≡ ~ω¯. We call the combination of (t, E) the
temporal degree of freedom. As time is special, so is the
24 In relativity, for example, it is common to use foliations and the
3 + 1 formalism to recover the special character of time when
performing calculations or to gain better physical insight [29].
25 ω¯ is the classical analogue of the wave frequency. We use ω¯ to
distinguish from the symplectic form ω.
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temporal degree of freedom, which is treated differently
when defining a distribution ρc and therefore by the mea-
sure µ and the symplectic form ω.
Most of all, the temporal degree of freedom is not an in-
dependent degree of freedom because E cannot be an in-
dependent variable. It cannot add any configurations, as
those are defined by T ∗Q only, and cannot add any time
instants, as those are defined by t alone. Therefore there
must exist a constraint such that, locally, E = E(t, qi, pi).
The complete state space S¯ is a hypersurface of T ∗M.
As the temporal degree of freedom (t, E) is not in-
dependent of the other d.o.f. (qi, pi); it is not orthogo-
nal to them in T ∗M. States are defined on the plane
where (q, p) (maximally) change. This is not the plane of
constant (t, E) (they are not orthogonal) where the area
given by dq ∧ dp is defined. It is the plane perpendicu-
lar to constant (q, p). And the plane of constant (q, p) is
where the area given by dt ∧ dE is defined. That is: the
plane where we can properly count states and define our
symplectic form ω is perpendicular to dt∧dE. Intuitively,
states are defined independently of time, therefore they
are defined on a surface perpendicular to the temporal
d.o.f.
We have a right triangle-like relationship between the
plane where ω is defined and its projections on the planes
defined by each d.o.f., similar to the multiple d.o.f.:
multiple d.o.f. dq1 ∧ dp1 + dq2 ∧ dp2 = ω
temporal d.o.f. dt ∧ dE + ω = dq ∧ dp
But in the previous case, the right angle was between
the two independent d.o.f. In this case, the right angle is
between ω and the plane of constant (q, p) where dt∧dE
is defined. We rewrite it as dq ∧ dp − dt ∧ dE = ω.
This corresponds to the Minkowski product across d.o.f.
and the vector product within. In terms of unified state
variables ξa ≡ {t, qi, E, pi} we have:
ωab =
[
0 1
−1 0
]
⊗
[ −1 0
0 In
]
=


0 0 −1 0
0 0 0 In
1 0 0 0
0 −In 0 0


The symplectic form ω is still the canonical two-form
expressed with the mathematically non-canonical, but
physically meaningful, variable E. This allows us to bet-
ter understand its physical meaning. ω allows us to count
the possibilities within a degree of freedom, adjusting it
on T ∗M to avoid the counting problems introduced by
time variable changes.
The symplectic form ω also allows us to distinguish
temporal from standard d.o.f. Given a two-dimensional
surface U ⊂ T ∗M, how can we tell if it should be charted
by a (t, E) or whether we can define a distribution on
it? Consider
∫
U
ω. The result will be positive if the
integration is over a standard degree of freedom, and it
will be negative if the integration is over the temporal
ω
dq
∧ d
p
dt ∧ dE
ω
dqˆ
∧ d
pˆ
dtˆ ∧ dEˆ
FIG. 3. The symplectic form ω and its components along
temporal and standard degrees of freedom. The two d.o.f.
are not independent and therefore not orthogonal. The tem-
poral d.o.f. is orthogonal to the symplectic form as states are
defined (and counted) independently of time. Compare with
FIG. 2. Note: this is a 2D conceptualization of 4D space.
degree of freedom. If the contribution in every subregion
of U is positive, then the whole U is always oriented along
a standard degree of freedom.
The invariance of ω also prevents mixing between stan-
dard and temporal d.o.f. The Euclidean signature across
standard d.o.f. allows us to move ranges of possibilities
from one d.o.f. to the other while conserving the to-
tal: the generators of rotation are in fact divergence free.
The Minkowski signature, instead, only allows hyperbolic
rotation (i.e. Lorentz boosts) across standard and tem-
poral d.o.f., whose generators are curl free. Therefore,
as required, we cannot transform a distribution over a
standard d.o.f. into a distribution over a temporal one.
We can capture the above discussion by stating that
the complete state space S¯ is a hypersurface of the sym-
plectic manifold (T ∗M, ω), where ω ≡∑ dqi ∧ dpi− dt∧
dE. And if we set qα = (t, qi) and pα = (−E, pi), we
can write ω ≡ ∑ dqα ∧ dpα. This is the manifold that
allows us to define time-and-state-variable-invariant den-
sities. The symplectic form ω allows us to measure the
count of possibilities as in the time independent case.
Proposition VI.3. The complete state space S¯ for the
particles of a classical material is a hypersurface of the
symplectic manifold formed by a cotangent bundle T ∗M
equipped with the canonical two-form ω =
∑
dqi ∧dpi−
dt ∧ dE =∑ dqα ∧ dpα.
Justification. We claim the space of physical objects
that allows time-and-state-variable-invariant densities is
a symplectic manifold (T ∗M, ω) where ω =
∑
dqi∧dpi−
dt ∧ dE. Let M be the manifold that defines the unit
system including time. Locally M ∼= Q × R as time and
state variables are independent quantities. As in V.5,
invariant densities are defined on the symplectic manifold
(T ∗M, ω). Let ω¯ be the co-vector component associated
with t. Let E ≡ ~ω¯. Let ω be the symplectic form. The
components of ω across different d.o.f. must be zero as
they are not invariant under change of units. ω =
∑
dqi∧
dpi ± dt ∧ dE. The + case is excluded as the temporal
degree is not an independent d.o.f.: ω =
∑
dqi ∧ dpi −
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dt ∧ dE.
We claim S¯ is a hypersurface of (T ∗M, ω). S¯ ⊆
(T ∗M, ω) as states are physical objects that allow time-
and-state-variable-invariant densities. Consider the map
f : T ∗M → S¯ | (qi, pi, t, E) 7→ (qi, pi, t). f is an open
map. The topology of S¯ is the subspace topology. Let
ρ : T ∗M → R be an invariant density. ρ is differentiable
by V.4. Its restriction on S¯ is also an invariant distri-
bution and therefore differentiable. The inclusion map
S¯ →֒ T ∗M is a smooth embedding. S¯ is an embedded
submanifold of co-dimension 1. S¯ is a hypersurface.
VI.D. Relativistic Hamiltonian mechanics
As we are using time as a variable to label states, we
will use a different quantity as the parameter for the
evolution. The trajectory of a particle in the extended
phase space will be given by the evolved variables ξa(s) in
terms of a parameter s. As before, deterministic and re-
versible evolution will preserve ω, as the possibility count
on each independent d.o.f. will be conserved. Mathe-
matically, deterministic and reversible evolution is a self-
symplectomorphism.
Proposition VI.4. A time-dependent deterministic and
reversible evolution map for the particles of a classical
material is a self-symplectomorphism on T ∗M. That is:
T∆s : T
∗M → T ∗M such that T∗∆sω = ω where T∗∆s is
the pullback of T∆s.
Justification. We claim T∆s is a self-homeomorphism
on T ∗M. The complete state space for particles of a
classical material is S¯ ⊂ T ∗M by VI.3. T∆s is a de-
terministic and reversible evolution map and by IV.3 is a
self-homeomorphism. We can extend the map over T ∗M.
We claim T∆s is a symplectomorphism on (T
∗M, ω).
The distribution on final states must be defined. The
Jacobian for T∆s exists and is non-zero. T∆s is a diffeo-
morphism. A deterministic and reversible process con-
serves the number of states and possibilities. ω is the
two-form that returns the count of possibilities. ω is in-
variant under deterministic and reversible evolution. T∆s
is a symplectomorphism by definition.
If we assume continuous time evolution we have the
following:
Proposition VI.5. A continuous time-dependent de-
terministic and reversible process for the particles of a
classical material admits an invariant Hamiltonian H :
T ∗M → R that allows us to write the laws of evolution
as
dst = −∂EH
dsE = ∂tH
dsq
i = ∂piH
dspi = −∂qiH
Justification. We claim the vector field S ∈ T (T ∗M)
for the infinitesimal displacement Sa = dsξ
a admits
a potential H such that Saωab = ∂bH. The map
for infinitesimal evolution Tds is an infinitesimal self-
symplectomorphism by VI.4. By A.3 the infinitesimal
displacement S admits a potential H such that Saωab =
∂bH
We claim the state variables evolve according to the
extended Hamilton equations. Saωab = dsξ
aωab = ∂bH.
For a = 0 we have dst (−1) = ∂EH. For a = {1, ..., n}
we have dsq
i (+1) = ∂piH. For a = n + 1 we have
dsE (+1) = ∂tH. For a = {n + 2, ..., 2n + 1} we have
dspi (−1) = ∂qiH.
We recognize the equations as those for Hamiltonian
mechanics on the extended phase space [30–32].
The trajectory in time t(s) is of particular importance.
Since the evolution is deterministic and reversible, for
each value of s we need to have one and only one value of
t. Therefore t(s) is invertible, strictly monotonic and dst
along a trajectory cannot change sign. This means there
are two classes of states: the ones where the parametriza-
tion s is aligned with time t, which we call standard
states, and the ones where the parametrization s is anti-
aligned with time t, which we call anti-states. Let us
call λ : T ∗M → R the function λ(ξa) 7→ dst|ξa that re-
turns the change of t along s. λ > 0 for all standard
states while λ < 0 for all anti-states. Note that since the
parametrization is conventional and can be changed to
s′ = −s, what we call standard and anti-states is also
conventional. What is physical and not conventional,
though, is that standard and anti-states cannot be con-
nected by deterministic and reversible evolution.26
Proposition VI.6. Let T∆s : T
∗M → T ∗M be the time
dependent deterministic and reversible evolution map for
the particles of a classical material. The map partitions
the extended state space into standard states, those con-
nected by a trajectory where dst > 0, and anti-states,
those connected by a trajectory where dst < 0.
Justification. We claim t(s) is strictly monotonic. The
motion is deterministic and reversible. At each value
of t there must be only one possible state: if there is
more than one state the motion is non-deterministic (one
state is not enough to identify more than one state), if
there is no state the motion is non-reversible (no state
cannot identify a state). t(s) is invertible. t(s) is strictly
monotonic.
We claim dst partitions the space. Let s1, s2 ∈ T ∗M
be two physical states connected by deterministic and
reversible evolution. sign(dst(s1)) = sign(dst(s2)). Let
U ≡ {s ∈ T ∗M | dst(s) > 0} and V ≡ {s ∈
T ∗M | dst(s) < 0}. U ∩ V = ∅. Let γ : [s0, s1] → T ∗M
26 This represents the classical analogue for quantum anti-particle
states.
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the trajectory given by deterministic and reversible evo-
lution, where [s0, s1] is the range of the parametrization.
Either γ([s0, s1]) ⊆ U or γ([s0, s1]) ⊆ V .
With the invariant Hamiltonian we are able to write
the equations of motion for any choice of time and state
variables. For example: dtq
i = dts dsq
i = dsq
i/dst =
−∂piH/∂EH. These equations must be the same as the
ones given by a standard Hamiltonian in those coordi-
nates. That is: dtq
i = ∂piH = −∂piH/∂EH. The partial
derivatives of H and H are related, and therefore the
functions themselves are related. Working through the
math, we find that the most general relationship is of the
form: H = λ(t, qi, E, pi) (H(t, q
i, pi) − E − h(t)) where
λ = dst, h(t) is an arbitrary function and, most impor-
tantly, E = H(t, qi, pi) + h(t).
The arbitrary function h(t) has no physical conse-
quence: it is just a constant added to the Hamilto-
nian. We can either set it to zero or simply redefine
the Hamiltonian to include it. Therefore we are left with
E = H(t, qi, pi). In other words: E is the value of the
Hamiltonian, the energy of the system. We have found
the constraint that identifies the hypersuface of T ∗M in-
troduced in VI.3.
Note that H = 0 for all states s ∈ S¯ ⊂ T ∗M, since
H = λ(H − E) and E = H . For all states we also have
λ 6= 0. Therefore H = 0 only because E = H . We can
extend H on all of T ∗M such that H 6= 0 outside of the
complete state space S¯. This way we can directly use the
constraint H = 0 to identify S¯ as a subspace of T ∗M.
This way H gives both the constraint H = 0 to iden-
tify states and the map dsξ
a = ωab∂bH to identify their
evolution.
Proposition VI.7. The form of the invariant Hamilto-
nian is given byH = λ(t, qi, E, pi) (H(t, q
i, pi)−E) where
H(t, qi, pi) is the standard Hamiltonian at each instant
t, the conjugate time variable E = H(t, qi, pi) represents
the value of the Hamiltonian, and λ : S¯ → R where
λ(ξa) = dst. S¯ is the level set for H = 0.
Justification. We claim the form of the extended
Hamiltonian is H = λ(t, E, qi, pi) (H(t, q
i, pi) − E). Let
H be the invariant Hamiltonian and H be the Hamil-
tonian for a particular choice of time and state vari-
ables. We have dsq
i = ∂piH = dst dtq
i = −λ∂piH where
λ : T ∗M → R such that λ ≡ dst. dspi = −∂qiH =
dst dtpi = λ∂qiH . As λ 6= 0 for all physical states, we
can setH = λ(t, qi, E, pi) (H(t, q
i, pi)−E+h(t, qi, E, pi))
without loss of generality. We have ∂qiλ (H − E + h) +
λ (∂qiH + ∂qih) = λ∂qiH . This holds for all choices of
t. In particular for t = s, λ (∂qiH + ∂qih) = λ∂qiH .
∂qih = 0. h is not a function of q
i. Repeat the same
procedure for pi. h is not a function of pi. λ = dst =
−∂EH = −∂Eλ(H − E + h) − λ (−1 + ∂Eh). In partic-
ular for t = s, λ = −λ(−1 + ∂Eh). ∂Eh = 0. h is not a
function of E. h is only a function of t. We can redefine
H = H +h as the result is still a function of qi, pi, t with
the same equations of motion. H = λ(H − E).
We claim E = H(t, qi, pi) for physical states. λ =
dst = −∂EH = −∂Eλ(H − E)− λ(−1) regardless of the
choice of t and therefore for all λ. H − E = 0.
We claim S¯ is the level set forH = 0. H = λ(H−E) =
0 over S¯. We can extend H over T ∗M such that H 6= 0
over T ∗M \ S¯. S¯ is the level set for H = 0.
As an example, the Hamiltonian and invariant Hamil-
tonian for a relativistic free particle are:
H = c
√
m2c2 + pipi
H =
1
2m
(pipi − (E/c)2 +m2c2)
=
1
2mc2
(c
√
m2c2 + pipi + E)
(c
√
m2c2 + pipi − E)
λ =
1
2mc2
(c
√
m2c2 + pipi + E)
(VI.8)
Therefore we can see that the invariant Hamiltonian has
the form H = λ(H −E). In the next section we’ll derive
the above expression and look more closely at the case of
particles under potential forces.
Now that we have characterized the motion of the par-
ticles, we should also characterize the evolution of com-
posite states.
Suppose we have a distribution of material ρc¯(s) as-
sociated with an evolution c¯. Its support, the region
where the density is non-zero, is within S¯. Therefore
Hρc¯(s) = 0 since H = 0 in S¯ where ρc¯(s) 6= 0. As the
density is transported over each trajectory, its value does
not change over s. Therefore we have dsρc¯ = dsξ
a∂aρc¯ =
ωab∂bH∂aρc¯ = {ρc¯,H} = 0 where {f, g} = ∂afωab∂bg is
the Poisson bracket.
Proposition VI.9. Let ρc¯ be the distribution of ma-
terial associated with the evolution c¯. Hρc¯ = 0 and
dsρc¯ = {ρc¯,H} = 0.
Justification. We claim Hρc¯ = 0 ∀c¯ ∈ C¯. Let
ρc¯ : T
∗M → R be the distribution associated with an
evolution c¯. supp(ρc¯) ⊆ S¯ as the distribution is defined
on the complete state space of the particles. supp(H) =
T ∗M \ S¯ by VI.7. supp(Hρc) = supp(H)∩supp(ρc) = ∅.
We claim dsρc¯ = {ρc¯,H} = 0. dsρc¯ = ∂aρc¯dsξa =
∂aρc¯ω
ab∂bH = {ρc¯,H}. Let γ : R → T ∗M be
a parametrization for a particle evolution s¯. Then
ρc¯(λ(s)) = ρc¯(λ(s+∆s)) as the material does not change
over the particle evolution. dsρc¯ = 0.
As we have derived relativistic motion in an unusual
way, a few comments are in order.
As mentioned at the beginning of the section, no new
assumption was required. Relativistic Hamiltonian me-
chanics is simply the correct way of handling time de-
pendent motion. As such, there was no mention of the
speed of light c, M being a pseudo-Riemannian manifold
or its metric g. These will be introduced in the next
section with the kinematic equivalence assumption. In
light of this, it is probably better to consider relativistic
mechanics as a feature of the geometry of the complete
state space more than the geometry of space-time. Also
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note that this feature arises from the use of the standard
topology on Rn and the need for invariant densities. It
would not have arisen with the use of a discrete topology.
We have also seen that anti-particle states, generally
associated with quantum field theory, are actually a fea-
ture of relativistic Hamiltonian mechanics. This is usu-
ally missed because in classical mechanics only the stan-
dard Hamiltonian is typically used. Note how the invari-
ant Hamiltonian in VI.8 is quadratic in E, which can have
both positive and negative solutions given the constraint
H = 0.
Another important feature is that this formulation of
relativistic Hamiltonian mechanics is formally very close
to the quantum case. Note how Hρ = 0 and H |ψ〉 =
0 are formally equivalent. If we apply to the invariant
Hamiltonian in VI.8 the usual formal classical/quantum
substitution, we have the Klein-Gordon equation using
space-like convention rescaled by a factor of 2m. As we’ll
see later, to this parallel in the mathematical formalism
corresponds a parallel in the physical description.
As a final thought, we note how the physics maps less
elegantly to the math in the time dependent case. The
function space for C¯ is not simply the Lebesgue integrable
differentiable functions, but those that are integrable on
particular hypersurfaces. The complete state space S¯ is
a hypersurface of T ∗M. The invariant Hamiltonian is
needed to identify that subspace. This may be a hint
that a better formulation is lurking, one where we con-
sider the particle evolutions s¯ as the primary objects and
label those (instead of the states). The distribution of
material would simply be a distribution over the particle
evolutions, a Lebesgue integrable differentiable function.
Yet, the need to be able to describe the evolution in terms
of physically meaningful state variables will most likely
reimpose the extra structure.
VII. KINEMATICS AND MINIMAL
MATERIALS
We will now focus our attention on the simplest pos-
sible classical material: one that is fully described by
its motion in space, i.e. the internal dynamics can be
ignored. What we’ll find is that the dynamics of its
infinitesimal parts follows classical Lagrangian mechan-
ics. Furthermore, the Hamiltonian of the system is con-
strained to the one of a free particle under scalar and
vector potential forces.
VII.A. Kinematic equivalence
The link between kinematics, the study of motion
through quantities like velocity and acceleration, and dy-
namics, the study of state evolution and its causes, is cru-
cial in physics. In Newtonian physics, ~F = m~a provides
such a link. In Hamiltonian (and Lagrangian) mechanics,
the link is implicitly given by the choice of the Hamilto-
nian (or Lagrangian).
Our aim is to make that link more conceptually crisp
and explicit with the following assumption:
Assumption III (Kinematic equivalence). For the sys-
tem under investigation, studying its kinematics (i.e. tra-
jectories in space) is equivalent to studying its dynamics
(i.e. states and their evolution).
Rationale. The idea is that the system internal dynam-
ics has no effect on the overall motion and therefore can
be disregarded. Consider the motion of our cannonball
under gravitational and inertial forces: its temperature or
precise chemical composition does not affect the overall
trajectory. We can assume kinematic equivalence. Sup-
pose we now add magnetic forces to our consideration.
The magnetization of the cannonball may now affect the
motion and therefore we cannot always reconstruct the
full state by simply looking at the trajectory. We cannot
assume kinematic equivalence.
Kinematic equivalence can’t therefore be assumed for
all systems. Yet, the assumption is fundamental because
the particles of any material, during their evolution, will
at least describe a trajectory in space and what we learn
about the link between kinematic and dynamical quan-
tities applies to all materials, even the ones where the
kinematic assumption does not hold.
The first natural question to ask is: why does state
evolution of a particle of a classical material always de-
scribe a trajectory in space? It’s because spatial extent
is the one way in which all materials can be decomposed.
As we divide materials into smaller pieces, physical loca-
tion is one state variable we can assign to the particles
of all materials. If we assume kinematic equivalence, the
kinematic variables will be enough to identify a particle
state. In such a case, we will call the material minimal
to highlight the idea that the state is described by the
smallest possible number of d.o.f.
When the system is not minimal, the state of the par-
ticles will be described by some additional independent
state variables. The overall dynamics will be the spa-
tial d.o.f. coupled with the internal d.o.f. Therefore by
studying a minimal material, we are also studying a com-
ponent of the dynamics that is present in all materials.
In other words: any material is an extension of a minimal
material.
It should also be noted that, once we reduce particles
to be infinitesimal at a point, the rest of the description
must be a local object invariant under coordinate trans-
formations. This means that the remaining internal state
must be identified by scalar, vector or tensor quantities.
This may be used in the future to justify the extension
of this work to field theories.
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VII.B. Space-time manifold and Lagrangian
mechanics
As we need to describe trajectories, we introduce M
as the n + 1 dimensional manifold that defines physi-
cal space and time. A point in M will be identified by
xα = (t, xi), its time and space coordinates. A trajectory
will be given by a set of functions xα(s) where s is an ar-
bitrary parametrization of the curve. What we need to
understand is the link between the complete state space
of the particles of a classical material and the space of all
the possible trajectories under the kinematic assumption.
We first note that the system of units for the trajecto-
ries is fully defined byM. Any trajectory can be specified
once a set of coordinates xα is chosen. Under the kine-
matic assumption, these units must also be sufficient to
describe the dynamics. Therefore M has conceptually
two roles: it is the space where the motion unfolds and
it is the space on which we define the system of units for
our states. This already tells us that the state space for
the particles of the material is a hypersurface of T ∗M.
Under kinematic equivalence, given a trajectory we
must identify a state and vice-versa. There must be a
homeomorphism between the complete state space and
the space of possible trajectories. We already know what
the complete state space is. We just need to find a way
to label the trajectories so that we can express the cor-
respondence.
Because of the double role of M, we can set half of our
state variables to be equal to the space-time variables:
qα = (t, qi) = xα. This already tells us that the tra-
jectory is differentiable since qα(s) is differentiable. The
four-velocity uα = dsx
α is therefore well defined and it
can be used to identify trajectories. The magnitude of
the four-velocity can be rescaled by changing the evolu-
tion parameter, uα = dsx
α = dssˆ dsˆx
α = dssˆ uˆ
α, and
is therefore not physical. Only the direction is physical
so the four-velocity gives us another n independent vari-
ables to identify trajectories. The combined position and
velocity, the kinematic variables, identify 2n + 1 trajec-
tories using a hypersurface of the tangent bundle TM.
This is exactly the dimensionality of the complete state
space S¯ ⊂ T ∗M. We cannot add more curves, as a home-
omorphism preserves dimensionality, therefore we identi-
fied the suitable space for the trajectories of particles of
a classical material under kinematic equivalence.
Being able to identify particles through either state or
kinematic variables is not enough: we also need to be able
to express a composite state as the distribution of parti-
cle states over position and velocity. As such, the differ-
entiable distribution over state variables must become a
differentiable distribution over kinematic variables. This
tells us the transformation is differentiable.
Mathematically, the state space S¯ ⊂ T ∗M is diffeo-
morphic to a hypersurface of the tangent bundle TM of
the space-time manifold.
Proposition VII.1. Let M be the n + 1 dimensional
space-time manifold over which trajectories are defined.
The complete state space S¯ ⊂ T ∗M for the particles of
a minimal classical material is diffeomorphic to a hyper-
surface of the tangent bundle TM.
Justification. We claim the complete state space is a
hypersurface of the cotangent bundle of the space-time
manifold, S¯ ⊂ T ∗M. Let s¯ ∈ S¯ be the evolution of a par-
ticle for a minimal classical material. Let f(s¯) 7→ xα(s)
be the function that returns the space-time trajectory
associated with the evolution. f is injective as the mate-
rial is minimal. s¯ can be identified by a trajectory xα(s)
which can be fully described by coordinates defined on
M. Let s ∈ S¯ be the particle state for a minimal classical
material. Let f(s¯, t) 7→ s the function that returns the
state at a particular time t along an evolution s¯. Such
function is a bijection as the evolution is deterministic
and reversible. s can be identified by an evolution s¯ and
an instant t, both fully described by coordinates defined
on M. M defines the unit system. S¯ ⊂ T ∗M by VI.3.
We claim there exists a homeomorphism between S¯ ⊂
T ∗M and a hypersurface of TM. Let s ∈ S¯ be the par-
ticle state for a minimal classical material. Let xα(s) be
the evolution associated with that state. Let t(s) be the
instant of time at which s is defined. qα(s) ≡ xα(s(t(s)))
are state variables as they are real function of the state.
qα is differentiable therefore dsx
α exists. Suppose dsx
α is
not part of the state. Then dsx
α = dsq
α must be deter-
mined by the law of evolution. xα(s) is determined by the
law of evolution therefore qα are the only state variables
needed from the trajectory. As the material is minimal,
qα determines the full state s. This is a contradiction: s is
not identified by just qα. Therefore uα = dsx
α is part of
the state. pα = pα(x
α, uα). The map (xα, uα) 7→ (qα, pα)
is continuous by IV.4 and is bijective as the material is
minimal. It is a homemorphism between T ∗M and TM.
S¯ is a hypersurface of T ∗M therefore its image is a hy-
persurface of TM.
We claim (xα, uα) 7→ (qα, pα) is a diffeomorphism.
Let c¯ be the evolution of a minimal classical material.
Let ρc¯ : S¯ → R be the distribution associated with
c¯. ρc¯(s(x
α, uα)) as the material is minimal. ρc¯(x
α, uα)
is differentiable by the same logic expressed in V.4.
(xα, uα) 7→ (qα, pα) is a diffeomorphism as it is a home-
omorphism that maps a differentiable function to a dif-
ferentiable function.
This relationship allows us to write the kinematic vari-
ables in terms of the state variables. In particular we
have uα = uα(qα, pα). As the relationship is invertible,
these functions must be monotonic in pα. Since ∂pαH =
dsq
α = uα, H is convex in pα. Under such conditions
we can define a Legendre transformation L = uαpα−H.
Such transformation is the Lagrangian of the system and
the motion is given by the Euler-Lagrange equation. For
the time independent case, we define L = vipi−H where
vi = dtx
i.
Proposition VII.2. LetH be an invariant Hamiltonian
defined on T ∗M. Under the kinematic assumption, we
can define the Legendre transform L = uαpα −H which
26
we call the extended Lagrangian.
Justification. We claimH is convex in pα. By VII.1 we
can write the velocity uα = uα(qα, pα) as a differentiable
function of the state variables. At fixed qα, uα must
be invertible. The components uα are monotonic in pα.
∂pαH = dsq
α = uα. The derivatives of H in pα are
monotonic in pα. H is convex in pα.
We claim there exists an extended Lagrangian L =
uαpα − H. H is convex in pα. It admits a Legendre
transform. The extended Lagrangian L is such trans-
form.
Not only must we be able to express distributions in
terms of both state and kinematic variables, but integra-
tion has to carry over as well. To do that, we need to
be able to count trajectories in the same way we are
able to count states. Just as the symplectic form ω
gives us the count of possibilities for a d.o.f. in terms
of dqα and dpα, the ranges of the state variables, there
should be a bilinear form g that gives the the count of
possibilities in terms of dxα and duα, the ranges of the
kinematic variables. Under the kinematic assumption,
these counts must be consistent with each other. That
is: ω(dqα, dpα) ∝ g(dxα, duα).
Since both dxα and duα are four vector components,
g is a rank two tensor on M. To each direction in space-
time dxα is associated a direction in the tangent space
of velocities duα with which it forms a d.o.f. Across
d.o.f., that is α 6= β, we have ω(dqα, dpβ) = 0 =
ω(dqβ , dpα). Therefore if dx
α and duβ do not form
a d.o.f., g(dxα, duβ) = 0 = g(dxβ , duα): g is reflex-
ive. We also know that g cannot be alternating, that
is g(dxα, duα) 6= 0: a choice of units for xα is a choice of
units for uα and therefore they cannot belong to different
d.o.f. This means g is a symmetric non-degenerate ten-
sor. We recognize it as the metric tensor and therefore
M is a pseudo-Riemannian manifold.
Since g is symmetric, it can be diagonalized:
ω(dqα, dpβ) = dq
iωqipidpi + dtωtEdE ∝ g(dxα, duβ) =
dxigiidu
i+ dtg00du
0. As ωqipi > 0 we must have gii > 0.
As ωtE < 0 we must have g00 < 0. We can further
change the units along the spatial directions so that
gii = 1: if we use the same units for the spatial coor-
dinates, each direction will contribute the same number
of possibilities. Since time must use a different unit, we
set g00 = −c2 where c2 is the constant that allows one
to convert the possibility count over the temporal d.o.f.
into the possibility count of a spatial d.o.f. Therefore,
locally g(dxi, dxi) = (dxi)2 − c2dt2 is Minkowskian.
Proposition VII.3. The space-time manifold M is a
pseudo-Riemannian manifold (M, g). g has signature
(n, 1) and locally is g = (dxi)2 − c2dt2.
Justification. We claim (M, g) is a pseudo-Riemannian
manifold where g is a metric tensor induced by ω under
kinematic equivalence. Let (dxα, duα) be an infinitesi-
mal range of possibilities for the kinematic variables of
the particles of a minimal classical material. There ex-
ists a map g : TM × TM → R such that g(dxα, duα) ∝
ω(dqα, dpα). The map g is linear, since a linear com-
bination of infinitesimal ranges leads to the linear com-
bination of possibilities. g is a rank two tensor. Sup-
pose g(dxα, duβ) = 0. g(dxα, duβ) ∝ ω(dqα, dpβ) = 0 =
ω(dqβ , dpα) ∝ g(dxβ , duα) = 0. g is reflexive. Position
and velocity along the same direction use related units.
They cannot form independent d.o.f. g(dxα, duα) 6= 0. g
is not alternating. g is symmetric. g is a symmetric rank
two tensor. (M, g) is a pseudo-Riemannian manifold.
We claim g is locally Minkowskian. Let xα be a
choice of coordinate that diagonalizes g. xα exists as
g is symmetric. ω(dqα, dpβ) = dq
iωqipidpi + dtωtEdE ∝
g(dxα, duβ) ∝ dqigiidui + dtg00du0. dqα = dxα. We
require g(dxα, duβ) > 0 when the arguments are posi-
tive. Therefore gii > 0 and g00 < 0. g has signature
(n, 1). Choosing the same unit for all dxi and a tempo-
ral unit for dt we can choose coordinates such that locally
g = (dxi)2 − c2dt2. g is locally Minkowskian.
The metric tensor g and the constant c found here are
indeed the ones used in the context of special relativ-
ity. Yet, they have acquired a different meaning. g does
not measure space-time distances: it counts possibilities
of a d.o.f., like ω. Directions in space are orthogonal
not because the angle between them is 90◦, but because
they identify independent d.o.f. That is, the choice of
units along one direction is independent from the choice
of units along orthogonal directions. Space and time,
instead, are not independent d.o.f. and the geometry be-
tween them is different. In other words: g inherits its
signature from ω. The geometry of space-time is the ge-
ometry of the ranges for possible states.
This also allows us to give c a more insightful physical
meaning. It is not a velocity: the metric is defined at each
point without motion. It is the constant of proportional-
ity that maps a range of initial conditions from the time
variable t to the space variable xi. For example, once
the SI is adopted, 1km would correspond to a thousand
times more possible states than 1m, and, in the same
way, 1sec would correspond to 299, 792, 458 more possi-
ble states than 1m. Therefore when we write xα = (ct, xi)
or pα = (−E/c, pi) we are really expressing everything in
quantities that are proportional to the count of states and
possibilities. These coordinates make the bookkeeping of
number of states much easier which, as we saw, is the
only thing that Hamiltonian and Lagrangian mechanics
are doing.
This also allows us to understand heuristically why the
speed of deterministic and reversible motion cannot be
greater than c. Consider the trajectory of a point parti-
cle. Over an interval dt it will travel dx in space. Since
the motion is deterministic and reversible, and therefore
continuous, it will travel through all the states defined
in the interval dx. It will also travel through every mo-
ment in time, which corresponds to cdt possibilities. As it
moves, time will always change but not necessarily space.
The number of states traveled in space cannot exceed the
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number of states traveled in time. Therefore we have:
|nx(dx)|
|nt(dt)| =
|dx|
|cdt| ≤ 1
|dx|
|dt| ≤ c
Note, though, that this constraint applies only to deter-
ministic and reversible motion. It was under that premise
that we were able to show that the trajectories are contin-
uous, that we could define ω and therefore g. Non-local
quantum effects, such as the ones featured in EPR [34]
experiments, are not examples of deterministic and re-
versible evolution. Therefore they do not have anything
to violate: the maximum speed does not apply to their
“motion.”27 On the other hand, only deterministic and
reversible motion can carry information and can establish
before/after relationships, therefore everything remains
consistent.
VII.C. Massive particles under scalar and vector
potential forces
The link between ω and g allows us to constrain the
possible diffeomorphisms between state variables and
kinematic variables. If we express the possibilities in
terms of both state variables and kinematic variables we
have: dqα ∧dpα ∝ dxαduα. Since pα = pα(x, u), we have
dpα = mduα, where m is the constant of proportional-
ity. We recognize m as the inertial mass. Integrating the
expression, we have pα = muα + Aα(x) where Aα(x) is
an arbitrary vector field.28 This is the most general link
between velocity and conjugate momentum, which is the
sum of kinetic momentum and a scalar potential.
This constrains the form of the extended Hamiltonian.
1
m
gαβ(pβ − Aβ) = uα = dsxα = dsqα = ∂pαH. Inte-
grating we have H = 12m (pα − Aα)gαβ(pβ − Aβ) + V (x)
where V (x) is an arbitrary function. We can further con-
strain the Hamiltonian by choosing the natural parame-
terization for s (also called unit speed [8] or arc length
parametrization) for which the modulus of the velocity is
constant. We have uαuα = −c2 = 1m2 (pα−Aα)(pα−Aα).
H = 12m ((p
α−Aα)(pα−Aα)+m2c2). Applying the same
procedure in the time independent case yields the Hamil-
tonian H = 12m (p
i −Ai)(pi −Ai) + V .
We recognize the Hamiltonian for massive particles un-
der scalar and vector potential forces.
27 The very notion of velocity becomes ill defined in such cases
precisely because we do not have a unique well-defined evolution.
28 Note that Aα(x) corresponds to the product the vector potential
and the charge. This simplifies the notation and avoids having
to find a symbol for the charge itself.
Proposition VII.4. The extended Hamiltonian for the
particles of a classical material under the kinematic as-
sumption is H = 12m ((pα −Aα)gαβ(pβ −Aβ) +m2c2).
Justification. We claim the conjugate momentum ex-
pressed as a function of the kinematic variables is pα =
muα+Aα(x) where Aα ∈ X(M) is a differentiable vector
field. ω(dqα, dpβ) = dq
α ∧ dpα ∝ g(dxα, duβ) = dxαduα.
Let m be the proportionality constant. dqα ∧ dpα =
dxα ∧ ∂uβpαduβ = mdxαduα. ∂uβpα = mδβα. After in-
tegration pα = muα + Aα(x) where Aα is an arbitrary
vector field.
We claim the Hamiltonian is H = 12m ((pα −
Aα)g
αβ(pβ − Aβ) + m2c2). 1mgαβ(pβ − Aβ) = uα =
dsx
α = dsq
α = ∂pαH. After integration H =
1
2m (pα −
Aα)g
αβ(pβ − Aβ) + V (x) where V is an arbitrary func-
tion. Let s be the natural parametrization such that
uαuα = −c2. V = 12mc2 as H = 0 by VI.7. H =
1
2m ((pα −Aα)gαβ(pβ −Aβ) +m2c2).
The above discussion gives the inertial mass m a new
physical meaning: it is the conversion constant that tells
us how to convert a range of velocity to a range of con-
jugate momentum with the same number of possibilities.
In other words: the more massive the particles, the more
states per unit velocity. Intuitively, a more massive body
is harder to accelerate because it has to go through more
states for the same change in velocity. Also note that
the Hamiltonian excludes massless particles because the
kinematic assumption does that implicitly. A massless
particle always has the same velocity, c, therefore the
trajectory is not enough to tell us the dynamics. The
motion of the photon is not enough to tell us its energy or
its momentum. Therefore it makes sense that, by assum-
ing kinematic equivalence we derived an equation valid
only for massive particles.
We have seen that the inertial mass m, the invariant
speed c and the reduced Planck constant ~ all serve sim-
ilar purposes: convert one quantity to another preserv-
ing the number of possibilities. dp = ~dk converts be-
tween ranges of wave number and conjugate momentum.
dx = cdt converts between ranges of time and space.
dp = mdu converts between ranges of velocity and con-
jugate momentum. They allow us to keep proper book-
keeping when mapping sets of states. Using natural units
means measuring all these quantities through the possi-
bility count. There is a difference among them, though:
while c and ~ are simply determined by the unit system,
m also depends on the type of material. That is, different
homogeneous materials can have different inertial mass.
The reason is that the choice of units for xα already de-
termines the others (xα → uα and xα → qα → kα → pα)
therefore the link between units of uα and pα is not a new
unit conversion. In other words: m is not just another
arbitrary constant set by the choice of units.
Another important thing to note is that the relation-
ship between conjugate momentum and velocity, pα =
muα + Aα(x), includes an arbitrary function. As it is
arbitrary, we cannot give p a well defined physical mean-
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ing in terms of the space-time trajectory. Suppose, in
fact, we changed A and p while leaving u unchanged, the
physical description in terms of trajectories remains the
same.
We should also ask whether any choice of A actually
represents a different case leading to different trajecto-
ries. The simplest and more insightful way to study this
problem is to use the kinematic quantities xα and muα
as state variables. They are not going to be conjugates
of each other but they do capture the entire physical
description. Any change in A that does not affect the
relationship between xα and muα does not change the
physics. Expressing the Hamiltonian and the Poisson
brackets in terms of the kinematic variables we have:
H =
1
2
muαu
α +
1
2
mc2
{xα, xβ} = 0
{xα,muβ} = δαβ
{muα,muβ} = {pα,−Aβ}+ {−Aα, pβ}
= ∂αAβ − ∂βAα = Fαβ
Note how the constraint H = 0 simply sets the rest ki-
netic energy. Note how the Poisson bracket between ki-
netic momentum is the force tensor. The weaker the
force, the more (xi,mui) become independent d.o.f. The
force tensor, then, tells how much (xi,mui) fail to be
independent d.o.f. With these expressions, the Poisson
bracket between any function of position and kinetic mo-
mentum can now be calculated. For example:
dsx
α = {xα,H} = uα
ds(mu
α) = {muα,H} = Fαβuβ
where we recognize the covariant form of the Lorentz
force.
Any change of A that leaves Fαβ unchanged does not
affect the evolution of any function of position and veloc-
ity. Such transformation is what we call a gauge trans-
formation. Note the same group of transformations is
found by fixing A and changing p such that the laws of
motion don’t change. In other words: A and p are de-
fined relatively to each other. A defines the 0 for p and
vice-versa. The gauge group expresses the arbitrariness
of such a definition.
The extended Hamiltonian we found is quadratic in en-
ergy, therefore negative energy states are possible. These
correspond to the particle anti-states mentioned in VI.6.
As we fixed the natural parametrization, uαuα = −c2,
there are two cases: the parametrization is aligned with
time, therefore s = τ where τ is proper time, or the
parametrization is anti-aligned with time, therefore s =
−τ . The trajectory velocity uα = ±dτxα is plus or mi-
nus the physical velocity depending on whether it’s a
standard particle state or an anti-state. Expanding the
equation for the force, we have:
±dτ (±mdτxα) = md2τxα = ±Fαβ dτxβ
Therefore the force acts on anti-particle states in the op-
posite way: they act as if they have opposite charge.
Note that nothing physical is actually going backwards
in time, just the parametrization.
In this setting, charge conjugation C is simply chang-
ing the parametrization from s to −s. This will permute
particle standard and anti-states as they follow the tra-
jectories in the opposite direction. But if we apply parity
P and time reversal T , changing xα to −xα, we would
have the same net effect: the parametrization stays the
same, but it now moves backwards in space and time.
As they have the same net effect, if we apply all three
we go back where we started. This gives us a very intu-
itive classical particle mechanics analogue for the CPT
theorem [15, 33].
Again we want to stress just how the math takes a very
simple and physically meaningful form when studying the
motion in phase space using position and kinematic mo-
mentum. It is most expressive because, by using the
kinematic variables of a deterministic and reversible mo-
tion of an infinitesimal amount of material, it makes use
of all the assumptions about the system we are studying.
To sum up, the kinematic assumption has more in-
herent consequences than one would expect at first. It
means the particles are identified by position and veloc-
ity and therefore the system of equations is second order.
It links the space of initial conditions on TM with the
space of states on T ∗M. Such a link allows phase space
symplectic form ω to induce the space-time metric ten-
sor g. It allows us to define Lagrangians. It constrains
the motion to massive particles under scalar and vector
potential forces. Moreover, it allowed us to reunderstand
basic concepts, like the invariant speed c, the inertial
mass m and the force tensor Fαβ in terms of state count-
ing and d.o.f. independence. Finally, it allowed us to
construct classical equivalents for anti-particles and the
CPT theorem.
We now have all the building blocks of classical me-
chanics, the consequences of three seemingly simple as-
sumptions. We have more insight into why these blocks
fit together the way they do. But we have also placed our-
selves in a very good position to move forward to quan-
tum systems by using the new physical insights we have
gained.
VIII. PRELUDE TO QUANTUM
In section V we made the key assumption of infinites-
imal reducibility which led to classical Hamiltonian me-
chanics. We are now going back to that point, that is we
set aside the kinematic assumption and time dependent
evolution, and take a different path. But before intro-
ducing assumption IV and deriving quantum mechanics
as its consequence, we first give a semi-classical account
of the conceptual picture that emerges. This allows us
to build the intuition more gradually and to show that
classical and quantum mechanics are not as different as
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one may first imagine.
We will see that, as a first approximation, quantum
particles are more suitably described by classical com-
posite states (i.e. distributions in phase space) like any
other object made of a finite amount of material. We’ll
also see that classical distributions already possess quali-
tative properties that are typically associated with quan-
tum systems, including a classical analogue of the uncer-
tainty principle.
VIII.A. The case against point particles
As we defined them in previous sections, classical par-
ticles are the infinitesimal limit of subsequent subdivi-
sions and therefore should not be understood as point-
like objects of finite mass. It was their being infinitesimal
and spread around a small neighborhood that gave us
conjugate pairs of state variables and Hamiltonian evo-
lution. Any finite amount of classical material, there-
fore, is described by a distribution. If we take a quan-
tum particle, say an electron, it has a finite amount of
charge/mass/energy. Therefore, to a first approximation,
it must be described by a distribution as well.
The idea that an electron is not a point particle may,
to some, seem preposterous at first. But we contend that
it is no more preposterous than to think it point-like,
described by a probability distribution that self-interacts.
In fact, the idea of an electron being a distribution of
material is already conceptually more compatible with
two features of quantum mechanics.
The first one is that quantum particles are not associ-
ated with a well defined value for position and momen-
tum. If we misidentify the electron with a classical parti-
cle (i.e. the infinitesimal part of a classical material), this
would indeed be worthy of note and puzzlement. But if
the electron is a distribution, there is no issue because
a phase space distribution does not have a single value
for position or momentum. The earth is, so to speak,
in both North America and Europe at the same time.
In fact, based on what we saw before, any object of fi-
nite mass is a distribution over a region of phase space,
and discontinuous distributions are ruled out by IV.4.
An electron is an object of finite mass: why should it
be any different? In fact, if one claimed an electron to
be point-like, he would be claiming an electron is funda-
mentally different than all other physical objects of finite
mass/energy (which are the only ones we experimentally
work with). Shouldn’t he have the burden of proof?
The other feature is particle-wave duality. If the spread
of the distribution is narrow enough for the problem at
hand, the motion can be described by just the position
and momentum of the center of mass, making it behave
like a classical particle. If the spread is not negligible (e.g.
the object encounters obstacles or slits of a smaller scale)
then we have to use the full distribution. Therefore, even
in this classical approximation, the electron would have
this dual nature depending on the problem.
While this picture is quite reasonable, some people may
reject it because they believe that a fundamental object
must have no size, it must be a point. But that does not
follow: lack of spatial extent and lack of substructure are
independent concepts.
In fact, we can conceptually construct an infinitesimal
object that is not elementary. Suppose we have dots
moving on the surface of a sphere. Their motion can be
expressed in terms of their polar and azimuthal angles.
If we shrink the sphere, the dynamics and its description
stays the same. We can collapse the whole sphere to a
point: it is now a point-like object that is not elementary,
as there is motion detectable along different angles of
incidence.
Whether a physical system has a distinguishable sub-
structure depends on whether there exists a physical pro-
cess that can interact with one of its parts independently
of the others. If we are always forced to interact with the
whole system, then we can’t find any discernible part.
The fact that the system is extended in space is a sepa-
rate property, which does not necessarily imply the exis-
tence of such a process.
If we abandon the idea of point-like objects of finite
mass, we avoid these problems and get a picture more
consistent across the different realms of physics. And we
can also see that classical mechanics already has some
features that are commonly ascribed to quantum me-
chanics.
VIII.B. Classical uncertainty principle
Suppose we have our classical electron described by
a finite amount of classical material distributed over a
single d.o.f.
∫
ρcdq ∧ dp = 1 where ρc is the normalized
distribution. In this context, we will call a fragment an
infinitesimal part of our classical electron. The Shannon
entropy [20] associated with the distribution is finite as
well. I(ρc) = −
∫
ρc log(ρc)dq ∧ dp = I0. Intuitively, this
value can be thought of as the amount of information
required to identify a fragment within the distribution.29
As the state evolves into its final state, the amount of
material remains the same:
∫
ρcˆdq∧dp = 1. The final en-
tropy will also remain the same: I(ρcˆ) = I0. Mathemat-
ically, because −ρc log(ρc), like the distribution itself, is
just another integrable function, its integral is conserved
by Hamiltonian evolution. Physically, the entropy re-
mains unchanged because the amount of information re-
quired to identify a fragment given the distribution has to
remain the same under deterministic and reversible evo-
lution. Therefore, in the same way that each fragment is
constrained to move through states at equal energy, the
29 To be precise, Shannon’s differential entropy is actually the num-
ber of bits required to identify an element of the given distribu-
tion relative to one of a uniform distribution of unitary range on
all axes.
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composite state is constrained to move through distribu-
tions at equal entropy.
We now ask the following question: once we fix the
entropy, what is the relationship between the spread of
the marginal distributions along q and p? Using La-
grange multipliers, we fix the total amount of mate-
rial to 1 and the total entropy I0 and find the dis-
tribution that minimizes the product of the variance
σ2qσ
2
p ≡
∫
(q − µq)2ρc dqdp
∫
(p− µp)2ρc dqdp.
L =
∫
(q − µq)2ρc dqdp
∫
(p− µp)2ρc dqdp
+ λ1(
∫
ρcdqdp− 1)
+ λ2(−
∫
ρc ln ρc dqdp− I0)
δL =
∫
δρc[(q − µq)2σ2p + σ2q (p− µp)2+
λ1 − λ2 ln ρc − λ2]dqdp = 0
λ2 ln ρc =λ1 − λ2 + (q − µq)2σ2p + σ2q (p− µp)2
ρc =e
λ1−λ2
λ2 e
(q−µq)
2σ2p
λ2 e
σ2q(p−µp)
2
λ2
We solve the multipliers and have:
ρc =
1
2πσqσp
e
− (q−µq )
2
2σ2q e
− (p−µp)
2
2σ2p
I0 = ln(2πσqσp) + 1
We find that the distribution that minimizes the spread
is the product of two independent Gaussians. Recall that
in quantum mechanics, the Gaussian wave packet is the
state that minimizes uncertainty: this is the classical ana-
logue.
As the distribution evolves, the entropy is conserved
and therefore the product σ2qσ
2
p can never be less than
the one given by the Gaussian distribution of the same
entropy. We have:
σqσp ≥ exp(I0 − 1)/2π
This is strikingly similar to the Heisenberg uncertainty
principle, except that the value depends on the initial
entropy I0.
Suppose, though, that while the evolution of the dis-
tribution of our electron as a whole is deterministc and
reversible, each fragment is undergoing non-deterministic
motion. Suppose ρ is a distribution at equilibrium of such
motion. While each fragment moves randomly, the over-
all distribution ρ stays the same: the non-deterministic
motion is effectively just reshuffling the fragments within
the same distribution. The value of the entropy of the
distribution, and therefore its spread, is set by the non-
deterministic motion of the fragments: the stronger it is,
the greater the entropy.
Suppose now our classical electron undergoes quasi-
static evolution. At each instant we can assume ρ to be
at equilibrium. At each instant the fragments are reshuf-
fled. At each instant the entropy of the distribution is
the same one associated with the random motion. The
overall evolution is still Hamiltonian, but the trajecto-
ries predicted by the framework are now just the average
motion of the fragments.
If we assumed that any classical electron were affected
by the same source of randomness, all fragments would
exhibit a random walk of the same magnitude as defined
by the information entropy. The spread of all distribu-
tions for the material would satisfy the same inequal-
ity. This gives us the classical uncertainty principle:
σqσp ≥ exp(I∅ − 1)/2π where I∅ is the entropy asso-
ciated with the source.
Such an assumption is not far fetched. The source of
entropy could be identified in the environment (i.e. a
minimum interaction that cannot be avoided as perfect
isolation cannot be achieved) or the internal self interac-
tion of the fragments (i.e. the evolution of the unstated
part). Whatever it may be, if it is characterized by an
entropy comparable to the one of the distribution (i.e.
if we are trying to localize the electron better than the
source can allow) the classical assumption breaks down
as the random motion of each fragment is not negligible.
The generalization to multiple d.o.f. is outside of the
scope of this work. Note, though, that this result is
related to the Gromov non-squeezing theorem and the
symplectic camel, which are already generalized to mul-
tiple d.o.f. It is the link with information theory that
gives us further physical insight and is of particular inter-
est given the strong connection between thermodynamics
and Shannon’s entropy.
This discussion shows, once again, how we can already
find in classical mechanics some of the ingredients that
are typically assumed to be characteristics of quantum
mechanics. It has its own flavor of anti-particles, CPT
theorem and uncertainty principle. These should really
be considered general features of deterministic and re-
versible evolution of distributions (i.e. Hamiltonian me-
chanics). Quantum mechanics just inherits these traits.
The discussion also gives us an intuitive physical pic-
ture that we will develop further in the next section: a
quantum particle is a well determined distribution of not
well determined fragments. The distribution as a whole
can be studied and evolves deterministically while the
fragments do not.
IX. IRREDUCIBLE SYSTEMS
In this section we explore a different relationship be-
tween the whole and its parts. We will consider an irre-
ducible material, one where the state and the evolution
of the whole does not tell us anything about the state and
the evolution of the parts. The material is still conceptu-
ally infinitesimally decomposable, made of infinitesimal
parts which we call fragments. But each fragment can-
not be studied independently and therefore cannot be
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assigned a state: the internal dynamics is undetermined.
We’ll find that the evolution of an irreducible material is
suitably described by the standard framework of quan-
tum mechanics.
IX.A. Quantized material
In section V we introduced the idea of a classical ma-
terial, one that is homogeneous and infinitesimally re-
ducible, which represented a way to relate the state of
the whole system to the state of its parts. In this section
we explore an alternative case.
We will call a quantized material a homogeneous ma-
terial that is finitely reducible. That is, as we decompose
the system we can only assign a state to finite amounts
of material, which we call quantum particles. As the ma-
terial is homogeneous, all its particles carry the same
amount of material and are described by the same state
space. Each quantum particle is irreducible: its state
does not tell us anything about the state of its parts.
While this idea should be familiar enough, it is best to
iron out some details to avoid possible misconceptions.
The first possible source of confusion is between di-
visibility, the idea that an object can be divided into
parts, and reducibility, the idea that the state of the
whole is equivalent to the state of the parts. More pre-
cisely, a system is divisible if there is a time evolution
T∆t : S → S1 × S2 that takes the state of a system and
returns the state of two separate isolated systems. It is
reducible if S = S1 × S2, the state of the system is the
state of the two subsystems. Most of the time these two
concepts overlap, but they are separate as we can see in
the following examples.
Consider a planarian flatworm. If we cut it into multi-
ple pieces, each part will grow into a new worm. Yet, the
state of each worm is not the state of multiple worms put
together. The planarian is divisible into multiple worms
but it is not reducible to multiple worms. Consider a
magnet. Its state is described, to a first approximation,
by the position of the north and south poles. Yet, we
cannot divide the magnet into a north and south pole.
The magnet is reducible to the poles but is not divisible
into the poles.
Consider a muon. It will decay into an electron and
two neutrinos. But the state of a muon is not the state of
an electron and two neutrinos. The muon is divisible into
the three particles but it is not reducible to them. Con-
sider a proton. Its state is given by the state of its three
valence quarks and the gluon field. Yet, we cannot divide
the proton into the three isolated quarks. The proton is
reducible to quarks, but not divisible into quarks.
The fundamental property of a quantum particle, as
introduced here, is not indivisibility: it’s irreducibility.
It is the state that cannot be further partitioned, not the
material itself.
Even more subtle is the difference between divisibil-
ity and decomposability, the idea that the object has
parts. That is, a system is decomposable if there is a
law + : S × S → S to combine two states to get a third.
While irreducibility says nothing about whether a quan-
tum particle can be divided, it implicitly assumes that
it can be decomposed. Irreducibility describes the rela-
tionship between the state of the whole and the state of
the parts, therefore the existence of parts is implicit in
the definition. But it also tells us that we are limited in
what description we can give to these parts: we cannot
isolate them as we want and act on them independently
because if we were able to do that we could assign them
an independent state.
Therefore, while we must be able to talk about parts
of a quantum particle, not all questions will make sense.
Can we ask what fraction of a quantum particle is in a
particular region of space? Yes, since the particle can be
spatially decomposed some amount of material may be
inside the volume. Can we ask where the fragments in
that same fraction will be at a later time? No, since the
particle is irreducible we cannot describe the evolution of
a part.
Note that if the material is infinitesimally
reducible (i.e. the classical case), reducibil-
ity/decomposability/divisibility are all possible. This is
why one may not dwell on their difference and use the
word “part” interchangeably in the three cases. In the
quantum context, instead, we assume irreducibility, so it
is better to use more precise language to avoid confusion.
Therefore we will call fragments the infinitesimal parts
of the material that cannot be described independently.
We will call components the parts that the material
can be decomposed into. A component will have a
state associated with it, and therefore will always be a
collection of fragments.
The proper way to think of a quantized material is
therefore the following: a continuum of infinitesimal frag-
ments clumped together to form quantum particles, the
smallest amount of material to which we can assign a
state. With this picture in mind, we can see, even be-
fore developing the math, how some features typical of
quantum behaviors emerge.
The first feature is the importance of statistics. Con-
sider a fragment of a quantum particle in an initial state.
As we cannot track its motion, it can correspond to any
fragment of the particle in its final state. That is, the mo-
tion of a fragment of a particle is a random walk within
the evolution of a particle.
The second feature is non-locality. Suppose we have a
quantum particle distributed in space. Suppose we ex-
ert a force only on a subregion of its distribution. As
the particle is irreducible, we cannot interact with only
part of it: we must also affect the part where no force is
exerted. We cannot simply interact with the part at a
specific region, as this would allow us to assign a state to
that part.
Wave-particle duality is also accounted for. The quan-
tum particle behaves like a wave in the sense that its
parts form a distribution in space. Yet, it behaves as a
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single unit, as the state is irreducible and cannot be split.
The most striking feature, though, is that we can pre-
dict the functional form for particle decay over time. Sup-
pose a quantum particle spontaneously decays into two
or more particles. Such a process cannot be determin-
istic as the number of d.o.f. increases. As the decay is
spontaneous, it is not triggered by the environment (i.e.
external state). It must be triggered by the internal dy-
namics of the fragments. As we assumed the internal
dynamics is unknown, we cannot learn anything about it
by looking at the product of the decay. In particular, all
states have to have equal chance of decay or we could tell
that the internal dynamics is more stable for some states.
The probability of decay is constant for all states at all
times. The probability of survival follows the exponential
distribution.
As we see qualitatively how the features typical of
quantum mechanics naturally emerge from this picture,
we are ready to make this more quantitatively and math-
ematically precise.
IX.B. Irreducible material and complex vector
spaces
It is time to turn these concepts into a precise math-
ematical formulation as we did for classical mechanics.
We want to formalize the state space for an irreducible
material as a quantum particle will be a unit amount of
such material.
As for the classical material, the irreducible material
is thought to be decomposable: each amount can be seen
as the sum of different components (e.g. spatially dis-
tributed). Therefore V.1 applies and the state space Ψ
of an irreducible material is an abelian group.
Yet, the description of each component cannot be more
accurate than the description of the whole. To capture
this idea precisely we need to characterize the aspects
of the unstated part that influence the state definition.
How do we do that? We can look at the classical deriva-
tion for guidance. In that case, we looked at the set of
transformations that increased/decreased the amount of
material. The idea is that we can think of these transfor-
mations as characterizing what the state can and cannot
say about the infinitesimal parts.
Suppose we have a state c1 for an amount am of clas-
sical material. Suppose we assigned a numeric identifier
to each particle of the material. This identifier would be
just a dummy label we assign, not a physical quantity.
As the classical material is homogeneous, permutations
between classical particles within the same state have
no effect. Therefore the ordering given by the identifier
does not matter. Identifying a classical particle within a
composite state is equivalent to picking a number from a
random variable A uniformly distributed over an interval
of size am.
Suppose we have another state c2 = τ(a)c1 where the
only difference is an increase/decrease of the amount of
material by a factor a. The random variable B that iden-
tifies a particle of c2 is now a uniform distributionB = aA
where the range is the new amount of material: there
are now proportionally more/less labels to assign. This
is also the only possible transformation that can link the
two uniform random variables A and B. Therefore in-
crease/decrease of material is the only operation that is
captured by the state among those that affect the label-
ing of the fragments. In other words: the classical state
does not care about the permutation of the fragments,
but it cares how many fragments are there.
For the irreducible material we follow the same strat-
egy and study the transformations that affect the labeling
of what the irreducible state cannot tell us: the configu-
ration of each fragment. Similarly, the irreducible state
will not care about permutations of fragment configura-
tions, but it will care how many fragment configurations
are there.
Suppose we have a state ψ1 for an amount am of irre-
ducible material characterized by one d.o.f. The configu-
rations of the infinitesimal fragments will be identified by
two values, as a d.o.f. is two-dimensional. Each fragment
configuration is identified by a pair of independent ran-
dom variables (A,B), which are, as before, just dummy
variables we use to name the fragment configurations. As
the material is homogeneous, the distribution is uniform
or we could tell something about the fragment configu-
rations. We choose A and B to be uniform distributions
of interval
√
am: identifying a fragment configuration is
like picking a point at random over a square of area am,
the amount of material.
Suppose we have another state ψ2, where the labeling
for the fragment configurations has changed. We can la-
bel the fragment configurations of ψ2 in the same way,
with two independent uniform distributions (C,D). But
since the labeling is the only thing that has changed, we
must be able to relate the new distribution over (C,D)
to the old distribution over (A,B). The relationship be-
tween the two pairs of variables must be linear since all
distributions are uniform. C = aA+ bB. To preserve the
square distribution we must then have D = −bA + aB.
We can write ψ2 = τ(a, b)ψ1 as a and b are the only
parameters of the transformation. Or more compactly,
ψ2 = τ(c)ψ1 where c = a+ ıb.
The transformation τ(c) increases/decreases the area
by the modulus |c|2 = a2 + b2, which physically corre-
sponds to the increase/decrease of amount of material.
It also rotates the square by the phase θc ≡ arg(c),
which corresponds to a change in correlation: if θc = 0,
C = |c|A are clearly correlated while if θc = π, C = −|c|A
are clearly anti-correlated.
This line of reasoning is fairly abstract and it may
seem to have no bearing with quantum states. There-
fore, jumping a bit ahead, let’s see if we can already find
quantitative consequences of this model and see whether
they are consistent with our knowledge of quantum me-
chanics.
If the amount of material is connected to the area of
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two uniform distributions, it should combine like the vari-
ance of a random variable. And in fact it does. Suppose
X and Y are two random variables,
σ2X+Y = σ
2
X + σ
2
Y + 2 σXσY ρX,Y (IX.1)
where σ2 is the variance, σ the standard deviation,
ρX,Y = COV (X,Y )/σXσY is the Pearson correlation co-
efficient [11]. As −1 ≤ ρX,Y ≤ +1, the total variance can
be greater or smaller than the sum of the variance of
the components. Now suppose ψ is the state for a unit
amount of irreducible material (i.e. a quantum particle).
We can write cψ = (c1 + c2)ψ = c1ψ + c2ψ. We have:
|c1 + c2|2 = |c1|2 + |c2|2 + 2|c1||c2| cos(θc2 − θc1) (IX.2)
The two expressions are formally identical and it
shouldn’t come as a surprise. The more material we have,
the more labels for the fragment configurations to choose
from, the bigger the spread of the random variables that
assign the labels. −1 ≤ cos(θc2 − θc1) ≤ +1 takes the
place of the Pearson correlation coefficient. Quantum
interference can then be understood in terms of the com-
bination of correlated/anti-correlated distributions.
If the phase determines the correlation between two
states, then it should only be meaningful when compar-
ing two states. And in fact only differences in phases
are physically distinguishable in quantum mechanics. A
more meaningful name for the phase, then, would be cor-
relation angle.
If quantum states are uniform distributions over frag-
ment configurations, we should see a hint of that when
computing distributions over observables. And in fact
we do. Suppose we have Qψ = qψ, an eigenstate of some
observable. Then it is also an eigenstate of the infinites-
imal transformation of the conjugate variable 1 + Qdp
ı~
.
Since it has a symmetry over p, the distribution has to
be equal at each value of p: the distribution is uniform.
If quantum particle states are really just unit amounts
of material uniformly distributed, we should be able to
calculate the Shannon entropy associated with them. Us-
ing our dummy variables, I(ψ) = − ∫ ρ ln(ρ)dAdB =
− ∫ 1ln(1)dAdB = 0. For a quantum mixed state ρ˜ =∑
ρ˜i|ψi〉〈ψi|, we have I(ρ˜) = −
∑
ρ˜i ln ρ˜i − ρ˜iI(ψi) =
−∑ ρ˜i ln ρ˜i = −tr(ρ˜ ln ρ˜). And in fact this is the Von
Neumann entropy [35] used in quantum information, that
implicitly assumes all states provide the same amount of
entropy (i.e. zero).
If two quantum particle states ψ1 and ψ2 are really
just two states at equilibrium with the same entropy,
we should always be able to find a deterministic and re-
versible evolution to connect the two. And in fact we can.
Take the plane identified by ψ1 and ψ2. Find the infinites-
imal rotation 1 + Odα
ı~
along that plane. ψ2 = e
Oα
ı~ ψ1 is
the unitary evolution of the other. Note that this is not
always possible in classical mechanics, as two states c1
and c2 may have different entropy.
In other words, our simple model is not only consistent
with quantum mechanics but it has predictive power: it
provides intuition that is well supported by these find-
ings. It is not “just a mathematical trick.”
If we increase the number of independent d.o.f. the
group of transformations remains the same. While we
have more fragment configurations to label, each d.o.f.
is labeled independently. Therefore we have n uniform
distributions, each over a square of the same amount of
material. This means that, as we combine components,
the labels have to combine in the same way along the
different d.o.f.: the increase/decrease of material and the
change in correlation has to be the same across all d.o.f.
Mathematically, the state space Ψ for an irreducible
material is a complex vector space. It is so because
it is the state space for a decomposable material (i.e.
an abelian group) where we can increase/decrease the
amount and change the correlation of the internal de-
scription (i.e. a set of transformations conveniently
parametrized by a complex number).
Proposition IX.3. The state space Ψ for an irreducible
material is a vector space over C.
Justification. We claim Ψ is an abelian group. Ψ is
the state space for a decomposable homogeneous material
and is therefore an abelian group by V.1.
We claim the set of physically distinguishable trans-
formations T that relabel the fragment configurations is
isomorphic to C. Consider an amount am ∈ R of irre-
ducible material characterized by one d.o.f. The con-
figuration of a fragment of the material is character-
ized by two random variables A,B : Ω → R where Ω
is the sample space for the configuration of the frag-
ments. As the material is homogeneous, A and B can
be chosen such that the distribution ρ of material over
such variables is uniform over a range of
√
am for both
variables. We have am =
∫
ρdA ∧ dB = ∫ dA ∧ dB.
Consider a second amount aˆm of irreducible material
where we changed the labeling of the fragment config-
urations. Its fragment configurations can also be char-
acterized by a uniform distribution over two variables
C,D : Ω → R over a range of √aˆm. As the two
amounts of material differ just by the labeling of frag-
ment configuration, (C,D) is a function of (A,B). We
have aˆm =
∫
dC∧dD = ∫ |J |dA∧dB where |J | is the Ja-
cobian determinant. As both distributions are uniform,
|J | has to be constant. The transformation has to be lin-
ear: C = aA+ bB and D = −bA+ aB. As the change in
amount of material, the only physically distinguishable
quantity associated with the fragment configurations, is
fully specified by a and b, no other transformation is
physically relevant for the state. Let τ : C → T rep-
resent such a transformation parametrized by c = a+ ıb.
|c|2 = |J | = (a2 + b2) = aˆm/am is the ratio of the two
amounts of materials and is physically distinguishable.
Define on T an addition + : T ×T → T and a multiplica-
tion ∗ : T×T → T such that τ(z1)+τ(z2) = τ(z1+z2) and
τ(z1)∗τ(z2) = τ(z1∗z2), z1, z2 ∈ C, the sum and product
of the transformation is equal to the sum and product of
their respective factors. The phase arg(c) under addition
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is physically distinguishable as it can affect the modulus
of the result. τ is an isomorphism between T and C as
fields. Assume now that the material is characterized by
multiple independent d.o.f. The transformation on each
d.o.f. is defined independently by ci ∈ C. As aˆm/am
is the same under all d.o.f. |ci| = |cj |. The relation-
ship has to always hold under addition as well, therefore
arg(ci) = arg(cj). T ∼= C also for multiple d.o.f.
We claim Ψ is a vector space overC. The abelian group
Ψ can be extended with the operations defined by T as
was done in V.2 for the infinitesimally reducible case.
IX.C. Complex valued distributions
In the previous sections we saw how a finite amount
of classical material was described by a distribution over
the state variables of infinitesimal parts. For an irre-
ducible material, we cannot assign states to the frag-
ments, therefore we cannot properly talk about state
variables. Therefore we call fragment variables the quan-
tities that we use to label the fragment configurations,
and it will be over these variables that we will define the
distribution of irreducible material.
Naturally, we cannot give a complete description for
the configuration of a fragment, therefore we cannot give
a joint distribution for all fragment variables at the same
time.30 We can, though, find a maximal set of fragment
variables: one that can be used to provide the best de-
scription possible. While there isn’t a unique maximal
set, we can show that one such set is provided by the
fragment variables qi : Q → R that define the units re-
quired to describe the system.
In fact, we cannot add a new d.o.f. (as this would
mean changing Q) and we cannot add a new fragment
variable in an existing d.o.f. (as this would fully spec-
ify said d.o.f.). Therefore the set of fragment variables
qi already provides a maximal set of fragment variables.
This means that a state ψ must tell us for each point
in Q the amount and correlation angle of the material.
That is: the state will be identified by ψ : Q → C, the
wave function over Q.
The square modulus at each point will give us the den-
sity of the material. As in the classical case, such density
must be integrable to give us the total amount. There-
fore the function ψ(q) ∈ L2(Q, µ) is square integrable.
The norm |ψ|2 = ∫
Q
|ψ(q)|2dq will give us the amount of
material associated with the state.
As the material is homogeneous, all its quantum par-
ticles are made of the same amount. We can set, by
convention, the amount of material for a particle to be
unitary, therefore quantum particle states are the sub-
set of Ψ such that |ψ|2 = 1. As we have seen, changing
30 This recovers the notion of complementarity introduced by
Bohr [36].
the phase by a constant only affects the unstated part.
Therefore normalized distributions that differ by a total
phase are not physically distinguishable and represent
the same quantum particle state.
Proposition IX.4. The state space Ψ for an irreducible
material is isomorphic to a subspace of the space of
Lebesgue square integrable continuous functions. That
is Ψ ∼= Ψ(Q, dqi) ⊆ C(Q,C) ∩ L2(Q, µ,C) under the iso-
morphism Υq : Ψ ↔ Ψ(Q, dqi) where Ψ(Q, dqi) is the
space of wave functions over qi. The state space for a
quantum particle is isomorphic to the projective space
P(Ψ).
Justification. We claim the manifold Q that defines
the units to describe a fragment of an irreducible mate-
rial also provides a maximal set of fragment variables:
no other fragment variable can be added. Let Q be
the manifold that defines the units. Then for each state
ψ ∈ Ψ there exists a distribution ρψ(qi) that represents
the quantity of material at each point. Suppose this dis-
tribution could be further refined. Then another inde-
pendent variable k would exist such that for each state
ψ ∈ Ψ we would have a distribution ρψ(qi, k). k cannot
be part of a new d.o.f. as it would use a unit defined inde-
pendently from Q. This is a contradiction as Q defines all
units. k cannot lie in the same d.o.f. as of one of the qi or
it would provide a complete description for the fragment.
This is a contradiction as the material is irreducible. Q
provides a maximal set of fragment variables.
We claim Ψ ∼= Ψ(Q, dpi) ⊆ C(Q,C) ∩ L2(Q, µ,C) as a
vector space. The maximal physical description of a frag-
ment configuration is given by a point in Q parametrized
by qi and by a transformation τ ∈ T parametrized by
c ∈ C. For each ψ ∈ Ψ there must exist a wave func-
tion ψ(qi) : Q → C that provides the maximal physi-
cal description for the state. ρψ(q
i) = |ψ(qi)|2 as the
square modulus of ψ(qi) is the increase/decrease from
the unit amount of material. ρψ(q
i) ∈ C(Q,R) by
IV.4. ρψ(q
i) ∈ C1(Q,R) by the same arguments in
the justification for V.4. Therefore ψ(qi) ∈ C(Q,C).
ρψ(q
i) ∈ L1(Q, µ,R) by the same arguments in the jus-
tification for V.3. Therefore ψ(qi) ∈ L2(Q, µ,C). Let
Υqi : Ψ → C(Q,C) ∩ L2(Q, µ,C) be the function that
given a state returns its wave function. As the wave
function captures the maximal description of the sys-
tem, two different states must represent different dis-
tributions. ∀ψ1, ψ2 ∈ Ψ, ψ1 6= ψ2 =⇒ Υqi(ψ1) 6=
Υqi(ψ2). Υqi is injective. Υqi is a bijection between
Ψ and Ψ(Q, dqi) ≡ Υqi(Ψ). Let ψ = ψ1 + ψ2, then
Υqi(ψ) = Υqi(ψ1) + Υqi(ψ2) as combining the distri-
butions means combining the statistical description of
the fragment configurations. Let ψ1 = τ(c)ψ2, then
Υqi(ψ1) = cΥqi(ψ2) as τ(c) transforms the fragment
configuration description by the factor c. Υqi is a ho-
momorphism between vector spaces. Ψ is isomorphic to
Ψ(Q, dqi) ⊆ C(Q,C) ∩ L2(Q, µ,C).
We claim the state space for a quantum particle is iso-
morphic to the projective space P(Ψ). Let ψ ∈ Ψ be the
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state of a quantum particle. τ(eıθ)ψ with θ ∈ R is not
physically distinguishable from ψ as phases are only phys-
ically distinguishable through addition. τ(
√
ρ)ψ with√
ρ ∈ R+\{1} cannot represent a quantum particle as it
has a different amount of material. There exists only one
distinguishable quantum particle state in the equivalence
class ψ ∼ τ(c)ψ with c ∈ C. The state with no amount of
material does not correspond to any particle state. The
quotient space P(Ψ) ≡ (Ψ\{0})/ ∼ is isomorphic to the
state space for quantum particles.
IX.D. Inner product and operators
In both the reducible and irreducible case, the mate-
rial is distributed over Q. The qi do not label the states
of a finite amount of material, but the configurations for
the infinitesimal parts. For a classical material, the in-
finitesimal parts can be given a state, have their own
topological space and a set of local state variables (qi, pi)
to identify them. We can use the richness of differential
geometry. For an irreducible material, the infinitesimal
parts cannot be given a state, cannot be fully identified
by a set of variables. We have to use other mathemat-
ical tools, typically vector spaces. As we will often use
linear combinations of states, we will write, for brevity,
cψ instead of τ(c)ψ. That is: each complex number still
represents a state transformation.
For the tool set to be on par with classical mechan-
ics, such that we can write the equations of motion, we
need to address three requirements. We need to be able
to compare two states and ask what fraction of them
share the same configuration: this will give us an inner
product. We need to be able to express distributions
and expectations for different quantities: this will give
us self-adjoint linear operators. We then need to identify
the self-adjoint linear operators for the quantities ki and
pi and to be able to express the distribution of material
in terms of those. Let’s start with the first.
The idea is that, given two states ψ1 and ψ2, we should
be able to tell how much of ψ1 is prepared in the same
way as ψ2. That is ψ1 = αψ2 + ψ3 is the combination
of the component that is prepared like ψ2 (e.g. same
distributions in position and momentum) and the com-
ponent ψ3 that is prepared completely differently. Let
Pψ2 : Ψ → Ψ be the operator that gives us the com-
ponent Pψ2(ψ1) ≡ αψ2 prepared like ψ2. This operator
is linear in ψ1: the component of the combined system
that is prepared like ψ2 is the sum of the subcompo-
nents that are prepared like ψ2. It also gives us the same
result if applied once or twice: once we find the com-
ponent that is prepared like ψ2, it remains the same.
Pψ2 is therefore a projection: a linear operator such that
Pψ2(Pψ2(ψ1)) = Pψ2(ψ1).
If ψ1 is already prepared like ψ2, then its projection on
ψ2 will be equal to ψ1. Conversely, if the projection of ψ1
is equal to itself, then it means that the state is already
prepared like ψ2. That is: Pψ2(ψ1) = ψ1 ⇔ ψ1 = αψ2.
Because of this, we can define a non-degenerate complex
product 〈·|·〉 : Ψ×Ψ→ C such that Pψ2(ψ1) ≡ 〈ψ2|ψ1〉|ψ2|2 ψ2.
The projections have other useful properties. Because
the material is irreducible, if some fraction of ψ1 is pre-
pared like ψ2, then the same fraction of ψ2 is prepared
like ψ1. If not, studying the fragments of one state would
give us a better (or worse) description for the fragments of
the other state. Therefore we have
|Pψ2(ψ1)|2
|ψ1|2 =
|Pψ1 (ψ2)|2
|ψ2|2 .
This tells us that |〈ψ2|ψ1〉|2 = |〈ψ1|ψ2〉|2.
Lastly, if we take the projection of ψ1 along ψ2 and
we project it again on ψ1, we end up with a component
of ψ1. As this is a part of ψ1 prepared as ψ1, its state
is just ψ1 rescaled, with no change in correlation. That
is: Pψ1(Pψ2(ψ1)) = aψ1 with a ∈ R+. This tells us that
〈ψ2|ψ1〉 = 〈ψ1|ψ2〉†.
Because of the properties of the norm and the projec-
tions, the product is positive definite, linear and conju-
gate symmetric. In other words, the state space Ψ for an
irreducible material is an inner product space derived by
the norm and projections.
Proposition IX.5. The state space Ψ for an irreducible
material is an inner product with 〈·|·〉 : Ψ×Ψ→ C such
that 〈ψ1|ψ2〉 =
∫
Q
ψ†1(q
i)ψ2(q
i)dnq.
Justification. We claim there exists a map |·|2 : Ψ→ R
such that |ψ|2 ≥ 0 ∀ψ ∈ Ψ and |ψ|2 = 0 ⇔ ψ = 0. Let
| · |2 : Ψ → R be the map that returns the amount of
material for a given state. Let ψ ∈ Ψ be a state. |ψ|2 =∫
ρ(qi)dnq =
∫
ψ†(qi)ψ(qi)dnq ≥ 0. |ψ|2 = 0⇔ ψ = 0 as
the only state with no material is the empty state.
We claim ∀ψ ∈ Ψ there exists a projection Pψ : Ψ→ Ψ
with ψ ∈ Ψ. Let ψ ∈ Ψ be a state. Let Pψ : Ψ→ Ψ be an
operator that returns the component of a given state that
is prepared as ψ. Pψ(c1φ1+c2φ2) = c1Pψ(φ1)+c2Pψ(φ2)
is linear as the component of the composition prepared
like ψ is the composition of the components so prepared.
Pψ ◦ Pψ = Pψ is a projection because the result of Pψ is
prepared as ψ.
We claim Pψ(φ) = φ ⇔ φ = cψ for some c ∈ C. Let
ψ, φ ∈ Ψ such that Pψ(φ) = φ. The whole state φ is
prepared as ψ. We can obtain φ from ψ by relabeling
the fragment configurations. φ = cψ for some c ∈ C. Let
ψ, φ ∈ Ψ such that φ = cψ for some c ∈ C. Then all of
φ is prepared as ψ. Pψ(φ) = φ. Therefore Pψ(φ) = φ⇔
φ = cψ.
We claim |ψ|2|Pψ(φ)|2 = |φ|2|Pφ(ψ)|2. Let ψ, φ ∈ Ψ.
As the material is irreducible, ψ and φ cannot be used to
describe smaller parts. The fraction of φ that is prepared
as ψ must be equal to the fraction of ψ that is prepared as
φ.
|Pψ(φ)|2
|φ|2 =
|Pφ(ψ)|2
|ψ|2 . Multiplying by |ψ|2|φ|2 we have
|ψ|2|Pψ(φ)|2 = |φ|2|Pφ(ψ)|2. This holds for the empty
state as well. Let φ be the empty state. |φ|2 = 0 because
it has no material and |Pψ(φ)|2 = 0 as no component of
the empty state is prepared like ψ.
We claim Pψ(Pφ(ψ)) = rψ for some r ∈ R+. Let ψ, φ ∈
Ψ. Consider Pψ(Pφ(ψ)): we first take the component
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of ψ prepared like φ and then take the component of
that prepared like ψ. The overall operation is simply
returning a part of ψ. This must correspond to the same
exact configuration for the fragments. The only thing
that can change is the amount of material. Therefore
Pψ(Pφ(ψ)) = rψ for some r ∈ R+.
We claim that the state space Ψ for an irreducible ma-
terial has an inner product 〈·|·〉 : Ψ × Ψ → C. | · |2
and Pφ satisfy the requirements in A.4. Ψ is an in-
ner product space with 〈·|·〉 : Ψ × Ψ → C such that
〈ψ|φ〉ψ = |ψ|2Pψ(φ).
We claim that the inner product can be ex-
pressed in terms of the wave functions as 〈ψ1|ψ2〉 =∫
Q
ψ†1(q
i)ψ2(q
i)dnq. The amount of material associated
with a state ψ ∈ Ψ is 〈ψ|ψ〉 = |ψ|2 = ∫
Q
ψ†(qi)ψ(qi)dnq.
The inner product associated with the L2 norm is∫
Q
ψ†1(q
i)ψ2(q
i)dnq with ψ1, ψ2 ∈ Ψ. 〈ψ1|ψ2〉 =∫
Q
ψ†1(q
i)ψ2(q
i)dnq.
Note that the inner product only has an indirect phys-
ical definition, based on the norm and the projections.
These latter two concepts therefore provide more physical
intuition since the first does not have a straightforward
physical meaning.
Also note that the observations made after V.4 for the
classical case are still valid. Ψ cannot be a complete met-
ric space for the norm induced by the inner product as
it does not include discontinuous functions. Therefore
it is only a pre-Hilbert space. For mathematical conve-
nience, one can take its completion with respect to the
norm induced by the inner product and obtain a Hilbert
space. Yet, such an object no longer represents a physi-
cally meaningful set of states.
Therefore we need to make sure that the rest of our
definitions and justifications do not require a complete
metric space to be valid or they would not be physi-
cally meaningful. In particular, we don’t want to use the
usual link ψ(q0) = 〈q0|ψ〉 between the wave function and
the inner product as the material cannot be prepared
at a specific value q0 when q is a continuous variable.
Similarly, we cannot show that to each state variable is
associated a self-adjoint operator Q =
∑
q|q〉〈q| simply
by expressing it in terms of eigenstates as they may not
represent physical states.
We proceed in the following way. Suppose we have
a fragment variable f : Q → R. Consider the product
f(q)ψ(q): it returns the wave function weighted by the
value of f . We can also think of f as an operator that
takes a complex function of Q and returns another com-
plex function of Q that represents the distribution of the
expectation over the fragments. The operator is linear
since f(q)(aψ1(q) + bψ2(q)) = af(q)ψ1(q) + bf(q)ψ2(q).
The operator is self-adjoint since f † = f . Consider∫
Q
ψ†(q)f(q)ψ(q)dq =
∫
f(q)|ψ(q)|2dq. It integrates the
value of f weighted by the amount of the material: it
is the expectation of the fragment variable f over the
distribution.
While Q is enough to define the system of units, it is
not enough to define all the fragment variables over which
we can express the distributions of irreducible material.
The conjugate variables pi = ~ki cannot be expressed as
a function of qi, which reiterates the idea that we cannot
specify all variables for each fragment. Suppose there is
another maximal set of fragment variables. Then those
variables will form a topological space Qˆ such that each
ψ can be expressed as a wave function ψ(qˆ) : Qˆ → C.
As each state ψ can be identified by a wave function
on either space, there must be an operator Υqqˆ(ψ(q)) =
ψ(qˆ) that converts the wave function on one space to the
other.31 As a linear combination of states corresponds
to a linear combination of wave functions, Υqqˆ is a linear
operator. As converting the space again must give us the
original wave function, Υqˆq ◦ Υqqˆ = I is unitary. We can
now define a linear operator F[qˆ] ≡ f(qˆ) corresponding to
fragment variable f : Qˆ → R. Using Υqqˆ we can express
F[q] = Υ
qˆ
q◦F[qˆ]◦Υqqˆ as an operator over complex functions
of Q. It will still be linear and self-adjoint.
That is: for each fragment variable f we have
a corresponding linear self-adjoint operator F[qi] that
acts on wave functions over qi, which can be ex-
pressed as function multiplication in a suitable choice
of Qˆ. The (normalized) expectation of f is given by
1
|ψ|2
∫
ψ†(qi)F[qi](ψ(qi))dnq.
Proposition IX.6. For each fragment variable f there
exists a topological space Qˆ such that f : Qˆ → R
and a vector space isomorphism Υqˆi : Ψ ↔ Ψ(Qˆ, dqˆi)
that takes a state ψ ∈ Ψ and returns a wave func-
tion ψ(qˆi) from Ψ(Qˆ, dqˆi), the space of wave functions
over Qˆ. There also exists a corresponding self-adjoint
linear operator F[qi] : Ψ(Q, dq
i) → C(Q,C) such that∫
ψ†(qi)F[qi](ψ(qi))dnq is the expectation of f multiplied
by the amount of material.
Justification. We claim for each fragment variable f
there exists a topological space Qˆ such that qˆi : Qˆ → Rn
provides a maximal description and f : Qˆ → R. Let f be
a fragment variable. Let qˆi be a set of fragment variables
such that f = f(qˆi). If qˆi does not provide a maximal
set of fragment variables then there exist other fragment
variables that refine the description. Extend qˆi with such
variables. If still not maximal, continue extending. As
the number of possibilities charted by qˆi cannot exceed
the number of possibilities charted by qi, at some point
we’ll reach a maximal set. We call Qˆ the topological
space charted by the fragment variables qˆi.
We claim there exists a vector space isomorphism Υqˆi :
Ψ ↔ Ψ(Qˆ, dqˆi). Let ψ ∈ Ψ be a state. qˆi provides a
maximal set of fragment variables. There must exist a
31 Note that a neighborhood of q is not necessarily a neighborhood
of qˆ. This relation holds only if q and qˆ can be expressed as a
bijection of each other qˆi(qi), i.e. if they are different coordinates
of the same manifold.
37
wave function ψ(qˆi) : Rn → C associated with ψ such
that it gives the maximal description for the state as
seen in IX.4. Let Υqˆi : Ψ → Ψ(Qˆ, dqˆi) be the map that
associates a state with its wave function over Qˆ. Υqˆi is a
vector space isomorphism for the same reason discussed
in IX.4
We claim that for each fragment variable f :
Qˆ → R there exists a corresponding self-adjoint lin-
ear operator F[qˆi] : Ψ(Qˆ, dqˆ
i) → C(Qˆ,C) such that∫
ψ†(qˆi)F[qˆi](ψ(qˆi))dnqˆ is, if it exists, the expectation of
f multiplied by the amount of material. The expecta-
tion value of f multiplied by the amount of material
is given by
∫
f(qˆi)ρ(qˆi)dnqˆ where qˆi provide a maxi-
mal set of fragment variables such that f = f(qˆi). We
have
∫
f(qˆi)ρ(qˆi)dnqˆ =
∫
ψ†(qˆi)f(qˆi)ψ(qˆi)dnqˆ. Let F[qˆi] :
Ψ(Qˆ, dqˆi)→ C(Qˆ,C) such that F[qˆi](ψ(qˆi)) = f(qˆi)ψ(qˆi).
F[qˆi] is a linear operator. F[qˆi] is also self-adjoint since∫
(F[qˆi ](ψ(qˆ
i)))†ψ(qˆi)dnqˆ =
∫
(f(qˆi)ψ(qˆi))†ψ(qˆi)dnqˆ =∫
ψ†(qˆi)f(qˆi)ψ(qˆi)dnqˆ =
∫
ψ†(qˆi)F[qˆi](ψ(qˆi))dnqˆ.
We claim that for any fragment variable f there
exists a corresponding self-adjoint linear operator
F[qi] : Ψ(Q, dq
i) → C(Q,C) such that the integral∫
ψ†(qi)F[qi](ψ(qi))dnq is, if it exists, the expectation
of f multiplied by the amount of material. Let f be
a fragment variable. There exists a corresponding self-
adjoint linear operator F[qˆi] : Ψ(Qˆ, dqˆ
i) → C(Qˆ,C)
where Qˆ provides a maximal set of fragment variables.
As both Qˆ and Q provide a maximal set, we can de-
fine Υq
i
qˆi
≡ Υqˆi ◦ Υ−1qi which transforms a wave func-
tion over Q into a wave function over Qˆ. Υq
i
qˆi
is an
isomorphism as Υqˆi and Υqi are isomorphisms. Υ
qi
qˆi
is unitary as Υqˆ
i
qi
◦ Υqi
qˆi
= (Υq
i
qˆi
)−1 ◦ Υqi
qˆi
= I. We
can extend Υq
i
qˆi
on all continuous functions and define
F[qi] ≡ Υqˆ
i
qi
◦F[qˆi] ◦Υq
i
qˆi
. F[qi] is a self-adjoint linear oper-
ator.
∫
ψ†(qi)F[qi ](ψ(qi))dnq =
∫
ψ†(qˆi)F[qˆi](ψ(qˆi))dnqˆ
is, if it exists, the expectation of f multiplied by the
amount of material.
The last thing to do is characterize the conjugate vari-
ables ki and pi. To be precise, we want to find Ki[qi],
the operators that act on the wave functions over qi cor-
responding to fragment variables ki. We know that the
operators have to be covariant: under a change of units
qˆj = qˆj(qi) we must have Kˆj[qi] = ∂qˆj q
iKi[qi]. In other
words: we are looking for the set of linear operators that
obey the chain rule. This turns out to be the space of
derivations, therefore Ki[qi] will be the derivatives in the
direction of the corresponding qi. They have to be self-
adjoint, so they will be of the form Ki[qi] = aı∂i where
a is a real number. We choose a to be negative by con-
vention and to be unitary so that ki is expressed in units
of inverse qi as in the classical case. Therefore we have
Ki[qi] = −ı∂i and Pi[qi ] = −ı~∂i.
If we assume Q to be Rn, the functional Υq
i
pi
:
Ψ(Q, dqi) ↔ Ψ(P, dpi) that converts a wave function
in position to a wave function in conjugate momentum
is the Fourier transform. As the fragment variables for
any power of qi and pi must exist, the wave functions in
both expressions are infinitely differentiable: the space of
the wave functions Ψ(Q, dqi) = S(Q, qi) is the Schwartz
space of rapidly decreasing smooth functions.
Proposition IX.7. Let Q = Rn. The operator Pi[qi] :
Ψ(Q, dqi) → C(Q,C) associated with the conjugate
quantity of qi is Pi[qi ] = −ı~∂i. The isomorphism
Υq
i
pi
: Ψ(Q, dqi) ↔ Ψ(P, dpi) that changes the vari-
able of the wave function from qi to pi is Υ
qi
pi
(ψ(qi)) =
1
(
√
2pi)n
∫
Q
e
qipi
ı~ ψ(qi)dnq. The space of wave functions
Ψ(Q, dqi) = S(Q, qi) where S(Q, qi) is the Schwartz space
of rapidly decreasing smooth functions.
Justification. We claim the operator associated with
ki is Ki[qi] = −ı∂i. Let Ki[qi] : Ψ(Q, dqi) → C(Q, dqi)
be the linear operator associated with ki as expressed on
the space of wave functions over qi. Such an operator
must be covariant under the transformation qˆj = qˆj(qi).
That is: Kˆj[qi] = ∂qˆj q
iKi[qi]. In particular, it needs to be
covariant when changing only one variable: qˆ1 = qˆ1(q1),
qˆj = qj where j = 2...n. By A.5 Ki[qi] = c∂i for some
c ∈ C. Ki[qi] is self-adjoint: Ki[qi] = ır∂i for some r ∈ R
by A.6. ki is expressed in units of inverse q
i therefore
|r| = 1. By convention, we choose r to be negative.
Ki[qi] = −ı∂i.
We claim the operator associated with pi is Pi[qi ] =
−ı~∂i. As pi = ~ki, their expectation is proportional by
a factor of ~. Pi[qi ] = ~Ki[qi] = −ı~∂i.
We claim the operator that changes the variable
of the wave function from qi to pi is Υ
qi
pi
(ψ(qi)) =
1
(
√
2pi)n
∫
Q
e
qipi
ı~ ψ(qi)dnq. Let Υq
i
pi
: Ψ(Q, dqi) →
Ψ(P, dpi) be the operator that maps a wave function
over Q into a wave function over P, the space charted by
pi. Υ
qi
pi
must exist and be unique (up to a total phase)
as Υq
i
pi
= Υpi ◦ Υq
i
= Υpi(Υqi)
−1 is an isomorphism.
Υq
i
pi
must be a linear transform that takes the opera-
tor Pi[qi] = −ı~∂i as expressed over qi to Pi[pi] = pi as
expressed over pi. Such transformation is the Fourier
transform. Υq
i
pi
(ψ(qi)) = 1
(
√
2pi)n
∫
Q
e
qipi
ı~ ψ(qi)dnq.
We claim Ψ(Q, dqi) ⊆ S(Q, qi). Let ψ(qi) ∈ Ψ(Q, dqi).
(Pi[qi])
mψ(qi) = (−ı~∂i)mψ(qi) represents themth power
of the conjugate momentum operator applied to the given
state. As the quantity is physically meaningful, such an
operation must be defined for any m therefore ψ(qi) ∈
C∞(Q). Let ψ(pi) = Υq
i
pi
(ψ(qi)) be the wave function
over momentum space. (Qi[pi])
mψ(pi) = (+ı~∂pi)
mψ(pi)
represents the mth power of the qi operator applied to
the given state. As the quantity is physically meaningful,
such an operation must be defined for any m therefore
ψ(pi) ∈ C∞(P). As ψ(qi) is the Fourier transform of an
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infinitely smooth function, it decreases faster than any
inverse power of qi. That is: ∀m ∈ Z+∃c ∈ C such that
|ψ(qi)| < |c||qi|m ∀|qi| > 1. Ψ(Q, dqi) ⊆ S(Q, qi).
We claim Ψ(Q, dqi) = S(Q, qi). Let ψ(qi) ∈ Ψ(Q, dqi)
and φ(qi) ∈ S(Q, qi) such that ψ(qi) 6= φ(qi). There
exists a choice of a, b, j, k ∈ Z+, j, k ≤ n such
that ‖ψ(qi) − φ(qi)‖j,a,k,b 6= 0 where ‖ψ(qi)‖j,a,k,b =
sup|(qj)a(∂k)bψ(qi)| as S(Q, qi) is a Frechet space in-
duced by that family of seminorms. The operator
(Qj[qi])
a(Pk[qi ])
b applied to ψ(qi) and φ(qi) will provide
different distributions for the associated fragment vari-
ables. φ(qi) is physically distinguishable and is associ-
ated with a physical state. φ(qi) ∈ Ψ(Q, dqi).
We now have all the basic features of the state space
of a quantum particle. And we obtained them by re-
deriving them from first principles instead of using some
formal analogy. The similarities with the classical frame-
work are simply due to the similarities of the starting
points.
It should be evident, though, how the correspondence
between mathematical and physical objects is not as sat-
isfying as in the classical case. For instance, while any
differentiable function of T ∗Q can be a state variable for
a classical particle, not all self-adjoint linear operators
can be associated with a fragment variable. Consider
f : R → R for which f(r) = −r if r is an integer and
f(r) = r otherwise. Clearly f(q) does not preserve the
topology and cannot be used as a fragment variable. Yet,
we can still create a self-adjoint linear operator, with the
same spectra as the one associated with q, just with the
eigenvalues switched. The space of physically meaning-
ful operators, then, should be further constrained. A
reasonable requirement would be that they preserve the
differentiable/integrable structure of the Schwartz space
S(Q, qi) as classical state variables preserved the differ-
entiable structure of T ∗Q. Unfortunately, this is not as
easy to justify.
The topology of P, the space charted by conjugate
momentum, depends globally on the topology of Q. For
example, if Q is an n-dimensional torus, P has a discrete
topology. That is why, in the end, we restricted ourselves
to Rn. Moreover, we characterized the space of functions
not because we required them to fall off at infinity, but
because we required the ability to express polynomials of
qi and pi. It is not immediately clear how this generalizes
over a manifold: further work is needed.
While the link between math and physics may not be as
elegant and as general as one would like, we still managed
to meet the goal: we identified the states of an irreducible
material and saw how these are related to the states in
quantum mechanics.
IX.E. Irreducibility
Now that we have fully characterized what we mean by
an irreducible material, we can stipulate the following:
Assumption IV (Irreducibility). The system under
study is composed of an irreducible homogeneous mate-
rial and as a whole undergoes deterministic and reversible
evolution.
Rationale. The idea is that each amount of material
has a state, the physically distinguishable configuration
of the distribution, and an unstated part, the physically
indistinguishable configuration of the fragments of the
material. The system is deterministic and reversible in
the sense outlined in assumption I: given the state of
the system at one time (i.e. the whole distribution) we
can predict/reconstruct the future/past states. But we
cannot describe the evolution of the unstated part (i.e.
the motion of the fragments).
As we saw, the state space recovered under this as-
sumption is the one used in quantum mechanics. In the
following sections we will derive two types of state evolu-
tion: the deterministic and reversible one, corresponding
to unitary evolution (i.e. Schroedinger’s equation), and
a non-deterministic one useful to describe measurement
interactions, corresponding to the projection postulate.
Therefore, as the infinitesimal reducibility assumption
leads to classical mechanics, the irreducibility assump-
tion leads to quantum mechanics.
As we saw in section VV.F during the rationale for
assumption II, infinitesimal reducibility had its problems.
How about the irreducibility assumption? How do they
compare?
The methodological problem takes on a different char-
acter. In order for the assumption to hold, we need to
show that there are no processes at our disposal that can
probe the fragments of a quantum particle. For exam-
ple: an electron as a whole interacts with a photon as
a whole. Note that this does not require showing that
no such process exists: conceptually, specific parts of the
photon may be interacting with specific parts of the elec-
tron. But if those processes are not available to us, say
because we can only manipulate whole photons and they
always interact with a whole electron, they cannot be
used to create a more detailed picture. So we simply
have to enumerate the processes available to us, which
is, at least in principle, feasible. Yet, we can never rule
out that someone in the future may discover a new pro-
cess.
The issues arising from a lack of perfect isolation are
addressed. Each degree of freedom comes with its own
unstated part (i.e. the motion of the fragments within
that d.o.f.); therefore there is no pretense of a perfect
description under perfect isolation. Since we cannot de-
scribe the nature of the chaotic motion, we cannot say
whether it is internally or externally driven.
The problem of physically meaningless interactions is
also considerably lessened. Even if we have multiple par-
ticles each with their state evolving deterministically, we
can still imagine their unstated parts as interacting with
each other. Therefore each quantum particle would not
essentially reside in its own separate universe.
In these ways, the irreducibility assumption fares much
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better than the infinitesimal reducibility assumption.
Yet, it is still plagued with some of the same problems.
The problem of incompatibility of measurements with
deterministic evolution at all levels still remains. The
unstated part of multiple irreducible particles may be in-
teracting, but it cannot be used to pass information from
one subsystem to another without making itself distin-
guishable.
The inability to define time using a deterministic and
reversible evolution remains a problem. As the system is
homogeneous and irreducible, the unstated part cannot
give us a measurable quantity that changes in time as
that would provide a description of the unstated part.
There is one additional problem, though, not present
in the classical case. Under the irreducibility assump-
tion states are necessarily at equilibrium: they all pro-
vide the same level of description for the fragments, they
carry the same information entropy. In fact if the inter-
nal dynamics were out of equilibrium, the material would
not be homogeneous which would contradict the assump-
tion. Deterministic and reversible evolution (which we’ll
see corresponds to unitary evolution) is necessarily quasi-
static: at each moment a state must be well defined, at
each moment the system is in equilibrium, the system
changes slowly. Therefore quantum states, as formulated
here, cannot and should not be expected to provide a
valid description during non-deterministic evolution.
In light of this, consider a muon decay: the initial state
of the muon and the final states of the electron and neu-
trinos can certainly be well described by quantum parti-
cle states.32 We have no reason to expect, though, that
while the muon is decaying into the resulting particles
the state is always in equilibrium and therefore well de-
scribed mathematically by a vector in a complex inner
product space. After all, the state of a single spin-one-
half particle cannot determine the future state of three
spin-one-half particles.
This notion may seem in contradiction to the current
practice. For example, the S-matrix, one of the main
devices for calculating scattering amplitudes and cross
sections, is derived by assuming unitary evolution [15].
Doesn’t it imply we are assuming that deterministic and
reversible evolution is happening at every instant?
If we look more closely, we realize that the process that
the S-matrix captures is a limit where initial states are
at t → −∞ and final states are at t → +∞, a process
that takes an infinite amount of time. That is, to calcu-
late predictions for a fast out-of-equilibrium process we
approximate it using slow quasi-static evolution. This is
actually not so uncommon: it is a standard first approx-
imation in thermodynamics. The question is why should
it work here? As we’ll see in more detail when talking
32 In this context, a state is in equilibrium regardless of its being
in a local minimum, easily overcome by fluctuations, or a global
minimum, that persists indefinitely.
about the projection postulate, it’s because of the irre-
ducibility assumption itself.
Suppose we are trying to calculate a quantity that does
not depend on the particular motion of the unstated part.
Then, by its very nature, its value will be the same un-
der an equivalent quasi-static evolution, because this too
does not depend on the particular motion of the frag-
ments. The probability distribution of the out-states dur-
ing scattering is one such quantity. As the final statistical
distribution is determined only by the initial state, it is
not dependent on the particulars of the unstated part. In
these cases, the use of deterministic and reversible evolu-
tion as a “stand-in” to calculate final statistical distribu-
tions is justified. However, it should not be taken liter-
ally as a physical model of what actually happens. There
is no justification for assuming this process to be quasi-
static deterministic and reversible evolution of quantum
particle states.
In other words, the assumption of irreducibility already
contains the seeds of its own demise. On one hand, it tells
us that there is a component of chaotic motion within
the system. On the other hand, it can only characterize
the equilibrium dynamics, which clearly can’t be the full
range of dynamics. Yet it also offers a way out: since the
motion of the fragments is not accessible, we can predict
statistical distributions that are independent of it.
In light of what we discussed, the irreducibility as-
sumption is less flawed than infinitesimal reducibility but
it still cannot be taken as fundamental, in the sense that
we cannot take it to strictly apply to all systems. We
should not expect to solve open problems, such as the
arrow of time and the measurement problem, under the
assumption as formulated in this work.
IX.F. Quantum mechanics
We are now ready to write the equations of motion
for an irreducible material. Deterministic and reversible
evolution for the whole distribution necessarily means
quasi-static evolution: there is a well defined state at
each moment in time. Moreover the components must
evolve independently as we cannot learn more about one
component by observing its evolution in different combi-
nations: the evolution of the composition is the composi-
tion of the evolution. In other words: the evolution must
preserve the inner product.
Note that formally there is a strong analogy with the
reducible material case. In classical mechanics the state
space structure was captured by a distribution over a
symplectic manifold. Deterministic and reversible evolu-
tion was a transformation that preserved that structure,
a symplectomorphism. In the quantum case the state
space structure is captured by an inner product space.
Deterministic and reversible evolution is a transforma-
tion that preserves that structure, a unitary transforma-
tion. That is: once we have defined what mathematical
structure captures the definition of a state, deterministic
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and reversible evolution must necessarily preserve such
structure.
Proposition IX.8. A deterministic and reversible evo-
lution map T∆t : Ψ → Ψ for an irreducible material is
a unitary operator. That is: 〈T∆tψ1,T∆tψ2〉 = 〈ψ1, ψ2〉
where ψ1, ψ2 ∈ Ψ.
Justification. We claim T∆t : Ψ → Ψ is a unitary op-
erator. Let ψ1, ψ2 ∈ Ψ be two states. T∆t(aψ1 + bψ2) =
aT∆tψ1 + bT∆tψ2 with a, b ∈ C as the composition of
the evolution is the evolution of the composition: T∆t
is a linear operator. T∆tPψ1(ψ2) = PT∆tψ1(T∆tψ2) as
the evolved part of ψ2 that was prepared like ψ1 is
the part of the evolved ψ2 that ends prepared like the
evolved ψ1. We have T∆tPψ1(ψ2) = T∆t〈ψ1, ψ2〉ψ1 =
〈ψ1, ψ2〉T∆tψ1 = PT∆tψ1(T∆tψ2) = 〈T∆tψ1,T∆tψ2〉T∆tψ1.
〈ψ1, ψ2〉 = 〈T∆tψ1,T∆tψ2〉. T∆t is unitary.
Proposition IX.9. A continuous deterministic and re-
versible evolution for an irreducible material admits a
Hamiltonian operator H : Ψ→ Ψ that allows us to write
the laws of evolution as
ı~∂tψ = Hψ
Justification. We claim the state evolves according
to Schroedinger’s equation. Let Tdt : Ψ → Ψ be the
evolution for an infinitesimal time interval dt. As it is
unitary, it can be expressed as Tdt = I +
Hdt
ı~
where
H : ψ → ψ is a self-adjoint operator. Let ψt ∈ Ψ be
a state and ψt+dt ∈ Ψ its evolution after an infinitesimal
time interval. We have Tdtψt = ψt+dt = ψt +
Hdt
ı~
ψt.
ı~ψt+dt−ψt
dt
= ı~∂tψt = Hψt.
We recognize the Schroedinger equation, the time evo-
lution equation for a quantum particle state.
Note, though, that nothing tells us that the system
must be in an eigenfunction of H or that the ground
state is somehow preferred. In fact, the eigenfunctions
of H may not be part of S(Q, qi) and therefore may not
be physical. In other words: we have no basis for the
time independent Schroedinger equation. This is actu-
ally consistent with our assumptions. For example, for
a system to reach its ground state it has to be able to
radiate energy: it cannot be isolated. Therefore this dy-
namics cannot be described under the assumption of de-
terministic and reversible evolution. This already hints
that deterministic and reversible evolution is not the only
dynamics possible. Other considerations, outside of the
scope of this work, can be used to recover this behavior
(e.g. thermodynamics, decoherence, ...) [37].
Also note that H operates on Ψ which, in the case of
Q = Rn, corresponds to the space S(Q, qi) of Schwartz
functions. H therefore preserves infinite smoothness and
integrability. This, again, reminds us that the space of all
self-adjoint operators is far too vast, and does not map
well to physically meaningful quantities.
IX.G. Time dependence and kinematic assumption
The next step would be to integrate the quantum de-
scription with time dependent evolution (i.e. time depen-
dent Hamiltonians and relativistic mechanics) and the
kinematic assumption (i.e. Lagrangian mechanics). We
will only provide a sketch, though, without going through
the details. Given that we are limited to single particles
(i.e. no fields) without spin (i.e. minimal material only
described by position), our results are limited to find-
ing the Klein-Gordon equation modified with electromag-
netic interactions. While this is still of note, the equation
is of limited physical use and therefore may not warrant
the space necessary for a more rigorous derivation.
As in the classical case, the first thing to do is to ex-
tend Q to include time. This gives us the same M as
before. A quantum state is a complex valued distribu-
tion ψ : Mt=t0 → C over a hypersurface at constant time.
An evolution ψ˜ : M → C is a complex valued function
defined on the whole M. The operator for the quantity
conjugate to time is E = ı~∂t.
Next we need to extend integration. In the quantum
case, this means to make sure the inner product 〈ψ|φ〉
remains unchanged under all variable changes, including
time. This allows us to describe the amounts of material
and their distribution over fragments in a way that is
independent of our description.
As in the classical case, we use s as the evolution pa-
rameter. Deterministic and reversible evolution Tds will
be a unitary transformation defined over this extended
inner product, as the structure of the state space is con-
served. Continuous evolution will admit an invariant
Hamiltonian H such that ı~∂sψ = Hψ. As for the com-
posite state evolution in the classical case, ψ˜ remains
unchanged by the evolution as it transports the distri-
bution along s. Therefore Hψ˜ = hψ˜ is an eigenfunction
of H. As in the classical case, we use H = 0 to identify
the state space: the temporal d.o.f. is not independent
and therefore there is a constraint among the variables.
Therefore we have Hψ = 0. This is the time dependent
evolution equation. It means that the wave function does
not change along s, the parameter of the infinitesimal
transformation generated by H.
Note that states are indeed eigenfunctions of the invari-
ant Hamiltonian H: here we do have a justification, as
opposed to the standard Hamiltonian H case. For exam-
ple, a massive particle may have fragments with different
energy, but they all must carry the same fraction of mass.
Also note that Hψ = 0 is basically the form of all equa-
tions (i.e. Klein-Gordon, Dirac, Maxwell, ...) in quantum
field theory. The respective invariant Hamiltonian H is
the operator associated with each equation.
Having handled the time dependent case, we can turn
our attention to the kinematic equivalence assumption.
While the trajectory of a fragment is not well defined
in either phase space or physical space, what we can de-
scribe remains the same under the assumption. Therefore
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the distributions still need to be transported from state
space to kinematic variables up to a constant factor. This
means we still have a linear relationship between veloc-
ity and conjugate momentum. In terms of the quantum
operators: mdsQ
α = gαβPβ −Aα = m [Q
α,H]
ı~
.
This leads to the same form for the invariant Hamil-
tonian H = 12m ((Pα − Aα)gαβ(Pβ − Aβ) + m2c2) =
1
2m ((−ı~∂α − Aα)gαβ(−ı~∂β − Aβ) + m2c2). In the
free particle case, we have 12m (−~2∂α∂α + m2c2)ψ˜ = 0
which is the Klein-Gordon equation. We can also write
the operator for kinetic momentum as mUα = Pα −
Aα = −i~Dα where Dα = ∂α + Aα
ı~
is the gauge co-
variant derivative. We have (12mU
αUα +
1
2mc
2)ψ˜ =
1
2m (−~2DαDα +m2c2)ψ˜ = 0 which is the Klein-Gordon
equation with electromagnetic interaction.
Note how the gauge covariant derivative is, up to a
constant, kinetic momentum. This motivates why it is
such an important operator. As for the Klein-Gordon
equation, the only thing it does is to impose that the
norm of the four-velocity is the speed of light, a condition
much more trivial than one may have anticipated.
It should be clear, even without the details, that all
the assumptions come together even in the quantum case.
They give more insight to all the pieces in a comprehen-
sive way and help tear down the artificial walls between
the different physical theories. This allows us to form a
picture of fundamental physics that is more unified, that
draws upon a set of common concepts.
IX.H. Non-deterministic evolution and the
projection postulate
As we made it clear from the start, deterministic and
reversible evolution is an assumption. And as we have
seen in the rationale for assumptions II and IV we can-
not have determinism at all levels of decomposition while
transferring information from one system to another.
In this section we will see how non-deterministic pro-
cesses become necessary when describing measurements
for irreducible systems. But we’ll see that, under the
same assumption of irreducibility, we are able to make a
connection between the output of deterministic and non-
deterministic processes.
Suppose we have a quantum particle state ψ we want
to identify. Suppose that we have a detector that is able
to capture the particle. If it’s captured, we will know
that the particle was in the region of space enclosed by
the detector.
Suppose that we create an array of such detectors.
This will allow us to detect the position of the particle
with a resolution given by the aperture of each detector.
Suppose now, though, that the quantum particle state
is spread over a region significantly greater than a single
detector but smaller than the array. What will happen?
It is clear that it has to be absorbed as it is within the
aperture of the whole array. It is also clear that it must
be absorbed as a whole system: as it is an irreducible
system, the detector cannot partially interact with it, it
cannot half absorb it. So a single detector will capture it.
It is also clear that it cannot always be the same detector:
that corresponds to states where the particle is spread
within the aperture of that detector. In other words:
as the particle hits the array, one detector triggers non-
deterministically based on the distribution of the particle.
The process is non-deterministic in the sense that the
state of the particle is not enough to predict which de-
tector will trigger. Maybe it depends on the state or
unstated part of the detector, maybe it depends on the
unstated part of the particle or maybe on the environ-
ment. The point is that a single measurement does not
tell us much about the state of the incoming particle.
We then repeat the process, making sure the incom-
ing particle is prepared in the same way. Given a single
“pure” incoming particle state, we get a “mixed” statisti-
cal distribution describing the output of the array.33 The
question is, how is the statistical distribution coming out
of the detector related to the material distribution com-
ing in with the particle?
If the detector does not introduce biases, then the
final distribution is only a function of the incoming
particle: all unbiased detectors will give the same re-
sult. The unstated part also cannot affect the final
distribution of outcomes: it is not physically distin-
guishable. The final statistical distribution of the de-
tector must match the incoming material distribution
of the particle. That is if N is the total number of
takes and NA is the number of times the detector with
aperture in the A region captured the particle, the ra-
tio NA
N
will be approximately the amount of material
within the aperture
∫
A
ψ†(qi)ψ(qi)dnq. If we assume
an infinite number of takes, we expect them to coin-
cide:
∫
A
ψ†(qi)ψ(qi)dnq = lim
N→∞
NA
N
. But this is also the
frequentist definition of probability. Therefore we have∫
A
ψ†(qi)ψ(qi)dnq = P (measuring particle in A) thus re-
covering the probabilistic interpretation of the wave func-
tion.
We can conceptually extend this picture to the generic
case. Suppose we know the outcomes of our measure-
ment are parametrized by a fragment variable qˆ. We
will have a linear functional Λ
1
2
qˆ=qˆ0
: Ψ → C such that
|Λ
1
2
qˆ=qˆ0
|2 returns the amount of material prepared with
the particular value qˆ0. We can re-express this quantity
in terms of the dual vector qˆ0 corresponding to the linear
33 Note that this is different from the model used often to describe
the quantum measurement problem, where the incoming system
becomes entangled with the measuring device. We do not make
any claim on what the final state of the particle should be: in
many cases, like in a photomultiplier tube, the particle is gone
and there is no state. We simply have one incoming state for
the particle, prepared over and over exactly the same, and the
outgoing state for the measurement device, which is a classical
statistical distribution over the different measurement takes.
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functional Λ
1
2
qˆ=qˆ0
and the inner product extended to all
Lebesgue integrable functions: |Λ
1
2
qˆ=qˆ0
|2 = |〈qˆ0|ψ〉|2. This
is also the probability that the outcome associated with
qˆ0 is selected by the measuring device, thus recovering
the statistical nature of the quantum predictions.
Note that while this process is of a non-deterministic
nature, it is of a specific non-deterministic nature. It
requires that no other state can influence the final dis-
tribution because the match between the physical ma-
terial distribution and the statistical measurement dis-
tribution was recovered only under the assumption that
the detector does not introduce any bias. That is: the
non-deterministic nature cannot be understood as an av-
eraging over some unknown external state.
Also note that while we have a way to predict the
distribution over final outcomes from the initial state,
we have no way of describing what happens in between.
When we assume that only the initial state matters, we
are saying that we can disregard the particulars of the
non-deterministic evolution. So much so that we can sub-
stitute it with a deterministic one to compute the prob-
ability distribution. In particular, given only the initial
state, we have no way of predicting which set of final
outcomes the system will project to, nor when that pro-
jection actually happens, as that depends on the actual
choice of detector setup.
While this may seem like an incomplete description,
it is as complete as the irreducibility assumption allows.
The state can be known and determines any final statis-
tical distribution. The unstated part cannot be known,
and is what gives the statistical distribution in the first
place. If we were able to say something more about
the evolution of the unstated part, we would be able to
further describe it, which we cannot do without violat-
ing the assumption. If we cannot learn anything about
the unstated part from the final distribution, then we
are consistent with our assumption and we are able to
use deterministic evolution and projection to determine
the final statistical distribution. In other words: the in-
ability to describe the unstated part not only constrains
the state space and deterministic evolution, but also the
set of non-deterministic processes by excluding those for
which the final statistical distribution would depend on
the unstated part itself.
We therefore have arrived at all the major underpin-
nings of quantum mechanics and see how they stem from
assumption IV of irreducibility. This gives us a more sat-
isfactory account of what quantum mechanics describes,
although it does not claim to solve many of the open
problems. It does, however, give good reasons as to
why we have those problems and how the desire to know
“what is really going on” is hindered by the very assump-
tion that the quantum description is based on.
X. DISCUSSION AND FURTHER WORK
As we went through many details in the derivation,
it is time to step back and conclude with a few general
remarks.
The first remarkable aspect of this work is that some-
thing along these lines can be done. Regardless of
whether all the minor details are addressed in the best
possible way, the idea that so much can be derived from
so little was not something we expected. In hindsight, the
idea that physics should be founded on physical princi-
ples is nothing new: it just hasn’t been thoroughly ap-
plied to basic mechanics. If this work had been done
incrementally from the start, these concepts would have
been developed gradually and the results would feel more
mundane.
The second striking aspect is a shift in perspective that
this work seems to suggest. The usual reductionist view
is that you start with the rules of the small parts and
then build up the composite whole. This work flips that
perspective: it’s not what the parts can tell you about
the whole, it’s what the whole can tell you about the
parts.
The state space for classical particles is the one that
allows us to express invariant distributions: that is a re-
quirement that comes from the whole. The fragments of
quantum particles do not even have a well defined de-
scription: the whole tells us nothing about their con-
figuration. In retrospect, this should not be surprising.
Nobody is going to hand us down the laws of infinitesimal
parts: we induce what we can by manipulating finite sys-
tems. Therefore what the whole allows us to infer about
its parts is physically fundamental.
The third notable aspect is that the assumptions have
more to do with our ability to create a reliable descrip-
tion rather than essential features of the system itself.
A system is not deterministic per se: it is a particular
choice for its description (i.e. state) that may undergo
deterministic evolution in some cases. In the same vein,
a material is not homogeneous per se. Or infinitesimally
reducible. In this context, the state, its properties and
the laws of evolution are the description of the system
under our idealization, not some intrinsic feature of the
system.
The fourth intriguing aspect is that, when framing
classical and quantum mechanics in this way, there is
a progression. First we assume a homogeneous infinites-
imally reducible material. Then we assume a homoge-
neous irreducible material. Extrapolating from this pro-
gression, the next assumption would be an inhomoge-
neous irreducible material: where the material is not in
constant equilibrium and its particles do not all look the
same.
This different starting point may have potential con-
nections to some of the problems we mentioned in the
rationales for the assumptions and to other interesting
physics questions in general. In the foreseeable future,
however, we will work on the more mundane task of ex-
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tending this work to field theories, for which a more con-
crete path is available.
XI. CONCLUSION
We have seen that much of fundamental physics can
be derived from few simple physical assumptions. In do-
ing so we obtained a more unified picture of the differ-
ent branches of fundamental physics centered around the
idea of deterministic and reversible evolution of distri-
butions of homogeneous materials. Though the work is
extensive we can summarize a few important conclusions
with the following points:
• A state space is not just a collection of states for the
system under study but it must also capture phys-
ical properties such as physical distinguishability
(represented by a topology), the ability to count
states (represented by a measure, symplectic form
or metric tensor) or decomposability (represented
by a vector space structure).
• Deterministic and reversible evolution is a one-to-
one map that preserves the nature of the system
(e.g. physical distinguishability, state count and
decomposability). Therefore it is an isomorphism
on the mathematical structure defined by the state
space (e.g. homeomorphism, symplectomorphism,
unitary transformation), not just a state-to-state
bijection (i.e. isomorphism of sets).
• Classical Hamiltonian mechanics describes the evo-
lution of a homogeneous material whose state is
equivalent to the states of all its infinitesimal parts,
the classical particles. The state space for classi-
cal particles is a symplectic manifold (T ∗Q, ω) as
this allows us to define state-variable-invariant den-
sity distributions; deterministic and reversible evo-
lution for such a state space is a symplectomor-
phism (i.e. a canonical transformation).
• Lagrangian mechanics describes the case where the
trajectory in space fully characterizes the dynam-
ics of the system. If we want distributions in phase
space to be expressed in terms of kinematic vari-
ables (i.e. position and velocity), we find that (Q, g)
is a Riemannian manifold and the motion is that
of a massive particle under scalar/vector potential
forces.
• Relativistic motion arises by properly handling
time dependent deterministic and reversible evolu-
tion for the material (i.e. distributions over phase
space) without further assumptions. That is, we
derive the geometrical structure of space-time from
the geometrical structure of phase space, inverting
the typical approach.
• Quantum (Hamiltonian) mechanics describes the
evolution of a homogeneous material for which the
state can only be reduced up to finite parts, the
quantum particles, whose internal motion is unde-
termined. The state space for quantum particles is
a complex inner product space (Ψ, 〈·, ·〉); determin-
istic and reversible evolution for such a state space
is a unitary transformation.
While we are sure that the details of some justifica-
tions can be improved, we feel that the overall “concep-
tual castle” is solid. The starting physical assumptions
are simple, the translation into math is often straight-
forward and the intuitive ideas that emerge help unveil
connections within and across different branches of math
and physics. It is the tight fitting of these different pieces
into a broader picture that validates the merit of the ap-
proach.
While the scope of this work is limited to refound-
ing and reunderstanding physical theories already exper-
imentally established, it would not be unexpected for a
better grasp of old theories to lead to insights and ideas
for new ones.
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APPENDIX A. MATHEMATICAL PROOFS
In this section we include mathematical demonstra-
tions in support of the physical justifications of the pa-
per.
Theorem A.1 (Extended Riesz theorem). Let (S, τ)
be a locally compact Hausdorff space. Let Λ = {ΛU :
C(S) → R}U⊆S a family of positive linear functionals
such that ∀U ⊆ S ΛU = Λint(U) and ΛU1 + ΛU2 =
ΛU1∪U2+ΛU1∩U2 ∀U1, U2 ⊆ S. Then there exists a unique
Borel measure µ such that ΛU (ρ) =
∫
U
ρdµ ∀ρ ∈ C(S).
Proof. We claim that at each s ∈ S there exists a com-
pact neighborhood U ⊆ S endowed with a Borel measure
µU such that ΛU (ρ) =
∫
U
ρdµU ∀ρ ∈ C(S). S is locally
compact. ∀s ∈ S ∃U ⊆ S such that U is compact. U with
the subspace topology is a compact Hausdorff topologi-
cal space on which is defined a positive linear functional
ΛU : C(S) → R. For the Riesz representation theorem
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for linear functionals, there exists a unique Borel measure
µU such that ΛU (c) =
∫
U
ρdµU ∀ρ ∈ C(S).
We claim that S is endowed with a unique Borel mea-
sure µ such that ΛU (ρ) =
∫
U
ρdµ. Let U ⊆ V ⊆
S two compact subsets. Let ρ ∈ C(S). ΛV (ρ) =∫
V
ρdµV =
∫
U
ρdµV +
∫
V \U ρdµV . Also ΛV (ρ) =
ΛU (ρ) + ΛV \U (ρ) =
∫
U
ρdµU +
∫
V \U ρdµV \U . Therefore∫
U
ρcdµU =
∫
U
ρcdµV . dµ is unique and does not depend
on the choice of neighborhood. S is locally compact. It
admits a cover {Uα}α∈A where each Uα is compact.
ΛS(c) =
∑
α∈A
ΛUα(c)−
∑
α∈A
β 6=α∑
β∈A
ΛUα∩Uβ (c)
=
∑
α∈A
∫
Uα
ρcdµ−
∑
α∈A
β 6=α∑
β∈A
∫
Uα∩Uβ
(c)ρcdµ
=
∫
S
ρcdµ
The measure is unique on the whole space.
Theorem A.2. Let L(S, µ) ≡ {ρ : S → R | | ∫
U
ρdµ| <
∞ ∀U ⊆ S}. L(S, µ) = L1(S, µ) where L1(S, µ) = {ρ :
S → R | ∫
S
|ρ|dµ <∞}
Proof. We claim L(S, µ) ⊇ L1(S, µ). Let ρ ∈ L1(S, µ).
Let U ⊆ S. ‖ρ‖U ≡
∫
U
|ρ|dµ < ∫
S
|ρ|dµ < ∞.
‖ρ‖U = ‖ρ+‖U + ‖ρ−‖U . ‖ρ+‖U < ∞ and ‖ρ−‖U <
∞. | ∫
U
ρdµ| = | ∫
U
ρ+dµ − ∫
U
ρ−dµ| = | ∫
U
ρ+dµ| −
| ∫
U
ρ−dµ| = ‖ρ+‖U − ‖ρ−‖U <∞. ρ ∈ L(S, µ).
We claim L1(S, µ) ⊇ L(S, µ). Let ρ ∈ L(S, µ). Let
S+ ≡ {s ∈ S | ρ(s) > 0}. Let S− ≡ {s ∈ S | ρ(s) < 0}.
| ∫
S+
ρdµ| = | ∫
S
ρ+dµ| = ‖ρ+‖ < ∞ and | ∫
S−
ρdµ| =
| ∫
S
ρ−dµ| = ‖ρ−‖ < ∞. ‖ρ‖ = ‖ρ+‖ + ‖ρ−‖ < ∞.
ρ ∈ L1(S, µ).
We claim L1(S, µ) = L(S, µ). L(S, µ) ⊇ L1(S, µ) and
L1(S, µ) ⊇ L(S, µ).
Theorem A.3. Let (M,ω) a symplectic manifold.
Let f : (M,ω) → (M,ω) an infinitesimal self-
symplectomorphism. Let S ∈ TM | f(ξa(m)) = ξa(m) +
Sa(m)dt ∀m ∈ M be the infinitesimal displacement.
There exists a function H : M → R such that Saωab =
∂bH and H ∈ C2(M,R).
Proof. We claim the vector field S ∈ TQ admits a
potential H such that Saωab = ∂bH . Let v, w ∈ TmM
be two vectors defined at a point m ∈ M . Let va, wb
be their components. Let v′ ≡ fv, w′ ∈ Tf(m)M be
the pushforward of v, w by f . Since f is a symplecto-
morphism we have vaωabw
b = v′aωabw′b. The vector
components change according to v′a = ∂bξ(t + dt)avb =
(δab + ∂bS
adt)vb. We have:
vaωabw
b = v′aωabw′b
= (va + ∂cS
avcdt)ωab(w
b + ∂dS
bwddt)
= vaωabw
b + (∂cS
avcωabw
b + vaωab∂dS
bwd)dt
+O(dt2)
vcwb∂cSb − vawd∂dSa = 0 where Sb ≡ Saωab. The re-
lationship must be true for and pair of vector, therefore
∂aSb − ∂bSa = curl(Sa) = 0. S is a curl free vector field
and admits a potential H such that Sa = ∂aH .
We claim H ∈ C2(M,R). S is differentiable as it is
the displacement of a symplectomorphism. The deriva-
tives of H are differentiable as Sa = ∂aH . H is twice
differentiable.
Theorem A.4. Let V be a complex vector space. Let
| · |2 : V → R such that |x|2 ≥ 0 ∀x ∈ V and |x|2 =
0 ⇔ x = 0. Let x ∈ V and Px : V → V be a family of
projections (i.e. Px linear and Px ◦ Px = Px) such that:
Px(y) = y ⇔ y = ax for some a ∈ C; |x|2|Px(y)|2 =
|y|2|Py(x)|2; Px(Py(x)) = rx for some r ∈ R. Then V is
an inner product space with the product 〈·, ·〉 : V ×V → C
defined by 〈x, y〉x = |x|2Px(y).
Proof. We claim 〈·, ·〉 is well defined. Let x, y ∈ V .
Px(Px(y)) = Px(y) as Px is a projection. Px(y) = ax for
some a ∈ C by the first property of Px. 〈x, y〉 = |x|2a
exists and is unique.
We claim 〈·, ·〉 is positive definite. Let x ∈ V . 〈x, x〉x =
|x|2Px(x) = |x|2x. Therefore 〈x, x〉 = |x|2 ≥ 0 and
〈x, x〉 = |x|2 = 0⇔ x = 0.
We claim 〈·, ·〉 is linear in the second argument. Let
x, y, z ∈ V and a, b ∈ C. 〈x, ay+bz〉x = |x|2Px(ay+bz) =
a|x|2Px(y) + b|x|2Px(z) = a〈x, y〉x+ b〈x, z〉x by linearity
of Px. Therefore 〈x, ay + bz〉 = a〈x, y〉+ b〈x, z〉.
We claim 〈·, ·〉 is conjugate symmetric. Let x, y ∈ V .
||x|2Px(y)|2 = |x|4|Px(y)|2 = |〈x, y〉|2|x|2. Using the
second property of the projection we have |〈x, y〉|2 =
|x|2|Px(y)|2 = |y|2|Py(x)|2 = |〈y, x〉|2. The modulus of
the product is symmetric as a function of the arguments.
Now consider |x|2|y|2Px(Py(x)) = |x|2〈y, x〉Px(y) =
〈y, x〉〈x, y〉x. The product 〈x, y〉〈y, x〉 ∈ R by the third
property of the projection. arg(〈x, y〉) + arg(〈y, x〉) is 0
or π. π is excluded since 〈x, x〉 = |x|2 ≥ 0. 〈y, x〉 and
〈x, y〉 have equal modulus and opposite phase. 〈x, y〉 =
〈y, x〉†
Theorem A.5. Let C1(Q,C) be the space of differen-
tiable complex functions defined over Q. Let q : Q → R
a differentiable function. Let Kq : C
1(Q,C)→ C1(Q,C)
be a covariant linear operator, that is given an invertible
differentiable function qˆ : R → R Kqˆ = ∂qˆqKq. Then
Kq = a∂q for some a ∈ C.
Proof. We claim Kq(f(q)) = ∂qfKq(q). Let I : R→ R
be the identify function, that is I ◦ f = f ∀f : R → R.
Kq(q) = Kq(I(q)) = ∂qI(q)KI(I) = KI(I) by covari-
ance. Let f : R → R be a differentiable invertible
function. Kq(f(q)) = Kq(I(f(q))) = ∂qfKf (I(f)) =
∂qf∂fI(f)KI(I) = ∂qfKq(q). Now let f : R → R be
a differentiable function non necessarily invertible. It
can be written as f = f1 + f2 with f1, f2 differentiable
and invertible. By linearity Kq(f) = Kq(f1) +Kq(f2) =
∂qf1Kq(q) + ∂qf2Kq(q) = ∂qfKq(q).
We claim Kq is a derivation. Let f, g, h be
differentiable functions such that h(q) = f(q)g(q).
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Kq(ln(h(q))) = ∂qln(h(q))Kq(q) =
1
h
∂qhKq(q) =
1
h
Kq(h(q)) = Kq(ln(f(q)g(q))) = Kq(ln(f(q))) +
Kq(ln(g(q))) =
1
f
Kq(f(q)) +
1
g
Kq(g(q)). Multiplying by
h = fg we have Kq(h(q)) = gKq(f(q)) + fKq(g(q)). Kq
is a linear operator that satisfies the product rule. Kq is
a derivation by definition.
We claim Kq = a∂q for some a ∈ C. Kq is a derivation.
As Kq(f(q)) = ∂qfKq(q) it is a derivation along q, which
can be expressed as Kq(q) = a∂q for some a ∈ C.
Theorem A.6. Let G ≡ C1(Q,C) ∩ L1(Q,C) be the
space of differentiable and integrable complex functions
defined over Q. Let K be a linear adjoint operator of the
form a∂q with a ∈ C. Let K be self-adjoint with respect
to the inner product 〈f, g〉 = ∫
Q
f †(q)g(q)dq. Then K =
ır∂q with r ∈ R.
Proof. We claim K = ır∂q with r ∈ R. Let
f, g ∈ G. We have 〈f,Kg〉 = ∫
Q
f †a∂qgdq = f †g|∂Q −∫
Q
a∂qf
†gdq =
∫
Q
(−a∂qf †)gdq =
∫
Q
(−a†∂qf)†gdq =
〈−a†∂qf, g〉 using integration by part and integrability
of f and g. 〈−a†∂qf, g〉 = 〈Kf, g〉 as K is self-adjoint.
−a†∂q = a∂q. a = −a†. a = ır with r ∈ R.
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