Abstract-In this paper, through numerical studies, we explore a new methodology for chaos synchronization via a hybrid (generalized plus identical) synchronization. An arbitrary signal, generated by an unknown dynamical system, can be synchronized by the hybrid chaotic system. The signal can then be stored for future application such as password and message identification. Each finite-length signal can, in principle, be labelled and stored by a unique number, provided that the key hybrid system parameter used for the purpose is suitably chosen within a one-to-one mapping range. The new methodology enables us to encode an arbitrary signal accurately and efficiently. Sufficient numerical simulations are shown to verify the proposed design. Potential applications of the developed hybrid chaos synchronization system include information storage, message identification, and certain types of secure signal and image communication.
INTRODUCTION
There are many ways to encode and represent a finite-length signal or a piece of information about the output of an unknown dynamical system. Within the context of chaos synchronization for information processing, it is worth mentioning that Pecora and Carroll where x E R", y E R", s E Rk, h E Rk, and s(t) = (sl(t), . . . ,sk(t)) with q(t) = hj(s(t,zo))
being the coupling signal. Systems in the form of (1.1) are said to possess the characteristic of GS 
THE HYBRID CHAOS SYNCHRONIZATION SYSTEM
It has been observed that IS and GS for chaos synchronization are studied separately, and they are not put together in both theoretic and practical studies. In this paper, we integrate them in an appropriate way, with the attempt of enhancing the information processing capability of the existing chaos synchronization based techniques. More specifically, we explore a simple hybrid chaos synchronization system (HCSS) which can be used to encode and represent various kinds onf finite-length signals.
The term HCSS used in this paper means that both IS and GS are used in a system. The main idea of using GS in HCSS is the primary advantage of robustness of GS, which can make HCSS synchronize with an arbitrary input signal (under certain amplitude). The idea of using IS in HCSS is due to the exact synchronization of IS which can estimate the parameters of HCSS.
2.1.

Structure of the Proposed HCSS
The block diagram of the proposed HCSS is shown in Figure 1 . where IC = (~1, x2, x3) are the variables of the first chaotic system; y = (~1, ~2, ys) are the variables of the second chaotic system; i(t) is the input signal (to be encoded) from the unknown dynamical system; s(t) is the drive variable from the first chaotic system (i.e., the coupling variable between the two chaotic systems); a(t) is the parameter function used to trace the input signal i(t); P(t) is the parametric function to be estimated; g1 and g2 are the control functions (which will be discussed in detail later). In this study, we chose s(t) = 1.423, where the magnitude is chosen due to the coefficient 0.4 of the term 23 is the Rossler system. This coupling approach is also called active-passive-decomposition (APD) in [ll] . When i(t), P(t), and o(t) are considered as state variables of the augmented system (2.1), the whole system is autonomous (of higher dimensionality). Substituting s(t) in (2.1) with s(t) = 1.423, we obtain first chaotic system, second chaotic system, The HCSS shown in Figure 1 works as follows. The signal to be encoded is generated by the unknown system and is input to the first chaotic system. GS will occur between the unknown system and the first chaotic system [12] . GS is used here because the underlying system that generated the signal is unknown. Then, IS occurs between the first and the second chaotic systems. IS is used here because parameter identification is needed to achieve. When exact synchronization occurs, the parameter value of P of the second chaotic system can be determined (estimated) via an adaptive parameter control algorithm [13-151. Due to the GS between the unknown system and the first chaotic system, the attractor of the first chaotic system is a nonlinear image of the input signal. This nonlinear transformation should be carefully designed so that the resulting parameter is a single valued function of the input signal in the monotone region of the parameter P. After the parameter of the nonlinear image has been estimated, this parameter effectively "encodes" (represents) the input signal uniquely [6] . Details will be provided throughout the paper.
UIl-
Stability Analysis of the HCSS
Stability is the first concern before this HCSS is put in use. To analyze the stability HCSS, we define the error variables as ei = YI -a, e2 = ~2 -22, e3 = ~3 -x3, e4 = (Y -i, e5 = P-4.
of the (2.
3)
The synchronization error system between the first and second chaotic systems is obtained as kl = YlY2 -51x2 -PYl + 4x1, e2 = -ei -e3,
From the fifth equation of (2.4), we know that we should choose the control function g2 such that an equilibrium state, P -4 = C, can be achieved; that is, P = 4 + C, where C is a constant. To find the equilibrium state of (2.4), we rewrite its first equation as follows and equate it to zero, In summary, the synchronization error system has the following equilibrium state:
where C is a constant.
Therefore, if the hybrid chaos synchronization takes place when t -+ m, then the result we can expect is The equilibrium state of the synchronization error can be explained as follows. From (2.%), we know that the equilibrium state has the synchronization error e3 = 0. So, the equilibrium state must fall to the point gl(e3) + 0, when e3 -+ 0 on the unimodal function 91. Since i(t) is an arbitrary input signal, a(t) tracks i(t) via adaptive control which usually has a nonzero residue, i.e., es(t) = a(t) -i(t) is usually nonzero.
Once lea(t)1 > A/2, that is, lez(t)l > A/2, the equilibrium state of the error system (2.4) will jump over the unimodal peak of the control function g2 from 92(O) = 0 and converge to the region of le2(t)l > A/2, it will lead to ga(e2) -) 0, when e2 ---) foe.
Consequently, &5 = -g2(e2) -+ 0, namely which is the equilibrium state of the synchronization error system. This means that the HCSS will stay in the state where both yr tracks x1 exactly, and ys tracks x3 exactly, but yz tracks x2 with a constant offset, ez(t) = C, which has an opposite sign to the difference e*(t). And the parametric function P(t) traces the value 4.0 by a constant offset, es(t) -+ C, since 6s = -gz(ez) + 0. This proves that if ]ez(t)] > A/2, the HCSS is in its stable equilibrium state. Thus, the parametric function P(t) converges to a constant value, C + 4.
NUMERICAL EXPERIMENTS AND DISCUSSIONS
To verify the design of the HCSS, we have performed a large number of numerical experiments, some of which are reported in this section. Since our numerical experiments are computer-based, a signal is actually a time series with discrete values in double precision. This is a difference from the "typical" or "theoretical" master-slave synchronization, in which one might think of the master as an oscillator creating the drive signal at the same time as the slave's response.
Various Input Signals
To experimentally verify the capability of the HCSS, we tested many finite-length signals sampled from handwritten numerals (input using a writing-tablet), chaotic trajectories, constant numbers, sine and cosine curves, and impulse signals, etc. We have selected some of these signals to be representative of "common" types of functions "in practice".
For standardization, we first normalize all input signals to the range [-0.5,0.5].
Figures 3-5 show the finite-length normalized time series which we use in our numerical experiments. We also include an example of a chaotic trajectory as the input signal in our numerical experiments, which was generated by Chua's circuit, as shown in Figure 4 .
For our final example, we have chosen the impulse signal shown in Figure 5 as input to the HCSS.
HCSS in Practice
To encode a signal by using the designed HCSS, equation (2.1), the length of the input signal must be determined as a reference. This is because the convergent P is also relative to the length of the input signal. After we encode and store the input signals by means of keeping their corresponding parameter values P, the HCSS is readily used for future input signal matching (or identification). When a new signal is input to the HCSS for identification or recognition, the same length of this signal must be used. We call this total number of signal points the "critical length" of the encoding. Since the encoding process is by chaos synchronization, which includes a transient period, the critical length of the input signals in application should be chosen longer than that of the transient period, in order to ensure convergence of the parametric function P.
The initial setup of our numerical experiments was such that it can ensure the parameter P to converge within (less than) 1000 point units, that is, 1000 integration steps. On the other hand, the input signals used in the numerical experiments are also less than or equal to 1000 points long (see Figures 3-5) . So, we chose the critical length input signals to be 1000 points.
For an input signal that is shorter than the critical length, we augment it with appended zeros, but when longer, we put it into another class of signals, with a longer critical length.
In the following numerical experiments, the first chaotic system has initial conditions: All of these numerical experiments were performed using the fourth-order Runge-Kutta integration algorithm with integration step of 0.05. 
Encoding the handwritten numeral "2"
We now discuss the example of an input signal sampled from the handwritten numeral "2" shown in Figure 3 . We must append zeros to augment to a total of 1000 points, shown in Figure 6 , before it is input to the HCSS.
Figures 7 and 8 show the synchronization process, the trajectories ~1 and 91, 22 and ~2, (and likewise for x3 and ys not shown), in the HCSS, respectively, when the extended signal sampled from the handwritten numeral "2" is encoded. Figure 8 shows the diagrams of the input signal i(t), its trace. Figure 9 shows the diagrams of three error states cl(t), es(t), es(t) and the resulting parameter P. From these phase diagrams, one can see that the first chaotic system exactly synchronizes with the second chaotic system in trajectories q and ~1, (and x3 to ~3, not shown), that is, cl(t) = 91(t) -zl(t) + 0, es(t) = 93(t) -x3(t) -+ 0, but trajectories 22 and y2 synchronize with a constant offset, ez(t) = y2(t) -m(t) + C (constant), which determines the resulting parameter P. Also, cd(t) = a(t) -i(t) + -C (constant), so that P = 4 -cd(t) -+ 4 + C. All of these are consistent with the theoretical analysis given in Section 2.
It is very interesting to see the phenomenon that the two Rossler attractors run synchronously but are separated by a constant offset forever, even if the input signal is taken away after synchronization, as shown in Figure 11 . This special property of the designed HCSS may have potential for new information processing and memory applications-a topic for future investigation elsewhere. Figure 11 . Two Kessler attractors (of the first and the second chaotic systems) in the HCSS run separately forever with a constant distance depending on the input signal, even if the input signal is taken away after synchronization.
Encoding a chaotic trajectory of Chua's circuit
As the next example, we now input into the HCSS the 1000 point chaotic trajectory of Chua's circuit, shown in Figure 4 . 
Encoding an impulse signal
The 1000 point impulse input signal used for this next numerical experiment is shown in Figure 5 . Figures 16-19 show the resulting synchronization process. (4 @I Figure 15 .
(a) Errors cl(t) = VI(t) -11(t) (dotted line) and ez(t) = vz(t) -12(t) (solid line) and es(t) = ya(t) -Is(t) (dashed line), (b) the resulting parameter P in
the HCSS, when a chaotic trajectory of Chua's circuit is encoded (integration step of 0.05 is used). i(t) 9 a(t) Figure 19 .
(a) Errors cl(t) = yl(t) -xl(t) (dotted line) and ez(t) = r/z(t) -%2(t)
(solid line) and es(t) = pa(t) -23(t) (dashed line), (b) the resulting parameter P d@ram in the HCSS, when the impulse signal is encoded (integration step of 0.05 is used).
A brief summary
We draw the following conclusions from the above numerical experiments of the hybrid chaos synchronization processes in encoding different input signals. First, each of these experiments is consistent with the theoretical analysis given in Section 2.
Second, under the initial conditions (3.1) and (3.2), chaos synchronization of the HCSS passes through its transient period within a time period less than the critical length (1000 points in this study). Therefore, HCSS can be considered to have a transient phase and then a steady phase. The transient phase of the HCSS mainly determines the first several digits of the resulting parameter value P, and the steady phase affects the high-precision digits of this parameter.
Third, concerning the unimodal control function gs(es) (see Figure 2) , if the stable equilibrium point falls into the range of es = 2.0 N 3.0, then the precision of the resulting parameter P obtained is approximately 10e5 N lo-? (further discussion will be given later). The convergence of the resulting parameter P can be adjusted by changing the shape of the unimodal control function.
Thii means that the higher the power of (ez/ecz) is, the faster the resulting parameter P converges, so that the later digital points in the input signal have less effect on the resulting parameter value P. 
Resulting Parameters P from Different Input Signals
For the signals used in the above numerical experiments, the resulting parameters fifth digit (which has a change in the hundred-thousandth precision indicated in bold font). The last column shows the same point values as that of the second column except that the last point value has a change in the hundred-thousandth precision (in bold font). The last row of each table
shows the resulting parameter P estimated by the HCSS from the input signal located in the same column. The bold fonts in parameter P tell their differences from the original parameter value of P. Considering Tables 1-3 , we observe the following. First, the parameter P is sensitive to small changes in the input signal. So, it can be used to encode (represent) this signal distinguishably, and these representations are unique within the monotone region of the parameter P (we will discuss this issue further).
Second, in general, the beginning points in column two of each table are more~significant than the later points, in the sense that they have greater effects on the final value of the resulting parameter P. This reflects the sensitivity to the changes of its initial conditions of chaotic dynamical systems. Therefore, the output trajectory will be increasingly effected as time evolves.
Control Functions in the HCSS
In all of the numerical experiments described above, we used the control functions to force the HCSS to converge quickly to its stable equilibrium state. As pointed out earlier, the power of (es/ecs) in the control function g2 will affect the precision of convergence of the parameter P, which was chosen carefully based on trial-and-error. Besides, large stiffness k and c values of the unimodal control functions gi and gs should be chosen, and the constant parameter ea2 (or esi) determines the desired A of the unimodal control functions.
For all numerical experiments reported above, k = 211, E = 51, e 01 = 0.2, and ees = 0.2 were used, again, on the basis of trial-and-error. Figure 20 shows the convergence segments in a small scale for the stable equilibrium state of the HCSS when the parameter P is within the range (6, 71 (that is, es is in the range [2, 31, since 
P = e2 +4
). In this case, the feedback control function gn(ez) has about 10e5 or 10m7 in precision for the sixth power or the eighth power of (ez/esz), respectively, as can be seen in Figure 20 .
OBSERVATIONS AND DISCUSSIONS
The methodology explored in this paper enables us to encode an arbitrary signal accurately and efficiently. The crucial condition for the success of this method is a noise-free environment for the precise representations of different signals. Therefore, potential applications of the designed HCSS are likely to be in information encoding and storage, and certain security systems such as password check and key identification, rather than noisy signal communication and pattern recognition. This HCSS has some useful properties:
(1) a unique parameter value for each input signal within a monotone region, Since an input signal i(t) has a continuous GS with the first chaotic system, the output v(t) of the first chaotic system must be a continuous image of i(t). Similarly, the w(t) has IS with the second chaotic system, so the output parametric function P must also be continuous.
Therefore, the resulting one-dimensional output parameter P, with respect to the one-dimensional input signal i(t) of the HCSS, is determined by some continuous mapping.
That is, the parameter P must have a (small) defining domain with respect to very small changes of the amplitude of the input signal i(t). This means, that if the amplitude of the input signal increases or decreases within a very small range, then the resulting parameter P will vary monotonously, also within a very small domain.
The following numerical experimental results, with a small variation of the amplitude of the input signal sampled from the handwritten numeral "O", agree that the resulting parameter P indeed changes slightly and monotonously. These numerical experiments use initial conditions (3.1) and (3.2), a critical length of 1000 points, and the fourth-order Runge-Kutta integration algo rithm with integration step size 0.1. The sixth power of (ez/esz) is used in the control function gz(ez). Other setups are the same as the numerical experiments reported above. Table 4 and Figure 21 show the experimental data, which agree with the continuity property of HCSS. It can be seen from Figure 21 that there is a large monotone domain (-0.015,0.005) within which there is a linear domain (-0.01,0.003). This is a useful region to be used for real applications, since it guarantees the uniqueness of the mapping i(t) + P. Given a chaotic dynamical system jc = f(x), which satisfies the hypothesis of the This statement follows by considering two initial conditions x(tj) # x'(tj) at time t = tj. Since the overall system is autonomous, phase trajectories starting from these two initial conditions never intersect, and since the system is chaotic, the two trajectories are expected to diverge at approximately the rate of the largest positive Lyapunov exponent of the system. Therefore, the two trajectories cannot coincide. Conversely, if two phase trajectories of system starting from these two initial condition sets coincide, then by uniqueness of solutions, these two trajectories must, be identical. Hence, {x(to), x(Q, * . . 7 x(L)) = {x'(to),x'(h), . . * , x'(k)}. This follows from the fact that the HCSS in Figure 1 is an augmented autonomous system, in which i(t), v(t), P(t), and a(t) are (new) state variables. By Remark 4.1, the corresponding parametric functions P(t) and P'(t) of the HCSS are identical if and only if {i(to),i(tl), . . . , i(tn)} = {i'(to), i'(tl), . . . ,i'(t,)}.
4.2.
Sensitivity of the Parameter
P to Time Shifts of Input Signals
To verify the property of sensitivity of the parameter P with respect to the time shifts of the input signals, input a rectangular signal i(tn), beginning at the time t, = 700 with height 0.5 and width 50, is shifted on the time axis from the left to the right, or tice versa. There is no amplitude change throughout the process, as shown in Figure 22 . As is clear, the resulting value of the parameter P is changed dramatically by these time shifts. 
CONCLUSIONS
Through sufficient numerical studies, this paper explores a new methodolom for chaos synchronization via a hybrid (generalized plus identical) synchronization. An arbitrary signal, generated by an unknown dynamical system, is synchronized by the hybrid chaotic system and then stored for recognition or identification. Each finite-length signal can in principle be labelled and stored by a unique number, provided that the key hybrid system parameter used for this labelling is suitably chosen within a one-to-one mapping range. The new methodology enables us to encode an arbitrary signal accurately and efficiently. The Rossler chaotic oscillator is used as the platform for the designed hybrid chaos synchronization system. In addition to some basic theoretical analysis, many numerical simulations have been tested which verify the proposed design. A basic requirement for this hybrid chaos synchronization system is a noise-free environment. Therefore, potential applications of the system is in exact information processing such as message storage and password recognition, as well as high-accuracy secure systems.
