Abstract
Introduction
Hand-eye calibration, which has classically been used for calibrating the rigid transformation from the tip of a robot manipulator arm to a camera mounted on the arm, becomes more interesting for applications where similar problems arise, but which are not directly related to robotics. Examples include hand data provided by an optical tracking system instead of a robot, where the camera is mounted on an endoscope and moved manually as in Vogt (2006) or Schmidt et al. (2004) The International Journal of Robotics Research Vol. 27, No. 9, September 2008 , pp. 1027 -1053 DOI: 10.1177 or an inertial sensor mounted on a camera as in Aron et al. (2004) . Self-calibration of a rigid stereo-camera system, where one camera can be treated as the 'hand' and the other as the 'eye', is described in Luong and Faugeras (2001) and Schmidt (2006) .
A problem that is common to all hand-eye calibration algorithms is that the quality of the result is highly dependent upon the data used for computing the unknown transformation. The usual approach for solving this problem is to use robot movements that already take the restrictions on the data into account, which means that the movement has to be planned before recording. Suggestions of how this can be achieved were given in one of the original publications on hand-eye calibration by Tsai and Lenz (1989) . In situations where planning such a well-suited movement is not possible (e.g. due to constraints on the available space) or cannot be controlled well (e.g. when using a hand-held camera), methods for data selection are required in order to obtain high-quality calibration results. In particular, in situations where the camera records images at frame rates of 25 images per second while the camera is moving continuously, using the movements in temporal order is a bad choice. Performing a data selection step before the actual hand-eye calibration is therefore essential in these cases.
We present a variety of new methods for automatic selection of well-suited data based on vector quantization. Using any of them before the actual hand-eye calibration makes calibration of continuously recorded data possible in the first place. As we will show in the experiments section, even when only a small number of planned poses are used as in the classic approach to acquiring data, running the proposed data selection algorithms can lead to an increase in accuracy. The algorithms presented here have been developed by Schmidt (2006) . They have been partially revised, making the automatic threshold computation (Section 3.5) more effective. New experimental results will be presented in this article.
The problem of automatic data selection was already addressed in Schmidt et al. (2003) , where it is applied in handeye calibration of an endoscopic surgery robot. This method first removes relative movements (defined by the rotation and translation between two given poses1 see also Section 3.1) with small rotation angles using a fixed threshold. After this preselection step, pairs of relative movements are rated according to their suitability for hand-eye calibration. The goal is to use the best fraction of pairs for computing the hand-eye transformation.
As a rating criterion, it is proposed to use the scalar product between the rotation axes of two relative movements. A worst case estimate (if no movements are eliminated during preselection w.r.t. angle) of the time complexity of this approach is O1N 4 2, N being the number of poses contained in the original input sequence. The method is more or less a brute-force approach1 it cannot compete in computation time (or accuracy) with the vector quantization methods that we present in this article. Another problem is that well-matching pairs of relative movements are always selected, where one relative movement may be contained in multiple pairs. The pairs are afterwards used to form a linear system of equations for solving the handeye transformation. Since each relative movement results in one equation, it may happen that one movement is used more than once leading to two linearly dependent equations, one of them being redundant.
We have presented the first vector quantization based data selection method in Schmidt et al. (2004) . This method is also described in Section 3.3. The pre-selection of movements using a fixed threshold has been adopted in Schmidt et al. (2004) , while an algorithm for computing a suitable threshold automatically is now used. Schmidt et al. (2004) also contains an experimental comparison with the approach published in Schmidt et al. (2003) 1 it concludes that the latter cannot compete with the vector quantization method at all and that the calibration results are mostly worse than for the vector quantization based methods. Zhang et al. (2005) and Shi et al. (2005) have also presented an iterative method for data selection in hand-eye calibration. Their method considers pairs of movements and rates their suitability for hand-eye calibration by comparing the angle between the two rotation axes, the rotation angles and the norm of the translation vectors to thresholds. In contrast, our vector quantization based approach does not only rate pairs but also takes into account all available movements on a global scale.
The paper is structured as follows. A short introduction of hand-eye calibration will be given in Section 2, including a brief literature review and explaining the critical factors that influence calibration accuracy. Section 3 describes the new proposed data selection algorithms based on vector quantization. Experimental results, including a comparison with classic hand-eye calibration without data selection, are presented in Section 4. The paper concludes with Section 5. As the proposed algorithms make excessive use of different representations of three-dimensional (3D) rotations, we have included a short introduction for readers not familiar with these representations in Appendix A.
Hand-eye Calibration

Overview
The hand-eye calibration problem can be formulated as follows. Given a robot manipulator arm and a camera mounted on that arm, compute the rigid transformation from arm to camera, also called hand-eye transformation. Knowledge of this transformation is necessary for computing the camera pose from the pose of the robot arm, which is usually provided by the robot itself, while the pose of the camera is unknown. Once the hand-eye transformation is known, the camera pose is easily computed from the pose information provided by the robot.
The first hand-eye calibration methods were published by Shiu and Ahmad (1989) and Tsai and Lenz (1989) 1 an early comparison of the methods available at that time was given in Wang (1992) . The hand-eye calibration problem was formulated by Shiu and Ahmad (1989) as a matrix equation of the form
where T H is the robot arm (hand) movement, T E the camera (eye) movement, and T HE is the unknown hand-eye transformation, i.e. the transformation from gripper to camera. (Note that in some publications, T HE is the transformation from camera to gripper.) Each matrix T 4 is a rigid transformation in homogeneous form, i.e. 
The transformations T 4 consist of a 3 6 3 rotation matrix R 4 and a 3D translation vector t 4 1 0 3 denotes the 3D null-vector. The straightforward method of solving Equation (1) is to split it into two separate equations: one that contains only rotation and a second that contains rotation and translation i.e.
where I 363 denotes the 3 6 3 identity matrix. Thus, the rotational part R HE of the hand-eye transformation can be determined first from Equation (3) and, after inserting it into Equation (4), the translational part t HE is computed. This is how hand-eye calibration is carried out by Shiu and Ahmad (1989) 1 Tsai and Lenz (1989) 1 Chou and Kamel (1991) 1 Wang (1992) . Various parameterizations of rotation were applied (see Appendix A for an introduction). The original works of Shiu and Ahmad (1989) and Tsai and Lenz (1989) use the axis/angle representation1 quaternions were used by Chou and Kamel (1991) and Horaud and Dornaika (1995) . Dual quaternions were introduced by Daniilidis (1999 Daniilidis ( , 2001 .
In contrast to the former approaches, it was suggested by Chen (1991) that rotation and translation should be solved simultaneously, not separately. This approach is also followed by Horaud and Dornaika (1995) , where a nonlinear optimization of rotation and translation is performed. An online calibration method based on Kalman filtering was proposed by Andreff (1997) . Daniilidis (1999 Daniilidis ( , 2001 ) introduced a hand-eye calibration algorithm based on dual quaternions that is also capable of handling rotation and translation simultaneously. However, in contrast to the former approaches, a linear solution is given. A method based on screw motions, very similar to Daniilidis' dual quaternion algorithm, can be found in Zhao and Liu (2006) . Fassi and Legnani (2005) present a geometric interpretation of the original hand-eye calibration equation and analyze its properties.
Commonly, hand-eye calibration methods rely on the fact that the movement of the robot manipulator arm is provided by the robot, while the camera movement is computed using a calibration pattern and classic camera calibration methods (e.g. Tsai 19871 Zhang 1998 , 2000 . Andreff et al. (1999 Andreff et al. ( , 2001 and Schmidt et al. (2005) presented approaches that obtain the camera movement not by using a calibration pattern, but from point feature tracking and a structure-from-motion technique (see Faugeras and Luong (2001) 1 Hartley and Zisserman (2003) for an introduction). In this case an additional scale factor has to be estimated, making the problem very similar to the self-calibration of a rigid stereo-camera system Faugeras 1993, 20011 Faugeras and Luong 20011 Dornaika and Chung 20031 Schmidt 2006) .
Critical Factors
Regardless of which algorithm is actually used, one important constraint is always valid for solving the general hand-eye calibration problem. At least two movements of the robot manipulator are necessary, where the axes of the rotations are nonparallel. This was shown by Tsai and Lenz (1989) and Chen (1991) . If the movement is not general enough, the hand-eye parameters can be recovered only partially. For details, see e.g. Andreff et al. (2001) .
The critical factors and criteria for improving hand-eye calibration accuracy have already been given by Tsai and Lenz (1989) .
1. Maximize the angle between rotation axes of relative movements (influence on error in rotation, no translation recovery possible for parallel axes).
2. Maximize the rotation angle of relative movements (influence on error in rotation and translation).
3. Minimize the distance between the optical center of the camera and the calibration pattern (influence on error in translation).
4. Minimize the distance between the gripper coordinate system positions, i.e. small translational movement of the hand (influence on error in translation).
More details as well as an error analysis can be found in Tsai and Lenz (1989) . If the movement of the robot gripper can be planned in advance, all items above may be controlled by the user. The usual way to fulfill the data requirements in robot hand-eye calibration is to use a calibration setup where the different positions of the gripper are chosen such that the data is well suited for calibration. Such a setup is described in e.g. Tsai and Lenz (1989) . When planning movements is not possible or gripper movement is confined to certain areas, not all of the above criteria can be controlled as desired. Particularly when hand-eye calibration is done for devices other than robot manipulator arms, controlled movements may be not possible at all or only with very low accuracy. An example of such an application that becomes more popular is the calibration of an optical tracking system (basically a camera) and an endoscope (optics and endoscopic camera). A so-called target, which consists of retroreflective markers, is mounted on the endoscope. Its 3D pose can then be determined by the optical tracking system. In this setup, the hand data is provided by the tracking system and the eye data by the endoscopic camera. With a known hand-eye transformation, the movement of the endoscopic camera can therefore be computed from the movement of the target. The endoscope is normally moved manually, and its exact pose cannot be controlled. For more details see Schmidt et al. (2004 )1 Vogt (2006 .
Another application is self-calibration of a stereo-camera system as discussed in Schmidt (2006) . In this case, the rigid transformation between two cameras is estimated based on image information only, without using a calibration pattern. The cameras are either moved manually or implicitly by the head movement of a user in an Augmented Reality setting. Controlling criterion (3) in such a setup is usually not feasible. It would mean minimizing the distance of the cameras to the observed scene, which would restrict the freedom of the user's movements considerably, rendering one of the main advantages of a self-calibration approach useless.
However, the main difference between these new application areas and classic hand-eye calibration is the way data is recorded. In a traditional setup, images of a calibration pattern are acquired at a comparatively small number of positions, say 20. In an Augmented Reality setting, where the user wearing a stereo camera is allowed to move freely, images are recorded at a rate of 25 or 30 frames per second. This results in an amount of data higher by one to two orders of magnitude, recorded at more or less arbitrary positions. Also, having a continuous movement where rotation and translation change only slightly between two consecutive frames, a trade-off between requirements (1) and (2) and requirement (4) has to be taken into account.
Data Selection
Various data selection algorithms are presented which select a globally consistent set of relative movements, optimizing the non-parallelism criterion (1) and the rotation angle criterion (2) from Section 2.2. Criterion (1) is considered to be the most important one here, since no recovery of the hand-eye translation is possible if the rotation axes used are parallel.
Pre-processing
The main purpose of the algorithms presented in this paper is to increase the hand-eye calibration accuracy when the hand positions are recorded continuously (i.e. when consecutive poses differ only minimally). Given the criteria from Section 2.2, it can be expected that processing the data in temporal ordering is suboptimal. This is supported by the experimental results presented later on1 using these readily available movements between consecutive poses therefore cannot be recommended.
Deciding which data, i.e. relative movements, should be used as input for the data selection method instead is an important step that has considerable influence on the performance of the algorithm. It has been proposed by Schmidt et al. (2003) to consider all possible relative movements between the recorded hand poses that are contained in the data and use these as input for the data selection algorithm. Given two robot gripper poses at time i and j consisting of rotation R i , R j and translation t i , t j , the relative movement given by R i j , t i j can be computed as
for rotation and
for translation. For N poses, the total number of all relative movements is N 1N 7 1262, i.e. the time complexity of the pre-processing step equals O1N 2 2.
Vector Quantization -Overview
Given a set of N r relative movements represented by their rotation axes, the following algorithm aims to compute a new set of distinct axes consisting of N s vectors where N s 7 N r . This is achieved by running a clustering algorithm on the vectors representing axes, which computes a partitioning of the axes vectors. A method which is suited very well to this task is vector quantization (Linde et al. 1980) . Note that although we propose to use vector quantization (and the LBG algorithmnamed after the authors Linde, Buzo and Gray (Linde et al. 1980 ) -mentioned later), this should be seen as an example rather than a strict condition for data selection. In fact, any clustering algorithm can be applied.
In general, vector quantization works as follows. An input vector x 3 1 n is mapped to a vector of the so-called codebook 1 2 4c 1 3 5 5 5 3c N s 5, which is a set of N s n-dimensional vectors that define a partitioning of 1 n . Given a distance measure d183 82 on vectors in 1 n (usually Euclidean distance), the input vectors are mapped: 
Thus, the entries of the codebook 1 are the cluster centers in 1 n . For finding the entries of the codebook, the well-known LBG algorithm is used. This is an iterative method that computes the codebook given the desired number of codebook entries. The complexity of the LBG algorithm for each iteration is O1N r N s 2, which equals O1N 2 N s 2. Note that the number of movements N r is reduced further considerably by a preselection step removing movements with small rotation angles as described in Section 3.3.
Various algorithms based on this idea are presented in Section 3.3. They differ in the input data used as well as in the dimensionality of vector quantization.
Three-dimensional Vector Quantization of Normalized Rotation Axes
The vector quantization based data selection algorithm presented in this section requires 3D rotation axes r i having norm one computed from relative movements as input data. This algorithm was first published in Schmidt et al. (2004) .
Before selecting the movements according to their nonparallelism, a pre-selection is done according to their rotation angle since for angles close to zero the rotation axis is not welldefined (see Appendix A.2). For an angle of 180 , singularities in hand-eye calibration arise (Shiu and Ahmad 19891 Daniilidis 1999) . These are exactly the cases where the rotation matrix has multiple real eigenvalues. This step removes these movements, thus optimizing criterion (2). Movements are discarded that have rotation angles greater than a given threshold 9 t and less than 180 79 t , or higher than 180 9 t and less than 360 7 9 t . The second interval is due to the fact that a rotation about an axis r by an angle 9 is the same as a rotation about the axis 7r by the angle 360 7 9 . After the pre-selection step, only the rotation axes (normalized to one) are used for further processing. The complete algorithm is shown in Figure 1 . After pre-selection according to rotation angle and normalization of the rotation axes to one, the ambiguity in the axis/angle representation is resolved to ensure that similar rotation axes are actually close to each other in 3D. Since all normalized rotation axes r i 2 1r ix r iy r iz 2 T lie on a sphere in 3D space, this can be achieved by restricting the axes to one hemisphere. The hemisphere with non-negative r iz -coordinate was chosen without loss of generality. If this coordinate of an axis r i is negative, the axis r i is substituted by 7r i . Rotation axes having a zero r iz -coordinate have to be handled separately by checking the r iy -and r ix -coordinates. The next step is training the vector quantizer i.e. computation of the codebook vectors 1 which results in a clustering of the rotation axes. Note that since all axes have norm one, the vectors are not uniformly distributed in space but lie on the surface of the unit sphere. An example obtained from real data is depicted in Figure 2 . For the dataset shown in Figure 2 (a), no pre-selection of the data with respect to small rotation angles was done, i.e. all relative movements were used as input for vector quantization. The resulting codebook is plotted in In many algorithms that apply vector quantization, the codebook vectors can be used directly for further processing1 note that this is not the case for data selection as described here. Codebook vectors are computed as the center of gravity (i.e. mean values) of all input vectors belonging to a certain partition. Therefore, a codebook vector does not usually coincide with an element of the input vector set, which means that it cannot be related to an actual relative movement. Additional steps have to be taken in order to obtain a single rotation axis (and the associated relative movement) per partition. Firstly, each rotation axis r i has to be classified to one of the partitions defined by the codebook vectors. The classified axes are denoted by r i38 . Secondly, for each rotation axis r i38 of a partition 8, the distance to the codebook vector c 8 representing that partition is computed1 the selected axis is the one where the distance to the codebook vector d1r i38 3c 8 2 is smallest. The relative movements belonging to the rotation axes selected this way can now be used for hand-eye calibration. 
Two-dimensional Vector Quantization of Normalized Rotation Axes
The data selection algorithm presented before uses normalized rotation axes as input where the rotation angle is not encoded in the axis but handled separately, an axis being a 3D vector with only two degrees of freedom. Hence, the dimensionality of the vector quantization can be reduced from three to two by using an appropriate parameterization of the axes. An obvious choice for this task is polar coordinates. Given a rotation axis r, the polar coordinates , of r are computed as:
The data selection algorithm using polar coordinates is similar to that shown in Figure 1 . The main difference is that an ad- Fig. 3 . Examples of vector quantization result using polar coordinates based on real data: (a) no threshold on rotation angle, i.e. 9 t 2 0 and (b) threshold of 9 t 2 15 . The angles and are given in rad.
ditional computation step, preceding the codebook generation, has to be introduced to convert the normalized rotation axes r i to polar coordinates using Equation (8). This reduces the dimensionality of the following vector quantization, as only 2D vectors that contain the angles i and i are used. An example of a vector quantization result using polar coordinates is shown in Figure 3 . The same dataset as in Figure 2 was used.
Automatic Computation of Rotation Angle Thresholds
A drawback of the two data selection algorithms presented in Sections 3.3 and 3.4 is that a threshold 9 t for the rotation angle has to be set manually. There are mainly two ways to improve the algorithm.
1. Use a threshold, but compute it automatically from the available data.
2. Do not use a threshold at all, i.e. all data are used for vector quantization. The rotation angle is taken into account implicitly by an appropriate parameterization.
The former is discussed here1 algorithms using the second option are shown in Sections 3.6 and 3.7.
In the data selection algorithms presented before a single threshold was used, which is applied to the lower (0 , 360 ) and upper (180 ) bounds of the rotation angle interval symmetrically. The best-suited movements have rotation angles located in the center of the two intervals at 90 and 270 . The algorithm for automatic threshold computation is different in two ways. Two separate thresholds for the upper and lower bound are calculated, and these are not necessarily symmetric. The structure chart for automatic threshold computation is shown in Figure 4 .
The algorithm requires that the desired remaining fraction of movements be specified as an input parameter. This is a clear advantage over using a threshold for the angle directly. When an explicit angle threshold is provided, more often than not it will be chosen either too high or too low, as we have no a priori knowledge of the data used for calibration. If the threshold is too high, there may be no movement left after applying the threshold which makes calibration impossible. If chosen too low, lots of movements are possibly processed further that are actually not very good and thus distort the calibration result. Since the rotation angles are highly dependent on the recorded image sequence, a general recommendation for choosing a threshold on the angle is not possible. In contrast, specifying a percentage of movements that are to remain after pre-selection, allows the best movements to be selected while it is guaranteed that a sufficient number of movements is left for calibration.
First, the rotation angle 9 i is computed for each relative movement1 the rotation axes are irrelevant for threshold determination. Since only the amount of rotation is of interest we take the absolute values of 9 i . Then, all angles are normalized to the interval 0 to 180 and stored in a list 2 which can be accessed by an index ranging from 0 to N r 7 1. After sorting the list in ascending order, the smallest and largest rotation angles l and u that are contained in the recorded image sequence can be found in the entries 2102 and 21N r 7 12.
Recall that after normalization, the best-suited movements have a rotation angle of 90
. Three cases have to be distinguished. If the smallest rotation angle l is greater than 90 , Fig. 4 . An algorithm for computing upper and lower rotation angle thresholds 9 u , 9 l automatically.
no movements are contained in the sequence that have to be removed at the lower bound. Therefore, the lower threshold 9 l is set to 0 . All movements have to be removed at the upper bound, and the upper threshold is defined by the list entry having index 1N r 7 12 7 Round111 7 2 8 1N r 122.
A similar situation with reversed roles of thresholds arises if the largest angle u is smaller than 90
. In this case, all movements have to be removed at the lower bound. The upper threshold 9 u is set to 0 , while the lower is given by the list entry at index Round111 7 2 8 1N r 7 122.
The case where angles both below and above 90 exist is slightly more complex, as both thresholds have to be chosen asymmetrically depending on the number of movements with rotation angles greater and smaller than 90
. Therefore, the first step is to identify the position i of the first angle in the list that is equal to or larger than 90 , i.e. the 'center' of the list with respect to the best angle contained in the sequence. The fraction of angles left and right of the identified position i can now be computed:
where l 3 u are the fraction of movements in the lower and upper part with respect to 90 , respectively. When deciding which movements are to be removed, it is important to keep as many close to 90 as possible. In the majority of cases, most movements will be deleted in the part of the list containing the larger amount of movements and only a small fraction (if any) from the part containing the smaller amount of movements. We compute two factors s and b that determine the fraction of movements to be deleted in the smaller ( s ) and the larger ( b ) parts of the list. These factors are given by: The first addend in the equation for b removes as many movements as possible from the larger part, i.e. either all that have been required or an amount that makes it the same size as the originally smaller part. The remaining movements can then be removed symmetrically from both parts, the amount being defined by s .
If most movements are located in the lower part of the list, the thresholds 9 l , 9 u are then defined by the list elements having index Round1 b 1N r 7122 and 1N r 7127Round1 s 1N r 122, respectively. In the case that most movements are located in the upper part of the list, s and b change roles when computing the indices of the list elements.
Strictly speaking, checking the first two cases where all movements are located on one side of 90 is not necessary as both are covered by Equation (10). Nevertheless, they have been included in the structure chart as we believe the concept is easier to understand this way.
Vector Quantization using Axis/Angle Representation
This section presents a data selection algorithm that does not need thresholds on rotation angles as no pre-selection of relative movements is done, i.e. all available movements are used. A structure chart is shown in Figure 5 .
Instead of treating rotation axis and angle separately, the axis/angle representation is used as described in Appendix A.2 where the angle 9 is encoded as the norm of the axis vector r in a 3D vector having three degrees of freedom.
We start with a set of N r relative movements, now represented by their rotation axes with angles encoded in i . The result is a set of N s vectors, N s 7 N r , where the corresponding selected movements are a trade-off between criteria (1) and (2) as defined in Section 2.2. Movements having small rotation angles will be found in the resulting dataset if their rotation axes fit the remaining data well.
Initially, all i are normalized such that angles are in the range 0-180 . This is different from the normalization in the previous data selection methods, where the sign of the axes elements is used. There are always two options: either the sign of an axis or the rotation angle is controlled, never both. Depending on the application, either option may have advantages and disadvantages.
In contrast to the methods presented before, where movements with rotation angles close to zero are scattered, they will now be concentrated near the origin of the coordinate system. The pre-selection using a rotation angle threshold can therefore be omitted, as the vector quantization step will only select a few movements having unsuitable rotation angles while the majority will be alright. This feature is the main advantage of the algorithm. Also, 3D vector quantization can be used in a straightforward fashion, as the 3D axis/angle vectors i have three degrees of freedom.
The basic principle of the rest of the algorithm remains the same as previously, except that vector quantization is now carried out on the vector where rotation axis and angle are encoded.
Vector Quantization using Quaternions
As in Section 3.6, a data selection algorithm is presented here that does not remove movements having small rotation angles and therefore has no need for thresholds. The quaternion representation of 3D rotations is now used (see Appendix A.3).
After the quaternion representation has been computed for each relative movement, the ambiguity in the quaternion representation has to be resolved. Since the quaternions q i and 7q i represent the same rotation, we restrict the quaternions to the hyper-hemisphere with positive real part. This can be done similarly to the axis ambiguity resolution discussed in Section 3.3, with the difference that a quaternion consists of four elements instead of three. The remaining part of the algorithm is similar to the data selection methods discussed before.
The main advantage of quaternions compared to using the rotation axis is that the quaternion is well defined for arbitrary rotation angles. While the rotation axis is undefined for a rotation angle of zero, i.e. for movements where the rotation matrix equals I 363 , the corresponding quaternion is defined and equals 1. The main disadvantage of using quaternions is that these consist of four elements with only three degrees of freedom1 therefore, a 4D vector quantization has to be used instead of a 3D vector quantization. As before when rotation axes were discussed, polar angles representing quaternions could of course be used, as these have norm one and thus lie on a hypersphere.
Experimental Results
This section presents an experimental evaluation of the vector quantization based data selection algorithms. It starts with an introduction to the metrics used for residual error computation in Section 4.1. The datasets used are described in Section 4.2, followed by the experimental results in Sections 4.3-4.6. We will look into the following topics in particular: how the codebook size used for vector quantization influences the calibration error (Section 4.3)1 how the pre-selection threshold on the rotation angle affects the result (Section 4.4)1 and which of the presented data selection methods perform best (Section 4.5)? Finally, Section 4.6 shows how the data selection performs compared to manually selecting well-suited poses during data acquisition (although this is not the main application area of the proposed methods). The actual hand-eye calibration was done using the linear dual quaternion algorithm by Daniilidis (1999 Daniilidis ( , 2001 ).
Residual Error Metrics
For experimental evaluation, we need error metrics for rotation and translation that measure the accuracy of hand-eye calibration. Commonly, the error in translation is given as a relative error, while for rotation an absolute error metric is used (e.g. Horaud and Dornaika 19951 Daniilidis 19991 Andreff et al. 2001) . In this paper, absolute and relative errors will be shown for both rotation and translation. The absolute residual error for translation is given by
and the relative residual error by
where N is the number of translation vectors used for error computation, t i is the true translation vector, and t i is the vector estimated by hand-eye calibration. Different metrics for errors in rotation are used in literature. While the norm of the difference between two rotation matrices is given in Horaud and Dornaika (1995) , this work follows Daniilidis (1999) and Andreff et al. (2001) and uses instead the norm of quaternion differences for relative residual errors, given by
The norm of quaternion differences is obviously connected to the rotation angle as well as to the angle between the two rotation axes:
where 9 i , 9 i are the rotation angles and r i , r i the rotation axes corresponding to the quaternions q i and q i , respectively. For rotations about the same axis but by different angles, this metric has the property that it is directly connected to the residual rotation angle as Equation (14) can be simplified to:
The absolute residuals can either be given using quaternions as well, or in degrees based on the axis/angle representation of the residual rotation matrix R resi , which is given by:
A simplified absolute rotational residual error can now be defined by the rotation angle 9 resi , which can be computed from one of the complex eigenvalues of R resi : Fig. 6 . Left: optical tracking system smARTtrack1 in the laboratory and right: smARTtrack1 in the operating room during an endoscopic surgery (images courtesy of F. Vogt).
The advantage of using this metric instead of the quaternion based metric is simply that an absolute residual given in degrees makes it easier for the reader to judge whether the error is high or low. The metrics presented above are used for computing a prediction error, which is the residual between the predicted eye position computed from hand data and the estimated hand-eye transformation, and the real (calibrated) eye pose. In order to give an overall residual error, a set of relative movements (we use 100) is selected randomly from the complete set of all possible relative movements (Section 3.1). Note that again it is of disadvantage to use relative movements between subsequent positions because the movements will usually be small. This results in large relative errors and thus does not reflect the actual quality of the estimated hand-eye transformation. The results shown in Tables 2-5 have been obtained by iterating the above process 100 times and averaging the resulting residual errors.
The reason why the randomly chosen movements are selected from the complete dataset rather than the set obtained after vector quantization is that the latter would not result in a valid residual error that can be used to describe the actual calibration accuracy, because these data have been used for parameter estimation. As the estimation process optimizes the hand-eye parameters on the provided data, the residual error would always be minimal.
To summarize, the residual errors in translation shown in the following were computed using Equations (11) and (12).
For relative residual errors in rotation, Equation (13) was used. The absolute rotational errors show the average rotation angle in degrees, which was computed using Equation (17). All results are given with an accuracy of three valid digits.
Description of Datasets
Instead of a robot as in classic hand-eye calibration, we have used an optical tracking system in our experiments. The infrared optical tracking system smARTtrack1 by Advanced Realtime GmbH (shown in Figure 6 ) provides pose data of a socalled target (the hand) that is fixed to an endoscope. It is a typical optical tracking system consisting of two infrared cameras and the target, which is built from markers that can easily be identified in the images captured by the cameras. Spheres with a retro-reflective surface are used, and marker identification is simplified by active illumination with infrared light. The 3D position of each visible marker is calculated by the tracking system1 knowledge of the geometry of the target then allows us to calculate its pose. The accuracy of the pose is 0.19 mm in the x and y direction, 0.36 mm in the z direction and 0.14 for rotation.
A CCD camera is mounted rigidly on the endoscope, which is moved manually. The objective of hand-eye calibration is to determine the unknown transformation from the target pose provided by the optical tracking system to 3D camera coordinates.
The camera (eye) poses are computed using a calibration pattern and standard camera calibration techniques (Zhang 1998 (Zhang , 2000 . We use an asymmetric pattern as shown in Figure 7 (left) , which consists of 49 circular calibration points arranged in a 7 6 7 pattern. The corners of the pattern are coded using smaller dots to allow for resolving ambiguities when the camera is moved. We extract contours in the captured image of the calibration pattern, and perform ellipsefitting on each contour (Figure 7 , right). The center of each ellipse is used as a 2D calibration point which provides subpixel accuracy1 the measured back-projection error is smaller than 0.2 pixels.
Results from eight representative datasets acquired this way are shown here. These have been selected carefully out of many more experiments that we have conducted, to describe effects that can be observed when using the proposed data selection methods. Four sets contain a large number of data continuously recorded while the endoscope was moved manually. These are denoted by ART1, ART2, ART3 and ART4 in the following. The remaining four contain only a small number of poses, which were recorded at manually selected positions as in classic hand-eye calibration.
The continuously recorded datasets differ mainly in the number of poses contained in each sequence (270 for ART1, 190 for ART2, 200 for ART3 and ART4) and in the type of movement made while they were recorded. The cameraendoscope configuration, i.e. the hand-eye transformation, is different for all datasets as the camera was re-mounted on the endoscope every time. An overview of the main properties of the datasets, including the results of automatic threshold computation, are shown in Table 1 .
The the accuracy of the hand-eye calibration is heavily dependent on the amount of rotational movement in terms of both distinct rotation axes as well as large rotation angles. The quality of a dataset can therefore be assessed by plotting the distribution of normalized rotation axes and histograms of rotation angles, as shown in Figures 8 and 9 .
As can be seen in the plots of normalized rotation axes after pre-selection in Figure 8 , the rotational movement in ART1 and ART3 is smaller than in ART4, and considerably smaller than in ART2. It is important to note that a dataset has to contain a certain amount of rotational movement to achieve good results. Therefore, based on rotation axes, the datasets ART2 and ART4 are much better suited for hand-eye calibration than ART1 and ART3, due to the small coverage of the latter. Figure 9 shows histograms of rotation angles contained in the datasets before (left column) and after (right column) pre-selection of movements using an automatically computed rotation angle threshold. It can be observed that the majority of movements before pre-selection have small rotation angles, and only ART3 contains angles greater than 90
. Recall that for obtaining a very accurate calibration we would need movements with rotation angles around 90
. Based on the histograms we can conclude that ART3 is the best-suited dataset. Fig. 9 . Histograms of rotation angles (rad) in the datasets: (a) ART1 -all movements1 (b) ART1 -after pre-selection1 (c) ART2 -all movements1 (d) ART2 -after pre-selection1 (e) ART3 -all movements1 (f) ART3 -after pre-selection1 (g) ART4 -all movements1 and (h) ART4 -after pre-selection.
However, combined with the distribution of axes (Figure 8(c) ) which has low coverage, judging the calibration outcome for ART3 in advance from the plots is inconclusive.
Based on these figures it can already be predicted that ART1 is probably a dataset that results in a low-accuracy calibration, as neither rotation axes nor angles are well suited for hand-eye calibration. It is likely that ART2 and ART4 will yield better results, as the coverage of axes is good and the histograms of angles are acceptable, although not optimal.
In order to get an idea of the quality of the hand-eye calibration obtained from continuously recorded sequences, the results were compared to the accuracy of performing hand- eye calibration in the classic way i.e. using a small number of poses recorded at manually selected distinct positions that are well-suited for hand-eye calibration. These were acquired using the same camera-endoscope configuration as continuously recorded data, and are denoted by ART5 (18 poses), ART6 (14 poses) (both corresponding to ART2), ART7 (20 poses, corresponding to ART3) and ART8 (18 poses, corresponding to ART4). Figure 10 shows plots of the distribution of rotation axes of all relative movements contained in these four datasets. Comparing these figures to the plots in Figure 8 , it can be observed that the coverage is much better than for the continuous se- quences. They obviously contain much less data, but it is not quantity that counts. Histograms of the rotation angles (without any pre-selection) are shown in Figure 11 . As opposed to the histograms in Figure 9 , the manually recorded datasets contain less very small angles close to 0 . Although they too are far from being optimal, with the exception for ART5 they all contain angles greater than (but still close to) 90 . To summarize, even without performing an actual calibration, it can be concluded from the plots alone that in most cases continuously recorded data will lead to a less accurate calibration compared to data containing manually selected positions. However, in many applications it may be very inconvenient or even impossible (e.g. due to time constraints during a surgical intervention as in the case of the endoscope) to use manually selected positions.
In the following sections we present an evaluation of the data selection algorithms, compare continuously recorded data with data acquired at manually selected positions calibrated the classic way and show that even for the manually selected datasets, performing a data selection can result in a more accurate calibration.
Codebook Size
In this section the influence of one of the two data selection parameters is analyzed, namely the codebook size used for vector quantization. The hand-eye calibration residual errors were computed varying the codebook size, while the other parameter was left constant. For data selection, the 3D vector quantization algorithm on normalized rotation axes (Section 3.3) was chosen and the pre-selection step that removes movements having small rotation angles was done using the automatic threshold computation (Section 3.5).
Plots of the relative residual errors in rotation and translation for the continuously recorded datasets ART1, ART2, ART3 and ART4 are shown in Figure 121 the graphs for absolute residuals have been omitted, as they look very much like the relative ones and therefore do not provide much more information.
The codebook size was varied from 20 to 4000 relative movements, which is 0.22-57% (depending on the dataset) of the number of relative movements remaining after preselection with respect to the rotation angle, and only 11-22% of the total number of relative movements contained in the sequence. Typically, what can be observed is the behavior of the datasets ART1 and ART2 and, with the exception of some outliers in the middle, ART3 as shown in Figures 12(a)-12(f) . Fluctuations are quite high for small codebook sizes, the residual error becoming more stable as a larger amount of data is used for calibration. In contrast to the other datasets, ART4 is stable from the beginning (note the scale of the vertical axis). This is probably due to the fact that ART4 is obviously the bestsuited dataset for hand-eye calibration, judging by the residual errors.
For practical purposes, low values for codebook size is preferable to high values, as the number of vectors in the codebook has a twofold impact on computation time. Vector quantization itself will take longer to compute as will the actual hand-eye calibration as more data are used. All datasets shown can arguably be considered to be relatively stable from a codebook size of 2000 for all sequences, which corresponds to about 5.5% (ART1), 10% (ART3, ART4) and 11% (ART2) of the total number of relative movements before pre-selection or about 22-29% of the relative movements after pre-selection.
Note that the residuals for ART1 are considerably higher than those of the other sequences. This is not due to the data selection or hand-eye calibration algorithms used but is inherent in the data, which does not contain sufficient information for an accurate calibration due to only small rotational movement. In other words, rotation axes are more concentrated and the amount of rotation is smaller than in the other datasets.
Rotation Angle Threshold
The second data selection parameter that influences hand-eye calibration accuracy determines how much data is discarded during the pre-selection stage due to small rotation angles. For the experimental evaluation in this section, the automatic threshold computation algorithm described in Section 3.5 was used.
During the experiments codebook size was fixed for each dataset, while the percentage of relative movements that are removed by automatic threshold computation was variable. The codebook sizes used are 1200 (ART1), 1000 (ART2), 900 (ART3) and 700 (ART4). Residual error plots dependent on the fraction of data left after pre-selection according to the rotation angle are shown in Figure 13 . A value of 1 on the horizontal axis is equivalent to 100% of the data used, i.e. no preselection at all, while 0 would indicate that no data was left after pre-selection. As the latter case is pointless, the evaluation was only done up to a fraction where enough data was left to allow for hand-eye calibration, namely 7%.
The problem when removing relative movements based on the rotation angle alone is that an unknown amount of these movements may be suited quite well for hand-eye calibration in terms of non-parallel rotation axes, so there will always be a trade-off. This issue has been addressed before in Sections 3.6 and 3.7 where data selection algorithms have been presented that do not require a threshold for pre-selection, as none are carried out. Whether this results in a higher calibration accuracy than applying a rotation angle threshold is evaluated in Section 4.5.
As shown in the histograms in Figure 9 , the datasets contain a considerable number of movements with relatively small rotation angle. Therefore, judging solely on rotation angle, what would be expected is that the plots in Figure 13 are U-shaped. When no movements are removed from the dataset, the residual error should be high because unsuitable data are used for calibration and skew the result. On the other hand, when most movements have been removed, the calibration residual should increase due to the very small amount of noisy data that is used, making hand-eye calibration more sensitive to erroneous movements.
While the increasing residual error at the lower end can be observed in all plots in Figure 13 , the increase at the right end is visible only for the ART3 and ART4 datasets.
In general, a value of 20-40% for the data to be left after pre-selection with respect to the rotation angle is a relatively good choice for automatic threshold computation in most cases. If possible, smaller values are preferable to higher values, because the computation time of vector quantization depends on the size of the datasets after pre-selection.
Comparison of Data Selection Methods
In this section, a comparison of the performance of the various vector quantization based data selection methods is presented. Data selection is essential if continuous movements are used and the results when using relative movements between consecutive poses (i.e. without any data selection) are also shown.
The following methods were compared.
1. Consecutive movements: relative movements between consecutive poses are used. No data selection is done. These results are presented in order to show how much can be gained by data selection when continuously recorded sequences are used.
2. 3D VQ, normalized axes: data selection using normalized 3D rotation axes with two DOF as presented in Section 3.3. 3. 2D VQ, polar coordinates: data selection based on the polar coordinate representation of normalized rotation axes as presented in Section 3.4.
4. 3D VQ, axis/angle: data selection with three DOF based on the axis/angle representation of rotation axes, where the rotation angle is encoded as the norm of the axis. This method was presented in Section 3.6.
5. 4D VQ, quaternions: data selection with three DOF based on the quaternion representation of rotations as shown in Section 3.7. In case of (2) and (3), rotation angle thresholds were computed automatically using the method presented in Section 3.5. Obviously, this is not applicable for method (1).
Note that for methods (4) and (5) no pre-selection of the data with respect to small rotation angles is necessary as the angle is handled implicitly during vector quantization. The residuals for this case are described by 'no threshold'. However, the removal of relative movements with small rotation angles can nevertheless be done, and the results using automatically computed thresholds are also shown.
The tables show absolute and relative residual errors for rotation and translation. In the case of translation, the residuals were computed using Equation (11) for absolute errors and Equation (12) for relative errors.
The relative rotation error was computed based on quaternions using Equation (13). In order to obtain an impression of the order of magnitude of the absolute rotational error, it has been decided to show these in degrees rather than to give the absolute quaternionic residual. For this purpose, the absolute residuals have been computed from the rotation angle (in axis/angle representation) of the residual rotation matrix given by Equation (17). This value is highly correlated to the quaternionic residual. Note, however, that due to the different rotation representations, there will be slight deviations in some cases where absolute and relative residuals from different experiments are compared.
The calibration results are shown in Tables 2-5 . As predicted, using consecutive movements is always the worst case, with residual errors that render the calibration result totally useless in most cases. It can be observed that the data selection method used has virtually no influence on the residual errors in rotation. This result is as expected, as the rotation matrix can always be computed, even for movements which are not general enough, while this is not true for translation.
Recommending a single data selection method based on the results presented here is not easy, as there is no single method that consistently gives the best results. However, the follow- ing insights are to be gained. Using any data selection is better than doing nothing, as all methods perform much better than using consecutive movements directly. We believe that the method of choice is using normalized rotation axes with a pre-selection according to the rotation angle with an automatically computed threshold (case (2)), because it is consistently good and ranked in the top three in all experiments.
The results using rotation representations where the rotation angle is implicitly coded, such as quaternions and axis/angle ((4), no threshold and (5), no threshold), did not perform as well as the others, with the exception of the ART2 experiment. Results improved when the automatic threshold computation was done, removing movements with small rotation angles.
With the exception of ART1, using polar coordinates was inferior to most other methods. Table 5 lists the results for the ART4 experiment. If the dataset is suited well for calibration, i.e. the coverage of rotation axes is high and there is a sufficient amount of rotation angles close to 90
, it makes virtually no difference which data selection method is used. The difference between the best and worst results (not taking into account using consecutive movements for obvious reasons) is only 0.1 mm, and the difference between the best result and the recommended method using normalized rotation axes is only 0.02 mm.
The experiments were run on a computer with an Intel P4 2.6 GHz CPU. While the implementation was not particularly optimized for speed, we want to give at least a rough guideline regarding the computation times that can be expected for data selection and hand-eye calibration.
Using consecutive movements is obviously the fastest way to calibrate, as no data selection is performed, and takes about 50 ms. For the remaining methods, computation time depends mainly on the amount of data during vector quantization and its dimensionality. Not surprisingly, the fastest algorithm is that based on polar coordinates as only a 2D quantization has to be done. Computation times varied between 5.8 s (ART4) and 11 s (ART1). Accordingly, using quaternions and no threshold (i.e. 4D quantization and all data) is always the slowest option, with computation times between 10 s (ART4) and 31 s (ART1). This is similar for the axis/angle method using no threshold, where the time required is only slightly less, namely 9.5 s (ART2) to 26 s (ART1). When using a preselection with an automatically computed threshold, the computation times of these two algorithms are very similar to that for the normalized rotation axes method, which varies between 6.1 s (ART4) and 12 s (ART1).
Comparison with Manual Selection
There are obviously situations when acquiring well-suited data at manually selected positions is less convenient than in others. In a classic setup with a robot manipulator arm, the robot can easily be programmed to move to defined positions that are used for calibration. However, in setups such as hand-eye calibration of a camera mounted on an endoscope or a stereocamera system used in Augmented Reality, the device is manually controlled by the user and obtaining good data is no longer straightforward. Two topics are therefore addressed in this section. 1. How well does hand-eye calibration based on continuously recorded sequences perform compared to calibration by the classic method using a small number of poses recorded at manually selected distinct positions that are well-suited for hand-eye calibration?
2. Can calibration accuracy be increased by running a data selection on datasets with manually selected positions, which is already good when consecutive poses are used? Table 6 shows calibration results for datasets consisting of about 20 poses recorded at manually selected positions (calibrated the classic way), described in Section 4.2, and compares them to the corresponding continuously recorded data (calibrated using data selection with normalized rotation axes and automatic threshold computation). The camera-endoscope configuration (i.e. actual hand-eye transformation) of ART5 and ART6 is the same as for the continuously recorded dataset ART2. Likewise, ART7 has the same configuration as ART3, and ART8 the same as ART4.
Comparing ART5 and ART6 on one side to ART2 on the other shows that the manual selection of positions while recording data is not always better than the conveniently recorded continuous sequence. In particular, the translation estimate of ART2 is considerably better than that of ART5. The result for the manually selected positions (ART7) is much better than that of the continuously recorded ART3. The situation for the last set ART8 and ART4 shows again that a continuously recorded sequence can lead to better results than a manual selection of the positions for recording.
It is obvious that much depends on the dataset itself and the poses contained in it. When there is insufficient information available, the calibration results are also poor. Of course, in practice this may be more often the case for continuously recorded sequences, as the user usually does not choose the Table 7 . Comparison between the classic hand-eye calibration method using consecutive poses (left) and the method using the data selection proposed in this work (right). Clearly, an additional data selection improves the calibration accuracy on these datasets, which contain only a small number of poses recorded at manually selected distinct positions. positions as carefully as in the case where the data are acquired at distinct positions. Even although the data selection methods have been developed for continuously recorded sequences where they are essential, the question remains whether applying them to the datasets containing only a small number of poses at manually selected positions would lead to even better calibration results. A comparison between the classic method using consecutive poses and the method using the data selection proposed in this paper is therefore presented in Table 7 .
Consecutive frames
Again, the data selection method chosen for this comparison was vector quantization of normalized rotation axes with automatic threshold computation. In all cases, the calibration with data selection was superior to that using consecutive poses as is usually done for hand-eye calibration. Except for ART8 (where the absolute residual error in rotation changed by 05154
, which is a 23% decrease compared to calibration without data selection), the rotation residuals did not change by much. The translational residual error, however, improved considerably for all datasets, which is a result of using wellsuited data for hand-eye calibration.
The results highlight that even when the user tries to perform a small amount of well-described calibration movements as accurately as possible, using data selection will still increase calibration accuracy.
Conclusion
We have proposed new data selection methods that can improve the accuracy of hand-eye calibration in many cases, and make it possible in the first place in situations where a manual selection of positions is inconvenient or even impossible. Examples include areas other than the classic setup with a robot manipulator arm and a camera. These include calibration of a camera mounted on an endoscope where the 'hand' data are provided by an optical tracking system or applications such as self-calibration of a rigid stereo-camera system. These appear to be unrelated to hand-eye calibration initially, but nevertheless can be solved using algorithms adopted from hand-eye calibration.
The result of the data selection algorithm is a dataset that is well suited for hand-eye calibration as it removes relative movements with small rotation angles and selects those movements where the rotation axes are different. Data selection as presented in this paper is based on applying a clustering algorithm on the data. For this purpose, we proposed to use vector quantization, but in general any clustering algorithm is suitable.
A variety of methods are proposed, which differ in the dimensionality (2D, 3D and 4D) of the vector quantization compared to the degrees of freedom (two or three) and whether an automatically computed threshold or no threshold at all is used for incorporation of the rotation angle. The methods using no threshold are based on 3D and 4D vector quantization using the axis/angle or quaternion representation of rotations, respectively. They are a trade-off between the non-parallelism criterion for the rotation axes and the fact that for movements with small rotation angles the axis is not well defined. The former methods remove movements with small angles in a preprocessing step and use only the differences in the rotation axes as a selection criterion.
The performance of the proposed vector quantization based data selection methods was evaluated using data obtained from an optical tracking system (hand) and an endoscopic camera (eye) that was calibrated using a calibration pattern.
Firstly, the parameters that influence hand-eye calibration accuracy were evaluated: the codebook size of the quantizer and the thresholds used for pre-selection of movements with respect to their rotation angle. It has been found that the fluctuations of the residual error for small codebook sizes are relatively high and become less for increasing codebook size. According to experimental results, using about 10% of the total number of relative movements as the codebook size (corresponding to about 20-30% of the movements left after preselection), is recommended.
Before vector quantization, a pre-selection step is performed that discards movements with small rotation angles from the data, as these are not suitable for hand-eye calibration. The data remaining after this pre-selection has a high influence on the computation time required during vector quantization.
These experiments were performed for fixed codebook sizes (but different sizes for each dataset), while the percentage of movements that are removed by automatic threshold computation was varied. High residual errors can be expected when either most movements have been removed or when all movements have been left in the data used for calibration. In most cases, a value of 20-40% for the data remaining after preselection is a good choice for automatic threshold computation.
Next, the different data selection methods proposed in this paper were compared. The new methods are based on vector quantization and differ in the parameterization used for representing 3D rotation (normalized rotation axes, polar coordinates, axis/angle, quaternions) and in the way the data preselection with respect to the rotation angle is done (automatically computed thresholds or no thresholds). These methods were compared to using consecutive movements, i.e. using the movements as they are, without any data selection. As predicted, using consecutive movements is always the worst case, with residual errors that render the calibration results totally useless in most cases.
As expected, the data selection method used has virtually no influence on the residual errors in rotation, only the translational residuals differ. To obtain the best results regarding accuracy, it is recommended to apply the vector quantization based data selection using normalized rotation axes. It should be noted, however, that much depends on the dataset itself. In other words, when the information contained in the movements is not general enough in terms of different rotation axes and high rotation angles, there is no way to obtain good calibration results, no matter which data selection or hand-eye calibration algorithm is used.
It has also been found that even in situations where calibration data are acquired using a small number of manually selected positions, applying an additional data selection can improve the accuracy of hand-eye calibration over the classic approach using consecutive movements. Even when the user is asked to perform a small number of well-described calibration movements, applying data selection on the acquired data will still result in improved accuracy of the hand-eye transformation.
A.2. Axis/Angle
An arbitrary rotation R can be represented as a rotation about one axis r3 1 3 by the angle 9. This will be denoted here as axis/angle representation. Since only the direction of the rotation axis r is of importance, r has only two degrees of freedom and thus can be normalized to one. Hence, axis and angle can be combined into a single vector with three degrees of freedom, its direction giving the rotation axis and its length the rotation angle, thus making it a minimal parameterization:
2 9 r3 and for 9 2 0: 9 2 3 r 2 5
Computing a rotation matrix R from can be done using Rodrigues' formula (Faugeras 19931 
where [x] 6 denotes the skew-symmetric matrix that represents the outer vector product of x and y as a matrix multiplication: 
The computation of axis and angle from a rotation matrix R is carried out as follows. Eigen-decomposition of R yields the three eigenvalues 1 and cos 9 i sin 9 . The axis r is the eigenvector corresponding to the eigenvalue 1. The angle 9 is calculated from one of the remaining eigenvalues. Note that the axis/angle representation is not unique: a rotation about an axis r by an angle 9 is the same as a rotation about the axis 7r by the angle 2 7 9 . Therefore, one has to check the consistency of the direction of the axis and the angle, which can be done by inserting both into Equation (20). Another problem arises for a rotation angle of 0 , i.e. if R 2 I 363 . In this case, all three eigenvalues are equal to one which results in a nonunique rotation axis. This is obvious, since for an angle of 0 no rotation is done at all, meaning that the axis can obviously be chosen arbitrarily.
A.3. Quaternions
Quaternions are numbers i.e. they form one of the four existing normed division algebras. (The others are the real and complex numbers and the Octonions1 Conway and Smith 20031 Baez 2001.) They are in a certain sense similar to complex numbers: instead of only one imaginary part, quaternions have three of them. The concept of quaternions was introduced by Sir William Rowan Hamilton and presented to the Royal Irish Academy in 1843 (Hamilton 1844 (Hamilton , 1847 (Hamilton , 1848 . The set of quaternions is usually denoted as 2. Unit quaternions form the special unitary group SU(2), which can be represented as all complex unitary 2 6 2 matrices having determinant one. Since SU(2) is a double cover of the special orthogonal group SO(3), there exist two quaternions for each rotation matrix. More details on quaternions can be found in Faugeras (1993) 1 Kuipers (1999) 1 Conway and Smith (2003) .
A quaternion q is defined as follows:
q 2 q r q 1 i q 2 j q 3 k3 q r 3 q 1 3 q 2 3 q 3 3 13
where q r is the real part and q 1 3 q 2 3 q 3 are the imaginary parts. Multiplication and summation are done component-wise, with i 2 2 j 2 2 k 2 2 ijk 2 71
which is equivalent to i 2 2 j 2 2 k 2 2 713 ij 2 7ji 2 k3 jk 2 7kj 2 i3 ki 2 7ik 2 j5 (24) A quaternion is often written as a 4-tuple q 2 1q r 3 q 1 3 q 2 3 q 3 2 or q 2 q r 3 q im 3
where q im is a 3-vector containing the imaginary parts. In contrast to complex numbers, the commutative law of multiplication is not valid (Equation (24)), i.e. q 1 3 q 2 3 23 where q 1 q 2 2 q 2 q 1 5
Similar to complex numbers, a conjugate quaternion is defined as q 2 q r 7 q 1 i 7 q 2 j 7 q 3 k5
The norm of a quaternion q is given by q 222 q 2 r q 
The multiplicative inverse of q is q 71 2 15
Hence, for a unit quaternion (q 2 1), the inverse of multiplication equals the conjugate, i.e. q 71 2 q . Just as the multiplication of two unit complex numbers defines a rotation in two dimensions, a multiplication of two unit quaternions yields a rotation in 3D. Let p be a 3D point
