The uniqueness of limit cycles is proved for quadratic systems with an invariant parabola and for cubic systems with four real line invariants. Also a new, simple proof is given of the uniqueness of limit cycles occurring in unfoldings of certain vector fields with codimension two singularities.
INTRODUCTION
Part of Hilbert's 16th problem [13] is to find an upper bound for the number of limit cycles appearing in polynomial systems:
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i+j=0 where ( i , y ) 6 R ! , i 6 R , a,-,-, bij 6 R, n E N.
It is known that the existence of algebraic invariants in polynomial systems influences the number of limit cycles. For example, quadratic systems (that is (1.1) with n = 2) with one line invariant can have at most one limit cycle [3, 4, 17, and 8] . The usual procedure in these cases is to transform the system into a Lienard equation and apply a uniqueness theorem. This paper follows the same direction for some unsolved cases in polynomial systems. Since the algebraic invariants in our cases can be used to simplify the Lienard equation (Lemmas 2.1, 2.2), it gives some evidence why algebraic invariants in polynomial systems might reduce the number of limit cycles.
The paper is organised as follows. In Section 2 four lemmas for Lienard equations are given. The first one helps to simplify a Lienard equation, given a solution (for example an algebraic invariant). The second lemma concerns a class of differential equations, related to Lienard equations, to which all systems studied in this paper 8 A. Zegeling and R.E. Kooij [2] belong. The third lemma is a known uniqueness theorem for limit cycles due to Zhang Zhifen. The fourth lemma is an immediate consequence of the third lemma applied to a special class of Lienard equations to which all the systems studied in this paper can be transformed. These four lemmas are applied to polynomial systems with algebraic invariants. In Section 3 quadratic systems with an invariant parabola are studied and it is proved that any such system has at most one limit cycle. This finalises the proof of the uniqueness of limit cycles in quadratic systems with algebraic invariants of degree less than three. In Section 4 cubic systems (that is (1.1) with n = 3) with four real line invariants are considered and the uniqueness of the limit cycle in these systems is proved in a similar way to that used in Section 3. This result should be regarded as an extension of some classical results for quadratic systems. It is well-known that a quadratic system with two line invariants has no limit cycles [1] and that a quadratic system with one line invariant has at most one limit cycle. In [11] it was proved that cubic systems with five real line invariants have no limit cycles. The result of Section 4 therefore completes the analogous results of quadratic systems for cubic systems.
Finally in Section 5 a new approach is presented to the unfolding of vector fields with codimension two singularities. This is a much studied problem that deals with polynomial systems with line invariants [12] . A complete solution of the uniqueness of limit cycles was given by [23, 24] . Another, simpler proof was presented in [5] , but according to [25] , it contains some mistakes. In [23, 24] the main tool of investigation was applying perturbation methods to integrable systems. Here we present a new, simple proof using only the four lemmas of Section 2 involving Lienard equations.
FOUR PRELIMINARY LEMMAS
In order to investigate the systems mentioned in the introduction, we use four lemmas involving generalised Lienard equations. The first lemma is a generalisation of the method applied in [20] . REMARK 2. If V>(z) happens to be a factor of g(x), as will be the case in the next sections, (2.2) shows that 5(1) will be simpler than g(x) in (2.1). The systems discussed in this paper need to be transformed to the form of (2.1), after which we can apply Lemma 2.1 to simplify the system. However, it appears that all our systems have the same structure before the transformation to (2.1). It implies that we can make a shortcut in the calculations by starting with this first type of equation, instead of (2.1), and transform immediately to system (2.2). (This transformation was pointed out to us by Coppel [10] 
Then (2.4) can be transformed into the equivalent generalised Lienard system:
A. Zegeling and R.E. Kooij [4] where U REMARK 1. In applications one needs to ensure that z is real in the transformation from (2.4) to (2.5). This can be achieved by choosing the sign of w(x) appropriately in (2.6). Notice, however, that /(z)/7/(s), which is crucial in the next sections, is independent of the choice of w(x) in (2.5). Therefore w(z) will not be specified in the Sections 3 and 4; its explicit form is not needed in the application of Lemma 2.4 and it is assumed that its sign is chosen correctly.
REMARK 2. In [16] it was shown how to transform (2.4) into a Lienard equation (2.1). Lemma 2.2 can be regarded as a combination of this transformation, applied to (2.4), followed by the application of Lemma 2.1. The third lemma is a modification of a lemma by Zhang Zhifen [21, 22] , see also [7, 9, 18] . The proof of Lemma 2.4 uses Lemma 2.3 together with Dulac's criterion. In Section 3 as an example of how this mechanism works, we shall prove the uniqueness of limit cycles using Lemma 2.3 and Dulac functions only, although Lemma 2.4 could be applied.
QUADRATIC SYSTEMS WITH AN INVARIANT PARABOLA
In this section we discuss the number of limit cycles of quadratic systems with an invariant parabola. The general quadratic system with an invariant parabola, and with a limit cycle, can be brought to one of the following canonical forms [6] : A. Zegeling and R.E. Kooij [6] REMARK. It was shown in [2] that a quadratic system with an invariant parabola can have a limit cycle; to prove that the limit cycle is necessarily unique has been a wellknown problem.
Since all other cases of quadratic systems with invariant algebraic curves of degree less than three already were dealt with [19] , Theorem 3.1 implies: THEOREM 3 . 2 . A quadratic system with an invariant algebraic curve of degree less than three has at most one Hmit cycle which, if it exists, is hyperbolic.
PROOF OF THEOREM 3.1: We confine ourselves to the proof of the uniqueness of the limit cycle for the system (3.1), since the system (3.2) can be treated in exactly the same way. As mentioned in Section 2, we could apply Lemma 2.4 instead of Lemma 2.3 after transforming (3.1) to a generalised Lienard equation (3.5) and obtain uniqueness of the limit cycle immediately, but we wish to illustrate here why Lemma 2.4 is valid.
The critical point at (0, 1) is the only critical point not on the parabola. A necessary condition for having hmit cycles is therefore that (0, 1) be an antisaddle. The Jacobian of the linearised system at (0, 1) needs to be positive: Next we show that system (3.5) satisfies the conditions of Lemma 2.3. The interval ('"li '"2) mentioned in the lemma is in this case (-00, a ) , where a > 0 according to (3.1). Condition (i) is satisfied because ^ = e v > 0. Condition (ii) is also easily verified using Tj(x) in (3.5) and condition (3.3). In order to be able to apply Lemma 2.3 we only have to check condition (iii). A necessary condition for the existence of limit cycles can be found by applying Dulac's criterion [19] to system (3.5) with B(y) -e Xy , with A = -(b + ca)/<r,
From (3.6) it follows that limit cycles can only exist if
Under this condition the expression £ (l&X J is of constant sign for x ^ 0:
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Since 7(0) = (6 + 3)/a, it follows from (3.3), (3.7), (3.8) that condition (iii) of Lemma 2.2 is also satisfied for system (3.5) . This completes the proof of Theorem 3.1. D
CUBIC SYSTEMS WITH FOUR REAL LINE INVARIANTS
In this section we study the number of limit cycles of cubic systems with four real line invariants. The main result of this section is the following theorem.
THEOREM 4 . 1 . A cubic system with four real Hne invariants has at most one limit cycle which, if it exists, is hyperbolic.
In [14] Kooij studied some aspects of cubic systems with four real line invariants. One of the results of [14] is the following lemma.
LEMMA 4 . 1 . If a cubic system with four real Hne invariants has a Hmit cycle then either the four real hne invariants are formed by two pairs of parallel Hnes or amongst the four real hne invariants exactly one pair is parallel and three hnes pass through the same point.
REMARK. In [14] the existence of limit cycles for the cubic systems described in Lemma 4.1 has been shown by means of the Andronov-Hopf bifurcation.
In the sequel we shall prove that the cubic systems described in Lemma 4.1 have at most one limit cycle. Our method of proof is to transform the cubic systems under consideration to a generalised Lienard system. We consider separately the cases identified in Lemma 4.1.
A. Zegeling and R.E. Kooij [8] The invariant y = (3 in (4.1) has been transformed into the invariant y = /?/(/3 + 1) in (4.2). Lemma 2.2 can be applied to system (4.2), except if /? = -1. However, for /? = -1, the uniqueness of the limit cycle of system (4.1) can be proved by using (4.2) in a different way, which was done in [14] . In the case 0^-1, according to Lemma 2.2 system (4.2) can be transformed into: [9] Polynomial systems with algebraic invariants 15
Therefore we arrive at a system satisfying the conditions of Lemma 2.4, with
The zeros of (ax -1) and k(x) determine the interval (ri, r 2 ) mentioned in Lemma 2.4. The uniqueness of the limit cycle follows immediately and the proof of Theorem 4.2 is completed. U REMARK. The proof of Theorem 4.2 also holds for n 2 -4m < 0 in system (4.1), that is if the cubic system has one real pair of parallel line invariants and one complex conjugated pair of parallel line invariants. 
UNFOLDINGS OF CODIMENSION TWO SINGULARITIES
In this section we investigate the number of limit cycles in unfoldings of vector fields with codimension two singularities. Without going into the details of the origin of the problem, we just state here that the main problem is to determine the number of limit cycles of the following two systems for the amplitudes [5] : A. Zegeling and R.E. Kooij [10] where Systems (5.1) and (5.2) were used in [5] , with the exception that in (5.2) we rewrote the perturbation terms. This was done with the recurrence relations in appendix B of [5] . For small values of the perturbation parameter e this does not influence the number of limit cycles. Our choice makes it easier to transform to a Lienard equation, whereas the system equivalent to (5.2) used in [5] is more difficult to transform.
To study (5.1) and (5.2) we consider the more general systems: Finally we make a translation in x, such that the singularity (around which the limit cycle should occur) at x = xo, where XQ > 0, is moved to x = 0. This is necessary,
