Abstract. We study the generation of singularities from the initial datum for a solution of the Cauchy problem for a class of Hamilton-Jacobi equations of evolution. For such equations, we give conditions for the existence of singular generalized characteristics starting at the initial time from a given point of the domain, depending on the properties of the proximal subdifferential of the initial datum in a neighbourhood of that point.
Introduction and statement of the results

Let Ω ⊂ R
n be an open subset, let T be a positive number and let u : [0, T [×Ω −→ R be a continuous viscosity solution of the Cauchy problem (1.1) ∂ t u(t, x) + H(t, x, D x u(t, x)) = 0, in ]0, T [×Ω, u(0, x) = u 0 (x), in Ω.
We assume the following properties on H and u 0 .
(H) The Hamiltonian function H = H(t, x, p) is of class C 2 ([0, T ] × Ω × R n ) and the hessian w.r.t. the p variable D pp H(t, x, p) is positive definite for all t, x, p.
(U 0 ) The initial value u 0 is locally Lipschitz continuous on Ω.
We are interested in the local properties of u for small times and away from the boundary of Ω, therefore we do not make any requirement on the behaviour of u on ∂Ω.
It is well known that solutions of first order Hamilton-Jacobi equations develop singularities: even if the datum u 0 is regular, smooth solutions in general exist only for small times. We therefore consider generalized solutions in the viscosity sense, see [12, 13] . When the Hamiltonian is convex in p, viscosity solutions are characterized by the property of being semiconcave. In particular, they are Lipschitz continuous and satisfy the equation in the classical sense at points of differentiability. The points (t, x) ∈ [0, T [×Ω where u is not differentiable are called the singularities of u and their union is called the singular set.
An interesting property of the singularities of solutions of HamiltonJacobi equations is that, under suitable hypotheses, they propagate along generalized characteristics, i.e. Lipschitz curves which solve the equation of characteristics in a generalized sense, see Section 2 for the precise definition. For a solution of (1.1), we have the following statement, first proved in [3] : if (t 0 , x 0 ) ∈]0, T [×Ω is singular for u, then there exists a generalized characteristic γ : [t 0 , t 1 ] → Ω, such that γ(t 0 ) = x 0 , and such that (t, γ(t)) belongs to the singular set of u for t in a right neighbourhood of t 0 . Further local propagation results, both for evolutionary and for stationary equations, have been obtained in [15, 11, 17] . In addition, for certain classes of Hamilton-Jacobi equations, there are global propagation results, see [2, 4, 7, 9] , ensuring that generalized characteristics starting from a singular point remain inside the singular set for all subsequent times. Global propagation of singularities has interesting topological applications to both homotopy equivalence and contractibility of the singular set of solutions, see in particular [5, 8] .
In this paper we wish to extend this analysis to the case where t 0 = 0 and we consider the following question: (Q): for a given x 0 ∈ Ω, which properties of u 0 near x 0 ensure that there is (resp. there is not) a singular characteristic starting from x 0 ?
We remark that, if the initial value is C 2 , then the classical method of characteristics shows that the solution is smooth for a short time, and the above problem becomes trivial. We therefore address question (Q) for more general initial data assuming only Lipschitz continuity. We observe that the case considered here has some new features compared with the propagation results mentioned above. In fact, the points (t 0 , x 0 ) with t 0 = 0 are peculiar not only because they lie on the boundary of the domain of u, but also because the time t 0 = 0 is the one where we do not have the semiconcavity of the solution, a property which is essential for proving the propagation results mentioned above.
It is interesting to observe that the nondifferentiability of u 0 at x 0 is neither a necessary nor a sufficient condition for the generation of singularities at x 0 . To find examples, it suffices to consider the Cauchy problem for the eikonal equation in one dimension
Under mild assumptions on the initial value, the viscosity solution of (1.2) is given by the Hopf formula
Then the Hopf formula (1.3) yields
, for x ≤ −t,
Although the initial datum is singular at x = 0, it is easy to see that the solution is differentiable everywhere on ]0, T ] × R.
Example 2. Consider now equation (1.2) with u 0 (x) = −|x| α for some fixed 1 < α < 2. Then u 0 ∈ C 1 (R) but u ′′ 0 (x) → −∞ as x → 0. If we consider points with x = 0 we have, by the Hopf formula (1.3),
The expression inside the brackets attains the minimum at two points y = ±(tα) 1 2−α . Since the minimizer is not unique, well known properties of equations of the form (1.1) imply that u is not differentiable at (0, t) for any t > 0. It can also be checked that γ(t) ≡ 0 is a singular generalized characteristic originating at 0.
In this paper we show that, under assumptions (H) and (U 0 ), the regularity of a solution u of (1.1) near a given point (0, x 0 ) is related to the properties of D − pr u 0 (x 0 ), the proximal subdifferential of u 0 at x 0 . We recall that D − pr u 0 (x 0 ) consists of the vectors p such that, for some K > 0, we have
The structure of this set is related to the semiconvexity property: it can be shown that u 0 is semiconvex if and only if D The starting point of our analysis is a one-to-one correspondence between the classical characteristics emanating from (0, x 0 ) and the elements of D − pr u 0 (x 0 ), which is given in Theorem 3.2. Using, this, in Section 4 we give a criterion for the regularity of u in a forward parabolic neighbourhood of a given point (0, x 0 ) in terms of the local semiconvexity of u 0 near x 0 , see Theorem 4.3. If the local semiconvexity fails, we also show the existence of a weakly singular generalized characteristics emanating from (0, x 0 ), that is, a characteristic contained in the closure Σ(u) of the singular set of u. We then give two examples where u 0 has nonempty proximal subdifferential at all points near a given x 0 , but (1.4) is not satisfied with a uniform K. In such cases, the solution cannot be smooth in a whole forward parabolic neighbourhood of (0, x 0 ), but the generation of singularities can occur in different ways. In the first case, Example 3, there is a unique characteristic emanating from x 0 , which is classical but weakly singular: in fact, its points are regular but belong to the closure of the singular set. In Example 4, there are infinitely many characteristics starting from x 0 , all of which are classical except for a singular one.
In Section 5, we focus our attention on a more specific class of Hamiltonians, which are quadratic in p and to which the global propagation results of [2] apply. In this case, we give a result on the propagation of (strong) singularities by characterizing the generation points of singular generalized characteristics as those with empty proximal subdifferential. Finally, we show that, if the initial datum is semiconcave, our statements imply that all singularities of the initial data propagate forward in time, extending the results in the previous literature on the propagation from singular points at positive times.
Preliminaries and assumptions
Consider a function v : Ω → R, with Ω ⊂ R N an open set, and let x 0 ∈ Ω. The (Fréchet) subdifferential of v at x 0 is defined as follows
for x in a neighbourhood of x 0 . This is equivalent to saying that the pair (p 0 , KI), with I the identity matrix, belongs to the second order subjet as defined in [12] . The set of all proximal subgradients, that is,
but in general the inclusion can be strict, see e.g. the initial datum u 0 of Example 2 at x 0 = 0. We define in an analogous way the Fréchet and the proximal superdifferential of v, and we denote them by
function, then its classical gradient is also a proximal gradient on both sides. More precisely, if L is a Lipschitz constant for Dv in a neighbourhood of a given point x 0 , it is easy to see that Dv(x 0 ) is a both an L-subgradient and an L-supergradient for v at x 0 .
A useful remark, which follows directly from the definition, is the following: if two functions v, w are such that v − w attains a local minimum at x 0 , then any proximal K-subgradient of w at x 0 is also a K-subgradient of v.
If u = u(t, x) is defined in a subset of R×R n , we denote by D − x u(t 0 , x 0 ) the subdifferential of u with respect to the x variables, that is, the subdifferential of the function
We now recall the definition and main properties of semiconcave functions, and we refer to [10] for a detailed treatment. A function v is called semiconcave if it can be locally represented as v = v 1 + v 2 , with v 1 a concave function and v 2 ∈ C 2 . It follows from the definition that a semiconcave function has non-empty proximal superdifferential at every point. As already mentioned in the introduction, a point x in the domain of a semiconcave function v is called singular if v is nondifferentiable at x. The set of singular points is denoted by Σ(v) and it is a set of measure zero. Similarly, a function v is called semiconvex if −v is semiconcave.
It is well known, see e.g. [13, 10] , that a viscosity solution u of (1. We recall that a
→ Ω is called a classical characteristic associated with a solution u of equation (1.1) if, for all t ∈]t 0 , t 1 [, the function u is differentiable at (t, γ(t)) and we have
As in [3, 10] , we call a generalized characteristic associated with u a curve (t, γ(t)) ∈ [0, T [×Ω, where γ :
where "co" stands for the convex hull. For simplicity, in the following we will often refer to the space component γ(·) as to the characteristic curve. We recall that there are other possible interesting generalized definitions of characteristic, which will not be treated in this paper, e.g. the broken characteristics considered in [14, 15, 16] .
We have the following result on the existence of generalized characteristics, see [3, 11, 17] .
Theorem 2.1. Let u be a semiconcave solution of (1.1). Then, for any
Remark 2.1. Even if no assumption is made on the semiconcavity of the initial data, it is easy to see that the conclusion of Theorem 2.1 also holds in the case t 0 = 0. In fact, we can obtain a generalized characteristic starting from (0, x 0 ) as the limit of characteristics {γ h } originating from points (t h , x 0 ), with t h ↓ 0, using a standard compactness argument, see e.g. [17] .
Since the results of our paper are local, they do not depend on the behaviour at infinity of H and u 0 . For this reason, it is convenient to perform part of our analysis under some additional assumptions on the data which will be removed later. In the rest of the section, we restrict ourselves to the case where Ω = R n and we assume that H is a Tonelli Hamiltonian in the sense of [11] , namely it satisfies: In addition, we assume (U 0 *) the initial datum u 0 : R n → R is globally Lipschitz.
We underline that these assumptions will be removed later and that the main results of the paper, except for the ones in Section 5, only require the conditions (H) and (U 0 ) stated in the introduction.
Under hypotheses (H1)-(H3) and (U 0 *), it is well known that problem (1.1) has a unique viscosity solution u, that can be represented as
Here the Lagrangian function L is given by
If ξ is any minimizer in (2.7), the function p(
is called the dual arc associated with ξ(·). We recall the following properties, see e.g. [10, Theorems 6.3.3 and 6.4.8].
Proposition 2.1. Let x ∈ R n and t > 0 be fixed. Then the infimum in (2.7) is attained. If ξ(·) is a minimizer, and if p(·) is the associated dual arc, then ξ, p are both of class C 1 and solve the hamiltonian system
The function u is differentiable at (t, x) if and only if the minimizer in (2.7) is unique. In addition, u is differentiable at (s, ξ(s)) for all s ∈]0, t[ and satisfies D x u(s, ξ(s)) = p(s).
It turns out that the minimizing arcs in (2.7) are also classical characteristics, as recalled in the next statement.
n be a Lipschitz arc. Then ξ is a minimizer in (2.7), with (t, x) = (t 0 , ξ(t 0 )), if and only if ξ is a classical characteristic associated with u.
Proof. The property that a minimizer is a classical characteristic follows from the previous proposition. The converse implication is obtained by a direct computation. Suppose that ξ is a classical characteristic, and set p(t) = D x u(t, ξ(t)), for t ∈]0, t 0 [. Thenξ(t) = H p (t, ξ(t), p(t)) and therefore, by well-known properties of the Legendre transform,
L(t, ξ(t),ξ(t)) + H(t, ξ(t), p(t)) =ξ(t) · p(t).
Since u satisfies the equation in the classical sense at the points of differentiability, it follows d dt u(t, ξ(t)) = u t (t, ξ(t)) + p(t) ·ξ(t)
= −H(t, ξ(t), p(t)) + p(t) ·ξ(t) = L(t, ξ(t),ξ(t)).
We conclude
which implies that ξ is a minimizer in (2.7).
We now recall the definition and the basic properties of the action functional associated with our problem, see e.g. [6, 7] . We define, for given x, y ∈ R n and t > 0,
Under our hypotheses, the infimum in (2.9) is a minimum. As before, any minimizer ξ(·) is of class C 1 and satisfies, together with its dual arc p(s) := D q L(s, ξ(s),ξ(s)), the hamiltonian system (2.8). We can restate (2.7) as (2.10)
Clearly, an arc ξ(·) is a minimizer in (2.7) if and only if, after setting y = ξ(0), ξ(·) is a minimizer in (2.9) and y is a minimizer in (2.10). We need the following properties of A, see Proposition 2.2 in [6] , Propositions B.8 and B.9 in [7] . The analysis in [7] is performed in the case of a Hamiltonian which does not depend on t; however, the proofs extend to our setting in a straightforward way.
Lemma 2.1. For any Λ 0 > 0, there exist t 0 > 0 and c 0 > 0 such that, for any fixed t ∈]0, t 0 ] and x ∈ R n , the following properties hold. (i) For any y in the ball B Λ 0 t (x) = {y : |x−y| < Λ 0 t}, the hamiltonian system (2.8) with endpoint conditions for ξ (2.11) ξ(0) = x, ξ(t) = y has a unique solution (ξ(·), p(·)). In addition, the infimum in the definition (2.9) of A t (y, x) is attained by a unique arc ξ(·), which is the space component of the solution to (2.8)-(2.11).
(ii) The function y → A t (y, x) is of class C 1,1 in the ball B Λ 0 t (x), with C 1,1 norm only depending on Λ 0 , t. The derivative is given by
where ξ(·) is the unique minimizer in the definition of A t (y, x).
(iii) The function y → A t (y, x) − c 0 t |y| 2 is convex in the ball B Λ 0 t (x).
A one-to-one correspondence
The following result shows that there is a one-to-one correspondence between the elements of D − pr u 0 (y 0 ) and the classical characteristics starting at (0, y 0 ).
be a solution of problem (1.1). Then, for any y 0 ∈ Ω, the following properties hold. Proof. Let us first prove the result in the case where Ω = R n , and the additional assumptions (H1)-(H3) and (U * 0 ) hold. In the final part of the proof, we will see how the general case can be reduced to this one by a localization argument.
It is well known that, under the global Lipschitz assumption on u 0 , the solution u is also globally Lipschitz. We then set
Let p 0 be a proximal subgradient of u 0 at y 0 . By definition, there exist K, r > 0 such that (3.13)
for all y ∈ B r (y 0 ). Now let (ξ(·), p(·)) be the solution of (2.8) with initial conditions ξ(0) = y 0 , p(0) = p 0 . Since |p 0 | ≤ Lip(u), we have
and so there exists τ 0 > 0 such that (3.14)
Let t 0 , c 0 be the constants associated with Λ 0 in Lemma 2.1. We can assume that τ 0 above is chosen small enough to satisfy
where r, K are the constants in (3.13). We now set x 0 = ξ(τ 0 ). By our choice of τ 0 and by Lemma 2.1(i), we know that the minimizer for A τ 0 (y 0 , x 0 ) is unique and coincides with the arc ξ defined above. In addition, by (3.14) and by Lemma 2.1(ii), the function y → A τ 0 (y, x 0 ) is differentiable at y = y 0 and satisfies
The convexity property of Lemma 2.1(iii) gives
for any y such that |y − x 0 | ≤ Λ 0 τ 0 . Together with inequalities (3.13) and (3.15), this implies
for all y = y 0 such that |y − x 0 | ≤ Λ 0 τ 0 .
We now claim that ξ(·) is the unique minimizer in (2.7) with endpoint (x, t) = (x 0 , τ 0 ). In fact, let ζ : [0, τ 0 ] → R n be any minimizer for this problem. By Proposition 2.2, ζ is a classical characteristic. In particular, by our choice of Λ 0 , it satisfies |ζ(t)| ≤ Λ 0 /2. Then, if we set z 0 = ζ(0) we find that |x 0 − z 0 | = |ζ(τ 0 ) − ζ(0)| ≤ 1 2 Λ 0 τ 0 . On the other hand, the minimality of ζ implies that z 0 is a minimizer for (2.10) with (x, t) = (x 0 , τ 0 ). In view of (3.16), we have z 0 = y 0 . Since ζ and ξ are both solutions of (2.8) with the same endpoints, they coincide by Lemma 2.1(i). This shows that ξ(·) is the unique minimizer and therefore a classical characteristic on [0, τ 0 ], by Proposition 2.2.
Conversely, let ξ : [0, t 0 ] → R n be a classical characteristic starting at y 0 . By Proposition 2.2, ξ is a minimizer in (2.7) for the point (t, x) = (t 0 , ξ(t 0 )), which implies
From this we see that the function y → u 0 (y) + A t 0 (y, ξ(t 0 )) attains a minimum at the point y = y 0 . By our choice of Λ 0 in (3.12), we know that |ξ(t)| ≤ Λ 0 /2 for all t, and therefore |y 0 − ξ(t 0 )| ≤ 1 2 Λ 0 t 0 . By the C 1,1 regularity of A given by Lemma 2.1(ii), we deduce that the proximal subgradient of u 0 at y 0 is nonempty and contains the vector
where p is the dual arc associated with ξ. Therefore, the pair (ξ, p) solves system (2.8) with initial conditions y(0) = y 0 , p(0) = p 0 , as it was claimed in (ii). We also observe that the value of p 0 in (ii) is uniquely determined by the conditionξ(0) = D p H(0, y 0 , p 0 ) and by the strict convexity of H. This proves the theorem in the more restrictive setting described at the beginning of the proof.
Let us now drop the additional assumptions and consider the case of a general open set Ω ⊂ R n and general H, u 0 satisfying only (H) and (U 0 ). Let us fix any y 0 ∈ Ω, and let R > 0 be such that B 2R (y 0 ) ⊂ Ω. Denote by L 0 the Lipschitz constant of u in [0, T ] × B 2R (y 0 ) and set , the solution of (2.8) with initial conditions ξ(0) = 0, p(0) = p 0 is ξ(t) = p 0 t. From the explicit form of the solution, we can see directly that ξ(t) is a classical characteristic for all t > 0. This infinite family of characteristics emanating from y = 0, which induces the instantaneous regularization of the solution, is called a "rarefaction wave" in the context of hyperbolic conservation laws.
A criterion for local regularity
Let us consider a solution of (1.1) under the general assumptions (H) and (U 0 ). We take a point y 0 ∈ Ω and we wish to analyze how the regularity of u near (0, y 0 ) is influenced by the behaviour of u 0 in a neighbourhood of y 0 .
From Theorem 3.2 we know that, if the proximal subdifferential of u 0 at y 0 is nonempty, then there exists at least a characteristic curve starting at y 0 along which the solution is smooth. This suggests that, if the same property holds in a neighbourhood of y 0 , the solution u should be smooth in a whole forward parabolic neighbourhood of (0, y 0 ). The next result shows that this is indeed the case, provided subdifferentiability holds in a uniform way, and that the condition is necessary and sufficient. (ii) There exist R, t 0 > 0 such that u ∈ C 1,1
Proof. We first prove that (i) implies (ii). It is sufficient to consider the case where Ω = R n , assumptions (H1)-(H3) and (U * 0 ) hold, and u 0 has a K-subdifferential everywhere, since the general case can be reduced to this one as in the last step of the proof of Theorem 3.2.
It is easy to see that the K-subdifferentiability at every point of u 0 implies the semiconvexity of u 0 with constant K (in fact, the two properties are equivalent). Then, it is known, see Proposition 4.10 in [6] , that u(t, ·) is also semiconvex for t > 0 small enough. On the other hand, our solution is locally semiconcave on ]0, T ] × Ω. This shows that u(t, ·) is both semiconcave and semiconvex, hence C 1,1 , for small t. Solutions of (1.1) which are regular in space are also jointly regular in space and time, see the argument of Corollary 7.3.5 in [10] .
Let us now prove the converse implication. Again, it is not restrictive to assume properties (H1)-(H3) and (
and set also
where t 0 is the constant associated to Λ 0 in Lemma 2.1. Let us now fix any y ∈ B R/2 (y 0 ). By Remark 2.1, there exists a generalized characteristic γ y (·) such that γ y (0) = y. By our choice of Λ 0 , τ 0 , we have that
Because of assumption (ii), the points (t, γ y (t)) are regular for t ∈]0, τ 0 ] and so γ y (·) is a classical characteristic. By Proposition 2.2, we have
By the C 1,1 regularity of A given in Lemma 2.1(ii), we deduce that −D y A τ 0 (y, γ y (τ 0 )) is a K-proximal subgradient for u 0 at y, with K only depending on Λ 0 , τ 0 . Since these constants do not depend on y ∈ B R/2 (y 0 ), the conclusion follows.
Observe that an initial datum u 0 may well satisfy property (i) of the above statement without being differentiable at y 0 , see Example 1. In such cases, the solution exhibits instantaneous smoothing for small times.
We can give a counterpart to the previous theorem by showing that, if condition (i) does not hold, then we have weak generation of singularities from y 0 in the following sense: there exists a generalized characteristic γ(·) such that (t, γ(t)) ∈ Σ(u) for every t in the domain of definition of γ. In particular, u may be differentiable along γ (that is, γ may be a classical characteristic) but it is not C 1 in any neighbourhood of γ. This implies that we can find a sequence (t h , y h ) ∈ Σ(u), with t h > 0 and y h ∈ Ω, converging to (0, y 0 ). By Theorem 1.1 in [1] , for every y h there exists a generalized characteristic γ h , with γ h (t h ) = y h , such that (t, γ h (t)) ∈ Σ(u) for every t ∈ [t h , σ h [, with either σ h = T or γ h (σ h ) ∈ ∂Ω. By compactness of the generalized characteristics, we can take a limit γ = lim h→∞ γ h which satisfies (ii) above.
If we assume instead that (i) does not hold, then Theorem 4.3 implies that u is C 1,1
loc ( ]0, t 0 [×B R (y 0 )) for some t 0 , R > 0, and this shows that (ii) cannot hold.
In the light of our results, it is interesting to consider cases where the initial data has nonempty proximal subdifferential at every point, but the subdifferentiability does not hold with a uniform K around a certain point y 0 . In fact, on the one hand, Theorem 3.2 gives the existence of a classical characteristic starting at y 0 . On the other hand, Theorem 4.4 implies the generation of a weakly singular characteristic from the same point. We give two examples where this mixed behaviour can be recovered explicitly. For t < 1/2 the expression inside brackets is positive for every y, hence the unique minimizer is y = 0. It follows that u(0, t) ≡ 0 for t ∈ [0, 1/2] and that γ(t) ≡ 0 is a classical characteristic, in accordance with Theorem 3.2.
On the other hand, if we try to apply the classical method of characteristics, and consider the map X(y, t) := y + D p H(u ′ 0 (y))t = y + u ′ 0 (y)t we see that, since u ′′ 0 (y) is unbounded both from above and below near y = 0, the map y → X(y, t) is not monotone near y = 0, no matter how small t is. Therefore, the problem does not have a C 1 solution on (0, τ ] × [−ρ, ρ] for arbitrarily small τ, ρ > 0, as predicted by Theorem 4.3. We also notice that the classical characteristic γ defined above is entirely contained in the closure of the singular set of u, in accordance with Theorem 4.4.
As a side remark, we observe that the solution of this example only exists for t ∈ [0, 1/2], because of the quadratic growth of the initial datum. We could recover the same local behaviour around (0, 0) by choosing a globally Lipschitz initial value which coincides with u 0 in a neighbourhood of 0, and in this case the solution would be defined for all times. For any p 0 ∈ [−1, 0[, we know from Theorem 3.2 that there is a classical characteristic starting from zero of the form ξ p 0 (t) = p 0 t. However, by approximation, we see that there is also a generalized characteristic starting with speedξ(0) = 0. Such a characteristic cannot be classical, because p 0 = 0 is not a proximal subgradient. In this case, the point y = 0 generates a fan of classical characteristics plus a singular generalized one. It can be checked that each characteristic of the form ξ p 0 remains classical until it intersects the singular one at a time t * (p 0 ), where t
Generation of singularities from the initial data
We now consider the generation from the initial data of singular generalized characteristics, i.e. characteristics which are contained in the singular set Σ and not just in its closure. Our result applies to a more specific class of Hamilton-Jacobi equation, with a quadratic Hamiltonian with respect to p. More precisely, we make the following structural assumption throughout the section.
(H * ) The Hamiltonian has the form
where For a Hamiltonian as in (5.17), the equation satisfied by a generalized characteristic (2.6) takes the simplified forṁ
In this setting, the following result about global propagation of singularities is available.
In addition, if (t 1 , γ(t 1 )) is singular for u for some t 1 ≥ t 0 , then (t, γ(t)) is also singular, for all t ∈ [t 1 , σ[.
Proof.
The existence of the generalized characteristic is the content of Theorem 2.1. Uniqueness follows from the monotonicity of D + x u, which is a consequence of semiconcavity, by a standard application of Gronwall's lemma, as in Lemma 1 of [5] .
The result of [2] shows that any singular point is the starting point of a generalized characteristic consisting of singular points. By the forward uniqueness of generalized characteristics, this implies the last part of the statement.
We can now prove our propagation result Proof. The existence of a generalized characteristic follows from Remark 2.1. We claim that all points (t, γ(t)) are singular. Suppose in fact that u is differentiable at (t, γ(t)) for somet > 0. By Theorem 5.5, u is also differentiable at (t, γ(t)) for all t ∈]0,t]. Hence, the restriction of γ to the interval [0,t] is a classical characteristic. But then Theorem 3.2 would imply that D − pr u 0 (y 0 ) is nonempty, in contradiction with our assumptions.
The solution u of Example 2 exhibits the behaviour predicted by the above theorem. In fact, the proximal subdifferential of u 0 at y = 0 is empty, and the straight line (t, γ(t)) with γ(t) ≡ 0 is a singular generalized characteristic starting at 0.
The following characterization is a direct consequence of Theorems 3.2 and 5.6. To conclude our analysis, we consider the case of a semiconcave initial value. In this case, we obtain a statement on the propagation of singularities from point where the initial datum is nondifferentiable, which extend the analogous propagation results for singularities of semiconcave functions starting from interior points, see [3, 11, 17] .
Theorem 5.8. Let u : [0, T [×Ω → R be a solution of (1.1), with u 0 locally semiconcave on Ω and the Hamiltonian as in (H * ). Let y 0 ∈ Σ(u 0 ). Then, the generalized characteristic starting at y 0 is singular.
Proof. If the initial value is semiconcave, then the characteristic starting for (0, y 0 ) is unique, by the same argument recalled in the proof of Theorem 5.6. We further observe that, at any y 0 where u 0 is not differentiable, we have that D 
