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ABSTRACT OF THE DISSERTATION 
RESOURCE ALLOCATION, SCHEDULING AND FEEDBACK REDUCTION 
IN MIMO-OFDM SYSTEM 
by 
Nansong Wu 
Florida International University, 2012 
Miami, Florida 
Professor Kang K. Yen, Major Professor 
The number of wireless systems, services, and users are constantly increasing 
and therefore the bandwidth requirements have become higher. One of the most 
robust modulations is Orthogonal Frequency-Division Multiplexing (OFDM). It has 
been considered as an attractive solution for future broadband wireless 
communications.  
This dissertation investigates bit and power allocation, joint resource 
allocation, user scheduling, and limited feedback problem in multi-user OFDM 
systems. The following dissertation contributes to improved OFDM systems in the 
following manner. (1) A low complexity sub-carrier, power, and bit allocation 
algorithm is proposed. This algorithm has lower computational complexity and results 
in performance that is comparable to that of the existing algorithms. (2) Variations of 
the proportional fair scheduling scheme are proposed and analyzed. The proposed 
scheme improves system throughput and delay time, and achieves higher throughput 
 vii
without sacrificing fairness which makes it a better scheme in terms of efficiency and 
fairness. (3) A DCT feedback compression algorithm based on sorting is proposed. 
This algorithm uses sorting to increase the correlation between feedback channel 
quality information of frequency selective channels. The feedback overhead of system 
is successfully reduced.  
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CHAPTER I  INTRODUCTION 
1.1 Background 
The number of wireless systems, services, and users is constantly increasing 
and therefore the bandwidth requirements have become higher. One of the most 
robust modulations is MIMO-OFDM (multiple-input and multiple-output orthogonal 
frequency-division multiplexing). It has been considered as an attractive solution for 
future broadband wireless communications [1]. Three important issues in these 
systems are the resource allocation, user scheduling that is the allocation of the 
OFDM sub-carriers among the users and feedback compression [2]. By employing a 
combination of adaptive resource allocation, scheduling and limited feedback 
techniques, the throughput of a cellular communication system can be substantially 
increased.  
OFDM is a robust modulation technique for transmitting large amounts of data 
over a radio wave. As shown in Figure 1.1, OFDM divides a broadband channel into 
narrowband sub-channels, so the signal transmitted is the sum of all sub-carriers. The 
orthogonal selection of sub-carriers results in a very efficient use of bandwidth, 
though the frequency components of the signal overlap with each other. OFDM can 
adapts the transmitted signal to the dynamic channel properties by using appropriate 
bit loading methods on the property that previously estimated.  
 2
 
Figure 1.1 Orthogonal frequency-division multiplexing 
The advantages of OFDM include: (1) outstanding spectral efficiency; (2) 
simple implementation based on FFT (Fast Fourier Transform); (3) multipath resistant; 
(4) less complex design of receiver equalization; and (5) link adaption. These 
advantages make OFDM an attractive solution for future broadband wireless 
communications.  
MIMO is a technique for space diversity that uses multiple transmission and 
reception antennas. MIMO can be implemented in various ways either to gain 
diversity, to combat signal fading, or to obtain capacity gain. MIMO along with 
OFDM is used by several standards. MIMO-OFDM technique has been adopted by 
the 4th generation of wireless communication standard. It allows for transmission of 
different data rate requirements in multimedia service. The most advantage of 
MIMO-OFDM over single-carrier schemes is the ability to deal with severe channel 
conditions. Some wireless transmission technologies related to MIMO and OFDM 
become important research topics. These technologies include adaptive power 
allocation, multiuser scheduling, and limited feedback. They will be discussed in the 
following chapters.  
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Long Term Evolution (LTE) is the latest standard of mobile network 
technology that after GSM (Global System for Mobile Communications), EDGE 
(Enhanced Data rates for GSM Evolution), UMTS (Universal Mobile 
Telecommunications System) and HSPA (High Speed Packet Access) network 
technologies. LTE is designed mainly based on two existing wireless communication 
technologies-OFDM technology and MIMO technology. Specifically, old 
single-carrier transmission technology can no longer satisfy the demand of high data 
rate and high mobility for future mobile communication systems. The wide bandwidth 
and multipath delay spread of B3G (Beyond third generation) systems cause severe 
Inter-Symbol Interference (ISI). And design of equalizer in Code Division Multiple 
Access (CDMA) and other single-carrier systems becomes more difficult. For these 
reasons, researchers are paying attention on OFDM and multi-carrier transmission 
technologies [4].  
Literatures [5] and [6] show that larger capacity in wireless transmission 
systems is achieved by adoption of MIMO technology. And under certain conditions, 
the increase in system capacity is proportional to the minimum number of antennas at 
transmission and reception ends. Because of the unique advantage in enhancing 
channel capacity, MIMO technology has been introduced to LTE system framework. 
Multi-antenna technology extends wireless communication systems to the spatial 
dimensions. It greatly enhances channel capacity and transmission reliability of 
wireless communication. Currently, two multi-antenna technologies, space-time 
 4
diversity and antenna multiplexer are broadly studied. Space-time block codes and 
layered space-time technologies like Vertical Bell Labs Layered Space-Time 
(v-BLAST) are introduced. The MIMO system studied in this dissertation is a 
v-BLAST system using linear pre-coding technology.  
1.2 Motivation of Research 
The motivation of this research is to find novel approaches to reduce feedback 
information and maintain high throughput and fairness in MIMO-OFDM systems.  
In OFDM systems, orthogonal sub-carriers can be used for parallel data 
transmissions. Sub-carriers experience different channel fading rates because of 
frequency selective fading channel. The system allocates different transmit power and 
bits to each sub-carrier [6]. The allocation involves discrete optimization. Since for 
practical implementation, the coding rate and adaptive modulation can have only 
discrete values [7].  
Scheduling scheme is defined as the method of user selection and how to 
allocate available resources to a selected user. Two crucial key performance indicators 
are fairness and efficiency. Traditionally, spectral efficiency is evaluated in terms of 
system throughput, which is sometimes unfair to those users who are far away from a 
base station or with bad channel conditions. On the other hand, absolute fairness may 
lead to low bandwidth efficiency. Therefore, an effective trade-off between efficiency 
and fairness is desired in the communication system.  
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Resource allocation needs to be done under the premise of known channel 
information. Channel feedback information brings performance gain to the system, 
however, it introduces feedback overhead. With the development of communication 
technology and the popularity of adaptive technology, the feedback overhead 
reduction has become a problem that cannot be ignored. Limited feedback algorithm 
is adapted to this need. How to minimize the channel feedback information overhead 
and ensure system performance is worth researching.  
1.3 Significance of Research 
In an adaptive MIMO-OFDM system, the receiver feeds back channel state 
information to the transmitter. Assuming perfect channel state information at the 
transmitter is unrealistic due to the capacity limitation on the feedback channel and its 
round-trip delay. It has been shown that even partial channel knowledge at the 
transmitter can provide significant gain in capacity compared to systems that do not 
take into account channel state information; however, feedback of detailed channel 
state information consumes valuable bandwidth on the reverse link. Consequently, 
there is significant interest in designing effective methods to introduce the amount of 
feedback of channel state information without significantly penalizing the capacity of 
the reverse link. Substantial gain in capacity can be achieved in multiple antenna 
systems when accurate channel state information is available at the transmitter.  
 By employing a combination of adaptive resource allocation, feedback 
compression, and scheduling, the throughput of the cellular communication system 
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can be substantially increased [8]. The throughput in a multiuser system can be 
maximized if a frame is transmitted exclusively to the best user, and modulation and 
coding can be adapted to the current channel condition. This scheme, sometimes 
denoted as multiuser diversity, can be viewed as a means to provide selection 
diversity between users and thus mitigate channel fading in wireless networks.  
1.4 Research Purpose and Difficulties 
Wireless communication is one of the fastest growing technologies. With the 
widely application of computer network and multimedia technology, the demand for 
high quality multimedia service and high speed data service keeps increasing. In order 
to meet the growing demand as well as the advanced theoretical research, new 
technology development for future wireless systems is already underway. As the 
wireless resources are limited, the keys to the future wireless communication include: 
multicarrier multi-antenna transmission technology that utilizes the spatial resources, 
and maximization of spectral utilization and power efficiency. By employing a 
combination of adaptive resource allocation, feedback compression, and scheduling, 
the throughput and fairness of the wireless communication system can be 
substantially increased [8]. 
In modern wireless networks, adaptive coding and modulation are 
implemented so that the mobile users and base stations can adapt their transmission 
rates to the quality of the wireless channel [3]. This adaptation not only increases the 
spectral efficiency of the wireless links between the base station and the mobile users, 
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but also can be exploited further by the base station through scheduling. In adaptive 
MIMO-OFDM system, a feedback channel must be set up for informing the 
transmitter. Feedback can be very rate-demanding especially in the multi-antenna 
system, so it is necessary to apply certain compression algorithms to the feedback 
channel.  In every time slot, all users can have access to the N sub-carriers of OFDM. 
However, each frequency slot can be dedicated to only one user. The multiuser 
scheduler can select the user based on the channel quality of the users in each 
frequency-slot according to feedback channel information. Then the adaptive 
modulation chooses a set of suitable modulation parameters based on the feedback 
information regarding the full or partial channel state information. 
Since the channel SNR values are correlated in both time and frequency, data 
compression algorithms exploiting such correlations can substantially reduce the 
required feedback rate. There are two categories of compression algorithms, namely 
lossless compression, including arithmetic coding, Lempel-Ziv-Welch (LZW) coding, 
etc.; and lossy compression, including transform coding, linear predictive coding, etc. 
[4] 
Several recent literatures have adopted lossless algorithms in MIMO-OFDM 
systems. The use of time-frequency correlation compression techniques reduces the 
feedback data by 50%. However, an error in decoding propagates non-linearly [5], 
and the feedback data rate is still high. Meanwhile, most of the authors assumed 
max-SNR scheduling in the adaptive MIMO-OFDM system, in which the scheduling 
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policy is that the base station transmits exclusively to the user with the highest SNR. 
It is unnecessary for users with low SNR to send feedback; the probability that such a 
user is scheduled is very low. This can be exploited to reduce the feedback rate; 
however, it does not provide any fairness among the users. This scheduler always 
selects the user with the highest SNR and therefore the highest throughput at each 
frequency-slot. Without power control, users suffering from bad channel conditions 
may starve and will not be given a chance to transmit. This gives an unfair resource 
allocation among the users [2]. Since the max-SNR scheduler does not provide any 
fairness, other schedulers must be considered in practice. The scheduler may have a 
large impact on the necessary feedback rate; with fair schedulers, feedback cannot be 
limited to the user with the highest SNR [4]. In literature [4], several compression 
methods have also been studied in multicarrier MIMO-OFDM systems, which suggest 
a combination of a lossy compression scheme and a fair scheduler for a future 
feedback compressor.  
In adaptive MIMO-OFDM systems, Proportional Fair Scheduling (PFS) 
technique tries to schedule a user whose ratio of instantaneous throughput to its own 
average throughput over the past window of length is the largest. In this time slot t, 
the scheduler selects the user with the largest value of that ratio among all users in the 
system. By adjusting t, the desired tradeoff between fairness and throughput can be 
achieved [2]. To increase computational efficiency by reducing the complexity and 
the computation time, a table look-up method may be used. The scheduler may 
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determine the continuous bandwidth allocation and/or the continuous power 
distribution iteratively, until a difference between proportional fair capacities 
corresponding to sequential calculations becomes less than a predetermined number, 
and/or a predetermined maximal number of iterations are reached [7].  
1.5 Structure of Dissertation 
The dissertation mainly investigates bit and power allocation for OFDM 
systems, joint resource allocation, user scheduling, and limited feedback in multiuser 
OFDM systems. We first propose a multi-carrier bit and power allocation algorithm 
with low complexity for single-user OFDM systems. A simplified joint resource 
allocation scheme considering user fairness in multiuser OFDM systems is proposed. 
Then, we study the limited feedback algorithms and channel correlation in frequency 
domain and time domain. A DCT compression algorithm based on sorting is proposed. 
Finally, we study a multiuser scheduling algorithm with low feedback rate. 
Considering use of limited feedback technology in MIMO systems, the dissertation 
also proposes a multiuser scheduling scheme based on statistical channel state 
information.  
Chapter 2 presents a survey of studies that have been conducted relating to 
resource allocation, scheduling and feedback in MIMO-OFDM systems. This includes 
what previous researchers have accomplished using OFDM and MIMO techniques. In 
addition, recent trends in MIMI-OFDM research are presented.  
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The complete dissertation is organized as follows. Chapter 3 mainly studies 
the adaptive resource allocation techniques in multi-carrier OFDM systems. In a 
single-user OFDM system, according to user’s channel fading characteristics in 
different sub-carriers, the system can use adaptive power and transmission bit 
allocation technology to improve system performance. In this chapter, we first analyze 
the characteristics of optimal power and bit allocation scheme in the single-user 
OFDM systems. According to the results we further propose a simplified adaptive 
resource allocation algorithm based on greedy search mechanism. Then we study the 
resource allocation in multiuser OFDM systems with the constraint of minimum user 
transmission rate, and design a low-complexity joint sub-carrier, power and bit 
allocation algorithm.  
In Chapter 4, we present and analyze the variety of multiuser scheduling 
schemes. A simulation on performance is carried out and shows the significant 
advantages of proportional fair and the proposed variations over the conventional 
schemes. The proposed schemes improve system throughput and delay time. NAPF 
achieves higher throughput without sacrificing fairness. It is also a better proposed 
scheme in terms of efficiency and fairness.  
In Chapter 5, we first analyze the limited feedback algorithms and channel 
correlation in frequency domain and time domain. After introduction of three existing 
lossless compression algorithms and two lossy compression algorithms, and their 
application in OFDM systems’ feedback compression, a DCT compression algorithm 
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based on sorting is proposed. Appropriate data block size for this algorithm is 
analyzed which helps reducing the feedback overhead of the system.  
Chapter 6 is the conclusions of this dissertation. Suggestions for further work 
are also discussed in this chapter.  
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CHAPTER II  LITERATURE REVIEW 
Communication technology is considered one of the fastest growing high 
technology in the 21st century for its rapid development, and mobile communication 
is currently the focus of communications technology development. In recent years, 
with the wide application of computer network and multimedia technology in various 
fields, the demand for high quality multimedia services and high speed data services 
is increasing rapidly. To meet the growing demand for advanced theoretical study, 
research for future mobile communication systems is already underway. The future 
mobile communication system is known as Beyond 3rd Generation (B3G) system [3], 
[4], [5]. It strives to establish a unified all IP mobile communications network, which 
provides seamless access to different networks and services, and supports a higher 
speed data transmission service. 
2.1 Resource Allocation in OFDM Systems 
OFDM is one of the common schemes in multi-carrier transmission 
technology. It divides a broad bandwidth into multiple orthogonal narrow bands for 
parallel data transmission; therefore compared to common single-carrier systems it 
provides one more degree of freedom, frequency degree, for optimized resource 
allocation. In a traditional mobile wireless communication system, communication 
quality and reliability are usually affected by frequency selective fading channel. 
While in OFDM systems, each sub-carrier system can be approximately considered as 
a flat fading channel, taking into account that the bandwidth of sub-carrier is relative 
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narrow. As a result, during signal transmission, the system can intelligently allocate 
transmit power and adjust transmission rate for sub-carriers according to their channel 
quality. 
Adaptive power allocation is one of the common optimization schemes of 
resource allocation. Water-filling algorithm, the most classic scheme out there, is to 
maximize system capacity [7]. In OFDM systems, adaptive power allocation 
technique can be extended to time domain and frequency domain. Adaptive 
modulation is also a common optimization scheme of resource allocation. The 
concept of adaptive modulation was first proposed by Cavers in 1972 [8]. In 1995, 
Webb et al. proposed variable-rate QAM (Quadrature Amplitude Modulation) scheme 
[9] in fading channel to achieve adaptive modulation. Through this approach only one 
modulator and demodulator are required at the transmitter and receiver respectively, 
which simplifies system implementation. In 1997, Goldsmith et al. theoretically 
studied the capacity of adaptive modulation system in fading channels. The authors 
proposed a power allocation method that combines the power distribution technology 
with the M-QAM (M-ary QAM) modulation system of adaptive transmission rate. 
This method achieved satisfactory results [10], [11]. On this basis, researchers begin 
to study the application of M-QAM adaptive modulation technique in broadband 
wireless communication systems. In particular, design of adaptive modulation in 
OFDM system attracts wide attention [12].  
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In order to make good use of system resources, design of the adaptive 
transmission scheme combined with power allocation and adaptive modulation (i.e., 
transmission bit allocation) become a popular research topic in OFDM multi-carrier 
system. Hughes-Hartogs algorithm [13], based on greedy search algorithm，was the 
bit and power allocation algorithm initially used in multi-carrier systems. However, 
increasing number of sub-carriers in multi-carrier system caused high computational 
complexity of the algorithm. Therefore, Chow’s and Fischer’s algorithms [14], [15] 
appeared later. Both algorithms maximized the channel capacity and obtained 
sub-optimal bit and power allocation. In addition, Fischer’s algorithm found 
closed-form solution of the power and bit allocation, and reduced the complexity of 
the algorithm. These algorithms were originally designed for Asymmetric Digital 
Subscriber Line (ADSL) Multi-tone (MT) communication system. With the wide 
application of OFDM system in mobile wireless communications, systems require 
lower complex adaptive allocation algorithms. People begin further research and to 
design adaptive allocation algorithms for fast calculation [16], [17], [18], [19], trying 
to seek balance between system performance and computational complexity [20]. 
In multiuser OFDM systems, optimization of power and bit allocation 
becomes more complicated. The channel state varies from one user to another in the 
same sub-carrier frequency. Therefore, when multiusers access, assigning appropriate 
sub-carriers to different users increases spectrum resources utilization, and improves 
system performance [21], [22]. However, early optimization schemes were for 
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maximizing system capacity [23], [24], [25]. These schemes obviously ignored the 
different service requirements and fairness among individual users. In order to address 
fairness among users during resource allocation, literatures [26], [27], [28], [29] 
proposed a variety of criteria for fairness measurement. More rational multiuser 
resource allocation schemes were designed under the guidelines of these criteria. 
However, these schemes were of high computational complexity. As a result, 
designing an efficient resource allocation scheme, which takes into account specific 
user requirement and fairness, becomes one of the topics of this dissertation. 
2.2 User Scheduling and Limited Feedback Technology in MIMO Systems 
Multi-antenna technology can significantly improve the system's channel 
capacity [30]. This technology in recent years draws attention from researchers. 
Multi-antenna transmission technology used in a MIMO system makes it possible to 
access multiple users simultaneously and to perform parallel transmission, and 
therefore improves the system's transmission rate. Many literatures showed in-depth 
research for multiuser MIMO systems. In literature [31], [32], Jindal and Vishwanath 
et al. theoretically analyzed the channel capacities of multiuser MIMO broadcast 
channel and multiple-access channel, and gave the dual relationship between them. 
In order to get the largest channel capacity in a real multiuser MIMO system, a 
series of multiuser access and diversity transmission method were proposed. Among 
them, Dirty Paper Coding (DPC) is a multiuser access scheme proved to help the 
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system to obtain full channel capacity [33], [34]. However, this scheme not only 
requires full channel information of all accessed users, but its computational 
complexity is also very high. Therefore, researchers began to focus on some multiuser 
transmission schemes of high efficiency and low complexity. One of the most 
common schemes is the beamforming scheme, which is based on Zero-forcing (ZF) 
and Block-diagonalization (BD) [35], [36], [37]. However, this scheme usually has 
restrictions on the number of users that can access the system in each time slot. This 
limitation is determined by the configured system antennas. Thus, in one cell, the base 
station usually needs to provide access to a small number of selected users and 
arranges data transmission within a single time slot. Therefore, how to select the small 
number of appropriate users from all active users in the system for parallel 
transmission, i.e., multiuser scheduling, becomes the central issue of related 
researches [38], [39], [40], [41]. 
Initially, research on scheduling problems in multiuser MIMO system is based 
on the assumption that the base station has full channel information of all users [38], 
[39], [40]. However, if the actual wireless transmission systems use 
Frequency-Division Duplexing (FDD), the assumption does not hold. Therefore, in 
order to ensure the base station obtaining the downlink channel state information, first 
the user side needs to perform channel estimation, and then feeds the estimated 
channel parameters back to the base station. These procedures require additional 
system feedback information. Considering the feasibility of system implementation, 
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the system feedback information should be reduced while ensuring the system 
performance. Some low-rate feedback based multiuser scheduling schemes began to 
receive attention. Such scheduling algorithms generally use the following methods: 
• All users in one cell feed their channel state information back to the base 
station. However, in order to reduce the amount of feedback, each user only 
send partial of the full channel state information [42], [43], [44], [45]. For 
example, only the magnitude or direction of channel information is sent back.  
• First design a certain guideline, and then following the guideline choose 
some initial users in the cell. Let them feed back full channel state information. 
According to this information, the base station uses user scheduling algorithms 
to further pick out the users that have good channel conditions and are suitable 
for parallel transmissions. Then data transmission is arranged [46], [47], [48]. 
• Scheduling algorithms only use the statistical information of each user 
channel for user selection [49], [50], [51], [52]. We will further discuss this 
scheme in later chapters of the dissertation.  
Compared with the previous two methods, the third one requires the least 
amount of system feedback information. In MIMO system, limited feedback 
technology is widely used to reduce the amount of feedback information. With the 
applications of limited feedback MIMO systems, some literatures [45], [47], [53] 
began to focus on the scheduling in multiuser MIMO system of limited feedback. 
Limited feedback mechanism is an important step to apply the multiuser MIMO 
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system related technologies in practice, such as Long Term Evolution (LTE) system. 
In the limited feedback system, the receiver and transmitter use the same codebook, 
and the codebook is pre-set in the system. The receiver first quantizes its 
instantaneous channel state information to channel vector/matrix, finds their 
corresponding codes in the codebook, and then feeds it back to the transmitter. In this 
way, system feedback can be effectively reduced by choosing an appropriate size of 
codebook [53]. In multiuser limited feedback systems, we should not only consider 
the performance of scheduling algorithm, but also the system performance loss 
resulting form quantization error of feedback channel. Therefore, design of an 
improved scheduling algorithm for a limited feedback system is also one of the topics 
of this dissertation. 
After discussion of the multiuser scheduling in limited feedback MIMO 
systems, the following two chapters of this dissertation focus on optimization of 
bandwidth allocation in limited feedback systems. In MIMO systems that use hybrid 
retransmission, literatures [54], [55], [56], [57] suggested designing different 
precoding for retransmitted users to improve system performance. But there is little 
literature on how to design limited feedback scheme for retransmitted users. Therefore, 
this dissertation study this issue in later chapters. We also note that in existing studies 
on limited feedback MIMO systems, most of the literatures [45], [53], [58], [59] 
considered all users as homogeneous users, and therefore the number of bits fed back 
by the each user is the same. However, in the real system, different geographic 
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locations of users, or different transmission distances to the base station lead to 
different path loss. Therefore, research on heterogeneous multiuser MIMO systems 
should consider different average channel SNRs of different users due to path loss. 
Designing and optimization of limited feedback scheme in the heterogeneous 
multiuser MIMO systems has also become one topic of recent research.  
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CHAPTER III  ADAPTIVE RESOURCE ALLOCATION IN OFDM 
SYSTEMS 
3.1 Introduction 
In OFDM systems, orthogonal sub-carriers can be used for parallel data 
transmissions. Sub-carriers experience different channel fading rates because of 
frequency selective fading channel. The system allocates different transmit power and 
bits to each sub-carrier [6]. In order to optimize resource allocation, for sub-carriers in 
deep fading, the system can temporarily stop using them for transmission. That means 
no transmit power and symbols are allocated to these sub-carriers.  
The bit allocation in OFDM systems involves discrete optimization. A 
common allocation algorithm is based on greedy search algorithm [14]. In order to 
obtain a more efficient allocation algorithm, Chow and Leke [15], [17], who change 
the criterion of bit allocation from integer to non-negative continuous real number, 
therefore simplify the modeling of bit allocation. They also proposed allocation 
algorithms of relatively low complexity. However, due to the actual number of bits 
allocated is from rounded optimization result, performance loss is inevitable. 
Meanwhile, the number of effective bits allocated is usually determined by the order 
of modulation method used by the system. Performance loss caused by rounding will 
increase accordingly with the gap between modulation stages. In order to improve the 
performance of the algorithm, literature [18], [19] has proposed a bit allocation 
algorithm based on the iterative method. Simulations show near optimal system 
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performance can be achieved using this method. Because this method uses a scheme 
similar to greedy bit allocation, its complexity is higher than that of the previous 
algorithms. Krongold tries to take into account both complexity of the algorithm and 
system performance [20]. He proposes a more efficient allocation algorithm based on 
Lagrange multiplier method. In literature [21], Wyglinski et al. provide a detailed 
analysis of the trade-off between the complexity of discrete bit allocation algorithm 
and the algorithm performance. Thus, the main issue for multi-carrier OFDM system 
is how to design an efficient joint bit power allocation algorithm of low computational 
complexity [60], [61]. Based on greedy allocation algorithm and its analysis, in this 
chapter we propose a simplified adaptive bit and power allocation algorithm. This 
method effectively reduces the computational complexity without scarifying system 
performance.  
With further research, the resource allocation problem in multiuser OFDM 
system attracts researchers’ attention. Introduction of multiuser system increases the 
difficulty of system design. Unlike the conventional Frequency Division Multiple 
Access (FDMA) system, there are multiple orthogonal sub-carriers in an OFDM 
system. The system can allocate sub-carriers to appropriate users according to 
different user channel states in sub-carriers. The proposed method puts system 
resource to a more efficient use, and gets both frequency diversity gain and multiuser 
diversity gain. Literatures [22], [23], [24], [25], [26] proposed a series of adaptive 
resource allocation algorithms. With the constraint of limited total transmit power, 
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researchers maximize the total multiuser system channel capacity, and minimize 
transmit power under the required transmission rate. These problems can be 
simplified and modeled as a typical optimization problem. Wong et al. proposed a 
joint sub-carrier, power and bit allocation algorithm based on Lagrange multiplier 
method [22]. However, the computational complexity of the algorithm is relatively 
high so that it is difficult to be applied to real systems. Later Wong et al. proposed a 
simplified allocation algorithm. This simplified algorithm first determines the number 
of sub-carriers and the corresponding number of transmission bits for each user [24]. 
In order to obtain better system performance without increasing the algorithm 
complexity, researchers further proposed a modified algorithm [25]. In this algorithm 
the sub-carrier allocation and bit and power allocation are treated as two separate 
processes, so the researchers successfully reduced the computational complexity [26]. 
Literature [23] thoroughly analyzed the features of optimal sub-carrier and power 
allocation schemes in multiuser OFDM systems. The results indicate that optimal 
allocation schemes should meet two conditions: 
(1) Sub-carrier should be allocated to the user with the highest channel gain in 
the system; 
(2) Power allocation should satisfy the classic water filling algorithm. 
In the above literatures, most of the multiuser resource allocation algorithms 
either maximize the system capacity or minimize the total transmit power. However, 
in real systems, due to near-far effect of users in different cells, in long-term, these 
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allocation algorithms cause the system to allocate resources to users whose positions 
are close to the base stations, and users in good channels. Thus, the fairness among 
users cannot be guaranteed. To ensure user fairness and quality of service (QoS) 
requirements, researchers begin to focus on effective resource allocation schemes that 
guarantee user fairness. First, literature [27] presents a Max-Min based multiuser 
OFDM resource allocation algorithm. The goal is to maximize the smallest single user 
channel capacity. In order to better ensure user fairness, resource allocation algorithm 
built on proportional fairness was suggested [28]. This method maximizes system 
capacity; while the user accessed transmission capacity meets the given proportion. 
To further reduce complexity of the algorithm, Nash game theory is used in the design 
of a simple allocation algorithm [29]. Zhang and Letaief et al. considered an 
alternative equity principle [30]. Because each user in the system has a separate 
transmission rate requirement, they optimize the system's total transmission rate under 
the premise that minimum transfer rate of all users are ensured. However, the 
computational complexity of this algorithm is higher. In this chapter we will study the 
resource allocation problem under minimum transmission rate constraint, and propose 
an allocation algorithm of low complexity. 
3.2 Joint Bit and Power Allocation Algorithm in Single-user OFDM Systems 
3.2.1 Single-user OFDM System Model 
 OFDM systems split serial data stream into multiple slower parallel sub-data 
streams. The broadband frequency selective channel is divided into N parallel flat 
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fading channels. N is the number of sub-carriers. Assume gi is the channel amplitude 
gain of the ith sub-carrier, and xi is the transmission symbol of the ith sub-carrier. ni is 
Gaussian white noise of the ith sub-carrier with average 0 and variance σ2. As a result, 
the signal received by the ith sub-carrier of the system can be expressed as:  
,      1, 2, ,i i i iy g x n i N= ⋅ + =              (3.1) 
The instantaneous SNR on ith sub-carrier can be expressed as: 
γ i =
pi ⋅ gi
σ 2
              (3.2) 
where pi is the transmission order of the ith sub-carrier.  
 System required Bit Error Rate (BER) is defined as Bth. The order of 
modulation for ith sub-carrier is mi. To meet the BER performance requirement, the 
transmit power of this sub-carrier should be at least:  
pi =
Smi ⋅σ 2
gi
2              (3.3) 
where imS  is the smallest SNR required to get Bth by a system using mi order 
modulation. These parameters are known constant to the system. As a result, the joint 
bit and power allocation algorithm in single-user OFDM system can be modeled as 
follows:  
1
max
N
i
i
m
=
                (3.4) 
where modulation order , 1, 2, ,im M i N∈ =     , and M is a set of possible 
modulation orders of the system. The transmission order 2 2/imi ip S gσ≥ , 
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1, 2, ,i N=     , and 
1
N
T
i
p Pi
=
≤ . Here PT is the total transmit power. Because the bit 
allocation is a discrete value, we cannot use Lagrange multiplier method directly to 
solve the problem. Literature [30] proposed a mechanism based on iterative bit 
allocation algorithm. In the method each step only allocates one bit, and then 
determines which user get this bit according to the system performance gain acquired 
by this single bit. However, the method is complex due to the greedy iterative 
mechanism. In this section, we will analyze the characteristics of the optimal 
allocation schemes, and propose a modified joint bit and power allocation algorithm 
to reduce the computational complexity. 
3.2.2 Resource Allocation Algorithm Based on Greedy Criterion 
3.2.2.1 Analysis of Optimal Allocation Schemes  
In order to get a better simplified algorithm, first we need to analyze the 
characteristics of existing optimal allocation schemes. Equation 3.4 shows that the 
optimal allocation scheme has the best system power efficiency and the original 
objective function is equivalent to: 
1
min  TN
i
i
P
m
=

             (3.5) 
Thus, we consider two different sub-carriers i and j, and their orders of modulation are 
mi and mj. In order to meet the system’s BER requirement, the transmit power pi and 
pj should satisfy Equation 3.3. The total transmit power can be calculated as: 
 26
p(i, j) = σ 2 ⋅ S
mi
gi
2 +
Smj
gj
2



           (3.6) 
We exchange the two sub-carriers’ modulation. The total transmit power 
2
2 2( , )
j im m
i j
S Sp i j
g g
σ
 
′ = ⋅ +   
. Comparing ( , )p i j′  with the total transmit power under 
the former scheme, we can get the following relationship: 
2 2
2 2
2 2 2 2 2 2
( )( )
( , ) ( , )
jij ji i
mmm mm m
j i
i i j j i j
S S g gS S S Sp i j p i j
g g g g g g
σ σ
 
− −
′
− = ⋅ − + − = ⋅   
  (3.7) 
Without loss of generality, assume 2 2i jg g≥ , i jm m≥ , and ji
mmS S≥ . Then the value 
of Equation 3.7 is negative. This explains less transmit power is needed when a 
sub-carrier of high channel gain is used for transmission. Based on this conclusion, 
the optimal bit allocation scheme will have the structure shown in Figure 3.1. 
 
Figure 3.1 Optimal bit allocation scheme structure 
In this allocation scheme, power efficiency imipΔ  is defined as the amount of 
increased transmit power to transmit one more bit on the ith sub-carrier of mi 
modulation. 
2
2
i
i
m
m
i
i i
Sp
m g
σΔ =             (3.8) 
Assume that the alternative bit allocation scheme allocates one more bit to jth 
sub-carrier with mj modulation. Then the increased transmit power of the alternative 
scheme is as follows: 
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Δpi
mi
− Δpj
mj
= σ 2 ⋅
tmi
gi
2 −
tmj
gj
2



          (3.9) 
Here /i
i
m
m it S m=  is defined as a multiplication factor related to modulation mi. 
When the modulation is given, the corresponding imS  is fixed. Then 
im
t  is a 
constant. Equation 3.9 shows if we want the first scheme to have better power 
efficiency, it must meet the following condition: 
Δpi
mi ≤ Δpj
mj ⇔
gi
2
gj
2 ≥
tmi
tmj
          (3.10) 
We can compare two different allocation scenarios. First, compare the required 
transmit power of applying different modulation orders on the same sub-carrier (let 
2 2
i jg g= ): 
Δpi
mi ≤ Δpj
mj ⇔ tmi ≤ tmj           (3.11) 
This equation shows that bits allocated to the scheme with smaller multiplicative 
factor can achieve better power efficiency. Usually the higher-order modulation 
relates to a larger multiplier factor. Second, bits are allocated to different sub-carriers 
of the same modulation (let 
i jm m
t t= ): 
2 2ji mm
i j i jp p g gΔ ≤ Δ ⇔ ≥           (3.12) 
Equation 3.12 shows that bits allocated to the sub-carrier of higher channel gain leads 
to better power efficiency. Based on the above analysis, we propose a simplified 
greedy allocation algorithm (S-GAL) in this section. In each iteration, the algorithm 
starts with choosing sub-carriers with high channel gain from the sub-carriers with 
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same modulation, and then choose a suitable sub-carrier and allocate transmit bit to it. 
In Figure 3.1, for example, in each iteration the algorithm will select a sub-carrier 
from n0, n1, n2 and n4, without the need for comparison of all sub-carriers. 
3.2.2.2 Simplified Greedy Allocation Algorithm (S-GAL) 
First we propose a simplified sub-carrier selection algorithm. Assume mi and 
mj are the modulation schemes for two sub-carriers i and j. m′  is the modulation of 
nearest high order to modulation m. The increased transmit power required by 
increasing sub-carrier modulation to im′  can be calculated as 
Δpi
I
=
1
′mi − mi
⋅ pi
′mi
− pi
mi( ) = σ 2 (S ′mi − Smi )( ′mi − mi )gi2       (3.13) 
I
jpΔ  can be calculate using the same method. Comparing these two schemes, we get 
the following necessary and sufficient condition: 
2
2
( , )
( , )
I I i i i
i j
j j j
g m mp p
g m m
β
β
′
Δ ≤ Δ ⇔ ≥
′
        (3.14) 
where ( , ) ( ) ( )m mm m S S m mβ ′′ ′= − − . It is a constant under the modulation scheme 
( , )m m′ . These parameters can be pre-calculated and saved as a table, so comparison 
process in the algorithm can be simplified. Algorithm 3.1 shows the flow of simplified 
greedy allocation algorithm. In the algorithm, im represents the sub-carrier of the 
highest channel gain from a set of sub-carriers of m-order modulation. B represents 
the highest modulation order from set M of all available modulations.  
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The algorithm sorts all sub-carriers at the beginning. So in each iteration, the im 
needed can be obtained directly. The computational complexity of sorting 
is 2( log )O N N .  
Algorithm 3.1 Simplified greedy allocation algorithm (S-GAL) 
Step 1: In initialization all the sub-carrier is allocated with 0 bit, and sort 
sub-carriers according to the ascending order of gi . 
Step 2: All sub-carriers are grouped by modulation scheme. Let Gm  denote 
the set of sub-carriers that use modulation scheme m. In initial state, 
0 {1, 2, , }G N=     , mG φ= for 1 m B≤ ≤ , where φ  is an empty set; B denotes the 
largest modulation order in set M of all available modulation schemes. Assume 
Pt = 0. 
Step 3: Choose the sub-carrier with the largest channel gain from Gm , and 
denote it im . 
Step 4: Choose the sub-carrier with best condition from ( 0,1, , )mi m B=    
according to Equation 3.14, and denote it i* . Assume i*  belongs to Gm*. 
Step 5: Calculate the transmit power increment Δp
i*
I  and the total transmit 
power Pt . If Pt + Δpi*
I > PT , the algorithm is terminated. Otherwise, go to the next 
step. 
Step 6: Delete sub-carrier i*  from Gm*, and assign Pt = Pt + Δpi*
I . Return 
to Step 3. 
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Figure 3.2 Flowchart of simplified greedy allocation algorithm (S-GAL) 
3.2.2.3 Modified Greedy Allocation Algorithm (M-GAL) 
Though the above simplified algorithm effectively reduces the computational 
complexity in iterations, the convergence rate is not improved. We further assign an 
appropriate initial value to speed up the convergence rate of the algorithm. The initial 
values in S-GAL algorithm are all zero. Differently, we assume initial power 
allocations on all sub-carriers are equal in M-GAL, and then we determine the initial 
allocation scheme. A detailed description of the modified algorithm is in Algorithm 
3.2. 
This algorithm not only effectively reduces the amount of computation of 
iterations in the original greedy algorithm, but also speeds up the convergence rate by 
setting an appropriate initial value. The following simulations show that its 
performance is almost the same as that of the original iterative algorithm.  
ig
0tP =
, (0 )mG m B≤ ≤
, (0 )mi m B≤ ≤
t TP P>
*
I
t t i
P P p= + Δ
0, 1,2,...,im i N= =
I I
i jp pΔ ≤ Δ
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Algorithm 3.2 Modified Greedy Allocation Algorithm (M-GAL) 
Step 1: Sort sub-carriers according to the ascending order of gi .  
Step 2: In initial allocation for each sub-carrier: if Sm ≤ gi
2 σ 2 ≤ S ′m , then 
mi = m . And calculate the least transmit power of each sub-carrier by Equation 2.3. 
Step 3: Calculate current total transmit power 
1
N
t
i
P pi
=
=  . 
Step 4: According to the initial allocation, group sub-carriers into sets 
, (0 )mG m B≤ ≤ , choose the sub-carrier with the largest channel gain from Gm , 
and denote it im . Gi* 
Step 5: Choose the sub-carrier i*  from set of , (0 )mi m B≤ ≤  according to 
Equation 2.14.  
Step 6: Calculate the total transmit power Pt . If Pt > PT , terminated. 
Otherwise, next step. 
Step 7: Delete sub-carrier i* from Gm*, choose the sub-carrier im*  with 
the largest channel gain from the updated Gm , and re-calculate the transmit power
Pt = Pt + Δpi*
I . Return to Step 5. 
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Figure 3.3 Flowchart of modified Greedy Allocation Algorithm (M-GAL) 
3.2.3 Analysis of Algorithm Complexity and Simulation 
In order to compare the performance of our proposed algorithm with the 
existing resource allocation algorithms, we consider an OFDM system with 256 
sub-carriers. BER Bth equals to 10-4. The wireless channel is six-tap multipath 
Rayleigh channel, and the Power Delay Profile (PDP) on each path decays 
exponentially. We assume the available M-QAM modulation set is M ={0, 1, 2, 3, 4, 5, 
6} where 0 represents no bit is allocated for transmission. Under this system 
configuration, we can use the expression of BER performance of the M-QAM 
modulation system given by literature [12]. Meanwhile, in order to consider the 
impact of encoding and decoding in a real system, we introduce a SNR correction 
factor Γ  which is calculated from ln(5 ) 1.5thBΓ = − . [12] 
Initialization
Start
Group Sub-carriers by 
Modulation Scheme
Choose Sub-carriers with 
Largest Gain from each Gm
Choose Sub-carrier i* with 
Best Power Efficiency 
Terminate
Assign Sub-carrier 
i* to User
Remove i* from Gm*
Update 
NO
YES
Set Sub-carriers Modulation Scheme
If , 
Sort Sub-carriers by Gain 
Calculate Least Transmission Power of 
each Sub-carrier and current Total 
Transmission Power
ig
2 2m m
iS g Sσ
′≤ ≤ im m=
1
N
t ii
P p
=
=22imi
i
Sp
g
σ⋅
=
, (0 )mG m B≤ ≤
, (0 )mi m B≤ ≤
t TP P>
*
I
t t i
P P p= + ΔI I
i jp pΔ ≤ Δ
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Figure 3.4 Performance comparison of resource allocation algorithms in single-user 
OFDM systems 
Figure 3.4 compares the throughput of the different power and bit allocation 
algorithms. The algorithm used by Wyglinski in this comparison assumes equal power 
allocation. It can be seen from the figure that the simplified algorithm S-GAL shows 
very close throughput to that of the existing algorithms.  
The performance of the further improved M-GAL is also very close to that of S-GAL 
and Lei algorithms. As an early allocation algorithm, Leke’s throughput performance 
is relatively poor.  
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The performance of the proposed algorithm is very close to the optimal 
allocation algorithms, so it is necessary to compare their computational complexity. 
Table 3.1 shows a quantitative comparison of the complexity of these algorithms. 
Variable I (ILeke, ILei, IK, IW, IS, IM) in this table represents the required number of 
iterations of different algorithms. Figure 3.5 shows under different channel SNR, the 
normalized number of iterations required by different algorithms with respect to Lei’s. 
We can use this figure to give the value of I in Table 3.1.  
Table 3.1 Quantitative comparison of algorithms complexity 
Algorithm Computational Complexity 
Leke’s [15] 2( log (5 11) )LekeN N I NΟ + +  
S-GAL 2( log (5 4))SN N I BΟ + +  
Krongold’s [18] ( ( 4) )KI B NΟ +  
Wyglinski’s [19] 2( log (2 7 ( 2)) )WN N B I B NΟ + + + +  
Lei’s [17] ( (3 4) )LeiI B NΟ −  
M-GAL 2( log 2 (5 4))MN N N I BΟ + + +  
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Figure 3.5 Statistic of required number of iterations of different resource allocation 
algorithms in single-user OFDM systems 
We further compare the complexity of the algorithms in a real scenario. Taking 
N=256 and B=6 for example, the number of iterations of each algorithm is calculated 
in accordance with the value of I at SNR=20dB in Figure 3.5. So the S-GAL 
algorithm needs 38,290 calculations, and Lei's algorithm requires about 63.8 10×  
calculations. We can also get the results that Leke's, Krongold's and Wyglinski’s 
algorithms need 12,381, 25,561 and 30,939 calculations, respectively. The proposed 
M-GAL algorithm needs the least number of calculations, which is 7,133 times. In 
conclusion, compared with traditional algorithms, the M-GAL algorithm effectively 
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increases the convergence rate as a result of the appropriate initial value. It also 
obtains similar throughput performance to optimal allocation algorithm as shown in 
Figure 3.4 with less computation.  
3.3 Joint Sub-carrier, Bit and Power Allocation Algorithm in Multiuser OFDM 
System 
3.3.1 Multiuser OFDM System and Resource Allocation Model 
Multiuser OFDM systems have greater freedom in the design of resource 
allocation compared to single-user OFDM systems. In this section, we consider an 
OFDM system of K users and N sub-carriers. Similar to the previous section, we 
assume that the channel information is completely known to the transmitter and 
receiver of the system. At the base station end, the system allocates sub-carriers to 
users with good channel conditions depending on their channel quality information, 
therefore the system performance is improved, and the transmit power is reduced. 
Figure 3.6 is a system diagram of the downlink of a multiuser OFDM system using 
adaptive resource allocation. The base station arranges for users to use appropriate 
sub-carriers for data transmission according to each user’s channel quality 
information on sub-carrier. The base station also allocates appropriate power and 
transmission bits to these users. Meanwhile, in order to discuss multiple users and the 
power and bit allocation scheme on their sub-carriers, we introduce variables mk,n and 
pk,n, represent transmit bit and power of mth sub-carrier of kth user, respectively. The 
number of transmit bit on a single sub-carrier is usually limited by the available 
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system modulation, therefore the value of mk,n should be selected from the modulation 
set M. 
1p
2p
Np
 
Figure 3.6 Adaptive resource allocation model for downlink of multiuser OFDM 
systems 
In this section, we analyze optimization of sub-carrier, power and bit 
allocation schemes to maximize the system throughput. It is clear that by simply 
maximizing the throughput of the system, the system requirements cannot be met. 
Thus we add a constraint to the optimization: each user’s quality of service (QoS) 
requirement should be satisfied when maximizing the system throughput. 
Each user's QoS requirement is measured by two indicators, the minimum user 
transmission rate requirement (minimum rate constraint) and the BER requirement of 
user data transmission (target BER constraint). To simplify the analysis, we assume 
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that all users have the same target BER constraint. The system takes into 
consideration of the user's received SNR during power and sub-carrier allocation, and 
tries to meet the user’s BER requirement by ensuring a certain received SNR. SNR is 
a convex function of BER and ck,n, where ck,n is the received information in bits per 
symbol on the nth sub-carrier of user k. [24] When user channel conditions are known, 
in order to ensure a lowest BER on the nth sub-carrier, the minimum required SNR 
should be:  
,( , )k nSNR f BER c=              (3.15) 
In this system, BER constraints are the same for all users, so the constraints can be 
considered as system-related constants. Then equation 3.15 can be simplified to 
,( )k nSNR f c= .  
Suppose each user channel has white Gaussian noise. In order to ensure the 
user's target BER, the transmit power that the system allocates for this sub-carrier 
should meet the following criterion: 
, ,
, 2
,
( )k n k n
k n
k n
f c
p
α
=              (3.16) 
where 2 2 2, ,k n k ngα σ= . g is the channel gain of the sub-carrier. σ2 is the white 
Gaussian noise. Thus, resource allocation in multiuser OFDM for maximizing the 
system transmission bit can be modeled as an optimization problem in the following 
standard form: 
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, ,
, ,, 1 1
min
k n k n
K N
k n k nc k n
c
ρ
ρ
= =
 
−    
subject to   , {0,1, 2, , }k nc M∈       
   , {0,1}k nρ ∈   
   ,
1
1 0
K
k n
k
ρ
=
− =   
   ,, 2
1 1 ,
( )
0
K N
k n
k n T
k n k n
f c
Pρ
α
= =
− ≤  
   , ,
1
0
N
k k n k n
n
R cρ
=
− ≤   
{0,1, 2, , }, {0,1, 2, , }for all k K n N ∈     ∈               (3.17) 
where {0,1, 2, , }M      is a set of all possible values for ,k nc . M is the maximum 
number of transmission bits/OFDM symbol that can be transmitted by each subcarrier. 
ρk,n represents whether the nth sub-carrier is assigned to the kth user for data 
transmission.  
Literature [23] has proved that in multiuser OFDM system, the optimal 
sub-carrier allocation scheme only assigns one sub-carrier to an individual user in one 
transmission time slot. Therefore, ρk,n must satisfy the following relationship: if the 
nth sub-carrier is assigned to the k*th user, then * , 1k nρ = ; for all other k ≠ k* users, the 
corresponding ρk,n = 0. Since each sub-carrier can only be allocated to one user, 
1
1 0,
K
k k n
ρ
=
− = . PT represents the constraint of total system transmit power. The 
constraint ,, 2
1 1 ,
( )
0
K N k n
k n T
k n k n
f c
Pρ
α= =
− ≤  means the sum of allocated power must be equal 
or less than the total system transmit power. Rk represents the minimum transmission 
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rate required by user k. , ,
1
0
N
k k n k n
n
R cρ
=
− ≤  indicates that the allocated transmission 
rate of user k satisfies the minimum requirement.  
3.3.2 Design of Adaptive Resource Allocation Scheme 
For the resource allocation problem described in Equation 3.17, we first use 
convex analysis and optimization theory, and give the conditions of the solution. The 
optimization problem constraints are simplified. According to these conditions, 
resource allocation schemes are analyzed for systems with (at least one user’s Rk ≠ 0) 
and without (for all user k, Rk = 0) minimum transmission rate constraint, respectively.  
3.3.2.1 Analysis of Resource Allocation Optimization Problem 
In the optimization model shown in (3.17), both non-linear constraints and 
integer constraints (constraints for ρk,n) are involved. Thus it is difficult to solve the 
problem directly. So we temperately eliminates , {0,1}k nρ ∈   in the following 
discussion.  
To simplify the problem, we first consider the system of equal power 
distribution. Simplifying procedures taken in this section are mainly based on the 
results given by literatures [23] and [30]: “In multiuser OFDM systems, compared 
with adaptive resource allocation scheme, the system performance and throughput can 
hardly be deteriorated by using equal power allocation scheme.” Therefore, power 
allocation of each user in each sub-carrier using equal power distribution is as 
follows:  
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k n
Pp
N
=
             (3.18) 
With Equation 3.16, we can further calculate the bits allocated to the corresponding 
user’s sub-carrier. Therefore  
1 2
, ,( )Tk n k n
Pc f
N
α−=            (3.19) 
Optimization problem in Equation 3.17 can be simplified to a optimization problem 
regarding ,k nρ .  
     
,
, ,
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K N
k n k n
k n
c
ρ
ρ
= =
 
−             
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1 0
K
k n
k
ρ
=
− =              
, ,
1
0
N
k k n k n
n
R cρ
=
− ≤                                       (3.20) 
By using standard optimization techniques in book [17], we obtain Lagrange 
function of this optimization problem: 
, , , , ,
1 1 1 1 1 1
1
K N N K K N
k n k n n k n k k k n k n
k n n k k n
L c R cρ λ ρ μ ρ
= = = = = =
   
= − + − + −              (3.21) 
where nλ  and kμ  are non-negative Lagrange multiplier constraint and minimum 
transmission constraint for ρk,n, respectively.  
Taking the first derivative of L with respect to ,k nρ , we obtain the necessary 
conditions for the optimal solution *,k nρ . If *, 0k nρ ≠ , we have 
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If *, (0,1)k nρ ∈  , 
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Now we re-consider the integer constraint , {0,1}k nρ ∈   in the following discussion.  
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                             (3.24) 
From 3.23, we find that for each sub-carrier n, if all users {1, 2, , }k K∈      have 
different ,(1 )k k ncμ+ , then only the user with the largest ,(1 )k k ncμ+  can use this nth 
sub-carrier. The above statement can be represented as follow.  
*
, 1k nρ = , k = k* 
*
, 0k nρ = , for all k ≠ k* 
where    * ,arg max(1 )k k nkk cμ= +                                  (3.25) 
Here arg max stands for the argument of the maximum. Hence, for a fixed set of 
Lagrange multipliers kμ , {1, 2, , }k K∈     , we can use equation 3.25 to determine k* 
for each sub-carrier n. Then the *,k nρ  obtained is the solution for the optimization 
problem.  
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The optimal solution of sub-carrier allocation can be obtained from Equation 
3.25 when kμ  for all users are determined. Accordingly, the optimal power and bit 
allocation scheme can be represented as 
pk,n =
PT
N
,    k = k*
0,       k ≠ k*


               (3.26) 
( )1 2 *, ,
, *
,
    
0,
k n k n
k n
f p k k
c
k k
α− =
= 
≠
           (3.27) 
We can simplify the resource allocation problem to finding the set of kμ  that 
satisfies the users’ minimum transmission rate constraints. Let rk denotes the allocated 
rate for user k.  
 , ,
1
N
k k n k n
n
r cρ
=
=                                          (3.28) 
According to convex optimization, this Lagrangian multiplexer can be solved by the 
following equations.  
0,   if 
0,   if 
k k k
k k k
r R
r R
μ
μ
= >
> =
                                     (3.29) 
Hence, the optimal resource allocation for multiuser OFDM systems is to find the 
solution of kμ  under the conditions shown in Equation 3.29. In the next two sections, 
we will discuss the design of resource allocation schemes.  
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3.3.2.2 Design of Resource Allocation without Minimum Transmission Rate 
Constraint 
First, we consider a simple situation in which the minimum transmission rate 
constraints for users are not required. Therefore, for all k, Rk = 0. Equation 3.29 can 
be written as 0,    1, 2, ,k k Kμ = =     . In this case, Equation 3.25 is updated to 
*
,arg max k nkk c=             (3.30) 
which assigns each sub-carrier to the user with the maximum bit rate. The optimal 
allocation scheme without minimum transmission rate constraints is described in the 
following algorithm.  
Algorithm 3.3 Optimal Resource Allocation without Minimum Transmission Rate 
Constraints 
i) Sub-carrier allocation 
for n = 1 to N 
 for k = 1 to K 
   1 2, , Tk n k n
Pc f
N
α−
 
=     
 end 
 * ,arg max k nkk c=  
 ρk*,n = 1 
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 *, 0,k n for k kρ =     ≠  
end 
ii) Bit and power allocation 
for n = 1 to N 
 
p
k*,n
=
PT
N  
 *, 0,k n for k kρ =     ≠  
 * *1 2, ,
T
k n k n
Pc f
N
α−
 
=     
 *, 0,k nc for k k=     ≠  
end 
3.3.2.3 Design of Resource Allocation Scheme with Minimum Transmission Rate 
Constraint 
When the users minimum required transmission rates are not zero, 0kR ≠ . 
According to Equation 3.29, appropriate value of kμ  should be determined for each 
user to ensure that the allocated transmission rate k kr R≥ . Therefore, the allocation 
scheme should satisfy the following two rules.  
(1) kμ  are set to zero for users whose allocated rates have exceeded their 
minimum required rates. 
(2) for the other users whose transmission rate dose not exceed the minimum 
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rate 2kR , proper positive values of kμ  need to be found to guarantee 
their minimum transmission rate constraint.  
Previous analysis indicates that the allocated rate of the kth user may be affected not 
only by kμ  but also by ( )j j kμ ≠  of other users. Therefore, it is difficult to get kμ  
for each user from the above criterions. To solve the problem, we propose a simplified 
resource allocation algorithm based on iteration. First, kμ  for all users are set to zero, 
and the transmission rates for users are calculated. Second, the algorithm checks if the 
current allocated rates satisfy the minimum required rates of each user. If the 
minimum transmission rate of user k is not satisfied, the algorithm will increase kμ  
to re-allocate sub-carriers to the user until its allocated rate meet the kR  constraints. 
To avoid interfere with the previous allocated users in the reallocation process, During 
the re-allocation for one user, the sub-carriers already allocated to the user whose 
minimum required rate has not been satisfied or kμ  > 0 will not be reassigned to 
other users. The algorithm calculates kμ  for each user sequentially to satisfy the user 
minimum transmission rate. We notice that in some poor channel conditions, the 
resource allocation schemes cannot satisfy some user’s minimum transmission rate 
constraint. In this case, the algorithm will be terminated and an outage event will be 
reported. We introduce outage probability to determine the performance of algorithms. 
The outage probability describes the probability that not all users’ minimum 
transmission rates are satisfied using the proposed resource allocation scheme. To 
fight this situation, users can be sorted based on their QoS, then the transmission 
 47
requirement for users with higher QoS will be considered first. Details of the 
proposed sub-carrier, power and bit allocation algorithm is described in Algorithm 
3.4.  
Algorithm 3.4 Resource allocation algorithm with minimum transmission rate 
constraint 
Initialization 
Step 1. Find * ,arg max , 1, ,k nkk c n N=    =  2,   . Set 0, 1, 2, ,k k Kμ =   =     , 
excluding all sub-carriers allocated to users of k kr R< . 
Iterative Process 
Step 2. While termination condition is not met, do Steps 3-6. 
Step 3. Select user k  with k kr R< . Find the solution of kμ  using Algorithm 
3.5. For all n ∈S  that ( ) *, ,1 k k n k nc cμ+ > , let * * * ,k k k nr r c= − . Then, reallocate n
to user k , and remove n from { }1, 2, , N   . If no solution of kμ  exists, then an 
outage event occurs and the algorithm stops. 
Step 4. If for all 1, 2, ,k K=      we have 0kμ >  and k kr R< , then an outage 
event occurs and the algorithm stops. 
Step 5. If , 1, 2, ,k kr R k K≥   =     , the algorithm stops.  
Step 6. Go to Step 2. 
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If there is an allocation scheme which satisfies the minimum transmission rate 
constraint of all users, the above algorithm gives a suboptimal solution. Otherwise, 
the algorithm will terminate and report an outage so that the convergence of the 
algorithm can be guaranteed. The outage probability will be discussed in the 
following simulation. Note that though the proposed algorithm searches for a 
suboptimal solution of kμ , simulation results indicate that its performance is very 
close to the optimal allocation scheme. This will be further discussed in the next 
simulation and analysis section. Bisection search is used in Algorithm 3.4 to find the 
solution, and Algorithm 3.5 gives the steps of finding the solution of kμ .  
Algorithm 3.5 Solving kμ  
Step 1. Set low 0μ = .  
Step 2. While termination condition is not met, do Steps 3-7.  
Step 3. Find a sufficiently large highμ  that ensures , 1, 2, ,k kr R k K≥   =     .  
Step 4. If such highμ  does not exist, then there is no solution of kμ , terminate.  
Step 5. If kR R≠ , 
low high
new 2
μ μμ += , kR r= . For all n ∈S  that 
( ) *new , ,1 k n k nc cμ+ > , let ,k nR R c= + . If kR R> , high newμ μ= ; else low newμ μ= .  
Step 6. Return solution of newkμ μ= .  
Step 7. Test termination condition. Verify if , 1, 2, ,kR R k K=   =     . 
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Figure 3.7 Flowchart of adaptive resource allocation algorithm with minimum 
transmission rate constraint 
3.3.3 Computer Simulation and Algorithm Complexity Analysis 
The multiuser OFDM simulation system is set up similar to the system 
described in section 3.2.3, with K represents the number of users.  
We first evaluate the system performance. Figure 3.8 compares the spectral 
efficiency of adaptive allocation Algorithm 3.5 (ASA) and the traditional fixed 
sub-carrier allocation (FSA) scheme. The performance is compared in scenarios of 
different numbers of users. We assume the system uses adaptive bit loading technique 
[30], and all sub-carriers are evenly allocated to users in FSA. It can be seen that   
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Figure 3.8 Performance comparison of fixed sub-carrier allocation scheme (FSA) 
and proposed adaptive sub-carrier allocation scheme (ASA) in multiuser OFDM 
systems 
when there is one user (K = 1), performance of the proposed adaptive sub-carrier 
allocation scheme is the same as that of fixed sub-carrier allocation scheme. Spectral 
efficiency of the system with adaptive resource allocation scheme is improved when 
the number of users increases. We observe a performance gain of about 3dB when the 
number of users rises from 4 to 16. The proposed adaptive sub-carrier allocation 
scheme exploits multiuser diversity and allocates the sub-carrier to the user with the 
best channel condition. The gain will also increase as the number of user increases.   
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Figure 3.9 Spectral efficiency of fixed sub-carrier allocation scheme (FSA) and 
proposed adaptive sub-carrier allocation schemes (ASA) in multiuser OFDM systems 
(K=4) 
Figure 3.9 and Figure 3.10 show the influence on system performance by adding the 
minimum transmission rate constraint. Performance of three algorithms namely 
Algorithm 3.4 (ASA-MRC), adaptive sub-carrier allocation without minimum 
transmission rate constraint (ASA w/o MRC), and bit allocation algorithm under fixed 
sub-carrier allocation (FSA w/o MRC) are compared. In Figure 3.9, we choose a 
4-user OFDM system. The minimum transmission rate constraints of users are set to 
128, 128, 64, and 64 bits per OFDM symbol. It can be seen that the adaptive 
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Figure 3.10 Spectral efficiency of fixed sub-carrier allocation scheme (FSA) and 
proposed adaptive sub-carrier allocation schemes (ASA) in multiuser OFDM systems 
(K=8) 
sub-carrier allocation scheme outperform the fixed sub-carrier allocation scheme by 
5dB when the spectral efficiency is above 2 bit/sub-carrier. Compared with adaptive 
allocation, the added constraint causes a decrease of 1dB of throughput at mid to high 
SNR area. Figure 3.10 shows similar results in an 8-user OFDM system with 
minimum transmission rate constraints as 128, 128, 64, 64, 64, 32, 32, 32 bits per 
OFDM symbol.  
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Figure 3.11 The outage probabilities of fixed sub-carrier allocation scheme (FSA) 
and proposed adaptive sub-carrier allocation schemes (ASA) in multiuser OFDM 
systems (K=4) 
Figures 3.11 and 3.12 show the outage probability of these allocation schemes. 
The proposed adaptive allocation scheme with minimum transmission rate constraint 
can effectively reduce the outage probability. When the SNR is high, the minimum 
transmission rate cannot be guaranteed if adaptive allocation technique is used alone. 
The performance of the fixed sub-carrier allocation scheme is not the worst, but at a 
heavy cost of overall throughput.  
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Figure 3.12 The outage probabilities of fixed sub-carrier allocation scheme (FSA) 
and proposed adaptive sub-carrier allocation schemes (ASA) in multiuser OFDM 
systems (K=8) 
In Figure 3.13 the adaptive allocation scheme with minimum transmission rate 
constraint is compared with the optimal results obtained by linear integer 
programming. The performance of the proposed algorithm is very close to linear 
integer programming. It is able to achieve a near optimal solution with only about 
0.5% performance.  
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Figure 3.13 Performance comparison between proposed adaptive sub-carrier 
allocation scheme and the exhaustive search 
We further compare the computational complexity of the proposed algorithm, 
optimal solution using linear integer programming and the algorithm proposed by 
Zhang [30]. The proposed algorithm requires at most N multiplications and N 
comparisons for checking the re-allocation using an updated newμ . The convergence 
of the bisection search needs I iterations. Since ,k nc  are integers from set M, the 
solution of kμ  can be restricted to fixed values. Therefore, I is less than 
( )22 log 1L − , where L is the maximal integer in M. Since we need to solve kη s of no 
more than (K−1) users, 3(K−1)N computations are required for re-allocations. So far, 
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the overall complexity of our proposed algorithm with minimum transmission rate 
constraints can be concluded to 
KN + 3KN + 2N 2 log2 L −1( ) K −1( ) 
The quantitative complexities of these algorithms are listed in Table 3.2. To 
get the optimal solution, the linear integer programming is the most complex of the 
algorithms. Zhang’s algorithm is less complex. Considering 2log 3M ≤  and 
K N<< , our proposed algorithm with minimum transmission rate constraint is more 
computationally efficient than Zhang’s algorithm, makes it the best algorithm in this 
comparison.  
Table 3.2 Computational complexity comparison 
Algorithm Computational Complexity 
Optimal solution O 2 KN + K + N( ) 2 KN 2KN K + N( ) + KN( )( )
Zhang O 3KN + 2N 2( )  
Proposed ASA-MRC O 2KN + 4KN log2 L( )  
3.4 Summary 
In this chapter, we study the resource allocation problem in multiuser OFDM 
systems, and propose an efficient resource allocation scheme. The allocation problem 
is designed to maximize the system spectral efficiency under the constraints of users’ 
QoS requirements. Both BER and minimum transmission rates for users are 
considered. The bisection search is employed to accelerate the convergence speed of 
 57
the algorithm. Simulations and algorithm complexity comparison show that our 
algorithm offers a more preferable tradeoff between the performance and the 
complexity than existing approaches. The proposed adaptive allocation algorithm with 
minimum transmission rate constraints satisfies users’ QoS requirements, and 
achieves good performance while maintaining a lower complexity.  
 
 
 58
CHAPTER IV  FAIR SCHEDULING SCHEMES IN MIMO-OFDM 
SYSTEMS 
4.1 MIMO-OFDM and Scheduling 
Orthogonal Frequency Division Multiplexing (OFDM) is one of the most 
promising physical layer technologies for high data rate wireless networks. The 
advantages are robustness to frequency selective fading, high spectral efficiency, and 
low computational complexity comparing with the traditional wireless technologies. 
Multiple-Input Multiple-Output (MIMO) transceivers can be used in conjunction with 
OFDM to increase the diversity gain and the system capacity by exploiting spatial 
domain. MIMO-OFDM is considered a key technology in emerging high-data rate 
systems such as 4G, IEEE 802.16, and IEEE 802.11n [62].  
Making efficient use of radio resources is a very challenging task for 3G/4G 
wireless communication systems as the scarcity of radio resources, diverse QoS 
requirements, and wireless channel conditions further complicate scheduling and 
radio resource management. The main purpose of employing a scheduler is to 
intelligently allocate radio resources to achieve high system performance in terms of 
efficiency and fairness. This makes the scheduling scheme a key component in 
optimizing the system performance across the physical (PHY) and medium access 
control (MAC) layers. [63] Since the scheduling scheme is defined as the method of 
user selection and how to allocate available resources to a selected user, there are two 
crucial key performance indicators, fairness and efficiency. Traditionally, spectral 
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efficiency is evaluated in terms of system throughput, which is sometimes unfair to 
those users who are far away from a base station or with bad channel conditions. On 
the other hand, absolute fairness may lead to low bandwidth efficiency. Therefore, an 
effective trade-off between efficiency and fairness is desired in the communication 
system.  
4.2 MIMO-OFDM System Model 
The model of the system under study is illustrated in Figure 4.1. We consider a 
multiuser MIMO-OFDM system employing NT transmit antennas at the base station. 
There are K users, and each user has NR receive antennas. We assume that there are N 
sub-carriers, so that the MIMO channel between the kth user and the base station on  
 
Figure 4.1 MIMO-OFDM downlink multiuser diversity with scheduling 
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Nth sub-carrier can be expressed by H[k,n] matrix of size NR×NT, with elements 
Hi,j[k,n] corresponding to the discrete Fourier transform (DFT) of the hi,j(k,n); the 
latter corresponds to the complex channel gain of the channel response between the 
ith transmit and jth receive antennas. Depending on the employed orthogonal 
space-time code, the number of transmit antennas NT will be different [64].  
In this system, all users have access to the N sub-carriers of OFDM in each 
time slot. However, each frequency slot is dedicated to only one selected user. The 
multiuser scheduler can select a user based on the channel quality of these users in 
each frequency slot according to the feedback channel information. Similar to the 
expression in [65], the received signal for the orthogonal space-frequency block coded 
(OSFBC) OFDM after OSFBC decoding can be written as Equation 4.1. 
2[ , ] || [ , ] || [ , ] [ , ]Fs k n c H k n s k n k nη= +                              (4.1) 
where [ , ]s k n  is the output signal of the decoder, s[k, n] is the transmitted symbol,  
||.||F2 is the squared Frobenius matrix norm as shown in Equation 4.2.  
2 2
,
1 1
|| [ , ] || | [ , ] |
N NT R
F i j
i j
H k n H k n
= =
=                                     (4.2) 
The term λ[k, n] is a complex Gaussian noise with distribution 
200, [ , ]
2 F
cN H k n Ν   
 per dimension. c is a constant which depends on the system. For 
the orthogonal space-time block codes, the total energy of the symbol transmitted 
through the NT antennas can be normalized to NT, therefore, we can express the 
instantaneous signal-to-noise ratio (SNR) per symbol at the receiver of the kth user as 
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2[ , ] || [ , ] ||F
cT
k n H k n
N R
γγ = , where  γ  is the average receive SNR per antenna, and Rc is 
the code rate [66].  
We consider one cell with a single base station (BS) located at the cell center 
and K users uniformly distributed within the cell radius. In the MIMO-OFDM 
systems, the sub channel fading Hi,j[k, n] is considered as a Rayleigh fading. At the 
beginning of each frame, the BS obtains the estimated SNR value from all users. The 
scheduler selects one mobile station (MS) based on the schemes introduced in the 
next section.  Then bit allocation is performed on the selected MS. In bit allocation, 
adaptive modulation and coding is applied to different tones for the selected user. That 
is, when the channel condition on a specific tone is good, more bits are loaded on this 
tone to achieve higher system throughput. The number of bits that each tone can carry 
is determined by the estimated SNR value as well as the SNR margin, which is 
required to guarantee a symbol error rate below a certain margin, and to combat any 
unexpected interference.  This is to meet the QoS requirements for different types of 
multimedia communications service.  
4.3 Scheduling Schemes 
In this section, first, the conventional scheduling schemes, Round Robin and 
Max-SNR are described. Second, the Proportional Fair (PF) [67] scheme is introduced. 
We modified the PF scheme to improve system throughput, delay time and user 
satisfaction rate. Afterwards, three variations are proposed and discussed, 
emphasizing the modifications made to adjust the algorithm.  
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4.3.1 Round Robin and Maximum SNR  
Round Robin (RR) and Maximum SNR (Max-SNR) are two basic and less 
complex scheduling strategies in packet data services. RR services the users in a 
round robin fashion. All active users are identified by their IDs, and each user is 
allocated a number of time slots. Transmission service will not be granted to the same 
user before all the other users have been served. In MaxSNR, all active users are 
periodically ranked by their reported SNR values. At each scheduling event, the 
scheduler selects the user with the highest SNR value and allocates a number of time 
slots depending on service requirements and availability of resources. It is possible for 
the same user to be rescheduled for the next available resource provided that it still 
has the highest SNR value at the next event. It is well known that RR has the 
advantage of being fair in terms of giving equal slots to every user, and MaxSNR can 
provide high system throughput.  
4.3.2 Proportional Fair 
In order to improve fairness without sacrificing much in terms of throughput, 
both fairness and throughput should be incorporated in one scheduling scheme. 
Proportional Fair (PF) is one of many efforts to address this issue [68]. The scheduler 
selects the user with a maximal priority metric, defined as Equation 4.3.  
( )
( )1arg max 1i K i
iT tm
R t≤ ≤
=
−
                                        (4.3) 
where i is the user index, m is the selected user, K is the total number of users, Ti(t) 
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denotes the data rate potentially achievable by the channel in the present time slot, 
and Ri(t −1) is the average data rate of this user. With this scheme, a user is selected 
when it has a good channel, or high Ti(t), to keep system throughput high. In the 
meantime, users with bad channel conditions are also considered since their low 
average data rate Ri(t −1) will increase their chance of being selected for the next 
scheduling event. This scheme is implemented in high data rate (HDR) networks, and 
has recently been studied by many authors [69]. Their research results show uneven 
data rates achieved by different users with different channel conditions. In other 
words, PF is not fair enough for users with bad channel conditions. To improve the 
fairness of PF, one approach is to consider what is known as the data rate control 
(DRC) exponent rule proposed in [70], where the user selection criteria was modified 
to ( )( )1arg max 1
q
i
i K
i
T t
m
R t≤ ≤
=
−
 with q for a weighted parameter introduced to manage the 
relationship among the data rates of users with different channel conditions. When the 
control parameter q is fixed, we miss two important flexibilities: the flexibility to 
adapt to the current wireless channel condition and the flexibility to choose a value for 
q that ensures fairness among all users at the same time.  
The PF schemes are implemented in an 802.16e OFDM based system. The 
performance of PF depends on the observation window. To provide long-term fairness 
from user activation to termination, we define the criterion as shown in the equation 
below  
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,
1
,
arg max i j
i K
i j
T
I
R≤ ≤
=  
where Ti,j is the supportable rate at symbol j of user i, and Ri,j is the average 
experienced rate until symbol j by user i, which is calculated as the total number of 
bits received divide by the time from its activation to the current instant, with the 
assumption that this user stays active all the time. In the case of user termination, it is 
deregistered from the BS, and the scheduler will not count it as one of its active users.  
4.3.3 Adaptive Proportional Fair 
We may add an adaptive exponent to the numerator of PF and name it adaptive 
PF. Under the assumption that all users are active all the time, the criterion becomes 
Equation 4.4.  
,
1
,
1
,
arg max
i j
j M
i j
i K
i j
nT
I
R
≤ ≤
≤ ≤
=                                           (4.4) 
It is the same as PF except for adaptive component ni,j to equalize the value of Ti,j/Ri,j, 
and M is the total number of symbols in each frame.  
Based on adaptive PF with added parameter for required data rate of user Ri_r,j, 
the new criterion is described by Equation 4.5.  
,
, _ ,
1
,1
arg max
i j
i j i r j
i K
i jj M
nT R
I
R≤ ≤
≤ ≤
⋅
=                                    (4.5) 
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4.3.4 Normalized Adaptive Proportional Fair 
In the above criterions, we notice that there are two possible problems: the 
value of I is very large, and they cannot achieve good user satisfaction and average 
user rates. To solve these problems, we propose a new criterion as shown in Equation 
4.6 
,,
, _ , ,
1
, ,1
1
arg max
i ji j
i j i r j i j
Ni K
i j i jj M
i
nnT R T
I
R T≤ ≤≤ ≤
=
 
⋅ =    
                            (4.6) 
There are two changes. In the denominator, a normalization factor is added. 
Hence, this scheme is referred to as normalized adaptive PF. Thus, the first problem in 
adaptive PF is solved. The adaptive exponent is added to the ratio of the average and 
required rates. Aiming at improving user satisfaction rate, we let 
,
_ ,
,
i j
i r j
i
i j
n
R
R
σ
 
=   
 to 
obtain the value of ni,j, where σi is the threshold defined in the user satisfaction rate. 
The normalized adaptive proportional fair (NAPF) is expected to give a better 
performance among all proposed schemes for multi-rate traffic. For comparison, we 
will also implement RR and MaxSNR to give the lower and upper bound of 
throughput.  
4.4 Computer Simulation and Analysis 
System simulations were used to determine the throughput performance of 
802.16e OFDM based on the simulation assumptions [71]. The cell layout is Hex grid, 
and the cell radius is set to 1km. Number of sub-carriers is 8. There are 12 users and 1 
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base station. The packet size is set to 1Mbyte. The frame structure is defined as 
2.5GHz of frequency. The number of OFDM carriers is 64. The modulation scheme is 
quaternary phase shift keying (QPSK).  
Figure 4.2 is the comparisons of system throughput vs. load for different 
schemes. In IEEE 802.16e, the traffic load can reach 100Mbps. When the load is 
above 47Mbps, RR has the lowest throughput as expected, and PF improves system 
throughput over RR. Throughput of NAPF is even higher than MaxSNR when the 
system load is more than 40Mbps.  
 
Figure 4.2 System throughput comparisons 
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Mean packet delay is the mean value of packet completion time, which equals 
to the time of instant of packet arrival until the user receives the packet. Figure 4.3 
shows the mean delay comparison results. When the system throughput is more than 
40Mbps, we can see that RR has the largest delay. PF scheme has less delay than RR, 
but its performance is still worse than MaxSNR and NAPF when the throughput 
exceeds 50Mbps. The delay of NAPF scheme is less or equals to MaxSNR when the 
system throughput is more than 35Mbps.  
 
Figure 4.3 Delay comparisons 
Figure 4.4 shows the fairness performance of these schemes. The user 
satisfaction rate is defined as the number of users with no blocking and no dropped 
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packets to the number of total users. When the throughput is larger than 40Mbps, both 
of the PF schemes perform better than RR and MaxSNR. The criterion of PF indicates 
that the scheduler not only favors those mobile stations with high supportable rate, but 
also its experienced rate. Our proposed scheme gives extra weight to users with good 
channel. It considers the required rate as well. Compared with PF, our proposed 
algorithm improves the system throughput. At the same time, it also gives enough 
fairness to mobile stations whose channel is not so good in the past. In other words, if 
a user does not receive service at previous frame due to its bad channel condition, 
then its precedence will increase at the next frame.  
 
Figure 4.4 User satisfaction rate comparisons 
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4.5 Summary 
In this chapter, we have presented and analyzed multiuser scheduling schemes. 
A simulation and performance evaluation is performed and shows the significant 
advantages of proportional fair and the proposed variations over the conventional 
schemes. The proposed schemes improve system throughput and delay time. The 
proposed normalized adaptive proportional fair scheme achieves higher throughput 
without sacrificing fairness. It is also a better scheme in terms of efficiency and 
fairness.  
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CHAPTER V  FEEDBACK STRATEGIES AND ALGORITHMS BASED ON 
FEEDBACK COMPRESSION 
5.1 Compression of Feedback 
Channel SNR is relevant in time domain because of Doppler shift, and it is 
also relevant in frequency domain because of multipath delay spread. Data 
compression algorithms can utilize the relevance to reduce feedback overhead. In the 
following sections, we will review lossless and lossy algorithms and their applications 
in feedback compression.  
5.1.1 Lossless Compression Algorithms 
Lossless compression explores the redundancy of statistical data, and performs 
data compression. The original data can be recovered without causing any distortion. 
However, the compression rate is subject to the limit of theoretical statistical 
redundancy, and is usually 2:1 to 5:1. Common lossless compression algorithms 
include Huffman coding, Run Length Encoding (RLE), and Lempel-Ziv-Welch 
coding (LZW).  
5.1.1.1 Huffman Coding and Compression Algorithms 
Huffman coding is proposed by David A. Huffman in 1952, it is a data 
compression algorithm base on probability of signal. It is entirely based on the 
probability of character to construct the shortest average prefix. This famous coding 
method in data compression is known as optimal coding.  
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Huffman coding can be described as follow: In variable length coding, if the 
code length is in reverse chronological order strictly according to the probability of 
corresponding symbol, its average length is the smallest. Theoretical studies have 
shown that the compression ratio is close to the upper limit. This method have been 
extensively studied and applied to image, text and video compression, such as MPEG, 
JPEG standard.  
Compression ratio of Huffman coding is usually approximately 2 to 3 for text 
data, 1 to 2 for executable file. Compared with the lossy compression methods such as 
wavelet compression, compression ratio of Huffman encoding is relatively low. 
Therefore, Huffman coding does not apply to files in which the majority of symbols 
repeat a lot. Run-length encoding (RLE) and other coding will get a higher 
compression ratio. 
In literatures [72] and [73], the compression rate of Huffman feedback 
compression algorithm is not high due to the feedback values are evenly distributed. 
To overcome this problem, the author utilizes the correspondence in time and 
frequency domain of feedback information in OFDM system, and proposes two 
lossless compression algorithms based on Huffman algorithm: Iterative 
Time-Frequency Algorithm and Block Time-Frequency Algorithm.  
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Figure 5.1 Flowchart of iterative time-frequency algorithm 
 
Figure 5.2 Flowchart of block time-frequency algorithm 
In Figures 5.1 and 5.2, tnb  represents the modulation order of the n-th cluster 
at time frame t. 
For Iterative Time-Frequency Algorithm, the feedback information is the 
difference of modulation of current cluster from the previous cluster in time domain 
and the adjacent clusters in frequency domain. For Time-Frequency Algorithm, the 
feedback information is the difference of modulation of current cluster from the 
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previous cluster in time domain and the adjacent cluster in time domain of the 
previous cluster. 
Because of channel correlation in time and frequency domains, the modulation 
difference of the current cluster from an adjacent cluster is usually 0, l and −1. Thus 
the feedback values are concentrated. Simulation results show that these two 
improved Huffman feedback compression algorithms greatly reduce the amount of 
feedback information.  
5.1.1.2 Run Length Encoding and Feedback Compression Algorithm 
Run length encoding is a compression method utilizes the space redundancy. It 
is a lossless compression coding method belongs to statistical encoding. The 
algorithm idea is simple. When a string of consecutive repeated characters appears in 
the data, only need the characters, length and location of the string to recover the 
original data. Data structure of RLE is shown in Figure 5.3. 
 
Figure 5.3 RLE coding structure 
In the data structure diagram, D is compressed character, L is the number of 
repeated D, S is the character not used in the data character set {D}, { }S D∉ . A 
string “DD……D” of L length in the data stream is shown in the figure. Compression 
can be achieved only when L ≥ 3. Therefore encoding must first determine the value 
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of L, and then decide whether to use RLE. During decoding, first check the read data 
is S in order to determine the next data is length or character. 
Traditional Best-M program does not take into account the correlation 
between adjacent sub-carriers. Good performance sub-carriers may appear in a cluster, 
and form a continuous high SINR sub-band. Based on this fact, literature [74] 
proposes codebook construction method base on RLE.  
In the literature, v(b, R) represents an N × 1 vector. A run begins from position 
b and length is R, i.e., for v(b, R), value in position b, b + l, … , b + R−1 equals 1, and 
0 elsewhere. Proposed codebook consists of vectors of the form 
0
1
(0, ) ( , )
P
i i
i
f S v N v b R
=
= + Δ                            (5.1) 
Intuitively, the feedback vector takes the form of a base-SINR S0 added to P 
runs each of magnitude Δi. Thus, a code vector is specified by (1) the quantized 
base-SINR S0, (2) the number of run-vectors P, (3) the magnitude Δi, or Δi start 
position bi and the length Ri of each run. By restricting the above quantities, a limited 
codebook can be obtained. Simulation results show that under the proportional fair 
scheduling algorithm, this RLE based scheme reduces feedback overhead, and the 
performance is better than HGR scheme.  
5.1.1.3 LZW Coding and Feedback Compression Algorithm 
LZW algorithm utilizes the characteristic of duplicate code in data. It uses a 
simple code of previously appeared string to replace the same string content 
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afterwards, and achieves data compression. It adaptively builds a dictionary during 
the compression process to reflect the correspondence between the string and code. 
Code dictionary is used to determine the compression code of output string. 
LZW coding effectively uses the repetitive character, redundancy of character 
frequency and high utilization rate mode. It does not require a priori information on 
the statistics of input data, only needs to scan the data once. Its computation time is 
proportional to the length of the data. Literature [75] applies the LZW algorithm to 
wireless communication systems. 
Literatures [76], [77], [78] introduce applications of other lossless 
compression algorithms in feedback compression of wireless communication systems. 
5.1.2 Lossy Compression Algorithms 
Lossy compression allows certain loss of information in the compression 
process. Although the original data cannot be completely restored, the lost part does 
not affect much the understanding of the original information. In return a much larger 
compression ratio can be achieved. Lossy compression is widely used in voice, image 
and video data compression. For example, the main applications of DCT is JPEG 
image compression standard. DWT has been applied in JPEG 2000 image 
compression standard. The principles of these two compression algorithms are 
introduced as follow.  
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5.1.2.1 DCT Transform and Related Feedback Compression Algorithms 
DCT is closely related to Fourier transform. In Fourier series expansion, if the 
expanded function is a real even function, then its Fourier series only contain cosine 
terms. Cosine transform can be derived after discretization. This is called the discrete 
cosine transform. 
Discrete Cosine Transform is an orthogonal transformation method proposed 
by N. Ahmed et al. in 1974. It is often considered to be a good solution to transform 
voice and image signals. In recent years the development of digital signal processing 
(DSP) chip, coupled with the advantages of application-specific integrated circuit 
(ASIC) design, make DCT establishing an important position in image coding, such 
as H.261, JPEG, MPEG and other international coding standard. In video compression, 
the most commonly used transform is DCT. DCT is considered to be a near-optimal 
transform which performance is close to Karhunen- Loève Transform (KLT) [79], 
[80].  
The reason DCT can be used for compression is the energy coefficients after 
transform are mainly concentrated in the low-order DCT coefficients, and some of the 
discarded higher order coefficients will not cause a large distortion. This is because 
the original data is usually relevant and has a degree of redundancy.  
Let us take one-dimensional DCT transform as an example to introduce the 
principles of DCT-based Channel Quality Information (CQI) compression:  
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Suppose the original CQI feedback information is 1 2[ , , , ]cNγ γ γ γ=  . Apply 
DCT to the original information, we get  
1
(2 1)( 1)[ ( )] ( ) ( ) cos
2
cN
p
q f
q pDCT w p q
N
πγ γ
=
− −
=                   (5.2) 
in which p = 1, …, Nc. [.]p represents the pth element if the vector, and  
1 1
( )
2 2
f
c
f
p
N
w p
p N
N

=
=  ≤ ≤
                                (5.3) 
Discard coefficient which amplitude is close to zero in DCT (γi) to achieve 
compression and shorter compressed sequence. This compressed sequence is feedback 
to the base station through feedback link. The base station uses 0 to replace the lost 
high frequency coefficients due to compression.  
1{[ ( )] ([ ( )] )} c
N
p p c py DCT l DCT Tγ γ == ⋅ ≥                       (5.4) 
in which 
1 0
( )
0
x
l x
else
>
=  . Tc is the compression threshold. Performing DCT on y at 
the user’s side, we get the reconstructed CQI sequence.  
Literature [81] proposes a new data compression based CQI feedback scheme. 
The author considers the channel correlation in frequency domain, and performs DCT 
on the feedback data in frequency domain. The author also considers the correlation in 
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time domain, and samples the feedback data in time domain. The discarded data is 
estimated using MMSE estimator. Simulation results show that this method can 
reduce 5 to 30 times the amount of feedback information without losing system 
throughput.  
Literatures [82], [83], [84], [85], [86] also introduce current DCT feedback 
compression algorithms in OFDM systems.  
5.1.2.2 Wavelet Transform and Related Feedback Compression Algorithms 
Wavelet transform is a signal processing method. It is a development of the 
traditional Fourier transform. Wavelet multi-resolution analysis has good frequency 
characteristics. By using gradually refined time-domain step length for high-frequency, 
it can focus on the details of the analyzed subject. Thus it is suitable for 
non-stationary signal processing. Literature [87] discusses compression algorithms 
based on wavelet transform. By multi-resolution analysis on the input data, the 
original signal is decomposed to sub-band signals of different frequency, and then 
compressed individually. 
Formula of one-dimensional orthogonal multi-resolution analysis is 
0, 0, , , , ,
1
( ) ( ) ( ) ( ) 1
J
k k J k J k j k j k
k Z k Z j k Z
f t c t c t d t Jφ φ ψ
∈ ∈ = ∈
= = + ≥           (5.5) 
in which c0,k is the original data before compression 
, ,
, ,
,
,
J k J k
j k j k
c f k Z
d f k Z
φ
ψ
 = ∈
= ∈
 
represents low frequency coefficients and high frequency coefficients of each level 
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after J-level wavelet decomposition. ϕ(t) is the wavelet scaling function. ψ(t) is the 
wavelet function. After J-level wavelet decomposition of the data, we can get the 
low-frequency coefficient sequence cJ,k, and high-frequency coefficient sequence dj,k (j 
= l, 2, …, J). Where cJ,k represents Low-frequency part of c0,k. dj,k (j = l, 2, …, J) does 
not overlap and shows the details of the different frequency bands. If the original data 
c0,k has strong correlation, then its energy is mainly concentrated in the low frequency 
part, and band is narrow. The other energy distribution is in the high frequency, most 
of the values of dj,k (j = l, 2, …, J) are close to 0. Normally, discarding these high 
frequency coefficients close to 0 will not have significant impact on rebuilding data.  
Similarly, formula of two-dimensional orthogonal multi-resolution analysis is 
0, 0,
,
,1 1 ,2 2 ,3 3
, , , , , , , , , , , ,
, 1 , 1 , 1 ,
( , ) ( , )k k
k m
J J J
J j j j
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k m j k m j k m j k m
f x y c x y
c d d d
φ
φ ψ ψ ψ
= = =
=
= + + +

     (5.6) 
in which, 1J ≥ . 
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 are horizontal, vertical, diagonal wavelet 
functions. Figure 3.4 shows an example of two-dimensional wavelet decomposition.  
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Figure 5.4 Two-dimensional wavelet decomposition 
Two-dimensional wavelet transforms the original data matrix to a 
low-frequency part and three high-frequency parts in the horizontal, vertical and 
diagonal directions. LL reflects the basic characteristics of the original data, which 
has the majority of energy. HL, LH and HH are the horizontal, vertical and diagonal 
high-frequency component respectively. They represent the edge information in 
horizontal, vertical and diagonal direction. Decomposition can be continued in the 
same way for low-frequency matrix.  
We take one-dimensional wavelet transform as an example to introduce the 
principle of DWT-based CQI compression: First the client's original CQI data is 
J-level wavelet decomposited in accordance with equation (5.4). Low-frequency 
coefficients cJ,k containing the original data were maintained. By discarding those 
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high frequency coefficients dj,k whose amplitude is close to zero. Data is compressed. 
A shorter compressed sequence is obtained. This compressed sequence is fed back 
through the feedback link to the base station side. On the base station side, some high 
frequency coefficients lost due to compression will be replaced with 0. Then we get 
, , ,( ) 1, ,j k j k j k Jd d l d T j J= ⋅ ≥ =                            (5.7) 
in which Tj (j = 1, 2, …, J) is the compression threshold. User perform wavelet 
transform on cJ,k and , ( 1,2, , )j kd j J=  , and obtain a reconstructed CQI sequence.  
In order to weigh the performance of DWT-CQI compression algorithm, we 
define two parameters:  
Coefficient compression rate ,
1 1 1
( ) ( )
jNJ J
j k J j J
j k j
l d T N Nα
= = =
= ≤ +   
Energy reservation ratio 
2 22 2
, , , ,
1 1 1 1 1 1
( )
j j j jN N N NJ J
j k J k j k J k
j k k j k k
d c d cβ
= = = = = =
= + +     
in which Nj presents the number of high frequency coefficients for j level wavelet 
decomposition. α and β show the effect of DWT-CQI compression algorithm . The 
larger α is, the more feedback overhead is reduced. The larger β is, the smaller the 
distortion is after information reconstruction.  
In literatures [88, 89], DWT feedback compression algorithm called 
Distributed-Haar CQI Feedback is proposed. It is an improved Best-M Haar algorithm. 
The author considers time domain correlation of CQI feedback, and divides all 
sub-bands into NG groups. The grouping method is known to the users and base 
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station in advance. In each feedback time interval, only one certain group of CQI 
information of NG group sub-band is fed back. The feedback method is Best-M haar 
compression algorithm. After NG times of feedback, CQI information of all sub-bands 
are fed back. Simulation results show that when the speed of a mobile user is 3km/h 
and 15km/h, the distributed method used in this literature can effectively reduce the 
feedback overhead. Compared with the Best-M individual method and DCT 
partitioning method, the performance of DCT significant method is better when the 
TTI feedback overhead is the same.  
5.2 Feedback Compression Algorithms over Frequency Selective Fading Channel  
From the above analysis we can see that the compression algorithm can 
effectively reduce the feedback overhead in OFDM systems. Generally, lossy 
compression algorithms can achieve higher compression rates than lossless 
compression algorithms.  
Multipath delay spread makes of the channel SNR correlated in the frequency 
domain. It provides a theoretical base for the algorithms that reduce system overhead. 
However, in some complex communication environment, the channels of the system 
may be severe frequency-selective. Correlations between adjacent sub-carriers are 
relatively small. In this case, traditional feedback compression algorithms are difficult 
to obtain good compression results.  
In this section a DCT feedback compression algorithm based on sorting is 
proposed. Sorting is performed before the feedback compression of channel CQI. This 
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sorting can increase the correlation of the original data; therefore the effect of 
compression algorithms is enhanced.  
The CQI information becomes more correlated after sorting at client’s end. 
The overhead of feedback compression algorithm is also reduced. However, the 
sequence information at client’s end must be transmitted to the base station to 
correctly recover the CQI. This also increases the feedback overhead of the system. 
This algorithm is practically effective only when overhead reduced from compression 
algorithms is greater than the overhead increased from the of sequence information. 
We assume that each channel coefficient and DCT compression coefficient occupy B 
bits. The number of CQI processed by DCT feedback compression algorithm each 
time is N. DCT coefficients retained after processing using original DCT feedback 
compression algorithm is M. DCT coefficients retained after processing using sorting 
DCT feedback compression algorithm is M ′ . We have the following equations.  
Feedback compression rate of original DCT algorithm 1c M N= . 
Feedback compression rate of sorting DCT algorithm 
 2 2( log ! ) ( )c M B N NB′= +     
Let B = 8, we have 1 2 28( ) log ! (8 )c c M M N N′− = − −    . Therefore 
1 20 0
lim( ) lim ln( !) (8 ln 2)
N N
c c N N
→ →
− = − . According to Stirling's approximation for sorting 
algorithms, 1 1 1ln( !) ln(2 ) ln( ) ln(2 ) ( ) ln
2 2 2
n n n n n n n nπ π≈ + − = + + − . 
Then  
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1 20 0
lim( ) lim[( 1/ 2) ln ] (8 ln 2)
N N
c c N N N N
→ →
− = − + − = −∞           (5.8)     
When the number of sub-carriers N increases, the codebook of the feedback 
sequence information is exponential growth. This is adverse to reduce the overhead 
for the sorting algorithm. Therefore an appropriate value of N is needed.   
N = 4, 1 2 28( ) log 4! (8 4)c c M M ′− = − − ×    
[8( ) 5] (8 4)M M ′= − − ×                           (5.9) 
N = 8, 1 2 28( ) log 8! (8 8)c c M M ′− = − − ×    
[8( ) 16] (8 8)M M ′= − − ×                         (5.10) 
N = 16, 1 2 28( ) log 16! (8 16)c c M M ′− = − − ×    
[8( ) 45] (8 16)M M ′= − − ×                        (5.11) 
When N = 4, there are only 4 DCT transform coefficients. The compression 
rate is low. When N = 16, the code book of sequence information already takes up 
35% of the feedback overhead. Therefore we select N = 8.  
5.3 Simulation and Performance Analysis 
We employ a multiuser OFDM system for simulation. Max-SNR scheduling is 
used as the multiuser diversity scheduling algorithm. The system channel bandwidth 
is 2MHz. The number of users is 6. The multipath number L = 6. Number of 
sub-carriers Nc = 64. The length of cyclic prefix (CP) is 16. Matlab is used in the 
simulation.  
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We change the power distribution and the delay distribution of 6 multipath 
signals of the channel, resulting in four frequency selective channels A, B, C and D 
which frequency selectivity reduces in order. A represents an extremely serious 
frequency selective fading channel, and D represents a minor frequency selective 
fading channel. Figure 5.5 to Figure 5.8 show comparisons of BER performance and 
feedback overhead of the sorting DCT algorithms and original DCT algorithms under 
those different frequency selective channels. In the legends of the figures, “Best” 
represents the system's BER performance when channel completely feedback.  
 
Figure 5.5 Performance of DCT feedback compression algorithms under channel 
condition A 
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“Worst” represents the system's BER performance when channel has no feedback. 
“Sorting” represents the system's BER performance for sorting DCT algorithm when 
M equals a certain number. “Original” represents the system's BER performance for 
the original DCT algorithm when M equals a certain number.  
It can be seen from Figure 5.5 the performance of algorithm Sorting2 is better 
than Original5 to Original7. That is, for each group 8 CQI data, sorting DCT 
algorithm only needs to feedback two coefficients and its performance is better than  
 
Figure 5.6 Performance of DCT feedback compression algorithms under channel 
condition B 
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the original DCT algorithm which uses 7 coefficients. The correlation in data 
increased a lot after sorting. Compression rate of algorithm Sorting 2 is 50% 
compared to compression rate of 87.5% for algorithm Original7. 
Compare Figures 5.5, 5.6 and 5.7, we can see with the reduction of the 
channel frequency selectivity, the correlation between adjacent sub-carriers is 
increased. The performance of sorting DCT algorithms and original DCT algorithms 
are improved, and the performance gap is reduced.  
 
Figure 5.7 Performance of DCT feedback compression algorithms under channel 
condition C 
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It can be seen from Figure 5.8 that performances of the two sorting DCT 
algorithms and three original DCT algorithms are similar under channel condition D. 
This is because the frequency selectivity is weak, and correlations between 
sub-carriers are large. Original DCT algorithm is able to achieve relatively good 
compression performance. Although the data has not been sorted, more DCT 
coefficients are fed back which enhances its performance. Also in this figure, 
compression rate of algorithm Sorting2 is 50%. Compression rate of algorithm  
 
Figure 5.8 Performance of DCT feedback compression algorithms under channel 
condition D 
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Original5 is 62.5%. It is clear that if we further reduce the frequency selectivity of the 
channel, i.e. the channel tends to flat fading, then performance of sorting DCT 
algorithm will be lower than the original DCT algorithms, because the sequence 
information overhead 2log !N    cannot be reduced.  
5.4 Summary 
In this chapter, we first analyze the limited feedback algorithms and channel 
correlation in frequency domain and time domain. After introduction of three existing 
lossless compression algorithms and two lossy compression algorithms, and their 
application in OFDM systems’ feedback compression, a DCT compression algorithm 
based on sorting is proposed. Appropriate data block size for this algorithm is 
analyzed which helps reducing the feedback overhead of the system.  
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CHAPTER VI  CONCLUSIONS 
6.1 Dissertation Summary  
The work mainly researched bit and power allocation for OFDM systems, 
joint resource allocation, user scheduling, and limited feedback problem in multiuser 
OFDM systems.  
Chapter 3 shows research on resource allocation in OFDM system. First, bit 
and power allocation algorithms are analyzed for single-user OFDM systems. These 
algorithms are usually more complex. We analyze the characteristics of the optimal bit 
and power allocation scheme in OFDM systems. Then a low complexity bit and 
power allocation algorithm is designed in accordance with these characteristics. The 
results show that the proposed algorithm can effectively reduce the computational 
complexity while still ensure the system performance. Second, resource allocation for 
multiuser OFDM system is studied in this chapter. Real systems with user fairness 
problem are considered. In these systems, each user has a minimum transfer rate 
requirement. Lagrange multiplier method is derived and a low complexity sub-carrier, 
power, and bit allocation algorithm is proposed. This algorithm has lower 
computational complexity and results in performance that is comparable to that of the 
existing algorithms.  
In Chapter 4, first, both conventional and fair user scheduling schemes are 
introduced and analyzed. Then variations of proportional fair scheduling scheme are 
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proposed and analyzed. Simulations on performance are performed and show the 
significant advantages of proposed proportional fair schemes over the conventional 
ones. The proposed schemes improve system throughput and delay time. Normalized 
adaptive proportional fair scheme achieves higher throughput without sacrificing 
fairness which makes it a better one in terms of efficiency and fairness.  
One application of the widely studied compression algorithms in recent years 
is feedback compression in wireless communication systems. Chapter 5 introduces 
existing compression algorithms including three lossless compression algorithms and 
two lossy compression algorithms, and their application in OFDM systems. Then a 
DCT feedback compression algorithm based on sorting is proposed. This algorithm 
uses sorting algorithm to increase the correlation between feedback CQI of frequency 
selective channel. Then a suitable size of data block is analyzed and calculated. So the 
feedback overhead of the system is successfully reduced.  
6.2 Future Work 
In existing resource allocation scheme for OFDM systems, a number of 
algorithms introduce efficient and low complexity resource allocation schemes for 
different user fairness. However, how to find reasonable user fairness criteria and 
guidelines according to real system requirements, and how to design an efficient 
resource allocation scheme, are still worth further study. In existing literatures, mostly 
description of user fairness are maximize user's minimum rate, proportional fairness, 
and setting a minimum transfer rate requirement for each user. However, in the real 
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system, due to the different type of wireless communication services provided by 
individual users, system fairness should be considered from the following three 
aspects: user’s type of service, such as data service, multimedia service, etc., user and 
type of service priority, as well as overall system performance. Especially when users 
are carrying different types of services, their requirements for delay and reliability of 
wireless transmission are different. Therefore, future research on more reasonable and 
practical user fairness criteria for this situation is necessary. And a resource allocation 
scheme can be designed under this criteria for wireless OFDM systems.  
For MIMO-OFDM systems, researchers currently focus on how to design a 
reasonable resource allocation and user scheduling scheme in time, frequency and 
spatial three dimensions. This dissertation studies the resource allocation and 
multiuser scheduling scheme in OFDM systems. In future research, schemes in this 
dissertation can be extended to multiuser MIMO-OFDM systems. Compared with 
MIMO system, each user in MIMO-OFDM systems experiences different 
multi-antenna channel gain in different sub-carriers. Thus user scheduling and 
resource allocation become more complex. In this case, the user scheduling scheme 
needs to consider the MIMO channel characteristics of the same user on different 
sub-carriers, and the orthogonality of different users on the same sub-carrier. 
Following this direction, research can be started on user scheduling and resource 
allocation scheme for multiuser MIMO-OFDM systems. The limited feedback 
algorithm considered in this dissertation exploits correlation of feedback in frequency 
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domain and spatial domain. How to utilize the correlation in time domain to save even 
more system feedback overhead is to be further studied.  
In 4G standard, the standard for scheduling and limited feedback scheme for 
multiuser MIMO systems is still not determined. Therefore, in the existing framework 
of LTE wireless transmission, how to design effective user scheduling and limited 
feedback schemes for multiuser MIMO system is also worthy of concern.  
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