Abstract. We extend our results in [14] on the quantitative continuity properties, with respect to the single-site probability measure, of the density of states measure and the integrated density of states for random Schrödinger operators. For lattice models on Z d , with d 1, we treat the case of non-compactly supported probability measures with finite first moments. For random Schrödinger operators on R d , with d 1, we prove results analogous to those in [14] for compactly supported probability measures, and an improved estimate for d = 1. The method of proof makes use of the Combes-Thomas estimate and the Helffer-Sjöstrand formula.
Introduction
This is the second of a pair of papers, the first being [14] , in which we study the dependency of almost sure quantities such as the density of states measure and the integrated density of states of random Schrödinger operators on the single-site probability measure.
For lattice models on Z d , we consider the formal Hamiltonian on ℓ 2 (Z d ) with a random potential constructed from finite-rank projections and independent, identically distributed (iid) random variables,
(1.1)
Here, ∆ is the usual finite-difference Laplacian on Z d and the elements of ω = (ω j ) j∈J are distributed according to a common Baire probability measure ν ∈ P(R) ("the single-site measure") with projections {P j , j ∈ J } forming a complete family of orthogonal projections with common rank N ∈ N indexed by a countable set J ; a precise definition of the model (1.1) is given in hypothesis [H1] of section 1.3. For the usual Anderson model, the projections are rank-one, i.e. N = 1. Models for N > 1 arise for instance in the study of multi-dimensional random polymers [9, 15, 7] . More generally, as in part one [14] of this two-part series (see section 6 in [14] ), our treatment allows us to consider more general finite-difference operators in more general settings, such as graphs. In particular, our methods apply to the Anderson model on the Bethe lattice.
The main object of interest is the density of states measure (DOSm) associated with (1.1), defined as a spectral average
with respect to the infinite product measure ν (∞) := j∈J ν. We also consider the integrated density of states (IDS), N ν (E) := n (∞) ν ((−∞, E)), the right-continuous cumulative distribution of n (∞) ν .
In our recent paper [14] , we showed that for single-site probability measures supported on a fixed compact set [−C, C], the map ν → n (∞) ν is Hölder continuous (1.3) in the weak- * topology associated with the dual of C([−C, C]). The purpose of this article is twofold. First, we extend the result for lattice models to single-site measures ν which are not necessarily compactly supported. Second, and more importantly, we prove a similar result as in [14] for the continuum analogue of (1.1), i.e.
(1.4)
Here, −∆ 0 is the nonnegative Laplacian on R d , 0 φ 1 is a fixed continuous function supported in a compact neighborhood of the origin, and ω j are iid potentials with underlying single-site probability measure ν ∈ P(R) as above. Unlike the discrete case (1.1), the perturbation is given by the operator of multiplication by φ(· − j) that has infinite rank. In the continuum case, the definition of the DOSm in (1. 1.1. Context and outline of the proof. Given a Borel set A ⊆ R, let P(A) denote the Baire probability measures supported on A. Our earlier result in [14] established that for the lattice model defined in (1.1) and with underlying single-site measures in the space P([−C, C]), weak- * convergence of a sequence (ν α ) to a measure ν in P([−C, C]), implies that for all f ∈ Lip([−C − 2d, C + 2d]), one has
for absolute constants α 0 ∈ N, γ > 0, and 0 < κ < 1, only depending on the dimension d and the rank N . Here, d w (., .) in (1.7) is an appropriate metric which metrizes the weak- * topology on P([−C, C]) and Lip([−C − 2d, C + 2d]) is the Banach space of Lipschitz functions equipped with the usual Lipschitz norm . Lip , see also section 1.2 for precise definitions.
The proof of the quantitative continuity result (1.7) in [14] relied on a strategy involving the following two steps, the first of which crucially depended on the compactness of the support of the single-site measures, which causes the operator in (1.1) to be effectively bounded. The two steps are:
Step 1 -Finite range reduction: The finite range reduction is based on polynomial approximation of the functions f in (1.7), which allows us to first only consider the effects of varying the probability measure on a finite subdomain of Z d . The key idea underlying this finite-range reduction is that for every polynomial f , the map
depends on only finitely many components ω n of ω.
Step 2 -Lipschitz property: This is the Lipschitz continuity of the map in (1.8) with respect to a single random variable ω n while keeping all the other variables ω j with j = n fixed. The modified proof strategy presented in this article will allow us to extend abovementioned continuity result for the lattice model (1.1) to include non-compactly supported single-site measures, as well as to treat the continuum models in (1.4). We mention that for the continuum models (1.4), we will still need to restrict our results to compactly supported measures, see also the discussion in section 3.2.
The approach we take here is based on a non-trivial modification of step 1 ("finite range reduction"), replacing polynomials with resolvents and truncating to a finite number of random variables by taking advantage of the Combes-Thomas estimate. Working with resolvents will, however, come at a price: the singularity of resolvents on the real axis will have to be compensated for by assuming higher regularity of the functions f in (1.7), thereby limiting the continuity result we obtain to functions f ∈ C M c (R) for some M = M (d) > 1, instead of merely Lipschitz as in (1.7).
Specifically, for the lattice model in (1.1), while the map 9) no longer depends on only finitely many components ω n of ω, the Combes-Thomas estimate will imply that for every single-site measure ν ∈ P(R) with finite first moment
the averaged contribution to (1.9) of the random variables ω n with n ∞ > L decays as
The Helffer-Sjöstrand functional calculus then allows us to control the singularity of (1.11) near the real axis by working with functions f of regularity of at least 2 + d = M (d). Since the key ingredient in modified step 1 is the Combes-Thomas estimate, the argument is equally applicable to the continuum models in (1.4). Finally, for the continuum model (1.4), the proof of both step 1 and step 2 has to be further revised since the projector χ 0 in (1.5) is not finite rank. We will use appropriate regularizations of the operator (1.4) relying on the relative compactness of χ 0 with respect to appropriate powers (depending on d) of the resolvent. The latter will result in an increase of the required regularity M . Moreover, our proof of the Lipschitz property (step 2) for the continuum case will require us to assume that the single site measures are compactly supported; for details we refer to the discussion in section 3.2.
1.2.
Vague and weak topology. To examine the continuity of the map 12) while possibly allowing for a non-compactly supported single site measure ν, we need to agree on suitable topologies for both the domain and the codomain of the map in (1.12). To this end, given Borel set A ⊆ R, we first recall the following two topologies on P(A):
The sequence (µ α ) α∈N converges in vague topology if there exists a measure µ ∈ P(A) such that for all continuous, compactly supported functions f ∈ C c (R), one has µ α (f ) → µ(f ). We denote the topological space P(A) equipped with the vague topology as the pair (P(A), V). (ii) The sequence (µ α ) α∈N converges in weak topology if there exists a measure µ ∈ P(A) such that for all continuous and bounded functions f ∈ C b (R), one has µ α (f ) → µ(f ). We denote the topological space P(A) equipped with the weak topology as the pair (P(A), W).
Remark 1.2.
It is clear that, in general, the weak topology is stronger than the vague topology. We note, however, that if A ⊆ R is compact, the two topologies agree. In particular, in view of our earlier results in [14] , if A = [−C, C] for 0 < C < +∞, both weak and vague topology coincide with the weak- * topology associated with the dual of C([−C, C]).
Taking into account that the important characterization of the DOSm as an almost sure limit is formulated the vague topology, see e.g. [6] Sec. 9.2 therein, it is natural to use the vague topology for the codomain space of the map in (1.12).
On the other hand, in view of the "Lipschitz property" outlined as step 2 in Sec. 1.1, we observe that for the lattice model (1.1), a given function f ∈ C c (R), and an arbitrary lattice site n ∈ Z d , while the map
does define a continuous and bounded function with Tr(P 0 f (H ω )P 0 ) ∞ N f ∞ , it is in general not compactly supported. Hence, to allow for non-compactly supported single-site measures ν ∈ P(R), we will equip the domain of the map in (1.12) with the weak topology.
As in [14] , we will use the well-known fact (see e.g. [11, Theorem 12] ) that for each fixed Borel set A ⊆ R, the weak topology on P(A) is metrizable by a metric derived from the Lipschitz dual:
where Lip b (A) is the space of bounded Lipschitz functions on A, equipped with the usual norm:
Finally, to account for finite moment conditions on the single-site measure, given a Borel set A ⊆ R, C > 0 and p ∈ N, we let 16) denote all probability measures ν on A with moments µ l [ν] := |x| l dν(x) C of degree l for all 1 l p.
1.3.
Statements of the main results. In this paper, we limit ourselves to continuity properties of the DOSm and IDS with respect to the single-site probability measure. Using the methods presented here, other results analogous to those in [14] can be proven for the models treated here.
The precise description of the random Schrödinger operator with finite-rank potentials, formally given in (1.1), is as follows:
[Disc]: Fix K ∈ N and set N := K d . The discrete Hamiltonian on ℓ 2 (Z d ) has the form (1.1) where the components of ω := {ω j } j∈J are iid random variables, distributed according to a common probability measure ν ∈ P(R). Here, the index set J is a lattice KZ d . The rank N projection P 0 projects onto the
The orthogonal projections {P j | j ∈ J } are generated by translation of the single rank N projection P 0 , i.e., for each j ∈ J , we define
We then have: Theorem 1.3. Let H ω be the discrete random Schrödinger operators described in hypothesis [Disc] . For C > 0, we recall from (1.16) that P 1;C (R) denotes the space of single-site probability measures supported on R with finite first moments bounded by C.
(i.) For each C > 0, A ∈ R, and E ∈ R, both the maps 17) are continuous. (ii.) The modulus of continuity of the map N in (1.17) is quantified by the following: There exist ρ 1 > 0 and a degree of regularity M 1 ∈ N, only depending on d and N , such that for each given C > 0, there is a constant C 1 , depending on d, N , and C, so that for all measures ν 1 , ν 2 ∈ P 1;C (R) with d w (ν 1 , ν 2 ) < ρ 1 and all functions f ∈ C M 1 c (R) with supp(f ) ⊆ [−r, r] and r 1, one has |n (∞)
(iii.) For the map I in (1.17), the modulus of continuity is quantified by the following: For ρ 1 > 0 as in part (ii.), for each C > 0, A ∈ R, all measures ν 1 , ν 2 ∈ P 1;C ([A, +∞)) with d w (ν 1 , ν 2 ) < ρ 1 , and all E 0 ∈ R, there exists a constant C 2;A,E 0 , depending on A, E 0 , C, d, and the rank N , so that if E E 0 , one has
.
(1.19)
Here, for β ∈ N and f ∈ C β c , we denote
We note that our proof shows that one can take M 1 = d + 3 and the radius ρ 1 = (ii.) In view of the statements about the IDS, considering measures ν whose support is lower semi-bounded, supp(ν) ⊆ [A, +∞) for some A ∈ R, implies that the spectrum of H ω is contained in [−2d − |A|, +∞), for all ω ∈ Ω. This ensures that, on the spectrum, the step-function χ (−∞,E) can be approximated uniformly by compactly supported functions, in agreement with the vague topology used for the codomain of the map N .
Continuum models on
For the random Schrödinger operator in R 2 given formally by (1.4), we add the following hypotheses:
[Cont]: Consider the random Schrödinger operator in (1.4), acting on L 2 (R d ), where the random potential has the form
and 0 φ(x) 1 is a C kv c (R d )-function with compact support in a neighborhood of the origin in R d . The required degree of regularity k v 0 will be depend on the dimension. Without loss of generality we will assume that 0 φ(x) 1 is supported in the unit cube Λ 0 , centered at the origin, which in particular implies φ = φ · χ 0 and φ χ 0 .
We will assume that the support of the single-site probability measure is compact and contained in [−C, C] for a finite constant C > 0. In this case, the spectrum of H ω is contained in the half-line [−C, ∞). For these continuum models, we prove the following result. As mentioned earlier at the end of section 1.1, our proof requires us to restrict the result to compactly supported single site measures. In view of the topologies used for the qualitative continuity statement in part (i) of Theorem 1.5, we thus recall remark 1.2 for the case of compactly supported measures. Theorem 1.5. Let H ω be the continuum model described in hypothesis [Cont] with degree of regularity
is continuous. Moreover, for each given E ∈ R, the map
is locally continuous at all measures ν ∈ P([−C, C]) for which E is a point of continuity (i.e. for which the IDS N ν (E) is continuous at E). (ii.) The modulus of continuity of the map (1.22) for the DOSm in part (i) is quantified by the following: There exist ρ 2 > 0 and a degree of regularity M 2 ∈ N, only depending on d, such that for each given C > 0, there is a finite constant C 3 > 0, depending on d and C, so that for all measures
, r] and r 1, one has
Concerning the modulus of continuity of the map (1.23) for the IDS in part (i), if d = 1, 2, 3, there exists 0 < γ d , only depending on d, such that for each E 0 ∈ R, there is a constant C 4;E 0 > 0, depending on E 0 , d, and C, such that for every E ∈ R with E E 0 , one has:
In view of the statement about the IDS in (1.23) of item (i), we note that we are using the general fact that weak convergence of measures implies pointwise convergence of the respective cumulative distribution functions at each point of continuity of the limiting measure. While for the discrete models described in hypothesis [Disc] the IDS has long been known to be everywhere continuous in the energy [5, 10] , for the continuum models described in hypothesis [Cont] , continuity of the IDS in the energy is known in general only for dimensions d = 1, 2, 3 and the case of bounded potentials [4] , see (4.15). For a brief review of available results about the continuity of the IDS in the energy, we refer the reader to e.g. [14] , section 1.2. therein.
(ii) The exponent γ d for the fractional log-Hölder dependence in (1.25) can be determined based on the known modulus of continuity of the IDS in the energy for d = 1, 2, 3, proven in [4] : there it is shown that one can take γ 1 = 1, γ 2 = 1/4, and γ 3 = 1/8, see Theorem 1.1 therein. (iii) As in the discrete case, our proof shows that one can take M 2 = d + 3 and the radius
1+d .
Since our first paper [14] was posted, we received comments from I. Kachkovskiy in which he indicated a different proof for models on Z d with single-site probability measures of compact support. Independently, M. Shamis communicated another proof for the models considered here using different methods. Both of these proofs give Lipschitz continuity for the DOSm. We thank these authors for sharing their results with us.
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Step 1 -Finite range reduction with resolvents
In [14] , we studied the lattice model (1.1) satisfying [Disc] (the same as [H1] in [14] ) under the additional hypothesis that the single-site probability measure ν has compact support. As pointed out in step 1 of section 1.1 ("the finite range reduction"), this implied that ω ∈ Ω → TrP 0 f (H ω )P 0 , for any polynomial f depends on at most finitely many random variables.
In this section, we modify step 1 of section 1.1 using resolvents,a method that is flexible enough to allow us to treat 1) lattice models with non-compactly supported single-site measures having finite first moments, and 2) random Schrödinger operators on R d . In view of the final continuity result for continuum operators, Theorem 1.5, we point out that, although this modified "finite range reduction," Proposition 2.28, also holds for continuum random Schrödinger operators with non-compactly supported single-site measures, the estimates for the Lipschitz property for continuum operators (see step 2 of section 1.1) given in Proposition 3.2 require compactly-supported single-site probability measures. Assumption 1. Given C > 0, let ν ∈ P(R) be a fixed single-site probability measure with finite first moment,
Given L ∈ N, we decompose the operator described in (1.1) satisfying [Disc] according to
Observe that the potential in H
ω;L depends on only finitely-many random variables, ω j with j ∈ J and j ∞ KL.
To formulate the finite range reduction for the lattice models in (1.1), given a function f ∈ C ∞ c (R) and β ∈ N, we set
where, as usual, we set x := 1 + |x| 2 .
For L ∈ N, we define the finite product probability measure ν (L) by
Then, we claim:
Proposition 2.1. There exists a constant c 1 , only depending on d and N , such that for every single-site measure ν ∈ P(R), satisfying Assumption 1, and every L ∈ N, one has
3)
where the remainder term is controlled by
for all f ∈ C β c (R) with β 3 + d. The following proof takes advantage of almost analytic extensions and the HelfferSjöstrand functional calculus; for convenience of the reader, we briefly review some essential facts in the appendix, section 5.
Proof. 1. For each fixed z ∈ C \ R, the second resolvent identity applied to the decomposition in (2.1) gives
Notice that the random variable F
ω;L (z) only depends on the finitely many components ω j of ω with j ∞ KL. 2. We recall the Combes-Thomas estimate in the trace class. For a textbook presentation of the Combes-Thomas estimate for discrete Schrödinger operators on metric graphs, we refer to Aizenman-Warzel [1, section 10.3]). Extensions to bounds in higher trace norms my be found in [16] and in [17] . In the case of our model [H1], there exist constants c 2 , c 3 > 0, only depending on the dimension d and the rank N , such that for all z ∈ C \ R, one has
and we also have the bound in the operator norm,
Using these bounds and the standard trace inequality AB 1 A 1 B , for A trace class and B bounded, we thus find
Hence, averaging F
ω;L (z) with respect to the product measure ν (∞) yields
Choosing the degree of the almost analytic extension to equal 2 + d, the Helffer-Sjöstrand formula (5.20) applied to the operators in the decomposition (2.1) of H ω and the bound in (2.10) yields
where
, we use the definition of the almost analytic extension in (5.17) . Using the definition of the rescaled bump in (5.16), straightforward estimation shows that for all z = x + iy ∈ C, one has
where we set
Hence, letting 
Carrying out first the integration with respect to y in the double integral (2.12), we conclude the estimate for the remainder term as in (2.4) , where the constant c 1 can be taken as
ω;L only depends on components ω j of ω with j ∞ KL, we can replace the expectation with respect to the infinite product measure ν (∞) on the right hand side of (2.11) by an expectation with respect to the finite product measure ν (L) . Consequently, we may write the first term on the right in (2.11) as
In summary, we achieve the finite-range reduction outlined in step 1 of section 1 for the case that the probability measure ν is not necessarily compactly supported but only has finite first moment.
2.2.
Finite range reduction for continuum models. We consider the continuum model defined in hypothesis [Cont] . For the continuum model (1.21), the analog of the projection P j in (2.1) is multiplication by the function φ j (x) = φ(x − j), for j ∈ Z d . In contrast to the discrete case, this multiplication operator, and likewise the multiplication operator χ 0 appearing in the definition of the DOSm (1.5), is no longer finite rank, nor is it trace class relative H ω for dimensions d 2. We will overcome this by "regularizing the operator," i.e. using the fact that for m > d 2 , the operator χ 0 R ω (−i) m is trace class; here, we denote R ω (z) := (H ω − z) −1 and R 0 (z) = (−∆ − z) −1 , for z ∈ C \ R. Applying this, we modify the
In this section, we allow for non-compactly supported single-site probability measures satisfying:
We begin the proof in a manner similar to that in section 2.1. Given L ∈ N, we decompose the operator in (1.4) according to
As before, because of the truncation, H
ω;L depends only on finitely-many random variables associated with the lattice points j ∈ Z d satisfying j ∞ L. Associated with the decomposition in (2.19), for z ∈ C \ R, we let R
We will use the following well known result, see e.g. Corollary 4.8 in [18] (which also includes a discussion of its history, including references).
(2.20)
Theorem 2.1 in particular implies that for m > d/2, the operator χ 0 R 0 (−i) m is trace class.
To formulate the finite range reduction for the continuum models, we introduce the norms
and f ∈ C c (R). We note that f k;0 = f k defined in (2.2). 
where 
25) It will follow from the argument below that the trace on the right hand side of (2.25) is indeed finite. Referring to the decomposition in (2.19), we wish to replace f (H ω ) by f (H (0) ω,L ). To do so, we first express the right hand side of (2.25) using the Helffer-Sjöstrand formula:
2. Substituting (2.27) into the integral of the Helffer-Sjöstrand formula (2.26), we thus obtain
(2.30) 3. We will estimate the remainder terms (2.29) and (2.30) using the finiteness of the first m moments of ν (Assumption 2) and the Combes-Thomas estimate for continuum Schrödinger operators, see also, for example, [2] . Finally, to control the dependence on the random variable we will employ Lemma 2.1, which we prove at the end of this section.
For the term R 1,f [L, ν] in (2.29), we have
(2.31)
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To control the random variable on the last line in (2.31), we first note that by Lemma 2.1 we
For the second factor of the expectation in (2.31), we use the Combes-Thomas estimate. Denote by χ n (x) = χ 0 (x − n) the characteristic function of the unit cube centered at n ∈ Z d . Then, by the definition of H
ω;L in (2.19), the fact that φ n = φ n · χ n χ n (see hyothesis [Cont]), and the Combes-Thomas estimate (2.8), we have
Combining (2.32) and (2.33), we thus find
We note that here we use that our choice m > d/2 ensures that χ 0 R 0 (−i)) m 1 is finite as a consequence of Theorem 2.1. Finally, taking the degree of the almost analytic extension F m (z) to be d + 2 and using (2.31) and (2.34), analogous estimation as in part 4 of the proof of Proposition 2.1, implies that for some constant C m > 0 (only depending on m), one has
where the norm f d+3;m was defined in (2.21). 5. The estimate for R 2,f [L, ν] is similar:
(2.36) In order to extract exponential decay of the resolvents, we need a Combes-Thomas estimates in the trace-class, such as those obtained in [16] : Let A p denote the norm of A in the p th -trace ideal, for p 1. Then, it is proven in [16] that for all m, n ∈ Z d , there exists constants C z , c z depending on z ∈ C \ R, such that
The same estimate holds if R ω (z) if replaced by R
ω,L (z). Notice that we will use (2.37) to control the integrand in (2.36), in particular z = −i is fixed whence the z-dependence of the constants in (2.37) will not be relevance here.
For any fixed 1 ℓ m in (2.36), we use Hölder's inequality for trace norms with indices p, q > 1, p −1 + q −1 = 1, satisfying 
where c 9 only depends on d. In particular, the bound in (2.40) and above choice of d + 2 for the degree of the almost analytic extension implies that
, the combination of (2.35) and (2.41) completes the proof.
To conclude this section, we prove the following technical lemma used in the proof of Proposition 2.2. 
Consequently, applying bound (2.42)
Proof. 1. We write A := H 0 + V + i so A −1 exists and A −1 = 1. We need to estimate the norm of
We note that 
If, for example, we take j = 2, we need the bounds
2. For the application (2.43), we need certain estimates on V ω in (1.21). For any multi-index
so that, for example,
for a constant C α > 0 depending only on D j φ, for |j| |α|. We also need bounds on terms quadratic in V or its derivatives. For example, it is easy to show that
Similar estimates hold for higher-order terms.
3.
Step 2 -Lipschitz property Theorem 2.1 reduces the variation of the infinite product measure ν (∞) associated with a given single-site measure ν to changing the measure at finitely many lattice points in a fixed cube, centered about the origin. Carrying out these variations one lattice point at a time, we are led to analyzing the continuity properties of maps of the form
for a fixed, arbitrary lattice point j 0 ∈ J and a function f ∈ C c (R), where
While (3.1) -(3.2) are written for the discrete model described in [Disc], analogous considerations apply in the continuum [Cont] with obvious modifications. The purpose of this section is to establish the Lipschitz continuity of (3.1) for an appropriate family of sufficiently regular functions f . We will first consider the discrete case for which ν has unbounded support. In section 3.2, we consider the the Lipschitz continuity for the continuum models with d
1. Finally, in section 3.2.1, we prove a refined estimate for the continuum model [Cont] for dimension d = 1.
3.1. Lipschitz property for discrete models. The Lipschitz continuity of (3.1) for the discrete operators in (1.1) has already been the subject of Proposition 4.1 in [14] . Proposition 3.1 below provides both an extension of the latter to the case of noncompactly supported probability measures ν, and provides a useful starting point for our discussion of the Lipschitz property for certain continuum models in section 3.2.
To this end, let T 1 , T 2 be positive, bounded operators and H 0 be a (not necessarily bounded) self-adjoint operator on a given Hilbert space H. We consider the one parameter family
Given a function f ∈ C c (R), we examine the continuity properties of the map
We let S 1 (H) denote the trace-class operators, and S 2 (H) denote the Hilbert-Schmidt operators on H. We write . S j , j = 1, 2 for the associated Banach space norms.
Proposition 3.1. Given the setup described in (3.3) -(3.4), with T 1 , T 2 positive, bounded operators and H 0 a (not necessarily bounded) self-adjoint operator on a given Hilbert space H. Suppose T 1 ∈ S 1 (H) and T 2 ∈ S 2 (H), then for every f ∈ Lip c (R), the map λ → F f (λ) is Lipschitz in λ, satisfying
Here, L f is the optimal Lipschitz constant of f as defined in (1.15).
Proof. We adapt the proof of Proposition 4.1 in [14] given in Appendix B therein and will establish (3.5) first for f ∈ C ∞ c (R). Using the Helffer-Sjöstrand functional calculus, we represent
where f is a fixed almost analytic extension of f with degree 2. By the second resolvent identity, one has, for each z
Because we chose the degree to be 2, we can differentiate (3.6) under the integral sign, since by (5.19)
for all 0 < |Imz| 1.
To obtain a more explicit representation of the right hand side of (3.7), consider the bimeasure on C c (R) given by
(3.9)
By the spectral theorem for compact operators, we write
for appropriate orthonormal bases (ONB) {φ
k } and j = 1, 2. Using spectral measures, β(f, g) may thus be represented by a complex Baire measure µ λ on R 2 , i.e.
From (3.13), the total variation of µ λ is bounded by
Combining (3.6) -(3.8) and (3.13) -(3.14), the Cauchy-Pompeiu formula [13, section IV.8] thus allows to compute:
where, as a result of the mean-value theorem, ζ s,t is some point between s and t. We note that our choice of 2 for the degree of the almost analytic extension of f and (5.19) imply that for all points on the real axis, the Cauchy-Pompeiu formula may be differentiated to yield the representation of the derivative of f given in (3.16) . From the bound in (3.14), we thus conclude the claim for all f ∈ C ∞ c (R), since by (3.18), F f is differentiable for each λ ∈ R and
Finally, a simple approximation argument using C ∞ mollifiers (see e.g. item 5 in the proof of Proposition 4.1 in [14] ), allows to extend the result to all f ∈ Lip c (R).
Applying Proposition 3.1 to the situation described in (3.1) -(3.2) with H 0 = H j ⊥ , T 1 = P j , and T 2 = P 0 (i.e. T 2 S 2 = T 1 S 1 = N ) yields: Corollary 3.1 (Lipschitz property for discrete random Schrödinger operators). For the discrete random Schrödinger operators in (1.1), each j ∈ Z d , and f ∈ Lip c (R), the map in (3.1) is Lipschitz with Lipschitz constant bounded above by 2N 2 L f .
As mentioned at the beginning of section 4 of [14] , weaker versions of Corollary 3.1 could be extracted directly from known properties of operator-valued Lipschitz functions; the latter will however yield a dependence on higher order derivatives of f in the upper bound (3.5), which is in essence equivalent to the bound in (3.8).
3.2. Lipschitz property for continuum models. The Lipschitz property for continuum models may be formulated as follows. The random Schrödinger operators H ω have the form
For shorthand, we write χ 0 for multiplication by the characteristic function χ Λ 0 on the unit cube Λ 0 centered at the origin, and P n for the multiplication by the single-site potential φ(x−n) centered at n ∈ Z d . The Lipschitz property for continuum models (1.1) involves the variation of the j th -random variable
for an arbitrary, fixed lattice point j ∈ Z d , functions f ∈ C 0 (R), and
In this section, for continuum models, we assume that the probability measures ν α , ν ∈ P([−C, C]), for 0 < C < ∞. This ensures that the random potential is bounded: |V ω (x)| < M C < ∞ for all ω. Consequently, the operator H ω is lower semi-bounded. In order to prove the Lipschitz continuity of F f (λ) for continuum models in all dimensions d > 1, we need to regularize the trace. This is not necessary for d = 1 for which we present a refined result in section 3.2.1.
Recasting (3.20) in a more general form, we note that since the choice of the site index n ∈ Z d does not matter, we write H λ = H 0 + λP , as above, so H λ = H 0 + λP , where H 0 is independent of λ and P . Consequently, we prove the Lipschitz property for
We work with a class of functions that ensures that the trace in (3.22) is finite and that allows allows us to construct an almost analytic extension of f of an appropriate degree. Since χ 0 has compact support, it follows from Theorem 2.1 that for f ∈ L 2 δ (R) with δ > 
Furthermore, one has,
The constant C 5 is given by
Proof. 1. Using (H λ + i) −i to regularize the trace, and the definition of F m , we have
Note that from Theorem 2.1 it follows that χ 0 (H λ + i) −m is in the trace class if m > d 2 . We apply the Helffer-Sjöstrand formula to F m (H λ ). Although F m (s) is complex-valued, because of its simple form we may write (3.25) and apply the Helffer-Sjöstrand formula to each real-valued term s m−k f (s) and re-sum. Consequently, we obtain
where almost analytic extensionF m (z) is constructed from F m using the expansion (3.25) and is of degree 2.
2. In order to evaluate the integrand in (3.26), we write
Expressing the first term on the right in (3.27) using the second resolvent formula and inserting the resulting expansion (3.27) into the right of (3.26), we obtain
(3.28)
3. The first integral on the right in (3.28) is bounded by
where we have chosen 2 for the degree of the almost analytic extension.
4. As for the second term on the right side of (3.28), we use the expansion:
Using (3.30), the last term on the right in (3.28) may be written as 1
The term on the right side of (3.31) may be bounded as:
whereF m (z) is an almost analytic extension of degree 1. The constant C 6 > 0 in (3.32) depends on the following bound. Using the Hölder inequality for the trace norm, we have Note that the compactness of the support of the probability measure is crucial to this argument. It guarantees that the constant C 5 is finite.
3.2.1. A refined estimate for random Schrödinger operators on R 1 . For d = 1, the fact that χ 0 (H 0 + i) −1 ∈ S 1 allows us to modify the proof of Proposition 3.1 so that we recover the Lipschiftz property for f ∈ Lip c (R) with the constant Lipschitz norm on the right side of (3.5), similar to the discrete case. Proposition 3.3. Given the setup described in (3.3) -(3.4), with T 1 , T 2 positive, bounded operators and H 0 a (not necessarily bounded) self-adjoint operator on a given Hilbert space H. Suppose that, for each λ ∈ R, T 1 and T 2 2 are trace-class relative to H λ and such that both maps
are continuous on R. Then, for each f ∈ Lip c (R), the map λ → F f (λ) in (3.4) is locally Lipschitz in λ, i.e. for each p > 0 and λ 1 , λ 2 ∈ [−p, p] one has
for every r which, by (3.44), yields
In summary, we thus conclude from (3.47) and (3.51) that
which, since (2r + 1) 2 4, implies the claim (3.36).
To see how Proposition 3.3 relates to the Lipschitz property for the continuum random Schrödinger operators in (1.4), first observe that the analogue of the maps in (3.1) -(3.2) is given by
For j ∈ Z, we write ω = (ω j , ω . j ), where ω ⊥ j is the sequence obtained from ω by deleting the entry ω j .
Theorem 2.1 implies that χ 0 = χ 2 0 and φ(. − j) viewed as multiplication operators on L 2 (R) are both trace-class relative to (−∆). By the second resolvent identity, this in turn shows that for each fixed j ∈ Z, the operators
are trace-class relative to H j ⊥ + ω j T 1 , for all ω j ∈ R. Thus, Proposition 3.3 thus immediately yields:
Corollary 3.2 (Lipschitz property for continuum random Schrödinger operators on R). For the continuum random Schrödinger operator (1.4), for each j ∈ Z and f ∈ Lip c (R), the map in (3.53) is locally Lipschitz, i.e. for each r > 0 , the Lipschitz constant on [−r, r] is bounded above by C r f Lip , for f ∈ Lip c ([−r, r]).
We observe that, while, T 1 and T 2 2 defined in (3.55) are still compact relative to (−∆) and Hilbert-Schmidt relative to (−∆) for d = 1, 2, 3 (see e.g. Lemma 7.11 in [19] ), for d > 1, they are not trace-class relative to (−∆). This required a different argument for the proof of the Lipschitz property for dimensions d > 1 and, consequently, an increase in the regularity of the function f .
Proof of the main theorems
We present the outline of the proofs of Theorems 1.3 and 1.5. Since many of the details are the same as in the proofs in [14] , we refer the reader to that paper for some details. We recall the two main components for the quantitative bound on the DOSm.
• Finite range reduction: We recall that the operator H (0) ω;L depends on only finitelymany random variables. For the lattice model we proved in Theorem 2.1:
for all f ∈ C β c (R) with β 3+d. For the continuum model, we proved results analogous to (4.1)-(4.2) in Theorem 2.2:
where • Lipschitz property: For single-site probability measures with finite first moments, we concluded from Proposition 3.1 that, for every f ∈ Lip c (R), the map
is bounded Lipschitz with Lipschitz constant 2N 2 L f (see Corollary 3.1), where N is the rank of the projection P 0 . For the continuum model, Proposition 3.2 obtains an analogous statement for the map
for P 0 = χ 0 and for every f ∈ C 3 c (R). In this case the Lipschitz constant is bounded above by C 5 f 3;m , where m > As can be seen, the structure of the finite range reduction and the Lipschitz property are the same in both the discrete and the continuum case. We will thus only present a proof of Theorem 1.3; Theorem 1.5 is proven in complete analogy. 
for C 1 > 0 depending on C, d, and N . We note that we used the Lipschitz property in the first term in (4.8).
We set 10) and suppose that ǫ = d w (ν 1 , ν 2 ) < ρ 1 . Since L ∈ N was arbitrary until now, we can choose ξ implies that L ∈ N as in (4.11) exists. From (4.9), we thus conclude 12) which, optimizing in ξ, yields ξ = 1 1+d . In summary, we obtain the claimed modulus of continuity for the DOSm in Theorem 1.3 (ii), i.e. Remark 4.1. In our previous work for the lattice model with compactly supported singlesite probability measures, we obtained the smaller Hölder exponent (1 + 2d) −1 but the method allowed us to treat treat less regular functions f ∈ Lip c (R).
The proof of Theorem 1.3 (iii.) for the IDS is similar to the one presented for Theorem 3.2 in [14] requiring the approximation of the step function (see also remark 1.4 (ii.)) and optimization. As in [14] , this uses that the IDS is log-Hölder continuous in E, see [5] , i.e. for constants C > 0, A ∈ R and each fixed measure ν ∈ P 1;C ([A, +∞)), one has that for all E 0 ∈ R, there exist K d;C;A;E 0 such that for all E E 0 and all 0 < ǫ < . (4.14)
We note that the E 0 dependence of the constant takes into account that the potential is unbounded since ν has unbounded support. For the continuum model, the analogue of (4.14), for dimensions d = 1, 2, 3, was established by Bourgain and Klein [4] , in which case (4.14) is replaced by In what follows, we will rely on some aspects of the theory of almost analytic extensions of functions on the real line and the Helffer-Sjöstrand functional calculus. For reference purposes, we briefly summarize some facts here which will be of use to us; for a more detailed and pedagogical account, we refer e.g. to [8] .
Let τ ∈ C ∞ be a Given a (complex-valued) function f ∈ C ∞ c (R) and an integer P ∈ N, one can define an almost analytic extension f of f of degree P by f (x, y) = Then, f ≡ f on R, f is compactly supported on C, and a straight-forward computation shows that
In particular, using the properties of σ, (5.18) implies that f is almost analytic in a neighborhood of R, in the sense that It can be shown (see e.g. [8] , Chapter 2.2) that this representation is well-defined in the sense that f (H) is independent of the bump function τ and the degree P 1 used to define the almost analytic extension f in (5.17).
