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Abstract: Knowledge of the floral cycle and the spatial distribution and abundance of 
flowering plants is important for bee health studies to understand the relationship between 
landscape and bee hive productivity and honey flow. The key objective of this study was to 
show how AISA Eagle hyperspectral data and random forest (RF) can be optimally utilized 
to produce flowering and spatially explicit land use/land cover (LULC) maps for a study 
site in Kenya. AISA Eagle imagery was captured at the early flowering period (January 
2014) and at the peak flowering season (February 2013). Data on white and yellow 
flowering trees as well as LULC classes in the study area were collected and used as 
ground-truth points. We utilized all 64 AISA Eagle bands and also used variable 
importance in RF to identify the most important bands in both AISA Eagle data sets. The 
results showed that flowering was most accurately mapped using the AISA Eagle data 
from the peak flowering period (85.71%–88.15% overall accuracy for the peak flowering 
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season imagery versus 80.82%–83.67% for the early flowering season). The variable 
optimization (i.e., variable selection) analysis showed that less than half of the AISA bands 
(n = 26 for the February 2013 data and n = 21 for the January 2014 data) were important to 
attain relatively reliable classification accuracies. Our study is an important first step 
towards the development of operational flower mapping routines and for understanding the 
relationship between flowering and bees’ foraging behavior. 
Keywords: AISA Eagle hyperspectral data; random forest classifier; flowering plants 
 
1. Introduction 
In recent years, concerns about bee health and hive productivity have been the focus of numerous 
studies and intervention projects worldwide (e.g., [1,2]). Specifically, attention has been paid to factors 
that threaten honeybee health such as parasites, pathogens, abiotic stress factors, and land use and land 
cover (LULC) changes that often lead to a decrease in flowering plants within the landscape matrix. 
Essentially, the quality and quantity of honey and honey products is reliant on the availability of 
flowering melliferous plants (as pollen and nectar sources) in the landscape [3]. Honeybee products 
including honey, wax, propolis, and royal jelly can be sold by rural communities to generate  
income [3,4]. Knowledge on the density and diversity of melliferous plants as well as floral cycle and 
intensity is important for an optimal placement of bee hives within the landscape matrix and moreover to 
understand honeybee foraging behavior and hive productivity in terms of honey quantity and  
quality [3,4]. 
However, data sets on the spatio-temporal distribution of flowering plants are largely not available 
for phenological and ecological response studies. Furthermore, the relationship between flowering 
response in the landscape and hive production is largely unknown [5]. The spatio-temporal floral 
coverage within a landscape mosaic depends mainly on local environmental factors [6,7], landscape 
fragmentation and land form. Regular field investigations to better understand spatio-temporal floral 
patterns are costly, time-consuming, tedious, and relatively inaccurate especially if performed by 
various field observers. Rapid, reliable, accurate, and synoptic techniques are therefore required for 
mapping and monitoring flowering intensity and floral cycles to guide bee keeping activities. A spatial 
flowering data set can, for instance, be used by bee keepers as a decision aid as to where in the 
landscape apiaries should be most optimally set up in order to minimize foraging distances and 
increase hive productivity. Explicit LULC data in conjunction with flowering information provides a 
more comprehensive and useful overview of the landscape matrix as an important bee foraging space 
as certain LULC classes could be habitats for flowering plants. 
Recently, remotely sensed data sets have been used successfully to provide accurate and fine scale 
estimates of flower coverage [5,8]. Chen et al. [4] utilized in situ hyperspectral measurements to 
calculate a flower index that accurately estimated flower coverage in a grassland biome in central Asia. 
Hyperspectral data offer dozens to hundreds of narrow and contiguous spectral measurements in the 
visible (400–700 nm), near infrared (700–1300 nm), and often in the shortwave near infrared 
(SWIR:1300–2500 nm) regions of the electromagnetic spectrum [9,10] that allow the depiction of subtle 
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spectral features often within complex landscapes such as semi-arid savannas [11,12]. Though the study 
of Chen et al. [4] has made a significant contribution concerning flower coverage estimations, their study 
only focused on one flowering species and, since they used in situ hyperspectral data, only a localized 
(smaller) area could be assessed. Landmann et al. [8] used spectral linear unmixing and change vector 
analysis on AISA Eagle hyperspectral data for mapping the abundance, distribution, and floral cycle of 
melliferous plants. A short-term floral cycle map was successfully produced with an overall accuracy 
between 80.7% and 83%. However, the investigation of Landmann et al. [8] did not consider  
species-specific flowering colors in the linear unmixing-based mapping approach. Color of flowers could 
be an important measure of bees foraging preference [13,14]. More studies that test the utility of 
hyperspectral data to map melliferous plants that exhibit different flowering colors are required. 
Taking advantage of the rich spectral information, various types of nonparametric machine learning 
classification methods have been applied to analyze hyperspectral data. For instance, random forest, 
support vector machines and neural network were employed in numerous hyperspectral studies to 
discriminate vegetation communities [15], genera [16], and plant species (e.g., [17–19]). However, the 
high dimensionality in hyperspectral data is often problematic when the number of field samples is 
smaller than the number of spectral features [20]. In addition, the dimensionality of hyperspectral 
features might not be captured in a linear projection. Therefore, non-linear classification methods such 
as random forest, that produce variable selection as a by-product during the learning process, are 
considered efficient algorithms for the analyses of hyperspectral data especially in biomes where 
spectral mixing is highly non-linear (e.g., [21–26]). 
We mapped flowering plants in a key bee keeping area in Kenya using airborne AISA Eagle 
hyperspectral data and optimized RF for the two different image acquisition dates; i.e., at the 
maximum period of flowering in February 2013 and at the beginning of flowering period in January 
2014. Specifically, we aimed to show how RF can be optimized, using grid search and variable 
selection, to produce maps of flowering plants and other LULC classes in a highly complex, dynamic, 
and semi-arid agro-ecological landscape in Kenya. We applied our classification approach to two 
different time points to evaluate the repeatability of our methods and test whether the approach could 
be transferable to different floral periods (i.e., beginning of flowering and peak flowering periods). 
Flowering maps for the two time periods are useful information feeds that will help to understand how 
floral change (i.e., phenology) affects honeybee behavior, honey flow, and hive productivity. 
2. Experimental Section  
2.1. Study Area 
The study site covers about 3 km2 and is located about 17 km north of Mwingi town in the Kitui 
County of Kenya (0.770°S and 38.143°E, 933m above sea level) (Figure 1). Mwingi is a semi-arid area 
with two rainy seasons that peak in April (147 mm mean annual precipitation in a normal period) and 
in November (270 mm mean annual precipitation in a normal period) [8]. The temperature ranges are 
between 15 °C and 30 °C, and the hottest periods are between February and March and September to 
October, while the coldest months are July and August [27]. The main melliferous plants are Acacia 
spp., Terminalia brownie, Aspilia mozambensis, Cassia diambotia, Cassia semea, Euphobia spp., 
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Solonium incunum, Boscia, and Grewia spp. Most of these plants produce white and yellow flowers 
between January and May [28], with a few plants species flowering in December. 
The study area is mainly an agro-ecological mosaic with the main crops being maize (Zea mays) and 
sorghum (Sorghum bicolor). Farmers employ traditional systems for crop production like contour 
farming and clearing and burning of shrubs and trees. Therefore, few patches of natural vegetation are 
left that could be used by bees for foraging and nesting [29,30]. The area is one of the most important 
beekeeping areas in Kenya with over 2.000 farmers practicing bee farming [31,32]. However, a decrease 
in colony sizes could be observed in recent years mainly due to droughts and changes in temperature 
regimes [31]. 
 
Figure 1. Location of the study area in Mwingi Central Division, Kitui County, Kenya and 
field sample locations overlaid on a true-color AISA Eagle image captured in February 
2013. Image extent refers to the full extent of AISA Eagle image. 
2.2. Image Acquisition and Pre-Processing 
Hyperspectral data were captured using the AISA Eagle imaging spectrometer at a flight altitude of 
860 m during the maximum flowering period on the 14 February 2013 and at the beginning of floral 
period on the 11 January 2014. AISA Eagle is an airborne-based sensor with a pushbroom scanner and 
instantaneous field of view (IFOV) of 0.648 MRad, field of view (FOV) of 36.04°, 969 pixels across 
the spatial axis and a pixel size of 0.6 m. The sensor was used in eight times spectral binning mode, 
which produces output images in 64 bands with a full width at half maximum (FWHM) of 8–10.5 nm 
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in the spectral range 400–1000 nm. Using 64 bands was the most optimal in terms of the expected 
signal-to-noise ratio (SNR). Moreover, less spectral bands also mean that preprocessing requirements 
are reduced. Having a band width of 5 nm instead of 10 nm would indeed add more spectral 
information. However, as the band-to-band co-variation increases with more bands, the data 
redundancies also increase. We therefore decided to use a configuration of 64 bands with the highest 
possible SNR. 
Images of raw digital values were geolocated and converted to at-sensor spectral radiance using the 
CaliGeoPro program (Specim Limited, Oulu, Finland) and elevation values derived from a DEM 
(digital elevation model). The two images were co-registered to a 2-m WorldView-2 (WV-2) image 
which was captured over the Mwingi site in April 2014 and geo-referenced to a Universal Transverse 
Mercator projection (zone 37 south). Nearest neighbour resampling was employed to resample both 
AISA Eagle images to their initial pixel size (0.6 m) and a root mean square error of less than a pixel  
(RMSE > 0.3 m) was obtained indicating a perfect co-registration process. The images were then 
atmospherically corrected to reduce the impacts of atmospheric water vapor and haze [33]. The 
ATCOR4 model was applied to convert the raw spectral data to surface reflectance [34]. The 
atmospheric parameters for ATCOR4 were retrieved from a look-up table (LUT) using the 
MODTRAN (MODerate resolution atmospheric TRANsmission) code. Interested readers are referred 
to, for example; Guanter and Kaufmann [35] and Mannschatz et al. [36] for more details on the 
ATCOR module. The images were then resized to reduce landscape variability and exclude pixels that 
were covered by clouds. The flowering signal received by a remote sensing instrument is highly 
confounded by soil background reflectance and other environmental conditions such as intra-canopy 
variances from various vegetation components [4,8]. Therefore, we performed an empirical 
thresholding approach to tag AISA Eagle pixels that were covered by soil and shadow using per pixel 
spectral profiles. Soil, rocks, and shadow spectral features were thus masked out.  
2.3. Field Data Collection 
Reference field data sets were collected following a stratified random sampling method from a 
small subset (1.80 km × 1.60 km) of the overall study area. Two field visits were conducted within 
three days of the 14 February 2013 and 11 January 2014 image capturing campaigns to collect ground 
control points (GCPs) on yellow and white flowering trees. In addition, data on green (non-flowering) 
trees, shrubs, and forbs (with white flowers) were also collected during both field campaigns. In the 
Kitui county of Kenya, field crops (Maize and sorghum) are usually harvested in February; GCPs on 
cropland that is flowering maize and sorghum (at full canopy cover) were therefore only collected in 
the January 2014 field sampling campaign. Brown trees (trees with chlorophyll-inactive leaves) were 
observed in the study site in January 2014, thus reference data were also collected for brown trees. We 
generated 156 random samples for each sampling date (February 2013 and January 2014) using the 
GEM (Geospatial Modeling Environment) tool (Figure 1). The random samples were then uploaded 
into a global positioning (GPS) device with an accuracy of 3 m. In the field we navigated to each of the 
randomly generated samples. The relatively low GPS accuracy (i.e., 3 m) might have led to a  
miss-match between the GCPs and the AISA Eagle image data sets. To manage the possible GPS off 
set, we always took the GCP readings very close to the stem area of individual trees; all the trees we 
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tagged had a crown diameter of at least 3 m. This assured that all GCPs were within the crown 
perimeter of each flowering tree. Furthermore, we manually corrected some pixels where we found, 
using visual inspection, a mismatch between the field derived GCPs and the image pixels. Additional 
GCPs were collected by visually interpreting both AISA Eagle images and using a 10-cm pixel size 
geo-registered hyperspatial color (red, green and blue) aerial image. The color airborne imagery was 
captured simultaneously with the AISA Eagle data acquisition in February 2013. For the 2013 field 
campaign, additional GCPs (5–7 samples around each field sampling site) were collected from the 
hyperspatial color aerial image. For the 2014 field campaign, four to six additional samples were 
obtained from the AISA Eagle imagery itself, around each of the randomly generated sampling points. 
In total, 956 and 813 GCPs were obtained in 2013 and 2014, respectively (Table 1). We used a random 
sample of 70% of the GCPs for training the RF classification models, while 30% of the total samples 
were used for validation. Table 1 shows the number of training and validation instances for each class.  
Table 1. Training (70%) and validation (30%) samples for classes used in the present study. 
Class Code 
2013 2014 
Training Validation Total Training Validation Total 
Yellow flowering trees YF 135 58 193 58 25 83 
White flowering trees WF 135 58 193 81 35 116 
Green (non-flowering) trees GT 133 57 190 116 50 166 
Shrubs SR 138 59 197 116 50 166 
Forbs (with white flowers)  FB 128 55 183 81 35 116 
Cropland (maize and sorghum) CL NA NA NA 58 25 83 
Brown (chlorophyll-inactive leaves) trees BT NA NA NA 58 25 83 
Total  669 287 956 568 245 813 
Note: NA = not available. 
2.4. Random Forest Classification Algorithm  
We used a supervised machine learning random forests (RF) approach [37] to classify the LULC 
classes in the study area. RF classifier uses recursive partitioning to produce an ensemble of 
classification trees (ntree) that are trained on random bootstrapped samples drawn with replacements 
from the original data [37]. Each tree contains about 67% a randomly and independently selected 
subspace of the training measurement space (training pixels). Tree nodes are then split using the best 
split AISA Eagle spectral features amongst a subset of a randomly selected features (mtry) until all nodes 
have the same class or hold a certain number of samples [38]. The accuracy of the classification is 
internally assessed using the remaining 33% portion of the training pixels which are known as out-of-bag 
(OOB) instances. 
The results of all trees are then combined by a majority vote [37]. RF is relatively insensitive to 
noise or overtraining because re-sampling is independent of the weighting scheme employed. All 
AISA Eagle 64 bands were included as predictor variables for the RF classification algorithm. The 
number of trees (ntree) grown and bands used at each tree split (mtry) were optimized based on the 
OOB error rate [38]. The optimization was performed using a grid search and a 10-fold  
cross-validation method [24]. The pair of RF parameters (ntree and mtry) that reduces the 
misclassification estimate for the 10 subsets were then considered as the optimal parameters. Number 
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of trees (ntree) was set up to 5.000 using a 500 interval, while the optimal mtry value was searched on 
mtry vector of a multiplicative factor (for example {1/3, ½, 1, 3, 2} * default mtry) [39]. The default 
mtry is the square root of the number of predictor variables used (AISA Eagle spectral bands) that is 
included in the RF classification model [37]. The ensemble then measures the importance of each 
AISA Eagle spectral band used in the classification process. The importance score, averaged over all the 
trees, is the decrease of the correct class votes after a variable (spectral band) is permutated; others 
remain the same. The intuition is that a random band permutation can simulate the absence of that band 
from the RF [40–42]. Thus, the higher an average accuracy decrease is, the more important that band is. 
We implemented the randomForest library [38] in the “R statistical software”, version 3.1.2 [43], to 
implement the RF classification approach. 
2.5. Variable Selection 
In order to select the smallest possible subset of AISA Eagle spectral bands available that could still 
achieve comparable classification accuracy, we performed a recursive backward propagation method 
using “varSelRF” package [44] in the R statistical software [43]. The importance of each AISA Eagle 
band (n = 64) was returned from the RF classification model and the OOB error rates were then used 
as a selection criteria. Multiple RF classification models were repeatedly built from the training data 
set, and at each round a new RF model was developed after consecutively eliminating the least 
important spectral bands. To evaluate the selection procedure and to achieve the objective of 
aggressively reducing the number of selected bands without any over-fitting, a .632+ bootstrap  
(n = 10) method with replacement [45] was employed at each loop. The .632+ bootstrapping rule uses 
a leave-one-out cross-validation procedure from samples that are not used in the RF classification 
model fitting [46]. Once the loops terminate the subset with the smallest number of spectral bands, the 
lowest OBB error estimate was chosen as an optimal error for the classification process. Studies have 
shown that variable selection methods that use the variable importance by-product of RF can result in 
highly correlated predictor variables (i.e., spectral bands) [47,48]. We therefore tested the co-linearity 
between the selected AISA Eagle bands using a Pearson correlation test. 
2.6. Accuracy Assessment 
In order to assess the classification on a test data set that was not used in the training process, we drew 
a random sample of 30% of the reference data points (in total 287 samples in February 2013 and 245 
samples in January 2014) and implemented a classification error matrix approach to evaluate the 
accuracy. Additionally, to test the transferability of the optimized RF classification models to different 
acquisition dates, we assessed the performance of the February 2013 model using the January 2014 test 
sample (30%). We then calculated overall accuracy (OA), user’s accuracy (UA), producer’s accuracy 
(PA), quantity (QD) and allocation (AD) disagreements [49–51] for all RF classification models. The 
disagreement measures were recently developed by Pontius and Millones [51] to assess the disagreement 
between the reference test data points and the prediction of the classifier. QD and AD are absolute values 
that describe the dissimilarities between the number of predicted observations and the reference data, on 
one hand, and the number of observations that do not have an optimal spatial location, compared with the 
reference samples, on the other hand. Moreover, the statistical significance of differences in map 
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accuracy (using all AISA Eagle bands and the most useful ones) were evaluated using the McNemar’s 
test [52]. 
3. Results  
3.1. Optimization of Random Forest Classification Models  
An optimal ntree value of 500 was obtained by all RF classification models derived in the present 
study, while mtry values of 8 and 3 were achieved when classifying the 2013 and the 2014 AISA Eagle 
image data, respectively. On the other hand, an optimal mtry value of 2 was attained when the 
important AISA Eagle bands from both the 2013 and the 2014 imagery were analyzed. 
 
Figure 2. The usefulness of AISA Eagle wavebands in classifying the studied classes as 
measured by the random forest classifier. Bars in red indicate the selected bands (n = 26 for 
the February 2013 data and n = 21 for the January 2014 data) using the backward selection 
function and the .632+ bootstrapping rule on the bands importance rank. 
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3.2. Spectral Band Selection  
The usefulness of the AISA Eagle bands for mapping flowering plants and other LULC classes in the 
study area using RF is presented in Figure 2. The general trend of band importance in both years (2013 and 
2014) was similar. The figure shows that bands centered at the blue (400–500 nm), green (500–600 nm), 
and red edge (650–690 nm) regions of the electromagnetic spectrum (EMS) were more important for 
discriminating amongst the classes compared with bands centered at the near infrared spectral region  
(700–955 nm). Figure 3 shows the change in OOB error rate with increasing number of AISA Eagle 
spectral bands (n = 64) using the .632+ bootstrap selection method. The method resulted in selecting a 
fewer number of bands (26 in 2013 and 21 in 2014) that can accurately differentiate among the classes. 
Figure 2 highlights these useful bands which are located at the visible (400–700 nm) region of the EMS. It 
is evident that the majorities of these bands are redundant and contain relatively similar spectral 
information for mapping WF trees as indicated by the Pearson correlation coefficients (r) (Figure 4a,b). 
While for mapping YF features, co-linearity was observed mainly between adjacent bands (Figure 4c,d). 
 
Figure 3. Results of backward selection function and .632+ bootstrapping rule using AISA 
Eagle wavebands importance in classifying the studied classes as measured by  
random forest. 
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Figure 4. Correlation coefficients (r) between reflectance at the most important AISA 
Eagle wavebands (n = 26 in February 2013 and 21 in January 2014) when classifying white 
flowering trees using the February 2013 data (a), the January 2014 data (b) and the yellow 
flowering trees from the February 2013 data (c) and the January 2014 data (d). 
3.3. Accuracy Assessment 
The thematic maps produced using AISA Eagle imagery acquired in 2013 and 2014 and RF 
classification algorithm are presented in Figures 5 and 6. The spatial patterns were different between 
the maps in that more compact flowering could be visually observed in the 2013 imagery. In January 
2014, most of trees in the test site were either green trees or shrubs, with a few scattered WF trees 
(Figure 6). Croplands (flowering maize and sorghum) were overly present in the 2014 flowering map. 
The February 2013 data are dominated by the WF class (Figure 5). YF trees were found to be mostly 
scattered along rivers and seepage lines. It is interesting to note that most of the pixels in the maize and 
sorghum farms, which were at a senescence stage in February, were masked out as soil and only weeds 
(forbs) which produced white flowers on the those farms. The confusion matrices of the classification 
maps (Figures 5 and 6) are shown in Tables 2 and 3. It is apparent that the OA was considerably 
different among the maps produced using the AISA Eagle data captured in February 2013 as opposed 
to those obtained using the January 2014 data. The band selection (variable importance) analysis 
showed relatively similar classification results compared to those obtained using all AISA Eagle 
bands. Chi-squared (χ2) of McNemar’s test ranged between 2.01 and 2.56, showing non-significant 
differences among classification results produced using all AISA Eagle bands and the most important 
ones. On the contrary, the indvidual accuracies (UA and PA) for most classes were somewhat higher 
(sometimes 5%–6%) when all AISA Eagle bands were utilized (Tables 2 and 3). Furthermore, the 
results showed low QDs (1%–3%) and relatively higher ADs (9%–17%) among the studied classes. 
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However, when assessing the February 2013 RF classification models using the January 2014 data, the 
OA was quite low (25.13–37.44), indicating poor performance of the models (Table 4). 
 
Figure 5. Classification maps obtained using the random forest classifier, all (a) and the  
26 most important (b) AISA Eagle wavebands when data collected in February 2013  
were analyzed. 
 
Figure 6. Classification maps obtained using the random forest classifier, all (a) and the 21 
most important (b) AISA Eagle wavebands when data collected in January 2014  
were analyzed. 
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Table 2. Classification confusion matrix of random forest classifier using AISA Eagle 
bands of the 30% test data collected in February 2013. 
Ground Truth 
(a) 
Classified 
WF YF GT SHR FB Total UA 
Using all (n= 64) AISA Eagle wavebands 
WF 46 02 01 01 03 53 86.79 
YF 02 50 01 00 02 55 90.91 
GT 05 03 54 02 00 64 84.38 
SHR 02 01 01 54 01 59 91.53 
FB 03 02 00 02 49 56 87.50 
Total 58 58 57 59 55 287  
PA (%) 76.67 83.33 90.00 90.00 89.09   
OA (%) 88.15       
QD (%) 03.00       
AD (%) 09.00       
(b) Using the most important (n = 26) AISA Eagle wavebands 
WF 44 03 02 02 03 54 81.48 
YF 03 49 02 01 03 58 84.48 
GT 04 02 52 02 00 60 86.67 
SHR 03 02 01 53 01 60 88.33 
FB 04 02 00 01 48 55 87.27 
Total 58 58 58 58 55 287  
PA (%) 73.33 81.67 86.67 88.33 87.27   
OA (%) 85.71       
QD (%) 01.00       
AD (%) 13.00       
Table 3. Classification confusion matrix of random forest classifier using AISA Eagle 
bands of the 30% test data collected in January 2014. 
Ground Truth 
(a) 
Classified 
WF YF GT SHR CR BT FB Total UA 
Using all (n= 64) AISA Eagle wavebands 
WF 18 01 01 01 01 01 01 24 75.00 
YF 02 27 02 02 01 00 02 36 75.00 
GT 02 02 44 01 00 01 00 50 88.00 
SHR 01 01 01 43 00 01 00 47 91.49 
CR 01 02 00 01 21 00 02 27 77.78 
BT 01 00 02 01 00 22 00 26 84.62 
FB 00 02 00 01 02 00 30 35 85.71 
Total 25 35 50 50 25 25 35 245  
PA (%) 72.00 77.14 88.00 86.00 84.00 88.00 85.71   
OA (%) 83.67         
QD (%) 02.00         
AD (%) 15.00         
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Table 3. Cont. 
Ground Truth 
(b) WF YF GT SHR CR BT FB Total UA 
Using the most important (n = 21) AISA Eagle wavebands 
WF 18 01 01 01 01 02 02 26 69.23 
YF 02 26 02 03 02 00 03 38 68.42 
GT 02 02 43 01 00 01 00 49 87.76 
SHR 01 02 02 42 00 01 00 48 87.50 
CR 01 02 00 01 20 00 02 26 76.92 
BT 01 00 02 01 00 21 00 25 84.00 
FB 00 02 00 01 02 00 28 33 84.85 
Total 25 35 50 50 25 25 35 245  
PA (%) 72.00 74.29 86.00 84.00 80.00 84.00 80.00   
OA (%) 80.82         
QD (%) 02.00         
AD (%) 17.00         
Table 4. Classification confusion matrix of the random forest model using 70% of the 
February 2013 data as training data set and 30% of the January 2014 data as independent 
test sample data set.  
Ground Truth 
(a) 
Classified 
WF YF GT SHR FB Total UA 
Using all (n= 64) AISA Eagle wavebands 
WF 08 10 15 07 06 46 17.39 
YF 06 12 11 08 06 43 27.91 
GT 04 04 19 13 04 44 43.18 
SHR 03 05 03 20 05 36 55.56 
FB 04 04 02 02 14 26 53.85 
Total 25 35 50 50 35 195  
PA (%) 13.33 20.00 31.67 33.33 40.00   
OA (%) 37.44       
QD (%) 18.00       
AD (%) 45.00       
(b) Using the most important (n = 21) AISA Eagle wavebands 
WF 05 12 17 09 10 53 09.43 
YF 06 09 13 10 07 45 20.00 
GT 04 06 14 16 04 44 31.82 
SHR 06 05 04 13 06 34 38.24 
FB 04 03 02 02 08 19 42.11 
Total 25 35 50 50 35 195  
PA (%) 08.33 15.00 23.33 21.67 22.86   
OA (%) 25.13       
QD (%) 19.00       
AD (%) 55.00       
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In general, the individual accuracies (PA and UA) were relatively high; they ranged between 73% 
and 91.5% for the February 2013 data, while for the January 2014 data the accuracies ranged between 
68.42% and 91.5%. The accuracies for WF plants were generally lower than those for YF plants in 
both data sets, except for the UA when all February 2013 AISA Eagle bands were analyzed. WF trees 
in January 2014 obtained the least user’s accuracy (69.2), indicating the confusion of this class with 
other classes. Contrary, all classes were inaccurately mapped (low PA and UA were obtained) when 
the February 2013 classification models were transferred to the January 2014 data (Table 4). 
4. Discussion  
The results showed relatively high OA and individual class accuracies (PA, and UA), indicating the 
potential of AISA Eagle data and RF classifier for flower mapping in a heterogeneous landscape. 
Furthermore, our study showed the robustness of the .632+ bootstrap method of the RF classifier in 
reducing the dimensionality of the hyperspectral data. 
The optimal ntree values (500) for RF classification models developed in the present study were 
consistent with the default value recommended by Breiman [37]. While, only the analysis of 2013 
AISA Eagle bands resulted in a default mtry value (8) which is the square root of the predictor 
variables [37]. However, RF is an empirical machine learning method that requires optimized ntree 
and mtry parameters (e.g., [38,53]). 
We have masked out bare soil areas and produced an explicit flowering and LULC maps showing 
only vegetation classes (Figures 5 and 6). It is therefore expected that bands in the visible portion of 
the EMS were found to be more useful for feature and land cover class discrimination [26]. The SWIR 
region of the EMS could have been useful for discriminating different flowering plants. However, 
using SWIR bands would have increased the AISA Eagle image acquisition costs significantly as we 
would have needed to fly at a three times lower altitude in order to capture the same pixel size, due to 
SWIR sensor specifications. Having visible and near infrared (VINIR) and SWIR spectral regions 
would always be useful, but in our case the VNIR spectral region was optimally sufficient to separate 
flowering from non-flowering and also discriminate between flowering colors [54]. Spectral 
characteristics in the visible and red edge waveband regions are known to be sensitive to chlorophyll 
and other leaf and flower pigments [9,55]. In addition, the results showed that decreasing the 
dimensionality (26 bands in 2013 and 21 bands in 2014) produced relatively similar accuracies 
compared to all the bands (n = 64). The dimensionality of the AISA Eagle was reduced by about 40% 
and 33% for 2013 and 2014 data, respectively. It is also worth noting that the computational cost of 
optimizing the RF classification algorithm using grid search and a cross-validation method was 
considerably decreased when the dimensionality of the hyperspectral data was reduced. However, 
some of the selected bands were found to be correlated and contain the same spectral information, 
particularly for mapping WF trees. Therefore, future studies should employ classification methods that 
take into account the co-linearity between the predictor bands like Deng and Runger’s [47] regularized 
RF classification algorithm. 
OA achieved in the present study are comparable to the recommendation of Anderson et al. [56] who 
noted that any OA mapping result less than 80%, for particular features and classes mapped using 
remotely sensed data, cannot be considered accurate. Nonetheless, the relatively high OA presented in 
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Tables 2 and 3 should be interpreted with some caution; the high OA might not represent the true 
accuracy of the classification maps [57]. The individual class accuracies for some classes like WF trees 
are relatively low. This could be due to the confusion of WF plant canopies with background soil 
reflectance particularly along the perimeter of plant canopies [8]. The low mapping accuracy for WF 
class could also be explained by the slightly higher auto-correlation between the useful bands  
(Figure 4). The lower correlation coefficients between the optimized bands as a function of mapping YF 
(Figure 4c,d), compared to mapping WF (Figure 4a,b), provided a further insight into the higher 
classification accuracy of the YF class. These discrepancies in correlations between the optimized bands 
for mapping the YF and the WF classes need further investigation. In general, the spatial patterns of the 
flowering plants in the two maps (Figures 5 and 6) are somewhat different. These differences are a result 
of differences in flowering fractional coverages between January (beginning of blooming) and February 
(peak blooming period). For example, the upper left and upper right and bottom right patches in January 
2014 (Figure 6) were white flowering plants in February 2013 (Figure 5). Since we used canopy-level 
hyperspectral data, the shape and geometry of flowering tree species could have affected the spectral 
responses of flowering classes [9,58] and hence the mapping accuracy of these classes. We applied 
a pixel-based classification approach which often leads to a “salt-and-pepper” pattern in the mapping 
result [59–61]. Likewise, Cho et al. [12] noted that such an approach can result in misclassification of 
pixels along the border of the tree crowns and within the tree crown, particularly for the trees that have 
high intra-class variability. Since flower mapping requires high spatial resolution imagery to capture 
flowering responds within plants and tree canopies [8], we suggest that the methods used in our study 
could only be up-scaled to spaceborne images of about one meter pixel resolution. However, most 
satellite-borne images of a very fine pixel size (~1 m) deem to exhibit multispectral data characteristics 
(e.g., WorldView-3) with a few number of bands that might not be adequate for discriminating flowering 
responds. We utilized hyperspectral data with a fine spatial resolution (0.6 m) in combination with an 
optimized machine learning classification approach (RF) which would have been sufficient in mapping 
the flowering plants even if they were not in bloom at the time the images were acquired. However, our 
initial aim was to produce flowering maps in two different time points that could be useful in assessing 
floral change (i.e., phenology). We also conducted our experiment in February 2013 which is the 
maximum flowering period. The maximum flowering period is more significant for hive productivity 
and honey flow since flowering trees that are preferred by bees (i.e., Acacia tortilis) are in full bloom 
during this period [3]. We then repeated the experiment at the beginning of the flowering period (January 
2014) to assess the applicability of our methods using field data of less floral fractional coverage. In 
particular, we grouped the flowering plants in the study area according to their flowering colors (i.e., 
white and yellow) and mapped the flowering plants to provide information that is helpful for making 
informed decisions regarding the optimal placement of bee hives in the landscape and to better 
understand honeybees’ foraging behavior. Nevertheless, the future studies should incorporate the SWIR 
bands together with the VNIR and explore the utility of AISA Eagle hyperspectral data and optimized 
random forest classification method for mapping the relevant plant species when they are not in full 
bloom (green trees). The upcoming studies should also look at up-scaling the approach for mapping the 
plant species when they are not blooming to speceborne hyperspectral sensors. 
Our study also showed that flowering classes can be mapped more accurately in the February 2013 
data than in the January 2014 data. In general, February is the peak flowering period when most of the 
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melliferous plants at the Mwingi study area are in full bloom, while January is the beginning of blooming 
period. These seasonal differences are largely associated with flowering compaction, the effect of  
non-flowering material on the flower signal that is received by the sensor, and phenological variations 
between the same tree species. The seasonal and phenological differences between the two data sets 
(February 2013 and January 2014) could also be a reason for the the poor performance of February 2013 
models when transferred to the January 2014 data. Another reason that could have hindered the 
performance of the February 2013 models, when up-scaled in time (Table 4), is the collinearity between 
the predictor variables (AISA Eagle bands). This is in acordance with the finding of Dormann et al. [62] 
who noted that collinearity can hinder the performance of statistical models when transferred to other 
points in time or space. Furthermore, the results of the current study showed that YF trees are mainly 
found along the riverside vegetation communities. This finding could be further investigated to study the 
effect of topography and proximity from rivers in mapping the spatial distribution of flowering plants. 
We mapped the spatial distribution and abundance of YF and WF plants in the landscape matrix. This 
information is required for understanding honeybees’ foraging behavior [63] as an important measure for 
developing conservation frameworks for bee diversity, bee health, and landscape integrity [64].  
Spatio-temporal information about melliferous plants is also valuable for conservation and ecological 
status valuations and ultimately sustainable resource use and biodiversity [65]. 
5. Conclusions 
This study demonstrated the possibility of mapping flowering features and other LULC types in a 
heterogeneous landscape using AISA Eagle hyperspectral data. Maps derived for the peak flowering 
season were more accurate than those derived for the beginning of the main flowering period. Despite 
the fact that most of the white flowering crops were not existent (already harvested cropland) in 
February 2013, we recommend the use of the February 2013 data set for modeling purposes (e.g., 
analyzing the abundance and distribution of flowering plants for landscape and bee health studies). The 
spatial flowering patterns observed in February 2013 were somewhat more compact compared to the 
patterns in January 2014. Furthermore, in Kenya farmers’ decision regarding the planting date of crops 
(which is a land use class in the January 2014 map) and the cropping system used in a particular year is 
highly variable and depends on socio-economic and climatic factors. Random forest .632+ 
bootstrapping feature selection method proved useful in reducing the dimensionality of hyperspectral 
data. The selected bands produced maps of comparable accuracies to those produced using all AISA 
Eagle bands. However, most of the selected AISA Eagle bands were redundant and auto-correlated, 
hence future studies should look at the use of classification methods that do not encounter  
auto-correlation problems such as the regularized RF classification algorithm. 
Overall, our study is an important step towards a development of an operational flower mapping 
framework in African savannas. Given the cost of AISA Eagle data and cloud cover which might 
hinder acquisition of cloud-free spaceborne images during specific phenological flowering stage, the 
future studies should investigate the use of hyperspectral sensors mounted on drones or unmanned 
aerial vehicles for mapping flowering response and explicit LULC assessments. However, if cloud-free 
satellite imagery of high spatial resolutions (e.g., WorldView-3) can be acquired, the methods used in 
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our study could be extended to spaceborne sensors so that monitoring of floral cycles at key sites can 
be facilitated at regular intervals. 
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