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ABSTRACT 
 
Single crystals of sodium salt of guanosine dihydrate and 9 Ethyl Guanine were X-
irradiated with the objective of identifying the radical products.   Study with K-band EPR, 
ENDOR, and ENDOR-Induced EPR techniques indicated at least four radical species to 
appear in both crystals in the temperature range of 6K to room temperature.  Three of these 
radicals (Radicals R1, R2, and R3) were present immediately after irradiation at 6K.  
Computational chemistry and EPR spectrum simulation methods were also used to assist in 
radical identifications.  Radical R1, the product of net hydrogen addition to N7, and Radical 
R2, the product of electron loss from the parent molecule, were observed in both systems.  
Radical R3, in Na+.Guanosine-.2H2O, is the product of net hydrogen abstraction from C1' of 
ribose group and radical R3 in 9EtG was left unassigned due to insufficient experimental 
data.  Radical R4, the C8-H addition radical, was also detected in both systems.  For 
Na+.Guanosine-.2H2O, R4 was observed after warming the irradiated crystals to the room 
temperature.  But for the 9EtG crystals the corresponding radical form was detected after 
irradiation at room temperature. 
Density functional theory (DFT) based computational studies was conducted to 
investigate the radical formation mechanisms and their stability.  Here possibilities of proton 
transfers from the neighboring molecules were considered.  The first approach was to 
consider the proton affinities of the acceptor sites and deprotonation enthalpies of the donor 
sites.  This approach supported the formation of radicals observed in both systems.  The 
second approach, applied only to the 9EtG system, was based on proton transfers between 
9EtG base-pair anion and cation radicals.  Even though the charge and spins were localized 
as expected, the computed thermodynamic data predicted that the proton transfer processes 
are unfavorable for both anionic and cationic base-pairs.  This indicates the need for 
additional work to draw final conclusions.  In addition, DFT methods were used to compute 
the geometries and hyperfine coupling constants of 9EtG derived radicals in both single 
molecule and cluster models.  The calculated results agreed well with the experimental 
results.   
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Chapter 1 Introduction 
The main objective of this work is to understand the radiation effects on 
deoxyribonucleic acid (DNA) with the purpose of identifying the mechanisms and 
important factors leading to molecular changes that persevere at physiological 
temperatures.   It is well known that ionizing radiation has biological consequences.  On a 
molecular level these effects are caused primarily by damage to the DNA of the living 
cell by the ionizing radiation.1 Therefore an important objective of radiation biology is 
description of radiation effects on nucleic acids. 
 DNA, which contains the genetic information and controls the behavior of 
individual cells, is a long polymer contains repetitive subunits called nucleotides.  Fig. 
1.1 shows a structure of a nucleotide 
which consists of a nitrogen-
containing base, a deoxyribose sugar 
and a phosphate group which links 
the adjacent sugar groups (between 
the third, 3' and the fifth, 5' carbons) 
to form DNA single-strands.  The 
“base”, bonded covalently to the 
sugar, can be Adenine (A), Thymine 
(T), Cytosine (C) or Guanine (G) (the figure shows guanine).  Adenine and guanine are 
purines, whereas cytosine and thymine are pyrimidines. 
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N
O
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HH
HH
OH
OP-O
O
O-
Base
Sugar
Phosphate group
 
 
Figure 1.1  Structure of a nucleotide 
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DNA occurs naturally in the form of a double-stranded helix.  Each spiraling 
strand, which consists of a sugar-phosphate backbone with attached bases, is held 
together in the Watson-Crick structure2 by specific hydrogen bonds between 
complementary bases.  Adenine pairs only with thymine by two hydrogen bonds, while 
guanine pairs only with cytosine by three hydrogen bonds.  Within DNA, the specific 
order in which the bases occur (the DNA sequence) encodes the genetic instructions for 
an organism.  With the specific pairing requirement, the sequence along one strand is 
perfectly related to the sequence along the other strand.  The strands are said to be 
“complementary”. 
As is mentioned above, the ultimate goal of this study is to learn how DNA 
responds to ionization and to understand the behaviors which might initiate the biological 
effects of ionizing radiation.  On the other hand, the approach to this goal by studying 
DNA itself directly is not trivial because of its molecular complexity.  Therefore, studies 
with individual DNA components and their derivatives play an important role in radiation 
biology.  Even though the extrapolation of results from the individual components to the 
real DNA system is not straightforward, these model systems can provide the information 
about radical structures, reaction mechanisms, free radical yields and strand break 
processes.  Therefore the work described in this dissertation is a part of the larger 
investigation of radiation damage in DNA molecules and the work focuses on 
consequences of direct ionization (refer chapter 2 for more details). 
To approach this goal, it is useful to choose simple model systems with 
appropriately chosen molecular arrangements.  Use of simple model systems, such as 
single crystals of isolated DNA constituents is ideal for this purpose.  Many crystals 
 3
contain waters of hydration as well as a variety of hydrogen bonding and molecule-
molecule associations like those in DNA.  Thus, many systems of individual DNA 
components in various crystalline environments have been already studied.3 One 
advantage of using crystalline samples is that the structure, molecular packing and the 
hydrogen bonds in the sample are known precisely from crystallographic studies.  
Another is that the microscopic homogeneity of the crystals ensures a better quantitative 
reproducibility.  Nevertheless, a crystal of a specific DNA component is not an exact 
model for DNA and therefore it is necessary to study a variety of systems in order to 
extract information potentially transferable to DNA. 
Earlier crystal-based studies have revealed radiation products from various 
derivatives of all four bases.  Among these, guanine and cytosine have received a higher 
degree of attention because guanine is generally considered as the most easily oxidized 
base, and cytosine as the one most likely to trap the free electron.  Single-crystal studies 
on guanine and its derivatives have been reported earlier.4-13 First part of this work 
focuses on identifying and characterizing the radiation products (radicals) of two guanine 
derivatives: sodium guanosine dihydrate (Na+.Guanosine-.2H2O) and 9 ethyl guanine 
(9EtG).  In Na+.Guanosine-.2H2O single crystals, hydrogen at the N9 site of the guanine 
base is replaced by a ribose sugar group and the N1 site is also deprotonated making the 
guanine base negatively charged.  In 9EtG single crystals, hydrogen at the N9 site of the 
guanine base is replaced by an ethyl group and initially the guanine base is neutral.  Fig.  
1.2 shows the structures for these two molecules along with guanine structure.  Since the 
radical products are paramagnetic, electron paramagnetic resonance (EPR) and electron 
nuclear double resonance (ENDOR) techniques are well suited for these purposes.  The 
 4
experimental work and results for these two systems will be discussed in Chapters 5 
(Na+.Guanosine-.2H2O) and 6 (9EtG).   
Based on the radical identity, the investigation needs to be extended to understand 
the radical formation mechanisms and their stability.  Here proton transfers from one 
molecule to another across hydrogen bonds are expected to play an important role.  The 
idea is that a molecule which loses or gains an electron due to radiation, can deprotonate 
by giving a proton to a neighboring molecule or protonate by taking a proton from an 
accessible neighbor, respectively.  However this proton transfer mechanism depends on 
the proton affinity of the acceptor and the deprotonation enthalpy of the proton donor.  
The study of this possibility for both systems using density functional theory (DFT) 
based computational approach will be described in Chapter 7. 
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Figure 1.2  Structures of sodium guanosine dihydrate (Na+.Guanosine-.2H2O) and 9 
ethyl guanine (9EtG) along with guanine structure.  “R” stands for ribose sugar. 
 
 
Proton transfer between two molecules is important because it leads to 
stabilization of radicals by separating the charge from the spin.14 Only a radical stabilized 
long enough to undergo chemical reactions can contribute to biological consequences.  
 5
Proton transfer between bases in a base pair cation radical and succeeding reactions in the 
nucleotides are thought to be a major source of damage to DNA by ionizing radiation.15 
A study of proton transfers between base pair anion and cation radicals in Guanine-
Cytosine pairs was reported by Li et al.  using DFT based computational approach.16 
Since the molecules in the crystals are held together by hydrogen bonds, a similar 
approach can be applied to study possible proton transfers between two neighboring 
molecules in their single-crystal geometry.  The application of this approach to 9EtG 
base-pair anion and cation radicals will discuss in chapter 8. 
Based on magnetic parameters of radicals observed in irradiated Na+.Guanosine-
.2H2O and 9EtG single-crystals, the motivation to study the effects of molecular 
environment on the radical geometries and hence the effects on hyperfine coupling 
constants is enhanced.  Application of molecular cluster models to study the amino acids 
and their derived radicals in the crystalline state were studied by Pauwels et al.17-19 The 
capability of these methods to describe the effects of molecular environment on the 
radical geometries and the EPR hyperfine coupling constants of radicals derived from 
9EtG will describe in chapter 9. 
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Chapter 2 Interaction of Ionizing Radiation with Matter 
2.1 Introduction 
Ionizing radiation is radiation in which an individual particle (e.g. photon, 
electron or small atomic nuclei) carries enough energy to remove electrons from atoms or 
molecules (ionize) when it passes through or collides with some material.  If the 
individual particles do not carry this amount of energy, it is impossible for even a large 
flood of such particles to cause ionization.  Ultraviolet light, X-rays and gamma rays are 
all ionizing radiation, while visible light, microwaves, and radio waves are not. 
The loss of an electron with its negative charge causes the atom or molecule to 
become positively charged.  Ions are more reactive, chemically, than neutral atoms or 
molecules.  When ionizing radiation penetrates matter, a large number of highly reactive 
ions are created all along its path.  Also, the initial photoelectrons have sufficient energy 
to cause multiple secondary ionizations.  Therefore, the final effect is the collection of a 
series of random electronic interactions, thousands of chemical bond breakings, and a 
trail of newly formed ions.  In any kind of material, the presence of these charged ions 
can facilitate a passage of an electric current.  But in living tissue, ionization can also do 
biological harm, as organic molecules are subjected to random damage.   The DNA 
molecules, which store genetic information inside a living cell, are particularly important. 
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2.2 Radiation Effects on Molecules 
The passage of ionizing radiation through matter causes two major effects on the 
constituent atoms and molecules.  One is excitation as shown in equation (1) and the 
other is ionization as shown1 in equation (2).   
*M hν+ → M  (1) 
M h Mν e• + •+ → + −  (2) 
The symbols “ ” and “*” represent unpaired electron and excitation respectively and the 
“+” and “-” superscripts represent the net charge.  In the excitation process, a molecule 
may not change eternally.  It may emit photons or convert the excess energy in to various 
forms of internal energy and decay back to the original state as shown in equation (3).  
Conversely, the excited molecule may dissociate as indicated by equation (4) and lead to 
a permanent chemical change. 
•
*M M hν→ +  (3) 
* ( )M M H H•→ − + •
)
 (4) 
Hydrogen atoms are expected to disperse through the medium and attach to other 
molecules, preferentially at unsaturated bonds to form addition radicals as shown in 
equation (5).  Additionally, hydrogen atoms can abstract hydrogen from saturated parts of 
the molecule to yield radicals and molecular hydrogen as shown1 in equation (6). 
(M H M• •+ → + H  (5) 
2( )M H M H
• •+ → − + H  (6) 
In the ionization process, atoms or molecules lose electrons and become oxidized.  
Hence, the final products are two charged radicals as shown in equation (2).  Usually, 
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cation radicals are very unstable and need very little energy to release a proton 
(deprotonation).  Therefore the final oxidation products are neutral radicals as shown in 
equation (7).   
( )M M H H• + • +→ − +  (7) 
Expelled electrons from the ionization process with sufficient kinetic energy create 
secondary ionizations and excitations.  Ultimately, ejected electrons may recombine with 
an oxidized molecule, or they may become attached to other atoms or molecules.  These 
additions of electrons to atoms or molecules are called reduction and the resulting 
product is an anion radical as shown in equation (8).  It may protonate subsequently to 
form a neutral radical as shown1 in equation (9).  (In condensed media, the electron also 
may be trapped in such a way as not be associated with a certain atom or molecule)2  
M e• − • −+ → M
)
 (8) 
(M H M• − + •+ → + H  (9) 
It is important to note that proton transfer following electron loss or gain eliminates the 
net charge of the molecule but does not eliminate the paramagnetism.  This two-step 
process also leads to separation of charge and spin. 
        The above reactions illustrate pathways from excited molecules and primary charged 
radicals by ionization to two groups of neutral secondary species, ( )M H• −  
and ( )M H• + .  They are different from the parent molecule, M by the net loss or gain of 
a hydrogen atom respectively.  Thus it appears that both ionization and excitation as 
primary events may lead to the same two groups of secondary radicals. 
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        Typically, most molecules are diamagnetic and become paramagnetic radicals upon 
gaining or losing an electron.  Therefore, Electron Paramagnetic Resonance (EPR) and 
Electron Nuclear Double Resonance (ENDOR) spectroscopic methods can be used to 
identify these radicals.  Subsequent reactions of the radicals depend on the temperature 
and the type and the concentration of the neighboring molecules.  Since the primary 
radiation products are generally unstable, they are usually studied at low temperatures to 
minimize the thermally driven reactions. 
 
2.3 Radiation Effect on DNA 
            It is well known that ionizing radiation has biological consequences.  On a 
molecular level these effects are caused primarily by the damage done to the DNA of the 
living cell by the ionizing radiation.3  Therefore an important objective of radiation 
biology is description of radiation effects on nucleic acids.  Radiation-induced DNA 
damage is produced from the sum of the radicals generated by the direct ionization (direct 
effect) as shown in equation (10) and by the reactions with free radicals formed in the 
surroundings which diffuse to the DNA and react with it (indirect effect) as shown in 
equations (11-18).4, 5 
DNA h DNA eν • + •+ → + −
2 2 2
)
)
 (10) 
2 , , , , ,aqH O h OH e H H H H Oν • • − • ++ →  (11) 
(OH DNA DNA OH• •+ → +  (12) 
2( )OH DNA DNA H H O
• •+ → − +  (13) 
(aqe DNA DNA
• − • −+ →  (14) 
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2( ) ( )DNA H O DNA H OH
• − •+ → + + −
)
+
+
 (15) 
(H DNA DNA H• •+ → +  (16) 
2( ) ( )DNA H O DNA OH H
• + •+ → + +  (17) 
( ) ( )DNA DNA H H• + •→ − +  (18) 
Chemical alterations in DNA, due to the direct effects of ionizing radiation, are initiated 
by three possible actions: excitation, electron abstraction, or electron addition.  It is 
generally assumed, but unproved, that excitation events are negligible and 50% of 
damage stems from one electron reduction and 50% stems from one electron oxidation.6  
However, the indirect effect has been believed to be the predominant contributor to 
radiation induced intracellular DNA damage.7   
        There are two basic types of radiation damage to the DNA molecule: strand breaks 
and base damages.  Strand breaks can be either single strand breaks or double strand 
breaks.  A single strand break (SSB) is a break in one of the sugar-phosphate chains and 
is usually simple to repair.  A type of damage involves both strands of the DNA helix, 
which are broken opposite to each other or within distance of few base pairs is called a 
double strand break (DSB).  This type of break is more difficult to repair and correlates 
with observable damage to chromosomes.  Base damage is one of the starting points for a 
mutation.  If a base is changed, information may be lost or changed.  It is known that 
certain illnesses have their origin in base changes and one assumption is that some 
radiation-induced cancers may be due to base changes.  This is one reason why it is 
important to get information about the processes that take place in the cell at the 
molecular level.  Also DNA damages may be composed of multiple damaged bases as 
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well as SSBs or DSBs formed within a few base pairs of each other.  This type of damage 
is called clustered damage.  Clustered damage is what makes ionization radiation quite 
different from other agents that cause DNA damage and it is less readily repaired than 
individual damages. 
The main objective of studies in radiation effects on DNA is to identify and 
describe the mechanisms and important factors leading from ionization to molecular 
changes those persevere at physiological temperatures.  On the other hand, the approach 
to this goal by studying DNA itself directly gives severe experimental difficulties.  The 
EPR pattern from irradiated DNA is a poorly resolved superposition of individual 
component patterns.  To overcome these difficulties, several different approaches have 
been encountered.  Among these, use of simple model systems, such as single crystals of 
isolated DNA constituents are ideal for understanding the radiation effects on DNA 
better.  One advantage of using crystalline samples is that the structure, molecular 
packing and the hydrogen bonds in the sample are known precisely from crystallographic 
studies.  The second advantage is that the microscopic homogeneity of the crystals 
ensures a better quantitative reproducibility of data.  These well-defined model systems 
can provide knowledge about radical structures, reaction mechanisms, free radical yields 
and strand break processes.  Extrapolation of these results to DNA requires additional 
steps such as description of proton transfer processes and will also be discussed in this 
dissertation. 
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Chapter 3 Principles of EPR and ENDOR spectroscopy 
3.1 Introduction 
The principal idea behind this work is to identify the direct ionization products of 
molecules.  After irradiation, some of the molecules in the sample gain or lose electrons 
and become paramagnetic free radicals.  Electron Paramagnetic Resonance (EPR) is a 
powerful tool to detect these free radicals.  The phenomenon is the magnetic resonance 
spectroscopy between the energy levels of the unpaired electrons.  EPR is useful because 
of its high specificity for detection and identification of paramagnetic species.  A basic 
limitation of EPR is its resolution.  Electron Nuclear DOuble Resonance (ENDOR) is a 
special type of spectroscopy which increases the effective resolution of EPR spectra and 
assists to study the hyperfine structure of free radicals.  This chapter focuses on the 
quantum mechanical description of EPR and ENDOR spectroscopies. 
 
3.2 Thermal Equilibrium and Spin Relaxation1-4 
Consider a macroscopic specimen containing an N number of non-interacting 
spins.  The application of a static magnetic field, Bz to this system results in a splitting of 
energy levels in to two components as shown in Fig.  3.1. 
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h g Bν β=
|α〉
| β 〉
1
2s
m = +
1
2s
m = −
 
Figure 3.1 Electron spin levels in a magnetic field 
 
 
Suppose that there are nα spins in the upper state and nβ in the lower.  At thermal 
equilibrium, there is a slight excess of spins in the lower state which gives rise to a small 
temperature dependent paramagnetism.  According to the Maxwell-Boltzmann 
distribution law, the relative population of the two levels is given by  
g BE
kT kTn e e
n
βα
β
−−∆= =  (1) 
Let N be the total number of spins in the system, n be the population difference and n0 be 
the population difference at equilibrium.   
0 0
0
( )
(
( )
N n n
n n n
n n n
)
αβ
αβ
αβ
= +
= −
= −
 (2) 
Where 0nα  and 
0nβ  are the number of spins in the upper and lower states at equilibrium 
respectively.  Then 
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0 0
0 n nn
N n n
αβ
αβ
⎛ ⎞⎜⎜ ⎟⎝ ⎠
−= + ⎟  (3) 
For a K-band spectrometer (23GHz), the above ratio is 0.0018 at 300K and 0.1366 at 4K.  
Only lowering the temperature to 4K makes the ratio approximately 75 times larger.  
Also nα  and nβ  can be written as   
1 ( )
2
1 ( )
2
n N
n N
α
β
= −
= +
n
n
 (4) 
When an additional field is applied by the microwave radiation, three processes can 
occur.  They are absorption, induced emission and spontaneous emission.  The rate of 
absorption depends on 0nβ  and the intensity of radiation.  The transition probability of 
induced emission is identical to that of absorption, but the rate is slower by a factor of 
( 0nα /
0nβ ).  The spontaneous emission does not give a reasonable contribution to the 
transition rate at microwave frequencies.3  Therefore, the change in population in lower 
and upper levels is mainly due to absorption and induced emission.  Let the induced 
transition probabilities are V↑  for the transitions from β  to α  state and V  for the 
reverse transitions.    
↓
        If a time-dependent perturbation V(t) is applied to any system with discrete energy 
levels, the and  ↓  transition probabilities between two levels are the same.  
ThereforeV V .  It is expected that the rate of change of populations in the 
states will follow first order kinetics and then the rate of change of population of the  
↑
V↑ ↓= ≡
α  
state is given by  
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( )
V V
V n n Vn
dn n n
dt
αβ
α αβ ↑ ↓
= − =
= −
 (5) 
Substituting equation (4) in equation (5) 
1
2
1 ( )
2
d dn Vn
dt dt
N n ⎛ ⎞= − =⎜ ⎟⎝ ⎠
−
 (6) 
So that 
2dn Vn
dt
= −  (7) 
The solution to the above equation can be written as  
( ) 20 Vtn n e−=  (8) 
Where n(0) is the population difference at time t = 0.  Although the system starts with 
an initial population difference, the above equation sates that it decays exponentially with 
time and the effect of radiation will equalize the populations of the two levels eventually.  
This condition is called as complete saturation.  Let us consider the rate of absorption of 
energy from the radiation field, 
dE
dt
 which is given by 
( ) ( )dE n V E E n V E E nV Edt α β α β α β↓ ↑= − + − = ∆  (9) 
This equation shows that the rate of absorption of energy depends on the population 
difference between the two levels and 0dE
dt
→  if .  Therefore it will not be 
possible to detect an EPR signal from this type of system since there is no net energy 
transfer from the radiation to the spins.  But in real systems spins interact with their 
0n →
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environment (lattice).  Thus most of the excess energy is removed, and a population 
difference is maintained in the spin system.  This exchange of energy is accomplished by 
lattice-induced transitions between spin levels.   
Let W  and W  be the lattice-induced transition probabilities from ↑ ↓ β  to α  state 
and, and vice versa respectively.  The rate of change of populations in the states can be 
written as 
dn n W n W
dt
dn
n W n W
dt
α
β α
β
β α
↑ ↓
↑ ↓
= −
= − +
 (10) 
Suppose we have non-equilibrium case and from equations (2) and (10) 
2 2dn n W n W
dt α ↓
= − β ↑  (11) 
Using equation (4), we can rewrite equation (11) as 
( ) ( ) ( ) (dn N n W N n W N W W n W W
dt ↓ ↑ ↓ ↑ ↓
= − − = = − − + )↑  (12) 
At equilibrium case, 0dn
dt
= ; hence, from equation (12) 
0( ) (N W W n W W↓ ↑ ↓ )↑− = +  (13) 
Then equation (12) becomes 
0( )(
dn n n W W
dt ↓
= − + )↑  (14) 
The solution to equation (14) can be written as 
( ) 1( )0 01 1 tW W t Tn n e n e↑ ↓ ⎛ ⎞−⎜ ⎟− + ⎝ ⎠⎛ ⎞= − = −⎜⎝ ⎠⎟  (15) 
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 Where 1 1T W W↑ ↓
⎛= ⎜ +⎝ ⎠
⎞⎟ .  Equation (15) shows that if the sample is disturbed from 
equilibrium the magnetization recovers exponentially to its thermal equilibrium value.  
On the other hand, the magnetization will go up to its thermal equilibrium with the same 
time constant if an unmagnetized sample is suddenly subjected to a magnetic field.  This 
time constant is the spin-lattice relaxation time which is the time for spin system to lose 
1/e fraction of its excess energy.5 
The total rate of change of population difference is the sum of the rates due to the 
radiation (absorption and induced emission) and spin-lattice relaxation, 
0
1
2 n ndn Vn
dt T
⎛ ⎞−= − + ⎜⎝ ⎠⎟
 (16) 
At equilibrium (steady state) condition, in which the population difference is maintained 
0
11 2
nn
VT
⎛ ⎞= ⎜ +⎝ ⎠⎟
 (17) 
From equations (9) and (17), the rate of absorption of radiation energy is given by, 
0
11 2
dE VnV E n h
dt VT
ν ⎛ ⎞= ∆ = ⎜ +⎝ ⎠⎟  (18) 
 
But P is directly proportional to the square of the radiation field amplitude and in order to 
minimize saturation one should use low powers (weak microwave fields).  It is relatively 
easy to avoid saturation as long as . 12 1VT 
The above discussion is about two level EPR resonance and hence only one 
lattice-induced transition probability.  But in the ENDOR case, at least four energy levels 
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involve and open additional relaxation paths for energy dissipation.6-9  This will increase 
the lattice-induced transition probabilities and shorten the spin-lattice relaxation time.  
Also there will be an enhancement of the EPR signal, and it increases as  decreases. 1T
 
3.3 The Spin Hamiltonian: Terms affecting paramagnetism2, 3, 10 
The spin Hamiltonian, invented by Abragam and Pryce in 1951, and is 
constructed from the overall Hamiltonian.  It is a very useful mathematical tool in EPR 
spectroscopy.  Let us consider the complete Hamiltonian, of a free atom.  It represents 
the total energy of the system which can be considered as the sum of all energy 
contributions.  Obviously, some contributions are relatively more significant than others. 
H
  (19) 
=
= ∑8
1
i
i
H H
1H  is a combined term expressing the total kinetic energy of the electrons, the coulomb 
attraction between the electrons and the nuclei, and the repulsion between the electrons.  
This is the dominant term in the overall Hamiltonian, but contains spin operators and is 
not explicitly included in the spin Hamiltonian.  The magnitude of this interaction is 
about 10eV. 
2H  is the term describing the potential energy which arises from the electrostatic field of 
the neighboring atoms.  This term has a magnitude of about 1eV and plays a large part in 
single crystal studies.   
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3H  represents spin-orbit coupling and can be expressed by λL•S
KK
, i.e.  an interaction of 
orbital angular momentum L with electron spin S.  The constant λ may be positive or 
negative.  The magnitude of this interaction is generally between 10-2 – 10-1eV. 
4H  is the electron Zeeman term that is mainly responsible for paramagnetism and can be 
expressed by 
(e )B L g Sβ= +
KK K Ii4H i  (20) 
In a free radical, where there is no spin-orbit coupling, the expectation value of the orbital 
magnetic moment L is zero.  Therefore 
eB g Sβ=
KK Ii i4H  (21) 
Where  is the electronic g-tensor and gI eβ is the Bohr magneton.   
5H  describes small terms involving magnetic interactions between electrons.   and 
 have same order of magnitude of 10
4H
5H
-4eV but can be ignored in free radical cases. 5H
6H  is the term for interaction with nuclear spins.  It arises due to magnetic interaction 
with the magnetic moment of the nucleus and due to the electrostatic interaction with the 
electric quadrupole moment Q of the nucleus.  The latter is very small (about 10-8eV) and 
can be neglected in most cases.  In addition, the metal ions, which have nuclear spins 
greater than ½, have considerable quadrupole moments.  The magnetic interaction is of 
the order of 10-6eV and one of the most important terms in EPR studies of free radicals.  
This gives rise to the hyperfine levels and can be expressed as 
I A S= I KKi i6H  (22) 
Where I
K
is the nuclear spin and A
I
 is hyperfine coupling tensor. 
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7H  is the nuclear Zeeman term, which is small (about 10
-7eV) enough to neglect.  But in 
ENDOR spectroscopy this becomes extremely important and can be written as 
n ng B Iβ= − K Ki7H  (23) 
Where  is the nuclear g-factor and ng nβ is the nuclear magneton. 
8H  is the term mainly responsible for diamagnetism which plays no role for free radicals 
and has a magnitude in the order of 10-8eV. 
Then the total spin Hamiltonian,  can be written as SH
= + + + +S 2 3 4 6H H H H H H7
n nβ
 (24) 
But , and are the only terms contribute to paramagnetism and therefore they 
are the only terms of interest here.  Then the  for a free radical in which one unpaired 
electron interacts with one proton is 
4H 6H 7H
SH
eB g S S A I g B Iβ= + + = + −
IK KK K K KIi i i i iS 4 6 7H H H H  (25) 
gI  is isotropic for most free radicals but not, in general, for paramagnetic ions.  The value 
for  for a free spin is 2.00232 and g gI  will be replaced with isotropic  later in this 
chapter. 
eg
 
3.4 Perturbation approach to Spin Hamiltonian and Zero-Order Energies1, 3, 4, 11 
The three magnetic interactions, discussed in the previous section, B S
KKi , B IK Ki  and 
 are dividing the operator in to two different parts, S I
K Ki SH ( )0SH , the main Hamiltonian, 
and , a small perturbation as shown below. 'SH
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( ) ( )
e e n n
e e n n
g B S S A I g B I
g B S S A g B I
β β
β β
= + −
= + − =
IK KK K K Ki i i i
IK KK K Ki i i
S
0 '
S S
H
H H S+ H
 (26) 
Where  is  and  is ( )0SH e eg B Sβ
KKi 'SH ( )n nS A g B Iβ−IK K Ki i .  At the field strengths used in 
this investigation (~8500 Gauss), the electron Zeeman energy term,  is much 
larger (~GHz) than the other terms (~MHz).  Therefore,  is small enough to be a 
genuine perturbation.   
e eg B Sβ
KKi
'
SH
Let the zero-order unperturbed energies beε ( 0 )n  and the corresponding eigenfunctions be 
φ ( 0 )n .  Then the modified energies,  and the wave functions, nE nΨ  due to perturbation 
can be written as 
(0) (0) (1) (2)
n n n n n
m n m n
m n n m
E n nε ε ε εε ε≠= + − = + +−∑
' '
S S'
S
H H
H  (27) 
(0)
n n
m n m n
m n
mφ φε ε≠Ψ = − −∑
'
SH
 (28) 
The two additional terms in equation (27) are the first-order and the second-order 
corrections to the energy ( (1)nε  and (2)nε  respectively).   
The value of S for an electron is ½.  There are two allowed components of the 
spin along any chosen direction most commonly taken as Z.  If Z is defined as the 
direction of B
K
, then 
( )
e e e e zg B S g BSβ β= =
KKi0SH  (29) 
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Consider two possible electron spin states eα  and eβ  with spin quantum numbers 
1
2sm = +  and 12−  respectively.  Then 
1
2
1
2
z e e
z e e
S
S
α α
β β
= +
= −
 (30) 
Thus, the zero-order energy values for the two states are given by 
1
2
1
2
1
2
e e
e e
g B
g B
α ε e
e
β
β ε β
⇒ =
⇒ = −
 (31) 
 
3.5 The First-Order Hyperfine Energies and EPR and ENDOR transitions 
Let us now consider the effect of perturbation,  on the zero-order wave 
functions.  As indicated in equation (26), 
'
SH
( )n nS A g B Iβ= −IK K Ki'SH i .  Let us define a 
unit vector,  in the direction of the magnetic field as lˆ
ˆ ˆˆ ˆ
x y z
Bl l i l j l k B B l
B
= = + + ⇒ = =
K
ˆ ˆBl
K KK  
and then the z-component of S
K
 will be aligned with the external magnetic field, i.e.  
.  Therefore S  can be written as ˆzS S=
K
zl
K
ˆ
x yS S S S= + +
K K K
zl  (32) 
Substituting this in the spin Hamiltonian gives 
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( )
( )
( ) ( )
ˆ ˆ
ˆ ˆ
ˆ ˆ
e e n n
e e z n n x y z
e e z x y z n n
g Bl S S A I g Bl I
g BS g Bl I S S S l A I
g BS S S A I S l A g Bl I
β β
β β
β β
= + −
= − + + +
= + + + −
IK K K Ki i i i
IK KK Ki
I IK K
i i
K Ki i i i
SH
 (33) 
The term ( )x yS S A+ IK K Ki iI  will not contribute to the first order energies since 
, ,s x sS m S S m = 0  and , ,s y sS m S S m 0= .  Therefore the spin Hamiltonian 
including the first order correction is 
( )ˆe e z z n ng BS S l A g Bl Iβ= + − ˆβI KiSH i  (34) 
Let us define ( )ˆ ˆz n nS l A g Bl Zβ− ≡I nKi , the z-direction of the nuclear spin.  Then 
ˆn n nZ Z z=
K K
, where  is the unit vector along ˆnz nZ
K
.  Also I
K
 can be written as 
ˆx y zI I I I z= + +
K K K
n  (35) 
Substituting this in equation (34) gives  
ˆ
ˆ ˆ
e e z n e e z n n
e e z z n n z
g BS Z I g BS Z z I
g BS S l A g Bl I
β β
β β
= + = +
= + −
K K Ki i
Ii
S
S
H
H
K
 (36) 
The value of S for an electron is ½ and the value of I for a proton is ½.  Each orientation 
of the electron spin can be associated with either of the two nuclear spin orientations.  
Therefore, the appropriate wave functions contain the product of relevant electron and 
nuclear states.  Then the first-order energies are given by 
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,
1
2 2
ˆ ˆ
2ˆ ˆ ˆ ˆ
s Im m s I s I
e e s s n n I
n n
e e s I s n n
s s
E m m m m
g Bm m l A g Bl m
g Bg Bm m m l A A l g Bl A l
m m
β β
ββ β
=
= + −
⎧ ⎫⎛ ⎞⎪ ⎪= + − +⎨ ⎬⎜ ⎟⎝ ⎠⎪ ⎪⎩ ⎭
Ii
I I Ii i i i i
SH
 (37) 
There are four possible combinations for s Im m  and hence for the energy levels.  They 
can be written explicitly as  
( ){ }
( ){ }
( ){ }
( ){ }
1
2 21 1
2 4
1
2 21 1
2 4
1
2 21 1
2 4
21 1
2 4
ˆ ˆ ˆ ˆ4 4
ˆ ˆ ˆ ˆ4 4
ˆ ˆ ˆ ˆ4 4
ˆ ˆ ˆ ˆ4 4
e e n n n n
e e n n n n
e e n n n n
e e n n n n
E g B l A A l g Bl A l g B
E g B l A A l g Bl A l g B
E g B l A A l g Bl A l g B
E g B l A A l g Bl A l g B
β β
β β
β β
β β
+ +
+ −
− +
− −
= + − +
= − − +
= − − + +
= − + + +
I I Ii i i i i
I I Ii i i i i
I I Ii i i i i
I I Ii i i i i
β
β
β
β 12
 (38) 
 
The subscripts in Exx indicate the sign of sm  and  respectively. Im
First-order EPR transitions: If the hyperfine coupling tensor A
I
 is isotropic, we 
can replace it with the isotropic coupling constant,  in energy units.  Then the four 
energy levels in equation (38) can be simplified to 
0a
1 1 1 1
2 2 4 20 1
1 1 1 1
2 2 4 20 1
1 1 1 1
2 2 4 20 2
1 1 1 1
2 2 4 20 2
e N e e n n n n
e N e e n n n n
e N e e n n n n
e N e e n n n n
E g B g B a g B
E g B g B a g B
E g B g B a g B
E g B g B a g B
α α β β ε β
α β β β ε β
β α β β ε β
β β β β ε β
+ +
+ −
− +
− −
⇒ = − + = − +
⇒ = + − = + −
⇒ = − − − = − +
⇒ = − + + = + −
1
4 0
1
4 0
1
4 0
1
4 0
a
a
a
a
 (39) 
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The selection rule for an electron spin transition is 1sm∆ = ±  and those correspond to a 
change in spin angular momentum by ±= .  A photon has an intrinsic angular momentum 
of .  Therefore, when a photon is absorbed, = 1sm∆ = + , then  must remain 
unchanged to conserve the total angular momentum.
Im
12 Hence, the selection rules are 
 and  for allowed EPR transitions.  For solid state systems, these 
selection rules break down due to the mixing of states at high magnetic fields (see Sec.  
3.6). Based on the above selection rules the two possible transitions are between states 
1sm∆ = ± 0Im∆ =
e N e Nα α β→ α  and e N e Nα β β→ β .  The energies for these transitions can be 
written as 
1
21
1
22 0
( )
( )
e e
e e
E E E g B
E E E g B
0a
a
β
β
+ + − +
+ − − −
∆ = − = +
∆ = − = −  (40) 
In a typical EPR experiment, the microwave frequency (ν) is kept constant while 
scanning the magnetic field (B).  Therefore, both transitions occur after absorbing the 
same amount of energy of hν but at two different magnetic field values B1 and B2.  Where 
1
2 0
1
e e
hB
g
aν
β
−=  and 12 02
e e
hB
g
aν
β
+= .  The separation between the two EPR 
absorption lines is equal to  (in energy units) as shown in Fig.3.2.   0a
In EPR experiments, most radicals have more than one coupling, and most 
samples have more than one radical.  Then the overall pattern is a superposition of those 
from all radicals and all couplings.  This overlapping of spectra complicates the 
identification of individual radicals and the analysis of their hyperfine couplings.  The 
ENDOR technique plays an important role at this point.  It produces a separate absorption 
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line for each proton coupling and gives a chance to evaluate these hyperfine couplings 
separately.   
 
 
B1 B2
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A
bs
or
pt
io
n
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Figure 3.2 Sample EPR spectrum showing the 
magnetic field positions and the hyperfine splitting 
 
  
First-order ENDOR transitions:1, 3 ENDOR is a double resonance technique that 
provides an alternate method to determine the hyperfine splittings.  Here the external 
photon fields drive the electron and nuclear spin transitions simultaneously.  The 
microwave frequency (~24GHz) drives the electron transitions and the radio frequency 
(~35 – 95MHz) drives the nuclear transitions.  Further we assume that the electron and 
nuclear spins relaxation are completely two independent processes and hence the 
saturation of the electron resonance does not alter the nuclear spin populations.  To do an 
ENDOR experiment, it is necessary to sweep the radio frequency slowly through an 
appropriate range while keeping the magnetic field at a constant value (field at which the 
EPR resonance occurs).  The main advantage of ENDOR technique is that we can 
measure very small hyperfine splittings under conditions where the hyperfine structure of 
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the EPR spectrum contains many lines those are overlapped.  An ENDOR spectrum gives 
only one line for each distinct group of nuclei with a particular hyperfine splitting 
constant and the line width is much narrower than that for the EPR absorption line.  
Therefore it is much better resolved than the EPR spectrum.  For example, EPR hyperfine 
structure has approximately 2n lines for n nuclei. 
The selection rules for the allowed ENDOR transitions are  and 
.  Therefore the two possible transitions are between states 
0sm∆ =
1Im∆ = ±
e N e Nα α α→ β  and e N e Nβ β β α→ .  Let the two frequencies where the 
resonances occur be ν1 andν2.  Then, the transitions occur after absorbing hν1 and hν2 
energies at a constant magnetic field (B). 
( ){ }
( ){ }
1
2 2
1
1
2 2
2
1 ˆ ˆ ˆ ˆ( ) 4 4
2
1 ˆ ˆ ˆ ˆ( ) 4 4
2
n n n n
n n n n
h E E l A A l g Bl A l g B
h E E l A A l g Bl A l g B
ν β
ν β
+ + + −
− − − +
= − = − +
= − = + +
β
β
I I Ii i i i i
I I Ii i i i i
 (41) 
The equation (41) can be rewritten using the nuclear Zeeman (free proton) frequency, nν , 
that is equal to /n ng B hβ  . 
( ){ }
( ){ }
1
2 2
1
1
2 2
2
1 ˆ ˆ ˆ ˆ4 4
2
1 ˆ ˆ ˆ ˆ4 4
2
n n
n n
h l A A l h l A l h
h l A A l h l A l h
ν ν
ν ν
= − +
= + +
I I Ii i i i i
I I Ii i i i i
ν
ν
 (42) 
By squaring the both sides of the above equation and dividing both sides by h2, the 
observed frequencies can be given as 
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{ }
{ }
2 21
41
2 21
42
ˆ ˆ
ˆ ˆ
n
n n
l A A A l
l A A A l
ν ν ν
ν ν ν
nν ν ν
ν ν ν
= −
= +
I I Ii i i
I I Ii i i
+
+
 (43) 
Where AA hν =
II
 is the hyperfine coupling tensor in frequency units.  For the isotropic 
case, A aν ν→
I
, the isotropic coupling constant in frequency units as shown in Fig.3.3.  
Then 
1 2, 2n
aνν ν ν= ±  (44) 
 
ν1,2
aν
νν1,2νn ~ 36 MHz  
Figure 3.3 Sample ENDOR spectrum showing the observed frequencies and the 
hyperfine splitting. 
 
 
Determination of the elements of the Hyperfine Coupling Tensor, A
I
: The 
hyperfine coupling tensors are keys to the identification of paramagnetic radiation 
products.  They are typically not isotropic and have considerable amount of anisotropy.  
The A
I
 tensor is usually reported by listing the three principal values and the direction 
cosines of the principal axes of the tensor.  The direction cosines are defined with respect 
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to some orthogonal set of axes fixed with respect to the molecular structure or with 
respect to a set of crystal axes.  Let us construct a tensor T
I
 such that 
{ } 214 1 ˆ ˆnT A A A l T lν ν ν 2nν ν= − ⇒ =I I II Ii ν+i i
ˆ
 (45) 
Where ˆ ˆ ˆx yl l i l j l= + + zk  is the unit vector along B
K
 and T
I
 is a real 3x3 symmetric 
matrix. 
( )
( )2 2 2
ˆ ˆ
2
xxx xy xz
x y z yx yy yz y
zx zy zz z
x xx y yy z zz x y xy x z xz y z yz
lT T T
l T l l l l T T T l
T T T l
l T l T l T l l T l l T l l T
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
= + + + + +
Ii i
 (46) 
Hence, the observed ENDOR frequencies obsν  relate to the elements of T  as follows 
I
( )2 2 2 2 2 2obs n x xx y yy z zz x y xy x z xz y z yzl T l T l T l l T l l T l l Tν ν− = + + + + +  (47) 
For a known magnetic field direction , the only unknowns are the six elements of Tlˆ
I
.  
Here  and the unknown elements can be determined by six 
independent equations of (47).  This can be done by a linear fitting analysis
2 2 2 1x y zl l l+ + =
13 of the data 
for three independent rotations.  The tensor T
I
 is a polynomial function of tensor A
I
 and 
the eigenvalues of T , 
I
Tλ , relate to those of A
I
, Aλ , by 214T A n Aλ λ ν λ= − .  The 
eigenvectors of A
I
 are the same as those of T
I
. 
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3.6 The Second-Order Hyperfine Interaction and Forbidden transitions 
As discussed in Section 3.5, the spin operator can be written as 
ˆ
x yS S S S= + +
K K K
zl  and the term ( )x yS S A+ IIK K Ki i  did not contribute to the first order 
corrections.  But it will contribute to the second order corrections.  For illustration 
purpose, only the simplified isotropic case,  of 0a A
I
 will be considered here.  Then the 
spin Hamiltonian to the second order correction can be written as 
( ) ( )
( ) ( ) ( )1 2
0 0
0
e e z z n n z x x y yg BS S a g B I a S I S Iβ β= + − + +
= + +
S
' '
S S S S
H
H H H H
 (48) 
To evaluate the effect of the term 
( ) ( )2 0 x x ya S I S I= +'SH y  on the electron and nuclear 
spin states, it is convenient to define four new operators called “shift operators” such that 
x y x y
x y x
S S iS I I iI
S S iS I I iI
+ +
− −
= + = +
= − = − y
 (49) 
The important relations hold for the above operators are 
0
1
0
1
e
e e e e
e
e e e e
S
S S
S
S S
α
β α α β
β
α β β α
+
+ +
−
− −
=
= ⇒
=
= ⇒
=
=
 (50) 
When  operates on a spin function it raises the S + sm  value by 1 and when  operates 
it lowers the 
S−
sm  value by 1.  The nuclear spin shift operators operate on the nuclear spin 
functions in the same way. 
 
 34
0, , , 0N N N N N NI I I Iα β α α β β+ + − −= = = =  (51) 
The term 
( ) ( )2 0 x x ya S I S I= +'SH y  becomes ( ) ( )2 012 a S I S I+ − − += +'SH .  From 
equations (50) and (51) it is clear that the operator S I+ −  gives zero unless it acts on the 
state e Nβ α  shifting it to e Nα β .  Similarly S I+ −  exterminates all states except 
e Nα β .  The only non-zero matrix elements of the two operators are 
1
2 0e N e NS I aα β β α+ − =  and 12 0e N e NS I aβ α α β+ − = .  This shows that the 
states e Nα α  and e Nβ β  are unaffected and the states e Nα β  and e Nβ α  are mixed 
together.  By constructing and diagonalizing the complete matrix of the operator sH , the 
energies to second order can be written as 
 
( ) ( )
( ) ( )
1 1 1
2 2 41 0
2 2
0 01 1 1
2 2 42 0
2 2
0 01 1 1
2 2 43 0
1 1 1
2 2 44 0
4 4
4 4
  
  
     
e e n n
e e n n
e e n n e e n n
e e n n
e e n n e e n n
e e n n
E g B g B a E
a a
E g B g B a E
B g g B g g
a a
E g B g B a E
B g g B g g
E g B g B a E
β β
β β β β β
β β
β
β β β
β β
+ +
+ −
− +
− −
= − + =
= + − + = ++ +
= − − − − = −+ +
= − + + =
β
 (52) 
 
Also their modified wave functions can be written as 
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( )
( )
1
0
2
0
3
4
2
2
e N
e N e N
e e n n
e N e N
e e n n
e N
a
B g g
a
B g g
α α
α β ββ β α
β α αβ β
β β
Ψ =
Ψ = + +
Ψ = − +
Ψ =
β
 (53) 
 
The second-order EPR spectrum - forbidden transitions:1, 3, 11 In Section 3.5, we 
discussed two types of allowed transitions, where only the electron spin changes (EPR) 
and only the nuclear spin changes (ENDOR).  The transition probability, , from state 
n to state m is proportional to
nmP
14 
( ) 21nmP n t m∝ H  (54) 
Where is the part of the Hamiltonian that appears due to the oscillating part of the 
magnetic field, 
( )1 tH
( ) ( )1 e et g S Bβ= 1 tK KK iH , which can be expressed as 
( ) ( )1 1 1 1ˆ ˆ ˆx y zB t B x B y B z Cos tω= + + .  The oscillating field along z-direction simply 
modulates the spin system and triggers no energy absorption.  Therefore the part 
perpendicular to the static magnetic field, B  causes the transitions and the equation (54) 
can be rewritten as 
2
nmP n S S m
+ −∝ +  (55) 
The transitions e N e Nα α β α→  and e N e Nα β β→ β  have equal probabilities 
and hence equal intensities (neglecting the slight effect due to thermal population 
difference).  Since the second order perturbation treatment alters the energy levels the 
 36
above two transitions occur at slightly different energies.  The small changes in the spin 
wave functions reduce their intensities slightly but still keep the separation between the 
two lines unaltered at . 0a
In addition to the above two, a third kind of transition e N e Nα β β α→ , where 
both spins change is now weakly allowed.  This transition is strictly forbidden in first-
order and allowed in second-order only if the oscillating magnetic field is polarized 
parallel to the static magnetic field (z-direction).  Replacing the mixing coefficient 
( )0 2 e e n na B g gβ β+  in equation (53) with µ , the perturbation 1e e z zg B S Cos tβ ω  has 
a matrix element  
2 3z e N e N z e N e NS Sα β µβ α β α µα βΨ Ψ = + − = −µ  (56) 
The corresponding transition probability is proportional to 2µ .  Since µ  is very small, 
2µ  is negligible at high fields.  However, at low fields the transition will be detectable.  
The selection rule for this forbidden transition is 1sm∆ =  and .  Fig. 3.4 
shows the effect of each term in equation (48) and the possible transitions. 
1Im∆ =
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Figure 3.4  Spin energy levels and allowed EPR transitions for a system S = ½ and I = ½ 
showing the effects of successive terms in the spin Hamiltonian.  Vertical solid arrows indicate 
the “allowed” transitions and the dashed arrow indicates the “forbidden” transition.  (a) 
Electron Zeeman Interaction.  (b) Addition of the first-order hyperfine interaction.  (c) Addition 
of the nuclear Zeeman interaction.  (d) Addition of the second-order hyperfine interaction.    
 
 
So far we considered the results up to the second order corrections.  Of course, a full 
diagonalization of the spin Hamiltonian matrix gives exact results. 
 
3.7 Origin of the Hyperfine Interaction and the EPR spectrum 
Most EPR spectra are split into a number of lines which generally have simple 
intensity ratios.  The magnetic interaction between the electron spin and the neighboring 
nuclear spins is the reason for this splitting.  This hyperfine interaction is electromagnetic 
and gives rise to hyperfine structure in the spectra.  From equation (31) the basic 
resonance condition for a free electron can be written as 
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e eE h g Bν β∆ = =  (57) 
A nearby magnetic nucleus gives rise to a local field,  such that the total magnetic 
field,  experienced by the electron is 
localB
TB T localB B B= +
K K K
.  Thus, equation (57) can be 
rewritten as  
( )e e localh g B Bν β= +  (58) 
This means the value of B required to achieve resonance depends on .  Similarly, 
the nuclear spin is oriented in a magnetic field which is the combination of B and the 
field due to the electron.  There are 
localB
( )2 1I +  distinct nuclear spin states and each of 
these gives a different value of .  Therefore there are localB ( )2 1I +  different values of B 
which satisfy equation (58) and the spectrum is thus split in to ( )2 1I +  lines. 
Let us now consider the hyperfine interaction tensor A
I
 described in the spin 
Hamiltonian which can often be divided in to isotropic and anisotropic part.  The 
mechanism that responsible for hyperfine interaction is the magnetic dipolar interaction 
between the electron spin and the nuclear spin magnetic dipoles.  The classical interaction 
energy between two magnetic dipoles is given by15 
( )( )
3 5
3 e Ne N r rE
r r
µ µµ µ= −
K K K KK K i ii
 (59) 
Where  is the vector between the two dipoles and rK eµ  is the electronic magnetic 
moment .  For quantum mechanical systems, the magnetic moments must be 
replaced by their corresponding operators.  Then the Hamiltonian becomes 
( e eg Sβ− K )
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( )( )
3 5
3
aniso e e N N
S r I rS Ig g
r r
β β ⎛ ⎞⎜= − −⎜⎝ ⎠
⎟⎟
K KK K K Ki ii
H  (60) 
Integrating the space dependent term over the electronic wave function gives 
( ) 31ˆˆ1 3aniso e e N Ng g S rr Irβ β= − −IK KiH i  (61) 
where  is the unit tensor.  The 1
I
3
1
r  dependence of  creates the possibility that it 
becomes infinite at  .  However, this is an issue only for s-orbitals.  Since the r-
dependence of any orbital of non-zero l makes 
anisoH
0r =
3
1
r  go to zero exponentially as 
.  For symmetric orbitals 0r → ˆ ˆ.r r 0= , but is non-zero for others (p, d, f, etc).  
Therefore, the anisotropic term is zero for symmetric orbitals and only the p- or higher 
order-orbitals will contribute.  Expanding the anisotropic term in Cartesian coordinates 
yields a symmetric tensor with zero trace and the coefficients of the tensor become3 
2 2
5
5
3
3 , ,
ii e e N N
ij e e N N
r iA g g
r
ijA g g i x y z
r
β β
β β
−= −
= =
 (62) 
The isotropic part isoA  arises from the coupling between the magnetic moments of 
the electron and the nucleus through a contact interaction.  It depends solely on the 
unpaired spin density at the position of the nucleus.  The quantum mechanical origin of 
the contact interaction was given by Fermi16 and the quantum mechanical operator for 
this can be formulated as15 
( ) ( ) ( ) 28 3 8 3 0iso N e e N NM g g S Iπ µ π β β= − = ΦKK KK iH i  (63) 
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Here M
K
 is the magnetization or magnetic moment per unit volume due to the spin of the 
electron ( )( )20e eg Sβ ΦK , Nµ  is the nuclear magnetic moment ( )N Ng Iβ K  and ( ) 20Φ  
is the probability of finding the electron at the nucleus.  Since ( ) 20Φ  is zero for the 
orbitals with 0l ≠ , this interaction vanishes for those orbitals.   
As mentioned before the magnetic hyperfine interaction is a sum of both contact 
and dipolar contributions and the hyperfine Hamiltonian can be written as 
.  Since the anisotropic part of the tensor is traceless, the isotropic 
coupling constant can be given as 
hyp S A I=
IK Ki iH
( )0 13a Tr= IA  (64) 
The anisotropy of the dipolar components helps to identify the type of the hyperfine 
coupling and to obtain the geometrical information of the radical. 
 
3.8 Types of Hyperfine Couplings 
Hyperfine coupling patterns provide the initial evidence for the radical 
identification.  Commonly detected radicals from organic molecules damaged by 
radiation may exhibit direct and indirect types of hyperfine interactions.  In both these 
interactions the unpaired electron interacts with a magnetic nucleus.  The following 
illustration shows a radical which has a group of atoms.  The “ ” represents the unpaired 
electron spin density and it is localized on atom X. 
i
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When the unpaired electron interacts with the nucleus of the atom where it 
localizes, it is called the direct type interaction.  The molecules involve in this study 
contain only 12C, 16O, 14N and 1H or 2H.  Since 0I =  for 12C, 16O and 2H the only 
magnetically active nuclei are 14N, 1I =   and 1H, 12I = .  A common example for the 
direct interaction is the coupling to 14N i .  Actually, 14N i  coupling has isotropic and 
anisotropic components.  The anisotropic components follow (b, -b/2, -b/2) ratio.  It terns 
out that the isotropic component is approximately b/2.  This coupling goes to minimum 
when the external magnetic field is perpendicular to the p-orbital and becomes maximum 
when the field is along the p-orbital.  The 14N coupling is observable in EPR. 
Unpaired electrons may also interact with nuclei of neighboring atoms.  If the 
magnetic nucleus is one bond away from the unpaired electron (Y or Hα), it is called an 
α-coupling.  The coupling is called a β-coupling when it is two bonds away (Z or Hβ) and 
a γ-coupling when it is three bonds away (Hγ) from the unpaired spin.  Since the magnetic 
interaction is a dipole interaction, it is proportional to r-3.  Therefore, the couplings to γ or 
higher order nuclei have significantly small dipolar values and those couplings are not 
considered in this work. 
α - type couplings: α-couplings are typically highly anisotropic and have three 
distinct eigenvalues.  For the classic  fragment, their magnitudes are C H> −i
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approximately in the ratio .  The isotropic component is negative due to the 
spin polarization.
3 : 2 :a a a
1, 3  To explain this, let us consider an isolated  fragment with 
one π electron on it.  Three of the valence electrons involve with three bonds making sp
C H> −i
2 
hybridization.  The unpaired electron occupies in the 2pz carbon orbital and this orbital is 
perpendicular to the plane of the three trigonal bonds.  This unpaired spin on the α-
carbon causes a polarization of electron spin in the bond through the exchange interaction 
and the two possibilities for the orientation for the spin in the σ-bond are shown in Fig. 
3.5. 
 
 
C H
 B  
C H
 
Figure 3.5 Possible orientations for the spins on the electron pair 
involved in the σ-bond between the carbon and α-proton.  (a) Spins in 
2pz orbital and σ-bonding orbital are parallel.  (b) Spins in 2pz orbital 
and s-bonding orbital are anti-parallel.
(b) (a) 
 
 
 
 
 
 
 
It can be seen that with spin ↑  in the carbon 2pz orbital there are two possible 
configurations for the electron in the carbon sp2 orbital and the hydrogen 1s orbital.  The 
1s electron and the electron in the sp2 orbital follow the Pauli Exclusion Principle.  If, 
however, the interaction between the σ and π systems is taken in to account, structure (a) 
is slightly preferred because of the favorable exchange interaction between the π electron 
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and the carbon σ electron, where the two spins in the 2pz and sp2 orbitals are parallel and 
the two spins in the 2pz and 1s orbitals are anti-parallel.1  For this reason the spin density 
and the hyperfine coupling constant are both negative.   
In α-coupling the proton that gives the interaction is identified by the eigenvector 
of the “most positive” dipolar component and it is along the bond.  The eigenvector of the 
intermediate eigenvalue is along the p-orbital and that of the maximum eigenvalue is 
perpendicular to the eigenvectors of both the minimum and intermediate eigenvalues.17, 18  
In aromatic radicals the unpaired electron is delocalized, so that the average unpaired spin 
population of a particular carbon 2pz orbital is significantly smaller than unity.  To a good 
approximation, the isotropic value of the α-coupling, isoaα  relates to the unpaired spin 
density on carbon atom, cρ  by  
iso ca Q
α α ρ=  (65) 
which is called McConnell’s relation.19  Here Qα  is a “constant”.  This relation is true 
not only for carbon but also for nitrogen.  Typical Qα  value is -72.8MHz20 for 
pyrimidine carbon and -80.0MHz21, 22 for the imidazole carbon and nitrogen.   
The isotropic value of the hyperfine coupling depends on the radical geometry 
and hence affects the spin density estimation.23  In some radical geometry, there may be 
non-planarity or bending at the center of spin.  In these cases, the isotropic value of the α-
coupling can be less negative or totally positive (refer Chapter 5 and Chapter 6 for 
examples).  On the other hand the dipolar coupling values are much less sensitive to the 
radical structure.  Therefore, Bernhard20 introduced a relation that estimates the spin 
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densities using the most positive dipolar component of the coupling, mpa
α , and it is given 
by 
mp dip ca Q
α α ρ=  (66) 
where dipQ
α  is the proportionality constant and has a value of 38.7MHz.20  However, 
calculating the spin density using both methods is important because the difference in the 
values indicates some bending of proton about the nodal plane of the p-orbital.24 
β - type couplings: The splittings from β-protons can be significantly larger than 
those from α-protons.3  It is not necessary to consider the spin polarization in this case 
because the protons are not confined to the nodal plane of the π-system.  
Hyperconjugation† is the mechanism that leads spin density in to the 1s orbitals of the β-
hydrogen atoms.3  On the other hand, β-couplings are nearly isotropic (because of the 1/r3 
dependence).  β-proton atoms are much farther away from the radical center and the 
dipole-dipole interaction drops off as r-3.  This makes the anisotropic values of the β-
hyperfine couplings smaller than those of α-couplings.  For a typical β-coupling, the 
principal coupling values are positive and the anisotropic coupling values have 
 relation between them.  The characteristic of two components of the 
tensor are nearly equal and half the negative of the other component helps to recognize 
this type of coupling even if the isotropic value is small.  In addition, the direction of the 
2 : :b b− −b
                                                 
† Hyperconjugation is the stabilizing interaction that results from the interaction of the electrons in a σ-
bond (usually C-H or C-C) with an adjacent empty (or partially filled) p-orbital or a π-orbital to give an 
extended molecular orbital that increases the stability of the system.  The extended orbital includes a 
contribution from the hydrogen 1s wave function.  Thus the unpaired electron has a non-zero density in the 
hydrogen orbital.   
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maximum dipolar value is along the C H β−  direction and it is often useful to identify 
the specific atoms involved.  The relationship between the isotropic component of the β-
coupling, isoa
β , and the spin density of the radical center, ρ , is given by the Heller-
McConnell relation25 and it can be written as 
2
0 2(isoa B B Cos
β )θ ρ= +  (67) 
Where θ is the dihedral angle as shown in Fig. 3.6 and B0 and B2 are “constants”.  The 
values of B0 and B2 are not strictly constants and depend on the details of the specific 
systems.  However, it has been observed that they are approximately the same for all 
similar systems (C-C-H, C-N-H, N-C-H, etc).  The value of B0 is usually small (0-
10MHz)26 and B2 is between 55 – 140MHz.25, 26 
 
 
CC
H
Direction of the maximum eigenvalue
θ
α β
β
2pz
 
Figure 3.6 The definition of the dihedral angle θ between the planes 
containing  C C Hα β− − β  and  2 zp orbital C Cα β− − . 
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Chapter 4 Instrumentation and Experimental Procedure 
4.1 Introduction 
This chapter provides an overview of the experimental and computational 
methods used in this dissertation.  Magnetic resonance spectroscopy is an important tool 
in the study of radiation effects on organic molecules.  The first experiments with 
Electron Paramagnetic Resonance (EPR) were reported1 by Zavoiskii in Russia in 1945 
and subsequently by Cummerow and Halliday2 in the USA.  Technologically, such 
experiments became reasonably feasible only after the Second World War during which 
microwave techniques were significantely advanced by work on Radar.  The use of 
Electron Nuclear DOuble Resonance (ENDOR)3 was developed later to detect the 
influence of individual magnetic nuclei on unpaired electrons directly.   
Irradiation of organic molecules creates paramagnetic radicals that can be studied 
by EPR and ENDOR spectroscopies.  Typical experiment procedures beginning with 
crystal growth and including details specific to each molecular system will be discussed 
in the relevant chapters (Chapter 5 and 6).  The common sequence of steps for all 
molecular systems such as crystal orientation, temperature control, x-ray irradiation, data 
collection and analysis will be described in this chapter.  In addition, brief descriptions of 
EPR spectrum simulation and computation methods using the Gaussian package are 
included here.  A complete description of how these methodologies were applied in 
different systems will be discussed in the appropriate chapters. 
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4.2 Crystal Mounting and Orientation 
After growing the single crystals, the experiments begin by using X-ray 
diffraction to orient them making use of known crystallographic parameters.  The 
objective is to make use of the existing information by establishing an orthogonal 
coordinate system with a known relationship to the crystal axes.  For practical purposes, 
the orthogonal axis system generally is chosen to include at least one crystal axis; the 
other two axes can be selected according to the properties of the crystal. 
The crystal axes were located by X-ray diffraction using a Buerger X-ray 
precession camera (Charles Supper Co.).  To prepare the crystal for X-ray diffraction, it 
was attached to a copper post, mounted on a standard two-circle goniometer, using 
DUCOTM cement thinned with amyl acetate.  Then the goniometer was placed onto the 
precession camera.  This camera is built with a rotation (“dial”) axis perpendicular to the 
x-ray beam.  The precession method provides an accurate indication of the alignment 
between the x-ray beam and the direct-lattice vectors in the crystal system.  In setting up 
the actual mounting, the crystal orientation is adjusted to get a rotation about the dial axis 
that can bring at least two direct-lattice vectors into alignment with the x-ray beam.  By 
doing so, the dial (rotation) axis, a vector in the reciprocal-lattice system, is known to a 
high degree of accuracy.  In addition, the angular positions of at least two direct-lattice 
vectors for rotation about the dial axis are also known accurately. 
After precise orientation, the crystal was transferred (remounted) to a second 
copper post designed to fit the experimental cavity.  This was accomplished without loss 
of orientation by using a transfer device designed for this purpose (Charles Supper Co.).  
The remounting of all crystals used in this work required the use of silver-bearing epoxy 
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(Tra-con 2902) since irradiation of standard epoxy produced an EPR signal at liquid 
helium temperature.  The presence of silver in the epoxy is also important to improve the 
thermal contact between the crystal and the mounting post. 
 
4.3 Temperature Control 
To control the temperature of the sample during the irradiation and data 
collection, the copper post is attached to an Air Products cold-finger style Heli-Tran 
refrigerator system.  The system was used with liquid helium (~ 6K).  Temperature 
monitoring and control was done by means of a temperature controller (Lakeshore model 
330) with an iron-doped gold vs.  chromel thermocouple sensor mounted at the joint 
between the sample post and the cold-finger.  When using liquid helium, the minimum 
temperature indicated was 6K.  The Air products system was fitted with a vacuum shroud 
designed to telescope so that the sample could be moved from and to the cavity without 
changing the sample temperature. 
 
4.4 X-ray Irradiation 
Irradiation of the sample was done by means of X-ray tubes with either tungsten 
(Philips PW 2184/00) or rhodium (Philips PW 2182/00) targets connected to a constant 
(160kV) potential generator (Phillips).  The samples were X-irradiated through a 0.05mm 
Al-filter for three to four hours with the X-ray tube operated at typical voltage and 
current settings (55kV/40mA for W-target and 65kV/45mA for Rh-target) to achieve the 
desired radical concentration.  (Dose rates for these X-ray tubes operated at a wide range 
of settings were calibrated using an ionization chamber.) Under these conditions, the 
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crystals received a total dose of approximately 100kGy (1Gy ≡ 1J/kg) absorbing an 
energy amount of approximately 1-2 Joules (considering a crystal mass of 10 – 20 mg).  
After irradiation, the sample was lowered into the cavity for data collection.   
 
4.5 Spectrometer 
A home-built K-band (24 GHz) spectrometer was used to take the EPR, ENDOR 
and EIE spectra.  The block diagram for the spectrometer setup is shown in Fig.  4.1.  The 
microwave circuit is a typical reflection bridge design employing a reference arm with a 
waveguide-based path length equalizer.4 The microwave source is a klystron (OKI 
24V10) normally provides about 140mW microwave power (continuously measured with 
a sensor connected to the main arm through a 10dB coupler) and the frequency was 
stabilized by an automatic frequency control (AFC) system.  The frequency stabilization 
system locks the klystron frequency to the sample cavity’s resonant frequency.  The 
actual frequency was measured by a Hewlett-Packard 5351A counter.  The attenuator for 
adjusting the microwave power level has the range of 0 – 60 dB.  The cylindrical 
microwave cavity provides a microwave magnetic field pattern ideal for studies in which 
the sample is rotated about an axis and resonates in the TE011 mode.5 The microwave 
signal containing the resonance absorption information was demodulated by a single-
ended diode detector.  The magnetic field is produced by a water-cooled 9.5 inch 
Magnion electromagnet with 5 kW power supply (HS-1050 B) which is controlled by a 
Hall-effect field controller (Bruker BH-15).  Measurement of the actual magnetic field at 
the sample is accomplished by means of a nuclear magnetic resonance (NMR) probe 
(Bruker ER/035M) placed in front of the microwave cavity. 
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The microwave cavity also contains a “standard” sample of MgO doped with Cr+3 
ions (0.02 atom %).  In addition to providing a g-value standard (g = 1.9810±0.0006),6 
this “standard” sample also provides an intensity standard.  From the procedures for 
calibrating the Cr:MgO sample as an intensity standard, it was found that the minimum 
number of unpaired spins in the cavity detectable by EPR is of the order of 1014.  Typical 
crystals used in these experiments contain approximately 1020 molecules (based on their 
average mass of 10-20 mg).  Therefore, with this spectrometer, detection of unpaired spin 
(radical) concentrations of the order of one part per million (1ppm) can be achieved. 
The EPR spectra were taken by sweeping the magnetic field through a desired 
range (typically 200 Gauss).  The field was doubly modulated by 50 kHz and 33 Hz 
signals applied through two small serial-connected coils located on either side of the 
microwave cavity and within the vacuum shroud.  Phase-sensitive detection was 
accomplished at 50 kHz (Stanford model SR810) and at 33Hz (EG&G model 5209) by 
lock-in amplifiers.  EPR signal was observed as the second derivative of the absorption as 
a result of the double modulation.  (If necessary, it is also possible to obtained EPR 
signals in the form of the first derivative of the absorption by singly modulating the 
field.) 
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Figure 4.1 The block diagram for the EPR and ENDOR spectrometer setup.  Only one 
lock-in amplifier is shown in the configuration used for ENDOR.  For the double 
modulation method used for EPR the output of one lock-in (50kHz) is fed to the input of 
the second (33Hz). 
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In the ENDOR experiment, the radio frequency was produced by a frequency 
generator (Wavetek modal 3001) with the frequency set by computer and amplified by 
power amplifier (ENI model 3200L).  The radio frequency was introduced into the cavity 
with a two-turn coil in a “parallel-wire” arrangement along the axis of the cavity.  The 
signal was modulated at 25kHz and detected by a lock-in amplifier (Stanford model 
SR810 DSP).  The ENDOR signal observed as a first derivative shape as a result of 
single modulation. 
In ENDOR-induced-EPR (EIE) experiments, the ENDOR frequency was set to 
the peak of the first derivative ENDOR line and the magnetic field was then swept.  The 
ENDOR frequency varies with the magnetic field value in proportion to the nuclear g-
value.  It was therefore necessary to adjust this frequency slightly as the field was being 
swept.  The specific relation for controlling the frequency during an EIE scan is 
 0 0( / )(n ng h H H )ν ν β= + −  
where ν is the ENDOR frequency at magnetic field H and ν0 and H0 are initial values.  
When the ENDOR line is well resolved, the EIE spectrum will show the magnetic profile 
of the ENDOR response.  A particularly important point is that the resulting pattern 
comes from only the radical producing the ENDOR line chosen. 
 
4.6 Data Collection and Analysis 
EPR spectra were recorded by rotating the crystal in 10° intervals for a range of 
180°.  Due to the mechanical constraints of the spectrometer, the specific range of angles 
lies between -40° and 140°.  The estimated maximum relative error for the angular 
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settings is 0.5°.  On the other hand, the absolute error for orientation is affected by the 
total errors accumulated from the transfer process to the crystal placing in the 
spectrometer.  But it can be identified and corrected since the properties of data reflect 
the crystallographic symmetry.  At each angular position, the EPR spectra were recorded 
by sweeping the magnetic field over a desired (typically 200 G) range in 0.1 G 
increments using a computer-based control system.  At each field position, the recorded 
intensity is an accumulation of 30 measurements each of which requires ~2ms.  For a 
typical sweep, the sweep rate is 10/6 G/s or 100 G/min.  (The time constant of the 50 kHz 
lock-in amplifier was set at the minimum time constant of 1ms and that of 30 Hz was set 
at 100ms.) 
ENDOR spectra at the magnetic fields for EPR peak positions were recorded by 
rotating the crystal in 5° intervals for the same range of angles as in EPR.  At the 
magnetic field values for K-band EPR, the free proton frequency is about 36 MHz.  The 
ENDOR frequency was typically swept over a range of 30 MHZ in 0.005 MHz intervals.  
At each frequency position, the recorded intensity is an accumulation of 25 
measurements each of which requires ~2ms.  For a typical sweep, the sweep rate is 
6MHz/min, the time constant of the 50 kHz lock-in amplifier was set at 1s.   
Generally, EIE spectra were taken at crystallographic axis positions (high 
symmetry positions) in order to avoid the complications due to magnetic site splitting.  
EIE spectra were taken at each ENDOR peak to compare with each other.  These 
comparisons enable to identify and group the ENDOR lines associated with the 
individual radicals. 
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For each rotation axis, the ENDOR frequencies vs. angle were plotted.  This was 
done by recording the mid points of first-derivative ENDOR lines for each angle on a 
graph paper.  The positions for each ENDOR line were followed as much as possible and 
connected by hand-drawn curves (angular-dependence curves).  Once this is done, the 
frequency for each line at a given angle can be read from the graph paper.  The angular 
dependence curves from at least three planes of ENDOR data were then combined by 
three-dimensional linear fit by using the software program “magres82” developed7 in this 
lab.  This analysis technique is based on the spin Hamiltonian including the nuclear 
Zeeman term (Chapter 3).  It provides the relevant coupling tensor as well as the 
estimated uncertainties of the parameters.7, 8 
Once the tensor is obtained, normally it is possible to decide the type of the 
coupling (α or β) belongs to it according to the featured eigenvalues (Chapter 3).  Then 
the eigenvectors of the appropriate eigenvalues were compared with all possible 
directions of the undamaged molecule to identify the proton that responsible for the 
coupling.  Calculation of specific directions of the undamaged molecule from the 
crystallographic coordinates was performed by a modified version of the X-ray 
crystallographic program ORFEE.9 Comparing with the undamaged molecular directions 
is not helpful if there is a bending or deformation at the radical center.  In addition, 
eigenvalues of tensors belong to these couplings may not have typical coupling features.  
In that case, molecular orbital computations may provide some information about the 
radical geometry as well as the possible couplings. 
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4.7 Molecular Orbital Computations 
Molecular orbital computations were performed using Gaussian programs 
(Gaussian 9810 and Gaussian 0311) to assist in identifying the radical products of the 
radiation.  For this purpose the computations were carried out for the possible radical 
structures.  Density Functional Theory (DFT)12 based methods was employed since these 
account for electron correlation and have been shown previously to provide reliable 
hyperfine coupling constants.  The structure of a radical in its minimum energy 
configuration can be found from this program (geometry optimization). 
All initial radical geometries were derived from the crystallographic coordinates 
and these geometries were optimized with DFT method by using Becke’s three parameter 
hybrid functional B3LYP13  in conjugation with Pople and coworker’s 6-31G(d,p) basis 
set.  Calculations for the radical hyperfine coupling constants were performed using a 
higher basis set 6-311G(2dp,f).   Frequency calculations for the optimized structures were 
performed at the same level of theory as the optimizations to ensure that the molecular 
geometries represent true minima on the potential energy surfaces.  The NOSYMM 
keyword was used in the route section of each step to not shift or rotate the Cartesian 
coordinates of the radical model with respect to the reference frame.  In doing so, a direct 
link between the optimized structures and the original crystal axes was preserved.  Many 
radical structures were examined in this manner and will be described in appropriate 
chapters (Chapters 5 and 6). 
In addition, computational investigation of radical formation mechanisms and 
dependency of radical geometry and its EPR hyperfine coupling constants to the 
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molecular environment was also carried out.  The computational details for these 
investigations will be discussed in later chapters (Chapters 7, 8 and 9). 
 
4.8 EPR Spectrum Simulations 
The spectrum simulation technique can be used to re-create the experimental EPR 
patterns using the measured couplings.  By doing so, we can further support the radical 
assignments, extract the nitrogen couplings, and estimate the radical populations.  In this 
approach, we used the proton couplings from the experimental results, the nitrogen 
couplings from the Gaussian predicted results, the relative g-shifts from the EIE patterns, 
reasonable linewidths to match the experimental EPR pattern and 100% relative 
concentration for each radical as the starting parameters.  Then the optimization feature 
of the WinSim program14, 15 was used to refine the nitrogen couplings, g-shifts, linewidths 
and relative concentrations to get the best match (minimum rms error) while keeping the 
proton couplings calculated from the experimental tensors fixed.  A detailed discussion 
will be included in the appropriate chapters (Chapter 5 and 6). 
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Chapter 5 Sodium Guanosine dihydrate (Na+.Guanosine-.2H2O) 
Abstract 
Single crystals of sodium salt of guanosine dihydrate, in which the guanine base is 
deprotonated at N1, were X-irradiated at liquid helium temperature (6K).  Study with K-
band EPR, ENDOR, and ENDOR-Induced EPR (EIE) techniques indicated at least four 
radical species to appear in the temperature range of 6K to room temperature.  Three of 
these radicals (Radicals R1, R2, and R3) were present immediately after irradiation at 
6K.  Radical R1 was identified as the N7-protonated anion.  Hyperfine couplings in 
radical R1 to HN7 and HC8 were fully characterized with ENDOR spectroscopy.  
Radical R2 was identified as the charged cation radical.  Hyperfine coupling to HC8 of 
this radical was fully characterized with ENDOR spectroscopy.  Radical R3 was the 
result of net hydrogen abstraction from C1' of the ribose and a full characterization by 
ENDOR was possible for β-coupling to HC2'.  Upon annealing, radical R1 decayed 
between 80K and 100K with no detectable successor.  Both radicals R2 and R3 decayed 
gradually upon warming and present up to 200K.  However, the resonance line due to 
radical R3 has shifted slightly to a lower frequency ca.180K.  After warming the crystal 
to room temperature, only the radical R4 was observed.  This radical R4 was identified as 
the well-known C8-H addition radical.  Hyperfine couplings to the two β-methylene 
protons were fully characterized with ENDOR spectroscopy.  Assignments of the above 
radicals R1, R2, and R3 were confirmed further by Density Functional Theory (DFT) 
calculations using Gaussian 98 and spectrum simulations using WinSim.   
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5.1 Introduction 
In order to understand the radiation effects on DNA, it is important to identify the 
mechanisms and important factors leading to molecular changes those persevere at 
physiological temperatures.  On the other hand, the approach to this goal by studying 
DNA itself with EPR technique is not trivial because the EPR pattern from irradiated 
DNA is poorly resolved.  Therefore, studies with individual DNA components and their 
derivatives play an important role in radiation biology.  Even though these model systems 
can provide the information about radical structures, reaction mechanisms, free radical 
yields and strand break processes, the extrapolation of these results to the real DNA 
system is still not easy.   
Guanine, occurring in both DNA and RNA, is a purine base.   It is the base with 
the lowest ionization potential, and is therefore thought to be the initial site for oxidation 
among the bases.  Numerous studies on guanine and its derivatives have been studied and 
presented by several authors.  The aim of this work is to identify the radiation products of 
sodium guanosine dihydrate (Na+.Guanosine-.2H2O) single crystals.  Study with single 
crystals is helpful because they provide well-defined molecular systems.  In 
Na+.Guanosine-.2H2O single crystals, hydrogen at the N9 site of the guanine base is 
replaced by a ribose sugar group and the N1 site is also deprotonated (see experimental 
section for details).  This chapter covers the EPR/ENDOR study of Na+.Guanosine-.2H2O 
X-irradiated at 6K. 
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5.2 Experimental 
Guanosine powder was obtained commercially (Sigma) and used without further 
purification.  Single crystals of Na+.Guanosine-.2H2O were grown from a solution of 
guanosine, H2O and 1N NaOH (about 3:5:13 ratio by weight, respectively).  The mixture 
was first heated (open) on a hotplate of 1300C surface temperature (giving solution 
temperature about 850C) for complete dissolution.  The solution was then filtered and left 
on the same hotplate for saturation (until small crystals appear on the surface of the 
solution).  Then it was transferred to a 
hotplate at 650C surface temperature 
(giving solution temperature about 
400C) and good crystals formed within 
an hour.  The deuterated crystals were 
prepared similarly from a solution of 
guanosine, D2O and NaOD (40% wt) 
by mixing about 3:8:2 ratios by weight, respectively.  NMR spectra (in D2O and DMSO-
d6) were taken to verify the degree of deuteration and those spectra indicated that the full 
exchange at the N2 site and about 64% exchange at the C8 site.  The crystals are 
orthorhombic with space group P212121, a=10.433(5) Å, b=21.430(11) Å and 
c=6.355(3) Å, and there are four molecules in the unit cell.  The guanine base in the 
Na+.Guanosine-.2H2O single crystals is deprotonated at the N1 position as a result of 
growing in high-pH solution1 (Schema 5.1, here, “R” represents the ribose group) and the 
unit cell dimensions were confirmed using a Buerger X-ray precession camera.   
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Schema 5.1 
Guanosine anion in  Na+.Guanosine-.2H2O
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The crystals were X-irradiated through a 0.05mm Al-filter for three hours at 
liquid helium temperature (6K) using a Philips PW2184/00 x-ray tube (W-target) 
operating at 55kV and 40mA.  Under these conditions, the crystals received a total dose 
of approximately 100kGy.  ESR, ENDOR and ENDOR-Induced EPR (EIE) spectra were 
recorded using a K-band (24GHz) spectrometer for three independent rotations about 
<a>, <b> and <c>.  Data were analyzed using the MAGRES program which incorporates 
a linear regression fitting technique.2  Since the crystal system is orthogonal, data were 
also collected for the rotation about <101*> to resolve the Schonland ambiguity.3 The 
specific undamaged molecular directions were calculated using a modified version of the 
X-ray crystallographic program ORFEE.4 The EIE patterns of the ENDOR lines were 
used to group the hyperfine couplings and the possible radical structures and their 
geometries were tested by the theoretical calculations using Gaussian 98 for Windows.5  
The theoretical calculations were done for all the base centered radicals as well as 
the sugar centered radicals.  For base centered radicals, the ribose group was replaced by 
a methyl group and for the sugar centered radicals; the base was replaced by an amino 
(NH2) group.  All initial radical geometries were derived from the crystallographic 
coordinates and these geometries were optimized in Density Functional Theory (DFT)6 
framework by using Becke’s three parameter hybrid functional B3LYP7  in conjugation 
with Pople and coworker’s 6-31G(d,p) basis set.  Calculations for the radical hyperfine 
coupling constants were performed using a higher basis set 6-311G(2dp,f).   Frequency 
calculations for the optimized structures were done at the same level of theory as the 
optimizations to ensure that the molecular geometries represent true minima on the 
potential energy surfaces.  The NOSYMM keyword was used in the route section of each 
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step to prevent shifting or rotating the Cartesian coordinates of the radical model with 
respect to the reference frame.  In doing so, a direct link to the original crystal axes was 
preserved.   In addition to the theoretical computations, spectrum simulations were 
carried out using WINSIM program8, 9 to further confirm the radical assignments, to 
extract the nitrogen couplings and to estimate the radical populations. 
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Figure 5.1  EPR spectra with the magnetic fields along (a) <c>, (b) <b> and (c) <a> 
crystal axes for Na+.Guanosine- (left) and deuterated Na+.Guanosine- (right) single 
crystals irradiated and recorded at 6K. 
(a) B//<c> 
(b) B//<b> 
B//<a> (c) 
 
 
5.3 Results and Discussion 
The EPR spectra obtained from Na+.Guanosine- and deuterated Na+.Guanosine- 
single crystals immediately after irradiation at 6K with the magnetic fields along the 
crystallographic <a>, <b> and <c> axes are shown in Fig.5.1.  Also the ENDOR spectra 
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along with the EPR and EIE spectra with the magnetic field along the <b> crystal axis are 
shown in Fig.5.2 for both normal and deuterated crystals.  The EIE spectrum of line 2 
from normal crystals was very poorly resolved and therefore not shown in here.  These 
EIE patterns can be grouped in to three distinct sets indicating at least three stabilized 
radicals present at this temperature and will be discussed in detail below. 
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Figure 5.2 ENDOR, EIE and EPR spectra with the magnetic field along the 
crystallographic <b> axis for Na+.Guanosine- (left) and deuterated Na+.Guanosine- 
(right) single crystals irradiated and recorded at 6K. 
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Radical R1: N7-protonated anion or N7-hydrogenation 
 The two ENDOR lines labeled 1a and 1b in Fig.  5.2 were associated with radical 
R1 and they were easily followed in the three planes of rotations.  They both yield the 
same EIE pattern (Fig.  5.2), indicating that they belong to the same radical species.  This 
was further confirmed experimentally by annealing experiments, Fig.  5.3.  These two 
ENDOR lines gradually decayed upon warming and totally disappeared at about 100K 
with no detectable successors.  The complete angular dependence plots for the three 
rotations considered are shown in Fig.  5.4 and the hyperfine coupling tensors obtained 
from the ENDOR data are given in Table 5.1 (The listed nitrogen couplings were 
obtained by the EPR spectrum simulations and will be discussed in detail later in this 
chapter).   
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140 => 6K
200 => 6K
Frequency (MHz)
Figure 5.3 Annealing study for deuterated Na+.Guanosine-.  The magnetic field is along 
the crystallographic <b> axis.   
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Table 5.1 Magnetic parametersa for Radical R1 (Schema 5.2) in crystals of 
Na+.Guanosine- X-irradiated at 6K.  Splitting values are in MHz 
Eigenvectors 
Tensor Isotropic value 
 
Principal 
values <a> <b> <c> 
      
  23.7(3) 0.637 (8) 0.153(16) 0.756(5) 
R1a 12.9(3) 16.5(2) 0.205(23) 0.911(6) -0.357(9) 
  -1.5(3) 0.743(10) -0.382(21) -0.549(7) 
      
  84.8(2) -0.290(6) -0.111(5) 0.951(3) 
R1b 62.2(2) 60.8(5) -0.489(8) 0.871(3) -0.048(4) 
  41.0(5) 0.823(1) 0.479(8) 0.307(4) 
      
  48.04    perpendicular to the molecular plane 
N7b 29.52 20.26    parallel to the molecular plane 
  20.26    parallel to the molecular plane 
      
  23.29    perpendicular to the molecular plane 
N9b 8.56 1.49    parallel to the molecular plane 
  1.49    parallel to the molecular plane 
      
Crystallographic directions:    
Perpendicular to the molecular plane 0.3212 -0.7961 0.5130 
N7-H bond direction 0.6132 0.5839 0.5320 
C8-H bond direction 0.4910 -0.3222 -0.8094 
    
a The number in parentheses is the standard deviation of the last quoted digit(s) 
b Nitrogen couplings were estimated by EPR spectrum simulations and see text for details 
 
 
The experimental eigenvectors for the minimum principal values (Vˆ min) of the 
tensors R1a and R1b did not agree with any of the crystallographic •>X−H bond directions 
(X = C or N).  These lines also appeared in deuterated crystals but with reduced 
intensities (Fig.5.2).  Therefore, the deuteration did not give much information for 
assigning the couplings.  The eigenvalues of both of these couplings do not have the 
typical α coupling features (as described in section 3.8).  The minimum eigenvalue of the 
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coupling 1a has a different sign from the other two values and as a result, the magnitude 
of isotropic value is smaller than that of the dipolar parts.  This is an indication of a 
bending at the atom that has unpaired electron spin density.  In addition, non-planar 
radical structure makes the isotropic coupling more positive.  Besides these two proton 
couplings, the twelve-line character of the EPR and EIE patterns with the magnetic field 
along crystallographic <b> axis indicates at least one nitrogen coupling.   
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Figure 5.4 Angular dependence plots for the two coupling tensors of R1 in 
Na+.Guanosine-.  Symbols indicate the experimental data and the lines indicate the 
curves obtained from the tensors R1a and R1b (Table 5.1). 
 
 
With a Q value of  -80.0MHz10, 11 for imidazole carbon and nitrogen in the 
McConnell relation,12 the unpaired π-electron spin density at the carbon which gives 
coupling R1a was estimated as 0.16 and that at the carbon which gives coupling R1b was 
estimated as 0.78.  Since the dipolar components are less sensitive to the bending than the 
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isotropic component, use of dipolar coupling values is more reliable in estimating π-
electron spin densities at α carbons.13 Therefore, substituting the most positive dipolar 
component of the coupling to Bernhard’s relation13 with a Q value of 38.7MHz,14 the spin 
density at the carbon for R1b is estimated as 0.28 and that at the carbon for R1b is 
computed as 0.58.  The significant differences between the estimated spin densities by 
the above two methods also indicate a bending at the atom that has unpaired electron spin 
density. 
With these points in mind, theoretical calculations (Gaussian 98) for a set of 
possible radical structures were carried out and the results are shown in Table 5.2.  
Among these computational models, the sets of coupling tensors in N7-protonated anion 
radical (Schema 5.2) agreed with those of the experimental results.  (This radical is a 
product of an electron addition to 
Na+.Guanosine- followed by a protonation at 
N7 and its final structure is also similar to the 
net hydrogen addition to the N7 site.) 
Therefore, coupling R1a is expected to be from 
N7−Hα and coupling R1b is expected to be 
from C8−Hα.  This radical structure has spin 
densities on N7 and N9 giving two nitrogen 
couplings to the expected model.  However, the eigenvectors for the minimum and the 
intermediate principal values of tensor R1a, assigned to N7−Hα, deviate 25.8º and 15.6º 
from the crystallographic N7−H bond direction and the base perpendicular, respectively. 
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Table 5.2 Computed Hyperfine Coupling Constants for the possible radical structures 
in Na+.Guanosine-.  Splitting values are in MHz. 
 
radical atom Aiso Txx Tyy Tzz
N2H-abstraction N2-H' -34.3 -31.3 -5.2 36.6 
 C8-H -12.0 -7.4 0.1 7.3 
 N1 2.9 -4.9 -4.5 9.5 
 N2 14.4 -26.6 -25.6 52.2 
 N3 
 
7.8 -11.7 -11.2 22.9 
N2H'-abstraction N2-H -35.1 -31.3 -6.0 37.3 
 C8-H -11.2 -6.9 0.0 6.9 
 N1 3.2 -5.8 -5.4 11.3 
 N2 15.3 -27.8 -26.8 54.6 
 N3 
 
7.1 -10.6 -10.0 20.6 
N3H-addition N2-H -38.1 -6.8 -4.4 11.1 
 N2-H' -1.9 -5.5 -3.2 8.7 
 C8-H -1.4 -1.1 -0.3 1.4 
 N3-H 
 
89.4 -4.4 -3.1 7.4 
O6H-addition N2-H 5.8 -1.1 -0.7 1.8 
 N2-H' 2.8 -1.3 -0.7 2.1 
 C8-H 40.4 -16.5 -0.6 17.0 
 O6-H -2.5 -3.7 -1.0 4.8 
 N7 
 
9.2 -9.3 -8.8 18.1 
N7H-additiona N2-H 4.5 -0.4 -0.2 0.6 
 N2-H' 1.0 -0.4 -0.3 0.8 
 C8-H 83.3 -18.8 -2.9 21.6 
 N7-H 10.9 -13.6 -5.4 18.9 
 N7 35.7 -12.0 -11.4 23.4 
 N9 
 
4.5 -8.7 -8.3 17.0 
C8H-additionb N2-H 3.3 -1.5 -1.0 2.5 
 N2-H' 2.4 -1.7 -1.0 2.8 
 C8-H 65.2 -3.3 -2.3 5.6 
 C8-H 91.5 -3.6 -2.0 5.6 
 N7 
 
17.6 -23.5 -22.8 46.3 
Electron lossc N2-H -3.6 -2.4 -1.0 3.4 
 N2-H' -4.8 -3.6 -1.4 4.9 
 C8-H -20.1 -11.8 -0.7 12.5 
 N3 
 
10.4 -14.8 -14.6 29.4 
Electron gain N2-H 6.1 -0.8 -0.6 1.4 
 N2-H' 3.4 -1.0 -0.5 1.5 
 C8-H 77.3 -11.6 -2.0 13.6 
 N7 13.2 -15.0 -14.5 29.5 
 
a Schema 5.2 (R1), b Schema 5.5 (R4) , c Schema 5.3 (R2) 
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Similarly, those for tensor R1b, assigned to C8−Hα, deviate 36.2º and 29.0º from the 
crystallographic C8−H bond direction and the base perpendicular, respectively.  In 
addition, the computed isotropic values for both HN7 and HC8 are positive.  All these 
indicate bending at trivalent nitrogen atom and tetravalent carbon atom.   
On the other hand, the computed isotropic coupling components are some what 
different from the experimental values.  In this computation model, the molecule is 
treated as if it were in vacuum without any interactions from the crystal surroundings.  
Therefore, the minimum energy structure located by the optimization can be different 
from the actual radical geometry in the real crystal.  This will cause some differences 
between experimental and computed values since the isotropic value of a hyperfine 
coupling is highly dependent on geometric orientation of the molecule.15  Thus, a series 
of calculations was done to observe the variation of isotropic values of the above 
couplings by changing the bending angles of N7−H and C8−H independently.  For N7−H 
bending angles, the HN7 atom was rotated in a plane normal to that of C5-N7-C8 
including the computed N7−H bond.  With this approach, the bending of 0º means the 
N7−H bond is in the C5-N7-C8 plane (The ring is puckered at N7 and C8).  Similarly for 
C8−H bending angles, the HC8 atom was rotated in a plane normal to that of N7-C8-N9 
including the computed C8−H bond.  With this approach, the bending of 0º means the 
C8−H bond is in the N7-C8-N9 plane.  The results are shown in Fig.5.5.  According to 
these figures, one way of obtaining isotropic values closer to those of the experimental 
values is changing the bending angle of C8−H to 39º while keeping the position of HN7 
at the optimized coordinates.  In this geometry, the isotropic value of C8−H coupling 
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becomes 64.3MHz and that of N7−H becomes 13.2MHz.  Face and side views of the 
theoretically predicted structure of R1 are shown in Fig.5.6.  These clearly show the 
distortion occurred in the N7-C8-N9 region upon radical formation. 
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Figure 5.5 Dependence of isotropic hyperfine coupling constants of HC8 (black) and 
HN7 (red) on bending angles of HC8 (left) and HN7 (right).  The coupling constants of 
HC8 and HN7 for the optimized geometry are shown with ⊕ (blue).  The vertical dashed 
line indicates the C8-H bending angle (39°) that gives the isotropic values closest to the 
experimental values.  See text for the definition of bending angles. 
 
 
The computed eigenvectors for maximum, intermediate and minimum principal 
values (Vˆ max, Vˆ mid and Vˆ min) of the HN7 coupling deviate 53.9º, 54.0º and 2.5º, 
respectively from those of experimental.  Similarly, the computed Vˆ max, Vˆ mid and Vˆ min 
of HC8 coupling deviate 72.7º, 72.8º and 3.4º, respectively from the experimental results.  
For both couplings, computed Vˆ min agrees well with that of experimental and, Vˆ max and 
Vˆ mid were off by same number of degrees.  This is an indication of a rotation of Vˆ max 
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and Vˆ mid about Vˆ min.  Since the initial geometry for the computations starts with Vˆ min 
(bond-direction) lying in the molecular plane, it is possible for the atoms to be bent to the 
opposite side of the molecular plane (a reflection into the symmetry plane).  Therefore, to 
check this possibility, the computed eigenvectors for the both couplings were transformed 
by reflection into the symmetry plane.  To obtain the symmetry plane, the least-squares 
plane through the ring atoms (N1 through N9 of the initial crystal-based coordinates) was 
considered.  Table 5.3 shows the comparison of the theoretical hyperfine coupling tensors 
obtained from G98 with the corresponding experimental values and there is a good 
agreement between them.   
 
Figure 5.6 Face (left) and side (right) views (approximately along the C4-C5 bond; the 
CH3 group at N9 is removed for clear visualization) of Gaussian 98 predicted structure 
for Radical R1 in Na+.Guanosine-.  Note that the considerable distortion in the N7-C8-
N9 region. 
 
 
To further confirm the validity of the transformed vectors, the initial radical 
structure (crystal-based coordinates) was reflected through the symmetry plane and 
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optimized.  The two optimized structures (from original and reflected coordinates) were 
essentially identical and have similar energies.  They also have virtually identical 
hyperfine couplings and the eigenvectors of the couplings are virtually similar to those of 
the transformed vectors.  This proves the validity of comparison of experimental 
eigenvectors to the computation results. 
 
Table 5.3 Comparison of computed and experimental (in parentheses) hyperfine 
coupling tensors of Radical R1 (Schema 5.2) in Na+.Guanosine-. 
 
Eigenvectors 
as calculated  transformed a
 
 
 
Principal 
values <a> <b> <c>  <a> <b> <c> 
 
∆φ 
(deg) 
  
31.9 
(23.7) 
 
0.523 
 
0.835 
 
0.171 
  
0.740  
(0.637) 
  
0.106 
(0.153) 
  
0.664 
(0.756) 
 
8.3 
R1a
(HN7) 
8.9 
(16.5) 
0.420 -0.426 0.801  -0.001  
(0.205) 
 0.988 
(0.911) 
 -0.155 
(-0.357) 
17.1 
 -1.2 
(-1.5) 
0.742 -0.347 -0.573   0.672 
(0.743) 
-0.114 
(-0.382) 
 -0.731 
(-0.549) 
19.0 
          
 86.5  
(84.8) 
-0.518 0.815 0.260  -0.212  
(-0.290) 
 -0.211 
(-0.111) 
 0.954 
(0.951) 
7.3 
R1b
(HC8) 
62.2  
(60.8) 
-0.160 -0.390 0.907   -0.528 
(-0.489) 
0.846  
(0.871) 
0.070  
(-0.048) 
7.3 
 44.2  
(41.0) 
0.840 0.428 0.333   0.822 
(0.823) 
 0.489 
(0.479) 
 0.291 
(0.307) 
 
1.0 
 
a see text for details 
b ∆φ is the angle of deviation between the theoretical and experimental eigenvectors 
 
 
Computations predicted an unpaired π-electron spin density of 0.54 at C8.  This 
agrees well with the experimentally estimated spin density at C8 by Bernhard’s relation13 
(0.58).  According to the computations, this radical structure has a π-electron spin density 
of 0.19 at N7 and 0.11 at N9.  Therefore, the C8−Hα coupling is affected by two different 
 76
β-type interactions from the unpaired electron spin densities at N7 and N9.  Similarly, the 
N7−Hα coupling is severely disturbed by a β-type interaction from the large unpaired 
electron spin density at C8.  This also explains the geometric distortion (Fig. 5.6) of the 
radical as well as the unusual features of the above two couplings.   
 
Radical R2: Electron-loss product 
 The ENDOR line labeled 2 in Fig. 5.2 belongs to radical R2 and it was observed 
immediately after irradiation at 6K.  This line was easily followed in all three 
experimental planes from deuterated crystals of sodium guanosine.  Upon warming, the 
intensity of this ENDOR resonance started decaying at 40K and but was detectable up to 
200K (Fig. 5.3).  No successor radicals were detected.  A full analysis of the ENDOR 
results from the three planes of observation is shown in Fig. 5.7 and the corresponding 
hyperfine coupling tensor is presented in Table 5.4 (The listed nitrogen coupling was 
obtained by the EPR spectrum simulations).  Tensor R2 has typical π-type α- proton 
coupling features and the coupling is assigned to the proton at C8.  The eigenvector of the 
minimum principal value deviates 8.9o from the crystallographic C8−H bond direction 
and that of intermediate principal value deviates 8.1o from the ring perpendicular.  With a 
Q value of -80.0MHz,10, 11 McConnell’s relation12 yields 0.22 π-spin density at C8.  
Using Bernhard’s relation,13, 14 the spin density at C8 is computed to be 0.24.  The 
similarity of these spin density estimates indicates no significant bending of the bonds to 
the center of spin. 
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Figure 5.7 Angular dependence plot for the coupling tensor of R2 in Na+.Guanosine-.  
Symbols indicate the experimental data and the lines indicate the curves obtained from 
the tensor R2 (Table 5.4). 
 
 
Table 5.4 Magnetic parametersa for Radical R2 (Schema 5.3) in crystals of 
Na+.Guanosine- X-irradiated at 6K.  Splitting values are in MHz 
 
Eigenvectors Tensor Isotropic value 
 
Principal values 
 <a> <b> <c> 
      
  -26.7(8) 0.780(1) 0.505(2) 0.369(1) 
R2 (HC8) -17.5(3) -18.3(1) -0.363(2) 0.847(1) -0.389(2) 
  -7.4(0) 0.509(1) -0.170(2) -0.844(1) 
      
  41.96      perpendicular to the molecular plane 
N3b 14.71 1.08      parallel to the molecular plane 
  1.08      parallel to the molecular plane 
      
Crystallographic directions:    
Perpendicular to the molecular plane 0.3212 -0.7961 0.5130 
C8-H bond direction 0.4910 -0.3222 -0.8094 
    
a The number in parentheses is the standard deviation of the last quoted digit(s) 
b Nitrogen couplings were estimated by EPR spectrum simulations and see text for details 
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Molecular orbital calculations (Table 5.2) predicted coupling constants 
comparable to the experimental values from the one-electron ionized product of 
Na+.Guanosine- (Table 5.4).  In addition, these calculations indicated 0.24 π-spin density 
at C8 which is consistent with the values 
estimated above from the experimental 
results.  The comparison of experimental and 
computational results is given in Table 5.5.  
Furthermore, the EIE pattern of this ENDOR 
line (Fig. 5.2) indicates the presence of at 
least one nitrogen coupling. The 
computations support this by predicting a 
coupling from nitrogen N3 with 0.31 spin density.  Therefore, radical R2 is assigned to 
schema 5.3, formed by losing an electron from the parent molecule.   
N
N
N
O
N N
H
R
H
H  
  
Schema 5.3  Radical R2, electron-loss 
product of  Na+.Guanosine-
 
 
 
 
Table 5.5 Comparison of computed and experimental (in parentheses) hyperfine 
coupling tensors of Radical R2 (Schema 5.3) in Na+.Guanosine-. 
 
Eigenvectors  
 
 
Principal 
values <a> <b> <c> 
 
∆φa
(deg) 
R2 
(HC8) 
 
-31.9 
(-26.7) 
 
-20.8 
(-18.3) 
 
-7.4 
(-7.4) 
 
  
0.767   
(0.780) 
 
-0.309   
(-0.363) 
 
0.562   
(0.509) 
  
0.531   
(0.505) 
 
0.797 
(0.847) 
 
-0.287   
(-0.170) 
  
0.360 
(0.369) 
 
-0.518 
(-0.389) 
 
-0.776 
(-0.844) 
 
1.7 
 
 
8.5 
 
 
8.3 
a ∆φ is the angle of deviation between the theoretical and experimental eigenvectors 
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Radical R3: C1' H-abstraction radical 
 
The ENDOR line labeled 3 in Fig.  5.2 was observed immediately after irradiation 
at 6K.  The EIE spectrum obtained from this line is also presented in Fig. 5.2.  Similar to 
other ENDOR lines discussed before, line 3 also appeared in both normal and deuterated 
crystals indicating that it is from a non-exchangeable proton.  Upon annealing, the 
intensity of this line decayed gradually but remained up to 200K.  It was also observed 
after cooling back to 6K.  Further, the resonance line was permanently downshifted after 
warming to ca.180K (Fig. 5.3). 
 
Table 5.6 Magnetic parametersa for Radical R3 (Schema 5.4) in crystals of 
Na+.Guanosine- X-irradiated at 6K.  Splitting values are in MHz 
 
Eigenvectors 
Tensor Isotropic value 
Principal 
values <a> <b> <c> 
      
  80.9(2) -0.205(24) 0.135(14) -0.970(16) 
R3 74.2(2) 73.5(1) -0.847(19) -0.521(18) 0.106(9) 
  68.1(5) -0.491(3) 0.843(26) 0.221(9) 
      
Crystallographic directions:    
C1'⋅⋅⋅HC2' direction 
C2'⋅⋅⋅HC1' direction 
-0.1168 
0.1667 
0.1427 
0.0071 
-0.9829 
0.9860 
    
 
a The number in parentheses is the standard deviation of the last quoted digit(s) 
 
  
ENDOR analysis of this coupling found it to be from a typical β-proton 
interaction with the parameters given in Table 5.6.  The full analysis of ENDOR data for 
the three rotational planes is shown in Fig. 5.8.  One of the features for a β-proton 
coupling is that the eigenvector of the maximum principle value coincides with the C⋅⋅⋅ 
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Hβ direction, the expected maximum splitting direction for an electron-nuclear point 
dipole interaction.  That vector deviates 5.1º and 8.5º from the crystallographic C1'⋅⋅⋅ 
HC2' and C2'⋅⋅⋅ HC1' directions, respectively.  Therefore, this radical can be formed by 
net HC1' abstraction or by net HC2' abstraction.  The theoretical calculations performed 
by Gaussian 98 for possible sugar radical structures are given in Table 5.7 and the results 
also show a comparable isotropic values for the above two possibilities.  These 
calculations were done for the ribose sugar structure alone by replacing the base molecule 
with an NH2 group.   
 
-30 <c> 30 60 <b>
70
72
74
76
<a> 60 30 <c> -3060 30
rot<a>
Fr
eq
ue
nc
y 
(M
H
z)
Angular Position (degree)
rot<b>
 
 
rot<c>
R3
 
 
Figure 5.8 Angular dependence plot for the coupling tensor of R3 in Na+.Guanosine-.  
Symbols indicate the experimental data and the lines indicate the curves obtained from 
the tensor R3 (Table 5.6). 
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Nevertheless, a radical formed by net HC2' abstraction could exhibit β-couplings 
to HC1', HO2' and HC3'.  The dihedral angles within the parent molecule for these 
couplings are 3º, -2º, and –65º, respectively.  At the 
temperature of these experiments, the unpaired 
electron orbital direction is expected to be in the 
direction of the broken bond.   The above angles are 
such that an HC2'-abstraction radical possibly has 
significant coupling to HC1' and HO2'.  On the 
contrary, an HC1'-abstraction radical can interact 
only with HC2'.  Furthermore, the EIE spectrum of this radical showed evidence for only 
one hyperfine interaction (a doublet pattern) and therefore radical R3 is assigned to the 
C1'H-abstraction radical shown in Schema 5.4. The dihedral angle, θ for 
H(C2')C2'C1'H(C1') from crystallographic data is 14.2º.  Using the Heller-McConnell 
relation,16 
Base
O
OHOH
HH
H
HO
 
  
 
Schema 5.4  Radical R3, 
C1'H-abstraction radical 
 
2
0 2 (   cos  )     isoa B B
πθ ρ= +             (1)        
with B0 = 0, and B2 = 126MHz,17 ρπ was calculated to be 0.66, compared to the 
theoretical value of 0.74.   
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Table 5.7 Computed Hyperfine Coupling Constants for the possible ribose sugar 
centered radical structures.  Splitting values are in MHz. 
 
radical atom Aiso Txx Tyy Tzz
 
C1'H-abstracteda  C1'-HC2' 70.1 -4.4 -2.6 7.1 
      
C2'H-abstracted C2'-HC1' 77.0 -4.5 -3.3 7.8 
 O2'-H -5.8 -11.9 -9.4 21.3 
 C2'-HC3' 55.1 -4.6 -3.2 7.8 
      
O2'H-abstracted C1'-H 28.0 -10.8 0.4 10.4 
 O2'-HC2' 33.0 -5.1 -2.0 7.1 
      
C3'H-abstracted C3'-HC2' 83.3 -5.9 -3.9 9.8 
 O3'-H -2.3 -12.6 -8.0 20.6 
 C3'-HC4' 60.2 -4.6 -3.8 8.3 
      
O3'H-abstracted O3'-HC3' 16.7 -5.8 -5.3 11.2 
 C4'-H -4.7 -10.9 -1.8 12.6 
      
C4'H-abstracted C4'-HC3' 12.3 -4.9 -3.9 8.8 
 C4'-HC5' 6.7 -6.4 -3.5 10.0 
 C4'-H'C5' 15.3 -6.1 -3.7 9.7 
      
C5'H-abstracted C5'-HC4' 3.6 -7.1 -3.8 10.8 
 C5'-H' -31.7 -34.3 -0.9 35.2 
 C5'-HO5' -9.3 -13.5 -9.1 22.6 
      
C5'H'-abstracted C5'-HC4' 36.9 -6.7 -4.1 10.9 
 C5'-H -41.8 -34.2 -1.3 35.5 
 C5'-HO5' -5.8 -13.0 -10.2 23.2 
      
O5'H-abstracted C5'-H 118.2 -8.2 -4.4 12.6 
 C5'-H' 214.4 -8.9 -4.7 13.5 
a Schema 5.4 (R3) 
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Figure 5.9 ENDOR, EIE and EPR spectra for Na+.Guanosine single crystals 
irradiated at 6K and recorded at 298K.  The magnetic field is 30º away from the 
crystallographic <c> axis on the <bc> plane.  This position is 3º away from the 
guanine ring plane for one of the sites. 
 
 
Radical R4: C8 H-addition radical 
After warming the crystal to room 
temperature, the resulting weak EPR spectra 
were dominated by the resonance ascribed 
to radical R4, the well known C8 H-addition 
radical18-20 shown in Schema 5.5.  The EPR, 
ENDOR and EIE patterns for 
Na+.Guanosine- X-irradiated at 6K and 
recorded at the room temperature is given in Fig. 5.9.  Both ENDOR lines 4a and 4b gave 
similar EIE patterns and the angular dependence plots for them are shown in Fig. 5.10.  
N
N
N
O
N N
H
R
H
H
H
 
  
Schema 5.5  Radical R4, 
C8H-addition radical 
 
 84
The corresponding hyperfine coupling tensors are given in Table 5.8 and they were 
assigned to the two β-methylene protons (N7⋅⋅⋅HC8).  The assignments were done by 
comparing theoretical calculations (Table 5.2) and results from previous guanine 
studies.17-22  The computed isotropic coupling values for this radical are smaller than the 
experimental results as was previously found by Wetmore, et al.23  
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Figure 5.10 Angular dependence plots for the coupling tensors of R4 in Na+.Guanosine-.  
Symbols indicate the experimental data and the lines indicate the curves obtained from 
the tensors R4a and R4b (Table 5.8). 
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Table 5.8  Magnetic parametersa for Radical R4 (Schema 5.5) in crystals of 
Na+.Guanosine- X-irradiated at 6K and observed at 298K.  Splitting values are in MHz 
 
Eigenvectors 
Tensor Isotropic value 
Principal 
values <a> <b> <c> 
      
  102.0(2) 0.796(12) -0.507(23) -0.331(54) 
R4a 96.0(2) 93.7(2) 0.583(14) 0.789(35) 0.194(76) 
  92.3(2) 0.163(13) -0.347(86) 0.924(19) 
      
  117.7(2) 0.592(10) -0.262(31) -0.762(61) 
R4b 112.1(2) 109.9(2) 0.744(20) -0.185(81) 0.642(15) 
  108.6(2) 0.309(8) 0.947(14) -0.085(64) 
 
 
a The number in parentheses is the standard deviation of the last quoted digit(s) 
 
 
Spectrum Simulations 
As discussed before, the EPR spectra of irradiated Na+.Guanosine- along selected 
crystallographic directions clearly indicate presence of one or more nitrogen couplings.  
The theoretical calculations using Gaussian 98 also supported this by predicting nitrogen 
spin densities on radicals R1 and R2.  Therefore, EPR spectrum simulation technique can 
be used to re-create the experimental EPR patterns using the known results.  By doing so, 
we can further confirm the radical assignments, extract the nitrogen couplings as well as 
estimate the radical populations.   
In this approach, we used the proton couplings from the experimental results, the 
nitrogen couplings from the Gaussian 98 predicted results, the relative g-shifts from the 
EIE patterns, reasonable linewidths to match the experimental EPR pattern and 100% 
relative concentration for each radical as the starting parameters.  Then the optimization 
feature of the WinSim program8,9 was used to refine the nitrogen couplings, g-shifts, 
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linewidths and relative concentrations to get the best match (minimum rms error) while 
keeping the proton couplings calculated from the experimental tensors fixed.  These 
simulations were done for the EPR spectra those have magnetic fields along the three 
main crystallographic axes <a>, <b>, and <c>, and the three guanine ring-plane positions 
on <ab>, <ac>, and <bc> crystallographic planes.  These ring plane sites are at 33° from 
<c> on bc-plane, -57° from <c> on ac-plane and 22.7° from <a> on ab-plane. 
Nitrogen Couplings: The nitrogen coupling comes from an unpaired spin in a π-
system normal to the ring-plane.  The contribution from the nitrogen atom is a pπ orbital 
which is axially symmetric and hence creates an axially symmetric hyperfine coupling to 
the 14N nucleus.  Therefore, the nitrogen couplings (all come from the guanine ring) were 
treated as having axial symmetry about the normal to the ring-plane.  Then the nitrogen 
coupling tensor has only two independent values such that Amax, the value normal to the 
ring-plane and Amin, the value parallel to the ring-plane.  Therefore the individual nitrogen 
coupling values obtained from the best fitting simulations can be expressed in an 
equation that has a form 
2 2 2 2
max mineff
2A A Cos A Sinθ θ= +            (2) 
Here, Aeff is the effective hyperfine coupling value at any magnetic field position (the 
nitrogen couplings obtained from the simulations) and θ is the angle between the 
magnetic field and the ring normal vectors. 
 According to the above expression, successful simulations at two known 
orientations will provide the required values for the corresponding nitrogen coupling 
tensor.  But for a better estimation, the above mentioned six magnetic field positions were 
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selected.  Theoretically, the relative concentration of individual radical should be same 
for each magnetic field position considered.  But the values were somewhat different for 
some field positions.  Then the optimizations were repeated for all six positions by fixing 
the radical concentration of each radical at their average concentration value from the 
first optimizations (for example the radical concentrations of radical R1 from six different 
simulations were added and divided by six to get the radical concentration value for the 
second optimization).  Note that each ring plane position reveals two magnetic sites for 
this crystal and hence two different coupling values for each interaction (one value from 
the field in the ring-plane and the other from the other magnetically distinct site related 
by the crystallographic symmetry).  Thus, all together the six simulations provide nine 
different effective coupling values for each nitrogen coupling tensor and the 
corresponding tensors were calculated by the regression analysis.   
The overlay of experimental and simulated spectra for the three axis and plane 
positions are shown in Fig. 5.11 and the data obtained from these simulations are given in 
Table 5.9.  The estimated relative radical concentrations obtained from the EPR spectrum 
simulations are R1=60%, R2=27% and R3=13%.  The comparison of the principal values 
of nitrogen couplings those estimated from spectrum simulations and molecular orbital 
calculations are given in Table 5.10.  There is a reasonable agreement between them (it is 
not possible to decide the sign of the tensor values in spectrum simulation method).    
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Table 5.9  Data obtained from EPR spectrum simulations in crystals of Na+.Guanosine- 
 
Nitrogen couplings (Gauss)  
Radical 
Field 
position 
Relative 
concentration
(%) 
LW 
(Gauss) 
g-shift 
(Gauss) N7  N9  N3  
        
 <a> 60 5.2 -12.6 9.21 3.08  
 <b> 60 1.4 -12.6 11.66 5.45  
 <c> 60 2.2 -15.9 7.31 1.96  
 p<bc> s1a 30 4.2 -4.7 9.83 2.64  
R1 p<bc> s2b 30 5.3 -11.6 17.68 8.48  
 p<ac> s1c 30 3.0 -20.8 6.40 0.90  
 p<ac> s2d 30 3.1 -16.4 11.82 4.31  
 p<ab> s1e 30 3.0 -11.5 7.66 2.33  
 p<ab> s2e 30 2.3 -13.2 11.4 4.56  
        
 <a> 27 3.0 -26.1   4.83 
 <b> 27 1.9 -12.8   11.92 
 <c> 27 3.3 -14.4   5.99 
 p<bc> s1 13 6.0 -9.4   0.02 
R2 p<bc> s2 13 3.6 -12.7   12.82 
 p<ac> s1 13 2.2 -24.7   1.68 
 p<ac> s2 13 2.6 -13.6   8.13 
 p<ab> s1 13 2.8 -25.5   2.10 
 p<ab> s2 13 3.0 -20.9   10.35 
        
 <a> 13 3.4 -20.8    
 <b> 13 2.0 -14.1    
 <c> 13 2.4 -11.9    
 p<bc> s1 7 4.3 -8.5    
R3 p<bc> s2 7 4.5 -10.7    
 p<ac> s1 7 2.1 -16.0    
 p<ac> s2 7 2.2 -20.9    
 p<ab> s1 7 3.6 -16.9    
 p<ab> s2 7 3.1 -13.7    
a p<bc> s1; 33° from <c> on bc-plane  
b p<bc> s2; 90° away from  p<bc> s1 
c p<ac> s1; -57° from <c> on ac-plane   
d p<ac> s2; 90° away from  p<ac> s1 
e p<ab> s1; 22.7° from <a> on ab-plane 
f p<ab> s2; 90° away from  p<ab> s1 
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Figure 5.11 Comparison of experimental (black) and simulated (red) EPR spectra for 
Na+.Guanosine- X-irradiated and recorded at 6K.  (a) magnetic field, B along <c>, (b) 
B along <b>, (c) B along <a>, (d) B along p<ac>; -57° from <c> on ac-plane,  (e) B 
along p<bc>;33° from <c> on bc-plane and (f) B along p<ab>; 22.7° from <a> on ab-
plane. 
(d) 
(a) 
(b) (e) 
(c) (f) 
 
 
Table 5.10 Comparison of the nitrogen coupling tensors from 
theoretical calculations and spectrum simulations for the Radical R1 
and R2 (Schema 5.2 and 5.3) in crystals of Na+.Guanosine- X-irradiated 
at 6K.  Splitting values are in MHz 
 
Principal values  
Tensor Theoretical calculations Spectrum simulation 
   
 53.68 48.34 
R1 (N7) 17.26 20.26 
 16.71 20.26 
   
 24.20 23.29 
R1 (N9) -2.34 1.49 
 -2.73 1.49 
   
 39.99 41.96 
R2 (N3) -4.11 1.08 
 -4.35 1.08 
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g-Tensors: In addition to the nitrogen coupling tensors, the spectrum simulations 
can be used to estimate the g-tensors of individual radicals.  The individual g-shifts 
obtained from the best fitting simulations can be expressed in an equation that has a form 
effg l g g l= ⋅ ⋅ ⋅              (3) 
Here, geff is the g-shifts obtained from the simulations, l is the unit vector along the 
magnetic field, and g is the g-tensor.  A symmetrical form of g-tensor was assumed and 
hence only six unknowns are in the tensor.  The g-shifts from the three axis position 
simulations and the in plane sites of the three ring-plane position simulations were taken 
to build g2 tensor.  In this approach,24, 25 the eigenvalues of g are the square roots of those 
from g2 and the eigenvectors of g are those of g2.  The estimated g-tensors for radicals 
R1, R2 and R3 by spectrum simulations are given in Table 5.11. 
 
Table 5.11 Estimated g-tensors by spectrum simulations for the Radical R1, R2, and 
R3 in crystals of Na+.Guanosine- X-irradiated at 6K. 
 
Eigenvectors  
Radical 
Isotropic 
value 
Principal 
values <a> <b> <c> 
      
  2.0065 -0.410 0.547 0.730 
R1 2.0028 2.0045 0.823 0.566 0.038 
  1.9975 0.393 -0.616 0.683 
      
  2.0067 -0.984 -0.088 0.152 
R2 2.0036 2.0042 0.057 0.657 0.752 
  2.0000 0.166 -0.749 0.642 
      
  2.0047 -0.912 0.409 -0.037 
R3 2.0032 2.0037 0.270 0.667 0.694 
  2.0012 -0.309 -0.623 0.719 
      
Crystallographic ring normal 0.3212 -0.7961 0.5130 
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Gaussian5 version 03 also capable of calculating g-tensors by specifying “NMR” 
keyword in the route section of single-point energy calculation step.  Therefore, g-tensor 
calculations were done at UB3LYP/6-311g(2df,p) level with “NMR, NOSYMM” keyword 
for the crystal-coordinate-base optimized radical structures at  UB3LYP/6-31g(d,p) level.  
However, Gaussian 03 reports g-tensors in nonsymmetrical form.  This can be 
transformed to a symmetrical form24 by constructing g2 = ggT.  Then as discussed before, 
the eigenvalues of g are the square roots of those from g2 and the eigenvectors of g are 
those of g2.  Table 5.12 shows the g-tensors calculated for radicals R1, R2 and R3 from 
Gaussian 03 predicted g-tensors. 
 
Table 5.12 Calculated g-tensors from Gaussian 03 predicted g-tensors for the Radical 
R1, R2, and R3 in crystals of Na+.Guanosine- X-irradiated at 6K. 
 
Eigenvectors  
Radical 
Isotropic 
value 
Principal 
values <a> <b> <c> 
      
  2.0036 0.617 0.731 0.293 
R1 2.0030 2.0033 0.726 -0.385 -0.570 
  2.0021 0.304 -0.564 0.768 
      
  2.0080 0.881 0.449 0.146 
R2 2.0048 2.0042 0.363 -0.447 -0.818 
  2.0022 0.302 -0.774 0.557 
      
  2.0040 0.855 0.178 0.486 
R3 2.0029 2.0030 0.155 -0.984 0.088 
  2.0017 0.494 0.000 -0.869 
      
Crystallographic ring normal 0.3212 -0.7961 0.5130 
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Powder Spectra: A sample of Na+.Guanosine-.2H2O powder was prepared by 
grinding a piece of Na+.Guanosine-.2H2O crystal and X-irradiated at 6K to give a total 
dose of approximately 100kGy.  The EPR spectrum recorded immediately after 
irradiation is shown in Fig. 5.12 and no observable ENDOR was detected. 
8300 8350 8400 8450 8500 8550
Magnetic Field (Gauss)
 
Figure 5.12 EPR spectrum for Na+.Guanosine powder irradiated and recorded at 6K.  
 
  
5.4 Summary and Conclusions 
On irradiation at low temperature, spectra from three distinct radical species 
dominated EPR from the crystals of Na+.Guanosine-.2H2O: radical R1, the product of net 
hydrogen addition to N7; radical R2, the product of electron loss from the parent 
molecule; and radical R3, the product of net hydrogen abstraction from C1' of ribose 
group.  R1, which dominates the EPR spectra, exhibits an unusual set of hyperfine 
couplings to HC8 and HN7, the added hydrogen.   The couplings indicate considerable 
geometric distortion of the molecule in the N7-C8-N9 region, a conclusion supported by 
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DFT calculations.  The measured hyperfine couplings reflect this geometry.  The bending 
is extensive enough to make the normally-negative isotropic couplings to HN7 and HC8 
become positive.  The nature and structure of R1 are interesting because its chemical 
form may be like that of a main intermediate in the formation of 8-oxoguanine from in 
DNA.   R2 is also interesting since its chemical form is like that proposed for the initial 
proton-transfer product of guanine oxidation.   
In order to understand the 
formation and stabilization of observed 
radicals, it will be helpful to look at the 
molecular packing in the 
Na+.Guanosine-.2H2O crystals as 
revealed by the X-ray diffraction study.1 
Schema 5.6 shows the system of 
hydrogen bonds and close contacts in 
the crystal.1  Here, there is a hydrogen 
bond between N7 of one molecule and 
HO2' of a neighbor.  Thus, if one 
molecule losses an electron due to 
radiation it can be protonated at the N7 
site by taking a proton from the neighboring O2' site.  Therefore, the hydrogen bonding 
system in the crystal provides the origin and destination of protons for the N7-protonated 
radical.  But this proton transfer mechanism depends on the proton affinity of the 
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Schema 5.6  Na+.Guanosine-.2H2O showing 
the system of hydrogen bonds and close 
contacts in the crystal1 
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acceptor and the deprotonation enthalpy of the donor atoms†.  The study of this 
possibility will describe in Chapter 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                 
† The proton affinity of a molecule is generally defined as the negative enthalpy change associated with the 
gas-phase protonation reaction.  The deprotonation enthalpy is generally defined as the enthalpy change 
associated with the gas-phase deprotonation reaction. 
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Chapter 6 9 Ethyl Guanine (9EtG) 
Abstract 
Single crystals of 9 Ethyl Guanine (9EtG), in which the hydrogen at the N9 site of 
the guanine base is replaced by an ethyl group, were X-irradiated with the objective of 
identifying the radical products.  Study with K-band EPR, ENDOR, and ENDOR-
Induced EPR (EIE) techniques indicated at least four radical species to appear in the 
temperature range of 6K to room temperature.  Three of these radicals (Radicals R1, R2, 
and R3) were present immediately after irradiation at 6K.  Density Functional Theory 
(DFT) computations using Gaussian 98 were also performed for possible radical 
structures to compare with the experimental results.  Radical R1 was identified as the N7-
protonated anion and its hyperfine couplings to HC8, HN7 and N9…H'C9 were fully 
characterized with ENDOR spectroscopy.  Radical R2 was identified as the charged 
cation radical and the hyperfine couplings to HC8, HN2 and H'N2 were fully 
characterized with ENDOR spectroscopy.  Due to insufficient data and lack of 
experimental evidences radical R3 was unidentified.  Upon warming the crystals to room 
temperature, all radicals decayed to a negligible concentration.  However, the radical R4, 
the well-known C8-H addition radical, was detected after irradiation at room temperature 
and the hyperfine couplings to β-methylene protons were fully characterized with 
ENDOR spectroscopy.  EPR spectrum simulations were carried out using WINSIM 
program to further confirm the radical assignments, to extract the nitrogen couplings and 
to estimate the radical populations. 
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6.1 Introduction 
In the previous chapter, the results from the irradiated sodium salt of guanosine 
dihydrate single crystals were discussed.  This chapter describes the radiation products 
from the 9 Ethyl Guanine (9EtG) single crystals.  Several studies on guanine and its 
derivatives have been studied and presented by several authors.  9EtG as well as 
guanosine is a derivative of guanine which occurs in both DNA and RNA.  In 9EtG, the 
hydrogen at the N9 site of the guanine base is replaced by an ethyl group.  This work 
focuses on the nature and identity of the primary radical products stabilized in irradiated 
9EtG at 6K and room temperature.  This study will also extend to describe the role of 
crystal environment on the stabilized radicals.  The studies on radical formation 
mechanisms and the role of molecular environment on radical formations will be 
discussed in the following chapters.  However the ultimate goal of these studies is to 
extrapolate the results to the real DNA system. 
 
6.2 Experimental 
Commercially (Sigma) obtained 9 
Ethyl Guanine powder was used without 
further purification for the crystallization 
process.  In the 9EtG crystals, the hydrogen 
at the N9 site of the guanine base is 
replaced by an ethyl group (Schema 6.1).  
These single crystals are tetragonal with 
N
N
N
O
N N
H
1
2
3
4
5
6
7
8
9
CH2
CH3
H
H
H'
2
 
  
     Schema 6.1   9 Ethyl Guanine 
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the space group P41212, a=10.907(1) Å and c=29.370(2) Å, and there are sixteen 
molecules in the unit cell with two molecules per asymmetric unit.1 The molecules in the 
crystal lie in ribbons oriented approximately perpendicular to the a and b axes.  With a 
two-molecule asymmetric unit (molecule (a) and molecule (b)) and the P41212 space 
group symmetry, the spectra are complicated; this in turn makes the hyperfine coupling 
tensor identification complicate.  Therefore, in addition to the normal crystals, three 
different types of deuterated crystals were prepared: easy-exchange (H’s on the N sites), 
fully-deuterated (all except the H’s on the ethyl group) and C8-only deuterated (only the 
H on the C8 site).  For all cases, the degree of exchange was measured by NMR 
spectroscopy (in DMSO-d6).  The crystallization methods are described below and the 
unit cell dimensions were confirmed using a Buerger X-ray precession camera. 
9EtG normal crystals (Type N): These crystals were grown from a solution of 
9EtG and dimethyl sulfoxide (DMSO).  The solution (~ 0.025g/ml; covered) was heated 
on a hotplate at 65°C (giving solution temperature about 40°C) for complete dissolution 
and then the filtered solution was placed inside an oven at 45°C for slow evaporation.  
Crystals formed in the solution within 3-4 weeks. 
Fully-deuterated 9EtG crystals (Type F): A solution of 9EtG and D2O (~ 1:30 by 
weight) was heated on a hotplate at 100°C (giving solution temperature about 70°C) for 
about 4 hours.  Then 1:1 (solution:DMSO by weight) ratio of D2O vapor-diffused DMSO 
was added and heated on a hotplate at 65°C for complete dissolution.  The filtered 
solution was placed inside an oven at 45°C for slow evaporation and the crystals formed 
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in the solution within 1-2 weeks.  NMR revealed over 95% deuteration at the C8 site, 
75% at the N1 site and about 70% at the N2 sites†.   
Easy-exchange 9EtG crystals (Type E): These crystals were grown from a 
solution of 9EtG and D2O vapor-diffused DMSO (~ 0.025g/ml).  The solution was heated 
(covered) on a hotplate at 65°C for complete dissolution and the filtered solution was 
placed (open) inside a closed desiccator (without desiccants) with a beaker containing 
D2O for vapor diffusion.  The crystals formed in the solution within 2-3 weeks and the 
NMR revealed less than 10% exchange at the C8 site, about 60% exchange at the N1 site 
and about 50% exchange at the N2 sites. 
C8-only deuterated 9EtG crystals (Type C8): A solution of 9EtG and D2O (~ 
1:30 by weight) was heated (covered) on a hotplate at 100°C for about 24 hours and 
allowed to cool down to room temperature.  The filtered precipitate was dissolved in H2O 
vapor-diffused DMSO on a hotplate at 65°C and placed inside a desiccator as above with 
a beaker containing H2O for vapor diffusion (back-exchange at the N2 site was expected 
here).  Small crystals formed in the solution within 1-2 weeks and the NMR revealed 
about 85% deuteration at the C8 site, about 20% at the N1 site and about 5% at the N2 
sites. 
The crystals were X-irradiated through a 0.05mm Al-filter for four hours at liquid 
helium temperature (less than 10K) using a Philips PW 2182/00 x-ray tube (Rh-target) 
operating at 65kV and 45mA.  Under these conditions, the crystals received a total dose 
of approximately 65kGy.  ESR, ENDOR and ENDOR-Induced EPR (EIE) spectra were 
                                                 
† DMSO is hydroscopic and traps water.  Apparently, any H2O trapped in the NMR solvent readily 
exchanges with the deuterons at the N1 and N2 sites.  Thus the NMR data for these positions probably 
underestimate the deuteration in the crystals. 
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recorded using a K-band (24GHz) spectrometer for three independent rotations about 
<a>, <c> and <110>* (Since <110>* is one of the rotation axes, the Schonland 
ambiguity2 plays no role in the results).  Data were analyzed using the MAGRES 
program which incorporates a linear regression fitting technique.3 The specific 
undamaged molecular directions were calculated using a modified version of the X-ray 
crystallographic program ORFEE.4 The EIE patterns of the ENDOR lines were used to 
group the hyperfine couplings.  Possible radical structures and their geometries were 
tested by computations using Gaussian 98 for Windows.5  
Gaussian calculations were carried out for net hydrogen atom abstraction radicals 
(deprotonated cations), net hydrogen atom addition radicals (protonated anions), the 
parent molecule anion form and the parent molecule cation form.  All initial radical 
geometries were derived from the crystallographic coordinates and these geometries were 
optimized with Density Functional Theory (DFT)6 method by using Becke’s three 
parameter hybrid functional B3LYP7  in conjugation with Pople and coworker’s 6-
31G(d,p) basis set.  Calculations for the radical hyperfine coupling constants were 
performed using a higher basis set 6-311G(2dp,f).   Frequency calculations for the 
optimized structures were performed at the same level of theory as the optimizations to 
ensure that the molecular geometries represent true minima on the potential energy 
surfaces.  The NOSYMM keyword was used in the route section of each step to not shift 
or rotate the Cartesian coordinates of the radical model with respect to the reference 
frame.  In doing so, a direct link between the optimized structures and the original crystal 
axes was preserved.  In addition to the computations, spectrum simulations were carried 
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out using WINSIM program8, 9 to further support the radical assignments, to extract the 
nitrogen couplings, and to estimate the radical populations. 
 
8350 8400 8450 8500 8550 8600
Magnetic field (Gauss)
 field // <a>
8350 8400 8450 8500 8550 8600
normal
fully deuterated
easy exchange
C8 only deuterated
Magnetic field (Gauss)
 field // <c>
Figure 6.1  EPR spectra with the magnetic fields along <a> (left) and  <c> (right) 
crystallographic axes for 9EtG (a)C8-only deuterated, (b) deuterated at easy-exchange 
positions,  (c) fully-deuterated and (d) normal crystals irradiated and recorded at 6K. 
(a) 
(b) 
(c) 
(d) 
 
 
6.3 Results and Discussion 
The EPR spectra recorded from 9EtG and different versions of deuterated 9EtG 
single crystals immediately after irradiation at 6K with the magnetic fields along the 
crystallographic <a> and <c> axes are shown in Fig.6.1.  Also the EPR spectrum along 
with EIE patterns for the normal crystals and the ENDOR spectra for both normal and 
deuterated crystals with the magnetic field along the <c> crystal axis are shown in 
Fig.6.2.  The ENDOR signal for line 1b lies very close to line 1c and its EIE pattern is not 
shown in the figure.  Also the ENDOR signal from line 2c at this field position is hidden 
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under the Larmor line.  According to the molecular symmetry and the arrangement of this 
crystal, the signals from the same coupling are magnetically equivalent when the external 
magnetic field is along <c> axis.   
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Figure 6.2  EIE and EPR spectra for 9EtG normal crystals (left), and ENDOR spectra 
(at ~8470 Gauss) for normal and deuterated 9EtG crystals (right) with the magnetic 
field along the crystallographic <c> axis.  The crystals were approximately at the same 
orientation, but there were slight differences.  Especially, the magnetic field position of 
easy-exchange crystals is slightly off, so that the lines split due to the magnetic site 
splitting.  All the spectra were recorded immediately after irradiation at 6K.  No 
ENDOR was recorded for the C8-only deuterated crystals. 
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The EIE patterns shown in Fig.6.2 can be grouped in to three distinct sets 
indicating at least three stabilized radicals present at this temperature and will be 
discussed in detail later.  The ENDOR signals from C8-only crystals were not strong 
enough to observe and hence are not given in here.   
 
Radical R1: N7-protonated anion or N7-hydrogenation 
 The two ENDOR lines labeled 1a and 1c in Fig.  6.2 and the line 1b (not shown) 
were associated with radical R1 and they were easily followed in the three planes of 
rotations.  They all yield the same EIE pattern, indicating that they belong to the same 
radical species.  Line 1b lies very close to line 1c at the angular position considered for 
Fig.6.2 and therefore not shown.  Upon warming, ENDOR from this radical decayed 
gradually and totally disappeared at about 125K with no detectable successor.  The 
complete angular dependence plots for the three rotations considered are shown in Fig.  
6.3 and the hyperfine coupling tensors obtained from the ENDOR data are given in Table 
6.1 (The nitrogen couplings listed were obtained by the EPR spectrum simulations and 
will be discussed in detail later in this chapter).   
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Table 6.1 Magnetic parametersa for Radical R1 (Schema 6.2) in crystals of 9EtG X-
irradiated at 6K.  Splitting values are in MHz 
Eigenvectors 
Tensor Isotropic value 
 
Principal 
values <a> <b> <c> 
      
  79.47(6) 0.825(4) 0.415(8) -0.383(5) 
R1a 58.98(7) 58.21(4) -0.457(7) 0.889(4) -0.021(9) 
  39.07(0) 0.332(4) 0.192(8) 0.923(2) 
      
  -25.82(5) 0.828(2) 0.219(2) -0.517(9) 
R1b -13.55(5) -14.86(1) -0.290(1) 0.955(6)   -0.060(10)
  0.04(8) 0.481(9) 0.199(1)  0.854(4) 
      
  7.36(3) 0.097(10) 0.017(8) 0.995(6) 
R1c 3.08(5) 1.15(7) 0.929(8) -0.359(9) -0.085(1) 
  0.73(4) 0.356(6) 0.933(0) -0.051(3) 
      
  38.96    perpendicular to the molecular plane 
N7b 20.97 11.98    parallel to the molecular plane 
  11.98    parallel to the molecular plane 
      
  18.96    perpendicular to the molecular plane 
N9b 8.61 3.43    parallel to the molecular plane 
  3.43    parallel to the molecular plane 
      
Crystallographic directions:    
Perpendicular to the molecular plane 0.0074 -0.9956 0.0937 
N7-H bond direction 0.5837 -0.0718 -0.8088 
C8-H bond direction 0.9551 0.0301 0.2947 
N9…H'C9 direction 0.1891 -0.0251 -0.9817 
    
a The number in parentheses is the standard deviation of the last quoted digit(s) 
b Nitrogen couplings were estimated by EPR spectrum simulations and see text for details 
 
 
Coupling 1c has typical β-coupling features and the eigenvector for the maximum 
principal value (Vˆ max) deviates 5.3º from the crystallographic N9…HC9 direction.  In 
addition, this line appears in normal and all deuterated crystals proving that the coupling 
is from a non-exchangeable proton.  Therefore the coupling R1c is assigned to 
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•N9…H'C9.  As in the irradiated sodium guanosine dihydrate (Na+.Guanosine-) crystals 
(Chapter 5), the experimental eigenvectors for the minimum principal values (Vˆ min) of 
the tensors R1a and R1b of 9EtG also did not correspond to any of the crystallographic 
•>X−H bond directions (X = C or N).  Line 1a is present in both normal and easy-
exchange deuterated crystals but not in the fully deuterated crystals (Fig.6.2).  On the 
other hand, line 1b appears in normal crystals but not in the easy-exchange and fully 
deuterated crystals.  In addition, the eigenvalues of both of these couplings do not have 
typical α coupling features (as described in section 3.8).  The minimum eigenvalue of 
coupling R1b has a different sign from the other two values and as a result, the magnitude 
of the isotropic value is slightly smaller than that of the dipolar parts.  This is an 
indication of bending at the atom that has unpaired electron spin density.  All these 
features were also observed in R1 of irradiated Na+.Guanosine- crystals.  Therefore, from 
comparison with the previous results, radical R1 in irradiated 9EtG may also be the 
product of net hydrogen addition to N7.  If so, coupling R1a comes from C8−H interaction 
and coupling R1b comes from the N7−H interaction.  The deuteration results also support 
these assignments. 
With a Q value of  -80.0MHz10, 11 for imidazole carbon and nitrogen in the 
McConnell relation,12 the R1a indicates 0.74 unpaired π-electron spin density at C8 and 
R1b indicates 0.17 at N7.  However when there is bending at the  α carbon, dipolar 
coupling values are more reliable for estimating π-electron spin densities because the 
dipolar components are less sensitive to the bending than the isotropic component.13 
Therefore, from the most positive dipolar component of R1a and Bernhard’s relation13 
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with a Q value of 38.7MHz,14 the spin density at the C8 is estimated as 0.53.  The 
significant difference between the spin densities at C8 estimated by the above two 
methods indicates pyramidal character in the system of bonds to C8.  This feature was 
also observed in Na+.Guanosine- crystals. 
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Figure 6.3 Angular dependence plots for the three coupling tensors of R1 in 9EtG single 
crystals.  Symbols indicate the experimental data and the lines indicate the curves 
obtained from the tensors R1a, R1b and R1c (Table 6.1). 
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Table 6.2 Computed Hyperfine Coupling Constants for electron addition and net 
hydrogen addition radical structures in 9EtG.  Splitting values are in MHz. 
 
radical atom Aiso Txx Tyy Tzz
Electron-gain N1-H -5.13 -7.67 -4.59 12.26 
 N2-H 91.80 -5.31 -2.28 7.59 
 N2-H' 6.31 -5.76 -4.36 10.12 
 C8-H -6.29 -3.92 -0.07 4.00 
 C9-H 2.28 -1.50 -0.64 2.14 
 C9-H' 
 
1.03 -0.90 -0.67 1.57 
N3H- addition N1-H -9.50 -8.93 -4.27 13.20 
 N2-H 98.77 -4.61 -2.21 6.83 
 N2-H' 17.22 -6.49 -3.97 10.46 
 N3-H 
 
57.48 -5.66 -3.48 9.14 
O6H-addition N1-H -7.41 -6.75 -5.07 11.82 
 C8-H -5.51 -3.80 -0.26 4.06 
 O6-H 
 
-6.58 -10.54 -6.31 16.85 
N7H-additiona N7-H 31.99 -12.56 -7.41 19.97 
 C8-H 71.58 -22.65 -2.91 25.56 
 N9-HC9 2.07 -2.27 -1.69 3.96 
 N9- H'C9 5.14 -3.23 -2.64 5.88 
 N7 6.68 -11.63 -11.19 22.82 
 N9 
 
2.83 -6.29 -5.77 12.08 
C8H-additionb N1-H 1.02 -1.75 -0.13 1.88 
 N2-H 3.93 -2.09 -1.15 3.24 
 C8-H 105.82 -3.57 -2.02 5.59 
 C8-H 105.79 -3.58 -2.12 5.70 
 N9-HC9 1.09 -1.46 -1.34 2.80 
 N9- H'C9 6.50 -1.62 -1.25 2.87 
 N7 
 
18.35 -24.76 -23.99 48.75 
 
a Schema 6.2 (R1) 
b Schema 6.5 (R3) 
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To further test the radical assignment, molecular model computations (Gaussian 
98) for a set of possible radical structures were carried out and the results are shown in 
Tables 6.2 and 6.3.  As expected, the sets of coupling tensors in N7-protonated anion 
radical (Schema 6.2) agreed with those of 
the experimental results.  (This radical is a 
product of an electron addition to 9EtG 
followed by a protonation at N7 and its final 
structure is also similar to the net hydrogen 
addition to the N7 site) Based on this, 
coupling R1a is assigned to C8−Hα and 
coupling R1b is assigned to N7−Hα.  This 
radical model also predicts a •N9…H'C9 β-
coupling and this confirms the previous assignment to the coupling R1c.  However, the 
eigenvectors for the minimum and the intermediate principal values of tensor R1a deviate 
53.5º and 27.1º from the crystallographic C8−H bond direction and the base 
perpendicular, respectively.  Similarly, those for tensor R1b deviate 64.9º and 16.5º from 
the crystallographic N7−H bond direction and the base perpendicular, respectively.   
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Schema 6.2  Radical R1, N7-protonated 
anion 9EtG 
 
 
The computed isotropic values for both HC8 and N7H are positive.  This also 
indicates bending at tetravalent carbon atom and trivalent nitrogen atom.  (However the 
comparison of experimental and computed eigenvectors indicates a negative isotropic 
value for the N7H coupling) On the other hand, the computed isotropic coupling 
components are somewhat different from the experimental values.  In this computational     
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Table 6.3 Computed Hyperfine Coupling Constants for electron-loss and net hydrogen 
abstraction radical structures in 9EtG.  Splitting values are in MHz. 
 
radical atom Aiso Txx Tyy Tzz
Electron-lossa N2-H -8.08 -6.26 -1.63 7.90 
 N2-H' -7.04 -3.72 -2.57 6.30 
 C8-H -22.11 -12.70 -1.39 14.10 
 N2 3.00 -4.98 -4.98 9.66 
 N3 
 
6.65 -9.87 -9.60 19.46 
N1H- abstractionb N2-H -4.40 -3.44 -1.34 4.78 
 N2-H' -3.16 -2.36 -0.91 3.27 
 C8-H -19.89 -11.72 -0.72 12.44 
 N2 1.42 -2.68 -2.31 4.99 
 N3 
 
10.44 -14.71 -14.48 29.19 
N2H- abstraction N1-H -1.11 -2.25 -0.18 2.44 
 N2-H' -21.83 -17.34 -4.48 21.82 
 C8-H 
 
-16.28 -9.53 -0.65 10.18 
C9H- abstraction C8-H  -3.96 -2.84 -1.83 4.68 
 C9-H'C9 -56.62 -34.63 0.72 33.90 
 C9-HC10 2.74 -4.77 -3.34 8.11 
 C9-H'C10 95.87 -4.26 -3.36 7.62 
 C9-H''C10 
 
93.58 -4.31 -3.43 7.74 
C10H- abstraction C8-H  1.65 -3.68 -2.29 5.97 
 C10-HC9 142.61 -6.26 -2.32 8.58 
 C10-H'C9 43.63 -5.74 -4.35 10.10 
 C10-H'C10 -56.04 -38.81 0.09 38.72 
 C10-H''C10 
 
-59.26 -38.97 0.15 38.82 
 
a Schema 6.3 (R2) 
b Schema 6.4 (R2) 
 
 
approach, the molecule is treated as if it were in vacuum with nointeractions from the 
crystal surroundings.  Therefore, the minimum energy structure located by the 
optimization can be different from the actual radical geometry in the real crystal (the 
dependence of the radical geometries upon interactions with neighbors will be discussed 
further in Chapter 9).  This will cause some differences between experimental and 
computed values since the isotropic value of a hyperfine coupling is highly dependent on 
 112
geometric orientation of the molecule.15 Thus, a series of calculations was carried out to 
test the dependence of isotropic values of the above couplings by changing the bending 
angles of N7−H and C8−H independently.  For N7−H bending angles, the HN7 atom was 
rotated in a plane including the computed N7−H bond and normal to that of C5-N7-C8.  
With this approach, the bending of 0º means the N7−H bond is in the C5-N7-C8 plane.  
(The ring is puckered at N7 and C8) Similarly, for C8−H bending angles, the HC8 atom 
was rotated in a plane including the computed C8−H bond and normal to that of N7-C8-
N9.  As before, the bending of 0º means the C8−H bond is in the N7-C8-N9 plane.  Here 
the bending angles were changed from -90º to 90º in 10º intervals and the results are 
shown in Fig.6.4.   
According to these figures, isotropic values approximately equal to those from the 
experiments occur for the bending angle of N7−H in the approximate range 5º–10º.  To 
test this, additional computations were performed after changing the bending angle 
between 5º–10º in 1º intervals.  Values closest to the experimental values were obtained 
when the bending angle of N7−H was 8º (Fig.6.4).  In this geometry, the N7−H isotropic 
coupling becomes -13.73MHz and those of C8−H and N9…H'C9 become 55.32MHz and 
5.17MHz, respectively.  Table 6.4 shows the comparison of experimental and 
computational results while Fig.6.5 shows face and side views of the predicted structure 
of R1.  These clearly show the distortion in the N7-C8-N9 region.  Radical R1 in 
irradiated Na+.Guanosine- crystals showed a similar distortion but the bendings at N7 and 
C8 were more extensive and made the isotropic values of both couplings positive.   
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Figure 6.4  Dependence of isotropic hyperfine coupling constants of HC8 (black), HN7 
(red) and HC9 (blue) on bending angles of HC8 (left) and HN7 (right).  The coupling 
constants for the optimized geometry are shown with ⊕ (orange).  The vertical dashed 
line indicates the N7-H bending angle (8°) that gives the isotropic values closest to the 
experimental values.  See the text for the definition of bending angles. 
 
 
 
 
 
 
 
 
Figure 6.5 Face (left) and side (right; approximately along the C5-C4 bond) views of 
Gaussian 98 predicted structure for Radical R1 in 9EtG.  Note that the considerable 
distortion in the N7-C8-N9 region. 
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Table 6.4 Comparison of computed and experimental (in parentheses) hyperfine 
coupling tensors of Radical R1 (Schema 6.2) in 9EtG. 
 
 eigenvectors   isotropic 
value 
dipolar 
values  <a> <b> <c> 
∆φ 
(deg) 
  
 
 
24.46 
(20.55) 
 
  
0.784  
(0.825) 
  
0.531 
(0.415) 
  
-0.323 
(-0.383) 
 
 
7.9 
R1a
(HC8) 
55.32 
(58.92) 
-2.66 
(-0.70) 
 
-21.8 
 -0.535  
(-0.457) 
 0.841 
(0.889) 
 0.084 
(-0.021) 
 
8.0 
  
(-19.85) 
  0.316 
(0.332) 
0.107 
(0.192) 
 0.943 
(0.923) 
 
5.1 
        
  -15.31 
(-12.28) 
 
-4.47 
 0.841  
(0.828) 
 0.102 
(0.219) 
 -0.532 
(-0.517) 
 
6.8 
R1b
(HN7) 
-13.73 
(-13.55) (-1.31) 
 
  -0.304 
(-0.290) 
0.902  
(0.955) 
-0.308  
(-0.060) 
 
14.6 
  19.78 
(13.59) 
  0.448 
(0.481) 
 0.420 
(0.199) 
 0.789 
(0.854) 
 
13.4 
        
  5.81 
(4.28) 
 
-2.64 
 0.106 
(0.097) 
0.232 
(0.017) 
0.967 
(0.995) 
 
12.5 
R1c
(H'C9) 
5.17 
(3.08) (-1.93) 
 
-3.17 
 0.979 
(0.929) 
-0.192 
(-0.359) 
-0.061 
(-0.085) 
 
10.1 
  
(-2.35) 
 0.172 
(0.356) 
0.954 
(0.933) 
-0.248 
(-0.051) 
 
15.5 
 
a see text for details 
b ∆φ is the angle of deviation between the computational and experimental eigenvectors 
 
 
Computations predicted an unpaired π-electron spin density of 0.58 at C8.  This 
agrees well with the experimental spin density at C8 estimated by Bernhard’s relation13 
(0.53).  According to the computations, this radical structure has a π-electron spin density 
of 0.20 at N7 and 0.07 at N9.  As with Na+.Guanosine-, the C8−Hα coupling is affected 
by two different β-type interactions from the unpaired electron spin densities at N7 and 
N9.  Similarly, the N7−Hα coupling is severely affected by a β-type interaction from the 
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large unpaired electron spin density at C8.  These are consistent with the geometric 
distortion (Fig.  6.5) of the radical as well as the unusual features of the above two 
couplings.  While the β-coupling to N9…H'C9 was observed in this study, no evidence 
for a similar coupling to N9…HC1' was found in the previous study. 
 
Radical R2: Electron-loss product or Cation  
ENDOR lines labeled 2a, 2b (Fig.  6.2) and 2c (not shown) observed immediately 
after irradiation at 6K belong to radical R2 and all yield same EIE pattern.  (Line 2c 
overlaps with the Larmor line at the angular position for recording Fig.6.2 and con not be 
seen) Upon warming, lines from R2 decayed gradually and totally disappeared at about 
100K with no detectable successor.  A full analysis of the ENDOR results from three 
planes of data is shown in Fig.  6.6 and the corresponding hyperfine coupling tensors are 
presented in Table 6.5 (The nitrogen couplings listed was obtained by the EPR spectrum 
simulations).   
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Figure 6.6 Angular dependence plots for the three coupling tensors of R2 in 9EtG single 
crystals.  Symbols indicate the experimental data and the lines indicate the curves 
obtained from the tensors R2a, R2b and R2c (Table 6.5). 
 
 
Tensor R2a has typical π-type α- proton coupling features and is assigned to HC8.  
The eigenvector of the minimum principal value deviates 3.8o from the crystallographic 
C8−H bond direction and that of the intermediate principal value deviates 3.1o from the 
ring perpendicular.  With a Q value of -80.0MHz,10, 11 McConnell’s relation12 yields 0.23 
π-spin density at C8.  From Bernhard’s relation,13, 14 the spin density at C8 is computed to 
be 0.27.  The similarity of these estimates indicates no significant bending of the bonds to 
the center of spin. 
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Table 6.5 Magnetic parametersa for Radical R2 (Schema 6.3) in crystals of 9EtG X-
irradiated at 6K.  Splitting values are in MHz 
Eigenvectors 
Tensor Isotropic value 
 
Principal 
values <a> <b> <c> 
      
  -27.86( 2) 0.343(8) -0.108(15)  0.933(3) 
R2a -18.62(2) -19.74(2) 0.046(15) 0.994(2)   0.098(18) 
  -8.27(3) 0.938(3) -0.009(18) -0.346(8) 
      
  -21.96(3) 0.624(9) 0.334(15) 0.706(8) 
R2b -11.68( ) -13.69(3) -0.047(30) 0.919(15) -0.392(25) 
  0.62(4) 0.780(18) -0.212(36) -0.589(9) 
      
  -18.52(6) 0.921(4) 0.317(2) -0.228(1) 
R2c -11.74( ) -14.04(2) -0.353(1) 0.926(5)  -0.138(7) 
  -2.67(4) 0.168(3) 0.207(6)  0.964(1) 
      
  27.05    perpendicular to the molecular plane 
N3b 9.79 1.16    parallel to the molecular plane 
  1.16    parallel to the molecular plane 
      
  11.54    perpendicular to the molecular plane 
N2b 4.97 1.69    parallel to the molecular plane 
  1.69    parallel to the molecular plane 
      
Crystallographic directions:    
Perpendicular to the molecular plane 0.0074 -0.9956 0.0937 
C8-H bond direction 0.9551 0.0301 0.2947 
N2-H bond direction 0.6902 -0.2741 -0.6697 
N2-H' bond direction 0.1843 0.0785 0.9797 
    
a The number in parentheses is the standard deviation of the last quoted digit(s) 
b Nitrogen couplings were estimated by EPR spectrum simulations and see text for details 
 
 
Tensor R2b does not have typical features for a CH α coupling.  Its minimum 
eigenvalue has a different sign from the other two values and, as a result, the magnitude 
of the isotropic value is smaller than that of the dipolar parts.  As described before, this 
might indicate bending at the atom that has the unpaired electron spin density; as well it 
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might indicate an NH coupling.  The eigenvector of the minimum principal value 
deviates 7.8o from the crystallographic N2−H bond direction and that of intermediate 
principal value deviates 17.9o from the ring perpendicular.  On the other hand, tensor R2c 
has typical α coupling features.  Its eigenvector of the minimum principal value deviates 
7.5o from the crystallographic N2−H' bond direction and that of intermediate principal 
value deviates 20.5o from the ring perpendicular.  Hence couplings 2b and 2c are 
assigned to N2H and N2H', respectively. 
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Table 6.6 Comparison of computed and experimental (in parentheses) hyperfine 
coupling tensors of Radical R2 (Schema 6.3) in 9EtG. 
 
 eigenvectors   isotropic 
value 
dipolar 
values  <a> <b> <c> 
∆φ 
(deg) 
  
 
 
-12.67 
(-9.24) 
 
  
0.339  
(0.343) 
  
0.059 
(-0.108) 
  
0.939 
(0.933) 
 
 
9.6 
R2a
(HC8) 
-22.12 
(-18.62) 
-1.40 
(-1.12) 
 
 0.027  
(0.046) 
 0.997 
(0.994) 
 -0.073 
(0.098) 
 
9.8 
  14.07 
(10.35) 
  0.940 
(0.938) 
-0.050 
(-0.009) 
 -0.336 
(-0.346) 
 
2.4 
        
  -6.44 
(-10.28) 
 
-1.69 
 0.591  
(0.624) 
 0.053 
(-0.334) 
 0.805 
(0.706) 
 
17.3 
R2b
(HN2) 
-8.08 
(-11.68) (-2.01) 
 
8.13 
  0.009 
(-0.047) 
0.997  
(0.919) 
-0.072  
(-0.392) 
 
19.2 
  
(12.29) 
  0.807 
(0.780) 
 -0.050 
(-0.212) 
 -0.589 
(-0.589) 
 
9.4 
        
  -3.89 
(-6.78) 
 
 0.960 
(0.921) 
-0.028 
(0.317) 
-0.279 
(-0.228) 
 
20.2 
R2c
(H'N2) 
-7.04 
(-11.74) 
-2.63 
(-2.29) 
 
6.52 
 0.008 
(-0.353) 
0.997 
(0.926) 
-0.071 
(-0.138) 
 
21.6 
  
(9.07) 
 0.280 
(0.168) 
0.066 
(0.207) 
0.958 
(0.964) 
 
10.3 
 
a see text for details 
b ∆φ is the angle of deviation between the computed and experimental eigenvectors 
 
 
According to the molecular orbital calculations (Table 6.3), two radical structures 
predicted coupling constants comparable to the experimental values.  They are the one-
electron ionized product of 9EtG (Schema 6.3) and that of net hydrogen abstraction from 
N1 (Schema 6.4).  The former structure was predicted to have π-spin density of 0.25 at 
the C8 site and the latter was predicted to have 0.27 spin density at the C8 site.  Both 
values agree well with experimental estimates (0.23 and 0.27).  However, for both 
structures, the computed amino proton couplings are smaller than the respective 
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experimental values.  However, the values from the electron loss product (cation) are 
much closer to the experimental values.  As well, the nitrogen coupling tensors for this 
structure are comparable to those estimated by the spectrum simulation method (will be 
discussed later in the text).  Furthermore, a similar set of couplings was reported for 
guanine cation by Close et al.16 Therefore radical R2 is assigned for the electron loss 
product of 9EtG (Schema 6.3).  The comparison of experimental and computational 
results is shown in Table 6.6. 
 
Radical R3: Unidentified radical 
The line labeled 3 in Fig.6.2 belongs to the radical R3.  Even though line 3 
appears weak at the field position for Fig.6.2 (~8470G), it was very strong at ~8460G and 
present in normal and was two deuterated crystal types (no ENDOR was recorded for the 
C8-only deuterated crystals).  However due to the overlap with the Larmor line at most of 
the magnetic fields, a full ENDOR analysis was not possible for line 3 to calculate the 
tensor and identify the coupling.  The EIE pattern with slightly larger g-value (lower 
magnetic field) shows this coupling does not belong to the other two radicals discussed 
above.  (In addition, no other ENDOR lines giving a similar EIE pattern were detected in 
these experiments.) Thus, radical R3 remains as unidentified. 
 
 121
Radical R4: C8 H-addition radical 
After warming the crystal to room temperature, all the radicals detected at low 
temperature decayed to a negligible concentration with the results that no EPR signal was 
detectable.  However, the EPR spectra recorded at room temperature after irradiation at 
same temperature were dominated by the 
resonance ascribed to radical R4, the well 
known C8 H-addition radical17-19 shown in 
Schema 6.5.  The EPR, ENDOR and EIE 
patterns for 9EtG X-irradiated and recorded 
at the room temperature is given in Fig.6.7.  
ENDOR lines 4a, 4b and 4c gave similar 
EIE patterns.  Line 4c lies very close to the 
Larmor frequency line and overlapped with 
it at most of the orientations.  Therefore a full angular dependency for this line was 
unable to obtain.  The angular dependence plots for lines 4a and 4b are shown in Fig.6.8.  
The corresponding hyperfine coupling tensors are given in Table 6.7 and they were 
assigned to the two β-methylene protons (N7⋅⋅⋅HC8).  As in the Na+.Guanosine- case, the 
assignments were done by comparing computations (Table 6.2) and results from previous 
guanine studies.  17-22 Even though a full ENDOR analysis was not made for line 4c to 
calculate the tensor, comparison with computations suggests that this may be the 
coupling N9…C9H'. 
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Figure 6.7 ENDOR, EIE and EPR spectra for 9EtG single crystals irradiated and 
recorded at 298K.  The magnetic field is along the crystallographic <c> axis. 
R4b
 
 
Figure 6.8 Angular dependence plots for the coupling tensors of R4 in 9EtG.  Symbols 
indicate the experimental data and the lines indicate the curves obtained from the tensors 
R4a and R4b (Table 6.7). 
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Table 6.7 Magnetic parametersa for Radical R4 (Schema 6.5) in crystals of 9EtG X-
irradiated and observed at 298K.  Splitting values are in MHz 
 
Eigenvectors 
Tensor Isotropic value 
Principal 
values <a> <b> <c> 
      
  116.6(3) 0.554(22) 0.542(5) 0.632(9) 
R4a 110.2(3) 108.0(2) 0.730(22) 0.048(11) -0.682(15) 
  106.0(4) 0.400(16) -0.839(5) 0.370(9) 
      
  107.7(5) 0.548(25) 0.562(62) -0.620(22) 
R4b 100.2(4) 97.5(2) 0.786(18) -0.091(18) 0.611(22) 
  95.4(6) 0.287(15) -0.822(10) -0.491(10) 
 
 
a The number in parentheses is the standard deviation of the last quoted digit(s) 
 
 
Spectrum Simulations 
The EPR patterns from the irradiated 9EtG at some orientations showed clear 
indication of nitrogen contributions.  The computations using Gaussian 98 also predicted 
sufficient nitrogen spin densities on radicals R1 and R2 to affect the EPR patterns.  
Therefore, EPR spectrum simulation technique can be used to re-create the experimental 
EPR patterns using the known results.  By doing so, we can further support the radical 
assignments, extract the nitrogen couplings, and estimate the radical populations. 
In this approach, we used the proton couplings from the experimental results, the 
nitrogen couplings from the Gaussian 98 predicted results, the relative g-shifts from the 
EIE patterns, reasonable linewidths to match the experimental EPR pattern and 100% 
relative concentration for each radical as the starting parameters.  Then the optimization 
feature of the WinSim program8, 9 was used to refine the nitrogen couplings, g-shifts, 
linewidths and relative concentrations to get the best match (minimum rms error) while 
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keeping the proton couplings calculated from the experimental tensors fixed.  These 
simulations were done for the EPR spectra those have magnetic fields along the three 
crystallographic axes <a>, <c>, and <110>. 
The nitrogen coupling comes from an unpaired spin in a π-system normal to the 
ring-plane.  The contribution from the nitrogen atom is a pπ orbital which is axially 
symmetric and hence creates an axially symmetric hyperfine coupling to the 14N nucleus.  
Therefore, the nitrogen couplings (all come from the guanine ring) were treated as having 
axial symmetry about the normal to the ring-plane.  Then the nitrogen coupling tensor has 
only two independent values such that Amax, the value normal to the ring-plane and Amin, 
the value parallel to the ring-plane.  Therefore the individual nitrogen coupling values 
obtained from the best fitting simulations can be expressed in an equation that has a form 
2 2 2 2
max mineff
2A A Cos A Sinθ θ= +    
Here, Aeff is the effective hyperfine coupling value at any magnetic field position (the 
nitrogen couplings obtained from the simulations) and θ is the angle between the 
magnetic field and the ring normal vectors. 
 According to the above expression, successful simulations at two known 
orientations will provide the required values for the corresponding nitrogen coupling 
tensor.  But for a better estimation, the above-mentioned three magnetic field positions 
were selected.  In principle, the relative concentration of individual radicals should be 
same for each magnetic field position considered.  But the values were somewhat 
different for some field positions.  Then the optimizations were repeated for all three 
positions by fixing the radical concentration of each radical at their average concentration 
 125
value from the first optimizations (for example the radical concentrations of radical R1 
from three different simulations were averaged to get the radical concentration value for 
the second optimization).  Note that according to the crystal symmetry of 9EtG, both <a> 
and <110> field positions reveal two magnetic sites and hence two different coupling 
values for each interaction (one value for the field position considered and the other for 
the other magnetically distinct site related by the crystallographic symmetry).  Thus, all 
together, the three simulations provide five different effective coupling values for each 
nitrogen coupling tensor and the corresponding tensors were calculated by the regression 
analysis.   
 
Table 6.8 Comparison of the nitrogen coupling tensors from Gaussian 
computations and spectrum simulations for radicals R1 and R2 (Schema 
6.2 and 6.3) in crystals of 9EtG X-irradiated at 6K.  Splitting values are 
in MHz 
 
Principal values  
Tensor Gaussian computations Spectrum simulation 
   
 42.69 38.96 
R1 (N7) 5.33 11.98 
 4.76 11.98 
   
 19.77 18.96 
R1 (N9) 2.63 3.43 
 2.11 3.43 
   
 25.75 27.05 
R2 (N3) -3.16 1.16 
 -3.43 1.16 
   
 13.20 11.54 
R2 (N2) 1.51 1.69 
 1.80 1.69 
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The overlay of experimental and simulated spectra for normal and deuterated 
crystals is shown in Fig.6.9 with the magnetic fields along crystallographic <a> and <c> 
axes.  The estimated relative radical concentrations obtained from the EPR spectrum 
simulations are R1=19%, R2=65% and R3=16%.  The comparison of the principal values 
of nitrogen couplings those estimated from spectrum simulations and molecular orbital 
calculations are given in Table 6.8.  There is a reasonable agreement between them (it is 
not possible to decide the sign of the tensor values with spectrum simulation methods).    
 
8400 8450 8500 8550
Magnetic Field (Gauss)
field // <a>
 
8400 8450 8500 8550
Normal
Magnetic Field (Gauss)
Fully deuterated
Easy-exchange
field // <c>
Figure 6.9  Comparison of experimental (black) and simulated (red) EPR spectra for 
9EtG with the magnetic fields along <a> (left) and  <c> (right) crystallographic axes.  
(a) deuterated at easy-exchange positions, (b) fully-deuterated, and (c) normal crystals 
irradiated and recorded at 6K. 
(a) 
(b) 
(c) 
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g-Tensors: Gaussian version 035 is also capable of calculating g-tensors by 
specifying “NMR” keyword in the route section of single-point energy calculation step.  
Therefore, g-tensor calculations were done at UB3LYP/6-311g(2df,p) level with “NMR, 
NOSYMM” keyword for the crystal-coordinate-base optimized radical structures at  
UB3LYP/6-31g(d,p) level.  However, Gaussian 03 reports g-tensors in nonsymmetrical 
form.  This can be transformed to a symmetrical form by constructing g2 = ggT.23 Then 
the eigenvalues of g are the square roots of those from g2 and the eigenvectors of g are 
those of g2.23, 24 Table 6.9 shows the g-tensors calculated for radicals R1, R2 and R4 from 
Gaussian 03 predicted g-tensors. 
 
Table 6.9 Calculated g-tensors from Gaussian 03 predicted g-tensors for the Radical 
R1, R2, and R4 in crystals of 9EtG. 
 
Eigenvectors  
Radical 
Isotropic 
value 
Principal 
values <a> <b> <c> 
      
  2.0037 0.414 0.150 0.898 
R1 2.0031 2.0037 0.893 0.125 -0.433 
  2.0020 0.177 -0.981 0.082 
      
  2.0057 0.204 -0.073 -0.976 
R2 2.0038 2.0035 0.979 0.008 0.204 
  2.0022 0.007 0.997 -0.073 
      
  2.0055 0.546 -0.050 -0.836 
R4 2.0040 2.0043 0.837 0.061 0.543 
  2.0021 0.024 -0.997 0.075 
      
Crystallographic ring normal 0.0074 -0.9956 0.0937 
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Powder Spectra: A sample of 9EtG powder was prepared by grinding a piece of 
9EtG crystal and X-irradiated at 6K to give a total dose of approximately 100kGy.  The 
EPR spectrum recorded immediately after irradiation is shown in Fig.6.10(a) and no 
observable ENDOR was detected.   
 
8300 8350 8400 8450 8500 8550
Magnetic Field (Gauss)
8300 8350 8400 8450 8500 8550
Magnetic Field (Gauss)
Figure 6.10  (a) EPR spectrum from 9EtG powder irradiated and recorded at 6K.  
(b) Comparison of experimental (black) and simulated (red) EPR spectra. 
 
Powder EPR spectrum simulations were also performed to test the compatibility 
of extrapolation of the single-crystal results to the powder spectrum.  In this approach, 
two radicals (R1 and R2) and their tensors (including the nitrogen tensors) obtained from 
the single crystal experiments were used.  In addition, the g-tensors obtained from the 
G03 computations and radical concentrations from the WINSIM crystal-spectrum 
simulations were used as starting parameters.  First the simulations were done for the 
individual radicals and then for the combination.  The eigenvalues of the g-tensors, the 
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linewidths of the radicals and their concentrations were adjusted slightly to obtain the 
best match.  The best simulation obtained by this method is shown in Fig.6.10(b). 
 
6.4 Summary and Conclusions 
Based on EPR and ENDOR evidence, at least three radicals were trapped in 
irradiated 9EtG single crystals at 6K.  Radical R1, the product of net hydrogen addition to 
N7, exhibits an unusual set of hyperfine couplings to HC8 and HN7, the added hydrogen.   
The couplings indicate considerable geometric distortion of the molecule in the N7-C8-
N9 region, a conclusion supported by DFT calculations.  The measured hyperfine 
couplings reflect this geometry and the bending is extensive enough to make the 
normally-negative isotropic couplings to HC8 become positive.  Radical R2, the product 
of electron loss from the parent molecule, shows three α-couplings to HC8 and two 
amino protons.  The radical formed by net hydrogen abstraction at the N1 site is also a 
good candidate for radical R2; however, DFT results assisted in drawing the above 
conclusion.  Due to lack of experimental evidence radical R3 was left unassigned.  
Radical R4 appeared after irradiation at room temperature was assigned to the well-
known C8H-addition radical. 
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Schema 6.6 shows a 9EtG molecule with the system of hydrogen bonds and close 
contacts in its single crystal environment as revealed by the X-ray diffraction study.1 In 
order to understand the formation and stabilization of observed radicals, it will be helpful 
to look at this molecular packing arrangement.  Here, there is a hydrogen bond between 
N7 of one molecule and HN1 of a 
neighbor.  Thus, if one molecule losses 
an electron due to irradiation it can be 
protonated at the N7 site by taking a 
proton from the neighboring N1 site.  
Therefore, the hydrogen bonding 
system in the crystal provides the 
origin and destination of protons for 
the N7-protonated radical.  However 
this proton transfer mechanism 
depends on the proton affinity of the acceptor and the deprotonation enthalpy of the 
donor atoms‡.  The computational study of this possibility and the proton transfer 
mechanisms between 9EtG base-pair radicals will be described in Chapter 7 and Chapter 
8, respectively.  The similar study for crystal environment effects on the radicals 
geometries and hence for the EPR hyperfine coupling constants will be discussed in 
Chapter 9. 
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Schema 6.6  9EtG showing the system of 
hydrogen bonds and close contacts in the 
crystal1 
 
 
                                                 
‡ The proton affinity of a molecule is generally defined as the negative enthalpy change associated with the 
gas-phase protonation reaction.  The deprotonation enthalpy is generally defined as the enthalpy change 
associated with the gas-phase deprotonation reaction. 
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Chapter 7 Theoretical Consideration of Proton Affinities and Deprotonation 
Enthalpies of Guanine derivatives and Ribose Sugar 
Abstract 
Preferred protonation and deprotonation sites as well as proton affinities and 
deprotonation enthalpies of guanine, 9 ethyl guanine (9EtG), N1-deprotonated guanine 
and the ribose sugar moiety were calculated by density functional theory.  The predicted 
proton affinity of N7 site of neutral guanine (227.7kcal/mole) agreed well with the 
experimental value determined by FAB-MS (227.4 ± 11 kcal/mole).  The N7 site is the 
preferred protonation site for all guanine derivatives considered here except for the N1 
deprotonated guanine.  However, upon gaining an electron, N7 became the preferred 
protonation site for all models.  Substitution of an ethyl group at the N9 position did not 
affect the deprotonation enthalpies of the neutral molecule but slightly affected the proton 
affinities.  For neutral sugar, the C3' site has the lowest deprotonation enthalpy 
(340.1kcal/mole) and C4' has the highest (389.3kcal/mole).  After losing an electron, both 
C2' and C4' became equally probable for deprotonation (~219kcal/mole).   
 
7.1 Introduction 
Hydrogen bonding is a key feature in the biological information on transfer 
mechanisms by the nucleic acids.1, 2  The majority of hydrogen bonding observed is the 
interaction between an acidic hydrogen, such as an O H−  or a  group, and a 
lone pair of electrons on an electronegative element, such as O or N.  The two most
N H−
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important factors that influence the structure and the energetics of hydrogen bonding are 
the proton affinity of the acceptor and the deprotonation enthalpy (acidity) of the donor.  
Since the proton affinity of a molecule represents an important, fundamental, gas-phase 
thermodynamic property, it gets a considerable attention in theoretical and experimental 
points of view.  Computational approaches can provide reliable values for absolute values 
of proton affinities,3, 4 which is important since they are not always easy to determine 
experimentally.  The gas phase is a useful environment in which to examine the 
properties and reactivity of biological molecules. 
Guanine is a purine base occurring in both DNA and RNA and it is the largest of 
the five common nucleic acid bases.  In double-stranded nucleic acids and in cell 
processes, such as DNA-replication and gene expression, guanine forms Watson-Crick 
base pairs with cytosine.  In this base paring interaction, the amino group, the N1H 
moiety and the carbonyl group of guanine participate in hydrogen bonds with the 
carbonyl group, the N3 ring nitrogen and the amino group of cytosine, respectively. 
The main objective of this work is to describe the proton transfers in 9 Ethyl 
Guanine (9EtG) and Sodium Guanosine dihydrate (Na+Guanosine-) in their single crystal 
environment.  Here, we employ Density Functional Theory (DFT)5  as the computational 
method for describing proton transfer processes in experimentally observed radicals of 
9EtG and Na+Guanosine- (see chapter 6 and chapter 5 for the experimental results).  In 
addition, for comparison, proton affinities and deprotonation enthalpies of guanine were 
also performed at the same level of theory.  Before discussing theoretical details, it is 
useful to review various thermodynamic quantities which are commonly used. 
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Absolute energy, E and Energy change, ∆E 
The total energy of a substance is called its internal energy and it is the sum of all 
different sorts of energy which associated with the random, disordered motion of the 
molecules of the substance.  However, only some components of this energy can be 
precisely defined and the components which involve in the chemical reactions are of 
interest here.  Therefore, the important energy components are those associated with the 
translational, rotational and vibrational motion of the molecules and the electronic 
interactions (both intramolecular and intermolecular) that exist between the positively 
charged nuclei and the negatively charged electrons are chemically significant.  The 
absolute energy of a system is not a measurable quantity and it can be written as 
elec trans rot vibE E E E E= + + +  (1) 
The electronic energy , the translational energy , the rotational energy  and 
the vibrational energy  are also called the components of the internal energy and will 
be discussed individually later in this section.  For any process, the only measurable 
energy quantity is the difference between the energy of the products 
elecE transE rotE
vibE
prodE  and that of 
reactants .  This difference is called the energy change and can be written as reactE
prod reactE E E∆ = −  (2) 
Electronic Energy, Eelec is the energy associated with the interactions of 
positively charged nuclei and negatively charged electrons.  Typically, the electronic 
energy change is the dominant term in the total energy change for a chemical reaction 
because the separation between the energy levels is much larger than that for the other 
terms. 
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Translational Energy, Etrans is the energy associated with the translational motion 
of atoms or molecules.  Translational motion, which occurs only for T > 0K, is usual for 
the gas and the liquid phases and is typically absent in solids.  The translational energy 
possesses at the temperatures above the absolute zero.  Since translational energy quanta 
are extremely small (of the order of 10-21kcal/mol), the magnitudes of translational 
energies are estimated by assuming ideal gas behavior by use of classical distribution of 
energy ( 12 kT  for each degree of freedom, where k is the Boltzmann constant).   Atoms 
or molecules free to move in three dimensions have three degrees of freedom; thus their 
translational energy is 3 2 kT  per molecule or 3 2 RT  per mole (0.889kcal/mol at 298K). 
Rotational Energy, Erot is the energy associated with rotation about a center of 
gravity and occurs at temperatures above the absolute zero.  This energy is absent in 
monatomic gases but is present in diatomic or polyatomic gases.  Rotation in solids 
depends on the crystal components and the nature of the bonding.  Rotational energy is 
either absent or of little significance for the crystals where the atoms or molecules are 
locked in position by the crystal geometry or by the intermolecular bonding.  Rotational 
levels are separated by about 0.005kcal/mol which is small compared to electronic level 
separations.  Thus the ideal gas assumption is also valid for estimating the magnitudes of 
rotational energies at room temperature.  For linear molecules, which have two rotational 
degrees of freedom, the rotational energy is  per molecule or  per mole 
(0.593kcal/mol at 298K).  For non-linear molecules, which have three degrees of 
freedom, the rotational energy is 
kT RT
3
2 kT  per molecule or 3 2 RT  per mole. 
 138
Vibrational Energy, Evib is the energy associated with the vibrational motion of 
the bonds.  All polyatomic molecules and ions in the gaseous, liquid and solid state 
possess vibrational energy.  In general, a polyatomic molecule containing n atoms will 
have (3n-6) vibrational degrees of freedom if it is non-linear and (3n-5) if it is linear.  
Vibrational quanta usually fall within the range 1-10 kcal/mol.  Vibrational energy 
persists even at 0K and the substances therefore possess a vibrational zero-point energy, 
which is equal to 12 0hν  per atom (  is Planck’s constant and h 0ν  is the fundamental 
vibration frequency). 
 
Enthalpy, H and Enthalpy change, ∆H 
 Enthalpy is the sum of the internal energy of matter and the product of its volume 
multiplied by the pressure and can be written as 
H E P= + V
V
 (3) 
Enthalpy is a quantifiable state function (any property of a system that depends only on 
the current state of the system, not on the way in which the system got to that state), and 
the total enthalpy of a system cannot be measured directly; the enthalpy change of a 
system is measured instead.  Enthalpy is a thermodynamic potential (thermodynamic 
quantity measured in energy units), and is useful particularly for a nearly-constant 
pressure process, where any energy input to the system must go into internal energy or 
the mechanical work of expanding the system.  At constant pressure, the amount of heat 
absorbed or evolved equals the change in enthalpy (the total energy available as heat) and 
can be expressed as 
H E P∆ = ∆ + ∆  (4) 
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Entropy, S and Entropy change, ∆S 
Entropy is a measure of the amount of energy in a physical system that cannot be 
used to do work.  It is also a measure of the disorder present in a system.  Since entropy 
gives information about the evolution of an isolated system with time, it is sometimes 
called an arrow of time†.  According to the second law of thermodynamics, in any cyclic 
process the entropy will either increase or remain the same.  The entropy change of a 
thermodynamic system, during a reversible process in which an amount of heat ∆Q is 
applied at constant absolute temperature T, can be defined as 
QS
T
∆∆ =  (5) 
 
Gibb’s free energy, G and change in the Gibb’s free energy, ∆G 
 Gibb’s free energy (free energy) is a state function because it is formally defined 
only in terms of state functions, the state functions enthalpy and entropy, and the state 
variable temperature.  The definition of free energy is 
G H T= − S
                                                
 (6) 
It is one of the most important thermodynamic functions for the characterization of a 
system and provides a measure of the extent to which a reaction between specified 
substances can occur under a specific set of conditions (e.g.  pressure and temperature).  
It determines outcomes such as the voltage of an electrochemical cell, and the 
 
† The arrow of time is a concept used because almost all of the processes of physics at the microscopic 
level are time symmetric, meaning that the equations used to describe them are the same if the direction of 
time were reversed, yet when we describe things at the macroscopic level, there is an obvious direction of 
time. 
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equilibrium constant for a reversible reaction.  Gibb’s free energy also determines how 
much work is attainable for any given process.  The change in Gibb’s free energy is 
given by 
G H T∆ = ∆ − ∆S  (7) 
∆G is the energy which is available for doing work.  Any natural process occurs 
spontaneously if and only if the associated change in G for the system is negative (∆G < 
0).  Likewise, a system reaches equilibrium when the associated change in G for the 
system is zero (∆G = zero).  And, no spontaneous process will occur if the change in G is 
positive (∆G > 0). 
 
Equilibrium constant, Keq 
The equilibrium constant is a theoretically-calculated number associated with a 
reaction that is a useful tool to determine the concentration of various reactants or 
products in a system where chemical equilibrium occurs.  The equation of the equilibrium 
constant is equal to the product of the product concentrations to the power their 
respective stoichiometric coefficients divided by the product of the reactant 
concentrations to the power of their stoichiometric coefficients. The value of the 
equilibrium constant for a given system depends only on temperature and can be also 
expressed in terms of the standard Gibb’s free energy difference,  between the 
reactants and the products. 
0G∆
0G RT
eqK e
−∆=  (8) 
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If  is negative (spontaneous processes) then K0G∆ eq>1, if 0G∆  is positive then Keq>1 
and if no change in free energy occurs Keq=1. 
 
7.2 Computational Methods 
All systems were described within the unrestricted DFT framework by using 
Becke’s three parameter hybrid B3LYP functional.6  The geometries of initial, protonated 
and deprotonated molecules were optimized at split-valence 6-31G(d,p) level and the 
method of optimization was the default Berny algorithm.  Subsequent single point 
calculations for the electronic energy were performed at Pople’s triply split valence 6-
311+G(2df,p) basis set.  To characterize the stationary points and to obtain the zero-point 
energy (ZPE) corrections and the thermodynamic data, frequency calculations for the 
optimized structures were carried out at the same level of theory as the optimizations.  
ZPE and thermodynamic results from frequency calculations were scaled by the common 
factor7, 8 of 0.9804.  All calculations were performed for the gas phase using Gaussian 03 
(revision C.02).9 
The tendency of molecules to gain or lose a proton is a fundamental property in 
chemical physics.  The proton affinity, PA(M), of a molecule M is generally defined10 as 
the negative enthalpy change associated with the gas-phase protonation reaction (9). 
M H M++ → H +  (9) 
( ) ( ( ))PA M H E PV E RT= −∆ = − ∆ + ∆ = −∆ +  (10) 
The  term is required to convert an energy to enthalpy assuming ideal gas behavior 
and  since 1 mole of gas is lost in the reaction.  As discussed 
PV
( )PV nRT RT∆ = ∆ = −
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before, the energy of a nonlinear polyatomic molecule at any temperature can be 
approximated as 
( ) ( ) ( ) ( )elec ZPE vib trans rotE T E E E T E T E T= + + + +  (11) 
Here ZPEE  is the zero-point energy of the normal modes.  To determine the proton 
affinity one has to calculate the energy change in going from the reactants M  and H +  to 
the product MH + .  For , the electronic energy is zero since it has no electrons and 
the only other non-zero energy term is the difference in translational energy, which is 
equal
H +
8 to 3 2 0.889 /RT kcal mol− = −  at 298.15K (protons have no rotational energy).  
Therefore the absolute value of PA can be calculated using the following expression3, 11-13 
5
2( ) ( )ele vibPA M E ZPE E T RT= −∆ − ∆ − ∆ +  (12) 
elecE∆  is the difference between the electronic energies of the products and the reactants 
and can easily be evaluated from the energy difference between the protonated and 
unprotonated species.  ZPE∆  represents the difference in the zero-point energies of M  
and MH + .   appears due to change in the population of the vibrational levels 
with the change in temperature.  
( )vibE T∆
ZPE∆  and ( )vibE T∆  terms can be calculated from the 
frequencies of the normal modes of vibration by performing a vibrational analysis for 
both the initial and protonated species.  The term 5 2 1.5RT kcal mol=  includes the 
classical correction for translational and rotational energy changes ( 12 RT  per mole per 
degree of freedom) and the nRT∆  energy to enthalpy conversion factor assuming ideal 
gas behavior as discussed before.   
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           The deprotonation enthalpy DPE(M-) is generally defined as the enthalpy change 
associated with the gas-phase deprotonation reaction (13) and a corresponding derivation 
also holds. 
MH M H−→ + +  (13) 
5
2( ) ( )ele vibDPE M E ZPE E T RT
− = ∆ + ∆ + ∆ −  (14) 
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Figure 7.1  The structure and the numbering system of (a) Guanine, (b) 9 Ethyl 
Guanine (9EtG)  and (c) Sodium Guanosine dihydrate (Na+Guanosine-.2H2O).  For (b) 
and (c) the hydrogen bonds from the crystal environment are also indicated with 
dashed lines.14, 15 
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7.3 Results and Discussion  
The structures and numbering system of Guanine, 9EtG and Na+Guanosine-.2H2O 
are shown in Fig.  7.1.  For 9EtG14 and Na+Guanosine-.2H2O15 the hydrogen bonds from 
the crystal environment are also indicated with dashed lines.  However, for the 
computational purposes, isolated N1-deprotonated guanine (G-) and a separate ribose 
sugar with NH2 group at C1' position were considered instead of Na+Guanosine-.2H2O 
itself as a whole (see page 153).  In all initial, protonated and deprotonated cases, the 
normal modes revealed no imaginary frequencies for the calculated structures, which 
indicates that they represent a minimum on the potential energy surface.   
 
Guanine 
 At 298.15K, calculated gas-phase proton affinities and deprotonation enthalpies at 
UB3LYP/6-311+G(2df,p)// UB3LYP/6-31G(d,p) level for possible guanine sites and its 
anionic (as a result of gaining an electron) and cationic (as a result of losing an electron) 
molecules are shown in Table 7.1.  The DFT results from McConnell et al16 at B3LYP/6-
311+G(2d,p)// B3LYP/6-31+G(d,p) level and Chandra et al17 at B3LYP/6-31+G(d,p) 
level are also shown for comparison.  Our results agree well with their values.  For 
neutral guanine molecule, the N7 site has the highest PA and this predicts N7 as the 
preferred protonation site.  The experimental PA value,18 which was determined by fast 
atom bombardment tandem mass spectrometry (FAB-MS), is (227.4 ± 11) kcal/mol.  
FAB-MS can only determine the PA, but cannot identify the actual protonation site.  
However, this value is very close to the theoretically predicted PA value of the N7 site 
(this study, ref 16 and ref 17).  O6 protonation from the N1 side for the guanine anion is 
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not listed here due to difficulty of obtaining the minimum energy geometry.  This 
geometry always came out similar to the optimized geometry for O6 protonation from the 
N7 side.   
 
Table 7.1: Calculated Proton Affinities (PA) and Deprotonation Enthalpies (DPE) of 
various Guanine(G) sitesa
 
 proton 
acceptor 
PAb 
(kcal/mole) 
PAc,d 
(kcal/mole) 
proton 
donor 
DPEb 
(kcal/mole) 
DPEc,d 
(kcal/mole) 
 
G neutral 
 
 
 
 
G anion 
 
 
 
 
G cation 
 
 
 
 
 
N3 
N7 
O6(N1 side) 
O6(N7 side) 
 
N3 
N7 
O6(N1 side) 
O6(N7 side) 
 
 
 
 
 
 
 
211.1 
227.7 
213.9 
221.7  
 
329.9 
340.7 
n/a 
332.6 
 
 
 
211.7, 212.1 
228.3, 229.5 
215.0, 215.3 
222.8, 223.9 
 
N1H 
N2H 
N2H' 
N9H 
 
 
 
 
 
N1H 
N2H 
N2H' 
N9H 
 
339.9 
339.0 
343.9  
337.9 
 
 
 
 
 
230.5 
226.7 
231.3 
229.0 
 
337.8, 338.4 
342.1, 337.6 
         , 343.0 
335.5, 336.4 
 
 
 
 
a UB3LYP/6-311+G(2df,p) single-point calculations on UB3LYP/6-31G(d,p) geometries 
b including zero-point vibrational energies calculated at  UB3LYP/6-31G(d,p) level. 
c from ref 16 at B3LYP/6-311+G(2d,p)// B3LYP/6-31+G(d,p) level 
d from ref 17 at B3LYP/6-31+G(d,p) level 
 
 
  
At 298.15K, the N9 site has the smallest gas-phase deprotonation enthalpy.  To 
the best of our knowledge, no experimental data for the deprotonation enthalpy of 
guanine are available for comparison.  In the case of radiation study, the proton transfer 
occurs after gaining or losing an electron from a molecule in the sample.  To implement 
this case, the PA’s of anion and DPE’s of cation forms of guanine molecule were also 
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considered.  As expected, the PA values of each site increases as a result of gaining an 
electron and DPE’s of each site decreases as a result of losing an electron from the parent 
molecule.  But each site is affected differently.  In the case of electron addition, N3 was 
the most affected site and in the case of electron loss, N2 was the most affected site.   
 Table 7.2 shows selected geometric parameters of various guanine molecules and 
their total geometrical deviation‡, χ2 from the neutral guanine structure.  To calculate the 
χ2 between a molecule and the neutral molecule, only the common atoms for both 
molecules were considered.  For example, to compare the neutral and N7 protonated 
molecule, N7H of the N7 protonated structure was not considered.  Also to compare the 
neutral and N1 deprotonated molecule, N1H of the neutral was ignored.  The N3 
protonated anion molecule has the highest deviation and anion has the next highest.  N2H 
deprotonated structures have the minimum deviation from the neutral structure.  The 
purine ring in the optimized structure of the isolated guanine in the gas-phase is almost 
planar and the amino group is notably non-planar due to the partial sp3 hybridization and 
hydrogen-hydrogen repulsion.19  When guanine loses an electron, the amino group 
becomes essentially planar.  On the other hand, in the guanine anion, the non-planarity of 
the amino group is enhanced.   
 
 
 
                                                 
0 0 0
1
( ) ( ) ( )
N
i i i i i i
i
r x x y y z z
=
∆ = − + − + −∑ 2 2 min( )rχ = ∆
i
‡  and ; here 2 2 2 2
0 0 0, ,i ix y z  are coordinates of the ith atom in the neutral molecule (reference molecule) and , ,i i ix y z  are 
the coordinates of the ith atom in the molecule to be compared.   
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Table 7.2: Selected geometric parametersa of various guanine molecules and their 
geometrical deviation, χ2 from neutral guanineb 
 
 
 
 
C2N3C4 
 
C5N7C8 
 
C5C6O6H 
 
C2N1C6 
 
N3C2N2H 
 
N3C2N2H' 
 
χ2 (Å2)c
 
neutral 
N3 protonated 
N7 protonated 
O6 protonated (N1) 
O6 protonated (N7) 
N1H deprotonated 
N2H deprotonated 
N2H' deprotonated 
N9H deprotonated 
 
anion 
N3 protonated 
N7 protonated 
O6 protonated (N7) 
 
cation 
N1H deprotonated 
N2H deprotonated 
N2H' deprotonated 
N9H deprotonated 
 
 
112.5 
118.4 
113.1 
114.4 
114.4 
109.1 
113.4 
113.9 
114.0 
 
112.9 
117.6 
113.5 
112.3 
 
113.9 
110.9 
113.8 
114.3 
114.7 
 
104.5 
105.1 
109.1 
103.9 
103.6 
105.0 
104.8 
104.7 
101.5 
 
105.2 
105.3 
107.9 
104.5 
 
104.5 
104.7 
104.6 
104.5 
101.6 
 
 
 
 
180.0 
0.0 
 
 
 
 
 
 
 
 
-33.0 
 
126.6 
128.6 
126.3 
123.2 
122.9 
120.6 
129.6 
129.9 
125.8 
 
127.5 
128.0 
125.6 
124.2 
 
126.0 
120.5 
128.5 
128.8 
125.6 
 
148.2 
-179.9 
-179.9 
-179.2 
-179.9 
156.3 
- 
180.0 
125.1 
 
61.0 
-85.1 
147.9 
141.3 
 
180.0 
179.9 
- 
180.0 
170.4 
 
12.5 
0.0 
0.0 
-0.3 
0.0 
30.5 
0.0 
- 
6.6 
 
-50.9 
149.8 
12.8 
10.7 
 
0.0 
0.1 
0.0 
- 
5.2 
 
0 
0.21 
0.17 
0.19 
0.18 
0.12 
0.04 
0.19 
0.15 
 
1.80 
4.68 
0.22 
0.24 
 
0.16 
0.18 
0.04 
0.17 
0.11 
 
a angles and dihedral angles from optimized structures in degrees 
b to calculate χ2 all the atoms common for both molecules were considered 
c see the text for the definition of χ2
 
 
 
The C4N9C8 angle for neutral guanine is 106.7 degrees and that for N9H 
deprotonated neutral and cationic guanine are 101.6 and 102.2 degrees respectively.  
Protonation at purine ring sites increases the bond angle at the protonation site and 
deprotonation decreases the angle at the deptotonation site.  Addition or removal of an 
electron only changes the orientation of the amino group. 
 
 
 
 148
9 Ethyl Guanine 
Calculated uncorrected energies, proton affinities and deprotonation enthalpies for 
the possible sites in neutral, anionic, and cationic 9EtG molecules are shown in Table 7.3.  
As shown in Fig.7.1 (b), the available proton means that O6 can only be protonated from 
the N7 side and therefore only that case was considered here.  Since the N9H is replaced 
by the ethyl group in 9EtG, there is no N9H deprotonation enthalpy.  There are three 
distinct proton transfers associated with this molecular arrangement.  They are HN1 from 
one molecule to N7 of the neighboring molecule, HN2 from one molecule to O6 of the 
neighboring molecule and H'N2 of one molecule to N3 of the neighboring molecule.  
After irradiation, these proton transfers can be initiated in two ways.  One way is that a 
molecule can become an anion by capturing a free electron and then protonate by taking a 
proton from the neutral neighboring molecule.  The other is that a molecule can become a 
cation by losing an electron and then give a proton away to the neighboring neutral 
molecule.  However, the ability of proton transfer depends on the proton affinity of the 
acceptor site and the deprotonation enthalpy of the donor site. 
As in the guanine case, N7 is the preferred protonation site.  On the other hand, 
since there is no N9H, the N2H site became the preferred deprotonation site (has lowest 
DPE).  Likewise the PA’s of each site increased upon electron gain and DPE’s of each 
site decreased upon electron lost.  Also the most affected sites are still N3 and N2 sites.  
The PA’s of anionic forms and DPE’s of neutral forms of guanine and 9EtG are almost 
the same.  However, the PA’s for neutral 9EtG sites are slightly higher than those for 
neutral guanine sites.  Similarly, the DPE’s for 9EtG cation sites are also slightly higher 
than those for guanine cation sites.   
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Table 7.3: Calculated Energies, Proton Affinities (PA) and Deprotonation Enthalpies 
(DPE) of various 9 Ethyl Guanine(9EtG) sitesa
 
 proton 
acceptor 
uncorrected 
energy (au) 
PAb 
(kcal/mole) 
proton 
donor 
uncorrected 
energy (au) 
DPEb 
(kcal/mole) 
 
9EtG neutral 
 
 
 
 
9EtG anion 
 
 
 
 
9EtG cation 
 
 
 
 
 
 
N3 
N7 
O6(N7 side) 
 
 
N3 
N7 
O6(N7 side) 
 
 
 
 
 
 
 
-621.394200 
-621.749320 
-621.780778 
-621.767983 
 
-621.378369 
-621.920581 
-621.938270 
-621.924699 
 
 
 
 
 
 
 
 
214.2 
233.0 
225.4  
 
 
330.1 
341.0 
332.9  
 
 
 
 
 
 
 
N1H 
N2H 
N2H' 
 
 
 
 
 
 
 
N1H 
N2H 
N2H' 
 
 
 
-620.840163 
-620.842069 
-620.834137 
 
 
 
 
 
 
-621.121005 
-620.736142 
-620.743414 
-620.736225 
 
 
 
340.8 
339.6 
344.3  
 
 
 
 
 
 
 
234.5 
230.5 
234.9  
 
a UB3LYP/6-311+G(2df,p) single-point calculations on UB3LYP/6-31G(d,p) geometries. 
b including zero-point vibrational energies calculated at  UB3LYP/6-31G(d,p) level. 
 
  
 Table 7.4 shows selected geometric parameters of various 9 ethyl guanine 
molecules and their total geometrical deviation, χ2 from the neutral 9 ethyl guanine 
structure.  Same procedure that used to calculate χ2 of guanine molecules was also 
followed here.  All parameters are comparable with those for the guanine molecules 
(Table 7.2) except for the amino group of the N1H deprotonated cation.  This group is 
planar in the N1H deprotonated guanine cation but slightly non-planar in the N1H 
deprotonated 9EtG cation.  Even though the substitution of an ethyl group for the H at N9 
does not make substantial change to the geometric parameters of the purine ring, the free 
rotation of the methyl group in the ethyl group (orientation of the ethyl group) makes the 
total geometrical deviation higher. 
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Table 7.4: Selected geometric parametersa of various 9 ethyl guanine molecules and 
their geometrical deviation, χ2 from neutral 9 ethyl guanineb
 
 
 
 
C2N3C4 
 
C5N7C8 
 
C5C6O6H 
 
C2N1C6 
 
N3C2N2H 
 
N3C2N2H' 
 
χ2 (Å2)c
 
neutral 
N3 protonated 
N7 protonated 
O6 protonated (N7) 
N1H deprotonated 
N2H deprotonated 
N2H' deprotonated 
 
anion 
N3 protonated 
N7 protonated 
O6 protonated (N7) 
 
cation 
N1H deprotonated 
N2H deprotonated 
N2H' deprotonated 
 
 
112.6 
118.6 
113.2 
114.5 
109.1 
113.4 
114.0 
 
112.8 
117.5 
113.6 
112.4 
 
114.0 
110.9 
113.9 
114.5 
 
104.2 
104.8 
108.6 
103.2 
104.8 
104.6 
104.5 
 
105.0 
105.0 
107.7 
104.2 
 
104.1 
104.4 
104.3 
104.2 
 
 
 
 
0.1 
 
 
 
 
 
 
 
-30.2 
 
126.6 
128.6 
126.3 
122.8 
120.7 
129.7 
130.0 
 
127.6 
128.0 
125.5 
124.1 
 
126.1 
120.6 
128.6 
128.9 
 
145.5 
-179.9 
-179.1 
178.8 
156.4 
- 
179.9 
 
60.5 
-84.7 
147.9 
140.8 
 
-179.7 
-176.1 
- 
0.0 
 
12.5 
-0.9 
-0.7 
-0.5 
30.5 
-0.1 
- 
 
-51.5 
150.6 
13.0 
10.5 
 
-0.2 
-5.6 
0.0 
- 
 
0 
0.29 
0.19 
0.94 
0.52 
0.25 
0.38 
 
2.42 
4.97 
1.05 
0.33 
 
0.31 
0.24 
0.05 
0.18 
 
a angles and dihedral angles from optimized structures in degrees 
b to calculate χ2 all the atoms common for both molecules were considered 
c see the text for the definition of χ2
 
 
 
 Table 7.5 shows the proton affinities and deprotonation enthalpies of 9EtG 
considering only the total electronic energy difference between the initial and 
protonated/deprotonated species, hereafter labeled as PAe and DPEe respectively.  The 
table also shows the vertical proton affinities, VPAe and vertical deprotonation 
enthalpies, VDPEe.  Similarly, the subscript represents the consideration of total 
electronic energies.  The VPAe of 9EtG neutral (or anion) molecule is the energy 
difference between the 9EtG molecule in its optimized neutral (or anion) geometry and 
the protonated molecule in the identical geometry.  The difficulty for VPAe calculations 
was, knowing the appropriate position for the additional H in the protonated structure.  
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To overcome this, only the position of the added H was optimized at the same level of 
theory with the rest of the molecular atoms frozen.  The VDPEe of 9EtG neutral (or 
cation) molecule is the energy difference between the 9EtG molecule in its neutral (or 
cation) geometry and deprotonated molecule in the identical geometry.  The deprotonated 
structures were obtained by simply removing the relevant proton from the initial 
geometry. 
 
Table 7.5: Calculated Proton affinities (PAe), Vertical Proton Affinities (VPAe), 
Deprotonation Enthalpies (DPEe)  and Vertical Deprotonation Enthalpies (VDPE) of 
various 9 Ethyl Guanine(9EtG) sites by considering only the electronic energiesa
 
 proton 
acceptor 
PAe 
(kcal/mole)
VPAe 
(kcal/mole)b
proton 
donor 
DPEe 
(kcal/mole) 
VDPEe 
(kcal/mole)c
 
9EtG neutral 
 
 
 
9EtG anion 
 
 
 
9EtG cation 
 
 
 
N3 
N7 
O6(N7 side) 
 
N3 
N7 
O6(N7 side) 
 
 
 
222.8 
242.6 
234.6 
 
340.2 
351.3 
342.8 
 
 
214.3 
235.8 
221.8 
 
330.5 
325.2 
320.0 
 
 
 
 
 
 
N1H 
N2H 
N2H' 
 
 
 
 
 
N1H 
N2H 
N2H' 
 
347.7 
346.5 
351.4 
 
 
 
 
 
241.5 
236.9 
241.5 
 
355.4 
355.6 
363.6 
 
 
 
 
 
249.1 
242.6 
247.3 
 
a UB3LYP/6-311+G(2df,p) single-point calculations on UB3LYP/6-31G(d,p) geometries. 
b Geometries were obtained by optimizing only the added H to optimized neutral or anion geometries.   
c Geometries were obtained by removing the H from optimized neutral or cation geometries. 
 
 
 
For each protonation site, PAe values are higher than VPAe values.  In contrast, 
for each deprotonation site VDPEe values are larger than DPEe values.  Proton transfer 
from N1 to N7 is the main interest here and the two possible mechanisms were discussed 
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above.  For the neutral N1 site, the VDPEe is about 20kcal/mol larger than the VPAe of 
the anionic N7 site.  But after relaxation, the PAe value of anionic N7 site is 3.6kcal/mol 
higher than the DPEe of the neutral N1 site.  On the other hand, VDPEe of the cationic N1 
site is about 14kcal/mol larger than the VPAe of the neutral N7 site.  But after relaxation, 
PAe value of neutral N7 site became 1.1kcal/mol higher than the DPEe of cationic N1 
site.  The values after relaxation reveal the possibility of proton transfer in both anionic 
and cationic cases.  However, according to Table 7.3 (including all the terms in equation 
(12)), the gas phase PA of the anionic N7 site and the gas phase DPE of the neutral N1 
site almost the same while the gas phase PA of neutral N7 site becomes 1.5kcal/mol 
smaller than the gas phase DPE of cationic N1 site. 
Three 9EtG neighboring molecules are responsible for the five hydrogen bonds 
shown in Fig. 7.1(b).  The proton affinity of the anionic N7 site and the deprotonation 
enthalpy of the cationic N1 site were also calculated in the presence of three neighbors.  
These calculations made use of the two-layer ONIOM method in the Gaussian 03 
package20, 21 (see Chapter 9 for details).  Here, the central molecule was treated at the 
higher (DFT) level and the neighboring molecules were treated at the semi empirical 
AM1 level.  For geometry optimization, the higher level calculations used UB3LYP/6-
31G(d,p) and the lower level used UAM1.  For the subsequent energy calculations, the 
higher level calculations used UB3LYP/6-311+G(2df,p) and the lower level used UAM1.  
Therefore, in this case also, the central molecule was treated at the same level of theories 
as in the single molecule calculations.  Considering the uncorrected energies of the anion 
and the N7 protonated anion, the proton affinity (PAe) of the N7 site is 358.9kcal/mol and 
that for the single molecule is 351.3kcal/mol (Table 7.5).  Similarly, considering the 
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uncorrected energies of the cation and the N1 deprotonated cation, the deprotonation 
enthalpy (DPEe) of the N1 site is 255.1kcal/mol and that for the single molecule is 
241.5kcal/mol (Table 7.5).  Thus including the neighboring molecules considerably 
increased the PAe of anionic N7 site and the DPEe of cationic N1 site. 
 
Sodium guanosine dihydrate (Na+Guanosine-.2H2O) 
 In Na+Guanosine-.2H2O single crystals, the N1 site is initially deprotonated due to 
growth in a high pH solution.  Therefore the starting molecule is negatively charged.  As 
shown in Fig. 7.1(c), there are five possible proton transfers.  They are from O2' of a 
neighboring sugar to N7, from O3' of a neighboring sugar to O6, from a water molecule 
to N1, from N2 to a different water molecule and from O5' of the sugar to N3.  Also O6 
can be protonated only from the N1 side.  Due to computational time, the N1 
deprotonated guanine and ribose sugar molecules with the base replaced by NH2 are 
considered separately (Fig. 7.2).   
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(a) N1 deprotonated guanine 
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(b) NH2 substituted ribose sugar 
 
Figure 7.2  Two models used for sodium guanosine computations 
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Table 7.6 shows calculated energies, gas phase proton affinities and deprotonation 
enthalpies for the N1 deprotonated guanine (Fig. 7.2 (a)) and its electron gain and 
electron loss versions.  Even though N2H is not hydrogen bonded to any atom, the DPE’s 
of N2H were calculated for comparison purposes.  For the same reason, O6 protonation 
from the N7 side is also shown.   N7 protonation gets the highest interest here and it can 
occur by electron addition to the base followed by proton transfer from a neighboring 
sugar. 
 
Table 7.6: Calculated Energies, Proton Affinities (PA) and Deprotonation Enthalpies 
(DPE) of various N1 deprotonated Guanine(G-) sitesa
 
 proton 
acceptor 
uncorrected 
energy (au) 
PAb 
(kcal/mole) 
proton 
donor 
uncorrected 
energy (au) 
DPEb 
(kcal/mole)
 
G- (initial) 
 
 
 
 
 
 
G-2 (anion) 
 
 
 
 
 
 
G (cation) 
 
 
 
 
 
N3 
N7 
O6 (N1 side) 
O6 (N7 side) 
N1 
 
 
N3 
N7 
O6 (N1 side) 
O6 (N7 side) 
N1 
 
 
 
 
 
 
-542.190630 
-542.713139 
-542.713919 
-542.741497 
-542.740790 
-542.743425 
 
-542.020619 
-542.698771 
-542.734581 
-542.717477 
-542.720117 
-542.727994 
 
 
 
 
 
318.5 
318.6 
335.7 
335.3 
336.9 
 
 
415.7 
437.0 
427.4 
428.7 
433.7 
 
 
 
 
 
 
N2H 
N2H' 
 
 
 
 
 
 
 
 
 
 
 
 
N2H 
N2H' 
 
 
 
-541.457758 
-541.460580 
 
 
 
 
 
 
 
 
 
 
 
-542.083902 
-541.528692 
-541.532117 
 
 
448.8 
447.2 
 
 
 
 
 
 
 
 
 
 
 
 
338.5 
336.5 
 
a UB3LYP/6-311+G(2df,p) single-point calculations on UB3LYP/6-31G(d,p) geometries 
b including zero-point vibrational energies calculated at  UB3LYP/6-31G(d,p) level. 
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Similar to the cases of guanine and 9EtG, addition of an electron increase the PA 
of each site and removal of an electron decrease the DPE of each site.  For the initial 
molecule, N1 is the preferred protonation site.  This is logical because the proton 
normally at N1 is absent from the guanine molecule in the sodium guanosine.  O6 has the 
next highest PA, about 1kcal/mol less than the value of the N1 site, as well protonation 
from the N1 and N7 sides are equally preferred.  The PA of O6 in this case is slightly 
higher than that for G-2.  But, in contrast to the G-2, the absence of N1H made it easier to 
find the optimized geometry for O6 protonation from the N1 side.  For G-2, N7 is the 
preferred protonation site and the PA of the N3 site is about 11kcal/mol less than that for 
N7.  For the N1 deprotonated guanine (G-), PA’s of both N3 and N7 are the same and the 
value is even smaller than that for N3 site of G-2.  After gaining an electron, N7 is the 
preferred protonation site for G- and the PA for N3 is about 16kcal/mol less than that for 
the N7 site.  For neutral guanine, the DPE of N2H is about 5kcal/mol less than that for 
N2H'.  But after losing an electron from G-, the DPE of the N2H site is 2kcal/mol larger 
than that for the N2H' site.  Even for initial G-, N2H has the higher DPE.  Since the N9 
position of guanosine is linked to the ribose sugar group, DPE’s of the N9 site were not 
considered here.  However, the calculations were extended to the ribose group with the 
base replaced by an NH2 group as shown in Fig. 7.2 (b).   
The uncorrected energies and deprotonation enthalpies for different sites of ribose 
sugar are shown in Table 7.7.  Even though only O2'H, O3'H and O5'H are hydrogen 
bonded to the neighboring molecules, for completeness and comparison DPE’s for all 
possible sites were calculated.  The energy to remove a hydrogen atom from the neutral 
sugar, dehydrogenation energy (DHE), is also listed in Table 7.7.  It is the energy 
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difference between the optimized deprotonated cations (loss of electron followed by 
deprotonation is similar to a loss of a hydrogen atom) and the optimized neutral sugar. 
Upon losing an electron, the DPE of each site decreased dramatically but the 
individual deprotonation sites were affected differently.  For neutral ribose, C3'H has the 
lowest DPE 340kcal/mol.  On the other hand, losing an electron made C2'H and C4'H the 
easiest deprotonation sites (~219kcal/mol).  In contrast, C4'H is the site which has highest 
DPE in neutral sugar with 389.3kcal/mol.  That for cationic sugar is O3'H with 
233.2kcal/mol.  The range of highest to the lowest DPE for neutral sugar is about 
50kcal/mol and that of cationic sugar is about 14kcal/mol.   
 
Table 7.7: Calculated Energies and Deprotonation Enthalpies (DPE) of various Ribose 
Sugar sitesa
 
 uncorrected 
energy (au) 
DPEb  uncorrected 
energy (au) 
DPEb  
 
DHEb,c 
 
 
neutral sugar 
C1'H deprotonated 
C2'H deprotonated 
O2'H deprotonated 
C3'H deprotonated 
O3'H deprotonated 
C4'H deprotonated 
C5'H deprotonated 
C5'H' deprotonated 
O5'H deprotonated 
 
-552.978575 
-552.354139 
-552.360057 
-552.405671 
-552.418493 
-552.377281 
-552.339196 
-552.397373 
-552.397362 
-552.391461 
 
 
380.4 
375.6 
348.4 
340.1 
366.1 
389.3 
353.0 
353.0 
357.5 
 
sugar cation 
C1'H deprotonated 
C2'H deprotonated 
O2'H deprotonated 
C3'H deprotonated 
O3'H deprotonated 
C4'H deprotonated 
C5'H deprotonated 
C5'H' deprotonated 
O5'H deprotonated 
 
-552.684920 
-552.320292 
-552.322460 
-552.310496 
-552.320176 
-552.300550 
-552.322890 
-552.317306 
-552.318513 
-552.303760 
 
 
220.5 
219.3 
226.4 
220.6 
233.2 
219.1 
222.5 
222.0 
230.9 
 
 
 
404.2 
403.0 
410.2 
404.3 
416.9 
402.8 
406.2 
405.8 
414.6 
 
a UB3LYP/6-311+G(2df,p) single-point calculations on UB3LYP/6-31G(d,p) geometries 
b including zero-point vibrational energies calculated at  UB3LYP/6-31G(d,p) level; in kcal/mole 
c DHE = (energy of deprotonated cations – energy of neutral sugar) 
 
 
 
As discussed before, proton transfers in sodium guanosine dihydrate single 
crystals may occur between O3' and O6 from the N1 side, between O2' and N7 and 
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between O5' and N3.  If the guanine base gains an electron upon irradiation, N3, O6 and 
N7 sites can expect to get a proton from the O5', O3' and O2' sites of neutral sugar 
respectively.   Since N7 has the highest PA (437.0kcal/mol) among the acceptors and O2' 
has the lowest DPE among the donors, the O2' to N7 proton transfer has the highest 
probability of occurring.  On the other hand, if the ribose sugar group loses an electron 
due to radiation, O5', O3' and O2' sites expect to release a proton to N3, O6 and N7 sites 
respectively.  But the O2' site has the smallest DPE (226.4kcal/mol) among the donors 
and O6 has the highest PA (335.7kcal/mol) among the acceptors.  Therefore it is not easy 
to conclude the probable proton transfer.  The (PA – DPE) values for O5':N3, O3':O6 and 
O2':N7 donor acceptor pairs are 87.6kcal/mol, 102.5 kcal/mol and 92.2 kcal/mol 
respectively.  Therefore in this case O3' to O6 proton transfer may have the highest 
probability. 
 
Table 7.8: Total geometrical deviation, χ2 of various Ribose Sugar 
structures from neutral Ribose Sugar structure a,b
 
 χ2 (Å2)  χ2 (Å2) 
 
neutral sugar 
C1'H deprotonated 
C2'H deprotonated 
O2'H deprotonated 
C3'H deprotonated 
O3'H deprotonated 
C4'H deprotonated 
C5'H deprotonated 
C5'H' deprotonated 
O5'H deprotonated 
 
0 
10.56 
5.69 
2.02 
15.55 
0.74 
0.16 
39.34 
41.66 
2.12 
 
 
sugar cation 
C1'H deprotonated 
C2'H deprotonated 
O2'H deprotonated 
C3'H deprotonated 
O3'H deprotonated 
C4'H deprotonated 
C5'H deprotonated 
C5'H' deprotonated 
O5'H deprotonated 
 
5.03 
0.29 
1.89 
0.14 
3.23 
0.05 
1.74 
2.39 
0.41 
1.46 
 
a to calculate χ2 all the atoms common for both molecules, except the 
atoms of NH2 group, were considered 
b see the text for the definition of χ2
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Comparison of geometrical parameters for the N1 deprotonated guanine base is 
not considered here and expected to be similar to the guanine case.  Table 7.8 shows the 
total geometrical deviation, χ2 of various ribose sugar structures from the neutral ribose 
sugar structures.  Even though an NH2 group was used in the place of the base for all 
calculations, the geometrical parameters for this group were not considered in χ2.  Since 
all the atoms in the sugar ring are singly bonded to the neighboring atoms, reorientation 
of the ring is easier.  Therefore, the geometric deviations with respect to the neutral 
geometry are larger than those for the guanine base.  However, deviations for the cationic 
deprotonated molecules are somewhat smaller. 
 
7.4 Conclusions 
DFT calculations allow the prediction of preferred protonation and deprotonation 
sites as well as proton affinities and deprotonation enthalpies for guanine, 9 ethyl 
guanine, N1 deprotonated guanine and the ribose sugar moiety.  Geometry optimization 
and frequency analysis were undertaken on neutral molecules and their protonated and 
deprotonated molecules, anion molecules and their protonated molecule, and cation 
molecules and their deprotonated molecules at the UB3LYP/6-31G(d,p) level.  
Subsequent energy calculations were done at UB3LYP/6-311+G(2df,p) level and hence 
the predicted proton affinities and deprotonation enthalpies were at the same level of 
theory.  The predicted proton affinity of N7 site of neutral guanine agreed well with the 
experimental value determined by FAB-MS.  The N7 site is the preferred protonation site 
for all guanine derivatives considered here except for the N1 deprotonated guanine.  
However, upon gaining an electron, N7 became the preferred protonation site for all 
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models.  Substitution of an ethyl group at the N9 position did not affect the deprotonation 
enthalpies of the neutral molecule but slightly affected the proton affinities.  For neutral 
sugar, the C3' site has the lowest deprotonation enthalpy and C4' has the highest.  After 
losing an electron, both C2' and C4' became equally probable for deprotonation.   
Thus, these computations indicate the potential of DFT methods for describing 
proton transfer processes in irradiated single crystals.  This study was extended further 
for 9EtG by considering radical base-pairs and will be discussed in the next chapter. 
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Chapter 8 DFT study of energetics and proton transfer within 9 Ethyl Guanine 
base pair anion and cation radicals in its crystallographic geometry 
Abstract 
In this work, the energetics and the proton transfer reactions in 9 ethyl guanine 
(9EtG) base pair anion and cation radicals in the crystallographic geometry were studied 
using ab initio density functional theory.  Here we employed DFT theory with UB3LYP 
functional and the 6-31+G(D) basis set.  Even though there are two possible proton-
transfers associated with this 9EtG crystallographic arrangement, only the N1H proton 
transfer was succeeded at the level of theory considered.  For both anion and cation 
radicals, N1H of molecule (b) transferred to N7 of molecule (a).  The stabilized structures 
for initial, proton transferred and transition structures were found for both anion and 
cation radical pairs.  However the located transition structure for base-pair anion radical 
did not connect the initial and proton transferred structures either energetically or 
structurally.  The forward and reverse activation energies as well as reaction enthalpies 
and free energy changes were also calculated.  On the basis of these thermodynamic data, 
the proton transfer process is unfavorable even for the cationic base-pair.  Electron 
affinities (EA) and ionization energies (IE) of 9EtG base-pair as well as single 9EtG 
molecule are also calculated and reported. 
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8.1 Introduction 
Hydrogen bonding between DNA bases is important to the stability of the DNA 
double helix which stores genetic information.1-3 The majority of hydrogen bonding 
observed is the interaction between an acidic hydrogen, such as an O  or an 
 group, and a lone pair of electrons on an electronegative element, such as O or 
N.  The base pairs in the DNA hold together by these hydrogen bonds.  This base paring 
and proton transfer between them can alter the energetics of the DNA and affect the 
pattern of electron and hole transfer within DNA.  Guanine, the most easily oxidizable 
base, is a purine occurring in both DNA and RNA and it is normally paired with cytosine.   
H−
N H−
Proton transfer between bases in a base pair cation radical and succeeding 
reactions in the nucleotides are thought to be a major source of damage to DNA by 
ionizing radiation.4 The main objective of this work is to describe the proton transfers in 
radiation-induced 9 Ethyl Guanine (9EtG) base pair anion and cation radicals in their 
single crystal geometry.  As in DNA, the molecules in the crystals hold by hydrogen 
bonds.  In 9EtG structure, the hydrogen at N9 site of guanine base is replaced by an ethyl 
group.  Extensive theoretical calculations on the DNA bases and base pairs have been 
carried out with various methods5 and those based on Density Functional Theory (DFT)6 
have been successful in predicting many of their properties.7-10 Therefore, here we 
employ DFT as the computational method for describing proton transfer processes 
involving the experimentally observed radicals from x-ray irradiated 9EtG (refer to 
chapter 6 for experimental results). 
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Figure 8.1  A view of 9EtG crystal structure, as seen down the b axis.  The reference 
cell edges are shown with dashed lines. 
a?  
c?  
 
 
9EtG single crystals11 have sixteen molecules in the unit cell: eight symmetry 
related sites with two independent molecules per asymmetric unit.  These molecules are 
oriented approximately perpendicular to the a and b axes as shown in Fig. 8.1.  The two 
molecules of the unit are labeled as (a) and (b) and they are hydrogen bonded as shown in 
Fig. 8.2.  Nir et al.,12 studied G-G base pairs using Resonance-Enhanced Multi-Photon 
Ionization (REMPI) spectroscopy and showed that this base pair exists in two different 
configurations one of which is like that of the 9EtG asymmetric unit as shown in Fig.  
8.2.  The a-b pair is the simplest two-molecule group from the 9EtG crystal structure and 
was chosen as our computational model for describing the proton transfer mechanisms 
between these two molecules discussed later in this chapter.  DFT study of proton 
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affinities and deprotonation enthalpies of 9EtG single molecule was discussed in the 
previous chapter (Chapter 7). 
N1
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N2
N3
C4
C5
C6
O6
N7
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C10
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O6 N7
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H9'
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H2'
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H9
H9'
H10
H10'
H10"
  
Figure 8.2  Molecular structure of 9EtG-pair along with atom numbers.  
Geometry for (a) and (b) molecules were obtained from the crystallographic 
data.11 
 
 
8.2 Computational methods 
The molecular structure of a 9 ethyl guanine (9EtG) base pair along with atom 
numbers is shown in Fig. 8.2.  Geometry for (a) and (b) molecules were obtained from 
the crystallographic data.11 The neutral structure of 9 ethyl guanine (9EtG) base pair was 
pre-optimized at semi-empirical, UPM3 level and was then further optimized at the DFT 
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UB3LYP/6-31+G(d) level.  This optimized structure was used as the starting geometry 
for the initial and proton-transferred structures of 9EtG anion/cation radicals.  These ionic 
radical structures were optimized at UB3LYP/6-31+G(d) level and the subsequent energy 
and frequency calculations were also performed at the same level.  The transition 
structure of each base pair was obtained by Quadratic Synchronous Transit approach 
(QST).   This was done by specifying the OPT = QST2 keyword in the route section of 
the input file and providing both the initial and the proton transferred structure 
coordinates.  The transition structures were then verified by subsequent frequency 
calculations and reaction path following (IRC – Intrinsic Reaction Coordinate approach).  
ZPE and the thermodynamic data from frequency calculations were scaled by the 
common factor13, 14 of 0.9804.  All calculations were performed for the gas phase 
structures using Gaussian 03 (revision B.04).15  GaussView16 version 3.0 in conjunction 
with Gaussian 03 was used for the visualization. 
 
8.3 Results and Discussion 
The pair of 9EtG molecules shown in Fig.8.2 are hydrogen bonded between 
O6(a)…N2H'(b) and N7(a)…N1H(b).  No significant hydrogen bonding can be expected 
from oxygen on molecule (b) with the hydrogen on C8 of molecule (a).  Therefore, there 
are two possible proton transfers associated with this molecular arrangement.  They are 
HN1 from molecule (b) to N7 of the molecule (a) and HN2 from molecule (b) to O6 of 
molecule (a).  Upon irradiation, these proton transfers can be initiated by two ways.  One 
way is that molecule (a) can capture a free electron to become an anion which then takes 
a proton from molecule (b).  The other is that molecule (b) can lose an electron to become 
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a cation which then gives a proton to molecule (a).  Both N1H(b) and N2H(b) proton 
transfer reactions were considered in this work.  However, the structures for O6(a) 
protonation from N2H(b) were not stable at the level of theory considered.  In both anion 
and cation versions, the proton moved back to its original N2(b) site without stabilizing at 
the O6(a) site.  Therefore, only the results for N1H(b) proton transfer to N7(a) are given 
here.   
For the optimized neutral, anion, cation and proton-transferred structures, the 
normal modes revealed no imaginary frequencies, which is in agreement with the fact 
that they represent a minimum on the potential energy surface.  The transition structures 
for the proton transfer processes had only one imaginary frequency, a characteristic that 
indicates these structures are located at a saddle point on the energy surface and are good 
candidates for the true transition structure.   
 
Neutral 9EtG base-pair: The UB3LYP/6-31+G(d) optimized geometrical 
parameters of neutral 9EtG-pair are given in Table 8.1 along with the relevant 
crystallographic parameters11 and the face and edge views of this geometry are shown in 
Fig.8.2.  Initially, in the crystal structure, the neutral base pair was planar but became 
non-planar after the optimization (Fig.  8.3).  In the optimized neutral geometry, the 
hydrogen bond distances O6(a)…N2H'(b) and N7(a)…N1H(b) are 2.123Å and 1.885Å, 
respectively and atomic distance C8H(a)…O6(b) is 2.652Å.  In the crystallographic 
geometry, the corresponding distances are 1.888Å and 1.796Å, and 2.707Å, respectively.  
It is interesting to note the significant difference in O6(a)…N2H'(b) distance (0.235Å) for 
the optimized neutral versus crystal structures. 
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Table 8.1  Selected geometrical parameters of neutral 9EtG-pair optimized at 
UB3LYP/6-31+G(d) level a,b
 
 
Bond length (Å) 
 
Bond angle (deg) 
 
Dihedral angle (deg) 
 
molecule (a) 
 
N1C2  
N1C6  
N1H1  
C2N3  
C2N2  
C3C4  
C4C5  
C4N9  
C5C6  
C5N7  
C6O6  
N7C8  
C8N9  
C8H8  
N9C9  
N2H2  
N2H2' 
1.378 (1.376) 
1.424 (1.393) 
1.015 (0.916) 
1.312 (1.320) 
1.377 (1.340) 
1.359 (1.345) 
1.394 (1.380) 
1.375 (1.373) 
1.429 (1.402) 
1.375 (1.380) 
1.231 (1.239) 
1.313 (1.309) 
1.383 (1.363) 
1.084 (0.966) 
1.465 (1.475) 
1.013 (0.984) 
1.013 (0.882) 
C2N1C6 
N1C2C3 
N1C2N2 
C3C2N2 
C2C3C4 
C3C4C5 
C3C4N9 
C5C4N9 
C4C5C6 
C4C5N7 
C6C5N7 
N1C6C5 
C5N7C8 
N7C8N9 
C4N9C8 
125.7 (124.8) 
119.9 (123.9) 
116.6 (116.8) 
119.7 (119.3) 
113.1 (111.9) 
127.7 (128.4) 
126.7 (125.8) 
105.6 (105.8) 
119.6 (119.3) 
110.5 (110.2) 
129.8 (130.5) 
110.1 (111.6) 
105.1 (104.8) 
112.7 (113.0) 
106.2 (106.3) 
N3C2N1H1  
C2N1C6C5  
C2N1C6O6  
N1C2N3C4  
N2C2N3C4  
N1C2N2H2  
N1C2N2H2' 
C2N3C4C5  
C2N3C4N9  
N3C4C5C6  
N3C4C5N7  
N9C4C5C6  
C5C4N9C8  
C6C5N7C8  
C5N7C8N9  
C5N7C8H8 
  175.1 (-177.5) 
  -0.4   (-1.9) 
 179.0 ( 179.0) 
  -0.7    (3.6) 
 176.5 (-176.6) 
 -33.8   (-7.2) 
-170.6 (-166.6) 
   1.7   (-2.0) 
-178.5  (177.5) 
  -2.1   (-1.6) 
 179.8 (-179.2) 
 178.1  (178.8) 
   0.1   (-0.6) 
-177.9 (-178.7) 
   0.1    (1.0) 
 179.3 (-176.2) 
 
molecule (b) 
 
N1C2  
N1C6  
N1H1  
C2N3  
C2N2  
C3C4  
C4C5  
C4N9  
C5C6  
C5N7  
C6O6  
N7C8  
C8N9  
C8H8  
N9C9  
N2H2  
N2H2' 
 
1.369 (1.365) 
1.422 (1.395) 
1.031 (0.990) 
1.323 (1.321) 
1.364 (1.347) 
1.355 (1.355) 
1.399 (1.374) 
1.375 (1.377) 
1.437 (1.411) 
1.383 (1.388) 
1.233 (1.237) 
1.309 (1.316) 
1.387 (1.375) 
1.083 (1.047) 
1.459 (1.475) 
1.018 (1.007) 
1.010 (0.931) 
C2N1C6 
N1C2C3 
N1C2N2 
C3C2N2 
C2C3C4 
C3C4C5 
C3C4N9 
C5C4N9 
C4C5C6 
C4C5N7 
C6C5N7 
N1C6C5 
C5N7C8 
N7C8N9 
C4N9C8 
126.4 (124.8) 
119.4 (119.2) 
117.1 (116.0) 
119.4 (119.5) 
112.5 (111.5) 
129.1 (128.5) 
125.4 (126.0) 
105.5 (105.5) 
118.2 (119.2) 
110.7 (111.1) 
131.1 (129.7) 
110.4 (111.5) 
104.4 (104.1) 
113.6 (112.9) 
105.8 (106.4) 
N3C2N1H1  
C2N1C6C5  
C2N1C6O6  
N1C2N3C4  
N2C2N3C4  
N1C2N2H2  
N1C2N2H2' 
C2N3C4C5  
C2N3C4N9  
N3C4C5C6  
N3C4C5N7  
N9C4C5C6  
C5C4N9C8  
C6C5N7C8  
C5N7C8N9  
C5N7C8H8 
-178.2 (-172.9) 
   0.3    (1.2) 
-179.7 (-178.6) 
  -0.3    (1.6) 
 177.6  (179.8) 
 -15.6  (-15.0) 
-170.1  (179.1) 
   0.1    (0.0) 
 179.6  (179.7) 
   0.3   (-1.0) 
 179.7  (179.1) 
-179.3  (179.3) 
  -0.2    (0.8) 
 179.4 (-179.7) 
  -0.2    (0.3) 
-179.7  (178.7) 
a see Figure 8.1 for atom numbers 
b parameters from crystallographic data are given in parantheses11 
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Figure 8.3  Face and edge views  of optimized neutral 9EtG base-pair.  The geometry 
was fully optimized at UB3LYP/6-31+G(d) level.   
2.123 
(a) 
1.885 (b)
2.652 
 
  
9EtG base-pair Cation Radical: The face and edge views of 9EtG base-pair 
cation radical are shown in Fig. 8.4.  A significant structural change occurs when an 
electron is removed from the neutral base pair making the base-pair cation radical almost 
planar.  Upon electron loss, the hydrogen bond distances O6(a)…N2H'(b) and 
N7(a)…N1H(b) were shortened to 1.744Å and 1.765Å, respectively and the distance 
between C8H(a) and O6(b) was lengthened to 2.896Å. 
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Figure 8.4  Face and edge views of optimized 9EtG base-pair cation.  The geometry 
was fully optimized at UB3LYP/6-31+G(d) level.   
1.744 
(a) 
(b)1.765 
2.896 
 
 
The bond lengths for all hydrogens involved in 9EtG base-pair cation are shown 
in Table 8.2 for the initial, the transition and the final proton transferred structures while 
the ball-and-bond type model for the transition structure is shown in Fig. 8.5.  The proton 
that undergoes transfer is initially bonded to N1 site of molecule (b) with a bond length of 
1.057Å, and the distance between this hydrogen and N7 of molecule (a) is 1.765 Å, a 
normal hydrogen bond distance.  As the proton transfers to N7 of molecule (a), these two 
distances change to 1.348Å and 1.239Å in the transition structure and to 1.634Å and 
1.083Å, respectively, in the proton transferred structure.  For the neutral base pair the 
corresponding distances are 1.031Å and 1.885Å, respectively. 
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Figure 8.5  Transition structure for the 9EtG base-pair cation radical proton transfer 
process. 
1.849
1.3481.239(a) 
(b) 
2.583
2.389
 
 
The distance between N7(a) and N1(b) for the initial structure is 2.820Å.  This 
shortens to 2.583Å at the transition state and then expands to 2.715Å after the proton 
transfer.  This shows that the two base rings move closer together and then farther apart 
during the proton transfer process (For the optimized neutral geometry the N7(a)…N1(b)  
distance is 2.910Å).  Another change in the structure before and after the proton transfer 
is the hydrogen bond distance between O6 of molecule (a) and N2H of molecule (b) 
which increased from 1.744Å to 1.985Å.  On the other hand, the distance between C8H 
of molecule (a) and O6 of molecule (b) decreased from 2.896Å to 2.425Å.  In 
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combination, these changes during the proton transfer slightly rock the base pair in the 
ring plane.   
 
Table 8.2  The bond lengths for all hydrogens involved in 9EtG base-pair radicals for 
the initial, the transition state (TS) and the final proton transferred (PT) structures 
 
cation radical  anion radical  
initial TS PT  initial TS PT 
 
O6(a)…N2H(b) 
N7(a)…N1H(b) 
N1H(b)…N1(b) 
N7(a)…N1(b) 
C8H(a)…O6(b) 
 
 
1.744 
1.765 
1.057 
2.820 
2.896 
 
1.849 
1.239 
1.348 
2.583 
2.389 
 
1.985 
1.083 
1.634 
2.715 
2.425 
  
1.814 
1.840 
1.045 
2.883 
2.887 
 
2.031 
1.098 
1.592 
2.683 
2.290 
 
2.033 
1.093 
1.605 
2.691 
2.306 
 
 
 As mentioned before, the located transition structure for this proton transfer 
process has only one imaginary frequency (-987.264cm) indicating that this structure is 
located at a saddle point on the energy surface.  Animation of the imaginary frequency 
using GaussView shows the vibration of the transferring proton (N1H(b)) between N7(a) 
and N1(b).  This is an indication of correct location of transition structure.  Performing 
reaction path following (IRC) calculations in forward (from TS to PT) and reverse (from 
TS to initial) directions gave a series of intermediate structures connecting the two 
potential minima structurally and energetically.  These results are good evidence that the 
located transition structure was the lowest energy structure.  Fig. 8.6(a) shows the plot of 
N-N distances (N7(a)…N1(b) distances) versus the N1-H distances (N1(b)…N1H(b) 
distances) for this proton transfer process and Fig. 8.6(b) shows the plot of relative 
energies (the uncorrected energy of each structure is compared to that of initial structure) 
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versus the N1-H distances.  Zero point energy corrections are not appropriate for non-
stationary points and therefore, they were performed only for the initial, transition and 
proton transferred structures.  For both plots, data were taken from the static intermediate 
structures obtained from the IRC following calculations, initial and proton transferred 
structures.  The N-N distance first compressed, then remains almost unchanged in the 
transition region, and finally relaxed to a longer distance.  This contraction of N-N 
distance due to other vibrations within the base-pair promotes the proton transfer process. 
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Figure 8.6 (a) N-N distances (N7(a)…N1(b) distances) versus the N1-H distances 
(N1(b)…N1H(b) distances) (b) Relative energies (the uncorrected energy of each 
structure is compared to that of initial structure) versus the N1-H distances.  Data 
were taken from the static intermediate structures obtained from the IRC following 
calculations, initial and proton transferred structures. 
(a) (b) 
 
 
Table 8.3 shows the calculated energies, activation energies for the forward and 
backward reactions (E*) and the reaction energy changes (∆E) for this proton transfer 
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process without the zero point energy and thermal corrections.  Table 8.4 shows the 
calculated activation energies for the forward and backward reactions, enthalpy changes 
∆H, free energy changes ∆G and equilibrium constants, calculated as G RTeqk e
−∆= , at 
10K and 298.15K.  Both zero-point energy and thermal corrections were considered in 
here. 
 
Table 8.3  Calculated energies, Activation energies for the forward and backward 
reactions and Reaction energy changes (∆E) for the proton transfer process in 9EtG 
base-pairs a 
 
uncorrected energy (au)  activation energy 
(kcal/mol) 
9EtG 
base-pair 
initial TS PT  forward backward 
∆E 
(kcal/mol) 
 
cation 
neutral 
anion 
 
 
-1242.20718 
-1242.44272 
-1242.45051 
 
 
-1242.19917 
- 
-1242.43137 
 
 
-1242.20091 
- 
-1242.43140 
 
  
5.023 
- 
12.012 
 
1.091 
- 
0.015 
 
 
3.932 
- 
11.997 
 
a without zero-point energy corrections 
 
 
 
Table 8.4  Calculated activation energies, enthalpy changes, free energy changes and 
equilibrium constants for the proton transfer process a,b
 
activation energy 
(kcal/mol) 
9EtG  
base-pair 
temp 
(K) 
forward backward 
∆H 
(kcal/mol) 
∆G 
(kcal/mol) 
 
keq
 
cation 
 
 
anion 
 
 
 
10.0 
298.15 
 
10.0 
298.15 
 
2.188 
2.081 
 
10.296 
9.967 
 
-1.151 
-1.445 
 
-0.375 
-0.761 
 
3.338 
3.526 
 
10.670 
10.729 
 
 
3.341 
3.316 
 
10.680 
11.338 
 
 
9.7 × 10-74
3.7 × 10-3
 
4.0 × 10-234
4.9 × 10-9
 
a calculations performed at UB3LYP/6-31+G(d) level 
b including the zero-point energy and thermal corrections 
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Considering the uncorrected energies of initial, transition state and proton 
transferred structures; the activation energy for the forward reaction is higher than that 
for the backward reaction.  But, by including the zero point energy and thermodynamic 
energy corrections, negative activation energies for the backward reaction were predicted 
at both temperatures.  This is an indication of an “unstable” structure for the proton 
transferred 9EtG cation even though the optimization of the structure converged 
successfully.   The zero point energy corrected ∆E is 3.340kcal/mol.  The positive ∆H 
and ∆G values indicate that proton transfer in 9EtG base-pair cation radical is 
energetically unfavorable.  Also the equilibrium constants are considerably small for the 
proton transfer process. 
 
Table 8.5  Charge and spin distribution on optimized 9EtG base-pair radicals  
 
charge  spin  
radical 
 
initial TSa PTb  initial TSa PTb
 
cation 
 
 
 
anion 
 
 
 
 
total 
on (a) 
on (b) 
 
total 
on (a) 
on (b) 
 
 
1.0000 
0.0631 
0.9369 
 
-1.0000 
-0.9609 
-0.0391 
 
1.0000 
0.1343 
0.8657 
 
-1.0000 
-0.8101 
-0.1899 
 
1.0000 
0.7594 
0.2406 
 
-1.0000 
-0.2621 
-0.7379 
  
1.0000 
0.0011 
0.9989 
 
 1.0000 
 1.0012 
-0.0012 
 
1.0000 
0.0007 
0.9993 
 
 1.0000 
 1.0017 
-0.0017 
 
1.0000 
0.0008 
0.9992 
 
1.0000 
0.9994 
0.0006 
 
a  contribution from the transferring proton is added to molecule (b) 
b contribution from the transferring proton is added to molecule (a) 
 
 
 
Table 8.5 shows the total charge and spin distributions on the 9EtG base-pair and 
those distributions on the individual molecules for the initial, transition and the proton 
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transferred states.  The charge and spin associated with the transferring proton is added to 
molecule (b) for the initial and transition states and it is added to molecule (a) for the 
proton transferred state.  For the cation base pair, with the proton transfer, the positive 
charge transfers from molecule (b) to molecule (a) while leaving the spin on the molecule 
(b).  On the other hand, for the anion base pair, the negative charge transfers from 
molecule (a) to molecule (b) while leaving the spin on molecule (a).  Even though, both 
molecules in the base pair are 9EtG molecules, it is interesting to see that the molecular 
arrangement make one differ from the other for the charge and spin localization.   
 
Figure 8.7  Face and edge views of optimized molecular structure of 9EtG-pair anion.  
Geometry was fully optimized at UB3LYP/6-31+G(d) level.   
1.814 
(a) (b)1.840 
2.887 
 
 
9EtG base-pair Anion Radical: Proton transfer in the 9EtG base-pair anion 
radical causes characteristic changes in structure similar to those of the base-pair cation 
radical.  Also a significant structural change occurs when an electron is added to the 
neutral base-pair.  Face and edge views of the 9EtG base-pair anion are shown in Fig. 8.7.  
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The two 9EtG molecules in this base-pair anion radical are planar in contrast to those in 
the neutral base-pair.  But the amino group and the C2 atom of molecule (a) are 
noticeably non-planar in contrast to those of neutral and cation base-pairs.   
 Table 8.2 shows bond lengths for all hydrogens involved in the 9EtG base-pair 
anion radical for the initial, transition state and the final proton-transferred structures.  
Fig. 8.8 shows the face and edge views of proton-transferred 9EtG base-pair anion 
radical.  Initially, the anion base pair was planar but became non-planar after the proton 
transfer.  A significant geometric distortion is also observed in the N1-C2-N3 region of 
molecule (a).  The isolated molecule (a) in this proton-transferred base pair is similar to 
the N7-protonated anion radical.  But results from both an isolated molecule and radical 
enclosed in a cluster of molecules do not show such a geometric distortion in N1-C2-N3 
region (refer Chapter 9 for details).  However, those two models show a considerable 
distortion in the N7-C8-N9 region and that does not occur in this base-pair model. 
 
Figure 8.8 Face and edge views of optimized molecular structure of proton-transferred 
9EtG base-pair anion.  Geometry was fully optimized at UB3LYP/6-31+G(d) level.   
2.033 
(a) 
1.605 
(b)
2.306 
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The transition structure identified for this proton transfer process has only one 
imaginary frequency (-170.423cm) indicating that this structure is located at a saddle 
point on the energy surface.  But, animation of the imaginary frequency using GaussView 
does not show a considerable vibration for the transferring proton.  Also, IRC 
calculations did not connect the potential minimum of the initial structure (anion) 
structurally or energetically.  These results indicate that this transition structure may not 
be the one appropriate for this proton transfer process.  The data for the transition 
structure for the anionic proton transfer process are shown in Tables 8.3, 8.4 and 8.5 and 
are given only for the sake of completeness.  Because of the uncertainty of the transition 
structure, it is not easy to conclude the energetic favorability of this proton transfer 
process.   
Electron Affinity (EA): The electron affinity of an atom or molecule is defined as 
the difference between the total energies of its neutral and negative ion, which describes 
the energy gain due to addition of an electron to the neutral system.  When the structures 
of both the neutral and anionic forms are allowed to relax, EA is called the adiabatic 
electron affinity (AEA); otherwise, EA is called the vertical electron affinity (VEA).  
Therefore, the calculation of the AEA is based on the optimized geometry of the neutral 
species and the optimized geometry of the anion radical species.  The calculation of VEA 
uses the optimized neutral geometry for both the neutral and the anion radical species. 
Ionization Energy (IE): The ionization energy or ionization potential of an atom 
or molecule is defined as the difference between the total energies of its neutral and 
cation, which describes the energy necessary to remove an electron from the neutral 
system.  When the structures of both the neutral and cationic forms are allowed to relax, 
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IE is called the adiabatic ionization energy (AIE); otherwise, IE is called the vertical 
ionization energy (VIE).  Therefore, the calculation of the AIE is based on the optimized 
geometry of the neutral species and the optimized geometry of the cation radical species.  
The calculation of VIE uses the optimized neutral geometry for both neutral and cation 
radical species. 
 
8.76
148.05
Optimized anion
geometry
Optimized neutral
geometry
Optimized cation
geometry
2(9EtG)-
2(9EtG)0
2(9EtG)0
2(9EtG)-
2(9EtG)+
2(9EtG)0
2(9EtG)+
0.00
-5.07
26.98
3.23
156.81
AEA
VEA
VIE
AIE
VEAE
VEDE
 
 
Figure 8.9  The relative energies (uncorrected for zero-point energy) in kcal/mol for 
9EtG base-pairs and the energy separations correspond to the AEA, VEA, AIE, VIE, 
VEDE and VEAE (see text for the definitions†). 
 
                                                 
† AEA = (energy of optimized neutral – energy of optimized anion); VEA = (energy of optimized neutral – 
energy of anion in optimized neutral geometry); AIE = (energy of optimized cation – energy of optimized 
neutral); VIE = (energy of cation in optimized neutral geometry – energy of optimized neutral); VEDE = 
(energy of neutral in optimized anion geometry – energy of optimized anion); VEAE = (energy of neutral 
in optimized cation geometry – energy of optimized cation). 
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Fig. 8.9 shows the relative energies (excluding zero point energy and 
thermodynamic corrections) for the 9EtG base-pairs.  The energy of the (9EtG) neutral 
base-pair in its optimized geometry is considered as the reference (0kcal/mol).  All values 
in the middle are calculated at the optimized neutral geometry.  Those on the left are at 
the optimized anion geometry and those on the right are at the optimized cation 
geometry.  The vertical electron detachment energy (VEDE) of a base-pair anion radical 
is the energy difference between the base-pair anion in its optimized geometry and its 
neutral base-pair in the anion geometry (before nuclear relaxation).  The vertical electron 
attachment energy (VEAE) of a base-pair cation radical is the energy difference between 
the base-pair cation radical in its optimized geometry and the neutral base pair in the 
cation geometry.  It is the energy released by the cation radical upon electron addition but 
before nuclear relaxation. 
 
Table 8.6  Calculated Electron Affinities and Ionization Energies for 9EtG base pair a 
 
AEA VEA b AIE  VIE b VEDE b VEAE b
 
5.07b 
11.99c 
11.53d
 
-3.22 
 
148.05b 
143.43c 
143.43d
 
156.81 
 
 
 
 
32.05 → 2(9EtG)-
28.36 → 2(9EtG)-PT 
 
-138.59 → 2(9EtG)+
-121.30 → 2(9EtG)+PT 
 
a in kcal/mol 
b using uncorrected energies 
c with zero point energy corrections 
d with zero point energy corrections and thermal energy corrections at 298.15K 
 
  
 
Values for AEA, VEA, AIE, VIE, VEDE, and VEAE values are listed in Table 
8.6.  The AEA for the 9EtG base pair is 5.07kcal/mol without zero point energy 
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corrections.  However, the value is 11.99kcal/mol with zero point energy corrections and 
11.53kcal/mol with thermal energy corrections at 298.15K.  Zero point energy 
corrections have a substantial effect on the AEA but, thermal energy corrections to 
298.15K have a little effect.  The VEA calculated with uncorrected energies is a negative 
value (-3.22kcal/mol).  Calculated from the uncorrected energies of the optimized cation 
and neutral base-pairs, the AIE is 148.05kcal/mol, a very large value.   Including the zero 
point energy corrections, makes the value 143.43kcal/mol, and the thermal energy 
corrections at 298.15K have a negligible effect.  The VIE is 156.81kcal/mol.  The 
reorganization energy the 9EtG base pair anion is 8.30kcal/mol.  It is the energy 
difference between the anion in the optimized neutral geometry and the optimized anion 
geometry (VEA – AEA).  Similarly, the nuclear relaxation energy for the cation base 
pair, which is the energy difference between the cation at optimized neutral geometry and 
the optimized cation geometry (VIE – AIE), is 9.22kcl/mol.  The VEAE for the 9EtG 
base pair cation is -138.59kcal/mol and that for the proton transferred cation pair is -
121.30kcal/mol.  The VEDE for the 9EtG base pair anion is 32.05kcal/mol and that for 
the proton transferred anion pair is 28.36kcal/mol.  To check the validity of the theory 
and the predicted values for the 9EtG base-pair, the calculated EAs and IEs for guanine at 
the same level of theory and previously reported values are given in Table 8.7. 
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Table 8.7  Comparison of reported Electron Affinities (EA) and ionization Energies 
(IE) for guanine in kcal/mol a
 Experimental  Theoretical b
 adiabatic vertical adiabatic vertical 
 
Guanine 
EA 
 
 
IE 
 
 
9EtGc 
EA 
IE 
 
 
 
 
 
 
179.18 (7.77) 17 
181.02 (7.85) 18 
 
 
 
-10.61 19 
 
 
190.01 (8.24)20 
 
 
-8.98c 
-7.38 21 
 
176.33 (7.65)c 
175.71 (7.62)8 
 
 
-9.00 
171.65 (7.44) 
 
 
-9.93c 
-9.45 21 
 
177.93 (7.72)c 
181.02 (7.85)8 
 
 
-9.90 
173.11 (7.51) 
 
a IE values in eV are given in parentheses 
b calculated at B3LYP/6-31+G(D) level 
c this work 
 
 
 
Table 8.8  Calculated base pairing energetics of 9EtG base pairs a 
 
10.0K 298.15K  
Base pairings b BPE ∆H ∆G ∆S 
 
BPE ∆H ∆G ∆S 
 
a0 + b0 → ab0
a+ + b0 → ab+ 
a++b0→ ab+(PT) 
a0 + b- → ab- 
a0+b- → ab- (PT) 
 
 
−16.4 
−31.5 
−20.8 
−40.1 
−36.8 
 
 
−16.4 
−31.5 
−20.9 
−40.2 
−36.8 
 
−16.0 
−31.2 
−20.5 
−39.8 
−36.4 
 
−37.2 
−36.7 
−37.6 
−37.8 
−38.0 
  
−15.2 
−30.1 
−19.4 
−39.2 
−35.7 
 
−15.8 
−30.7 
−20.0 
−39.8 
−36.3 
 
−5.2 
−20.8 
−9.5 
−28.0 
−24.7 
 
−35.6 
−33.3 
−35.3 
−39.4 
−38.7 
 
a BPE, ∆H, and ∆G are in kcal/mol and ∆S is in cal/(mol.K).  All values include zero point 
energy and thermal corrections and those corrections were scaled by 0.9804. 
b a - 9EtG molecule (a) , b - 9EtG molecule (b) and 0,-, + and (PT) represent neutral , anion, 
cation and proton transferred states respectively 
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Base-Pairing Energy (BPE): The base-pairing energy (also known as the 
complexation energy) is defined as the difference between the energy of the fully 
optimized base pair and the sum of the energies of the two individually optimized bases.  
It is therefore an estimation of the strength of the hydrogen bonds holding the bases 
together in the pair.  Table 8.8 shows the base pairing energies for 9EtG base pairs.  
Correction for basis set superposition errors (BSSE) were not considered in these 
calculations. 
According to Table 8.8, proton transfer has a destabilizing effect on the base-pair 
energetics at both temperatures considered.  This effect is quite significant for the base-
pair cation radical (by 31.5-20.8 = 10.7kcal/mol at 10K) and is about 3kcal/mol for the 
base-pair anion radical.  The 9EtG anion base-pair radical is the most strongly bonded 
base pair.  Even though proton transfer (from N1(b) to N7(a)) made the bonding weaker, 
it is still more strongly bonded than both cation pair radicals (initial and PT).  Meanwhile, 
the neutral base-pair is the most weakly bonded.  For all the base-pair radicals, the 
bonding is slightly stronger at low temperature.  The base pairing entropy changes are 
approximately the same and are mainly result from the loss of one mole of molecules on 
the base pairing.  Thus, the free energy changes are almost same as the enthalpy changes 
at 10K and they are substantially less than the enthalpy changes at 298.15K.   
 Fig.8.10 shows the plots of total energy versus HN1(b)…N7(a) distance for the 
9EtG neutral, anion and cation  base pairs.  Single point energy calculations were carried 
out at UB3LYP/6-31G(D) level on UB3LYP/6-31+G(D) optimized geometries by pulling 
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apart the individual bases along HN1(b)…N7(a) direction‡.  This was done by specifying 
“SCAN” keyword in the route section and keeping the geometries of the bases fixed at 
their optimized neutral, anion and cation geometries.  Figures 8.10(a), 8.10(b) and 8.10(c) 
show these plots for neutral, anionic and cationic base-pairs, respectively. 
A comparison of the plots of Figures 8.10(a), (b) and (c) shows that the anionic 
base pair has the highest dissociation energy and the neutral base pair has the lowest 
(Note the vertical scale range for all three plots are the same (25au)).  This also proves 
that the anionic base pair is the most strongly bonded base pair and the neutral base pair 
is the most weakly bonded base pair.  In neutral 9EtG base pair, when the bases are 
separated, the relaxation of electron density distribution is gradual and no longer changes 
at larger distances.  On the other hand, when 9EtG anionic and cationic base pairs are 
dissociated, the total energy gradually decreases at larger distances indicating a peak like 
behavior near 11Å.  The figures to the right, which are the expansion of the peak regions, 
show this behavior clearly.  Thus, for ionic base pairs, there is an energy barrier between 
the bonded and dissociated geometries.  The reasons for this may be (1) the neutral base 
pair initially opposed to the addition or removal of an electron, because it would change 
the hydrogen bonds between the two bases and (2) the ionic base pairs attract each other 
by a modified interaction after the electron density distribution relaxes for the new 
environment.    
 
 
                                                 
‡ Energy calculations at UB3LYP/6-31+G(D) level posed convergence problems in the SCF procedure for 
some HN1(b)…N7(a) separations in ionic base pairs. 
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Figure 8.10  The plots of cross-sections of potential energy surfaces (PES) of (a) 
neutral, (b) anionic and (c) cationic 9EtG base pairs along the N1H(b)…N7(a) 
direction.  Energies were calculated at UB3LYP/6-31G(D) level by pulling the 
individual bases apart along HN1(b)…N7(a) direction on UB3LYP/6-31+G(D) 
optimized geometries. 
(a) 
(b) 
(c) 
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Mulliken charge and spin density distributions with HN1(b)…N7(a) separations 
on molecule (a) and (b) in the 9EtG base-pair neutral, anion and cation are shown in Fig.  
8.11 and 8.12.  Those were analyzed at UB3LYP6-31+G(D) level for the geometries 
optimized at the same level.  As mentioned before, energy calculations at the UB3LYP/6-
31+G(D) level exhibited convergence problems in the SCF procedure for some 
HN1(b)…N7(a) separations in ionic base pairs.  Therefore the analyses stops at the 
separation where the problems occured.  The first point of all plots in Figures 8.11 and 
8.12 represents the charge and spin distribution of the base-pair in its optimized 
geometry. 
A very small charge of ±0.047e is localized on molecule (a) and (b) in the neutral 
9EtG base-pair in its optimized geometry and these small charges decreased upon 
dissociation.  Both molecules became neutral at 4Å separation and stayed neutral 
afterwards.  In the anion base-pair, most of the charge (-0.96e) is localized on molecule 
(a).  Upon dissociation, this charge increased slightly to –e and then decreased gradually 
after 5Å separation.  Meanwhile, the charge on molecule (b) slightly decreased and then 
increased gradually while keeping the whole base-pair negatively charged.  On the other 
hand, in the cation base-pair most of the charge (0.94e) localized on molecule (b).  There 
is a small increment at 2Å separation and rapid decrements afterwards.  At the same time, 
the charge on molecule (a) decreased slightly and then increased keeping the total charge 
of the base-pair at +e.  The charge localization on the molecules is more sensitive to the 
base pair separation in the cation than in the anion.  Similar behavior also was observed 
from spin distributions on ionic base-pairs. 
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Figure 8.11  The distribution of Mulliken charges on molecule (a) and molecule (b) in 
9EtG base-pair (a) neutral, (b) anion and (c) cation with the N1H(b)…N7(a) 
separation.  Energies were calculated at UB3LYP/6-31G+(D) level by pulling the 
individual bases apart along HN1(b)…N7(a) direction on UB3LYP/6-31+G(D) 
optimized geometries. 
(a) 
(b) 
(c) 
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Figure 8.12  The distribution of Mulliken spin densities on molecule (a) and molecule 
(b) in 9EtG base-pair (a) anion and (b) cation with the N1H(b)…N7(a) separation.  
Energies were calculated at UB3LYP/6-31G+(D) level by pulling the individual bases 
apart along HN1(b)…N7(a) direction on UB3LYP/6-31+G(D) optimized geometries. 
(a) 
(b) 
 
 
 
 189
 Isotropic Hyperfine Couplings: As shown in Table 8.5, for both initial and proton 
transferred 9EtG base-pair cation radicals, the spin localized on molecule (b).  Therefore, 
the hyperfine couplings for these radicals belong to molecule (b).  Similarly, for anions, 
the spin was localized on molecule (a) for both the initial and the proton transferred 
structures.  Thus, the hyperfine couplings for anion radicals belong to molecule (a).  The 
isotropic hyperfine coupling constants for the above four radicals are listed in Table 8.9.  
For comparison, the isotropic hyperfine coupling constants for isolated radicals 
calculated at the same level of theory are shown in Table 8.10.  Here the isolated cation 
and initial cation base-pair, isolated N1-deprotonated cation and proton-transferred cation 
base-pair (from N1(b)), the isolated anion and initial anion base-pair, and isolated N7-
protonated anion and proton-transferred anion base-pair (to N7(a)) are comparable to 
each other.  Even though the isotropic hyperfine couplings of the isolated cation radicals 
and the cation base-pair radicals are somewhat similar, at the level of theory considered 
those of the isolated anion radicals and the anion base-pair radicals are significantly 
different. 
The main reason for this may be the spin distribution on the molecules.  A clear 
difference in spin distributions on the atoms of the molecules in different models was 
observed.  Although the total spin distribution in each model added up to the correct 
value (one), the spin densities on some of the atoms were very unrealistic.  Even though it 
is expected that the anions are usually better predicted with diffuse functions (“+” signs), 
for guanine, the spin distributions clearly have dominant contributions from dipole-bound 
states whenever a diffuse function is employed.22 Therefore the EPR parameters for the 
 190
UB3LYP/6-31+G(D) level optimized§ anionic radicals were recalculated at UB3LYP/6-
311G(2df,p) level and the results are shown in Table 8.11.   
 
Table 8.9  Calculated hyperfine coupling constants (hfcc) for the 9EtG base-pair 
radicals a,b 
 
cation base-pair c anion base-pair d
initial PT initial PT 
coupling hfcc coupling hfcc coupling hfcc coupling hfcc 
 
N2-H 
N2-H' 
C8-H 
 
 
-10.38 
 -9.98 
-22.75 
 
 
N2-H 
N2-H' 
C8-H 
 
 
-9.32 
 -8.27 
-22.29 
 
 
N1-H 
C2-HN2 
C2-H'N2 
C8-H 
N9-HC9 
N9-H'C9 
 
 
-6.00 
91.82 
 7.21 
-5.43 
 1.87 
 1.21 
 
 
N1-H 
C2-HN2 
C2-H'N2 
C8-H 
N9-HC9 
N9-H'C9 
N7-H 
 
 
22.16 
39.94 
-0.70 
2.36 
 1.24 
-0.30 
-5.96 
 
 
a hfcc’s are in MHz 
b calculated at UB3LYP/6-31+G(D) level for the optimized structures at the same level 
c couplings belong to molecule (b) 
d couplings belong to molecule (a) 
 
 
The coupling values of the isolated anion radical are substantially affected by 
including the diffuse functions.  No considerable change in the isotropic hyperfine 
couplings is observed in the others.  The coupling values to the amino protons in the 
isolated anion radical and the anion base-pair radical are some what different and this is 
because of the difference in the geometric orientation of this group in the two models.  
The differences in hffc’s of the isolated N7-protonated anion radical and the proton-
transferred anion base-pair radical are also due to the geometric orientation.  As discussed 
                                                 
§ Optimization at UB3LYP/6-31G(D) level could not find the stable structure for the proton-transferred 
anionic base pair.  The transferred proton moved back to its initial site. 
 191
before in the 9EtG anion base-pair section, there is a significant difference in the 
structures of these two models.   
 
Table 8.10  Calculated hyperfine coupling constants (hfcc) for the isolated 9EtG 
radicals a,b 
 
cation N1-deprotonated 
cation
anion N7-protonated anion
coupling hfcc coupling hfcc coupling hfcc coupling hfcc 
 
N2-H 
N2-H' 
C8-H 
C9-HC9 
C9-H'C9 
 
 
-8.89 
 -7.85 
-24.20 
 -1.22 
 -1.23 
 
 
N2-H 
N2-H'  
C8-H 
 
 
-5.42 
 -4.13 
-21.90 
 
 
N1-H 
C2-HN2 
C2-H'N2 
C8-H 
C9-HC9 
C9-H'C9 
C10-HC10 
C10-H'C10 
 
 
-1.86 
-3.25 
 1.32 
-0.29 
-1.07 
-1.33 
-1.39 
-1.07 
 
 
 
C8-H 
N9-H'C9 
N7-H 
 
 
66.30 
5.20 
26.58 
 
 
a hfcc’s are in MHz 
b calculated at UB3LYP/6-31+G(D) level for the optimized structures at the same level 
 
 
  
Table 8.11  Calculated hyperfine coupling constants (hfcc) for the anionic 9EtG 
radicals a,b 
 
Isolated molecule anion base-pair c
anion N7-protonated anion initial PT 
coupling hfcc coupling hfcc coupling hfcc coupling hfcc 
 
N1-H 
C2-HN2 
C2-H'N2 
C8-H 
N9-HC9 
N9-H'C9 
 
-5.91 
27.34 
20.11 
-8.47 
 4.29 
 1.90 
 
 
C8-H 
N9-H'C9 
N7-H 
 
66.58 
5.77 
26.98 
 
 
N1-H 
C2-HN2 
C2-H'N2 
C8-H 
N9-HC9 
N9-H'C9 
 
 
-6.12 
93.70 
 8.22 
-5.53 
 2.01 
 1.26 
 
 
N1-H 
C2-HN2 
C2-H'N2 
C8-H 
N9-HC9 
N9-H'C9 
N7-H 
 
 
21.65 
 39.05 
 -0.90 
  2.30 
  1.09 
 -0.37 
-6.05 
 
a hfcc’s are in MHz 
b calculated at UB3LYP/6-311G(2df,p) level for the optimized structures at UB3LYP/6-31+G(D) level 
c couplings belong to molecule (a) 
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8.4 Summary and Conclusions 
The energetics and the proton transfer within 9EtG base-pair anion and cation 
radicals in its crystallographic geometry were studied by employing DFT theory with 
UB3LYP functional and the 6-31+G(D) basis set.  The transition structure for the proton 
transfer process in the cation base-pair radical was successfully located and was 
characterized by an imaginary frequency and in IRC following calculations.  It shows 
connectivity both energetically and structurally with the initial and proton-transfer 
structures.  Even though the located transition structure for the proton transfer process in 
the base-pair anion radical has the characteristic imaginary frequency, the IRC followings 
did not connect the initial and proton transferred structures either energetically or 
structurally.  An interesting geometric distortion in the N1-C2-N3 region was also 
observed in the molecule (a) of proton-transferred anionic base-pair structure.  This 
molecule is expected to be similar to the experimentally observed N7-protonated radical 
(see Chapter 6).  Even though the other theoretical models (see chapter 9) support the 
experimental by showing a geometric distortion in N7-C8-N9 region, this model does 
not.   
The activation energies, ∆H, ∆G, and keq were also calculated with the located 
transition structure.  On the basis of these thermodynamic data, the proton transfer 
process is unfavorable even for the cationic base pair.  But initially in both ionic base-
pairs the charge and spin localized on the correct molecule (Table 8.5) to make the proton 
transfer process possible.  In anionic base-pair, charge and spin localized on molecule (a) 
making it the proton accepter and in cationic base-pair, those localized on molecule (b) 
making it the proton donor.  Therefore, it is not clear at this point if the cause is the level 
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of theory used or the model considered.  Additional work has to be done to draw a final 
conclusion about the energetic favorability of the proton transfer process and the 
capability of these calculations to describe the proton transfer processes. 
The calculated adiabatic and vertical ionization energies for the neutral 9EtG 
base-pair are 148.05kcal/mol and 156.81kcal/mol respectively (uncorrected for ZPE).  
Those for single 9EtG molecule are 171.65kcal/mol and 173.11kcal/mol.  Since the 
calculated values for guanine at the same level of theory agree well with the experimental 
values and the other reported theoretical values (Table 8.7), we expect these should be 
good estimates for 9EtG and its base-pair.  The calculated adiabatic and vertical electron 
affinities for the 9EtG base-pair are 5.07kcal/mol and -3.22kcal/mole respectively 
(uncorrected for ZPE) and AEA is 11.53kcal/mol with zero point and thermal energy 
corrections at 298.15K.  Those for single 9EtG are -9.00 and -9.90 kcal/mol, and for 
guanine are -8.98 kcal/mol and -9.93kcal/mol.  It is not easy to theoretically predict 
electron affinities very accurately especially for the systems with negative electron 
affinities8, 23 and significant contributions from dipole-bound states are also expected for 
those systems.  However, AEAs of the 9EtG base-pair are positive and therefore are 
believed to be reasonable estimates.  The AEAs (corrected for ZPE) for guanine-cytosine 
and hypoxanthine-cytosine base-pairs are 11.07 and 9.22 kcal/mol, respectively, at 
298.15K.8 
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Chapter 9 Effects of molecular environment on radical geometry and EPR 
hyperfine coupling constants: DFT calculations on radiation-induced 
9 Ethyl Guanine radicals in the solid state  
Abstract 
In this work, the influence of molecular environment on the radiation-induced 9 
ethyl guanine derived radicals was studied using ab initio density functional theory.  The 
geometries and EPR hyperfine coupling constants of the radicals were calculated using 
two space modal approaches: single molecule approach and cluster models.  The 
orientation of the radical geometries with respect to the crystal lattice in the cluster 
models was observed.  Also the total geometric deviations of each radical in different 
modal approaches were compared with the undamaged molecular geometry.  The 
calculated EPR parameters were compared with the experimental values obtained from 
the earlier study.   
 
9.1 Introduction 
Clear explanation of radiation-induced free-radical mechanisms in DNA is 
important for understanding and describing the ultimate effects of radiation on DNA.  
Guanine is the DNA base with the lowest ionization potential, and is therefore thought to 
be the initial site for oxidation among the bases.  In 9-ethyl guanine (9EtG) structure, the 
hydrogen at the N9 site of the guanine base is replaced by an ethyl group.  Upon 
irradiation of solid 9EtG, a variety of stable radicals is produced within the lattice and 
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some of these radicals were identified experimentally in a combined EPR, ENDOR and 
ENDOR-Induced EPR (EIE) study (refer Chapter 6 for details).  The hyperfine couplings 
of the identified radicals were fully characterized.  Ab initio Density Functional Theory 
(DFT)1 calculations have been carried out to calculate the proton affinities and 
deprotonation enthalpies of 9EtG molecule as well as to study proton transfer 
mechanisms within 9EtG base pairs in the crystallographic geometry (see Chapter 7 and 
8). 
The objective of this work is to explain the capability of DFT methods to describe 
the effects of molecular environment on the EPR hyperfine coupling constants of radicals 
derived from 9EtG.  It is expected that the neighboring molecules will affect the 
geometry of the radicals in the solid state and hence affect the hyperfine coupling 
constants.  Here, we have focused on DFT calculations on electron loss and electron gain 
radicals as well as the corresponding protonated and deprotonated successors.  9EtG 
crystallizes with space group symmetry P41212 ; a=10.907(1) Å and c=29.370(2) Å.2 
There are sixteen 9EtG molecules in the tetragonal unit cell: eight symmetry-related sites 
with two molecules per asymmetric unit.  These molecules are oriented approximately 
perpendicular to the a and b axes as shown in Fig.  9.1.  The two independent molecules 
in the asymmetric unit are labeled molecule (a) and molecule (b).  The total geometric 
deviation† between these two molecules is 34.3 Å2, considering all the atoms in the 
                                                 
1
( ) ( ) ( )
N
ai bi ai bi ai bi
i
r x x y y z z
=
∆ = − + − + −∑ 2 2 min( )rχ = ∆†  and ; here 2 2 2 2
, ,ai ai aix y z  are coordinates of the ith atom in the molecule (a) and , ,bi bi bix y z  are the coordinates of the 
ith atom in the molecule (b).   
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molecules and 0.07 Å2, when the ethyl group is excluded (refer Table 8.1 for selected 
geometric parameters for both molecules).   
 
c?  
 
(a) 
 
 
 
 
     (b) 
Figure 9.1  Two views of 9EtG crystal structure, (a) as seen down the b-axis (b) as 
sheen down c-axis.  The reference cell edges are shown with dashed lines. 
b
?
 
a?
 
 
Figure 9.2 shows a 9EtG molecule with indication of all the hydrogen bonds from 
the crystal environment and the radiation products interested in this work.  The 
interaction N3(b)…N2H'(a) (2.73 Å) hardly qualifies as a hydrogen bond; however it is 
included as one of the neighboring molecule in our models.  Upon irradiation, the 
molecule can either capture or lose an electron to become an anion or a cation 
respectively.  Generally, the electron gain/loss forms of the molecules are not stable.  
Therefore, the electron gain molecule can protonate by taking a proton from a 
neighboring molecule (net hydrogenation) and the electron loss molecules can 
deprotonate by giving a proton to a neighboring molecule (net dehydrogenation).  With 
this molecular arrangement, there are two possibilities for the protonation and 
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deprotonation processes.  They are protonation at the O6 or N7 sites and deprotonation at 
the N1 or N2 sites.  All six radicals formed by electron addition, electron loss, the two 
different protonations after the electron addition and the two different deprotonations 
after the electron loss were considered here.   
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Figure 9.2 The 9 Ethyl Guanine (9EtG) molecule and possible radicals derived by 
various processes.  Hydrogen bonds from the crystal environment are indicated with 
dashed lines.2 
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Calculations were carried out for isolated radicals and for radicals surrounded by 
clusters of neighboring molecules.  For clusters, the environment was modeled by placing 
discrete molecules around the target radical according to the crystal’s space group 
symmetry.  The two-layer ONIOM (our N-layered integrated molecular orbital plus 
molecular mechanics method) method3-7 was used for the cluster model calculations.  
ONIOM is an extrapolation scheme and it is an economical theoretical treatment for large 
molecular systems.  Here, the system is partitioned into two layers where the part of 
interest in the system (the inner layer) is treated at a “high” level of theory and the rest 
(the outer layer) is described by a computationally less demanding method. 
 
9.2 Theoretical Considerations and Computational Methods 
Single molecule approach: The starting Cartesian geometry for the 9EtG 
molecule was obtained from the crystal structure data.2 The initial deprotonated radical 
structures were obtained by simply removing the relevant hydrogen from the 
deprotonation site and the initial protonated radical structures were obtained by adding a 
hydrogen atom to the relevant protonation site.  All systems were described within the 
unrestricted DFT1 framework by using Becke’s three parameter hybrid B3LYP 
functional.8 The geometries were optimized at split-valence 6-31G(d,p) level and the 
method of optimization was the default Berny algorithm.  Subsequent single point 
calculations for the electronic energy were performed at Pople’s triply split valence 6-
311G(2df,p) basis set to obtain the EPR parameters.  Frequency calculations for the 
optimized structures were carried out at the same level of theory as the optimizations to 
characterize the stationary points.  The NOSYMM keyword was used in the route section 
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of each step to prevent shifting or rotating the Cartesian coordinates of the radical model 
with respect to the reference frame.  In doing so, a direct link to the original crystal axes 
was preserved.  All calculations were performed for the gas phase using Gaussian 03 
(revision B.04).9 The results for these single-molecule calculations will be referred with 
9EtG1. 
Cluster model: In this approach the two-layered ONIOM3, 4 method in Gaussian 
03 (revision B.04) was used.  Here the inner layer consists of the central radical and the 
outer layer consists of the neighboring molecules from the crystal environment.  The 
inner part of the system was described within the DFT framework using unrestricted 
B3LYP functional.  The surrounding 9EtG molecules, the outer layer, were treated at the 
semiempirical AM1 level.  The cluster models of 9EtG molecules were constructed 
according to the crystal structure data. 
In the first set of calculations, a cluster model of four 9EtG molecules was built in 
agreement with the correct space group symmetry.  This model space was obtained by 
considering the central molecule and the three neighboring molecules those responsible 
for the hydrogen bonds shown in Fig. 9.2.  The results for these calculations on the four-
molecule cluster will be referred to 9EtG4.  Fig. 9.3 shows the model space for this 
cluster.  In the second set of calculations, the number of neighbors was increased to nine 
in accordance with the same space group symmetry.  Here, in addition to the three 
neighbors in the 9EtG4 model, three molecules each from the crystal layers just above 
and below the central molecule were included.  Hence, this model has a total of ten 9EtG 
molecules and the results for this cluster will be referred as 9EtG10.  Face and side views 
of this cluster are shown in Fig.9.4.  Other than the number of neighboring molecules the 
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methodology used for both cluster models are the same.  GaussView10 version 3.0 was 
used for the visualization. 
 
H'N2
N3
N7
HN1
HN2O6
HN1
N7
O6 HN2
H'N2 N3
H'N2
Figure 9.3  (a) Face and (b) a side view of the central molecule with its surrounding 
molecules in the 9EtG4 cluster model.  The hydrogen bonds are also shown in dashed 
lines. 
(b) (a) 
 
 
For the electron gain and loss radicals, the computations were done by simply 
adding a charge to the system.  For protonated radicals, the negative charge was added 
and a hydrogen ion was transferred from the neighboring molecule (HN2 or HN1) to the 
central molecule (O6 or N7) making the central radical neutral and the surroundings 
negatively charged.  Similarly for deprotonated radicals, the positive charge was added 
and a hydrogen ion was transferred to the neighboring molecule (N7 or O6) from the 
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central molecule leaving the central radical neutral and the surroundings positively 
charged.   
 
 
 
 
 
Figure 9.4 (a) A side and (b) a face view of the central molecule with its surrounding 
molecules in the 9EtG10 cluster model. 
(b) (a) 
 
 
For both clusters, full geometry optimizations were performed on the central 
radical, while keeping the coordinates of the surrounding 9EtG molecules fixed in space‡ 
at the crystallographic geometry.2 For protonated radicals, the transferred hydrogen was 
treated as an atom in the central radical and allowed to optimize at the high level.  On the 
other hand, in deprotonated radicals, the transferred hydrogen was treated as an atom in 
the neighboring molecule and optimized at low level (even though the rest of the atoms 
of that molecule were fixed at the crystallographic geometry).  During geometry 
optimization the central radical was treated at UB3LYP/ 6-31G(d,p) level and the 
                                                 
‡ or “frozen” in Gaussian terminology 
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surroundings were treated at UAM1 level.  Subsequent single point calculations for the 
electronic energy were performed for the optimized central radical structure at 
UB3LYP/6-311G(2df,p) level to obtain the EPR parameters.  To evaluate the influence of 
neighboring molecules on the EPR parameters, similar calculations were carried out for 
the full cluster.  However, due to the computational demand, full cluster calculations 
were done only for the 9EtG4 cluster.  The results of these calculations for the central 
radical and full cluster will be referred with the additional labels “(central)” and “(full)” 
respectively.  Frequency calculations for the optimized central structures were carried out 
at UB3LYP/ 6-31G(d,p) level to characterize the stationary points.  The NOSYMM 
keyword was also used in the route section of each step to preserve the relationship to the 
original crystallographic reference system.   
 
9.3 Results and Discussion 
Geometry: As discussed in section 9.2, geometry optimizations for all six radicals 
were performed using three different models.  Irrespective of the model considered, the 
central radical was always treated at the same level of theory.  As shown in Fig.9.2, let us 
name the electron gain radical as R1, electron loss radical as R2, N7-protonated radical as 
R3, N1-deprotonated radical as R4, O6-protonated radical as R5 and N2H-deprotonated 
radical as R6.  Even though, R5 and R6 converged successfully in the single-molecule 
case, they did not stabilize at the level of theories considered in the cluster models.  That 
is the transferred proton (to the O6 site in both cases) always returned to its original 
position (the N2H site).  Therefore, the results for these R5 and R6 radicals will not be 
included here.   
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electron gain 
 
 
 
 
 
 
electron loss 
 
 
 
 
 
 
N7-
hydrogenation 
 
 
 
 
 
 
 
N1-
dehydrogenation 
Figure 9.5 Face and edge views of optimized geometry for (a) electron gain, (b) electron 
loss, (c) N7-hydrogenated and (d) N1-dehydrogenated radicals in 9EtG single molecule 
approach. 
(a) 
(b) 
(c) 
(d) 
 
 207
Face and edge views of the optimized structures of the other four radicals are 
shown in Fig.9.5 for the 9EtG1model.  The purine ring and the amino group in the crystal 
structure of 9EtG are almost planar.  Even when 9EtG loses an electron, this geometry 
remains unchanged.  A similar behavior was observed for the N1-deprotonated radical 
also.  On the other hand, in the 9EtG electron-gain radical, the amino group is 
significantly non-planar and there is an observable distortion in the N1-C2-N3 region.  
Upon protonation at N7, this distortion disappears having only a slight non-planarity of 
the amino group.  In addition, a considerable distortion occurs in the N7-C8-N9 region of 
the N7-protonated structure.  All these geometric behaviors were observed in the single-
molecule approach and it is worthwhile to see the influence of neighboring molecules on 
the radical geometry. 
Face and edge views of the optimized radical geometries from the 9EtG4 model 
are shown in Fig.9.6.  As discussed before, only the neighboring molecules that are 
hydrogen bonded to the central radical were considered here.  The edge views of Fig.9.6 
show the radical geometry with respect to the crystal structure.  Since the neighboring 
molecules were fixed at their crystallographic geometry during the optimization, they act 
as the reference frame for the radical structure.  Clearly, significant reorientations of the 
radical geometries occurred during the optimization.  For the electron gain radical, even 
though there is non-planarity in the amino group, the reorientation is less than in the 
single molecule case.  Both electron loss and N1-dehydrogenated radicals are planar in 
the single molecule case, but the slight non-planarity of the amino group is enhanced in 
the N1-dehydrogenated radical of the 9EtG4 cluster approach.  The N7-hydrogenated 
radical has the least reorientation with respect to the crystal geometry.  The main 
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observable difference between the 9EtG1 and 9EtG4 models is the orientation of N7H: it 
bends into the plane in the former and is out of the plane in the latter. 
 Whether or not a molecule in the real crystal lattice can undergo the considerable 
geometric reorientation described like above is a question here.  To answer this, the 
9EtG10 cluster model was employed.  In addition to the three neighbors in the 9EtG4 
model, the 9EtG10 cluster was composed of three molecules each from the crystal layers 
just above and below the central molecule.  The face and edge views of optimized radical 
geometries in 9EtG10 cluster model are shown in Fig.9.7.  From the edge views of the 
radical geometries, it can be clearly seen that the inclusion of top and bottom layers of 
neighboring molecules significantly restricted the reorientation of the radical geometries 
with respect to the crystal lattice.  Therefore, radical orientations in 9EtG10 model with 
respect to the reference frame differ considerably from those in the 9EtG4 model.  The 
electron gain and the N7-hydrogenated structures still managed to reorient significantly 
with respect to the crystallographic geometry.  Slight bending of guanine ring with 
respect to the crystal plane is also observed in the electron gain and N1-dehydrogenated 
structures.  C8H of the N7-hydrogenated radical bends into the plane in 9EtG10 model 
and it comes out in other two models.  In cluster models, both N7H and C8H of this 
radical bend to the same side of the ring plane and those in single molecule approach 
bend to opposite sides of the ring plane.   
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Figure 9.7 Face and edge views of the optimized geometries for (a) electron gain, (b)
electron loss, (c) N7-hydrogenated and (d) N1-dehydrogenated radicals in the 9EtG10
cluster model
(a) electron gain
(b) electron loss
(c) 7-hydrogenation N
(d) N1-dehydrogenation
 211
The discussion so far has focused on the observable geometric distortions of the 
radical geometries and the way they orient with respect to the crystal lattice.  Table 9.1 
shows the total geometric deviations§, χ2 of the central radical geometries with respect to 
the crystallographic geometry (undamaged molecule) for the three models considered in 
this work.  To calculate the χ2 between a radical geometry and the crystal geometry, only 
the common atoms for both molecules were considered.  For example, to compare the 
undamaged and N7 protonated molecules N7H of the N7 protonated structure was not 
considered.  Also to compare the undamaged and N1 deprotonated molecules, N1H of the 
undamaged molecule was ignored.  Computations were first done excluding the ethyl 
group because the free rotation of the methyl part in the ethyl group may introduce 
discrepancies to the results.  However, for completeness the deviations including the 
ethyl group were also calculated and those values are given inside the parentheses in 
Table 9.1. 
 For all models considered, the electron loss and N1-dehydrogenated radicals have 
the least deviations with respect to the crystal geometry; of all these, the values are least 
for the 9EtG10 cluster model.  Electron gain radical in the single molecule approach has 
the highest deviation and the value decreased substantially upon including the 
neighboring molecules.  This can be easily understood by the different orientation and 
planarity of the amino group in the three models and the group became less non-planar in 
the cluster models.  The reason for this may be the hydrogen bonds from the crystal 
                                                 
2)z
i
§  and ; here 2 2 20 0 0
1
( ) ( ) (
N
i i i i i i
i
r x x y y z
=
∆ = − + − + −∑ 2 2 min( )rχ = ∆
0 0 0, ,i ix y z  are coordinates of the ith atom in the undamaged molecule (reference molecule) and 
, ,i i ix y z  are the coordinates of the ith atom in the radical to be compared.   
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neighbors limit the rotation around the C2-N2 bond.  The N7-hydrogenated radical in the 
9EtG10 cluster has the next highest value but has no clear behavior to the models 
considered.  As expected, inclusion of ethyl group increased the χ2 values. 
 
Table 9.1 Total geometric deviationa, χ2 for optimized geometries of different 
9EtG radicals in various model systems from the crystallographic geometry2  
χ2 (Å2)b,c 
radical 9EtG1 9EtG4 9EtG10 
 
electon gain 
electron loss 
N7-hydrogenation 
N1-dehydrogenation 
 
 
2.38 (3.74) 
0.15 (0.33) 
0.40 (1.07) 
0.16 (0.40) 
 
0.35 (1.82) 
0.17 (0.40) 
0.31 (1.77) 
0.16 (0.50) 
 
0.32 (0.55) 
0.09 (0.40) 
0.63 (2.02) 
0.09 (0.36) 
a  to calculate χ2 all the atoms common for both molecules were considered 
b  values in parentheses are the calculated χ2 values with the ethyl group 
c  see the text for the definition of χ2
 
 
 
 EPR parameters: For all optimized geometries, the EPR parameters for the 
central radicals and for the full cluster in 9EtG4 model are shown in Table 9.2 along with 
the available experimental values.  As discussed before, the central molecule was treated 
at the same level of theory in all the models considered. 
 The EPR parameters for the anionic radical in the EtG4 “central” and “full” 
computations are substantially different.  This can happen because in the “full” model, 
the free electron is free to delocalize among all four molecules.  Considerable amounts of 
spin densities were observed on the three neighboring molecules and only 11% of the 
total spin density was observed on the central molecule.  On the other hand, in the 
“central” model, spin density has to localize only in the central radical.  Surprisingly, the 
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differences in the “full” and “central” models for the other three radicals are not that 
large.  For both electron loss and N1-deprotonated radicals, only the C8H coupling shows 
a significant deviation.  Meanwhile, only the isotropic value of the N7H coupling 
(coupling to the added proton) of the N7-protonated radical is different in two 
approaches.   
The EPR parameters for the electron gain product are highly dependent on the 
computational model.  The values obtained by the EtG4 models are very different from 
the values obtained by the other two models.  The values obtained by EtG1 and 
EtG10(central) approaches are almost comparable except for the N2H coupling.  None of 
the computational models reproduced the experimental values for the amino group in the 
electron loss radical.  Similarly, all approaches gave positive isotropic value for the N7H 
coupling in the N7-protonated radical.  Its experimental value is negative and only the 
EtG10(central) model gives a small positive isotropic value. 
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Table 9.2 Calculated EPR parameters for different 9EtG radicals using different 
models  
EtG4 EtG10 EtG1 
central    full  central 
    Experiment  
Aiso Adip  Aiso Adip  Aiso Adip  Aiso Adip  Aiso Adip
 
electron gain 
 
N1H 
 
 
-5.13 
-7.67 
-4.59 
12.26 
 
64.93 
-8.49 
-6.23 
14.73 
 
7.29 
-2.71 
-1.81 
 4.53 
 
-5.66 
-6.37 
-2.13 
 8.50 
  
           
 
N2H 
 
 
91.80 
-5.31 
-2.28 
 7.59 
 
26.88 
-7.58 
-2.59 
10.17 
 
2.31 
-2.85 
-1.46 
 4.31 
 
44.34 
-6.15 
-3.80 
 9.96 
  
           
 
N2H' 
 
 
6.31 
-5.76 
-4.36 
10.12 
 
4.77 
-3.96 
-1.37 
 5.33 
 
-0.16 
-1.01 
-0.07 
 1.08 
 
7.74 
-4.69 
-1.21 
 5.91 
  
           
 
C8H 
 
 
-6.29 
-3.92 
-0.07 
 4.00 
 
1.85 
-1.18 
 0.21 
 0.97 
 
-0.04 
-0.21 
-0.09 
 0.30 
 
-8.11 
-4.48 
-0.73 
 5.21 
  
           
 
C9H 
 
 
2.28 
-1.50 
-0.64 
 2.14 
 
4.94 
-1.15 
-0.71 
 1.87 
 
0.19 
-0.25 
-0.10 
 0.35 
 
4.66 
-2.58 
-0.12 
 2.70 
  
           
 
C9H' 
 
 
1.03 
-0.90 
-0.67 
 1.57 
 
-0.19 
1.00 
0.66 
1.66 
 
-0.09 
-0.16 
-0.14 
 0.30 
 
2.80 
-2.11 
-1.24 
 3.36 
  
electron loss 
 
N2H 
 
 
-8.08 
-6.26 
-1.63 
 7.90 
 
-7.59 
-6.16 
-1.71 
 7.87 
 
-5.24 
-4.16 
-1.46 
 5.62 
 
-1.53 
-5.85 
-2.07 
 7.92 
 
-11.68 
-10.28 
-2.01 
12.29 
           
 
N2H' 
 
 
-7.04 
-3.72 
-2.57 
 6.30 
 
-6.77 
-3.61 
-2.62 
 6.24 
 
-5.09 
-2.90 
-2.01 
 4.91 
 
-1.54 
-3.73 
-2.95 
 6.69 
 
-11.74 
-6.78 
-2.29 
9.07 
           
 
C8H 
 
 
-22.11 
-12.70 
 -1.39 
 14.10 
 
-21.89 
-12.45 
 -1.42 
 13.87 
 
-10.29 
-5.50 
-1.16 
 6.67 
 
-19.05 
-11.05 
 -1.40 
 12.46 
 
-18.62 
-9.24 
-1.12 
10.35 
N7- hydrogenation 
 
 
C8H 
 
 
71.58 
-22.65 
 -2.91 
 25.56 
 
54.60 
-22.12 
 -2.52 
 24.64 
 
54.35 
-21.61 
 -3.66 
 25.28 
 
65.97 
-22.17 
 -2.43 
 24.61 
 
58.98 
-19.85 
-0.69 
20.54 
           
 
N7H 
 
 
31.99 
-12.56 
 -7.41 
 19.97 
 
13.80 
-11.87 
 -5.60 
 17.47 
 
7.16 
-11.65 
 -6.65 
 18.31 
 
2.59 
-12.20 
 -5.78 
 17.99 
 
-13.55 
-12.28 
-1.31 
13.59 
           
 
C9H' 
 
 
5.14 
-3.23 
-2.64 
 5.88 
 
5.12 
-3.15 
-2.60 
 5.75 
 
2.79 
-3.00 
-2.35 
 5.35 
 
5.77 
-2.50 
-2.12 
 4.62 
 
3.08 
-2.35 
-1.93 
4.28 
N1- dehydrogenation 
 
 
N2H 
 
 
-4.40 
-3.44 
-1.34 
 4.78 
 
-4.33 
-3.18 
-1.30 
 4.49 
 
-7.50 
-5.94 
-1.83 
 7.77 
 
-3.41 
-2.98 
-1.32 
 4.30 
  
           
 
N2H' 
 
 
-3.16 
-2.36 
-0.91 
 3.27 
 
-3.05 
-2.36 
-0.68 
 3.05 
 
-6.68 
-3.57 
-2.64 
 6.21 
 
-1.76 
-2.54 
-0.57 
 3.12 
  
           
 
C8H 
 
 
-19.89 
-11.72 
 -0.72 
 12.44 
 
-20.76 
-11.84 
 -0.78 
 12.62 
 
-15.37 
-8.22 
-1.55 
 9.77 
 
-20.33 
-11.63 
 -0.79 
 12.43 
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9.4 Conclusions 
The geometries and hyperfine coupling constants of radicals derived from 9-ethyl 
guanine have been computed using density functional theory in both single molecule and 
cluster models.  The calculated results have been compared with the experimental values 
obtained from x-irradiated single crystals of 9EtG at 6K.  Computed results from both 
electron gain and N7-hydrogenation radicals show significant geometric reorientations 
with respect to the crystal lattice; as well they indicate large geometric distortions with 
respect to the undamaged molecule (crystal geometry).  These two radicals managed to 
reorient even with inclusion of the neighboring molecules.  For electron gain and N1-
deprotonated radicals the deviations are small.   
The EPR parameters for the electron gain radical is highly dependent on the 
computational model considered.  In general, considering “full” cluster for the EPR 
calculations did not produce better results.  Instead it gives very unrealistic results for 
electron gain radicals.  However, EPR calculations of the central radical from the cluster 
based optimized structure produce better results.  Even though it was expected to have 
the best agreement between the experimental and 9EtG10 cluster model, surprisingly for 
the two radicals compared here do not show a better conformity.  In other words, the EPR 
results from 9EtG1 model were not any worse than the results from the cluster models.  
However, geometric results from the cluster models support the idea of having 
significantly reoriented structures in the real crystal system. 
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Chapter 10 Summary and General Conclusions 
Studies with irradiated single crystals of sodium salt of guanosine dihydrate show 
at least four radical species to appear in the temperature range of 6K to room temperature.  
Three of these radicals (Radicals R1, R2, and R3) were present immediately after 
irradiation at 6K and the fourth radical R4 was observed after warming the crystals to the 
room temperature.  The radicals were identified as R1: the product of net hydrogen 
addition to N7, R2: the product of electron loss from the parent molecule, R3: the product 
of net hydrogen abstraction from C1' of ribose group and R4: the C8-H addition radical.  
The DFT1 based computational results agreed well with these radical assignments and 
their coupling values.  These radical structures are shown in Schema 10.1.  The estimated 
relative radical concentrations obtained from the EPR spectrum simulations are R1=60%, 
R2=27% and R3=13%.   
Similar studies with irradiated single crystals of 9 ethyl guanine also show at least 
four radical species to appear in the temperature range of 6K to room temperature.  Three 
of these radicals (Radicals R1, R2, and R3) were present immediately after irradiation at 
6K and the fourth radical R4 was observed immediately after irradiating the crystals at 
room temperature.  The radical R1 was identified as the product of net hydrogen addition 
to N7 and R2 was identified as the product of electron loss from the parent molecule.  
Due to insufficient experimental data radical R3 in 9EtG was left unassigned and R4 was 
the well-known C8-H addition radical.  The DFT based computational results also agreed 
well with these radical assignments and their coupling values.  The radical structures for 
irradiated 9EtG crystals are shown in Schema 10.2.  The estimated relative radical 
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concentrations obtained from the EPR spectrum simulations are R1=19%, R2=65% and 
R3=16%. 
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Schema 10.1 Structures of radicals observed in irradiated single crystals of 
Na+.Guanosine-.2H2O. 
 
 
Radical R1, observed in both systems, exhibits an unusual set of hyperfine 
couplings to HC8 and HN7, the added hydrogen.  The couplings indicate considerable 
geometric distortion of the molecule in the N7-C8-N9 region, a conclusion supported by 
DFT calculations and the measured hyperfine couplings also reflect this geometry.  The 
bendings are extensive enough to make the normally-negative isotropic couplings 
become positive.  The hydrogen bonding systems in these crystals provide the origin and 
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destination of protons for this N7-protonated radical.  The nature and structure of R1 are 
interesting because its chemical form may be like that of a main intermediate in the 
formation of 8-oxoguanine from in DNA.  However, the detection of this radical was not 
reported in earlier guanine studies.  Radical R2, the product of electron loss from the 
parent molecule, was also observed in both systems.  R2 is interesting since its chemical 
form is like that proposed for the initial proton-transfer product of guanine oxidation.  
Detection of this type of radical was also reported in previous guanine studies.2-4 Radical 
R3, in Na+.Guanosine-.2H2O is the product of net hydrogen abstraction from C1' of ribose 
group and was also reported in an earlier guanine work.5 Radical R4, also detected in 
both systems, was also observed in previous guanine studies.5-10 
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Schema 10.2  Structures of radicals observed in irradiated single crystals of 9EtG. 
 
 
The mechanism for formation of above radicals R1 (observed in both crystals) 
and R3 (observed in Na+.Guanosine-.2H2O) is expected to be by electron addition and 
electron loss followed by a proton transfer, respectively.  Even though the hydrogen 
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bonding systems in the crystals provide the origin and destination of protons for these 
radicals, the proton transfer mechanism depends on the proton affinity of the acceptor and 
the deprotonation enthalpy of the donor atoms.  DFT based computations supported the 
formation of above radicals in the proton affinity and deprotonation enthalpy 
consideration basis.   
The study based on proton transfers between 9EtG base-pair anion and cation 
radicals did not produce satisfactory results.  However, the charge and spins on the 
molecules were localized as expected.   In this analysis only the proton transfer from 
molecule (b) to molecule (a) was considered.  Additional work has to be done to draw a 
final conclusion about the energetic favorability of the proton transfer processes and the 
capability of these calculations to describe the proton transfer processes.  Therefore, it 
will be worth to test the proton transfer behavior at a different level of theory or at the 
same level of theory on a different model which has additional 9EtG molecules.  Further, 
the similar study can be extended to the Na+.Guanosine-.2H2O crystal system. 
Furthermore the geometries and hyperfine coupling constants of 9EtG derived 
radicals were computed using DFT in both single molecule and cluster models.  Even 
though the EPR parameters for experimentally observed radicals (R1 and R2) in 9EtG do 
not depend significantly on the computational model considered, geometric results from 
the cluster models support the idea of having significantly reoriented structures in the real 
crystal system.  On the other hand, the EPR parameters for the electron gain radical are 
highly dependent on the computational model considered.  This study also can be 
extended to the Na+.Guanosine-.2H2O crystal system. 
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