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Parameterized quantum circuits are a promising technology for achieving a quantum advantage.
An important application is the variational simulation of time evolution of quantum systems. To
make the most of quantum hardware, variational algorithms need to be as hardware-efficient as pos-
sible. Here we present alternatives to the time-dependent variational principle that are hardware-
efficient and do not require matrix inversion. In relation to imaginary time evolution, our approach
significantly reduces the hardware requirements. With regards to real time evolution, where high
precision can be important, we present algorithms of systematically increasing accuracy and hard-
ware requirements. We numerically analyze the performance of our algorithms using quantum
Hamiltonians with local interactions.
I. INTRODUCTION
Small quantum computers are available today and
offer the exciting opportunity to explore classically
difficult problems for which a quantum advantage
may be achievable. The simulation of time evolution
of quantum systems is an example of such problems
where the advantage of using a quantum computer
over a classical one is well understood [1–5]. This
simulation is also important for our understanding
of quantum chemistry and materials science which
are key application areas for future quantum com-
puters [6–9]. One of the main challenges in the de-
sign of time evolution algorithms is to reduce their
experimental requirements without sacrificing their
accuracy.
Although significant progress has been made
based on the original quantum algorithm for sim-
ulating time evolution [2], this algorithm faces ob-
stacles on current quantum hardware which lacks
quantum error correction [10–12]. Promising alter-
natives are variational hybrid quantum-classical al-
gorithms [13, 14] and variational quantum simula-
tion [15, 16]. In these approaches, a parameterized
quantum circuit (PQC) is prepared on a quantum
computer and variationally optimized to solve the
problem of interest. Promising examples of quan-
tum advantage obtained with PQCs have already
been identified for time evolution [17, 18] and in
other contexts such as for nonlinear partial differ-
ential equations [19, 20], dynamical mean field the-
ory [21, 22], and machine learning [23].
In this article, we focus on making the simulation
of time evolution as hardware-efficient as possible.
Existing proposals are based on the time-dependent
variational principle or variants thereof [15, 16].
These approaches require matrix inversion which
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poses computational challenges for ill-conditioned
matrices. Our contribution is a set of alternative
techniques that do not need matrix inversion and
that allow one to systematically increase the sim-
ulation accuracy, together with the hardware re-
quirements, according to experimental capabilities.
We analyze the hardware/accuracy trade-off and
show that for imaginary time evolution our algo-
rithm significantly reduces the hardware require-
ments over existing methods and produces accurate
ground state approximations. For real time evolu-
tion, the accuracy per time step is essential. We
present a hierarchy of algorithms where the accuracy
can be systematically improved by utilizing more
hardware resources.
Our strategy was inspired by several tensor net-
work concepts. Firstly, we apply the Trotter prod-
uct formula to the time evolution operator and op-
timize the ansatz one Trotter term after another.
A similar procedure is used in the time-evolving
block decimation algorithm [24–27] as well as with
projected entangled pair states [28–30]. Secondly,
for a given Trotter term, we restrict the optimiza-
tion to its causal cone. This is an important con-
cept for the multiscale entanglement renormaliza-
tion ansatz [31, 32] as well as for matrix product
states [33]. The same concept was used to simulate
infinite matrix product states on a quantum com-
puter [34]. Thirdly, we adapt the Rotosolve algo-
rithm [35] to perform block-wise optimization, i.e.,
we optimize a set of parameters at a time while keep-
ing all the others fixed. A similar approach is widely
used in tensor network optimization where tensors
are optimized one after another [36, 37].
The article has the following structure. Section II
summarizes our methods, Section III presents our
mathematical and numerical results, and Section IV
contains our concluding discussion. The technical
details are in the appendices.
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2II. METHODS
We present our methods in four stages. Firstly,
we break time evolution into a sequence of vari-
ational problems. Secondly, we use PQC ansa¨tze
and causal cones to reduce the number of re-
quired qubits. Thirdly, we formulate the Roto-
solve equations for optimizing the variational param-
eters. Finally we introduce approximations leading
to hardware-efficient implementations.
A. Taking apart time evolution
In the following, we focus on real time evolution.
To obtain imaginary time evolution one simply needs
to substitute t by −it.
The simulation of real time evolution consists of
approximating the action of the operator e−itHˆ on
an initial state |ψ0〉 of n qubits. The Hamiltonian is
assumed to have the general form Hˆ =
∑K
k=1 hkHˆk
where Hˆk are tensor products of Pauli opera-
tors, hk are real numbers, and K ∼ O(poly(n)).
We approximate the evolution by a sequence of
short-time evolutions using the well-known Trot-
ter product formula. With N time steps of
size τ = t/N one obtains e−itHˆ ≈ U(τ)N , where
U(τ) = e−iτhKHˆK · · · e−iτh1Hˆ1 . Notice that the ac-
curacy of our Trotter approximation can be im-
proved using higher-order formulas [38].
We variationally simulate the sequence of Trot-
ter terms one term at a time. Consider the k-th
term, e−iτhkHˆk , and let |ψk−1〉 be the variational
approximation to the previous step. As shown in
Appendix A, the current step can be simulated by
maximizing the objective function:
Fk(θ) = Re
(
〈ψk−1| eiτhkHˆk |ψ(θ)〉
)
, (1)
with respect to the variational parameters θ, where
Re(·) denotes the real part of a complex number.
This optimization is carried out for all K terms in
U(τ). The process is repeated N times, after which
the simulation of time evolution is completed.
Figure 1 illustrates a few steps of the method. The
variational state consists of a PQC (light blue rect-
angle) acting on the |0〉 ≡ |0〉⊗n state of the compu-
tational basis. At each step, a term of the Trotter
formula is selected (blue rectangle) and simulated by
the variational method.
B. Parameterized quantum circuits and causal
cones
We consider PQC ansa¨tze composed of generic 2-
qubit unitaries acting on nearest neighbors, as shown
in Fig. 2 (a). The required 1d qubit-to-qubit connec-
tivity matches that of many existing quantum com-
puters. Yet, these ansa¨tze are universal for quantum
computation if we adjust their depth accordingly.
We refer to the unitaries U [i, j] (light blue rectan-
gles) as blocks. In practice, they are made of gates
from the hardware’s gate set.
An interesting property is that the expectation
of an operator acting on a few qubits depends only
on the blocks inside its causal cone. Figure 2 (b)
illustrates an example of causal cone for a 2-qubit
operator. The expectation can be estimated with a
quantum circuit of 6 qubits and 5 blocks, regardless
of the overall size of the PQC ansa¨tze.
This simple idea allows us to work with variational
states that are significantly larger and more general
than what is allowed by the available quantum com-
puters. For example, periodic boundary conditions
can be included with no additional hardware require-
ments. In Fig. 2 (a), block U [n2 , 2] operates on the
first and last qubits. It is easy to see that such a
physical qubit-to-qubit connectivity is not required
when using causal cones. The number of required
physical qubits depends only on the depth of the
ansatz and on the operator. For long-range opera-
tors or operators acting on more than 2 qubits one
can obtain several causal cones.
Alternative qubit-efficient schemes based on mea-
suring and resetting qubits during computation
were proposed in Ref. [39]. Alternative approaches
for periodic quantum systems were developed in
Refs. [40, 41].
C. The update rule for Rotosolve
Let us specialize our discussion to PQCs of the
form U(θ) = UD · · ·U1 where each gate is ei-
ther fixed, e.g., a CNOT, or parameterized as
Ud = exp(−iθdGd), where θd ∈ (−pi, pi] and Gd is
a Hermitian and unitary matrix such that G2d = I.
This standard parameterization has nice properties
that we exploit to design optimization algorithms.
In Ref. [35], the authors showed that when all pa-
rameters but one are fixed, expectations have sinu-
soidal form. Therefore, there is an analytic expres-
sion for the extrema.
Let us now consider our objective
in Eq. (1). We define the coordinate-
wise objective for the d-th parameter as
fk,d(x) ≡ Fk(θ1, · · · , θd−1, x, θd+1, · · · , θD), where
3FIG. 1. The Trotter product formula applied to the time evolution operator results in repeated products of U(τ),
where τ is the time step, acting on the initial state |ψ0〉 = U(θ0) |0〉. We approximate time evolution one term after
another, each time finding the optimal variational parameters θ1,θ2, . . .
FIG. 2. (a) PQC ansatz for n qubits and depth D. We consider open or periodic boundary conditions. For
periodic boundary conditions the unitary block U [n
2
, 2] connects the first and the last qubit. (b) The computation
of an expectation simplifies if one considers only the blocks inside the causal cone. We use this technique to attack
problems of size larger than that of the available quantum hardware.
all parameters but one are fixed to their current
value. In Appendix B we show that this is a sinu-
soidal function fk,d(x) = Ak,d sin(x+Bk,d) with
amplitude Ak,d and phase Bk,d. The result allows
us to use the Rotosolve algorithm [35]. Rotosolve
is a coordinate-wise optimization algorithm that
neither requires the gradient nor the Hessian. It
sweeps through all parameters and sets each of them
to their locally optimal value x∗ = pi2 − Bk,d. At x∗
the coordinate-wise objective attains its maximum
value of Ak,d.
The estimation of Ak,d and Bk,d is efficient and
leads to a simple update rule. For the d-th parame-
ter and for the k-th term we have:
θd ← pi
2
− arctan
(
fk,d(θd)
fk,d(θd +
pi
2 )
)
+ θd, (2)
where θd in the right side is the current value of the
parameter.
This formula requires evaluating the objective at
x = θd and x = θd +
pi
2 . However, in Appendix C
we show that fk,d(θd) = Ak,d−1 is known from the
previous step. Thus, the method finds the maxima
with a single evaluation, fk,d(θd +
pi
2 ).
D. Hardware-efficient implementation
In general, our method optimizes a new PQC for
each Trotter term. Let us denote the (k−1)-th quan-
tum state as |ψk−1〉 = V |0〉, and the k-th state as
|ψ(θ)〉 = U |0〉, where V and U are PQCs. The ob-
jective in Eq. (1) and the update rule in Eq. (2) can
be estimated using a well-known primitive called the
Hadamard test.
The Hadamard test can be challenging to execute
on hardware when U and V are unrelated quantum
circuits due to the potentially large number of con-
trolled operations. The process can be largely sim-
plified if U and V differ only locally, e.g., in few gates
or circuit regions. For instance, if one circuit can be
efficiently transformed into the other using local ad-
joints of gates, then the Hadamard test consists of
a rather simple quantum circuit. Figure 3 (a) shows
4FIG. 3. Hadamard tests required for our algorithms. For illustrative purposes, we show a simple PQC ansatz made
of 5 CNOTs and 5 parameterized gates ui (light blue). (a) In Cone Update the previous and current PQCs differ
by at most 5 gates. The test requires only local transformations such as the controlled-u˜i (yellow). (b) In Angle
Update the two PQCs differ by 1 gate. (c) Angle Update can be made hardware-efficient by removing the ancilla
qubit and the controlled operation, and introducing an operation oi (pink). This further simplification is presented
in Appendix E.
an example with 5 variational parameters. Gates ui
represent U . Gates controlled-u˜i represent the lo-
cal transformations taking U to V . The subspaces
where the ancilla (top qubit) is |0〉 and |1〉 contain
U |0〉 and V |0〉, respectively. Finally, a measure-
ment yields the quantity in Eq. (1). This is discussed
in detail in Appendix D.
Clearly, we only need to optimize the blocks in
the causal cone of the Trotter term, see Fig. 2 (b).
We call this approach the Cone Update. In Cone
Update, each Hadamard test requires O(NbNp) con-
trolled gates where Nb is the number of blocks in the
causal cone, and Np is the number of parameters in
a block.
The closer U and V remain during the execution
of the algorithm, the fewer controlled gates are re-
quired for the Hadamard test. This suggests a sys-
tematic way to reduce hardware requirements by in-
troducing approximations to the objective. The first
level of approximation consists of replacing |ψk−1〉 in
Eq. (1) with the current variational state |ψ(θ)〉 af-
ter a block has been updated. This way, U and V
differ by O(Np) parameters, greatly simplifying the
Hadamard test. Note that the replacement is per-
formed once for each of the Nb blocks in the causal
cone. Hence, to effectively simulate time step τ we
use a time step τ/Nb in the objective. We call this
approach the Block Update.
The second level of approximation consists of re-
placing |ψk−1〉 in the objective with |ψ(θ)〉 after an
angle has been updated. This guarantees that U and
V differ by one parameter at all times. Since the re-
placement is done NbNp times, we use a time step
τ/(NbNp) in the objective. We call this approach
the Angle Update. Figure 3 (b) shows an example
with 5 parameters and where the Hadamard test re-
quires a single controlled gate. Angle Update can
be further simplified by replacing the indirect mea-
surement with direct ones [42, 43]. This removes
the need for the ancillary qubit and the controlled
gate resulting in the circuit shown in Fig. 3 (c). The
Rotosolve equations for the hardware-efficient algo-
rithm are derived in Appendix E.
III. RESULTS
In this Section, we first present an analysis of the
hardware requirements and errors of our algorithms.
Then we benchmark their performance using numer-
ical experiments.
A. Analysis of resources and errors
We compare the hardware requirements of our up-
date methods in Table I. Here Nb denotes the num-
ber of blocks inside the causal cone of one Trot-
ter term, Np denotes the number of parameters
per block, and we assume that every block has the
same number of parameters. We conclude that the
hardware-efficient Angle Update requires the small-
est amount of resources and no matrix inversion
which makes this a stable and efficient algorithm for
simulating time evolution. Block Update interpo-
lates between Angle and Cone Update in a natural
way. If we fix a maximum possible block size Nmaxp
beforehand – for example to a value related to given
hardware constraints – we consider the correspond-
ing Block Update for Np ≤ Nmaxp to be hardware-
efficient. In general, however, the technique used to
achieve hardware-efficiency on Np controlled gates
requiresO(eαNp) circuits for some α > 0 [43]. There-
fore, Block Update with arbitrary block size, as well
as Cone Update, are not hardware-efficient.
Table I also shows the hardware requirements for
5Update method Circuits per sweep Matrix inversion Controlled gates per circuit Hardware-efficient
Cone O(NbNp) No O(NbNp) No
Block O(NbNp) No O(Np) Yes/No
Angle O(NbNp) No O(1) Yes
TDVP O(N2bN
2
p ) Yes O(1) Yes
TABLE I. Characteristics of Cone, Block, and Angle Update along with the TDVP methods of Ref. [16]. A sweep
consists of updating all parameters inside the causal cone of a Trotter term exactly once.
the TDVP methods of Ref. [16]. Compared with
these TDVP methods, our update procedures have
the advantage that they do not need matrix inver-
sion. Matrix inversion is numerically unstable when
the condition number of the matrix is large and small
errors in the matrix can become large errors in the
matrix inverse [44]. The TDVP methods of Ref. [16]
compute the matrix elements from mean values over
several measurements. For a desired accuracy  per
matrix element this procedure requires O(1/2) mea-
surements. To determine the accuracy of the time-
evolved parameters after a TDVP udpate, we need
to take into account the condition number κ of the
matrix because the TDVP update needs the matrix
inverse. We show in Appendix F that for a desired
accuracy  in the time-evolved parameters the re-
quired number of measurements scales as O(κ2/2)
in the worst case. Therefore, for ill-conditioned ma-
trices, the TDVP methods of Ref. [16] may need
to compute matrix elements very accurately and re-
quire many measurements.
We obtained some numerical evidence by comput-
ing the median condition number κ˜ of 100 random
initializations of our ansatz. To avoid instabilities,
we ignored singular values smaller than 10−7. With
15 parameters we had κ˜ ≈ 16, with 45 parameters
we had κ˜ ≈ 5001, and with 75 parameters we had
κ˜ ≈ 17085. This rapid increase of the condition
number as a function of the number of variational
parameters indicates a challenging scaling of TDVP
cost for our choice of ansatz.
In our methods there exist two sources of er-
ror. Firstly, there is a Trotter error resulting from
the Trotter product formula that was used to split
the time evolution operator. Secondly, there is
an approximation error per Trotter term resulting
from the limitations of our PQC ansatz and opti-
mization methods. Both errors can be quantified
and systematically decreased. The Trotter error is
known and can be decreased by using higher-order
Trotter product formulas. The approximation er-
ror is computed during PQC optimization and can
be systematically decreased by using Block Update
with successively increasing block sizes and adding
new variational parameters to the PQC. There-
fore the complete error per time step scales like
O((τ‖Hˆ‖ )αTrotter +Kapprox) where αTrotter is de-
termined by the Trotter product formula, K is the
number of terms in the Hamiltonian, and approx rep-
resents the largest approximation error encountered
during the optimization.
B. Numerical experiments
We performed two numerical experiments to val-
idate our methods. Further details are provided in
Appendix G. First, we looked into the accuracy of
Cone, Block, and Angle Update. This is important,
in particular, for real time evolution where the vari-
ational state should closely track the true evolved
state at all times. In other words, the objective in
Eq. (1) should be very close to 1 for any Trotter
term. It is interesting to analyze the accuracy as a
function of the number of optimization sweeps.
We chose the ansatz in Fig. 2 (a) with depth D = 2
and with periodic boundary conditions. Regardless
of the number of qubits n, there are only two pos-
sible causal cones: a 4-qubit cone enclosing Nb = 3
blocks, if the term is located in front of a block,
and a 6-qubit cone enclosing Nb = 5 blocks, if the
term is located in front of two blocks (the latter
case is shown in Fig. 2 (b)). We selected Trot-
ter terms exp(−iτ σˆj ⊗ σˆj+1) at random and used
a rather large time step τ = 0.1. For Block Up-
date we use τ/(NsNb) and for Angle Update we use
τ/(NsNbNp), where the extra factor of Ns is the
number of sweeps.
Figure 4 (a) shows the mean objective and stan-
dard deviation for the case of 4-qubit cones. Cone
Update outperforms and converges to the optimal
value of 1, while Block and Angle Update do not
benefit from an increased number of sweeps. The
6-qubit case is shown in Fig. 4 (b), where a similar
behavior is observed. However, none of the meth-
ods converge to the optimal value of 1, reflecting the
limitations of the shallow PQC ansatz.
We also verified whether Cone, Block, and An-
gle Update can find ground state energies via
imaginary time evolution. We chose the 1d
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FIG. 4. Mean objective function and standard deviation of 25 random initializations for real time evolution with
τ = 0.1. (a) The Trotter term is located in front of a block in our PQC ansatz. Its causal cone encloses 4 qubits
and 3 blocks, for a total of 45 parameters. (b) The Trotter term is located in front of two blocks in our PQC ansatz,
which is a less favorable position. Its causal cone encloses 6 qubits and 5 blocks, for a total of 75 parameters.
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FIG. 5. Mean energy and standard deviation of 8 random initializations for imaginary time evolution on the 1d
quantum Ising model. The energy is relative to the ground state, thus 0 energy represents the ideal solution to this
problem. Here the time step is a hyper-parameter. We chose τ = 0.1 for Cone Update, τ/Nb = 0.1 for Block Update,
τ/(NbNp) = 0.1 for Angle Update. (a) The transverse field is set to h = 1 where the corresponding infinite system
is critical. (b) The transverse field is set to h = 4 where the corresponding infinite system is non-critical.
quantum Ising model Hamiltonian for 8 qubits
Hˆ = J
∑7
j=1 σˆ
x
j σˆ
x
j+1 + h
∑8
j=1 σˆ
z
j . We also chose
the PQC ansatz in Fig. 2 (a) with depth D = 2
and open boundary conditions. In this experiment,
the time step τ plays the role of an hyper-parameter
since we are not interested in accurately simulating
the evolution, but rather in finding the ground state
as quickly as possible.
Figure 5 (a) shows the mean energy and standard
deviation obtained in 20 time steps for J = h = 1
in the Hamiltonian, i.e., for the critical point of the
corresponding infinite system. For our choices of
hyper-parameter τ , all methods reached similar low
energies. Figure 5 (b) shows the results for J = 1
and h = 4, i.e., where the corresponding infinite sys-
tem is far from the critical point. All methods con-
verged rapidly, producing states that are very close
to the ground state. We emphasize that the circuits
for Angle Update are much simpler than those for
Cone Update.
7FIG. 6. A hardware-efficient Cone Update is ob-
tained when the objective function is the state over-
lap |〈ψk−1| eiτhkHˆk |ψ(θ)〉|
2
= |〈0|V †eiτhkHˆkU(θ) |0〉| 2,
where the V unitaries are fixed and the U unitaries are
varied. (a) We maximize the probability of measuring
|0〉, which is equivalent to the state overlap. (b) The
state overlap can alternatively be computed using this
shorter-depth circuit representing the destructive Swap
test [45, 46].
IV. DISCUSSION
Variational simulations of time evolution can
be performed without inverting a possibly ill-
conditioned matrix at each time step. To this end,
we derived suitable algorithms whose hardware re-
quirements can be adjusted to match the experimen-
tal capabilities.
One of the main applications of imaginary time
evolution is to find ground states. Our most
hardware-efficient algorithm, Angle Update, per-
formed remarkably well at this task. In practice,
once Angle Update converges one could switch to
more demanding algorithms, such as Block or Cone
Update, in order to fine-tune the result.
For real time evolution, the task is to simulate
the time-dependent Schro¨dinger equation. We pre-
sented numerical evidence that Block and Cone Up-
date achieve the high accuracy required. We also
expect our Angle Update to be useful for specific ap-
plications, such as the computation of steady states,
where accuracy per time step is not crucial.
A recent publication [21] contains simulations of
real time evolution based on the maximization of the
state overlap. As illustrated in Fig. 6, combining this
method with our cone strategy leads to a promis-
ing hardware-efficient algorithm that can addition-
ally make use of hardware-efficient overlap compu-
tation [45, 46]. Here the Rotosolve equations are
already known [35] as the overlap maximization is
equivalent to the expectation minimization for the
Hermitian operator M = − |0〉〈0|. Therefore this
choice of objective function gives rise to a hardware-
efficient Cone Update.
A number of recent articles implement tensor net-
work techniques via parameterized quantum circuits
(PQCs) (see Refs. [20, 39, 47] for examples). Our
work contributes to this line of research, bringing
PQC and tensor network optimization closer to-
gether.
The last key aspect of this work is the use of causal
cones to enable simulations of finite systems larger
than the size of the underlying quantum hardware.
We envision that such techniques that detach the
logical model from some of the hardware limits will
ultimately enable us to attack large problems and
obtain a quantum advantage.
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Appendix A: Variational simulation of time evolution
In this Appendix, we detail our method for the variational simulation of time evolution. To keep the
discussion general, we consider an arbitrary complex time z ∈ C. Later we will specialize to purely real time
and purely imaginary time evolution.
We want to simulate the time evolution operator e−izHˆ applied to an initial state |ψ〉 of n qubits. We
assume that the Hamiltonian is given in general form Hˆ =
∑K
k=1 hkHˆk, where Hˆk ∈ {1, Zˆ, Xˆ, Yˆ }⊗n is a
tensor product of Pauli operators, hk is a real number, and K ∼ O(poly(n)). There can be terms Hˆk in Hˆ
that do not commute with each other.
A commonly used technique to simplify the problem consists of expanding the time evolution operator into
8a product. A product formula, such as the Trotter formula, produces a sequence of short-time evolutions
which approximates the full evolution. Let us apply the product formula for N ∼ O(poly(n)) time steps of
size ζ = z/N :
e−izHˆ |ψ〉 ≈
(
e−iζhKHˆK · · · e−iζh1Hˆ1
)N
|ψ〉
= e−iζhKHˆK,N · · · e−iζh1Hˆ1,N · · · e−iζhKHˆK,1 · · · e−iζh1Hˆ1,1 |ψ〉 .
(A1)
In the second line, Hˆk,m has an additional subscript indicating the m-th application of the k-th term.
Now assume we were able to obtain a variational approximation to the first operation:
e−iζh1Hˆ1,1 |ψ〉 ≈ ∣∣ψ(θ∗1,1)〉 , (A2)
where θ1,1 is the vector of variational parameters and θ
∗
1,1 indicates their optimal value. Then we can
substitute this in Eq. (A1) and proceed with a variational approximation to the second operation:
e−iζh2Hˆ2,1e−iζh1Hˆ1,1 |ψ〉 ≈ e−iζh2Hˆ2,1 ∣∣ψ(θ∗1,1)〉 ≈ ∣∣ψ(θ∗2,1)〉 . (A3)
where again we assumed the optimal value for the variational parameters. Iterating the above procedure for
all the NK terms we obtain an approximation to the full time evolution e−izHˆ |ψ〉 ≈ ∣∣ψ(θ∗K,N )〉. To simplify
the notation let us condense indexes k and n into a single index l, and let us write |ψ(θ∗l )〉 = |ψl〉 whenever
the parameters have been optimized.
In order to find the variational approximation at step l we define the following cost function:
Cl(θl) =
∥∥∥|ψ(θl)〉 − e−iζhlHˆl |ψl−1〉∥∥∥2
= 〈ψ(θl)|ψ(θl)〉+ 〈ψl−1| ei(ζ¯−ζ)hlHˆl |ψl−1〉 − 〈ψ(θl)| e−iζhlHˆl |ψl−1〉 − 〈ψl−1| eiζ¯hlHˆl |ψ(θl)〉
= const.− 2 Re
(
〈ψl−1| eiζ¯hlHˆl |ψ(θl)〉
)
.
(A4)
Here Re(·) denotes the real part of a complex number, and ζ¯ denotes the complex conjugate of ζ. We
have assumed an ansatz for which 〈ψ(θl)|ψ(θl)〉 is constant. This is the case, for example, if the ansatz is
implemented by a PQC. We have also used that Hˆl is Hermitian.
The minimization of Cl(θl) is equivalent to the maximization of the following objective function:
Fl(θl) = Re
(
〈ψl−1| eiζ¯hlHˆl |ψ(θl)〉
)
. (A5)
Let us now specialize to the two cases of interest. For real time evolution we write z ≡ t where t ∈ R is
the total time, and ζ ≡ τ = t/N is the time step. Since the terms Hˆl are tensor products of Pauli operators,
we have that Hˆ2l = 1. Using this property and the definition of matrix exponential e
A =
∑∞
n=0A
n/n!, it
can be verified that eiτhlHl = cos(τhl)1+ i sin(τhl)Hˆl. Plugging this in the objective function we obtain:
Fl,real(θl) = cos(τhl) Re
(
〈ψl−1|ψ(θl)〉
)
− sin(τhl) Im
(
〈ψl−1| Hˆl |ψ(θl)〉
)
. (A6)
For imaginary time we write z ≡ −it where t ∈ R is the total time, and ζ ≡ −iτ = −it/N is the time step.
Following the same argument above, it can be verified that e−τhlHl = cosh(τhl)1 − sinh(τhl)Hˆl. Plugging
this in the objective function we obtain:
Fl,imag(θl) = cosh(τhl) Re
(
〈ψl−1|ψ(θl)〉
)
− sinh(τhl) Re
(
〈ψl−1| Hˆl |ψ(θl)〉
)
. (A7)
In Appendix B, we show that the coordinate-wise version of Eq. (A5) has a sinusoidal form. This fact is
inherited by Eqs. (A6) and (A7), and is exploited to design the optimization algorithm in Appendix C. In
Appendix D we present quantum circuits for the estimation of the objectives.
9Appendix B: Sinusoidal form of the coordinate-wise objective function
In Ref. [35], the authors showed that for certain standard parameterized quantum circuits (PQCs) the
expectation tr
(
MUρU†
)
as a function of a single parameter has sinusoidal form. This yields an efficient
coordinate-wise optimization algorithm called Rotosolve that does not require explicit computation of the gra-
dient or the Hessian. Here we present a similar derivation for objective functions of the form Re(tr
(
MUρV †
)
)
where U is a parameterized quantum circuit and V is a fixed circuit. Note that there is nothing preventing
us from parameterizing V and carrying out the same derivation.
Let us consider a PQC of the form U(θ) = UD · · ·U1 where each gate is either fixed, e.g., a CNOT, or
parameterized as Ud = exp(−iθdGd), where θd ∈ (−pi, pi] and Gd is a Hermitian and unitary matrix such
that G2d = 1. For example, tensor products of Pauli matrices are suitable choices for Gd ∈ {1, Xˆ, Yˆ , Zˆ}⊗n.
For the parameterized gates we use the definition of matrix exponential to get Ud = cos(θd)1− i sin(θd)Gd.
Without loss of generality, let us consider a pure initial state ρ = |0〉〈0| where |0〉 ≡ |0〉⊗n.
Expanding the objective function we have Re(〈0|V †MUD · · ·Ud · · ·U1 |0〉). To express this as a function
of a single parameter θd we simplify the notation absorbing all gates before Ud in a unitary which we call
UB , and we absorb all gates after Ud in a unitary which we call UA. Using this notation we write:
fd(x) = Re
(〈0|V †MUAUdUB |0〉)
= Re
(〈0|V †MUA (cos(x)I − i sin(x)Gd)UB |0〉)
= Re
(〈0|V †MUAUB |0〉) cos(x) + Re (〈0|V †MUA(−iGd)UB |0〉) sin(x). (B1)
Noting that Ud(0) = I and Ud(
pi
2 ) = −iGd, we rewrite the above as:
fd(x) = Re
(〈0|V †MUAUd(0)UB |0〉) cos(x) + Re (〈0|V †MUAUd(pi2 )UB |0〉) sin(x)
= f(0) cos(x) + f(pi2 ) sin(x).
(B2)
We now use the harmonic addition theorem a cos(x) + b sin(x) =
√
a2 + b2 sin
(
x+ arctan
(
a
b
))
to obtain:
fd(x) = A sin(x+B),
A =
√
fd(0)2 + fd(
pi
2 )
2,
B = arctan2
(
fd(0), fd(
pi
2 )
)
.
(B3)
The objective function as a function of a single parameter has sinusoidal form with amplitude A, phase B,
and period 2pi. Note that we must use the arctan2 function in order to correctly handle the sign of numerator
and denominator, as well as the case where the denominator is zero.
There is nothing special about the evaluations at 0 and pi2 in Eq. (B3). Indeed we can estimate A and B
from any pair of points that are pi2 apart:√
fd(φ)2 + fd(φ+
pi
2 )
2 =
√
A2 sin2(φ+B) +A2 sin2(φ+ pi2 +B) = |A|
√
sin2(φ+B) + cos2(φ+B) = A,
(B4)
fd(φ)
fd(φ+
pi
2 )
=
sin(φ+B)
sin
(
φ+ pi2 +B
) = tan(φ+B). (B5)
Now, from the graph of the sine function, it is easy to locate the maxima at θ∗d =
pi
2 −B + 2pik for all
k ∈ Z. Using the above expression for B we obtain
θ∗d = arg max
x
fd(x)
= pi2 − arctan2
(
fd(φ), fd(φ+
pi
2 )
)
+ φ+ 2pik,
(B6)
where φ ∈ (−pi, pi], and we choose k such that θ∗d ∈ (−pi, pi].
A similar derivation can be done for objective functions of the form Im(tr
(
MUρV †
)
). For the d-th
parameter, we write fd(x) = Im(〈0|V †MUAUdUB |0〉) and we obtain the maxima exactly as in Eq. (B6).
Figure 7 shows the sinusoidal forms for a random choice of U, V and M on n = 4 qubits.
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FIG. 7. Sinusoidal form of the objective functions used in this work. This example is for a random choice of U, V , M ,
and ρ on n = 4 qubits. The maxima (square and diamond) can be found in closed form. This requires the evaluation
of the objective function at two arbitrary parameter values spaced pi
2
apart.
Appendix C: The update rule with a single evaluation
In this Appendix, we take a deeper look at the quantity of interest, Eq. A5, and derive the update rule for
the Rotosolve optimizer [35]. Consider the l-th term in the Trotter product formula and let θ be the current
value of the parameter vector. Then for the d-th parameter we have:
fl,d(x) = Fl(θ1, · · · , θd−1, x, θd+1, · · · , θD)
= Re
(
〈0|V †eiζ¯hlHˆlUD · · ·Ud(x) · · ·U1 |0〉
)
=
√
fl,d(φ)2 + fl,d(φ+
pi
2 )
2︸ ︷︷ ︸
Al,d
sin
(
x+ arctan
(
fl,d(φ)
fl,d(φ+
pi
2 )
)
− φ︸ ︷︷ ︸
Bl,d
)
,
(C1)
where Al,d is the amplitude, Bl,d is the phase, and φ ∈ (−pi, pi] can be chosen at will. The third line is
obtained by applying the result from Appendix B.
The estimation of Bl,d requires the evaluation of the objective at two points spaced
pi
2 apart. However,
we can recycle information from previous steps in order to require a single evaluation. The approach is
as follows. Say we have found the maximum θ∗d−1 for the (d − 1)-th parameter. At no additional cost we
calculate fl,d−1(θ∗d−1) = Al,d−1. Now we move to the d-th parameter. Setting φ in Eq. (C1) to the current
parameter value, φ = θd, we happen to know that fl,d(θd) = fl,d−1(θ∗d−1) = Al,d−1. Hence, we only need to
evaluate fl,d(φ+
pi
2 ).
In summary, we obtain the update rule:
θ∗d = arg max
x
fl,d(x)
=
pi
2
− arctan
(
fl,d(θd)
fl,d(θd +
pi
2 )
)
+ θd,
(C2)
where θd is the current parameter value, and fl,d(θd) is known from the previous parameter update. With
this equation we can use Rotosolve for the variational simulation of time evolution.
Appendix D: Hadamard test for Cone Update
In this Appendix, we discuss the Hadamard test used in Cone Update. Recall that the proposed method
initializes a PQC at each step and trains it to simulate the action of a short-time evolution operator on the
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previous variational state. Let us denote the state obtained at the (l − 1)-th step as |ψl−1〉 = V |0〉 and
the state for the l-th step as |ψ(θl)〉 = U |0〉. Here V and U are PQCs acting on the easy-to-prepare state
|0〉 ≡ |0〉⊗n.
The Hadamard test can be challenging to execute on existing hardware when U and V are unrelated
quantum circuits due to the potentially large number of controlled operation. Cone Update simplifies the
test, exploiting the fact that U and V differ only locally. One circuit can be efficiently transformed into the
other using adjoints of gates. To show this we start from U |0〉, add one ancilla qubit in the state |0〉 which
is then acted upon by a Hadamard gate, so that we get 1√
2
(|0〉 + |1〉) ⊗ U |0〉. Now we include the local
transformations from U to V as gates controlled by the ancilla qubit. As an example, if U contains a rotation
gate Rz(a) and V contains Rz(b) at the same location, then we only need to attach a controlled-Rz(b − a)
rotation. The subspaces where the ancilla is |0〉 and |1〉 will contain U |0〉 and V |0〉, respectively. In other
words, the result is 1√
2
(|0〉 ⊗ U |0〉 + |1〉 ⊗ V |0〉). Having another Hadamard gate acting upon the ancilla
qubit gives 12 (|0〉 ⊗ (U + V ) |0〉+ |1〉 ⊗ (U − V ) |0〉). Measuring the expectation of say Zˆ ⊗ Hˆl one obtains
the real part 〈Zˆ ⊗ Hˆl〉 = Re(〈0|V †HˆlU |0〉).
For the imaginary part, we follow the same procedure, but we include a phase gate after the first Hadamard
gate. This yields 〈Zˆ ⊗ Hˆl〉 = Im(〈0|V †HˆlU |0〉). With the two circuits just described we can estimate the
objective function in Eq. (A6) for real time evolution, and in Eq. (A7) for imaginary time evolution. If a
causal cone contains Nb blocks, each with Np parameterized gates, the Hadamard test requires O(NbNp)
controlled operations.
Appendix E: The hardware-efficient Angle Update
In this Appendix, we present the implementation of our method that has the lowest hardware requirements.
Angle Update is efficient in terms of circuit depth, but still uses an ancilla qubit and a controlled operation
which may be challenging to realize on existing hardware. We can avoid the use of those while requiring the
execution of additional circuits. This approach uses the methods presented in Refs. [42] and [43] to replace
indirect measurements with direct ones.
Recall that Angle Update consists of replacing the variational state |ψl−1〉 = V |0〉 in the objective function
with the variational state |ψ(θ)〉 = U |0〉 after each parameter update. This approximation guarantees that
the two PQCs V and U differ by just one parameter at all times. Thus, we can drop V and express everything
in terms of U . Let us consider the l-th term of the Trotter product formula. The coordinate-wise objective
for the d-th parameter is:
fl,d(x) = Re
(
〈0|U†1 · · ·U†d · · ·U†Deiζ¯hlHˆlUD · · ·Ud(x) · · ·U1 |0〉
)
. (E1)
Here the variable x appears only in the gate denoted by Ud(x) and, with a slight abuse of notation, Ud is
fixed and uses the current parameter value θd.
In the following, it is useful to consider the two cases of real and imaginary time evolution separately. For
real time (ζ ≡ τ ∈ R) the coordinate-wise version of Eq. (A6) is:
fl,d,real(x) = cos(τhl) Re
(
〈0|U†1 · · ·U†d · · ·U†D1UD · · ·Ud(x) · · ·U1 |0〉
)
−
sin(τhl) Im
(
〈0|U†1 · · ·U†d · · ·U†DHˆlUD · · ·Ud(x) · · ·U1 |0〉
)
.
(E2)
Recall from Eq. (C1) that this function is of sinusoidal form and is maximized by x∗ = pi2 − Bl,d, Also
recall that Bl,d is estimated from two evaluation of the objective carried out at any two points spaced
pi
2
apart. For the first evaluation, we choose the current parameter value obtaining fl,d,real(θd) = cos(τhl). The
second evaluation is slightly more involved. Using Ud(θd +
pi
2 ) = Ud(θd)Ud(
pi
2 ) = −iUd(θd)Gd, we have that:
fl,d,real(θd +
pi
2 ) = − sin(τhl) Im
(
〈0|U†1 · · ·U†d · · ·U†DHˆlUD · · ·Ud(−iGd) · · ·U1 |0〉
)
. (E3)
Now we can use the technique from Ref. [43] to write the above as the difference of two expectations.
Since Gd is a Pauli operator, we can define projective measurement operators
1√
2
(1±Gd). In turn these can
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be used to define new observables Hˆl± = 12 (1 ± Gd)U†d · · ·U†DHˆlUD · · ·Ud(1 ± Gd) which are easily verified
to be Hermitian. With these, a direct calculation shows that:
fl,d,real(θ +
pi
2 ) = −
sin(τhl)
2
(
〈Hˆl+〉 − 〈Hˆl−〉
)
. (E4)
In practice, the projective measurement operators 1√
2
(1±Gd) correspond to measuring the qubit when these
operators act in the eigenbasis of Gd [43]. Putting everything together, Eq. (E2) is maximized in closed form
using two expectations:
θ∗d = arg max
x
fl,d,real(x)
=
pi
2
− arctan
(
2 cot(τhl)
〈Hˆl−〉 − 〈Hˆl+〉
)
+ θd.
(E5)
Clearly, Angle Update is much more hardware-efficient than Cone Update for real time evolution. All
quantities are estimated by direct measurements, without using ancilla qubits or controlled gates.
Let us now consider imaginary time evolution. For imaginary time (ζ ≡ −iτ with τ ∈ R) the coordinate-
wise version of Eq. (A7) is:
fl,d,imag(x) = cosh(τhl) Re
(
〈0|U†1 · · ·U†d · · ·U†D1UD · · ·Ud(x) · · ·U1 |0〉
)
−
sinh(τhl) Re
(
〈0|U†1 · · ·U†d · · ·U†DHˆlUD · · ·Ud(x) · · ·U1 |0〉
)
.
(E6)
Following the same argument above, we need to evaluate the objective at two points spaced pi2 apart in order
to estimate Bl,d and the maximum. Again we perform the first evaluation at the current parameter value
obtaining fl,d,imag(θd) = cosh(τhl)− sinh(τhl) 〈Hˆ〉θd . The subscript is used to stress that the expectation is
computed using the current parameter value. For the second evaluation, we use the method introduced in
Ref. [42] to obtain the difference of two expectations:
fl,d,imag(θd +
pi
2 ) = −
sinh(τhl)
2
(
〈Hˆl〉θd+pi4 − 〈Hˆl〉θd−pi4
)
. (E7)
Here the subscripts are used to stress the use of a shifted value for the d-the parameter.
Plugging these expressions in the equation for the optimum we obtain:
θ∗d = arg max
x
fl,d,imag(x)
=
pi
2
− arctan
 2 coth(τhl)− 2 〈Hˆl〉θd
〈Hˆl〉θd−pi4 − 〈Hˆl〉θd+pi4
+ θd. (E8)
In other words, Eq. (E6) can be maximized in closed form using the expectation of Hˆl for three slightly
different circuits. Angle Update is therefore hardware-efficient for imaginary time evolution. All quantities
are estimated by direct measurements, without using ancilla qubits or controlled gates.
In Cone Update we were able to recycle information from previous steps and reduce the circuit count. In
Angle Update this cannot be done exactly as the objective function changes after each parameter update.
For imaginary time, assuming the change in objective function value is small, we can approximately recycle
information from the previous steps as fl,d,imag(θd) ≈ fl,d−1,imag(θ∗d−1), bringing the total number of circuits
to two. For small values of τ , the error of this approximation is proportional to the modification δθd−1 of
the previous parameter. A smaller value of τ produces a smaller value of δθd−1, hence the error of this
approximation can be systematically reduced by decreasing τ .
Appendix F: Time-dependent variational principle and matrix inversion
The time-dependent variational principle (TDVP) can be derived in the following way. Our goal is to
time-evolve an ansatz |ψ(θ)〉 via the Schro¨dinger equation:
i
d
dt
|ψ(θ)〉 = Hˆ |ψ(θ)〉 , (F1)
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where we have set ~ = 1. The right-hand side of equation (F1) may leave the variational space of |ψ(θ)〉
which is created by all possible choices for θ. To stay in the variational space we minimize the distance:
distTDVP =
∥∥∥∥i ddt |ψ(θ)〉 − Hˆ |ψ(θ)〉
∥∥∥∥2
=
(
d
dt
〈ψ(θ)|
)(
d
dt
|ψ(θ)〉
)
+ i
(
d
dt
〈ψ(θ)|
)
Hˆ |ψ(θ)〉 − i 〈ψ(θ)| Hˆ
(
d
dt
|ψ(θ)〉
)
+ 〈ψ(θ)|Hˆ2|ψ(θ)〉 .
(F2)
Using the chain rule:
d
dt
|ψ(θ)〉 =
∑
k
∂ |ψ(θ)〉
∂θk
dθk
dt
, (F3)
and the definitions:
Bk :=
dθk
dt
Aj,k :=
(
∂ 〈ψ(θ)|
∂θj
)(
∂ |ψ(θ)〉
∂θk
)
Cj :=
(
∂ 〈ψ(θ)|
∂θj
)
Hˆ |ψ(θ)〉 ,
(F4)
we rewrite Eq. (F2) as:
distTDVP =
∑
j,k
B¯jAj,kBk + i
∑
j
B¯jCj − i
∑
j
C¯jBj + const. (F5)
In a PQC ansatz the variational parameters are rotation angles. Thus, we now restrict θj to be real and
obtain Bj that are also real. That is, B¯j = Bj in the equation above. The minimum of this equation in
terms of the Bj can be determined by taking the derivatives and equating them to zero:
∂distTDVP
∂Bj
=
∑
k
2 Re(Aj,k)Bk − 2 Im(Cj) = 0. (F6)
This is equivalent to: ∑
k
Re(Aj,k)Bk = Im(Cj). (F7)
Notice that Eq. (F7) can be written as a matrix vector equation by defining Re(Aj,k) to be the matrix
elements inside a matrix A, and defining Bk to be the vector elements inside a vector B, and defining
Im(Cj) to be the vector elements inside a vector C. This leads to the final TDVP equation:
AB = C. (F8)
This is an equation for the time-dependence of the parameters in our PQC ansatz since B = ddtθ. Therefore,
TDVP replaces the original Schro¨dinger equation (F1) with a new equation (F8) that time-evolves the
variational parameters directly. Although we focused here on real time evolution, other applications such as
imaginary time evolution lead to similar systems of linear equations [16].
To quantify the accuracy of our solution vector B in equation (F8) it is important to emphasize that the
matrix A and the vector C are constructed from a finite number of measurements on a quantum computer
and therefore have a finite precision [15, 16]. The TDVP algorithm determines the individual elements in A
and C as mean values over m measurements of specific quantum circuits and this mean value computation
has the error MC of classical Monte Carlo sampling scaling like O(1/
√
m). Therefore, using a number of
measurements m for each element in the matrix A and vector C, both are accurate only up to an error
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FIG. 8. The 2-qubit block used in the simulations. Each block has 3 CNOTs and Np = 15 adjustable parameters
consisting of angles of rotation about the canonical x and z axes.
scaling like O(1/
√
m). To analyze the effect of this error in A on the solution of equation (F8) we replace A
by A+ δA where now A represents the exact A and δA its error. Similarly we replace B by B + δB:
(A+ δA)(B + δB) = C
AδB + δAB = 0
δB = −A−1δAB
‖δB‖ ≤ ∥∥A−1∥∥‖δA‖‖B‖
‖δB‖
‖B‖ ≤ ‖A‖
∥∥A−1∥∥‖δA‖‖A‖ ,
(F9)
where we have used AB = C, ignored δAδB, and where ‖·‖ is a norm. We observe that ‖A‖∥∥A−1∥∥ is the
condition number. Thus, κ = ‖A‖∥∥A−1∥∥ = σmax/σmin where σmax denotes the largest and σmin the smallest
singular value of A. We also observe that ‖δA‖/‖A‖ is the relative error of A which scales like O(1/√m).
Therefore, we have obtained an upper bound for the relative accuracy of B:
maxB ∝
κ√
m
. (F10)
Equivalently, Eq. (F10) states that for a desired accuracy  in B we need the number of measurements m to
scale like O(κ2/2). The same scaling is obtained for finite precision C by repeating the above calculation
using C + δC. We conclude that the matrix inversion required in the original TDVP methods [15, 16] leads
to a computational cost scaling like O(κ2/2) for accuracy . Compared with the standard measurement
error O(1/2) the additional factor of κ2 can be computationally challenging especially for ill-conditioned
matrices A.
Appendix G: Numerical simulations
For the numerical simulations we used the PQC ansatz shown in Fig. 2 (a), with depth D = 2 and number
of qubits n ∈ {4, 6, 8} depending on the experiment. For expectations and Hadamard tests, we always used
causal cones to reduce the size of the simulation. For 1-qubit and 2-qubit nearest-neighbor Trotter terms,
the causal cones involve at most 6 qubits. This remains true if we include periodic boundary conditions in
the ansatz, such as the U [n2 , 2] block shown in Fig. 2 (a).
Each block in the ansatz was implemented using a 2-qubit minimal construction proposed in Ref. [48] and
shown in Fig. 8. This construction has Np = 15 parameters and is universal for 2-qubit unitaries up to a
global phase. Note however that in all our experiments the phase was relevant since we used n > 2.
Expectations and Hadamard tests were calculated exactly. We did not include finite-sampling noise or
hardware noise. All numerical simulations were programmed in Python using the QuTiP library [49].
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