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PRÉAMBULE
0.1 Motivation
Depuis le XIXème siècle, la recherche en arithmétique utilise des outils provenant d’autres domaines des
mathématiques, avec un succès et une efficacité surprenants. L’une des branches créées par cette diversification
est la géométrie arithmétique, qui combine algèbre et géométrie pour résoudre des problèmes de théorie des
nombres. On pourra trouver dans [15] une description rapide des succès de cette rencontre.
Un des objets d’étude majeurs de cette science est le comportement d’objets géométriques (par exemple, les
« courbes ») définis sur des corps finis. Les « courbes » sont définies rigoureusement comme le lieu d’annulation
d’un certain nombre de polynômes à plusieurs variables à coefficients dans le corps fini considéré. Par exemple,
la première bissectrice est le lieu d’annulation du polynôme P (X,Y ) = X−Y . Un corps fini est un ensemble fini
muni d’une loi additive pour laquelle tout élément admet un opposé, et d’une loi multiplicative telle que tout
élément non nul ait un inverse. On peut penser au corps Fp = Z/pZ, avec p un nombre premier, ainsi qu’aux
extensions Fpn obtenues en lui rajoutant la racine d’un polynôme irréductible de degré n.
Une des propriétés remarquables des courbes est qu’on peut leur associer un groupe abélien dans lequel il
est possible, en un sens convenable, de « faire la somme » de deux points sur la courbe et trouver un « opposé »
à chaque point. Ces groupes, qu’on appelle des variétés abéliennes, présentent un grand intérêt et constituent
encore un pôle actif de la recherche en mathématiques, avec de nombreux résultats [13][14].
Pour étudier les courbes sur les corps finis, une technique classique consiste à étudier l’action de morphismes
(i.e. des fonctions compatibles avec la structure algébrique) sur celles-ci. On peut par exemple s’intéresser au
morphisme de Frobenius Fr qui élève les coordonnées d’un point de la courbe à la puissance p, où p est la
caractéristique du corps fini (le plus petit entier tel que p.1 = 0). En algèbre général, l’étude du morphisme de
Frobenius permet de déduire de nombreuses propriétés de l’ensemble sur lequel il agit, il est donc naturel de
vouloir l’étudier dans le cas qui nous occupe. Notamment, comme xp = x pour tout x ∈ Fp, le nombre de points
fixes du morphisme de Frobenius est le nombre de points de la courbe à coordonnées dans Fp. De même, les
points fixes de Frn sont les points de la courbe dont les coordonnées appartiennent à Fpn .
On peut alors former la série génératrice exp(
∑
n≥1Nn
Tn
n ), où Nn est le nombre de points de la courbe
à coordonnées dans Fpn . D’après les conjectures de Weil [1], cette série de puissances est en fait une fonction
rationnelle et, plus précisément, un quotient P (T )/(1− T )(1− pT ) avec P ∈ Z[X] un polynôme unitaire à co-
efficients entiers. Il s’agit du polynôme caractéristique de Fr agissant, pas sur la courbe comme précédemment,
mais sur la variété abélienne qui lui est associée. Les valeurs propres de ce morphisme de Frobenius sont donc
des entiers algébriques qui, d’après la troisième des conjectures de Weil (« hypothèse de Riemann sur les corps
finis »), ont tous valeur absolue inférieure ou égale à 2g√p, où g est la dimension de la variété abélienne en
question. Ils sont en particulier tous inclus dans un même ensemble compact (i.e. fermé et borné) K du plan
complexe. Les racines d’un polynôme ayant cette propriété sont appelées entiers algébriques totalement inclus
dans K. Bien sûr, tous les polynômes unitaires ayant cette propriété ne sont pas associés à des morphismes de
Frobenius, mais la compréhension de ce type de polynôme éclaircit le comportement du morphisme de Frobenius.
Par conséquent, une question naturelle est d’étudier la répartition de ces valeurs propres, qui découle de
celle des entiers algébriques totalement dans un compact. Cette répartition se déduit du cas où le compact K
est un segment réel, cas étudié par Robinson qui a montré en 1962 le résultat suivant : si la longueur de K
est strictement supérieure à 4, alors il existe un nombre infini d’entiers totalement algébriques dans K, si la
longueur est strictement inférieure à 4, il en existe un nombre fini. La situation où la longueur vaut exactement
4 est – à l’heure actuelle – seulement résolue dans quelques exemples particuliers. L’objet de notre mémoire est
la démonstration de ce théorème.
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0.2 Plan du mémoire
De façon formelle, les entiers algébriques sont les nombres complexes qui sont racines d’un polynôme unitaire
à coefficients dans Z. On appelle Q-conjugués d’un entier algébrique α les racines du polynôme unitaire à
coefficients rationnels de degré minimal qui annule α. Étant donnée une partie compacte K de C, on dit qu’un
entier algébrique est totalement dans K si tous ses Q-conjugués appartiennent à K. On appelle degré d’un entier
algébrique le degré de son polynôme minimal.
L’étude de la répartition des entiers algébriques totalement dans un segment réel a commencé au début du
XXème siècle, avec un premier résultat dû à Schur en 1918 qui traite le cas des segments de longueur strictement
inférieure à 4, suivront de nombreux résultats intermédiaires, puis, 40 ans plus tard, Robinson démontre enfin
son théorème complet.
La démonstration que l’on va donner ici du théorème de Robinson suit un article de Serre [2] qui résume
une conférence donnée au séminaire Bourbaki en mars 2018. Notre mémoire se veut accessible à une personne
n’étant pas spécialiste des domaines abordés, mais à l’aise avec les concepts mathématiques de base de l’algèbre
(groupes, manipulation des polynômes), de la topologie (convergence faible) et de l’analyse (continuité, analyse
complexe de base). Il nous semble qu’un public de niveau L3 peut bénéficier de ce document et suivre (sans
voir forcément toutes les subtilités techniques) la démonstration que nous allons donner. Le lecteur intéressé
trouvera en annexe des compléments sur la théorie de la mesure, sur des points subtils d’analyse utilisés au
cours du raisonnement, et des démonstrations jugées trop techniques et sans intérêt vital pour la compréhension
des concepts en jeu.
Dans la première partie (Observations élémentaires), on donnera les premières remarques sur ce problème,
qui amèneront à des pistes de preuve, ou montreront au contraire que certaines tentatives de preuve sont vouées
à l’échec. On y présentera également une approche algorithmique qui permet de se forger une intuition du résul-
tat (bien que la complexité du programme présenté soit trop importante pour énumérer un nombre significatif
de degrés de polynômes). Enfin, on montrera un théorème dû à Kronecker (1857) qui traite le cas où le compact
considéré est le cercle unité et duquel on peut déduire le cas du segment [−2, 2], et plus généralement, de tous
les segments de la forme [n− 2, n+ 2], où n ∈ Z.
Dans une deuxième partie, on s’intéressera à la théorie de la capacité qui est le cadre naturel de la mesure
de la « taille » d’un compact pour le problème posé. Cette notion de capacité est intimement liée aux problèmes
de théorie de la mesure, et certains résultats obtenus dans cette partie permettent – une fois combinés avec
les résultats de la dernière partie – d’obtenir un résultat légèrement plus fort que celui de Robinson sur la
répartition des entiers totalement algébriques dans un compact, notamment la convergence d’une sous-suite de
polynômes au sens des mesures vers la mesure d’équilibre de l’ensemble considéré.
On démontrera ensuite en troisième partie le théorème 3.1 de Fekete qui donne le cas où le segment est
de longueur inférieure strictement à 4, puis, le théorème de 3.3 Fekete-Szegö qui est l’équivalent complexe du
théorème de Robinson. On verra alors que la preuve de ce résultat ne peut se transposer directement au cas
réel, mais que certaines idées peuvent être reprises pour résoudre ce dernier, ce qui le rend très intéressant à
étudier.
Enfin, dans une dernière partie, on abordera la démonstration proprement dite du théorème 4.3 de Robinson
qui passe par l’utilisation des courbes algébriques. On donnera donc une rapide introduction aux principes
fondamentaux de la théorie des courbes algébriques, puis, on appliquera les résultats obtenus dans tout le
document afin de prouver le théorème de Robinson.
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1
OBSERVATIONS ÉLÉMENTAIRES
Commençons par rappeler la définition de l’objet de notre étude : les entiers algébriques totalement dans un
compact.
Définition 1.1 (i) Un entier algébrique est un nombre complexe qui est une racine d’un polynôme unitaire
à coefficients entiers.
(ii) Étant donné un entier algébrique ζ ∈ C, on appelle polynôme minimal de ζ l’unique polynôme unitaire
à coefficients entiers de degré minimal parmi ceux ayant ζ comme racine.
(iii) On note Gal(ζ) l’ensemble des racines du polynôme minimal de ζ.
(iv) Soient E un sous-ensemble de C et ζ un entier algébrique. On dit que ζ ∈ C est totalement dans E si
Gal(ζ) ⊂ E.
1.1 Premiers résultats
Dans cette première section, on va commencer par énoncer trois remarques "élémentaires" sur le problème
posé : d’abord, à degré fixé, il n’y a qu’un nombre fini d’entiers algébriques, ensuite, les polynômes dérivés des
polynômes minimaux des entiers totalement algébriques dans un compact présentent des propriétés intéressantes,
et enfin, si l’on a deux compacts K1 ⊂ K2, on peut comparer le nombre d’entiers algébriques totalement dans
K1 et K2.
Remarque 1.1 Soit K un compact quelconque inclus dans C. Soit P un polynôme unitaire de degré n dont
toutes les racines sont dans K, on peut majorer le k-ième coefficient de P par sup(K)k
(
n
k
)
. Cela nous assure
qu’à degré fixé, il existe un nombre fini de tels polynômes ayant leurs racines dans K, et donc un nombre
fini d’entiers totalement algébriques de degré n dans K.
Cette remarque donne plusieurs pistes intéressantes :
— On peut trouver (informatiquement éventuellement) les polynômes qui conviennent au moins pour de
petits degrés.
— Si l’on veut montrer qu’il existe un nombre fini d’entiers algébriques totalement dans un compact, il
suffit de montrer que le degré d’un tel nombre est borné.
Remarque 1.2 Si on prend un polynôme unitaire P à coefficients entiers dont les racines sont des entiers
algébriques totalement dans un compact K, où P est de degré plus grand que 2, sa dérivée n’est pas un
polynôme unitaire. Cependant c’est encore un polynôme à coefficients entiers, et ses racines sont toujours
dans le compact K si celui-ci est convexe (ce qui est le cas pour les segments réels). En effet, le théorème de
Gauss-Lucas assure que les racines de P ′ sont dans l’enveloppe convexe des racines de P (pour le prouver, il
suffit de décomposer P ′/P en éléments simples, de multiplier les termes de la somme obtenue par le conjugué
du dénominateur, au numérateur et au dénominateur, puis de regrouper les termes de façon idoine).
On voit que cette remarque impose des conditions sur les racines de P si l’on connaît P ′, cette information
sera utile lorsque l’on voudra calculer informatiquement les entiers algébriques totalement dans un compact.
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Remarque 1.3 Si l’on a deux compactsK1 ⊂ K2, alors il y a au moins autant d’entiers algébriques totalement
dans K2 que dans K1 (puisque tout entier algébrique totalement dans K1 est un entier algébrique totalement
dans K2). Cette remarque apparemment très simple sera utile dans certaines démonstrations pour lesquelles
il est plus facile de travailler sur un compact plus petit, mais plus "simple" que le compact que l’on veut
considérer.
1.2 Composante algorithmique
Pour se forger une intuition sur les entiers algébriques totalement dans un compact, nous avons décidé
d’imaginer et d’implémenter un algorithme listant les entiers algébriques totalement dans un segment dont
le polynôme minimal est de degré fixé. Ces résultats pourront dans un deuxième temps être comparés aux
théorèmes démontrés.
Soit K un compact de C. Nous avons retenu deux questions pouvant faire l’objet d’expériences numériques :
— Quels sont les entiers algébriques totalement dans K ? Nous nous intéresserons en particulier à la réparti-
tion de ces nombres. Les résultats pourront être comparés aux cas particuliers traités dans la partie 1.3.
Cette question paraît difficile car elle nécessite une connaissance fine des entiers algébriques totalement
dans K. C’est pourquoi la question centrale de notre mémoire est en fait la suivante :
— Y a-t-il un nombre infini d’entiers algébriques totalement dans K ? Les résultats obtenus ici pourront être
comparé aux résultats des sections 3 et 4.
Dans un premier temps nous exposerons le principe des algorithmes que nous avons écrits puis dans un second
temps nous commenterons les résultats obtenus.
1.2.1 • Principe de l’algorithme
Pour pouvoir obtenir des résultats numériques, on se limite aux polynômes unitaires à coefficients entiers dont
le degré est inférieur à un certain entier n fixé. L’objectif est de trouver une liste aussi restreinte que possible
contenant tous les polynômes minimaux de degré au plus n des entiers algébriques totalement dans le compact
K.
La remarque 1.1 permet de borner les coefficients d’un polynôme de degré fixé ayant toutes ses racines dansK.
Ainsi, si l’on fixe le degré, on peut énumérer (informatiquement) les polynômes susceptibles d’être le polynôme
minimal d’un entier algébrique totalement dans K :
Algorithm 1 Algorithme naïf
l liste vide
for all P polynôme unitaire de degré au plus n à coefficients entiers inférieurs aux bornes de la remarque 1.1
do
if les racines de P sont totalement dans K then
ajouter les racines de P à l
end if
end for
return l
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Cependant cette méthode n’est pas très efficace. En effet, la complexité est supérieure au produit du double
des bornes :
n∏
k=1
(2 sup(K))k
(
n
k
)
C(n) > (2 sup(K))n2/2,
où C(n) est la complexité d’un calcul de racines d’un polynôme de degré n (effectué dans notre cas en calculant
les valeurs propres de la matrice compagnon). Par exemple, lorsque le compact K est un segment inclus dans
[-2.5,2.5], cet algorithme ne permet d’énumérer que les entiers algébriques totalement dans K dont le polynôme
minimal est de degré au plus n = 4. Ces données ne sont malheureusement pas suffisantes pour faire des
conjectures intéressantes.
Comme dans ce mémoire nous nous intéressons principalement au cas des segments, nous avons donc créé
un second algorithme spécifique pour les segments de R. Dans ce cas, la remarque 1.2 permet d’obtenir un
gain en efficacité considérable. En effet, lorsque K est un segment de R, pour tout entier algébrique totalement
dans K, son polynôme minimal a toutes ses dérivées scindées à racines simples dans K. Plus généralement,
soit l < n − 1, considérons les polynômes de la forme : P =
n∑
k=0
akX
k où les n − l − 1 plus grands coefficients
al+1, . . . , an−1 sont fixés et an = 1. On a alors que P (l) = l!al +
n−l∑
k=1
(l + k)!
k! al+kX
k admet n − l racines dans
K. En particulier, −al est compris entre le maximum des minima locaux et le minimum des maxima locaux
de
n−l∑
k=1
(l + k)!
k! al+kX
k. Ainsi en réitérant pour l allant de n − 2 à 0, on obtient des contraintes plus strictes
sur a0, . . . , an−1 et donc une liste de polynômes susceptibles d’avoir toutes leur racines dans K beaucoup plus
restreinte que dans l’algorithme naïf. En résumé, on a affiné les bornes de la remarque 1.1 en prenant en compte
la valeur des autres coefficients déjà fixés. Ainsi les polynômes dont on calcule les racines sont beaucoup moins
nombreux et de degré moindre, ce qui explique que cet algorithme soit plus efficace que le précédent. Grâce à
cette optimisation, on a pu obtenir pour des segments inclus dans [−2.5, 2.5], tous les entiers algébriques dont
le degré du polynôme minimal est au plus n = 7. L’analyse de la figure 1 corrobore ce constat. Alors qu’on a
calculé que l’algorithme naïf a une complexité au moins de l’ordre de Cn2 , le second algorithme a une complexité
expérimentale proche de 15n.
Après avoir écrit cet algorithme, nous avons cherché à le comparer à l’état de l’art. Dans [3], les auteurs
combinent des techniques très proches de la nôtre mais plus raffinées avec des propriétés algébriques pour
résoudre un problème proche du nôtre. Leur algorithme permet en un temps raisonnable d’aller jusqu’au degré
13 mais malheureusement on ne peut pas appliquer directement à notre problème leur algorithme.
1.2.2 • Résultats
Compte tenu de la remarque 1.3, un entier algébrique totalement dans un compact K est totalement dans
tous les compact contenant K. On peut penser que les "gros" compacts vont avoir un nombre infini d’entiers
algébriques alors que les "petits" compacts en auront un nombre fini.
Pour vérifier cela, nous avons tracé pour différents segments K de R, l’évolution du nombre d’entiers algé-
briques totalement dans K en fonction du degré de leur polynôme minimal. Les résultats de la figure 3 font
apparaître la longueur 4 comme étant la limite entre "petits" et "gros" segments. Pour les segments de longueur
inférieure à 4, on trouve de moins en moins de nouveaux entiers algébriques lorsque le degré augmente (bleu,
orange). Au contraire, pour les segments de longueur supérieure à 4, on en trouve de plus en plus (vert, rouge,
violet). Cette observation reste valable lorsque l’on translate les segments.
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Ces observations sont en accord avec les théorèmes que nous allons démontrer dans ce mémoire. Le comporte-
ment des "petits" segments est traité par le théorème de Fekete 3.1 et celui des grands segments par le théorème
de Robinson 4.3.
Lorsque K = [−2, 2], on peut remarquer que le nombre de nouveaux entiers algébriques totalement dans K
trouvés au degré n semble augmenter mais pas de façon exponentielle (figure 2) et on peut vérifier que les entiers
algébriques trouvés sont de la forme cos( 2kpim ) avec k et m entiers. On verra dans la sous-section suivante (1.1)
que les entiers algébriques totalement dans [−2, 2] sont les cos( 2kpim ) avec k et m entiers. Cependant l’algorithme
ne les trouve pas par m croissant.
Au delà de la finitude de l’ensemble des entiers algébriques totalement dans un compact, on peut s’intéresser à
la répartition de ces nombres. La figure 4 montre que la distribution est sensiblement la même à la fois lorsqu’on
translate légèrement et lorsque la longueur change. De plus cette répartition est similaire à celle des racines des
polynômes de Tchebychev.
Figure 1 – Complexité expérimentale des
deux algorithmes (longueur = 3.9)
Figure 2 – Nombre de nouveaux entiers algébriques en fonc-
tion du degré des polynômes minimaux pour K = [−2, 2]
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Figure 3 – Nombre de nouveaux entiers algébriques trouvés en fonction du degré des polynômes parcourus
Figure 4 – Répartition des entiers algébriques de plus bas degré pour différents segments comparée à celle des
racines des polynômes de Tchebychev
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1.3 Deux cas élémentaires : U et [−2, 2]
Nous commençons par traiter les cas du cercle d’unité et des segments de longueur 4 aux bords entiers, où
la situation est complètement connue.
1.3.1 • K = U : Théorème de Kronecker
Quand K = U est le cercle unité, le résultat est donné par le théorème de Kronecker :
Théorème 1.1 (Kronecker). Si P ∈ Z[X] est un polynôme unitaire dont toutes les racines complexes sont
dans le cercle unité U, alors ses racines sont des racines de l’unité.
Commençons par un lemme :
Lemme 1.1 Soient n, k ∈ N et Q un polynôme de la forme
n∏
i=1
(X − αi).
Si Q ∈ Z[X], alors Qk(X) :=
n∏
i=1
(X − αki ) ∈ Z[X].
Démonstration.
On considère un tel polynôme Q et des entiers n et k. La matrice compagnon M de Q est une matrice de
Mn(Z) dont le polynôme caractéristique est Q. Ainsi les αi sont les valeurs propres de M . M est semblable
à une matrice triangulaire de diagonale α1, . . . , αn puis Mk est semblable à une matrice triangulaire de
diagonale αk1 , . . . , αkn. Ainsi, les αki sont les valeurs propres de Mk avec même multiplicité que pour M . Par
conséquent, Qk est le polynôme caractéristique de Mk. Cette dernière matrice étant à coefficients entiers, Qk
l’est également.
Démontrons maintenant le théorème de Kronecker :
Démonstration. Soit P = Xn + pn−1Xn−1 + · · · + p0 ∈ Z[X] unitaire tel que Z(P ) ⊂ U, où Z(P ) =
{α1, . . . , αn} est l’ensemble des racines complexes de P . Les relations coefficients-racines donnent :
pn−k = (−1)k
∑
J∈Pk([1,...,n])
k∏
i=1
αji .
Comme les αi sont de module 1, on obtient par inégalité triangulaire que |pn−k| ≤
(
n
k
)
. Les coefficients
de P étant entiers, on en déduit que l’ensemble En des polynômes de degré n vérifiant les hypothèses du
théorème est fini. Il s’ensuit que l’ensemble Rn des racines des polynômes de En est aussi fini.
Soit αi une racine de P et considérons le groupe multiplicatif engendré G = {αki , k ∈ Z}. Avec les notations
du lemme 1.1, pour tout k ∈ Z, αki est racine de Qk ∈ En selon le lemme. Ainsi, G est un groupe fini car
G ⊂ Rn. Par conséquent, il existe des entiers k < k′ tels que αk = αk′ , c’est à dire αk′−k = 1.
Remarque 1.4 Nous donnons une autre preuve du lemme 1.1 à l’aide des polynômes symétriques. Posons P =
n∑
j=1
pjX
j =
n∏
i=1
(X − αi) ∈ Z[X] et Q =
n∑
j=1
qjX
j =
n∏
i=1
(X − αki ). Notons Sj le j-ième polynôme symétrique
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élémentaire à n indéterminées. Les relations coefficients-racines donnent : pn−j = (−1)jSj(α1, . . . , αn) et
qn−j = (−1)jSj(αk1 , . . . , αkn). Selon le théorème de structure des polynôme symétriques, il existe un polynôme
R ∈ Z[X1, . . . , Xn] tel que
Sj(Xk1 , . . . , Xkn) = R(S1, . . . , Sn)
Ainsi, les coefficients de Q
qn−j = (−1)jSk(αk1 , . . . , αkn) = (−1)jR(−pn−1, · · · , (−1)np0)
sont entiers.
Le théorème de structure des polynômes symétriques peut en fait s’appliquer à tous les polynômes sy-
métriques, de sorte que toutes les combinaisons symétriques à coefficients entiers de α1, . . . , αn sont des
entiers.
Remarque 1.5 Notons que l’argument des matrices compagnons que nous avons évoqué dans la preuve du
lemme 1.1 permet également de donner une preuve directe de ce cas particulier du théorème de structure
des polynômes symétriques : "il existe R ∈ Z[X1, . . . , Xn], tel que Sj(Xk1 , . . . , Xkn) = R(S1, . . . , Sn)".
En effet, avec les notations précédentes, soit M est la matrice compagnon associée à P .
∀ 1 6 i, j 6 n, Mi,j ∈ {Sj(α1, . . . , αn)) | 0 6 j 6 n} ∪ {0, 1}.
On en déduit que :
∀ (i, j), Mi,j ∈ Z[S0(α1, . . . , αn), . . . , Sn(α1, . . . , αn)].
Ainsi les coefficients du polynôme caractéristique de Mk sont dans Z[S0(α1, . . . , αn), . . . , Sn(α1, . . . , αn)].
Or ces coefficients sont justement au signe près les (Si(αk1 , . . . , αkn))06i6n. On en conclut que :
∀ 0 6 i 6 n, Si(αk1 , . . . , αkn) ∈ Z[S0(α1, . . . , αn), . . . , Sn(α1, . . . , αn)].
Conclusion du cas K = U : les entiers algébriques totalement dans U sont les racines de l’unité, qui sont
en nombre infini, on a donc ici un exemple de compact contenant une infinité d’entiers totalement algébriques.
1.3.2 • K = [−2, 2]
Proposition 1.1 Soit P ∈ Z[X] unitaire tel que Z(P ) ⊂ [−2; 2].
Alors les racines de P sont de la forme z + z, où z est une racine de l’unité.
Figure 5 – exemples de points totalement dans K = [−2, 2]
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Démonstration. Soit P un polynôme de degré n satisfaisant aux hypothèses de la proposition. Considérons
Q = XnP (X + 1X ). En explicitant Q via la formule du binôme, on montre qu’il s’agit d’un polynôme unitaire
de degré 2n à coefficients entiers. On note que ce polynôme ne s’annule pas en 0 car son coefficient constant
est 1. Ainsi, pour tout z ∈ C,
Q(z) = 0⇔ P (z + 1
z
) = 0.
Soit z une racine complexe de Q. Selon ce qui précède, z+ 1z est racine de P , donc z+
1
z ∈ [−2, 2]. En particu-
lier, z+ 1z est réel. En l’égalisant à son conjugué, on obtient ρ sin(θ) =
1
ρ sin(θ), où ρ et θ sont respectivement
le module et un argument de z. Deux cas se présentent :
• si sin(θ) = 0, alors z ∈ R. Afin de vérifier z+ 1z ∈ [−2, 2], une étude de signe montre rapidement qu’alors
z = ±1.
• si ρ = 1ρ , la positivité du module donne directement que ρ = 1.
Dans tous les cas, z ∈ U, quelle que soit la racine z de Q. En appliquant le théorème de Kronecker, toute
racine de Q est racine de l’unité.
Soit r une racine de P . Comme r ∈ [−2, 2], on écrit r = z + z, avec z = r2 + i
√
1− r24 . Comme z ∈ U,
r = z + 1z . Ainsi, selon ce qui précède, z est racine de Q, donc z est racine de l’unité.
Corollaire 1.1 Les entiers algébriques totalement dans [−2, 2] sont les réels de la forme z + z, avec z racine
de l’unité.
Démonstration. La proposition précédente montre que les entiers algébriques totalement dans [−2, 2] sont
de la forme z + z, avec z racine de l’unité. Il reste à montrer la réciproque.
Soit (Un)n les polynômes de Tchebychev de seconde espèce définis par :
U0 = 1 et Un+1 = 2XUn − Un−1, ∀n ≥ 1.
On peut montrer par récurrence sur n que les polynômes Pn(X) = Un(X2 ) sont unitaires, de degré n et à
coefficients entiers. Ils vérifient que ∀θ ∈ R \ piZ sin((n+1)θ)sin θ = Pn(2 cos θ). On en déduit que
∀n > 1, Z(Pn) = {2 cos kpi
n+ 1 , ∀k ∈ {1, . . . , n}} ⊂ [−2, 2].
Donc pour tout n > 1, Z(Pn), est un ensemble d’entiers algébriques totalement dans [−2, 2] ce qui implique
que pour toute racine de l’unité z, z + z est totalement dans [−2, 2].
Conclusion du cas K = [−2, 2] : les entiers algébriques totalement dans [−2, 2] sont les z+ 1z , avec z racine
de l’unité.
On en déduit le résultat pour tout segment de R de longueur 4 aux bords entiers par translation.
Corollaire 1.2 Soit K = [n−2, n+2] un segment de R de longueur 4 aux bords entiers avec n ∈ Z son milieu.
Les entiers algébriques totalement dans K sont les n+ z + 1z , avec z une racine de l’unité.
13
Projet scientifique collectif
Démonstration. Soit P ∈ Z[X] unitaire tel que Z(P ) ⊂ [n−2, n+2] et posons Q = P (X+n). Comme n ∈
Z, Q est unitaire à coefficients entiers, avec Z(Q) ⊂ [−2, 2]. La proposition 1.1 permet alors de conclure.
De ce cas particulier, on déduit un théorème plus général qui apporte une première information :
Théorème 1.2 (Majorant de la longueur minimale nécessaire pour contenir un nombre infini d’entiers
algébriques). Tout segment de longueur au moins 5 contient une infinité d’entiers algébriques totalement
dedans
Démonstration. Tout segment de longueur 5 contient un segment de longueur 4 à bords entiers, et d’après
la remarque 1.3, il contient au moins autant d’entiers algébriques totalement dedans que ce segment, donc
une infinité d’après le corollaire 1.2
Une première partie du travail a été effectuée avec des remarques générales, une approche informatique
qui montre que le résultat est "raisonnable", et un premier cas particulier qui peut se traiter avec des notions
relativement simples et qui donne une première borne intéressante sur la longueur nécessaire. À présent, nous
allons aborder une approche plus systématique, en donnant un cadre général pour l’étude de ce problème.
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2
THÉORIE DES CAPACITÉS
Nous allons commencer par nous intéresser à la notion de capacité. Il s’agit d’un réel positif associé à un
ensemble qui peut être vu comme traduisant la « taille » de cet ensemble, mais non une taille géométrique
telle que la notion de mesure décrit : la terminologie vient de la physique, plus précisément de la capacité
d’un condensateur, qui décrit littéralement la capacité de contenir des charges électriques d’un ensemble. Nous
allons voir pourquoi il s’agit d’une « bonne » définition de la taille d’un compact lorsque l’on s’intéresse aux
entiers algébriques. C’est cette notion qui fournit un critère permettant de déterminer si un compact contient un
nombre infini d’entiers algébriques totalement dedans, comme on le verra dans la section 4 avec les théorèmes
de Fekete et de Fekete-Szegö.
Le but de cette section est d’énoncer les trois définitions équivalentes de la notion de capacité : diamètre
transfini (2.1), capacité logarithmique (2.2) et constante de Tchebychev (2.4). Le théorème central de cette sec-
tion est le théorème 2.10 qui affirme l’équivalence entre ces trois définitions, et énonce des propriétés importantes
des objets permettant de relier ces trois points de vue : mesures de Fekete, mesure d’équilibre, potentiel d’équi-
libre, polynômes de Fekete, polynômes de Tchebychev... Dans la section 2.3, nous allons également démontrer
une formule de calcul de capacité à l’aide des fonctions semi-harmoniques : cette section, assez technique, peut
être sautée à la première lecture.
Nous allons commencer par présenter la notion de diamètre transfini d’un compact à l’aide des points de
Fekete ; puis nous allons étudier la notion de capacité logarithmique et de mesure d’équilibre sur un compact,
avant d’unifier ces deux notions. Enfin, nous allons voir une troisième définition de la capacité par les polynômes
de Tchebychev. C’est grâce à cette dernière définition que l’on pourra calculer explicitement la capacité des
segments.
2.1 Diamètre transfini, points de Fekete
Pour se donner une première intuition, nous allons considérer un problème géométrique issu de l’électro-
statique : plaçons des électrons dans un domaine borné. Les électrons vont tendre à maximiser leurs distances
mutuelles de sorte à minimiser l’énergie totale. En dimension 3, la force est proportionnelle au carré de l’inverse
de la distance, et le potentiel proportionnel à l’inverse de la distance. Comme on étudie ce problème en dimen-
sion 2 dans le plan complexe, on a donc une force proportionnelle à l’inverse de la distance et le potentiel est
proportionnel au log de la distance.
Étant donné K un compact de C et z1, . . . , zn ∈ K, on définit le potentiel en zi (éventuellement égal à +∞)
comme suit :
Uz1,...,zn(zi) = −
∑
j 6=i
log |zj − zi| .
On définie aussi l’énergie de la configuration (z1, . . . , zn) comme la moyenne des potentiels en chaque point :
E(z1, . . . , zn) = − 2
n(n− 1)
∑
i<j
log |zi − zj | = − log
∏
i<j
|zi − zj |
2
n(n−1)
On s’intéresse au problème de minimisation de l’énergie sur le compact K pour un nombre de points n
donné :
E(K) = min
z1,...,zn∈K
E(z1, . . . , zn) = − log max
z1,...,zn∈K
∏
i<j
|zi − zj |
2
n(n−1)
La borne inférieure est atteinte car K est compact, d’où le min dans le problème d’optimisation. Les points en
lesquels ce minimum est atteint sont appelés les points de Fekete :
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Définition 2.1 (Points de Fekete). Soit K un compact de C. On définit
δn(K) = max
z1,...,zn∈K
∏
i<j
|zi − zj |2/n(n−1)
Les points en lesquels ce maximum est atteint sont appelés points de Fekete (d’ordre n).
Remarque 2.1 On retrouve le diamètre classique pour n = 2.
Lemme 2.1 Soit f : K ×K → R ∪ {−∞} une application et pour tout n ∈ N∗, posons
mfn(K) = sup
x1,...,xn∈K
1
n(n− 1)
∑
i6=j
f(xi, xj).
La suite (mfn(K))n est décroissante.
Démonstration. Soient n ≥ 1, et x1, . . . , xn+1 ∈ K (non nécessairement distincts). On a l’égalité suivante
1
n(n+ 1)
∑
i 6=j
f(xi, xj) =
1
n+ 1
n+1∑
k=1
 1
n(n− 1)
∑
i 6=j,i 6=k,j 6=k
f(xi, xj)
 ;
en effet, on la vérifie facilement en calculant les coefficients de f(xi, xj) de chaque côté : le terme f(xi, xj)
à droite ne concerne que les k ∈ [[1, n + 1]]\{i, j} donc il y a n − 1 choix. À k fixé, la somme ∑i6=j,i 6=k,j 6=k
à droite peut être considérée comme
∑
i 6=j où i, j ∈ [[1, n + 1]]\{k}, qui est inférieure ou égale à mfn(K) par
définition. Puis on prenant le sup sur x1, . . . , xn ∈ K on obtient que :
mfn+1(K) 6 sup
x1,...,xn∈K
1
n+ 1
n+1∑
k=1
mfn(K) = mfn(K).
Définition 2.2 (Diamètre transfini). La suite (δn(K))n>2 est positive décroissante. La limite
τ(K) = lim
n→∞ δn(K)
est appelée diamètre transfini.
Démonstration. La décroissance de (δn(K))n>2 se déduit du lemme 2.1
Nous avons ainsi défini notre première notion de capacité d’un compact : le diamètre transfini. Nous allons
maintenant montrer quelques propriétés élémentaires qui se déduisent de cette définition ainsi que quelques
exemples.
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Proposition 2.1 Soit K un compact de C, alors
1. si a, b ∈ C, alors τ(aK + b) = |a| τ(K) ;
2. δn(K) = δn(∂K) et donc τ(K) = τ(∂K).
Démonstration. (a) se déduit aisément de la définition.
(b) Soit n ≥ 2. Posons h(z1, . . . , zn) =
∏
1≤i<j≤n(zi − zj). C’est une fonction holomorphe à n variables
complexes sur Cn, donc ‖h‖Kn = ‖h‖(∂K)n (pour le détailler, on peut utiliser le principe du maximum d’une
fonction holomorphe à une seule variable), d’où δn(K) = δn(∂K).
Proposition 2.2 (Cercle unité). Les points de Fekete sur U sont les racines n-ième de l’unité à une rotation
près. Le diamètre transfini du cercle unité est 1.
Démonstration. Soient n > 2 et x1, . . . , xn ∈ U, notons D(x1, . . . , xn) le déterminant de la matrice de
Vandermonde D(x1, . . . , xn) = det((xj−1i )1≤i,j≤n) =
∏
i<j(xj − xi).
On a ainsi δn(U) = max
x1,...,xn∈U
|D(x1, . . . , xn)|
2
n(n−1) Or par l’inégalité de Hadamard
|D(x1, . . . , xn)| ≤
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
1...
1

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
x1...
xn

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
. . .
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
x
n−1
1
...
xn−1n

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
= nn2 .
Ainsi δn(U) ≤ n 1n−1 .
L’égalité est atteinte lorsque les vecteurs lignes forment une famille orthogonale qui est libre ou qui contient
un vecteur nul, ce qui s’écrit :
D(x1, . . . , xn) = n
n
2 ⇔ ∀i < j ∈ [[1, n]],
 x
0
i
...
xn−1i
 ·
 x
0
j
...
xn−1j
 = 0
⇔ ∀i < j ∈ [[1, n]],
n−1∑
k=0
(xjxi)k = 0
⇔ ∀i < j ∈ [[1, n]], xj 6= xi et 1− (xjxi)
n
1− xjxi = 0
⇔ ∀i < j ∈ [[1, n]], xjxi ∈ Un − {1}
⇔ {x1, . . . , xn} = x1Un
Ainsi δn(U) = n
1
n−1 , les points de Fekete sont les racines nièmes de l’unité à une rotation près puis τ(U) =
lim
n→∞n
1
n−1 = 1.
Corollaire 2.1 On a τ(B(0, ρ)) = ρ.
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Démonstration. Il résulte de la Prop. 2.1 et la Prop. 2.2 que
τ(B(0, ρ)) = ρ τ(B(0, 1)) = ρ τ(∂B(0, 1)) = ρ τ(U) = ρ.
Proposition 2.3 Soit K = {0} ∪ {1, 12 , 13 , . . .}. On a τ(K) = 0.
Démonstration. Soit n ≥ 2. Soient xn ≤ y ≤ xn−1 ≤ · · · ≤ x1 un choix de points de Fekete dans
K ⊂ [0, 1], alors
δn+1(K)
(n+1)n
2 = (y − xn)
(
n−1∏
i=1
(xi − y)
) ∏
1≤i<j≤n
(xi − xj)

≤ (y − xn)
(
n−1∏
i=1
(xi − y)
)
δn(K)
n(n−1)
2
On peut continuer les majorations avec xn = 0 et comme tous les points sont distincts, alors xi ≤ 1i pour
i ∈ [[1, n− 1]] et y ≤ 1n , donc
(y − xn)
(
n−1∏
i=1
(xi − y)
)
≤
(
1
n
− 0
) n−1∏
i=1
(
1
i
− 0
)
= 1
n !
D’où
δn+1(K)
(n+1)n
2 ≤ 1
n !δn(K)
n(n−1)
2
Ainsi on obtient par récurrence, avec le calcul simple δ2(K) = 1, l’inégalité suivante
δn+1(K) ≤
(
n∏
i=2
i !
)− 2(n+1)n
On remarque enfin que ce dernier terme tend vers 0 lorsque n→∞. En effet, on a pour n ≥ 8
log
(
n∏
i=2
i !
)
=
n∑
i=2
i∑
j=2
log j =
n∑
j=2
(n+ 1− j) log j
≥
3[n4 ]∑
j=[n4 ]
· · · ≥
3[n4 ]∑
j=[n4 ]
n
4 log
[n
4
]
= Θ(n2 logn), n→∞
On pourra donner une autre preuve plus tard (cf. Ex. 2.4, Thm. 2.3).
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2.2 Passage au continu : mesure d’équilibre et capacité logarith-
mique
Dans cette section, nous allons manipuler les mesures de probabilité sur un compact et quelques résultats
sur les mesures. Les éléments de théorie de la mesure sont rappelés dans l’Annexe A.
Les points de Fekete caractérisent les situations d’équilibre quand on dispose d’un nombre fini de particules.
Le diamètre transfini décrit la capacité d’un compact de contenir des charges (comme un condensateur), quand
le nombre de charges tend vers l’infini, la distribution de charge devient continue.
Ce passage à la limite peut être formalisé par le concept de convergence faible-∗ des mesures. Rappelons la
définition ici :
Définition 2.3 (Convergence faible-∗). Soit D ⊂ C et (µn)n∈N une suite de mesures sur D. Soit µ une
mesure sur D. On dit que (µn)n∈N converge faiblement vers µ, noté µn
∗−→ µ, si et seulement si
∀f ∈ C0c (D,R), lim
n→∞
∫
D
f dµn =
∫
D
f dµ
.
Exemple 2.1 (Intégrale de Riemann). Nous pouvons voir l’intégrale de Riemann comme la mesure limite
d’une suite de mesures de comptage : en effet, si f : [0, 1]→ R, on a
lim
n→∞
1
n
n∑
k=0
f
(
k
n
)
=
∫ 1
0
f dx
Si on note νn la mesure de comptage par rapport aux points { kn | k = 0, . . . , n}, la forme linéaire continue∫ 1
0
est la mesure limite de la suite (νn) pour la convergence faible-∗.
Exemple 2.2 Si νn est la mesure de comptage par rapport aux racines n-ième de l’unité {e 2piikn | k =
0, . . . , n− 1}, alors
lim
n→∞
∫
f dνn =
1
2pi
∫ 2pi
0
f(eiθ) dθ
L’espace des mesures de probabilité sur un compact peut être muni d’une topologie associée à cette notion
de convergence : la topologie faible-*. Le résultat essentiel est que cet espace topologique est séquentiellement
compact.
Théorème 2.1 (Banach-Alaoglu-Bourbaki). Soit K un compact de C. Notons P(K) l’ensemble des mesures
de probabilité sur K. P(K) muni de la topologie faible-* est un espace séquentiellement compact.
Autrement dit, pour toute suite de mesures de probabilité (µn)n, il existe une sous-suite (µϕ(n))n et une
mesure de probabilité µ telles que µϕ(n)
∗−→ µ, i.e.
∀φ ∈ C(X),
∫
X
φ dµϕ(n)−→
∫
X
φ dµ
La démonstration de ce fait est donnée dans l’annexe A.
Soit toujours K ⊂ C un compact et reprenons notre modèle électrostatique introduit à la sous-section 2.1.
On peut considérer une mesure de probabilité µ ∈ P(K) comme une distribution de charge positive dans K.
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Par exemple, une charge ponctuelle en z peut être modélisée par δz la mesure de Dirac en z, et une distribution
discrète peut être modélisée par une mesure de comptage.
Définition 2.4 (Potentiel, énergie). Soit K ⊂ C un compact. Soit µ ∈ P(K) une mesure de probabilité sur
K.
On définit le potentiel en un point z par rapport à µ
Uµ(z) =
∫
K
log 1|z − t| dµ(t)
et l’énergie du compact K associée à µ
I(µ) =
∫
K
Uµ(z) dµ(z) =
∫∫
K2
log 1|z − t| dµ(z) dµ(t)
À l’équilibre, la distribution de charge tend à minimiser l’énergie totale. Nous avons donc un problème de
minimisation d’énergie sur l’espace des mesures sur K.
Définition 2.5 (Capacité logarithmique, mesure d’équilibre). On définit la constante de Robin
VK = inf
µ∈P(K)
I(µ)
et la capacité logarithmique
Cap(K) = e−VK .
Si l’infimum VK = infµ∈P(K) I(µ) est atteint en une mesure µK , cette mesure est appelée mesure d’équi-
libre. Dans ce cas, on a Cap(K) = e−I(µK).
Le potentiel UµK associé à une mesure d’équilibre est appelé potentiel d’équilibre.
Définition 2.6 La capacité d’un ensemble borélien B ⊂ C est définie comme
Cap(B) = sup {Cap(K) : K ⊂ B,K compact}
Définition 2.7 (Propriétés vraies quasi-partout). Soit K un compact. On dit qu’une propriété est vraie
pour quasi-tout (q.t.) ζ ∈ K, s’il existe un sous-ensemble compact S de capacité nulle tel que la propriété soit
vraie pour tout ζ ∈ K\S.
Exemple 2.3 Soit µ ∈ P(K) ; s’il existe un point z ∈ K tel que µ({z}) > 0, alors I(µ) = +∞ par définition.
En outre, si pour tout µ ∈ P(K) il existe un tel point, alors Cap(K) = 0.
Exemple 2.4 Tout compact dénombrable est de capacité zéro. En effet, toute mesure de probabilité sur un
tel ensemble est atomique ; il suffit alors d’appliquer l’exemple précédent.
Remarque 2.2 (Approche heuristique). Si on considère νF la mesure de comptage (moyennée) par rapport
à F = {z1, . . . , zn}, si on néglige les termes divergents, on retrouve la définition discrète donnée dans la
sous-section 2.1
I(νF ) = − 1
n(n− 1)
∑
i 6=j
log |zi − zj | = − log
∏
i 6=j
|zi − zj |
2
n(n−1)
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Pour trouver la mesure minimisant l’énergie, il est donc naturel de considérer la mesure limite des mesures
de comptage associées aux points de Fekete.
Cette intuition sera justifiée plus tard.
Lemme 2.2 (Principe de descente). Soit (µn) une suite de mesures dans P(K) tel que µn ∗→ µ, alors pour
tout z ∈ C,
Uµ(z) 6 lim inf
n→∞ U
µn(z)
par suite
I(µ) 6 lim inf
n→∞ I(µn)
Démonstration. Ce lemme est une conséquence de la proposition A.3 appliquée à t → log 1|z−t| qui est
s.c.i. : ∫
K
log 1|z − t| dµ(t) 6 lim infn→∞
∫
K
log 1|z − t| dµn(t)
pour tout z ∈ K, d’où la première inégalité. La seconde inégalité s’ensuit en intégrant par rapport à dµ(z)
et en appliquant le lemme de Fatou.
Théorème 2.2 (Mesure d’équilibre). Il existe toujours une mesure d’équilibre. De plus, si VK < +∞ (ou
de manière équivalente Cap(K) > 0), la mesure d’équilibre est unique.
Démonstration. L’unicité résulte directement du fait que µ 7→ I(µ) est strictement convexe sur {µ ∈
P(K) : I(µ) <∞} ([4], Chap. I, Thm. 1.3(b), Lem. 1.8). L’existence découle du théorème A.1 qui affirme que
l’espace des mesures de probabilité sur un compact est compact. En effet,
VK = inf
µ∈P(K)
I(µ)
Soit (µn) une suite de mesures telle que I(µn) → VK . Par compacité, il existe µ ∈ P(K) et une sous-suite
(µnk) telles que µnk
∗−→ µ. Par le lemme 2.2 :
I(µ) 6 lim inf
k→+∞
I(µnk) = VK 6 I(µ)
car VK est l’infimum. D’où VK = I(µ).
Nous avons maintenant toutes les clefs en main pour montrer l’équivalence des deux définitions de capacité
précédemment définies.
Théorème 2.3 Soit K un compact de C. On a
τ(K) = Cap(K).
De plus, si Cap(K) > 0 et qu’on note µK la mesure d’équilibre de K et νn les mesures de comptage associées
aux points de Fekete, alors
νn
∗−→ µK
On dit que les points de Fekete sont équidistribués selon la mesure d’équilibre de K.
21
Projet scientifique collectif
Démonstration. On va plutôt comparer VK = log 1Cap(K) et log
1
τ(K) . Montrons d’abord log
1
Cap(K) >
log 1τ(K) .
Définissons pour z1, . . . , zn ∈ K :
F (z1, . . . , zn) :=
∑
i<j
log 1|zi − zj |
Rappelons la définition de δn(K) dans la définition 2.1 :
δn(K) = max
z1,...,zn∈K
∏
i<j
|zi − zj |2/n(n−1)
et que τ(K) = lim δn(K). Définissons aussi l’énergie minimale associée à une configuration à n points :
En := min
z1,...,zn∈K
F (z1, . . . , zn) =
n(n− 1)
2 log
1
δn(K)
Soit µK une mesure d’équilibre sur K. On pose
J :=
∫
· · ·
∫
F (z1, . . . , zn) dµK(z1) . . . dµK(zn)
=
∑
i<j
∫
· · ·
∫
log 1|zi − zj | dµK(z1) . . . dµK(zn)
=
∑
i<j
∫ ∫
log 1|zi − zj | dµK(zi) dµK(zj)
=
∑
16i<j6n
VK
= n(n− 1)2 VK
D’autre part
J >
∫
· · ·
∫
En dµK(z1) . . . dµK(zn)
= En
= n(n− 1)2 log
1
δn(K)
D’où VK = log 1Cap(K) > log
1
τ(K) .
Notons νn mesures de comptage par rapports aux points de Fekete {z1, . . . , zn}. Par compacité, il existe
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une sous-suite (νnk) et µ ∈ P(K) de sorte que νnk ∗−→ µ. Alors
I(µ) =
∫∫
log 1|z − t| dµ(z) dµ(t)
= lim
M→+∞
∫∫
min[M, log 1|z − t| ] dµ(z) dµ(t)
= lim
M→+∞
lim
k→+∞
∫∫
min[M, log 1|z − t| ] dνnk(z) dνnk(t)
= lim
M→+∞
lim
k→+∞
1
n2k
∑
16i,j6nk
min[M, log 1|zi − zj | ]
6 lim
M→+∞
lim
k→+∞
1
n2k
(
nk∑
i=1
M + 2
∑
16i<j6nk
log 1|zi − zj | )
6 lim
M→+∞
lim
k→+∞
1
n2k
(nkM + nk(nk − 1) log 1
δnk(K)
)
= log 1
τ(K)
Donc
I(µ) 6 log 1
τ(K) 6 log
1
Cap(K) = VK 6 I(µ)
Ainsi, τ(K) = Cap(K).
De plus, I(µ) = VK = I(µK). Dans le cas où Cap(K) > 0, µ = µK l’unique mesure d’équilibre sur K.
Donc (νn) est une suite d’éléments d’un compact admettant µK comme unique valeur d’adhérence, donc
νn
∗−→ µK
Exemple 2.5 Les mesures d’équilibre µU et µB du cercle unité U et du disque unité B sont toutes les deux
dθ
2pi sur U, et le potentiel d’équilibre correspondant est
Uµ(z) = − log+ |z| = −max(0, log |z|)
Figure 6 – Points de Fekete pour n ∈ {8, 16} et mesure d’équilibre avec K = U
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Démonstration.
• Soit f une fonction continue. En appliquant le théorème de convergence des sommes de Riemann à
θ 7→ f(eiθ), on a :
ν(Un)(f) =
1
n
n−1∑
k=0
f(exp 2ikpi
n
) →
n→∞
∫ 2pi
0
f(eiθ)dθ2pi
Or Un est un ensemble de points de Fekete de U (Prop. 2.2) donc ν(Un)
∗−→ µU (Thm. 2.3). D’où
µU =
dθ
2pi .
• Avec le changement de variable t := θ + φ :
UµU(z) = −
∫ 2pi
0
log(
∣∣z − eiθ∣∣)dθ2pi = −
∫ 2pi
0
log(
∣∣zeiφ − eit∣∣) dt2pi = UµU(|z|)
Soit r ∈ R+
Uν(Un)(r) = − 1
n
log
∣∣∣∣∣
n−1∏
k=0
(r − e 2ikpin )
∣∣∣∣∣ = − 1n log |rn − 1|
— Si r < 1, |rn − 1| → 1, donc Uν(Un)(r) = − 1n log |rn − 1| →n→∞ 0
— Si r > 1, Uν(Un)(r) = − 1n log |rn − 1| = − log(r)− 1n log
∣∣ 1
r
n − 1∣∣ →
n→∞ − log(r)
Lorsque r 6= 1, la fonction t ∈ U 7→ − log |z − t| ∈ C est continue donc
UµU(r) = lim
n→∞U
ν(Un)(r) =
{
0 si r < 1
log 1r si r > 1
Lorsque r = 1, en utilisant 2.2 et 2.3 on a : 0 = − log(τ(U)) = VU =
∫
U U
µU(z) dµU(z) = UµU(1)
D’où UµU(z) = − log+ |z|
• La Prop. 2.4(c) donne Cap(U) = Cap(B) et VB = I(µU) 6= +∞ par unicité de la mesure d’équilibre on
en déduit µB = µU et U
µ
B = UµU .
Après avoir unifié les deux notions de capacité précédemment définies, nous allons présenter dans le reste de
cette section un certain nombre de propriétés de la capacité.
Proposition 2.4 Considérons (Kn) des compacts dans C.
(a) Soit K1 ⊂ K2, alors Cap(K1) ≤ Cap(K2).
(b) Soient α, β ∈ C, alors Cap(αK + β) = |α|Cap(K).
(c) Cap(K) = Cap(∂K).
(d) Soit (Kn)n une suite décroissante et soit K =
⋂
nKn, alors Cap(K) = limn Cap(Kn).
(e) Soit (Kn)n une suite croissante et supposons K =
⋃
nKn compact, alors Cap(K) = limn Cap(Kn).
(f) Supposons Cap(K) = 0. Alors ν(K) = 0 pour toute mesure ν finie et à support compact dans C telle
que I(ν) < +∞. En particulier, la mesure de Lebesgue m2(K) = 0.
Démonstration. (a) et (b) se déduisent directement de la définition.
(c) résulte du théorème 2.3 et de la proposition 2.1.
24
Projet scientifique collectif
(d) Il suffit selon (a) de montrer que Cap(K) ≥ limn Cap(Kn), et on peut supposer en plus que Cap(Kn) >
0 pour tout n. Soit µEn la mesure d’équilibre deKn, alors µEn ∈ P(K0). Selon le théorème de Banach-Alaoglu-
Bourbaki, on peut en extraire une sous-suite (µEϕ(n))n qui converge faiblement-* vers une mesure µ? ∈ P(K0).
Alors le principe de descente donne
I(µ?) ≤ lim inf
n
I(µϕ(n)) = lim inf
n
(− log Cap(Kϕ(n))) = − lim
n
log Cap(Kn)
D’autre part, Prop. A.1 implique
suppµ? ⊂
⋂
n
suppµEϕ(n) ⊂
⋂
n
Kϕ(n) =
⋂
n
Kn = K
Donc µ? ∈ P(K), puis
Cap(K) ≥ e−I(µ?) ≥ exp
(
lim
n
log Cap(Kn)
)
= lim
n
Cap(Kn)
(e) Il suffit selon (a) de montrer que Cap(K) ≤ limn Cap(Kn), et on peut supposer en plus que Cap(K) > 0.
Soit µ ∈ P(K). Comme limn µ(Kn) = µ(K) = 1, on a µ(Kn) > 0 pour n suffisamment grand. Alors pour un
tel n, on prend µ|Knµ(Kn) ∈ P(Kn). On a
− log Cap(Kn) ≤ I
(
µ|Kn
µ(Kn)
)
= 1
µ(Kn)2
∫
Kn
∫
Kn
log 1|z − t| dµ(t) dµ(z)
Comme le domaine d’intégration Kn ×Kn croît avec n et tend vers K ×K car (Kn) est croissante et tend
vers K, on obtient
− log
(
lim
n
Cap(Kn)
)
≤ 1limn µ(Kn)2
∫
K
∫
K
log 1|z − t| dµ(t) dµ(z) = I(µ)
où on a appliqué le théorème de la convergence monotone en vérifiant que sur K × K, log 1|z−t| est borné
inférieurement par log(1/δ2(K)). En particulier, quand µ = µK la mesure d’équilibre de K, I(µK) =
− log Cap(K), on obtient Cap(K) ≤ limn Cap(Kn).
(f) Soit ν comme dans l’énoncé. Si ν(K) > 0, alors ν|Kν(K) ∈ P(K), donc comme Cap(K) = 0, on a
I
(
ν|K
ν(K)
)
= 1
ν(K)2
∫
K
∫
K
log 1|z − t| dν(t) dν(z) = +∞
Alors
I(ν) =
∫∫
log 1|z − t| dν(t) dν(z)
=
(∫ ∫
(K×K)c
+
∫
K
∫
K
)
log 1|z − t| dν(t) dν(z)
>
(
1− ν(K)2) log 1
δ2(supp(ν))
+ ν(K)2I
(
ν|K
ν(K)
)
= +∞
qui est contredit par I(ν) < +∞.
25
Projet scientifique collectif
Si K ⊂ B(0, r), on a que m2|B(0,r)(C) = pir2 et que I(m2|B(0,r)) < +∞. En effet, pour tout z ∈ B(0, r),∫
B(0,r)
log 1|z − t| dm2(t) ≤
∫
B(z,2r)
log 1|z − t| dm2(t)
=
∫ 2pi
0
∫ 2r
0
(
log 1
ρ
)
ρ dρ ≤ 4pir ‖ρ log ρ‖L∞(]0,r]) < +∞
Donc on peut appliquer ce que l’on vient de prouver et on obtient alors m2(K) = 0.
Corollaire 2.2 Soit a = (a1 < · · · < a2n) des nombres réels ordonnés de manière strictement croissante.
Notons Ea =
n−1⋃
k=0
[a2k+1, a2k+2]. La capacité de Ea varie continûment avec a.
Démonstration. Posons d = mini{ai+1 − ai}. Soit ε ∈]0, d/2[. Notons
aε,+ = (a1 − ε, a2 + ε, . . . a2n−1 − ε, a2n + ε), aε,− = (a1 + ε, a2 − ε, . . . a2n−1 + ε, a2n − ε),
On a Eaε,− ⊂ Ea ⊂ Eaε,+ .
La continuité à gauche (resp. à droite) de Cap(Ea) par rapport à a équivaut au fait que Cap(Ea) =
sup Cap(Eaε,−) (resp. Cap(Ea) = inf Cap(Eaε,+)). Les deux conditions sont assurées par les point (d) et (e)
de la proposition précédente.
Définition 2.8 Soit K ⊂ C un compact. On note ΩK la composante connexe non bornée de C\K. On définit
la borne extérieure d’un compact K ⊂ C comme la borne de ΩK dans C :
∂∞K := ∂ΩK
et la clôture essentielle comme le complémentaire de ΩK dans C :
Kce := C\ΩK
Corollaire 2.3 Soit K ⊂ C un compact, alors :
(a) Si K˚ est non vide, alors Cap(K) > 0 ; autrement dit, Cap(K) = 0 implique K = ∂K ;
(b) ΩK = Ω∂K = Ω∂∞K = ΩKce ;
(c) ∂∞K = ∂Kce, Kce ⊃ K ⊃ ∂∞K ;
(d) Cap(Kce) = Cap(∂∞K) = Cap(K) = Cap(∂K).
(e) Soit µK la mesure d’équilibre de K. Si Cap(K) > 0, alors supp(µK) ⊂ ∂∞K et µK = µKce = µ∂∞K .
(f) Soit (Kn) une suite croissante de compacts dans C, soit B =
⋃
nKn. Alors Cap(B) = limn Cap(Kn).
Démonstration. (a) résulte du calcul par rapport à la mesure de Lebesgue dans Prop. 2.4 (f).
(b) et (c) résultent aussitôt de la définition.
(d) se déduit alors de (c) et Prop. 2.4 (a),(c). Et (e) en découle, compte tenu de l’unicité (Thm. 2.2).
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(f) Supposons tout Kn de capacité finie. Soit K ⊂ B un compact. Alors (K ∩Kn) est une suite croissante
de compacts qui converge vers K, donc on a
Cap(K) = lim
n
Cap(K ∩Kn)
d’où Cap(B) ≤ limn Cap(Kn). L’autre sens est trivial.
2.3 Potentiels et fonctions semi-harmoniques
Pour une mesure de probabilité µ, le potentiel associé Uµ est une fonction à variable complexe appartenant
à une famille de fonctions particulières : les fonctions semi-harmoniques. Ce sont des fonctions semi-continues
vérifiant le principe du maximum/minimum. Les notions sur les fonctions semi-harmoniques sont rappelées dans
l’annexe B.
En utilisant les propriétés de ces fonctions, nous allons établir quelques résultats importants sur les potentiels
et capacités. Dans un premier temps, nous allons démontrer le théorème de Frostman (Thm. 2.5) qui affirme
que le potentiel d’équilibre d’un compact K a essentiellement la forme d’un plateau sur K. Dans un deuxième
temps, nous allons établir le théorème 2.8 qui affirme que sous certaines hypothèses de régularité, une fonction
holomorphe transforme la capacité d’un compact selon son monôme dominant. Le théorème, avec ses deux
corollaires 2.10, 2.11, fournissent un outil pratique de calcul des capacités.
Quelques démonstrations techniques sont regroupées dans l’annexe B.1.
2.3.1 • Théorème de Frostman
Pour commencer, nous rappelons la définition des fonctions semi-harmoniques et donnons deux exemples
importants de fonctions surharmoniques dans notre cadre d’étude.
Définition 2.9 (Fonctions (sur-,sous-)harmoniques). SoitD ⊂ C un ouvert. Une fonction f : D → R est dite
harmonique (resp. surharmonique, sous-harmonique) si elle est continue (resp. semi-continue inférieurement,
semi-continue supérieurement) et si elle satisfait la propriété de moyenne (resp. sur-moyenne, sous-moyenne) :
pour tout z ∈ D, si le disque {|ζ − z| ≤ r} ⊂ D, on a
f(z) = 12pi
∫ 2pi
0
f(z + reiθ) dθ (resp. ≥,≤)
Exemple 2.6 g(z) = log 1|z−t| est surharmonique et harmonique en z 6= t.
Exemple 2.7 Soit µ une mesure positive à support dans un compact K, alors le potentiel
Uµ(z) =
∫
log 1|z − t| dµ(t)
est une fonction surharmonique sur C et harmonique sur C\K.
Démonstration. Uµ est semi-continue inférieurement puisque log 1|z−t| l’est pour tout paramètre t. En
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utilisant le théorème de Fubini-Tonelli, on obtient
1
2pi
∫ 2pi
0
Uµ(z + reiθ) dθ =
∫ 1
2pi
∫ 2pi
0
log 1|z + reiθ − t| dθ dµ(t).
Par l’exemple 2.6, cette dernière intégrale est inférieure à
∫
log 1|z − t| dµ(t) = U
µ(z). Ainsi, Uµ est surhar-
monique sur C. En prenant z /∈ K et r < dist(z,K), cette dernière intégrale est égale à Uµ(z) par l’exemple
2.6, d’où l’harmonicité.
Théorème 2.4 (Principe du maximum pour les potentiels). Soit µ une mesure positive fini à support
compact. Si Uµ(z) ≤M pour tout z ∈ supp(µ), alors il en est de même pour tout z ∈ C.
La preuve est donnée dans l’Annexe B, Corollaire B.1.
Énonçons et démontrons un théorème important sur les potentiels d’équilibre : le théorème de Frostman,
qui affirme que le potentiel d’équilibre a une forme de plateau, et dominé partout par la constante de Robin (cf.
Figure 7).
Théorème 2.5 (Frostman). Soit K un compact de C tel que Cap(K) > 0 alors
1. UµK (z) 6 VK pour tout z ∈ C
2. UµK (z) = VK pour tout z ∈ K − S où Cap(S) = 0
3. UµK (z) < VK pour tout z ∈ Ω où Ω est la composante connexe non bornée de C−K
Figure 7 – Théorème de Frostman
Démonstration. La preuve de ce théorème se fait en trois temps. On définit d’abord pour n ≥ 1 les
ensembles Kn = {z ∈ K|UµK ≤ VK − 1/n} et Ln = {z ∈ support (µK) |UµK (z) > VK + 1/n}. On va d’abord
montrer que les Kn sont de capacité nulle, puis que les Ln sont vides, avant de conclure sur le résultat par le
principe du maximum pour les potentiels (2.4).
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Montrons par l’absurde que Cap(Kn) = 0, supposons qu’il existe n ≥ 1 tel que Cap(Kn) > 0. On rappelle
que VK = I (µK) =
∫
UµKdµK , donc, il existe un certain z0 dans le support de µK vérifiant UµK (z0) ≥ VK .
En utilisant la semi-continuité inférieure de UµK , il existe une boule fermée notée B de rayon r > 0 centrée
en z0 sur laquelle on a UµK (z) > VK − 1/2n. Alors, on a B ∩Kn = ∅, et µK(B) = a > 0 car z0 est dans le
support de µK . Pour obtenir une contradiction, on veut construire une mesure qui contredise la minimalité
de VK , et on va se servir de la supposition Cap(Kn) > 0 pour cela. En effet, on peut considérer sous cette
hypothèse une mesure µ sur Kn telle que I(µ) soit fini. On construit alors la mesure
σ =
 µ, sur Kn−µK/a, sur B0, sur le reste du domaine
On considère alors la famille de mesures µt = µK + tσ pour t ∈]0; a[ qui sont positives et de masse 1 (la
positivité est évidente car t/a ∈]0; 1[, pour la masse, elle vaut a− t sur B, et a− 1 + t sur le reste de K). Par
construction de B, on a après calcul :
I (µK)− I (µt) ≥ 2t (VK − 1/2n− VK + 1/n) +O
(
t2
)
Donc pour t assez proche de 0 (on rappelle que n est fixé), on a bien I (µK) = VK ≥ I (µt), ce qui contredit
la minimalité de µK car ici, µt 6= µK .
Montrons dans un deuxième temps par l’absurde également que Ln = ∅. Si l’un des Ln n’est pas vide, par
le même raisonnement que précédemment, il existe une boule fermée B˜ dans laquelle UµK (z) > VK + 1/n.
Comme ci-dessus, on pose a˜ = µK(B˜) > 0. D’après le point précédent, on a pour tout n, µK(Kn) = 0, donc,
UµK (z) ≥ VK sauf sur un ensemble de mesure nulle. On a alors :
VK = I (µK) =
∫
K
UµKdµK
=
∫
B˜
UµKdµK +
∫
K\B˜
UµKdµK
≥
(
VK +
1
n
)
a˜+ VK(1− a˜) > VK
On obtient donc une contradiction, et les Ln sont bien vides.
Ces deux faits nous permettent de prouver les trois assertions du théorème : comme tous les Ln sont vides,
on a l’inégalité du point 1 sur le support de µK , donc sur C par le principe du maximum. Le point 2 vient du
fait que Cap(
⋃
nKn) = 0 qui donne que UµK (z) ≥ VK sur K\
⋃
nKn, et du point 1 qui dit que UµK (z) ≤ VK .
Enfin, le dernier point est une conséquence du caractère harmonique de UµK sur la composante Ω.
Exemple 2.8 Quand K = U (Prop. 2.5), le potentiel UµU(z) =
{
0 = VU si |z| 6 1
log( 1|z| ) si |z| > 1
vérifie le théorème de
Frostman avec S = ∅.
Corollaire 2.4 Soient K ⊂ C un compact avec Cap(K) > 0 et µK sa mesure d’équilibre. Alors UµK ≡ VK
dans l’intérieur de K. De plus, comme µK = µKce (Cor. 2.3(e)), on a UµK ≡ VK dans l’intérieur de Kce.
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Démonstration. Le théorème de Frostman implique
UµK (z) = VK , q.t. z ∈ ∂K
D’autre part, UµK est surharmonique et bornée inférieurement par log(1/d2(K)) dans K. Alors le principe
du minimum généralisé s’applique à UµK sur chaque composant connexe de K˚ et on obtient UµK ≥ VK dans
K˚. Or, le théorème de Frostman a déjà donné une borne supèrieure VK . Donc UµK = VK dans K˚.
2.3.2 • Calcul de capacité
L’objectif de la section est le théorème 2.8, qui affirme qu’une fonction holomorphe transforme la capacité
selon son monôme dominant, et établir deux corollaires qui servent d’outils de calcul de capacité.
L’outil principal de la démonstration est la fonction de Green d’un compact.
Théorème 2.6 Soit K ⊂ C un compact avec Cap(K) > 0 et ΩK le composant connexe non borné de C\K.
Alors il existe une unique fonction gK(·,∞) : ΩK → R caractérisée par les propriétés suivantes :
1. gK(·,∞) est harmonique dans ΩK est bornée hors de tous les voisinages de ∞ ;
2. gK(·,∞)− log |·| est bornée dans un voisinage de ∞ ;
3. limz→ζ gK(z,∞) = 0 pour q.t. ζ ∈ ∂ΩK .
Démonstration. L’existence est donnée par le théorème de Frostman et l’exemple 2.7 si l’on pose
gK(z,∞) = VK − UµK (z). (1)
Soit g(z), g′(z) deux fonctions satisfaisant ces trois propriétés, alors g(z)− g′(z) est harmonique et bornée
sur ΩK , donc peut s’étendre à une fonction harmonique sur ΩK ∪ {∞}. Selon la deuxième condition, on a
g(z) > 0 (resp. g′(z) > 0) pour R  0 de sorte que K ⊂ B(0, R) et pour tout |z| = R ; le principe du
minimum généralisé appliqué à ΩK ∩ B(0, R) entraîne g(z) > 0 (resp. g′(z) > 0) dans ΩK ∩ B(0, R), par
suite aussi dans ΩK . L’unicité résulte alors de la troisième propriété et du principe du minimum généralisé
appliqué deux fois à ΩK ∪ {∞} respectivement pour g(z)− g′(z) et g′(z)− g(z).
Définition 2.10 On appelle gK(·,∞) : ΩK → R la fonction de Green pour K avec pôle à l’infini.
Corollaire 2.5 Soit K ⊂ C un compact tel que Cap(K) > 0. On a alors gK(·,∞) > 0 dans ΩK .
Corollaire 2.6 Si deux compact K1,K2 ⊂ C sont tels que Cap(K1) > 0 ou Cap(K2) > 0, et que ΩK1 = ΩK2 ,
alors
gK1(·,∞) = gK2(·,∞).
En particulier, soit K ⊂ C un compact avec Cap(K) > 0, alors
gK(·,∞) = g∂K(·,∞) = g∂∞K(·,∞) = gKce(·,∞).
Démonstration. Notons que les trois propriétés dans Thm. 2.6 ne dépendent que de ΩK , à savoir la
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composante connexe non bornée de C\K ; ainsi le résultat vient directement de la définition et du Cor.
2.3.
Théorème 2.7 Soit K ⊂ C un compact avec Cap(K) > 0 et gK(·,∞) la fonction de Green pour K avec le
pôle à l’infini. Alors
1. gK(z,∞) = log |z|+ VK + oz→∞(1) ;
2. le potentiel d’équilibre de K est UµK = VK − gK(·,∞) ; puis (Thm. 2.5) gK(·,∞) > 0 dans ΩK .
Démonstration. Cela découle aussitôt de la relation (1) donnée dans la preuve du théorème 2.6 et la
définition du potentiel UµK .
Maintenant, nous allons définir la notion de régularité d’un compact. Nous verrons plus tard que c’est une
bonne hypothèse pour relier la capacité de deux compacts et grâce à la Prop 2.7, il s’agit d’un cas auquel on
pourra se ramener.
Définition 2.11 Soit K ⊂ C un compact tel que Cap(K) > 0. On appelle ζ0 ∈ ∂ΩK un point régulier si
lim
ΩK3z→ζ0
UµK (z) = VK ;
dans le cas contraire, on dira que ζ0 est un point irrégulier. On dit que ΩK est régulier si tous les points de
∂ΩK sont réguliers.
D’après la relation entre le potentiel et la fonction de Green (Thm. 2.7), on a la caractérisation suivante :
Corollaire 2.7 Un point ζ0 ∈ ∂ΩK est régulier si et seulement si limz→ζ0 gK(z,∞) = 0.
Proposition 2.5 Soit K ⊂ C un compact tel que Cap(K) > 0. Alors UµK (ζ0) = VK implique la continuité
de UµK en ζ0. La réciproque est vraie si ζ0 ∈ supp(µK).
Démonstration. La semi-continuité de UµK et le théorème de Frostman donnent :
UµK (ζ0) ≤ lim inf
z→ζ0
UµK (z) ≤ lim sup
z→ζ0
UµK (z) ≤ VK .
Donc si UµK (ζ0) = VK , UµK est continue en ζ0.
Inversement, si UµK est continue en ζ0 et UµK (ζ0) < VK , alors il existe r > 0 tel que UµK < VK sur
B(ζ0, r), donc selon le théorème de Frostman, Cap(B(ζ0, r)) ∩K) ≤ Cap(S) = 0, alors selon Prop. 2.4(f), on
a
µK(B(ζ0, r) ∩K) = 0.
Donc µK(B(ζ0, r)) = 0 et on en déduit que ζ0 /∈ supp(µK).
Corollaire 2.8 Soit ζ0 ∈ supp(µK) alors pour tout r > 0, Cap(B(ζ0, r) ∩K) > 0.
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Démonstration. C’est en effet la contraposée du dernier raisonnement de la démonstration ci-dessus.
Corollaire 2.9 L’ensemble des points irréguliers est de capacité 0.
Démonstration. On peut supposer Cap(K) > 0. Alors le corollaire découle du théorème de Frostman.
Pour obtenir une condition suffisante de régularité, on introduit la notion suivante :
Définition 2.12 Soit Ω ⊂ C. On dit que Ω satisfait la condition de cône si pour tout ζ ∈ ∂Ω, il existe ζ1 6= ζ
tel que le segment [ζ, ζ1] ⊂ C\Ω.
Proposition 2.6 Soit K ⊂ C un compact avec Cap(K) > 0. Si ΩK satisfait la condition de cône, alors ΩK
est régulier.
Nous renvoyons le lecteur à la section C.1 pour la démonstration.
La proposition suivante sera utile pour la réduction au cas d’un domaine régulier.
Proposition 2.7 Soit K ⊂ C un compact non vide et notons K = {z ∈ C : dist(z,K) ≤ }. Alors Cap(K) >
0 et ΩK satisfait la condition de cône, donc ΩK est régulier.
Démonstration. Comme l’intérieur de K est non vide, on a Cap(K) > 0. De plus, par définition, tout
point ζ dans ∂K est à une distance exactement  deK, donc il existe ζ1 ∈ K tel que [ζ, ζ1] ⊂ K ⊂ C\ΩK .
Nous allons ici démontrer quelques résultats permettant de comparer et de relier les capacités de deux
compacts grâce aux fonctions holomorphes et à la notion de régularité prédécemment définie.
Lemme 2.3 Soit f une application holomorphe non constante localement définie en ∞ telle que f(∞) =∞.
Alors il existe un entier n ∈ N∗ et un A 6= 0 tels que
f(z) ∼ Azn, z →∞
log |f(z)| = n log |z|+ log |A|+ o(1), z →∞
On définit alors Af = A,nf = ord∞(f) = n.
Théorème 2.8 Soit K1,K2 ⊂ C deux compacts non vides. Soit f : ΩK1 ∪{∞} → ΩK2 ∪{∞} une application
holomorphe non constante telle que f(∞) =∞. Alors,
(a) |Af |Cap(K1)nf ≥ Cap(K2).
(b) Supposons en plus que :
(i) Cap(K2) > 0 ;
(ii) f−1(∞) = {∞} ;
(iii) ΩK2 soit régulier ;
(iv) f se prolonge continûment aux bords ∂ΩK1 → ∂ΩK2 .
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Alors, Cap(K1)>0, ΩK1 est régulier et
gK1(·,∞) =
1
nf
gK2(f(·),∞)
|Af |Cap(K1)nf = Cap(K2).
La démonstration complète du théorème est présentée dans l’annexe B.1.
Pour comprendre le cadre d’application du théorème, on se demande quand les conditions dans (b) sont
satisfaites :
(ii) est vraie lorsque f est biholomorphe, ou que f est donnée par un polynomial ;
(iii) se réalise lorsque ΩK satisfait la condition de cône (Prop. 2.6). On obtient donc les deux corollaires
suivants (en appliquant la technique de Prop. 2.7 si nécessaire) :
Corollaire 2.10 Si f est biholomorphe, on aura nf = nf−1 = 1 et AfAf−1 = 1 ; appliquons (a) deux fois et
on obtient (avec notation f ′(∞) = Af )
|f ′(∞)|Cap(K1) = Cap(K2).
Corollaire 2.11 Supposons que f soit une application polynomiale de degré n :
f(z) =
n∑
i=0
aix
i, an 6= 0.
Soit K ⊂ C un compact. Alors
|an|Cap(f−1(K))n = Cap(K).
Démonstration. Supposons que K 6= ∅. On va chercher à applique le Théorème 2.8 (b). Comme f est
une application polynomiale, (ii) est satisfaite pour tout compact dans C. Pour  > 0, soit K = {z ∈
C : dist(z,K) ≤ }. Montrons que les conditions (i),(iii),(iv) du théorème sont satisfaites pour les compacts
f−1(K) et K et que f(Ωf−1(K)) ⊂ ΩK ; ce théorème donnera alors
|an|Cap(f−1(K))n = Cap(K).
Lorsque → 0, cela nous permet de conclure.
(i) K a un intérieur non vide, donc Cap(K) > 0 (Cor. 2.3).
(iii) résulte de la Prop. 2.6 et la Prop. 2.7.
(iv) On va en fait montrer ce point pour tout compact K (au lieu de K. Une vérification topologique
montre que f(∂f−1(K)) = ∂K. Il nous reste à montrer que f(∂Ωf−1(K)) ⊂ ∂ΩK . On a f(∞) = ∞ et K
compact, donc f−1(K) est compact ; de même, l’image réciproque de chaque composante (ouverte) connexe
bornée de C\K est bornée, donc contenue dans l’une des composantes bornées de f−1(K). Donc Ωf−1(K) ⊂
f−1(ΩK), puis
f(Ωf−1(K)) ⊂ ΩK
f(∂Ωf−1(K)) ⊂ ΩK .
On arrive enfin à
f(∂Ωf−1(K)) ⊂ ΩK ∩ ∂K = ∂ΩK ,
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ce qui permet d’appliquer le Théorème 2.8 (b) et le résultat s’en déduit.
2.4 Constante de Tchebychev
Nous allons ici étudier une troisième définition équivalente de la capacité, définie à partir des polynômes de
Tchebychev. Nous allons voir que ce point de vue est particulièrement commode pour calculer la capacité de
certains compacts, en particulier les segments de R.
Nous commençons ici par énoncer le théorème d’équioscillation :
Théorème 2.9 (Equioscillation). Soit n ∈ N. Soit f une fonction continue sur le segment [a, b]. Soit P ∈
Rn[X]. P minimise ||f −P ||∞,[a,b] si et seulement s’il existe n+ 2 points a 6 x0 < x1 < . . . xn+1 6 b tels que
f(xi)− P (xi) = ±(−1)i||f − P ||∞,[a,b]
La démonstration de ce théorème n’est pas très complexe mais assez longue. Afin de ne pas alourdir ce
mémoire, nous renvoyons le lecteur curieux à l’article [5] pour une démonstration complète et illustrée.
Définition 2.13 (Constante de Tchebychev). Pour n ∈ N et K une partie compacte de C, on note || · ||K
la norme infinie sur K et :
tn(K) = inf
P∈Cn−1[X]
||Xn + P ||K .
Si K contient un nombre infini de points, il existe un unique polynôme unitaire Tn ∈ Rn[X], appelé polynôme
de Tchebychev tel que tn(K) = ||Tn||K .
On définit la constante de Tchebychev par :
Cheb(K) = lim
n→+∞ tn(K)
1
n .
Démonstration.
— Si K est infini, || · ||K est une norme sur C[X]. L’existence de Tn découle du fait que la distance à un
sous-espace vectoriel fermé est atteinte. L’unicité vient du sens réciproque du théorème d’équioscillation
(2.9).
— Soit n,m ∈ N. Comme TnTm est unitaire de degré n+m, on a
||Tn+m||K = inf
P∈Cn+m[X]
unitaire
||P ||K 6 ||TnTm||K 6 ||Tn||K ||Tm||K
On en déduit tn+m(K) 6 tn(K)tm(K) et (log(tn(K)))n∈N est sous-additive. Par le lemme sous-additif,
( 1n log(tn(K)))n∈N converge ce qui montre que Cheb(K) est bien définie.
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La notion de constante de Tchebychev que nous venons de définir est parfaitement équivalente à celles de
capacité logarithmique et de diamètre transfini :
Théorème 2.10 Soit K une partie compacte de C alors
τ(K) = Cap(K) = Cheb(K).
Soit Fn = {z(n)1 , . . . , z(n)n } un ensemble de n points de Fekete et Fn(X) =
n∏
i=1
(X−z(i)n ) le polynôme de Fekete
associé. On a
lim
n→+∞ ||Fn||
1/n
K = Cheb(K).
De plus, si Cap(K) > 0, en notant µK la mesure d’équilibre sur K, on a
∀z ∈ C\K, lim
n→+∞Fn(z)
1
n = exp(−UµK (z))
La convergence est uniforme sur tout compact de C\K.
Démonstration. On montre le résultat par double inégalité en s’appuyant sur le théorème 2.3.
— Soit n ∈ N, z ∈ C et Fn = {z(n)1 , . . . , z(n)n } un ensemble de n points de Fekete.
En posant {y1, . . . , yn+1} = {z(n)1 , . . . , z(n)n , z}
δn+1(K)n(n+1)/2 = max{y1,...,yn+1}⊂K
∏
16i<j6n+1
|yi − yj | >
n∏
i=1
|z − z(n)i |
∏
16i<j6n
|z(n)i − z(n)j |
Notons Fn =
∏n
i=1(X − z(n)i ). Comme Fn est un ensemble de Fekete :
δn+1(K)n(n+1)/2 > |Fn(z)|δn(K)(n−1)n/2.
Et en prenant le supz∈K , on obtient ||Fn||K 6
(
δn+1(K)
δn(K)
)(n−1)n/2
δnn+1(K). Or les δn(K) sont décrois-
sants donc ||Fn||1/nK 6 δn+1(K). De plus par définition tn(K) 6 ||Fn||1/nK 6 δn+1(K). Finalement en
passant à la limite on a
τ(K) > lim sup
n→∞
||Fn||1/nK > lim infn→∞ ||Fn||
1/n
K > Cheb(K).
— Pour terminer la preuve, il suffit de montrer que Cheb(K) > τ(K). Si τ(K) = 0 c’est trivial, sinon K
contient un nombre infini de points et on peut considérer Tn =
∏n
i=1(X − xi) le nième polynôme de
Tchebychev de K et ν(Tn) la mesure de comptage en x1, . . . , xn.
Par décroissance de x ∈ R∗+ 7→ log 1x ,
1
n
log 1
tn(K)
= inf
z∈K
1
n
log 1|Tn(z)| = infz∈K
1
n
n∑
i=1
log 1|z − xi| = infz∈K U
ν(Tn)(z).
Par le prop A.3 on a :
inf
z∈K
Uν(Tn)(z) = µK( inf
z∈K
Uν(Tn)(z)) 6 µK(Uν(Tn)).
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Puis,
µK(Uν(Tn)) = µK(
1
n
n∑
i=1
log 1|z − xi| ) =
1
n
n∑
i=1
µK(log
1
|z − xi| ) = ν(Tn)(U
µK )
Par le théorème de Frostman 2.5, on a
1
n
log 1
tn(K)
6 ν(Tn)(UµK ) 6 VK .
Finalement en faisant tendre n→ +∞ et en composant par x 7→ e−x, on obtient :
Cheb(K) > Cap(K) = τ(K),
ce qui achève le premier point du théorème.
— Notons maintenant fn(z) = log(|Fn(z)|1/n) = 1n
∑n
k=1 log |z − tk| où t1, . . . , tn sont les racines de Fn.
Soit L une partie compacte de C−K, alors :
∀t ∈ K,∀z ∈ L, log d(L,K) 6 log |z − t| 6 log sup
z′∈L,t′∈K
|z′ − t′|.
Or par compacité de L et K, d(L,K) > 0 et supz′∈L,t′∈K |z′ − t′| <∞.
De plus, on a
∀n ∈ N,∀z ∈ L, |fn(z)| 6 1
n
n∑
k=1
∣∣∣∣log( 1d(L,K) + supz′∈L,t′∈K |z′ − t′|
)∣∣∣∣
6
∣∣∣∣log( 1d(L,K) + supz′∈L,t′∈K |z′ − t′|
)∣∣∣∣ <∞.
donc les fn sont bornées uniformément en z et n sur L. Ainsi, fn est une suite de fonctions holomorphes,
uniformément bornée sur tout compact et qui converge simplement sur C\K. Par le théorème de Vitali,
la convergence est uniforme sur tout compact.
Cette nouvelle définition de la capacité permet de calculer facilement la capacité d’un segment.
Exemple 2.9 (Capacité d’un segment). La capacité d’un segment de longueur 2l vaut l2 .
Démonstration.
• Démontrons tout d’abord la preuve dans le cas où le segment est centré en 0, de la forme [−l, l].
On appelle T˜n l’unique polynôme vérifiant :
∀θ ∈ R, T˜n(l cos(θ)) = lcos(nθ)
La norme infinie de T˜n vaut évidemment l. Et de même que dans le cas classique [−1, 1], on démontre
facilement que notre polynôme atteint alternativement ±l en n+ 1 points distincts. (1)
En utilisant la formule de Moivre sur les complexes, on démontre que T˜n est de coefficient dominant
c := ( 2l )n−1.
Chercher à minimiser ‖P‖[−l,l], pour P ∈ Cn[X] unitaire, revient à minimiser ‖Xn − Q‖[−l,l] pour Q
parcourant Cn−1[X]. Autrement dit, on cherche la distance de Xn à Cn−1[X]. Posons Q? := Xn −
1
c T˜n(X). On a évidemment que Q? ∈ Cn−1[X]. Par ailleurs, Xn − Q? = 1c T˜n(X), qui équioscille en
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n+ 1 points d’après (1). Donc, d’après le lemme 2.1, Q? minimise la distance de Xn aux polynômes de
Cn−1[X]. Donc 1c T˜n est le polynôme de Tchebychev de [−l, l].
D’où tn([−l, l]) = ‖ 1c T˜n(X)‖ = lc = l( l2 )n−1.
Ainsi, Cheb([−l, l]) = lim
n→∞ tn([−l, l])
1
n = l2 .
• Dans le cas général d’un segment [a, b] de largeur 2l, non nécessairement centré en 0, il suffit de considérer
la fonction polynomiale T˜n(X− (a+ l)) qui sur [a, b] aura même comportement que T˜n sur [−l, l]. Ainsi,
la capacité n’est pas modifiée par la translation. D’où Cheb([a, b]) = l2 .
Nous allons maintenant calculer la capacité d’une réunion de deux segments qui sont symétriques par rapport
à l’origine 0.
Exemple 2.10 Soit 0 6 b < a. Alors Cheb([−a,−b] ∪ [b, a]) =
√
a2−b2
2 .
Démonstration. Pour F une partie compacte infinie de C on note TFn le polynôme de Tchebychev de degré
n de F . Soit E = [−a,−b] ∪ [b, a].
— Soit k ∈ N. Montrons que TE2k est pair.∥∥∥∥TE2k(X) + TE2k(−X)2
∥∥∥∥
E
6 12(
∥∥TE2k(X)∥∥E + ∥∥TE2k(−X)∥∥E)
Or E est symétrique par rapport à 0 donc∥∥TE2k(−X)∥∥E = sup
z∈E
∣∣TE2k(−z)∣∣ = sup
z∈E
∣∣TE2k(z)∣∣ = ∥∥TE2k(−X)∥∥E .
Ainsi
∥∥∥TE2k(X)+TE2k(−X)2 ∥∥∥
E
6
∥∥TE2k∥∥E et par unicité du polynôme de Chebsychev, TE2k = TE2k(X)+TE2k(−X)2 .
Ainsi TE2k est paire.
— On déduit de ce qui précède que TE2k est de la forme q(X2) avec q ∈ Pk l’ensemble des polynômes
unitaires de degré k. Alors :
t2k(E) = inf
q∈Pk
sup
x∈E
|q(x2)|
= inf
q∈Pk
sup
x2∈[b2,a2]
|q(x2)|
= inf
q∈Pk
sup
y∈[b2,a2]
|q(y)|.
Donc TE2k = T
[b2,a2]
k (X2). Or dans l’exemple 2.9 on a vu que ( 2l )k−1T
[−l,l]
k (l cos(θ)) = l cos(kθ). Donc en
posant x = l cos(θ), on a :
T
[−l,l]
k (x) =
lk
2k−1 cos
(
k arccos
(x
l
))
.
Puis par translation on obtient :
T
[b2,a2]
k (x) =
(a2 − b2)k
22k−1 cos
(
k arccos
(
2 x− b
2
a2 − b2 − 1
))
.
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Et finalement TE2k(x) =
(a2−b2)k
22k−1 cos
(
k arccos
(
2x2−b2a2−b2 − 1
))
.
— t2k(E) =
∥∥TE2k∥∥E = 2(√a2−b22 )2k. D’où
Cheb(E) = lim
k→∞
t2k(E)
1
2k = lim
k→∞
2(√a2 − b22
)2k 12k = √a2 − b22 .
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3
THÉORÈME DE FEKETE. THÉORÈME DE
FEKETE-SZEGÖ
Après avoir présenté la notion de capacité et démontré l’équivalence entre les trois définitions (points de
vue diamètre transfini/potentiel/polynôme de Tchebychev), nous allons nous intéresser à la façon dont cette
notion nous renseigne sur la finitude/l’infinitude d’entiers algébriques totalement dans un compact donné. Le
but de cette section est de démontrer le théorème de Fekete (Thm. 3.1) et le théorème de Fekete-Szegö (Thm.
3.3) : le premier affirme que si la capacité d’un compact est strictement inférieur à 1, alors le nombre d’entiers
algébriques totalement dedans est fini ; le second stipule que si la capacité d’un compact est supérieure à 1, on
peut trouver une infinité d’entiers algébriques totalement dans tout voisinage (au sens de C) du compact.
3.1 Théorème de Fekete
Cette section est consacrée à la démonstration du théorème de Fekete.
Théorème 3.1 (Fekete). Soit K ⊂ C un compact avec Cap(K) < 1. Alors il existe un voisinage ouvert U de
K tel que l’ensemble des entiers algébriques totalement dans U est fini. En particulier, il n’y a qu’un nombre
fini d’entiers algébriques totalement dans K.
La démonstration de ce théorème vient essentiellement du fait que τ(K) = Cap(K).
Démonstration. Il suffit de montrer la dernière assertion ; en effet, comme Cap(K) < 1, on obtient
Cap(K) < 1 pour  > 0 suffisamment petit, où K = {z ∈ C : dist(z,K) ≤ } ; pour un tel , U =
◦
K
satisfait la condition dans l’énoncé. Supposons alors que l’ensemble EK des entiers algébriques totalement
dans K soit infini, et cherchons une contradiction.
Commençons par le cas où les degrés de tous les polynômes minimaux p de ζ ∈ EK sont bornés, par
exemple par un entier N > 0. Alors le coefficient du terme Xdeg(p)−i est borné par(
deg(p)
i
)
‖K‖i∞ ≤
(
N
i
)
‖K‖i∞, où ‖K‖∞ = max
z∈K
|z| .
Il y a donc un nombre fini de tels polynômes minimaux, d’où #EK <∞, ce qui contredit l’hypothèse.
Dans le cas contraire, il existe alors une suite de dn ∈ EK telle que la suite dn = deg(pn) est stricte-
ment croissante, où pn ∈ Z[X] est le polynôme minimal (unitaire) de ζn. Rappelons la notion de n-distance
(Définition 2.1) :
δn(K) = max
z1,...,zn∈K
∏
i<j
|zi − zj |2/n(n−1)
Et la capacité comme le diamètre transfini :
τ(K) = lim
n→+∞ δn(K)
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Remarquons que
δdn(K)dn(dn−1) ≥
∣∣∣∣∣∣
∏
ξ 6=η∈Gal(ζn)
(ξ − η)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∏
ξ∈Gal(ζn)
p′n(ξ)
∣∣∣∣∣∣ > 1
L’égalité du milieu vient du fait que pn n’a que des racines simples. Par ailleurs, étant une combinaison
symétrique à coefficients entiers des ξ (les racines de pn),
∏
ξ∈Gal(ζn) p
′
n(ξ) est un entier d’après la remarque
1.4, non nul car les racines sont simples, donc supérieur à 1.
Ainsi δdn(K) ≥ 1, d’où τ(K) ≥ 1 en passant à la limite n → +∞, ce qui entraîne une contradiction car
τ(K) = Cap(K) < 1.
3.2 Théorème de Fekete-Szegö
Cette section est consacrée à la démonstration du théorème de Fekete-Szegö 3.3. Définissons d’abord un
ensemble qui joue un rôle important dans la suite, la lemniscate de Hilbert :
Définition 3.1 Soit p ∈ C[X] un polynôme unitaire de degré d > 0 et soit ρ ∈ R?+ une constante réelle. La
lemniscate de polynôme p et constante ρ est l’ensemble
L = Lp,ρ = p−1
(
B(0, ρd)
)
= {z ∈ C| |p(z)| ≤ ρd}.
Remarque 3.1 Selon le corollaire 2.11, on a Cap(Lp,ρ) = Cap
(
B(0, ρd)
)1/d, qui est de plus égale à ρ en vertu
du corollaire 2.1 et du théorème 2.3.
L’objet du théorème de Fekete-Szegö est de chercher un nombre infini d’entiers algébriques totalement dans
un ensemble. Des lemniscates de Hilbert fournissent des exemples de tels ensembles :
Proposition 3.1 Soit P ∈ Z[X] unitaire. La lemniscate LP,1 = {z ∈ C | |P (z)| 6 1} contient un nombre
infini d’entiers algébriques qui y sont totalement dedans.
Démonstration. On pose S =
⋃
n∈N∗{z ∈ C | P (z)n = 1}. L’application
{
S → U
z 7→ P (z) est bien définie,
surjective car C est algébriquement clos. Donc S est de cardinal infini. De plus, les éléments de S sont les
entiers algébriques totalement dans S (car annulés par Pn−1 ∈ Z[X] unitaire, pour un certain n). On conclut
en remarquant que S ⊂ LP,1.
L’étape principale de la démonstration est le théorème suivant, qui affirme que sous certaines hypothèses,
on peut toujours trouver une lemniscate de Hilbert dans tout voisinage du compact.
Théorème 3.2 (Lemniscate de Hilbert). Soit K ⊂ C un compact avec Cap(K) > 0 et soit U ⊃ K un
voisinage ouvert de K tel que C\U soit connexe. Alors il existe un polynôme p ∈ C[X] unitaire de degré
d > 0 et une constante ρ > Cap(K) tels que
K ⊂ Lp,ρ ⊂ U.
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Démonstration. La preuve s’appuie sur le théorème 2.10 (constante de Tchebychev) et le théorème 2.5
(Frostman).
Quitte à restreindre U , on peut supposer que U est borné. Soit R > 0 tel que
K ⊂ U ⊂ B(0, R)
Par le théorème de Frostman, UµK (z) < VK pour tout z ∈ B(0, R)\U . Donc il existe ε > 0 tel que
∀z ∈ B(0, R)\U, UµK (z) 6 VK − ε
La majoration est uniforme car B(0, R)\U est compact.
Selon le dernier point du théorème 2.10, log 1
F
1
n
n
converge uniformément vers UµK : il existe n0 ∈ N tel
que pour tout n > n0,
∀z ∈ B(0, R)\U,
∣∣∣∣∣log 1|Fn(z)| 1n − UµK (z)
∣∣∣∣∣ < ε/2
ce qui implique
∀z ∈ B(0, R)\U, log 1
|Fn(z)|
1
n
< VK − ε/2
ou encore
∀z ∈ B(0, R)\U, |Fn(z)|
1
n > e−VK+ε/2 = Cap(K)eε/2
Or z 7→ 1Fn(z) est holomorphe sur C\U , donc selon le principe du maximum, l’inégalité précédente est
vraie pour tout z ∈ C\U . Posons ρ := Cap(K)eε/2, on a ainsi LFn,ρ ⊂ U pour tout n > n0. D’autre part,
selon le théorème 2.10, il existe n1 ∈ N tel que pour tout n > n1,
||Fn||
1
n
K < Cap(K)eε/2 = ρ
En posant d = max(n0, n1), on a K ⊂ LFd,ρ ⊂ U .
Démontrons maintenant le théorème de Fekete-Szegö :
Théorème 3.3 (Fekete-Szegö). Soit K ⊂ C un compact symétrique par rapport à la conjugaison complexe
et tel que Cap(K) ≥ 1. Si U est un ouvert contenant K tel que C\U soit connexe, alors U contient un nombre
infini d’entiers algébriques totalement dans U .
Démonstration. L’idée est de trouver un ensemble connu contenu dans U et contenant un nombre infini
d’entiers algébriques qui y sont totalement dedans. Selon la proposition 3.1, on peut chercher cet ensemble
comme une lemniscate d’un polynôme unitaire à coefficients entiers. Le théorème 3.2 nous fournit une lem-
niscate Lp,ρ dans U , mais pour un polynôme P à coefficients complexes (et ρ > 1). Il reste donc à ramener
ses coefficients dans Z.
Quitte à considérer U∪U? (avec U? l’ensemble des conjugués de U), on peut supposer que U est symétrique
par rapport à l’axe réel. Sous cette condition, si on a
∀z ∈ C\U, |p(z)| > ρd > 1,
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alors
∀z ∈ C\U, |p(z) p(z)| > ρ2d > 1,
Ainsi Lp p,ρ ⊂ U et p p ∈ R[X]. On continue à noter p ce polynôme à coefficients réels.
Ensuite, supposons que U ⊂ B(0, R), quitte à restreindre l’ouvert U . On a
∀z ∈ B(0, R)\U,
∣∣∣∣ 1p(z)
∣∣∣∣ < ρ−d.
Par la densité de Q dans R et la continuité des racines, du fait que |z| 6 R, on peut choisir un polynôme
q ∈ Q[X] qui a toujours ses racines dans U et tel que
∀z ∈ B(0, R)\U,
∣∣∣∣ 1q(z)
∣∣∣∣ < ρ−d.
Et comme 1q est holomorphe sur C\U , par le principe du maximum, on a
∀z ∈ C\U,
∣∣∣∣ 1q(z)
∣∣∣∣ < ρ−d,
ce qui implique que Lq,ρ ⊂ U .
Il reste à ramener les coefficients de q dans Z, ce qui fait l’objet des deux lemmes suivants (3.1, 3.2).
Lemme 3.1 Soit p ∈ Q[X] de degré d ≥ 1. Soit n ∈ N∗ tel que
p(X) = Xd + 1
n
γ(x), γ(X) ∈ Z[X].
Soit µ ∈ N∗ et posons σ = µd et ν = σ!nσ. Alors il existe un polynôme unitaire Γ(X) ∈ Z[X] de degré
ν d = deg(pν) tel que r(X) := pν(X)− Γ(X) est un polynôme de la forme
r(X) =
ν−µ−1∑
l=0
pl(X)ql(X)
où les (ql)0≤l≤ν−µ−1 sont des polynômes de degré au plus d− 1 à coefficients dans Q ∩ [0, 1[.
Démonstration. Considérons la décomposition
pν(X) = E(X) +R(X)
où
E(X) =
σ∑
i=0
(
ν
i
)
1
ni
X(ν−i)dγi(X) (unitaire)
R(X) =
ν∑
i=σ+1
(
ν
i
)
1
ni
X(ν−i)dγi(X).
Examinons les coefficients de E(X) : pour 0 ≤ i ≤ σ, comme i!ni divise σ!nσ = ν, alors (νi) 1ni ∈ Z. Ainsi
E(X) ∈ Z[X].
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Regardons ensuite R(X) : pour i ≥ σ + 1, on a deg(X(ν−i)dγi(X)) ≤ (ν − i)d+ i(d− 1) ≤ νd− σ − 1 =
(ν − µ)d− 1, donc deg(R) ≤ (ν − µ)d− 1.
Comme {pl(X)Xk | 0 ≤ l ≤ ν − µ − 1, 0 ≤ k ≤ d − 1} forme une base de Qd(ν−µ)−1[X], R(X) est
alors une Q-combinaison linéaire de cette base. De plus, pl(X)Xk sont des polynômes unitaires deux à deux
de degrés différents, donc on peut trouver récursivement cl,k ∈ Q ∩ [0, 1[ dans l’ordre k = d − 1, . . . , 0 et
l = ν − µ− 1, . . . , 0, de sorte que
pν(X)−
l,k∑
cl,kp
l(X)Xk ∈ Z[X].
Posons enfin
ql =
d−1∑
k=0
cl,kX
k
r(X) =
ν−µ−1∑
l=0
pl(X)ql(X).
Alors Γ(X) := pν(X)− r(X) ∈ Z[X] est le polynôme unitaire cherché.
Lemme 3.2 Soit L une lemniscate de polynôme p ∈ Q[X] de degré d ≥ 1 et constante ρ > 1, alors il existe
une lemniscate de polynôme Γ ∈ Z[X] et constante 1 contenu dans L.
Démonstration. Il est clair que ∂L = {z ∈ C | |p(z)| = ρd}. Posons M = supz∈∂L(1 + |z|+ · · ·+ |z|d−1).
Soit µ ∈ N∗ tel que M
ρµd(ρd−1) ≤ 1/2 et ρ
µd
2 > 1. Soit Γ le polynôme dans le lemme précédent pour ce choix
de µ et reprenons les notations du lemme précédent.
Pour tout z ∈ ∂L, on a
|pν(z)− Γ(z)|
|pν(z)| =
|r(z)|
ρνd
=
∣∣∣∣∣
ν−µ−1∑
l=0
pl(z)ql(z)
∣∣∣∣∣
ρνd
6 M
ρνd
ν−µ−1∑
l=0
ρld 6 M(ρ
(ν−µ)d − 1)
ρνd(ρd − 1) ≤
M
ρµd(ρd − 1) ≤
1
2 .
Il résulte alors du théorème de Rouché que Γ−1(0) ⊂ L. D’autre part, cette inégalité implique que pour
tout z ∈ ∂L
|Γ(z)| ≥ |pν(z)| − |r(z)| ≥ 12 |p
ν(z)| ≥ ρ
µd
2 > 1.
Or 1Γ est holomorphe sur C\L car Γ−1({0}) ⊂ L, donc selon le principe du maximum, |Γ(z)| > 1 pour
tout z /∈ L.
Ainsi LΓ,1 ⊂ L.
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4
THÉORÈME DE ROBINSON
Nous allons dans cette partie énoncer et démontrer le théorème central de ce mémoire, à savoir le théorème
de Robinson. On considère un segment K de R. La deuxième partie (2.9) du mémoire nous permet de calculer
sa capacité. Si elle est strictement inférieure à 1, on sait par le théorème de Fekete 3.1 que le nombre d’entiers
algébriques totalement dans K est fini. Au contraire, lorsque la capacité est plus grande que 1, le théorème de
Fekete-Szegö 3.3 donne qu’il y a une infinité d’entiers algébriques arbitrairement proches de K au sens de C.
Cependant lorsque K est un segment de R, cette propriété ne suffit pas pour montrer qu’il y a un nombre infini
d’entiers algébriques totalement dans K. Ainsi les outils issus de la théorie du potentiel seuls ne permettent
pas de rendre bien compte de la situation pour les compacts de R. Pour démontrer une version analogue et
plus forte de Fekete-Szegö qui soit adaptée aux compacts de R, nous aurons besoin d’utiliser des notions sur les
courbes algébriques.
Dans la section 4.1, nous allons d’abord définir quelques notions sur les courbes algébriques : fonctions
régulières/rationnelles sur une courbe, groupe des diviseurs... Puis nous construirons une compactification lisse
d’une courbe hyperelliptique, dont nous donnerons une visualisation dans la section 4.1.7. Enfin, la section 4.2
est consacrée à la démonstration du théorème de Robinson. Comme nous allons le voir, on utilise de manière
astucieuse des courbes hyperelliptiques pour démontrer un théorème dont l’énoncé n’a a priori aucun lien avec
elles.
Nous utiliserons dans ce qui suit des notions de cartes locales, formes holomorphes et formes méromorphes
sur une surface de Riemann. Le lecteur en trouvera une présentation dans [6], en particulier aux sections I.1 et
B.2.
4.1 Quelques notions sur les courbes algébriques
Une courbe algébrique est un objet de dimension 1 localement défini par une équation algébrique, i.e. po-
lynomiale. Comme tous les polynômes sont des fonctions analytiques, l’aspect algébrique nous apporte moins
d’informations par rapport à l’aspect analytique, même si on en obtient déjà beaucoup lorsque l’on se concentre
uniquement sur son aspect algébrique. De plus, quand on étudie une courbe algébrique sur C, on peut parfois
prendre le point de vue de la géométrie analytique complexe qui peut s’avérer pertinent. Pour cette raison,
nous allons, par souci de simplicité, démontrer certaines propositions sous l’angle de la géométrie analytique
complexe à l’aide des fonctions holomorphes, méromorphes, etc., au lieu de chercher une description algébrique
qui serait moins intuitive.
On supposera toujours que le corps K est C, mais on utilisera K ou C selon l’aspect algébrique ou analytique.
Plusieurs définitions, constructions et résultats où on désignera le corps par K peuvent se généraliser, mais nous
ne nous y intéressons pas ici.
On donne un exemple visuel à la fin de la section 4.1.7, qui peut être utile pour comprendre les paragraphes
qui le précèdent.
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4.1.1 • Courbe algébrique : cas affine
Définition 4.1 Soit F ∈ K[X,Y ] un polynôme à deux variables qui est non constant et irréductible, c’est-
à-dire qui ne peut pas s’écrire comme produit de deux polynômes non constants dans K[X,Y ]. Une courbe
algébrique C sur l’espace affine A2K (ayant le même ensemble sous-jacent que K2) est l’ensemble des points
(x, y) ∈ K2 satisfaisant l’équation F (x, y) = 0. On la représentera comme
C : F (x, y) = 0.
• Aspect algébrique :
L’anneau des fonctions régulières de la courbe C est par définition l’anneau
A(C) := K[X,Y ]/(F ).
Autrement dit, il s’agit l’anneau de polynômes modulo une relation d’équivalence, où deux polynômes sont
équivalents si et seulement si ils prennent toujours la même valeur sur les points de la courbe C. A(C) est un
anneau intègre car F est irréductible ; son corps de fraction s’appelle le corps des fonctions rationnelles de la
courbe et est noté R(C).
• Aspect analytique (plus intuitif) :
Il résulte du théorème des fonctions implicites que, si ∇F = (∂xF, ∂yF ) 6= 0 en un point (x0, y0) ∈ C(C),
alors dans un voisinage de (x0, y0), la courbe admet une paramétrisation holomorphe par x ou y, c’est-à-dire
que la courbe est localement le graphe d’une fonction holomorphe y = y(x) ou x = x(y). La courbe se comporte
bien au voisinage d’un tel point (x0, y0) : on dit que (x0, y0) est un point lisse. Plus précisément, la courbe
admet une structure de variété complexe de dimension 1 au voisinage de (x0, y0). C’est pour cette raison de
dimension qu’on l’appelle une courbe. Au cas contraire, un point de C où ∇F = 0 s’appelle un point singulier.
Une courbe sans point singulier est dite lisse. Une courbe lisse admet donc une structure naturelle de surface
de Riemann.
On va considérer des courbes hyperelliptiques (affines), dont la définition donnée ici sera un peu plus restreinte
par rapport au cas général qui ne nous intéresse pas ici.
Définition 4.2 Une courbe hyperelliptique est une courbe algébrique
C : y2 = D(x)
où D ∈ C[X] est un polynôme unitaire en X de degré 2g + 2 (g ≥ 0) dont les racines sont distinctes. On dit
que C est une courbe hyperelliptique réelle si de plus D ∈ R[X].
Par cette définition, on vérifie bien qu’une courbe hyperelliptique est lisse.
4.1.2 • Diviseurs
Soit F (X,Y ) ∈ C[X,Y ] non constant et irréductible. Considérons la courbe algébrique complexe associée à
C. Le groupe de diviseurs sur C, qu’on notera div(C), est le groupe abélien libre engendré par la base {P}P∈C .
Plus précisément, un diviseur D sur C est une combination linéaire formelle à coefficients entiers d’un nombre
fini de points P ∈ C :
D =
n∑
i=1
niPi, où n ∈ N, ni ∈ Z, Pi ∈ C.
Des points différents sont considérés linéairement indépendants. Le groupe de diviseurs div(C) désigne alors
l’ensemble des diviseurs sur C muni d’une structure de groupe avec l’addition sur les coefficients terme à terme
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(point par point). On dispose d’un morphisme de groupes naturel, appelé degré d’un diviseur :
deg : div(C) −→ Z,
∑
niPi 7−→
∑
ni.
Supposons que la courbe C soit lisse. Alors selon le théorème des fonctions implicites, C possède une structure
de variété complexe de dimension 1. Soit f ∈ R(C)×. f peut se voir comme une fonction méromorphe sur C
et par suite, ordP (f) est bien défini pour tout P ∈ C comme l’ordre de la fonction méromorphe f en P . On
définit le diviseur principal associé à f ∈ R(C) comme
div(f) :=
∑
ordP (f)P.
On a div(f) ∈ div(C) puisqu’il n’y a qu’un nombre fini de coefficients non nuls. On vérifie bien que l’on vient
de définir un morphisme de groupes
div :
(
R(C)×, ·) −→ (div(C),+) .
On définit la jacobienne J(C) associée à la courbe (lisse) C comme le conoyau du morphisme ci-dessus, i.e.
J(C) := div(C)/divR(C)×.
On dit que deux diviseurs D1 et D2 sont linéairement équivalents si D1−D2 est un diviseur principal, autrement
dit, si D1 = D2 dans J(C).
Remarquons que l’hypothèse de lissité a été nécessaire pour définir les notions ci-dessus. C’est pourquoi on
voudra chercher une compactification lisse de la courbe hyperelliptique plus tard.
4.1.3 • Une compactification naïve
Quand on parle de la compacité d’une courbe, on parle de l’ensemble sous-jacent de la courbe muni de
la topologie induite de C2. Une courbe compacte possède certaines bonnes propriétés qui nous motivent à
compactifier les courbes. De plus, on souhaite que la courbe compactifiée soit lisse pour avoir une structure de
surface de Riemann.
La courbe hyperelliptique y2 = D(x) n’est pas compacte : en effet, intuitivement, il y a un (des) point(s) à
l’infini qui n’est (ne sont) pas sur la courbe affine. Une première approche possible est d’utiliser le plan projectif
P2K, qui compactifie le plan affine A2K = K2 en ajoutant une ligne projective à l’infini. La compactification induite
sur la courbe est alors la fermeture de C dans P2K. Plus précisément, les étapes cette compactification sont :
— Écrire l’équation de la courbe sous forme homogène z2gy2 = z2g+2D(x/z) ;
— Définir la compactification comme la courbe algébrique définie sur P2K par cette équation.
On ne détaillera pas cette approche. Toutefois, nous affirmons ici que cette courbe compactifié n’est pas lisse au
point ∞ = [0 : 1 : 0] ∈ P2K lorsque g > 0. On a donc besoin d’une autre compactification.
4.1.4 • Interlude : recollement de deux courbes algébriques affines
Avant de construire une compactification lisse, nous allons introduire une construction de recollement de
deux courbes algébriques affines
C1 : F (x, y) = 0, C2 : G(u, v) = 0
respectivement sur l’espace affine K2x,y et K2u,v (avec coordonnées x, y ou u, v).
Définition 4.3 Soit C : F (x, y) = 0 une courbe algébrique affine. Un fermé algébrique de C est l’ensemble
des zéros sur C d’un nombre fini de polynômes Hi ∈ K[X,Y ] pour i ∈ I où I est un ensemble fini. On le note
ZC(Hi, i ∈ I), ou simplement Z(Hi, i ∈ I) si aucune confusion n’existe.
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Définition 4.4 Soit C1 (resp. C2) une courbe algébrique sur K2x,y (resp. K2u,v). Une application ϕ : C1 → C2
est appelé un morphisme rationnel si ϕ = (u(x, y), v(x, y)) avec u, v ∈ R(C1).
Autrement dit, ϕ est rationnel si l’on peut l’écrire sous la forme u(x, y) = H11/H12, v(x, y) = H21/H22 où
Hij ∈ K[X,Y ] et H12, H22 non identiquement nuls sur C1. Remarquons qu’un tel ϕ est «à valeurs bien définies»
(en termes de l’application sous-jacente) sur C1\Z(H12, H22).
Définition 4.5 Une donnée de recollement entre surfaces de Riemann C1 et C2 consiste en :
(i) deux fermés algébriques Σ1 et Σ2 repectivement de C1 et C2 ;
(ii) une paire de morphismes rationnels
C1 C2
ϕ
ψ
qui induisent un isomorphisme à valeurs bien définies
ϕ : C1\Σ1 C2\Σ2 : ψ∼
Avec une telle donnée de recollement, on peut obtenir une courbe algébrique C ′ en prenant l’union disjointe
C1∪˙C2 et en identifiant les points de C1\Σ1 et de C2\Σ2 par ϕ et ψ. Quand on traite un point venant de Ci, on
pourra regarder son voisinage dans C ′ que nous pouvons identifier à Ci. Cette courbe n’est pas nécessairement
une courbe affine.
Les notions de corps des fonctions rationnelles, de lissité, des diviseurs et diviseurs principaux, etc. se
généralisent au cas d’une telle courbe recollée, en réunissant leurs définitions sur C1 et C2. Par exemple, f est
une fonction rationnelle sur C ′ si f |C1 et f |C2 sont toutes fonctions rationnelles, respectivement sur C1 et C2.
Nous ne rentrons pas dans les détails ici.
4.1.5 • Compactification lisse
Soit D ∈ K[x] un polynôme unitaire de degré 2g + 2 dont les racines sont distinctes. On a une courbe
hyperelliptique affine
C : y2 = D(x).
Sa compactification, que l’on note pour l’instant C˜, s’obtient en ajoutant deux points à l’infini∞+ et∞−. C’est
la courbe qu’on étudiera dans les paragraphes suivants.
On peut construire cette compactification de la manière suivante : C˜ = U0 ∪ U∞, où
U0 : y2 = D(x), U∞ : v2 = u2g+2D(1/u),
le recollement entre ces courbes affines étant donné par
U0 U∞
U0\{x = 0} U∞\{u = 0}
(x, y) (1/x, y/xg+1)
(1/u, v/ug+1) (u, v).
∼
(2)
Les points ∞± correspondent à (0,±1) sur U∞, i.e. sur la courbe v2 = u2g+2D(1/u). En se restreignant
à U0 ou U∞, on vérifie immédiatement que la courbe C˜ ainsi obtenue est lisse ; elle est muni d’une structure
naturelle de variété complexe. De plus, on a
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Proposition 4.1 C˜ est une surface de Riemann compacte de genre égal à g.
Une fois qu’on a obtenu la compactification C˜ , on continue à la noter C sans risque de confusion.
Proposition 4.2 Sur une courbe hyperelliptique compactifiée (lisse), tous les diviseurs principaux sont de
degré zéro. Autrement dit, on a (deg ◦ div)R(C)× = 0.
Démonstration. Par le théorème des résidus sur une surface de Riemann compacte ([6], Prop. B.2.2),
la somme des résidus d’une forme méromorphe est nulle. Soit f une fonction rationnelle, en appliquant ce
résultat à la forme df/f , avec le principe de l’argument, on obtient que f a autant de zéros que de pôles
comptés avec multiplicité.
La courbe compactifiée est munie d’une involution ι induite par l’application (x, y) 7→ (x,−y) sur l’espace
affine et qui échange∞+ et∞−. On appelle ι la conjugaison de cette courbe hyperelliptique. Cette conjugaison
induit canoniquement une involution sur le groupe de diviseurs sur la courbe :
∑
niPi 7→
∑
niι(Pi).
Exemple 4.1 (Calcul d’un diviseur principal sur C). Si on note α1, . . . , α2g+2 les racines de D(x) (qui sont
distinctes par hypothèse) et Pi ∈ C leurs points correspondants, alors
div(1/y2) = −2
2g+2∑
i=1
Pi + (2g + 2) (∞+ +∞−) . (3)
On vérifie bien que son degré est zéro.
Démonstration. Définissons d’abord la fonction 1/y2 : on la définit comme 1/y2 sur U0 et u2g+2/v2 sur
U∞ ; on vérifie qu’elles coïncident sur U0∩U∞ en effectuant le changement de variables (2), donc cette fonction
rationnelle est bien définie.
Ensuite, pour simplifier, on considérera le cas g = 1, D(x) = x(x3 − 1) et calculera la multiplicité d’un
point de vue plutôt analytique complexe (c’est-à-dire, avec des cartes locales, etc.). L’équation de la courbe
sur U∞ devient alors v2 = 1− u3.
Calculons sa multiplicité en ∞±. On se restreint à U∞. Alors ∞+ = (0, 1), et dans un voisinage de ∞+,
on peut prendre la carte locale (V1 étant un certain voisinage de 0)
ϕ1 : C ⊃ V1 −→ C, z 7−→ (u, v) = (z,
√
1− z3).
On a sur cette carte ϕ1(0) =∞+ et
1/y2 = u4/v2 = z4/(1− z3),
donc
ord∞+(1/y2) = 4 = 2g + 2.
De même, on a
ord∞−(1/y2) = 4 = 2g + 2.
Calculons par exemple la multiplicité de 1/y2 en P1 = (x, y) = (0, 0) ∈ U0. Précédemment u servait comme
paramètre (holomorphe) local de C en ∞±. Maintenant c’est la variable y qui servira comme paramètre local
de C en P1. Donc
ordP1(1/y2) = −2.
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Plus précisément, comme D(x) = x(x3− 1) a un zéro simple en x = 0, l’application holomorphe ψ : x 7→ w =
x(x3 − 1) est biholomorphe localement en x = 0 et w = 0, autrement dit, sur des voisinages suffisamment
petits de x = 0 et w = 0, ψ admet une inverse holomorphe qu’on note ψ−1(w). Ainsi, en prenant la carte
locale de (0, 0) ∈ U0 (V2 étant un certain voisinage de 0) :
ϕ2 : C ⊃ V2 −→ C, z 7−→ (x, y) = (ψ−1(z2), z),
on a
1/y2 = 1/z2,
donc
ordP1(1/y2) = −2.
Il en est de même pour tous les Pi = (αi, 0) ∈ U0 où αi est une racine de D(x). Notons que 1/y2 n’a pas
d’autres zéros ni d’autres pôles, d’où la formule (3).
Exemple 4.2 Soit A ∈ R[x] un polynôme unitaire ; on lui associe la forme différentielle ηA = A(x) dxy . Si
degA = g, alors ηA a un pôle simple en ∞+ et ∞−, avec résidus −1 et +1 respectivement ; si degA < g,
alors ηA est une forme holomorphe.
Démonstration. Il suffit de calculer dans les deux cartes locales comme dans l’exemple précédent.
4.1.6 • Courbes hyperelliptiques et équation de Pell-Abel
Nous démontrons ici un résultat important pour la suite : la caractérisation en termes de courbes hyperel-
liptiques de l’existence de solutions à une équation de Pell-Abel.
Définition 4.6 Soit D ∈ K[X] un polynôme unitaire de degré 2g + 2 avec racines distinctes. On appelle
équation de Pell-Abel l’équation d’inconnue (P,Q) ∈ K[x]2 de la forme :
P 2 −DQ2 = c, avec c ∈ K∗.
Le degré d’une solution (P,Q) est, par définition, le degré de P .
Théorème 4.1 Les assertions suivantes sont équivalentes :
1. L’équation de Pell-Abel admet une solution de degré r dans K[x].
2. Le diviseur r((∞−)− (∞+)) sur la courbe C (cf. section 4.1.5) est linéairement équivalent à 0.
Démonstration. Soit C la courbe définie par y2 = D(x). Son anneau des fonctions régulières est un
K[x]-module de base {1, y}, avec y2 = D(x).
Supposons qu’il existe P,Q ∈ K[x],c ∈ K∗ tels que P 2 −DQ2 = c. On pose ϕ+ = P + yQ, ϕ− = P − yQ.
Comme ϕ+ et ϕ− sont des fonctions régulières sur la courbe hyperelliptique affine, leurs pôles sont supportés
par {∞+,∞−}. Or ϕ+ϕ− = P 2−DQ2 = c, donc leurs zéros sont également supportés par {∞+,∞−}. Ainsi
div(ϕ+) = a(∞−) + b(∞+). Or deg(div(ϕ+)) = 0, donc b = −a et le degré de P donne que a = r. Ainsi
r ((∞−)− (∞+)) est principal (donc linéairement équivalent à 0).
Réciproquement, supposons que r((∞−) − (∞+)) est linéairement équivalent à 0. Soit ψ une fonction
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rationnelle telle que div(ψ) = r((∞−)− (∞+)). Comme ψ n’a pas de pôle sur l’espace affine, ψ est régulier.
Donc ψ s’écrit ψ = P + yQ avec P,Q ∈ K[x], avec degP = r. Son conjugué est ψ = P − yQ. Or la
conjugaison est involutive et échange ∞+ et ∞−, donc div(ψ) = (−r)((∞−) − (∞+)) et donc div(ψψ) = 0.
Ainsi P 2 −DQ2 = ψψ est une constante non nulle de K.
4.1.7 • Un exemple visuel
Introduisons la courbe hyperelliptique que nous allons étudier dans la preuve du théorème de Robinson.
Soient
a0 < b0 < a1 < · · · < ag < bg
des réels distincts et posons Ej = [aj , bj ] et E =
g⋃
j=0
Ej . On considère le polynôme
D =
g∏
j=0
(X − aj)(X − bj)
et on note C la courbe hyperelliptique compactifiée associée (cf. section 4.1.5).
Donnons une illustration visuelle de cette courbe dans le cas g = 2.
Figure 8 – Cas g = 2 : C comme une surface de Riemann (en haut) ou une courbe sur le plan affine (en bas)
.
La figure 8 montre la correspondance entre les deux représentations de la courbe C. La figure en bas sur le
plan affine (les traits pleins représentent les points réels) s’obtient en intersectant la surface en haut par un plan
horizontal (et en ôtant les points « à l’infini » ∞±). On voit clairement la position de ∞±, les deux points à
l’infini ajoutés à la courbe hyperelliptique affine. Alors, on comprend aussi la singularité de la compactification
naïve (cf. section 4.1.3) : elle se retrouve juste en collant les deux points ∞± dans la figure en haut !
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Notons αj le cycle sur la courbe qui revêt l’intervalle [bj−1, aj ]. Il existe alors un cycle βj traversant le
j-ième «trou» de la surface, qui n’intersecte que le cycle αj et de plus avec multiplicité 1. On dit alors que
{α1, . . . , αg, β1, . . . , βg} forme une base symplectique de l’homologie singulière H1(C,Z). Cette base est illustrée,
quand g = 2, dans la Figure 9.
Figure 9 – Cas g = 2 : une base symplectique de H1(C;Z)
.
Le genre g qui correspond intuitivement au nombre de trous de la surface, correspond également à la
dimension de l’espace des formes holomorphes.
Proposition 4.3 L’espace des 1-formes holomorphes sur une surface de Riemann de genre g a pour dimension
complexe g.
L’intégrale d’une forme holomorphe sur un cycle donne un accouplement parfait, au sens suivant :
Théorème 4.2 Soit {α1, . . . , αg, β1, . . . , βg} une base symplectique de H1(C,Z). Soit {ω1, . . . , ωg} une base
de l’espace des 1-formes holomorphes sur C. Alors la matrice de taille g×g des coefficients Ai,j définis comme
suit est inversible :
Aij =
∫
αj
ωi.
Pour la démonstration de ce théorème, nous renvoyons le lecteur curieux à [6], Théorème III.1.2.
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4.2 Démonstration du théorème de Robinson
L’objectif de ce qui suit est de démontrer le théorème suivant :
Théorème 4.3 (Robinson). Soit E une réunion finie d’intervalles de R tel que Cap(E) > 1, alors il existe
une infinité d’entiers algébriques totalement dans E.
Remarque 4.1 Il suffit de démontrer le théorème pour une réunion de segments disjoints, car l’union de deux
segments non disjoints forme un segment, et la capacité d’un intevalle ouvert est définie comme la borne
supérieure des capacités des segments contenus dans l’intervalle.
Soit a0 < b0 < a1 < · · · < an < bn. Soit Ej = [aj , bj ] et E =
g⋃
j=0
Ej .
On pose D =
g∏
j=0
(X − aj)(X − bj). La démonstration du théorème de Robinson repose sur la géométrie de
la courbe hyperelliptique y2 = D(x). On le démontre d’abord dans le cas dit de Pell-Abel, puis on généralise le
résultat par un argument de densité.
4.2.1 • Cas de Pell-Abel
On suppose que l’équation de Pell-Abel relative au polynôme D admet une solution, i.e. qu’il existe P,Q ∈
R[X] tels que
P 2 −DQ2 = c
où c est un réel non nul. On note r := deg(P ).
Notons d’abord que c > 0, en fait c = P (a0)2 car a0 est une racine de D. On pose alors M =
√
c et on écrit
l’équation de Pell-Abel sous la forme :
P 2 −DQ2 = M2.
Remarquons les premières propriétés des polynômes P et Q :
Proposition 4.4 Soit x ∈ R,
1. |P (x)| 6M ⇔ x ∈ E ou Q(x) = 0.
2. |P (x)| = M ⇔ x est racine de Q ou l’un des ai, bj .
Démonstration. Ces deux propriétés sont immédiates à partir de l’équation de Pell-Abel en observant que
D(x) 6 0⇔ x ∈ E. En effet, D tend vers +∞ en l’infini, et change de signe en chaque ai, bj .
La clé de la démonstration du théorème de Robinon repose sur la propriété suivante des racines des polynômes
P et Q, illustrée par la figure 10.
Proposition 4.5 On note rj le nombre de racines de P dans Ej .
1. Les racines de P et Q sont simples, entrelacées, et appartiennent toutes à
◦
E =
⋃g
j=0]aj , bj [.
2. Les racines de Q dans Ej divisent Ej en rj sous-intervalles ; dans chacun d’entre eux, le polynôme P
est, soit strictement croissant, soit strictement décroissant, de valeurs extrêmes M et −M .
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Ces propriétés sont illustrées par la Figure 10 (cas g = 1, r1 = 4, r2 = 6). Les pi sont les racines de P et les
qi sont les racines de Q.
Figure 10 – Allure de P , cas g = 1, r1 = 4, r2 = 6
Cette proposition est la clé de la démonstration du théorème de Robinson. En vue de son importance, il est
très instructif de la démontrer d’abord dans le cas g = 0 (autrement dit, E = [a, b] est un seul segment). Cela
permet de montrer les grandes étapes de la démonstration, en séparant les difficultés.
4.2.2 • Démonstration de la proposition 4.5 dans le cas g = 0
On se place ici dans le cas où E = [a, b] est un segment de R, donc g = 0 et D(X) = (X − a)(X − b). On
pose f = P + yQ, fonction régulière sur la courbe y2 = D(x) complétée comme au début du chapitre (elle n’est
plus hyperelliptique, mais simplement quadratique). Commençons par le calcul de df/f :
Proposition 4.6 On a df/f = r dx/y, où r = degP .
Démonstration. On sait que div(f) = r((∞−)− (∞+)) (cf. la démonstration du théorème 4.1), donc f a
un zéro d’ordre r en ∞− et un pôle d’ordre r en ∞+. Ainsi, df/f a deux pôles simples en (∞+), (∞−) de
résidus −r et r. Calculons alors les pôles de la forme dx/y et leurs ordres. Les seuls pôles éventuels de dx/y
sont soit (∞+), (∞−), soit les racines du polynôme D.
— Si α est une racine de D dans l’espace affine, comme les racines de D sont simples, on peut écrire
D(X) = (X−α)H(X), avec H(α) 6= 0. En différenciant y2 = (X−α)H(X), on obtient qu’au voisinage
de α : dx ∼ 2yH(α) dy.
Donc dx/y = 2H(α) dy n’a pas de pôle en α.
— En ∞±, dans les coordonnées (u = 1x , v = yx ), ∞+ = (0, 1), et l’équation de la courbe est v2 = u2D( 1u ).
Donc dxy = −uv duu2 = − du±√u2D( 1u )u ∼ ∓
du
u car le coefficient constant de u2D(
1
u ) est 1. Ainsi ∞+ est
un pôle simple de dx/y, et de même pour ∞−.
Par conséquent df/fdx/y n’a ni zéro ni pôle sur l’espace affine, ni à l’infini : il s’agit donc d’une fonction
constante. Or selon le calcul précédent, les résidus de dx/y en ∞± sont ∓1, donc cette constante vaut r.
Démontrons maintenant la proposition 4.5 dans le cas où E est un segment, illustrée par la figure 11 :
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Proposition 4.7 1. Les racines de P et Q sont simples, entrelacées, et appartiennent toutes à
◦
E.
2. Les racines de Q divisent E en r sous-intervalles ; dans chacun d’entre eux, le polynôme P est, soit
strictement croissant, soit strictement décroissant, de valeurs extrêmes M et −M .
Figure 11 – Allure de P , cas g = 0, r = 8
Démonstration. Une réalisation de f = P+yQ sur E est f(x) = P (x)+iy1(x)Q(x), avec y1(x) =
√−D(x)
car D(x) 6 0 pour tout x ∈ E. L’équation de Pell-Abel implique que |f(x)|2 = P (x)2 −D(x)Q(x)2 = M2,
donc f est de module constant égal à M sur E.
Nous pouvons ainsi écrire, selon le théorème de relèvement angulaire, que f(x) = Meiθ(x), avec θ : E → R
de classe C1. Ainsi on a P (x) = M cos(θ(x)), y1(x)Q(x) = M sin(θ(x)). Et comme f(a) = ±M , f(b) = ±M ,
on a θ(a) = c0pi, θ(a) = c1pi, où c0, c1 ∈ Z. De plus, on a
∫ b
a
df
f = i
∫ b
a
dθ = i(c1 − c0)pi. Or dff = r dxy ,
et
∫ b
a
dx
y = ±ipi (le résidu de dxy à l’infini est ±1 et la courbe y2 = D(x) est un revêtement de degré 2 sur
E = [a, b]. Le signe ± est déterminé lorsqu’on choisit une orientation.) On en déduit que |c1 − c0| = r.
Or selon la proposition 4.6, f ′ ne s’annule pas sur E, donc θ′ ne s’annule pas sur E. Ainsi θ est strictement
monotone sur E, allant de c0pi à c1pi, donc cos(θ(x)) s’annule |c1 − c0| = r fois, et sin(θ(x)) s’annule |c1 − c0|−
1 = r − 1 fois hors extrémités. Comme degP = r, degQ = r − 1, on a ainsi trouvé toutes les racines de P et
Q. Le reste des points de la proposition se déduisent immédiatement à partir de la forme sinusoïdale de P et
Q.
Le cas où E est un seul segment permet déjà d’illustrer les étapes principales de la démonstration dans le
cas général, en omettant une difficulté importante : quand E est la réunion des segments Ej , on ne sait pas
a priori combien de racines de P on doit trouver dans chaque Ej , et comment on peut affirmer que l’on aura
trouvé toutes les racines. Pour résoudre cette difficulté dans le cas général, on utilise les périodes d’une forme
différentielle sur la courbe hyperelliptique de genre g > 0.
54
Projet scientifique collectif
4.2.3 • Démonstration de la proposition 4.5 pour g > 0
On se place dans le cas général : E =
g⋃
i=0
[ai, bi].
Comme il a été indiqué précédemment, la difficulté est de déterminer combien de racines sont dans Ej =
[aj , bj ] et de vérifier que l’on a ainsi trouvé effectivement toutes les racines de P . Pour cela, nous utilisons les
périodes d’une forme différentielle particulière sur la courbe y2 = D(x), appelée forme canonique.
Théorème 4.4 Il existe un unique R ∈ R[X] unitaire de degré g tel que, pour j = 1, . . . , g,∫ aj
bj−1
R(x)√
D(x)
dx = 0.
La forme différentielle η = R(x) dxy est appelée forme canonique de troisième espèce.
Démonstration. On considère la courbe y2 = D(x) comme une surface de Riemann grâce au revêtement
(x, y) 7→ x. La dimension de l’espace des formes holomorphes est g. Par le biais d’un calcul de résidus dans les
coordonnées (u = 1x , v =
y
xg+1 ), on montre que pour i = 0, . . . , g−1 les xi dx/y, sont des formes holomorphes,
donc forment une base des formes holomorphes.
Notons αj le cycle sur la courbe qui recouvre (quadratiquement) l’intervalle [bj−1, aj ]. Un polynôme
unitaire de degré g R(X) = Xg +
g−1∑
j=0
cjX
j vérifie la condition exigée si et seulement si ses coefficients
c0, . . . cg−1 vérifient le système de g équations avec g inconnues :
g−1∑
i=0
ci
∫
αj
xi dx
y
= −
∫
αj
xg dx
y
, j = 1, . . . g.
Par le théorème 4.2, ce système est de déterminant non nul et admet donc une unique solution.
Remarque 4.2 Par un calcul dans les coordonnées (u = 1/x, v = y/xg+1), on peut montrer que η est une
forme méromorphe qui admet deux pôles simples en ∞+ et ∞−, de résidus −1 et 1 respectivement.
Remarque 4.3 Les relations
∫ aj
bj−1
R(x)√
D(x)
dx = 0 imposent que R s’annule au moins une fois dans chaque
[bj−1, aj ], pour j = 1, . . . , g. Comme R est de degré g, on y trouve alors toutes ses racines. En particulier, R
est de signe constant sur les Ej = [aj , bj ].
Intéressons-nous maintenant aux périodes de η sur les cycles qui recouvrent les segments [aj , bj ] (c’est un
revêtement quadratique, ramifié en aj , bj). Ces périodes sont égales à 2ηj , avec ηj =
∫ bj
aj
R(x)
i
√−D(x) dx.
Proposition 4.8 Notons ηj =
∫ bj
aj
R(x)
i
√−D(x) dx, pour j = 0, . . . g. Il existe (j)0≤j≤g ∈ {−1, 1}g+1 tels que
g∑
j=0
jηj = ipi.
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Figure 12 – Cas g = 2 :
⋃g
j=0 Γj est le bord de l’hémi-surface médiane.
Démonstration. Notons Γj les cycles qui recouvrent les segments [aj , bj ] (cf. Figure 12), les périodes de η
sur ces cycles valent ±2ηj . Notons Γ∞ un cycle autour du point∞− (cf. Figure 12). La forme η est holomorphe
dans le domaine encadré par
⋃
Γj et Γ∞. Donc par le théorème de Cauchy sur la surface de Riemann
g∑
j=0
∫
Γj
η =
∫
Γ∞
η = 2ipi
car le résidu de η en∞− vaut 1. Ainsi
g∑
j=0
jηj = ipi, les signes étant déterminés par l’orientation des cycles.
Comme dans le cas g = 0, le calcul de df/f nous sera utile dans la suite :
Proposition 4.9 On a df/f = rη, où r = degP et η est la forme canonique définie précédemment.
Démonstration. Nous savons que les formes df/f et rη ont comme seuls pôles ∞+ et ∞−, qui sont
simples et de résidus −r et r. Ainsi, df/f − rη est une forme holomorphe, qui peut donc s’écrire comme une
combinaison linéaire des xj dx/y pour j = 0, . . . g − 1. Nous savons que les périodes de η sur les [bj−1, aj ]
sont nulles. Pour montrer que cette combinaison linéaire est nulle, grâce à l’accouplement parfait (théorème
4.2), il suffit de montrer que les périodes de df/f sur les [bj−1, aj ] sont également nulles.
Fixons j ∈ {0, . . . , g}. Une réalisation de y sur les [bj−1, aj ] est y =
√
D(x), car D(x) y est positif. On peut
voir alors f(x) = P (x)+
√
D(x)Q(x) comme une fonction réelle sur [bj−1, aj ].On a |f(bj−1)| = |P (bj−1)| = M ,
|f(aj)| = |P (aj)| = M . Comme (P +
√
DQ)(P − √DQ) = M2, la fonction f ne s’annule pas, donc est de
signe constant ε ∈ {−1, 1} sur [bj−1, aj ]. Donc f(bj−1) = f(aj) = εM . Ainsi∫ aj
bj−1
df
f
=
∫ aj
bj−1
d(log(εf)) = log(εf(aj))− log(εf(bj−1)) = 0,
d’où le résultat souhaité.
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Montrons finalement la proposition 4.5 dans le cas général. On a plus précisément :
Proposition 4.10 Posons ηj =
∫ bj
aj
R(x)
i
√−D(x) dx et rj = r |ηj | /pi pour j = 0, . . . , g.
1. Le nombre de racines de P dans Ej = [aj , bj ] est rj .
2. Les racines de P et Q sont simples, entrelacées, et appartiennent toutes à
◦
E.
3. Les racines de Q dans Ej divisent Ej en rj sous-intervalles ; dans chacun d’entre eux, le polynôme P
est soit strictement croissant, soit strictement décroissant, de valeurs extrêmes M et −M .
Figure 13 – Allure de P , cas g = 1, r0 = 4, r1 = 6
Démonstration. Le début de la preuve est identique au cas où g = 0. Fixons j ∈ {0, . . . , g} et plaçons-nous
sur le segment Ej = [aj , bj ]. f se réalise sur Ej avec f(x) = P (x) + i
√−D(x)Q(x). On a |f | = M constant,
donc f(x) = Meiθ(x), avec θ : Ej → R continue, et θ(aj) = c0pi, θ(bj) = c1pi, avec c0, c1 ∈ Z car f(aj), f(bj)
valent ±M . On a donc
P (x) = M cos(θ(x)),
√
−D(x)Q(x) = M sin(θ(x)).
Puisque df/f = rη = rR(x) dx/y et que R ne s’annule pas sur Ej selon la remarque 4.3, la dérivée f ′ ne
s’annule pas sur Ej . Donc θ est strictement monotone sur Ej , donc le nombre de racines de P dans Ej est
|c1 − c0|, le nombre de racines de Q dans Ej est |c1 − c0| − 1 (car D ne s’annule qu’aux extrémités).
Il reste à déterminer |c1 − c0|. On remarque que :
(c1 − c0)ipi = i(θ(bj)− θ(aj)) = i
∫ bj
aj
dθ =
∫ bj
aj
df/f = rηj .
Par conséquent, |c1 − c0| = r |ηj | /pi = rj . Donc le nombre de racines de P dans Ej est bien rj . Comme P est
de degré r, on a dans un premier temps
g∑
j=0
rj 6 r.
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Or la proposition 4.8 montre qu’il existe des (j)0≤j≤g ∈ {−1, 1}g+1 tels que
g∑
j=0
±rj = r.
On en déduit que
∑g
j=0 rj = r. Ainsi, P n’a pas d’autre racine que celles dans les Ej . La forme sinusoïdale
de P et Q donne ensuite les points 2 et 3 de la proposition, du fait que θ est strictement monotone.
4.2.4 • Fin de la démonstration du théorème de Robinson
La proposition 4.5, qui décrit précisément le comportement des polynômes P et Q, est la clé de la démons-
tration du théorème de Robinson. Commençons par quelques conséquences immédiates de ce résultat.
Rappelons les notations : E =
g⋃
j=0
Ej , Ej = [aj , bj ], D(X) =
g∏
j=0
(X − aj)(X − bj), P 2 − DQ2 = M2,
degP = r.
Proposition 4.11 Cap(E) = (M2 )1/r.
Démonstration. Ceci est une conséquence du corollaire 2.11. En effet, les propositions 4.4 et 4.5 montrent
que P−1([−M,M ]) = E. Or Cap([−M,M ]) = M2 et P est unitaire de degré r, le corollaire 2.11 donne
Cap(E) = P−1([−M,M ]) = (M2 )1/r.
Proposition 4.12 P est le polynôme de Tchebychev de E de degré r.
Démonstration. La proposition 4.5 montre que P , unitaire de degré r, atteint les valeurs extrêmes ±M
r + 1 fois sur E, d’où le résultat par le théorème d’équioscillation 2.9.
Énonçons un dernier lemme très simple mais qui joue un rôle important dans la démonstration : une petite
perturbation ne change pas le nombre de racines de P dans E.
Lemme 4.1 Soit q ∈ R[X] tel que |q(x)| < M pour tout x ∈ E. Alors P − q a au moins r racines dans E.
Démonstration. Notons q1 < · · · < qr−1 les racines de Q et notons q0 = a et qr = b. P (qi) = ±M et
comme |q(qi)| < M , donc P (qi)− q(qi) est du même signe que P (qi). Ainsi P − q change de signe sur chaque
intervalle [qi, qi + 1], pour i allant de 0 à r − 1, d’où le résultat.
Nous avons désormais tous les éléments pour finir la démonstration du théorème de Robinson. Ramenons
d’abord tous les coefficients réels à des coefficients rationnels.
Proposition 4.13 On peut remplacerM,P,Q,D,E par M˜, P˜ , Q˜, D˜, E˜ de telle sorte que la proposition 4.5 soit
toujours vérifiée, mais avec M˜ ∈ Q, P˜ ∈ Q[X] (toujours de degré r), Q˜ = 1, E˜ ⊂ E et Cap(E˜) arbitrairement
proche de Cap(E).
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Démonstration. Soit M˜ ∈ [0,M ]∩Q. Selon le lemme 4.1 appliqué à q = ±M , P 2 − M˜2 admet 2r racines
dans E : u1 < · · · < u2r avec [ui, ui+1] ⊂ [qi, qi+1], où les qi sont les racines de Q. Par la continuité des racines,
on peut choisir P˜ à coefficients rationnels suffisamment proche de P de sorte que les racines de P˜ 2−M˜2 soient
toujours ordonnées de la même manière u˜1 < · · · < u˜2r. On pose alors D˜ = P˜ 2 − M˜2, E˜ =
⋃
[u˜i, u˜i+1] ⊂ E.
Comme Cap(E˜) = ( M˜2 )
1
r , on peut choisir M˜ rationnel suffisamment proche de M de sorte que Cap(E˜) soit
arbitrairement proche de Cap(E).
Supposons dès lors que P,Q,D,M soient à coefficients rationnels. Démontrons alors le théorème de Robinson,
dans le cas de Pell-Abel.
Théorème 4.5 (Robinson). Si Cap(E) > 1, alors il existe un nombre infini d’entiers algébriques totalement
dans E. Plus précisément, il existe une suite de polynômes unitaires à coefficients entiers de degré tendant
vers l’infini tels que leurs racines soient toutes dans E.
Démonstration. Comme Cap(E) = (M2 )1/r, Cap(E) > 1 équivaut à M > 2. Posons λ =
M
2 . On a donc
λ > 1.
Nous avons déjà un polynôme à coefficients rationnels ayant toutes ses racines dans E : P. Pour en trouver
d’autres, l’idée consiste à élever le polynôme à de très grandes puissances. Mais au lieu de le faire pour P
comme dans la démonstration du théorème de Fekete-Szegö 3.3, nous allons le faire pour f = P + yQ.
Nous avons vu que f(x) = P (x) + iy1(x)Q(x) = 2λeiθ(x). Ainsi f(x)n = (2λ)neinθ(x) = 2n−1(Pn(x) +
iy1(x)Qn(x)), avec Pn, Qn ∈ Q[X] unitaires. On peut également écrire Pn sous la forme
Pn(x) = 2λn cos(nθ(x))
Soit Tn le polynôme de Tchebychev du segment [−2, 2], on a ainsi Pn = λnTn(P/λ). Avec la formule
explicite de Tn :
Tn =
n/2∑
k=0
(−1)k n
k
(
n− k − 1
k − 1
)
Xn−2k
Nous pouvons développer totalement le polynôme Pn sous la forme :
Pn(X) = Xnr +
nr∑
k=1
αkX
nr−k
avec αk ∈ Q. Le but maintenant est de perturber Pn par un polynôme qn de degré < nr, tel que Pn−qn ∈ Z[X]
et que qn(x) < 2λn sur E. Dès lors, en vertu du lemme 4.1, Pn − qn aura toutes ses nr racines dans E et est
unitaire à coefficients entiers. Nous allons voir que cela est possible pour une infinité de n tendant vers +∞,
ce qui achèvera la démonstration.
Soit m ∈ N∗ tel que P = Xr + 1mΓ, où Γ ∈ Z[X]. Soit l ∈ N∗ un entier arbitraire (qu’on fixera ultérieure-
ment). Posons nl = (l!)2ml. Si 0 6 k 6 l, on a k!mk divise nl ; si 0 6 2i+ j 6 l, on a mj i! j! divise nl. Ainsi
on vérifie que α1, . . . , αlr sont entiers. Il reste dans la somme un polynôme Rn de degré au plus nr− lr−1 qui
est à coefficients dans Q. Choisissons (XjPk(X))06j<r, 06k<n−l comme base de Qnr−lr−1[X], et choisissons
cj,k ∈ Q ∩ [0, 1[) tel que Pnl − qnl ∈ Z[X] (c.f. la démonstration du lemme 3.1), où on pose
qnl =
∑
06j<r
∑
06k<n−l
cj,kX
jPk
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Rappelons que Pk oscille entre ±2λk. Notons C = max
x∈E
(
r−1∑
k=0
|x|k). Comme λ > 1, il existe l0 tel que pour
tout l > l0, Cλl(λ−1) < 1. Ainsi pour l > l0 :
|qnl(x)| 6
∑
j,k
|x|j 2λk 6 2C
n−l−1∑
k=0
λk 6 2C λ
n−l
λ− 1 < 2λ
n
Ainsi, on a construit une suite de polynômes unitaires à coefficients entiers de degré tendant vers l’infini
qui ont toutes leurs racines dans E (à savoir la suite (Pnl − qnl)l>l0). Le théorème est ainsi prouvé.
En peaufinant cette démonstration et en utilisant le fait qu’une application polynomiale transforme une
mesure d’équilibre en une mesure d’équilibre, nous avons le théorème suivant qui est plus fort :
Théorème 4.6 Pour la suite Pn précédemment construite, notons µPn la mesure de comptage des racines de
Pn normalisée. On a alors µPn
∗−→ µK , où µK la mesure d’équilibre de E.
Ce résultat est profond. Nous avons non seulement construit une infinité d’entiers algébriques totalement
dans le compact E, nous savons de plus qu’ils sont équidistribués suivant la mesure d’équilibre de E. Cela
répond partiellement à la question posée dans l’introduction, à savoir la distribution des entiers algébriques
totalement dans un compact. La démonstration de ce théorème se trouve dans l’article de Serre [2].
4.2.5 • Ramener le cas général au cas de Pell-Abel
Nous indiquons les arguments permettant de ramener le cas général au cas de Pell-Abel. Fixons g > 0.
Notons
U = {(a0, b0, . . . , ag, bg) ∈ R2g+2 | a0 < b0 < · · · < ag < bg}
Notons UPA le sous-ensemble de U tel que pour le polynôme D =
g∏
j=0
(X − aj)(X − bj), l’équation de Pell-Abel
admet une solution. Nous avons le résultat suivant :
Théorème 4.7 UPA est dense dans U .
On expose ici les idées principales de la démonstration. À un élément u ∈ U , on peut associer un point sur
la jacobienne de la courbe y2 = D(x) : ν(u) = ∞− −∞+ ∈ Rg/Zg. Le théorème 4.1 affirme que u ∈ UPA si
et seulement si ν(u) =∞− −∞+ est un point d’ordre fini (un point de torsion) sur la jacobienne. Or on peut
relever ν : U → Rg/Zg en une application continue θ : U → Qg, et ν(u) est un point d’ordre fini dans Rg/Zg si
et seulement si θ(u) ∈ Qg. On conclut ensuite par la densité de Qg dans Rg. Plus de détails de la démonstration
se trouvent dans l’article de Serre [2].
À partir du théorème 4.6, il est aisé de ramener le cas général au cas de Pell-Abel. En effet, si Eu une réunion
de segments donnée par u ∈ U telle que Cap(Eu) > 1, on peut alors trouver u′ ∈ UPA arbitrairement proche
de u de sorte que l’on a toujours Cap(Eu′) > 1, par continuité de Cap(Eu) par rapport à u (corollaire 2.2).
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CONCLUSION
Dans ce mémoire nous avons répondu dans la grande majorité des cas à la problématique initiale qui était :
« Quels segments de R possèdent une infinité d’entiers algébriques totalement inclus dedans ? »
Dans un premier temps, en s’appuyant sur des remarques « élémentaires » et des résultats numériques, nous
avons eu l’intuition que les segments de longueur supérieure à 4 avaient une infinité d’entiers algébriques totale-
ment inclus dedans alors que les segments de longueur inférieure à 4 n’en ont qu’un nombre fini. Cependant pour
pouvoir démontrer ces conjectures il a fallu voir notre problématique comme un cas particulier d’un problème
plus général et ne plus seulement considérer les segments de R mais tous les compacts du plan complexe.
Nous avons dû préciser la notion de taille pour avoir un équivalent pour les compacts de C de la longueur
d’un segment, nous avons ainsi expliqué la notion de capacité issue de la théorie du potentiel. À l’aide de cette
notion, nous avons mis en évidence que la valeur limite de la capacité pour ce problème est 1. La théorie du
potentiel donne plusieurs résultats dans ce sens mais pour le cas des segments de R, il est nécessaire de la
combiner à des propriétés de géométrie algébrique pour obtenir les résultats voulus.
Les résultats « élémentaires » de la partie 1 nous ont permis de développer les intuitions suivantes :
1. La capacité est la mesure de la taille des compacts de C adaptée à notre problème.
2. Généralement les compacts de capacité inférieure à un (dont les segments de longueur inférieure à 4)
possèdent un nombre fini d’entiers algébriques totalement inclus dedans.
3. Généralement les compacts de capacité plus grande que un (dont les segments de longueur supérieure à
4) possèdent une infinité d’entiers algébriques totalement inclus dedans.
La suite de notre mémoire consiste à prouver des résultats qui vont dans le sens de ces intuitions. Les
principaux sont exposés ci-dessous.
Le premier théorème issu de la théorie du potentiel permet de résoudre totalement le deuxième point :
Théorème (Fekete). Tous les compacts de capacité strictement inférieure à 1 possèdent un nombre fini
d’entiers algébriques totalement inclus dedans.
Corollaire Tous les segments de longueur strictement inférieure à 4 possèdent un nombre fini d’entiers
algébriques totalement inclus dedans.
Le troisième point est plus complexe. La théorie du potentiel donne un premier résultat :
Théorème (Fekete-Szegö). Soit un compact de C de capacité supérieure ou égale à 1 symétrique par
rapport à la conjugaison complexe. Alors tout voisinage (de complémentaire connexe) de ce compact possède
un nombre infini d’entiers algébriques totalement inclus dedans.
Cependant contrairement au théorème précédent ce théorème n’est pas applicable aux segments de R. En
mélangeant des notions de courbes algébriques aux notions introduites dans le précédent théorème, on obtient
un théorème beaucoup plus fort qui complète la discussion pour les segments de R.
Théorème (Robinson). Une réunion finie d’intervalles de R de capacité strictement supérieure à 1 possède
une infinité d’entiers algébriques totalement inclus dedans.
Corollaire Tous les segments de longueur strictement supérieure à 4 possèdent une infinité d’entiers algé-
briques totalement inclus dedans.
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Nous donnons ici plusieurs pistes de réflexion pour le lecteur intéressé. De nombreux problèmes restent ouverts.
Dans le cas des segments de R, la situation où la longueur du segment est égale à 4 n’est pas connue, sauf
dans le cas où les bords du segment sont entiers. On sait qu’il existe alors un nombre infini d’entiers algébriques
totalement inclus dedans. Que se passe-t-il si le segment est de longueur 4 et que les bords ne sont pas entiers ?
Ensuite, dans ce mémoire nous nous sommes principalement intéressés à la finitude des entiers algébriques
totalement dans un segment, un prolongement naturel serait de chercher à en savoir plus sur ces nombres et
en particulier connaître leur répartition. Certains résultats sont contenus dans notre mémoire. Par exemple,
nous avons explicité les entiers algébriques totalement dans le segment [−2, 2]. De plus, pour un segment E
de longueur strictement supérieure à 4, en peaufinant la démonstration du théorème de Robinson, on peut
démontrer l’existence d’une suite de polynômes unitaires à coefficients entiers ayant toutes leurs racines incluses
dans E et dont les mesures de comptage des racines convergent faiblement-* vers la mesure d’équilibre de E
(4.6). Considérons une suite d’entiers algébriques distincts totalement dans E. Les mesures de comptage des
racines de leur polynôme minimal convergent-elles faiblement-* vers la mesure d’équilibre de E ?
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A
ÉLÉMENTS DE THÉORIE DE LA MESURE
A.1 Mesures
La notion de mesure que l’on considère ici est la mesure de Radon.
Définition A.1 (Mesure de Radon). Soit D ⊂ C et on note C0c (D,R) l’espace des fonctions continues à
support compact sur D.
On appelle mesure de Radon toute forme linéaire continue sur C0c (D,R).
Pour µ une mesure de Radon, on note
∫
D
f dµ = µ(f).
Exemple A.1 (Mesure de Dirac). Soit z0 ∈ D, la mesure de Dirac en z, noté δz0 , est la forme linéaire
continue qui à f ∈ C0c (D,R) associe f(z0), i.e.
∫
f dδz0 = f(z0).
Exemple A.2 (Mesure de comptage (moyennée)). Soit F = {z1, . . . , zn} un sous-ensemble fini de D, la
mesure de comptage (moyennée) par rapport à F est donnée par νF = 1n
n∑
i=1
δzi , i.e.
∫
f dνF =
1
n
n∑
i=1
f(zi).
Définition A.2 (Mesure d’un ensemble). Soit µ une mesure sur D ⊂ C.
1. Si D est compact, la mesure de D est µ(D) :=
∫
D
1 dµ.
2. Si K ⊂ D est un compact, alors µ(K) =
∫
D
1K dµ =
∫
K
1 dµ.
3. Si D = ∪n∈NKn avec (Kn)n∈N une suite croissante de compact, alors la mesure de D est µ(D) :=
limn→∞ µ(Kn).
4. Si µ(D) = 1, on dit que µ est une mesure de probabilité sur D.
Remarque A.1
∫
D
1K dµ =
∫
K
1 dµ est définie comme inf{µ(f) : f ∈ C0c (D,R), 0 ≤ f ≤ 1, f |K = 1}.
Définition A.3 (Support d’une mesure). Soit µ une mesure sur D ⊂ C et U ⊂ D. On dit que µ est à
support dans U si et seulement si
∀f ∈ C0c (D,R), f |U = 0⇒
∫
D
f dµ = 0
Le support de µ est l’intersection de toutes les clôtures de ce type de U , ou également le plus petit fermé U
dans D vérifiant la condition ci-dessus. Le support de µ est noté comme supp(µ).
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Définition A.4 (Restriction/Extension de la mesure). Soit µ une mesure sur D à support dans un compact
K ⊂ D. Pour toute f ∈ C0(K,R), il existe f ′ ∈ C0c (D,R) tel que f ′|K = f , on définit les intégrales
µ(f) :=
∫
K
f dµ :=
∫
D
f ′ dµ
cela ne dépend pas de choix de f ′ ; µ devient ainsi une mesure restreinte dans K (que l’on notera µ par abuse
de langage). Pour toute f ∈ C0(D,R), on a l’intégrale bien défini
µ(f) :=
∫
D
f dµ := µ(f |K)
qui étend la définition de µ à C0(D,R).
Remarque A.2 Soit µ une mesure sur D à support dans un compact K, alors µ(D) = µ(K) =
∫
D
1 dµ.
Remarque A.3 À partir de ces définitions, on peut définir une mesure µ˜ comme
µ˜(A) = inf
U⊃A
sup
K⊂U
µ(K)
où U ouverts etK fermés, d’où l’intégrale de façon classique sur un sous-ensemble deD mesurable quelconque,
qui coïncidera avec µ sur C0c (D,R) ; pareil pour le support, la restriction et l’extension de la mesure.
A.2 Convergence faible-∗
Définissons maintenant la notion importante de la convergence faible-∗ des mesures.
Définition A.5 (Convergence faible-∗). Soit D ⊂ C et (µn)n∈N une suite de mesure sur D. Soit µ une
mesure sur D. On dit que (µn)n∈N converge faiblement vers µ, noté µn
∗−→ µ, si et seulement si
∀f ∈ C0c (D,R), lim
n→∞
∫
D
f dµn =
∫
D
f dµ.
Exemple A.3 (Intégrale de Riemann). Nous pouvons voir l’intégrale de Riemann comme la mesure limite
d’une suite de mesure de comptage : en effet, si f : [0, 1]→ R, on a
lim
n→∞
1
n
n∑
k=0
f(k
n
) =
∫ 1
0
f dx.
Si on note νn la mesure de comptage par rapport aux points { kn | k = 0, . . . , n}, la forme linéaire continue∫ 1
0
est la mesure limite de la suite (νn) pour la convergence faible-∗.
Exemple A.4 Si νn est la mesure de comptage par rapport aux racines n-ième de l’unité {e 2piikn | k =
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0, . . . , n− 1}, alors
lim
n→∞
∫
f dνn =
1
2pi
∫ 2pi
0
f(eiθ) dθ.
Proposition A.1 Soit K un compact de C tel que K =
⋂
n∈N
Bn avec (Bn)n∈N une suite décroissante de
compacts. Si on a une suite de mesures de probabilité (µn)n telle que µn
∗−→ µ et supp(µn) ⊂ Bn pour
chaque n, alors supp(µ) ⊂ K.
Démonstration. Soit f ∈ C0c (D,R) telle que f |K = 0, montrons que pour tout  > 0, on a
∣∣∫
K
f dµ
∣∣ < .
L’ouvert (car f est continue) U := {|f | < } contient K = ⋂nBn. Comme tous Ki sont compacts, il existe
un entier N tel que ∀n ≥ N,Bn ⊂ U . Soit maintenant φn ∈ C0c (D,R) telle que
φn|Bn = 1, φn|Uc = 0, 0 ≤ φn ≤ 1
alors pour tout n ≥ N , |φnf | < , (1 − φn)f |Bn = 0, puis
∣∣∫
D
f dµn
∣∣ = ∣∣∫
D
φnf dµn
∣∣ <  ; puis µn ∗−→ µ
donne
∣∣∫
K
f dµ
∣∣ ≤ 
Nous nous intéressons maintenant à l’espace des mesures sur un espace topologique donné. Soit X un espace
métrique compact, on note C(X) l’ensemble des fonctions continues de X dans R, et P(X) l’ensemble des
mesures de probabilité sur X.
Théorème A.1 (Banach-Alaoglu-Bourbaki). P(X) est un espace séquentiellement compact pour la topo-
logie associée à la convergence faible-∗.
Autrement dit, pour toute suite de mesures de probabilité (µn)n, il existe une sous-suite (µϕ(n))n et une
mesure de probabilité µ telles que µϕ(n)
∗−→ µ, i.e.
∀φ ∈ C(X),
∫
X
φ dµϕ(n)−→
∫
X
φ dµ
Démonstration.
X étant un espace métrique compact, C(X) est séparable, c’est-à-dire qu’on a une suite (φn)n dense dans
C(X).
L’idée de la démonstration est de faire une extraction diagonale. Pour φ1, on a (
∫
X
φ1 dµn)n qui est bor-
née, on peut donc en extraire une sous-suite (µϕ1(n))n telle que
∫
X
φ1 dµϕ1(n) converge. On extrait alors de
la même façon (µϕ2(n))n de la suite (µϕ1(n))n. On construit ainsi pour tout k ∈ N, (µϕk(n))n qui est extraite
des suites précédentes.
On considère alors la suite (µϕn(n))n. Alors, si k ∈ N, (
∫
X
φk dµϕn(n))n converge car pour n assez grand,
ϕn est extraite de ϕk. Par densité de (φn)n, (
∫
X
φ dµϕn(n))n converge pour φ ∈ C(X).
On définit alors la forme
Λ : C(X) −→ R
φ 7−→ lim
n→+∞
∫
X
φ dµϕn(n)
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Cette forme est clairement linéaire positive (ces deux propriétés passent à la limite), donc par le théorème
de représentation de Riesz, on peut écrire : Λ(φ) =
∫
X
φ dµ où µ est une mesure a priori quelconque sur C(X).
Pour montrer la compacité de P(X), il suffit de montrer que µ ∈ P(X), puisque par construction, on a
∀φ ∈ C(X), ∫
X
φ dµϕn(n)−→
∫
X
φ dµ. Or, on a : masse de µ =
∫
X
dµ = lim
k→+∞
∫
X
dµϕn(n) = 1, ce qui conclut
la démonstration.
A.3 Fonctions semi-continues inférieurement
On souhaite étendre le concept de mesure et de convergence faible-∗ à des fonctions pas nécessairement
continues.
Définition A.6 (Fonctions semi-continues inférieurement). Une fonction f : D ⊂ Rm → R ∪ {+∞} est
dite semi-continue inférieurement (s.c.i.) si l’une des propiétés équivalentes suivantes est satisfaite :
(i) ∀z0 ∈ D, f(z0) 6 lim inf
z→z0
f(z)
(ii) Sur tout compact K ⊂ D, f est la limite simple d’une suite croissante de fonctions continues
(iii) ∀α ∈ R, {f > α} := f−1(]−∞, α[) est un ouvert.
Définition A.7 Soit f une fonction s.c.i. et µ est une mesure positive à support dans un compact K ⊂ D.
On définit l’intégrale de f par rapport à µ :∫
K
f dµ = lim
n→∞
∫
K
fn dµ
où (fn) est une suite croissante de fonction continues sur K convergeant simplement vers f |K
Proposition A.2 Toute fonction s.c.i. définie sur un compact admet un point de minimum.
Démonstration. Considérons d’abord les ensembles {f > n}n∈Z et ensuite {f ≤ 1n + inf f}n∈N∗ .
Proposition A.3 Soient f une fonction s.c.i. vérifiant f |K ≥ α et µ ∈ P(D), supp(µ) = K ⊂ D. Alors∫
K
f dµ ≥ α ; en plus, ∫
K
f dµ = α ssi f |K ≡ α.
Démonstration. Comme µ est une mesure de probabilité, on se ramène au cas où α = 0. Soit (fn)
une suite croissante de fonctions continues sur K convergeant simplement vers f |K ≥ 0, alors ∀ > 0,
K = ∪n≥1{fn > −} ; par compacité, ∃N ∀n ≥ N, fn > − sur K, qui implique
∫
K
f dµ ≥ −. Donc∫
K
f dµ ≥ 0.
Pour la deuxième assertion, supposons qu’il existe ζ0 ∈ K tel que f(ζ0) > 0, alors on aura
∫
K
f dµ > 0. En
effet, il existe deux voisinages ouvert B1 b B2 de ζ0 dans D tel que f |B2 ≥ 12f(ζ0), soit χ ∈ C0c (B2,R) telle
que χ|B1 = 1 et 0 ≤ χ ≤ 1, alors f− 12f(ζ0)χ est une fonction s.c.i sur D et positive sur K ; par ce qui précède,∫
K
(f − 12f(ζ0)χ) dµ ≥ 0, alors
∫
K
f dµ ≥ 12f(ζ0)
∫
K
χ dµ ; ce dernier est strictement positif, sinon on vérifira
par définition que supp(µ) ⊂ K\B1 ( K (soit φ ∈ C0c (D,R) telle que φ|K\B1 = 0, alors (1 − χ)φ±|K = 0,
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∫
K
φ± dµ =
∫
K
χφ± dµ ≤ ‖φ‖∞
∫
K
χ dµ = 0, puis
∫
K
φ dµ = 0), ce qui est une contradiction.
Proposition A.4 Soit f une fonction semi-continue inférieure et (µn) une suite de mesures positives à support
inclus dans un compact K tel que µn
∗→ µ alors :∫
K
f dµ 6 lim inf
n→∞
∫
K
f dµn
Démonstration. Soit (fn) une suite croissante de fonctions continues qui converge vers f et soit  > 0. Il
existe n ∈ N tel que ∫
K
fn dµ ≥
∫
K
f dµ−. Il existem0 ∈ N tel que pourm ≥ m0,
∫
K
fn dµm ≥
∫
K
fn dµ−.
Puis :
∀m ≥ m0,
∫
K
fdµm ≥
∫
K
fn dµm ≥
∫
K
f dµ− 2
D’où lim inf
m→∞
∫
K
f dµm ≥
∫
K
f dµ− 2
Exemple A.5 Soit z ∈ C, la fonction t → log(1/ |z − t|) est semi-continue inférieurement, parce qu’elle est
continue en t 6= z et vaut +∞ en t = z.
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B
FONCTIONS SEMI-HARMONIQUES
Définition B.1 (Fonctions (sur-,sous-)harmoniques). Soit D ⊂ C un ouvert. Une fonction f : D → R
est dite harmonique (resp. surharmonique, sous-harmonique) si elle est continue (resp. semi-continue infé-
rieurement, semi-continue supérieurement) et si elle satisfait la propriété de moyenne (resp. sur-moyenne,
sous-moyenne) : pour tout z ∈ D, si le disque {|ζ − z| ≤ r} ⊂ D, on a
f(z) = 12pi
∫ 2pi
0
f(z + reiθ) dθ (resp. ≥,≤)
On dit qu’une fonction est semi-harmonique si elle est harmonique, surharmonique ou sous-harmonique.
Intuitivement, dans le graphe 3D, une fonction surharmonique prend ses valeurs sur ses moyennes locales ;
elle ne peut prendre de trop grandes valeurs en vertu de la semi-continuité inférieure :
f(z) ≤ lim inf
ζ→z
f(ζ).
Remarque B.1 Soit f : D → R une fonction continue (resp. semi-continue inférieurement, semi-continue
supérieurement). Alors f est harmonique (resp. surharmonique, sous-harmonique) si et seulement si elle
satisfait la propriété de moyenne (resp. sur-moyenne, sous-moyenne) locale : pour tout z ∈ D, il existe δ > 0
tel que la disque {|ζ − z| ≤ δ} ⊂ D et que pour tout 0 < r ≤ δ, on a
f(z) = 12pi
∫ 2pi
0
f(z + reiθ) dθ (resp. ≥,≤)
Remarque B.2 Supposons f ∈ C2(D). Alors f est surharmonique si et seulement si −∆f ≥ 0. Pour cela, on
peut considérer la fonction
m(r; z) = 12pi
∫ 2pi
0
f(z + reiθ) dθ
et utiliser la formule suivante
∂rm(r; z) =
1
2pi |r|
∫
B(z,|r|)
∆f.
Démonstration. En voyant f comme une fonction de R2 dans R et en posant −→n (θ) = (cos θ, sin θ) :
∂rf((Re(z), Im(z)) + rn(θ)) =
−→∇f · −→n (θ).
Puis par la formule de Green :
∂rm(r; z) =
1
2pi
∮
∂B(z,r)
−→∇f · −→n (θ) dl
r
= 12pir
∫∫
B(0,r)
−→∇ · −→∇f · ds.
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Exemple B.1 Soit F une fonction holomorphe sur un ouvert D ∈ C. Alors pour p > 0, |F |p et log |F | sont
sous-harmoniques. En effet, il suffit de le montrer sur l’ouvert {F 6= 0}. Puisque localement F p (resp. logF )
a une branche holomorphe, on peut vérifier la continuité et appliquer la formule intégrale de Cauchy, puis
on utilise l’inégalité triangulaire pour l’intégrale (resp. on prend la partie réelle).
Proposition B.1 Soient f, g deux fonction surharmoniques sur U , alors min(f, g) est aussi surharmonique
sur U .
Démonstration. Le minimum de deux fonctions semi-continue inférieurement est encore semi-continue
inférieurement et la vérification de la propriété de sur-moyenne est directe.
Théorème B.1 (Principe du minimum des fonctions surharmoniques). Soit D ⊂ C un ouvert connexe et
borné. Soit f une fonction surharmonique non constante sur D telle que
lim inf
z→ζ
f(z) ≥ m, ∀ζ ∈ ∂D
Alors f(z) > m pour tout z ∈ D. Par conséquent, aucune fonction surharmonique non constante sur un
ouvert connexe (non nécessairement borné) n’atteint son minimum.
Démonstration. L’idée est d’utiliser la propriété de sur-moyenne et un argument d’ouvert-fermé.
D’abord, on prolonge f(z) à tout point ζ ∈ ∂D par f˜(ζ) = lim infz→ζ f(z) et f˜ |D = f ; alors f˜ est bien
une fonction semi-continue inférieurement sur D et surharmonique dans D. Comme D ⊂ C est borné et D
est compact, f˜ atteint son minimum m′ = minD¯ f˜ sur D (Prop. A.2).
Comme f est semi-continue inférieurement, l’ensemble {f = m′} = {f ≤ m′} est fermé dans D. D’autre
part, pour tout ζ0 ∈ D vérifiant f(ζ0) = m′, on a pour un certain δ > 0 et tout r ∈]0, δ],
m′ = f(ζ0) ≥ 12pi
∫ 2pi
0
f(ζ0 + reiθ) dθ ≥ m′
alors par Prop. A.3, pour tous r ∈]0, δ], θ ∈ [0, 2pi], on a f(ζ0 + reiθ) = f(ζ0) = m′, c’est à dire f ≡ m′ dans
un voisinage de ζ0, ce qui montre que {f = m′} est un ouvert de D. Ainsi, {f ≤ m′} = {f = m′} est un
ouvert-fermé de D ; il n’est pas D comme f est non constante, donc il est vide par la connexité de D, c’est à
dire, f(z) > m′, ∀z ∈ D.
D’ailleurs, comme m′ est effectivement atteint par f˜ , il existe ζ0 ∈ D\D = ∂D tel que f˜(ζ0) = m′. Par
définition de f˜ et l’hypothèse dans l’énoncé (finalement !), on a
f˜(ζ0) = lim inf
z→ζ0
f(z) ≥ m
par suite m′ ≥ m. On en conclut que f(z) > m, ∀z ∈ D.
La deuxième assertion en résulte aussitôt si l’on tient compte au fait qu’elle est un résultat local.
Corollaire B.1 (Principe du maximum pour les potentiels). Soit µ une mesure positive fini à support
compact. Si Uµ(z) ≤M pour tout z ∈ supp(µ), alors il en est de même pour tout z ∈ C.
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Démonstration. Il résulte aussitôt de la dernière assertion du théorème. En effet, posons K = supp(µ),
et définissons f(z) := −Uµ(z), qui est une fonction harmonique, a fortiori surharmonique sur C\K. Elle est
nonconstante et tend vers +∞ lorsque z →∞. Pour tout ζ0 ∈ ∂K, on a
lim inf
z→ζ0
f(z) ≥ −M. (4)
Alors f atteint son minimum s’il existe z ∈ C tel que Uµ(z) > M .
Reste à démontrer (4). Soit r > 0. Écrivons d’abord
f(ζ)− f(z) =
∫
log |ζ − t|
z − t dµ(t) =
(∫
K∩B(ζ0,r)
+
∫
K\B(ζ0,r)
)
log |ζ − t||z − t| dµ(t).
Choissisons ζ = ζ(z) ∈ arg minζ∈K |ζ − z|, alors pour tout t ∈ K, on a
|ζ − t|
|z − t| =
|ζ − z|+ |z − t|
|z − t| ≤
|t− z|+ |z − t|
|z − t| = 2.
On en déduit ∫
K∩B(ζ0,r)
log |ζ − t||z − t| dµ(t) ≤ 2µ(B(ζ0, r)).
D’autre part, lorsque z → ζ0, on a ζ → ζ0, donc∫
K\B(ζ0,r)
log |ζ − t||z − t| dµ(t)→ µ(B(ζ0, r)
c)× log(1) = 0.
L’hypothèse sur Uµ(z) entraîne f(ζ) ≥ −M > −∞. En combinant se qui précède et en prenant la limite
z → ζ0, on obtient
lim inf
z→ζ0
f(z) ≥ −M − 2µ(B(ζ0, r)). (5)
Comme f ≥ −M sur K par hypothèse, on a f > −∞ partout sur C par la définition de f = −Uµ(z), donc
lim
r→0
µ(B(ζ0, r)) = µ({ζ0}) = 0.
En combinant avec (5), on achève la démonstration de (4).
On énonce le théorème suivant qui généralise le principe du minimum :
Théorème B.2 (Principe du minimum généralisé). Soit D ⊂ C un ouvert connexe tel que Cap(∂D) > 0 et
f une fonction non constante, surharmonique et bornée inférieurement dans D, satisfaisant pour q.t. ζ ∈ ∂D
l’inégalité :
lim inf
z→ζ
f(z) ≥ m.
Alors on a f(z) > m pour tout z ∈ D.
Pour la démonstration, une bonne référence sera [7], Theorem 3.6.9.
Proposition B.2 (Tiré-en-arrière par application holomorphe). Soit f une fonction holomorphe non constante
sur un ouvert connexe D ⊂ C, soit D′ = f(D) (aussi un ouvert connexe). Alors pour toute fonction (sous-,
sur-)harmonique u : D′ → R, u ◦ f est aussi (sous-, sur-)harmonique.
On omettra sa démonstration ([7], Corollary 2.4.3). Cette proposition nous permet d’étendre la définition
de fonctions (sous-, sur-)harmoniques à la sphère de Riemann C = C ∪ {∞} :
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Définition B.2 (Fonctions (sur-,sous-)harmoniques (suite)). Une fonction f(z) définie dans un voisinage
de ∞ (∞ inclus) est dite (sous-,sur-)harmonique dans un voisinage de ∞ si f(1/z) en est dans un voisinage
de 0. Une fonction f : C ⊃ D → R est dite (sous-,sur-)harmonique si tout point de D admet un voisinage où
f est (sous-,sur-)harmonique.
C
RASSEMBLEMENT DES DÉMONSTRATIONS
TECHNIQUES
C.1 Démonstration de la proposition 2.6
Proposition C.1 Soit K ⊂ C un compact avec Cap(K) > 0. Si ΩK satisfait la condition de cône, alors ΩK
est régulier.
Démonstration. Montrons pour tout ζ0 ∈ ∂ΩK que
lim
z→ζ0
gK(z,∞) = 0
(i) D’abord, soit χ(z) une fonction positive surharmonique sur un ouvert connexe Ω0 = ΩK ∩B(ζ0, δ) 6= ∅
telle que
A = inf
{
χ(z) : z ∈ ΩK , δ2 < |z − ζ0| < δ
}
> 0
lim
z→ζ0
χ(z) = 0.
Comme gK(·,∞) est bornée sur Ω0 (Thm. 2.6), on peut choisir M > 0 suffisamment grand tel que MA >
gK(·,∞) sur Ω0 ; puis pour tout ζ ∈ ΩK ∩ ∂B(ζ0, δ), on a
lim inf
z→ζ
(Mχ(z)− gK(z,∞)) ≥ 0;
il en résulte aussi que Mχ− gK(·,∞) est bornée inférieurement sur Ω0. De plus, comme χ est positive, on a
pour tout ζ ∈ ∂ΩK tel que |ζ − ζ0| ≤ δ
lim inf
z→ζ
χ(z) ≥ 0
puis pour q.t. ζ ∈ ∂ΩK ,
lim inf
z→ζ
(Mχ(z)− gK(z,∞)) ≥ 0
D’autre part, χ est surharmonique dans Ω0, puis Mχ− gK(·,∞) est surharmonique car gK(·,∞) est harmo-
nique. Notons que
∂Ω0 ⊂ {ζ ∈ ∂ΩK : |ζ − ζ0| ≤ δ} ∪ {ζ ∈ ΩK : |ζ − ζ0| = δ}
et que (Prop. 2.4(c)) Cap(∂Ω0) = Cap(Ω0) > 0 car Ω0 est un ouvert non vide (Cor. 2.3(a)). Appliquant le
principe du minimum généralisé à Ω0, on obtient alors pour tout z ∈ Ω0
Mχ(z)− gK(z,∞) ≥ 0
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donc
0 = lim
z→ζ0
Mχ(z) ≥ lim sup
z→ζ0
gK(z,∞) ≥ 0
lim
z→ζ0
gK(z,∞) = 0
(ii) soit χ(z) > 0 une fonction surharmonique sur Ω1 = ΩK ∩B(ζ0, δ) 6= ∅ telle que
A = inf
{
χ(z) : z ∈ ΩK , δ2 < |z − ζ0| < δ
}
> 0
lim
z→ζ0
χ(z) = 0
Posons pour z ∈ ΩK
χ˜(z) =
{
min
(
χ(z)
A , 1
)
z ∈ Ω1
1 z ∈ ΩK\Ω1
Par définition, 0 < χ˜ ≤ 1. Étant le minimum de deux fonction surharmonique, χ˜ est surharmonique sur Ω1 ;
χ˜ ≡ 1 est surharmonique sur ΩK ∩ {|z − ζ0| > δ2} ; donc χ˜ est surharmonique sur ΩK . En plus,
lim
z→ζ0
χ˜(z) = 0
Soit R > 2δ assez grand tel que ∂ΩK ⊂ B(ζ0, R), alors Ω0 = ΩK ∩B(ζ0, R) 6= ∅ est connexe puisque ΩK est
connexe. Aussi, on a
inf
{
χ(z) : z ∈ ΩK , R2 < |z − ζ0| < R
}
= 1 > 0
Alors on s’est ramené au cas (i) avec (χ, δ) := (χ˜, R).
(iii) Montrons, pour tout ζ0 ∈ ∂ΩK , l’existence d’une telle fonction χ dans (ii) (pour un cetain δ > 0). Il
s’agit du composé d’une transformation de Möbius et d’une branche de <(1/ logw), |w| < 1. Pour l’expliciter,
selon la condition de cône, soit ζ1 6= ζ0 tel que le segment [ζ0, ζ1] ⊂ C\ΩK . Ensuite prenons
χ(z) = <
(
1
/
log z − ζ0
z − ζ1
)
, z ∈ ΩK ,
∣∣∣∣z − ζ0z − ζ1
∣∣∣∣ < 1
avec δ bien choisi. La vérification est directe, compte tenu de Prop. B.2.
Remarque C.1 Notons que l’on n’a utilisé la condition de cône que dans (iii) pour construire une paire (δ, χ)
pour la partie (ii) ; donc, sans supposer la condition de cône, si l’on peut construire pour tout ζ0 ∈ ∂ΩK une
paire (δ, χ) satisfaisant les conditions dans la partie (ii) de la démonstration, alors ΩK est régulier.
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C.2 Démonstration du théorème 2.8
Théorème C.1 Soit K1,K2 ⊂ C deux compacts non vides. Soit f : ΩK1 ∪{∞} → ΩK2 ∪{∞} une application
holomorphe non constante telle que f(∞) =∞. Alors,
(a) |Af |Cap(K1)nf ≥ Cap(K2).
(b) Supposons en plus que :
(i) Cap(K2) > 0 ;
(ii) f−1(∞) = {∞} ;
(iii) ΩK2 soit régulier ;
(iv) f se prolonge continûment aux bords ∂ΩK1 → ∂ΩK2 .
Alors, Cap(K1)>0, ΩK1 est régulier et
gK1(·,∞) =
1
nf
gK2(f(·),∞)
|Af |Cap(K1)nf = Cap(K2).
Démonstration. (a). On peut supposer Cap(K2) > 0. Alors gK2(·,∞) > 0 est harmonique sur ΩK2 , donc
gK2(f(·),∞) > 0 est surharmonique (Prop. B.2) sur ΩK1 (d’ailleurs elle sera harmonique lorsque f−1(∞) =
{∞}). En outre, on a gK2(w,∞) = log |w|+ VK2 + o(1) lorsque w →∞, par suite,
gK2(f(z),∞) = log |f(z)|+ VK2 + o(1) = nf log |z|+ log |Af |+ VK2 + o(1), z →∞
Supposons d’abord Cap(K1) > 0. Définissons
h(z) := gK2(f(z),∞)− nfgK1(z,∞).
Alors h est surharmonique sur ΩK1 , et même sur ΩK1∪{∞} si l’on enlève cette singularité isolée en définissant
h(∞) := log |Af |+ VK2 − nfVK1 .
Selon Thm. 2.6, limz→ζ gK1(z,∞) = 0 pour q.t. ζ ∈ ∂ΩK1 , donc on a pour q.t. ζ ∈ ∂ΩK1
lim inf
z→ζ
h(z) ≥ 0.
Aussi, on a vu que h(z) était bornée dans un voisinage de ∞ ; hors de ce voisinage, gK1(·,∞) est borné ;
donc h(z) est borné inférieurement. Alors le principe du minimum généralisé entraîne que soit h(z) ≡ 0 soit
h(z) > 0 sur ΩK1 , en particulier
h(∞) = log |Af |+ VK2 − nfVK1 ≥ 0.
Maintenant ne supposons plus Cap(K1) > 0. Pour  > 0, soit K1 = {z ∈ C : dist(z,K1) ≤ } ; alors son
intérieur est non vide, donc Cap(K1) > 0 selon Cor. 2.3(a). Alors |Af |Cap(K1)nf ≥ Cap(K2) par ce qui
précède. Appliquant Prop. 2.4(d) à la suite (K1/n1 ), on obtient
|Af |Cap(K1)nf ≥ Cap(K2)
73
Projet scientifique collectif
(b). On a Cap(K1) > 0 par (a). La condition du prolongement par continuité donne que limz→ζ0 f(z)
existe et appartient à ΩK2 pour tout ζ0 ∈ ∂ΩK1 , donc la régularité de ΩK2 entraîne
lim
z→ζ0
gK2(f(z),∞) = 0, ∀ζ0 ∈ ∂ΩK1
Reprenons les notations dans (a). Rappelons-nous que h(z) est bornée dans un voisinage U de ∞ ; les condi-
tions (ii) et (iv) implique que f(U) est contenu dans le complément dans ΩK2 d’un voisinage de ∞, alors
gK2(f(·),∞) est borné dans ΩK1\U . On a alors montré que h(z) était une fonction harmonique et bornée sur
ΩK1 ∪ {∞} satisfaisant pour q.t. ζ ∈ ∂ΩK1
lim
z→ζ
h(z) = 0.
En appliquant le principe du minimum généralisé à h et −h, on obtient h(z) ≡ 0, en particulier h(∞) = 0.
Donc, on a
VK1 =
1
nf
(log |Af |+ VK2)
Cap(K1) =
(
Cap(K2)
|Af |
)1/nf
.
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