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Abstract. An axiomatic theory of classical nondissipative waves is proposed that is constructed based on
the definition of a wave as a multidimensional oscillator. Waves are represented as abstract vectors |ψ〉
in the appropriately defined space Ψ with a Hermitian metric. The metric is usually positive-definite but
can be more general in the presence of negative-energy waves (which are typically unstable and must not
be confused with negative-frequency waves). The very form of wave equations is derived from properties
of Ψ . The generic wave equation is shown to be a quantumlike Schro¨dinger equation; hence one-to-one
correspondence with the mathematical framework of quantum mechanics is established, and the quantum-
mechanical machinery becomes applicable to classical waves “as is”. The classical wave action is defined
as the density operator, |ψ〉 〈ψ|. The coordinate and momentum spaces, not necessarily Euclidean, need
not be postulated but rather emerge when applicable. Various kinetic equations flow as projections of
the von Neumann equation for |ψ〉 〈ψ|. The previously known action conservation theorems for noneikonal
waves and the conventional Wigner-Weyl-Moyal formalism are generalized and subsumed under a unifying
invariant theory. Whitham’s equations are recovered as the corresponding fluid limit in the geometrical-
optics approximation. The Liouville equation is also yielded as a special case, yet in a somewhat different
limit; thus ray tracing, and especially nonlinear ray tracing, is found to be more subtle than commonly
assumed. Applications of this axiomatization are also discussed, briefly, for some characteristic equations.
PACS. 52.35.-g Waves, oscillations, and instabilities in plasmas and intense beams – 03.50.Kk Other
special classical field theories – 45.20.Jj Lagrangian and Hamiltonian mechanics – 02.40.Yy Geometric
mechanics
1 Introduction
1.1 Motivation
Basic theorems of classical wave physics, such as typical
field equations and conservation of the wave action (a lin-
ear measure of the “number of photons”), are well known
to describe a tremendously wide variety of physical sys-
tems. In literature, these theorems commonly emerge in
the context of specific applications, leaving such universal-
ity somewhat miraculous. One may wonder then whether a
more consistent, axiomatic formulation of wave physics is
possible that would not appeal to empirical arguments and
be abstracted from the wave nature and equations describ-
ing particular environments (e.g., Maxwell’s equations).
Apart from the promise to be intellectually stimulating
and aesthetically appealing, such a theory could also have
a tangible practical value. In particular, it would stan-
dardize methods of searching for conservation theorems,
otherwise commonly done ad hoc, and find most natural
representations of wave dynamics in specific media.
It is the purpose of this paper to propose such an ax-
iomatic formulation by expanding on a similarly-spirited
study [1] of the geometrical-optics (GO), or “eikonal”,
limit toward general, or “noneikonal”, waves. (We will
specifically focus on nondissipative linear waves here, but
dissipation and nonlinearity could be included too, much
like in Ref. [1,2], and will also be discussed below, al-
beit briefly.) The idea is to replace their conventional un-
derstanding, which comes through studying properties of
characteristic but nevertheless specific models, with a the-
ory that formalizes the wave concept and thereby, for the
first time, offers the advantage of true generality. Within
this approach, a basic theory, as it turns out, can be
constructed deductively and using nothing more than ge-
ometric arguments. Extraneous mathematical tools like
the Fourier and Wigner-Weyl transforms, which are com-
monly considered as pillars of the wave kinetic theory
(WKT) [3,4,5,6,7], then happen to be redundant for de-
riving any of the fundamental theorems. Once a wave is
actually defined, these transforms rather emerge, in a gen-
eralized form, and so, in fact, does the very space in which
the wave propagates. The axiomatic formalism also hap-
pens to reproduce the mathematical framework of quan-
tum mechanics (QM) as a special case. Hence classical
and QM waves can be treated on exactly the same foot-
ing, which facilitates cross-fertilization of the two fields.
Below we elaborate on the utility and historical context
of this approach and describe our specific findings.
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1.2 Historical background
Notwithstanding the long history of research in the field of
general wave physics, the field still remains in the develop-
ing phase and continues to be studied actively on the level
of basic formalism [8]. This situation is in striking contrast
to similarly-spirited disciplines like QM that has enjoyed
numerous formalizations. The difference might stem from
the fact that QM deals with relatively simple Hermitian
operators that give rise to conservation laws manifestly,
whereas classical waves are much more general. (Another
difference, of course, is that the classical-physics commu-
nity has its traditions rooted in days when an abstract
language was not an immediate necessity, unlike in QM,
and thus did not seem advantageous in the long run ei-
ther.) Hence the question regarding the existence and the
specific form of their conserved quantities is not at all
trivial; e.g., see a related discussion in Refs. [9,10].
It is more or less a consensus today in fundamental
theory, slowly but steadily penetrating also into applied
calculations, that complex dynamics is often understood
most efficiently through geometric arguments rather than
brute-force algebra. (The methodological advantages of
such arguments are well known, e.g., from QM1 and need
not be restated here.) Same applies to the understanding
of classical waves. A number of theories were proposed
over the years that offer ad hoc geometric structure for
specific wave equations, such as the linearized Vlasov-
Maxwell system, that lead to explicit derivation of the
action conservation theorem (ACT) and properly define
the energy for waves beyond the GO approximation; see,
e.g., Refs. [8,12,13,14] and references therein. These theo-
ries are yet not entirely complete, specifically, for two rea-
sons. First, they assume waves propagating on manifolds
and thus cannot treat localized modes on the same foot-
ing, even though one could expect their physics to be not
too different. In this sense, the commonly adopted formal-
ism for differentiable fields could be expected to flow as a
limit of a general theory rather than be a part of its foun-
dation. Second, one may find the existing approaches to be
not sufficiently motivated from the physical point of view;
rather they just “happen to work”. (One example is the
approach proposed in Refs. [12,13] that involves field com-
plexification and introduction of a pseudo-Hilbert space
with inner product that is zero on real fields. Another ex-
ample is the already mentioned reliance of the modern
WKT on the Fourier and Wigner-Weyl transforms that,
as formal mathematical operations applied ad hoc, do not
have a physical meaning of their own.) It stands to reason
that there exists basic physics behind such intriguing but
formal mathematical tricks. Identifying this physics could
explain why the tricks actually work and, through that,
render the wave theory something more fundamental, and
further-reaching, than it appears as is. But, in order to do
that, the concept of the wave needs to be formalized first.
1 See, e.g., Ref. [11]. One may also find parallels between our
results and the mentioned paper (see papers cited therein too),
except that the latter focuses on finding classical mechanics in
QM, whereas we will do the opposite.
1.3 Geometric quantumlike approach
A suitable way to define a general (nondissipative) wave
is to think of it as interference of eigenmode oscillations.
This definition may not cover strongly nonlinear pertur-
bations like turbulent eddies but, in return, helps one ana-
lyze the basic physics of linear and weakly nonlinear waves
efficiently. Whether or not eigenmodes are easy to find
explicitly, the very knowledge that they are what com-
prises the wave permits considering any wave simply as a
multidimensional (harmonic or weakly nonlinear) classi-
cal oscillator. But such oscillators can be easily studied in
general, so all fundamental theorems of wave physics then
flow ordine geometrico demonstrata. This means, in par-
ticular, that the very form of the wave Lagrangian can be
inferred from basic geometric considerations (as opposed
to empirical arguments common in literature [15]) and in
terms of an invariant vector language that is not restricted
to concrete settings, choice of coordinates, and number of
dimensions. Specifically this is done as follows.
We will mostly deal with linear waves below. Such
waves map to strictly harmonic oscillators, and the dy-
namics of each harmonic oscillator, in turn, is well known
[16,17,18] to map exactly to a linear Schro¨dinger equa-
tion (LSE) for the appropriately normalized complex am-
plitudes of the eigenmodes. It then remains to express the
set of these amplitudes as a vector |ψ〉, by introducing a
certain Hilbert space, Ψ , with an appropriate metric. In
contrast to Ref. [12], the metric that we introduce has a
transparent physical meaning familiar from QM; absent
negative-energy waves (which are typically unstable and
must not be confused with negative-frequency waves), it
is, in fact, simply Euclidean in the energy basis. Hence
the LSE is obtained in an invariant quantumlike form,
so a one-to-one correspondence is established between the
classical-wave and quantum dynamics. This extends the
conventional, semi-qualitative understanding of this cor-
respondence [19] and brings well-established methods of
QM to one’s disposal for studying classical waves too.
It may be worth repeating here that we are considering
classical waves, and formal similarity with QM is obtained
only through our choice of notation. This similarity, how-
ever, is by itself sufficiently powerful and leads to a new
interpretation of the classical-wave action. Within the new
theory, the action is naturally defined as the density ma-
trix, or, more generally, density operator |ψ〉 〈ψ|, so the
ACT flows in the form of the von Neumann equation, ex-
cept it does not contain the Planck constant, ~. The wave
coordinate is also naturally defined as an operator, xˆ. In
case when the space X formed by the eigenvalues of xˆ is
a manifold, a general wave Hamiltonian Hˆ cannot be ex-
pressed through xˆ alone (unlike when X is a discrete set).
This invites, in that particular case, introduction of an
auxiliary operator kˆ as, loosely speaking, the gradient on
X . (Alternative, “noncanonical” auxiliary operators can
be chosen too, but at the expense of complicating calcu-
lations.) It can be naturally termed the momentum oper-
ator, and the well-known commutation relation [Eq. (84)]
between xˆ and kˆ is then satisfied by construction, so it
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does not need to be postulated. At least for scalar waves,
xˆ and kˆ then form a complete basis of operators on Ψ , so
the wave Hamiltonian that governs the dynamics of |ψ〉 is
proved to have a general form Hˆ = H(t, xˆ, kˆ).
As the next step, one can constructWKT from scratch,
without specifyingH and without appealing to the Fourier
and Wigner-Weyl transforms. All it takes is to project the
von Neumann equation for |ψ〉 〈ψ| on the space of interest.
This is done by applying the standard projectors |x〉 〈x|
and |k〉 〈k| in appropriate combinations. Projecting on the
coordinate space, for instance, yields the spatial represen-
tation of the ACT for general, or noneikonal, waves, con-
structively generalizing the result reported in Ref. [13].
Projecting on the momentum space similarly yields the
ACT in the momentum representation, and so on; in fact,
infinitely many equivalent equations can be produced. A
particular class of such equations, called kinetic equations,
also describes the system dynamics in projection on the
“phase space”, that is, the space formed by eigenvalues of
xˆ and kˆ. Phase space coordinates are kept general curvilin-
ear canonical coordinates, and various combinations of the
mentioned projectors lead to various scalar “distribution
functions”, including the Wigner function [20,21] as a spe-
cial case. (However, contrary to a common practice, iden-
tifying such distributions as “quasiprobabilities” is some-
what misleading, as will be discussed below.) This new,
invariant representation readily leads also to the general
quantitative correspondence between the classical WKT
and the phase-space formulation of QM [22], so far ex-
plored mainly ad hoc [23,24,25].
The GO limit of this theory yields standardWhitham’s
equations [1,26], including the Hamilton-Jacobi equation
for the wave phase and the eikonal limit of the ACT. The
Liouville equation is also yielded as a special case, but,
contrary to a common misconception, in a somewhat dif-
ferent limit. The associated ray equations, still in gen-
eralized canonical coordinates, are then shown to satisfy
Hamilton’s equations of discrete, and generally nonlinear,
classical mechanics. In this sense, the general classical me-
chanics can be considered as a byproduct of WKT, ob-
tained as a certain projection of the dynamics of a linear
multidimensional harmonic oscillator. The possibility of
treating broad-spectrum classical waves as gases of quasi-
particles (photons, plasmons, driftons) [27,28,29,30,31,
32,33] is subsumed under this theory too.
Finally, the extension to vector waves and weakly non-
linear waves also can be done straightforwardly within the
same geometrical language, as will be explained later.
1.4 Outline
Below we will show how the steps that were described
above are realized in detail, with the focus on straighten-
ing out definitions and explaining the ubiquity of certain
types of equations. The plan is to do so without cutting
too many corners, albeit without complicating the text
beyond necessary.2 We thereby work in generalized coor-
dinates and address a number of subtleties that are rarely
covered in literature but are essential for keeping the pre-
sentation coherent. A discussion of specific applications
does not reasonably fit into this logic and is left to future
publications. To anticipate possible misunderstanding, we
emphasize that the present paper is not about electromag-
netic or any other specific waves; it is rather about axiom-
atization of the general wave theory. Nevertheless, some
examples will be considered, mainly to accentuate advan-
tages of representing the dynamics of (nondissipative lin-
ear) classical waves in the LSE form rather than in the
form of arbitrary partial differential equations (PDEs).
The obvious advantages of this approach (apart from
elegance, which could be called subjective) are as follows:
(i) Casting the wave dynamics in the LSE form permits
studying all waves on the same footing and ignore
insignificant details specific to particular media. The
ACT and kinetic equations then need not be rederived
for each given wave separately, in contrast to how it
is commonly done in literature. This allows us, for in-
stance, to generalize the ACT for noneikonal waves
derived in Ref. [13].
(ii) Same applies to derivation of kinetic equations. We
show, as an example, how our formalism unambigu-
ously yields kinetic equations for linear drift waves in
inhomogeneous magnetized plasmas, which topic used
to stir a controversy in other approaches [34,35]. (Hav-
ing said that, it is not our goal to review WKT here,
also because the related literature has become pro-
hibitively extensive to be surveyed even briefly.)
(iii) The LSE comes with a straightforward variational
principle, i.e., has a simple Lagrangian. This makes
the associated conservation laws (such as the ACT)
manifest and also ensures that they are preserved even
when simplifying approximations are made, if the ap-
proximations are made in the Lagrangian. In contrast,
making approximations directly in PDEs does not en-
joy this property and must be done with more precau-
tions; e.g., dropping a term only because it is small
compared to others in a PDE may be justified locally,
but the error can accumulate globally and give rise
to nonphysical results. See, e.g., related discussions in
Refs. [36,37,10] on waves in plasmas undergoing com-
pression, ionization, and recombination.
The paper is organized as follows. In Sect. 2, we in-
troduce the underlying system as a multidimensional har-
monic oscillator and define the appropriate variables that
permit us casting the dynamic equations in a convenient,
and physically-motivated, complex form. We also describe
exact and approximate conservation laws that are read-
ily seen in this representation. In Sect. 3, we define the
appropriate geometric structure to express the complex-
coordinate set in the form of an invariant vector. In Sect. 4,
we derive the general wave equation in the vector form
2 The paper is intended as only physically-rigorous. Because
of this, we also avoid referencing too-mathematically oriented
works on geometrization of classical physics.
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and introduce the classical-wave action as an operator.
In Sect. 5, we define the generalized coordinate operator
and the generalized coordinate space, X , and focus on
the special case when X is a differentiable manifold. We
motivate the introduction of the momentum operator and
derive the generic form of the (scalar) wave Hamiltonian
and the associated LSE. In Sect. 6, we introduce scalar
equations for the density-operator projection on various
spaces, including X and the phase space. We also dis-
cuss the “quasiprobability” concept in the context of our
geometric approach. In Sect. 7, we discuss standard prop-
erties of scalar waves, including the following: (i) formal
definition of a homogeneous stationary wave; (ii) quasiop-
tical approximation in the operator form; (iii) the Liouville
limit (LL) and the wave kinetic equation (WKE), includ-
ing kinetic ray tracing; (iv) “hydrodynamic” equations for
wave dynamics in the GO limit, including hydrodynamic
ray tracing and the point-particle limit; (v) statistical ki-
netic equation (SKE), and, as an example, its applica-
tions to linear Hasegawa-Mima equations in the context
of the drift-turbulence theory for inhomogeneous magne-
tized plasmas. In Sect. 8, we generalize our formalism to
waves in the extended space (where the time is treated as
yet another coordinate) and discuss its application to the
Klein-Gordon equation (KGE). Then we also discuss gen-
eralization to vector waves. In Sect. 9, we explain how our
theory is extended to nonlinear waves and contemplate
subtleties of the nonlinear ray tracing that often go unno-
ticed in literature. In Sect. 10, we expand on the relation
between our theory and QM. In Sect. 11, we summarize
our main results. Some auxiliary calculations are also pre-
sented in appendixes.
1.5 Notation
We use the symbol
.
= to denote definitions; namely,
“a
.
= b” will mean “a is defined as b”, and “a =. b” will
mean “b is defined as a”. We also adopt the standard
summation notation for repeating indexes; namely, anb
n
will mean
∑
n anb
n, whereas anbn and a
nbn imply no
summation. The symbol ∗ will denote complex conju-
gation, and † will denote duality relation. Finally, the
abbreviations we use are summarized as follows:
ACT – action conservation theorem,
FKE – full kinetic equation,
GO – geometrical optics,
KGE – Klein-Gordon equation,
LAP – least action principle.
LL – Liouville limit,
LSE – linear Schro¨dinger equation,
NLSE – nonlinear Schro¨dinger equation,
QM – quantum mechanics,
QNW – quasimonochromatic nonlinear waves,
PDE – partial differential equation,
PSI – phase space image,
SKE – statistical kinetic equation,
WKE – wave kinetic equation,
WKT – wave kinetic theory.
2 Basic equations
2.1 General Lagrangian
Suppose a nondissipative dynamical system described by
some nondegenerate Lagrangian of the form L = L(ξ, ξ˙, t),
where ξ
.
= (ξ1, . . . ξN ) are some real coordinates, ξ˙ are
the corresponding velocities, and t is time. The system
trajectory is derived as the trajectory satisfying the least
action principle (LAP), δξS¯ = 0, where the action integral
is given by S¯ .= ∫ t2t1 L¯ dt, L¯ is called a Lagrangian, and ξ
is assumed fixed at the ends of the time interval; i.e.,
δξ(t1) = δξ(t2) = 0. (1)
This leads to Euler-Lagrange equations [38, Sec. 2]
π˙n = ∂L¯/∂ξ
n, πn
.
= ∂L¯/∂ξ˙n, (2)
where (π1, . . . πN ) =. π are called canonical momenta.
Equivalent equations are obtained from the LAP if one
expresses the Lagrangian as L¯ = πnξ˙
n −H(t, ξ, π), where
both ξ and π are treated as independent variables [38,
Sec. 43]. The function H is called a Hamiltonian, and the
corresponding Euler-Lagrange equations are given by
ξ˙n = ∂H/∂πn, π˙n = −∂H/∂ξn. (3)
Equations (3) are known as Hamilton’s equations. Their
only difference from Eq. (2) is that what was the definition
of πn now serves as an independent equation.
Notice that Eqs. (3) can be obtained just as well if, in
addition to Eqs. (1), one imposes constrains also on π:
δπ(t1) = δπ(t2) = 0. (4)
This helps as follows. Let us write
L¯ = L+
d
dt
(
πnξ
n
2
)
, (5)
S¯ = S +
(
πnξ
n
2
) ∣∣∣∣t2
t1
, (6)
where we introduced L
.
= (πnξ˙
n − π˙nξn)/2−H and
S .=
∫ t2
t1
Ldt. (7)
The second term in Eq. (6) is constant due to Eqs. (1) and
(4) and thus can be omitted. Hence the LAP turns into
δzS = 0, (8)
δz(t1) = δz(t2) = 0, (9)
where z
.
= (ξ1, . . . ξN , π1, . . . πN ) is a 2N -dimensional vec-
tor. We will use the notation Z to denote the space of all
such vectors and zα for their individual components. (Ac-
cordingly, Greek indexes henceforth span from 1 to 2N ,
as opposed to Latin indexes, which span from to 1 to N .)
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Then L has a form that is naturally symmetric with re-
spect to transformations (ξ, π)↔ (π,−ξ); namely,
L = ̟αβz
αz˙β/2−H(t, zα). (10)
Here ̟αβ is a 2N × 2N constant antisymmetric matrix,
̟αβ
.
=
(
0 −δβα
δαβ 0
)
, (11)
with the indexes on the right-hand sides taken as modulo
N . Hence Eq. (8) readily leads to another representation
of Hamilton’s equations, equivalent to Eqs. (3),
̟αβ z˙
β = ∂H/∂zα, (12)
and ̟αβ is recognized as the canonical symplectic form.
2.2 Reference modes
We will now adopt that the system is linear and that there
are no external forces (which could be added straightfor-
wardly if needed). The energy H , to be denoted h for such
a system, must hence be bilinear in zα; i.e.,
h = hαβz
αzβ/2, (13)
where we assume, without loss of generality, that hαβ =
hβα. Equation (12) will then take the form
̟αβ z˙
β = hαβz
β, (14)
and we assume that hαβ is such that Eq. (14) describes
a multidimensional nondissipative linear oscillator. This
is formalized as follows. At any given time, the system
described by Eq. (14) can be assigned a set of instan-
taneous eigenmodes, which we will call reference eigen-
modes, whose “polarization vectors” z¯ν and eigenfrequen-
cies Ων are found as solutions of
3
−iΩν̟αβ z¯νβ = hαβ z¯νβ . (15)
We will require that there are N such modes with Ων > 0
and thus some associated z¯ν too. Yet for each mode
(Ων , z¯ν) there exists another, conjugate mode (−Ων , z¯∗ν),
so there are exactly 2N eigenmodes with 2N nonzero fre-
quencies overall. For clarity, we adopt that Ων > 0 for
ν = 1, . . .N , and Ων < 0 for ν = (N + 1), . . .N .
We will now utilize these eigenmodes to represent
the system dynamics in an equivalent but more easily
tractable representation, which is done as follows. First
of all, let us introduce Sβν
.
= z¯ν
β and express Eq. (15) as
a matrix equation
−i̟αβSβλΩλν = hαβSβν , Ωλν .= Ωνδλν . (16)
3 Equation (15) can be understood as a standard eigenvector
problem, Lαβ z¯ν
β = −iΩν z¯ν
α, where Lαβ
.
= Jαλhλβ, and J
αβ
is the skew-symmetric matrix inverse to ωαβ .
Multiplying this by Sα∗µ, one further gets
GµαΩ
α
ν = hαβS
α∗
µS
β
ν , Gµν
.
= −i̟αβSα∗µSβν . (17)
Since the matrices Gαβ , Ω
α
β , and hαβ are Hermitian, tak-
ing the conjugate transpose of Eq. (17) yields that
(Ωµ −Ων)Gµν = 0. (18)
For any pair of modes with different Ωµ and Ων the asso-
ciated Gµν is therefore zero. Moreover, if eigenfrequencies
coincide within some set of eigenmodes, the corresponding
blocks on the diagonal of Gµν can be further diagonalized,
since each of them is a Hermitian matrix by itself. Hence
we can adopt that Gµν is diagonal.
Notice now that Eq. (17) yields Gµµ = h¯µ/Ωµ, where
h¯µ
.
= hαβ z¯
∗
µ
αz¯µ
β are real on the score of hαβ being
symmetric. Since h¯µ equals the energy h¯m of the real
eigenmode Z¯m(t)
.
= z¯m exp(−iΩmt) + z¯∗m exp(iΩmt) with
index m
.
= µ (modN), then Gµµ can be expressed as
Gµµ = σµ|I¯m|. Here σµ = sgn (h¯mΩµ), and I¯m .= h¯m/Ωm
can be understood as the action of the mode Z¯m(t).
4 As
we can choose the amplitudes of z¯µ such that |I¯m| = 1 for
all m, we hereby adopt that Gµν is a signature matrix of
the following form:
Gµν = diag (σ1, . . . σN ,−σ1, . . .− σN ), σn = sgn h¯n.
This also implies adopting frequency units for the energy
(but see Sect. 10).
2.3 Dynamics in the reference-mode representation
What we will do next is find a representation of L in
terms of complex variables that are the classical coun-
terparts of creation and annihilation operators for each of
the N positive-frequency modes. To do so, let us use z¯ν as
the new basis in Z. Specifically, consider a transformation
zβ = Sβνa
ν , where aν are the new variables. Notice that,
since zα is real, we as well can take zα = Sα∗νa
ν∗. Further-
more, by definition, am+N = am∗, so we will replace sums
over Greek indexes with pairs of sums over Latin indexes,
denoting the corresponding quadrant of Gµν as ηmn; i.e.,
ηmn
.
= diag (σ1, . . . σN ). (19)
Then one gets
L =
i
2
Bµνa
µ∗aν +
i
2
Gµµa
µ∗a˙µ − h. (20)
Here Bµν
.
= −i̟αβSα∗µS˙βν is a matrix which is
parametrized by two N×N blocks (and their conjugates),
4 The sign of the action is a matter of convention only. To
shorten the notation, we define it such that it matches the sign
of the wave energy. To understand the action as the number of
quanta, one may choose it to be nonnegative instead, but we
will blur the distinction for brevity.
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namely, an anti-Hermitian matrix Vmn and a symmetric
matrix Wmn (Appendix A); then,
Bµνa
µ∗aν
= Vmna
m∗an +W ∗mna
m∗an∗ −Wmnaman − V ∗mnaman∗
= 2Vmna
m∗an +W ∗mna
m∗an∗ −Wmnaman. (21)
Similarly,
Gµµa
µ∗a˙µ = Gmma
m∗a˙m +G(m+N)(m+N)a
ma˙m∗
= ηmma
m∗a˙m − ηmmama˙m∗, (22)
and the energy h takes the following form:
2h = ΩµGµµa
µ∗aµ
= ΩmGmma
m∗am −ΩmG(m+N)(m+N)amam∗
= 2Ωmηmma
m∗am. (23)
The latter yields, in particular, that h is the sum of the
energies hn of individual real modes with amplitudes a
n;
namely, hn = ΩnIn, where In
.
= σn|an|2. Thus, In is the
nth mode action, while a∗n and a
n serve as the classical
counterparts of creation and annihilation operators.
It is also convenient to simplify the above expressions
by introducing the standard rules of index manipulation
as if ηmn were a metric (Appendix B). Specifically,
am
.
= ηmma
m, am = ηmmam, (24)
where ηmn is the matrix inverse to ηmn. Similar transfor-
mations apply to matrices5 (Appendix B). Hence,
L =
i
2
(a∗na˙
n − a˙∗nan)− a∗mQmnan +R, (25)
Qmn
.
= Ωmn − iV mn, (26)
R
.
=
i
2
(Wmn∗a∗ma
∗
n −Wmnaman), (27)
where, notably, the matrix V mn coincides with the auxil-
iary matrix vmn introduced in Appendix A.
The vectors a′
.
= Re a and a′′
.
= Im a, where a
.
=
(a1, . . . aN ), are parameterized by 2N real variables, so
they can be chosen as new phase space coordinates. Then
Eqs. (8) and (9) give
δS/δa′ = 0, δS/δa′′ = 0, (28)
δa′(t1) = δa
′(t2) = δa
′′(t1) = δa
′′(t2) = 0. (29)
On the other hand, if the action is understood as a func-
tion S(a(a′, a′′), a∗(a′, a′′)), where
a(a′, a′′) = a′ + ia′′, a∗(a′, a′′) = a′ − ia′′, (30)
then application of the chain rule yields
δS
δa′
=
δS
δa
+
δS
δa∗
,
δS
δa′′
= i
δS
δa
− i δS
δa∗
. (31)
5 Note that, absent negative-energy modes (which are, in a
sense, exotic), the metric ηmn is Euclidean. Then the difference
between upper and lower indexes simply can be ignored.
We now solve this set of equations for δS/δa and δS/δa∗
and also apply Eqs. (28). This gives
δS
δa
=
δS
δa′
− i δS
δa′′
= 0, (32)
δS
δa∗
=
δS
δa′
+ i
δS
δa′′
= 0. (33)
In other words, for the purpose of the LAP, a and a∗ can
be treated as independent variables, and, combining this
with Eqs. (29), we can summarize the LAP as follows:
δS/δa = 0, δS/δa∗ = 0, (34)
δa(t1) = δa(t2) = δa
∗(t1) = δa
∗(t2) = 0. (35)
In particular, δS/δa∗n = 0 leads to an Euler-Lagrange
equation of the form
ia˙n = Qnma
m − iWnm∗a∗m, (36)
where the symmetry of Wnm∗ was used. Similarly,
δS/δan = 0 leads to equations that are complex conju-
gates of Eqs. (36). Substitution of these back to Eq. (25),
notably, gives L = 0; i.e., on the solution, the numerical
value of the Lagrangian of linear oscillations equals zero.
Also, if the system is stationary, so Wnm∗ and V mn are
zero, the energy h is seen to be conserved. [The latter
can be inferred as well from Eqs. (13) and (14) and the
antisymmetry of ̟αβ .]
2.4 Approximate conservation laws
In a time-dependent system, nonzero h˙αβ give rise to para-
metric effects driven by Wmn and W
nm∗, plus frequency
shifts due to V mn. However, certain approximate inte-
grals can still exist. Suppose that the time scale T of
the reference-mode evolution is large compared to all Ωn.
Then Wmn and W
nm∗ can be eliminated by averaging
over the fast oscillations (one may recognize this as the
quasioptical approximation), so one arrives at asymptotic
“slow-motion” equations,
a˙n = −iΩn′an′ − V nmam. (37)
(We use primes to distinguish repeating indexes on which
no summation is performed; in other respects, n′ ≡ n).
One can hence derive equations for the actions In,
I˙n = −(Vn′man′∗am + V ∗n′man
′
am∗). (38)
If T is much larger than the beat periods, |Ωn − Ωm|−1,
then the right-hand side averages to zero, yielding I˙n = 0;
i.e., the actions of individual modes are conserved. Other-
wise, we sum Eqs. (38) over n to get that the total action
I
.
=
∑N
n=1 In is conserved:
I˙ = −(Vnman∗am + V ∗nmanam∗) = 0, (39)
since Vmn is anti-Hermitian, i.e., V
∗
nm = −Vmn. In par-
ticular, this prohibits growth of individual In beyond I
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that is determined by initial conditions — if all the modes
have positive energies. However, there is no such limit if
at least one of the modes has negative energy.
As a side remark, let us notice the following. The lat-
ter typically makes negative-energy waves unstable, but,
absent coupling with each other, negative- and positive-
energy have identical properties; then one can simply re-
place σn with −σn without any effect on the dynamic
equations. For example, a Lagrangian L = −ξ˙2/2 +
Ω2ξ2/2, which describes a negative-energy mode, pro-
duces an equation for ξ identical to that yielded by L =
ξ˙2/2−Ω2ξ2/2, which describes a positive-energy mode.
3 Fundamental space
We will further need a compact form of the above equa-
tions that would be invariant with respect to arbitrary
linear variable transformations performed in the config-
uration space (a, a∗). For that, let us think of a system
state as an abstract vector |ψ〉 = ψn |en〉 in a complex
N -dimensional metric space Ψ , which we call the funda-
mental space, where |en〉 is an arbitrary basis. Specifi-
cally, let us assign to Ψ a Hermitian metric gmn such that
gmn = ηmn in the basis |Ωn〉, where |ψ〉 = an |Ωn〉; we will
call this basis and the metric ηmn fundamental. As the lat-
ter is only pseudo-Euclidean (ηnn = ±1), we can hence at-
tribute vectors |Ωn〉 as “space-like” when they correspond
to positive-energy modes (ηnn > 0) and “time-like” when
they correspond to negative-energy modes (ηnn < 0).
Any multilinear form on an and a∗n, determined by
some matrix F , can now be used to define a tensor of
the appropriate rank; we do so by requiring that, when
taken in the fundamental basis, the tensor components
equal to those of F . (For details on the notation and rules
of vector and tensor manipulation see Appendix B.) In
particular, a bilinear form a∗mF
m
na
n yields a rank-(1, 1)
tensor Fˆ ( , ), where “ ” denote placeholders for a one-
form and a vector, respectively. Such a tensor, in turn,
determines a mapping Fˆ : Ψ → Ψ , or an operator, via
|Fˆψ〉 ≡ Fˆ |ψ〉 .= Fˆ ( , |ψ〉). (40)
Hence, for any |α〉 and |β〉 from Ψ [Eqs. (270)] we have
〈α|Fˆ |β〉 = 〈α|Fˆ β〉 = Fˆ (〈α| , |β〉) = α∗kF knβn. (41)
The adjoint operator is then defined via
〈Fˆ †ψ| ≡ 〈ψ| Fˆ .= Fˆ (〈ψ| , ), (42)
so 〈Fˆ †α|β〉 = 〈α|Fˆ β〉, and one gets
〈Fˆ †α|β〉 = 〈β|Fˆ †α〉∗ = βk(F †)k∗mαm∗. (43)
Further notice that
α∗kF
k
nβ
n = g∗kmF
k
nα
m∗βn
= gmkF
k
nα
m∗βn = Fmnα
m∗βn, (44)
βk(F
†)k
∗
mα
m∗ = gkn(F
†)k
∗
mα
m∗βn
= g∗nk(F
†)k
∗
mα
m∗βn = (F †)
∗
nmα
m∗βn, (45)
where indexes are manipulated in a usual manner. Hence
(F †)nm = F
∗
mn; i.e., these two matrices, with both indexes
lowered, are mutually adjoint. As always, an operator will
hence be called Hermitian if Fˆ † = Fˆ , or F ∗mn = Fnm,
which property is, of course, invariant with respect to co-
ordinate transformations (Appendix B.3). Linear Hermi-
tian operators will also be called “observables”.
As an example, consider any |α〉 = αn |en〉 and define
Aˆ
.
= |α〉 〈α|. The matrix elements of this operator are
Amn = α
mα∗n, and lowering the index yields
Amn = gmkA
k
n = gmkα
kα∗n = αmα
∗
n = A
∗
nm. (46)
This shows that Aˆ is Hermitian, and, even more generally,
so is Fˆ AˆFˆ † for any Fˆ .
4 Invariant equations
4.1 Master Lagrangian
The formulation developed in Sect. 3 yields Ωˆ, iVˆ , and
Qˆ
.
= Ωˆ − iVˆ as rank-(1, 1) tensors, and the homonymous
operators are clearly Hermitian. Likewise, Wˆ and Wˆ † are
defined as symmetric tensors of rank (0, 2) and (2, 0), cor-
respondingly, via
Wˆ (|α〉 , |β〉) .=Wmnαmβn, (47)
Wˆ †(〈α| , 〈β|) .=Wmn∗α∗mβ∗n (48)
in the fundamental basis. In particular, we then obtain
〈ψ|Qˆ|ψ〉 = a∗mQmnan, (49)
Wˆ (|ψ〉 , |ψ〉) =Wmnaman, (50)
Wˆ †(〈ψ| , 〈ψ|) =Wmn∗a∗ma∗n, (51)
which can be used as an invariant representation of the
corresponding terms in the Lagrangian (25). Similarly,
〈ψ|ψ〉 = a∗nan, where the right-hand side is recognized as
the total action I. Hence I is a true scalar on Ψ , given by
I = 〈ψ|ψ〉 . (52)
To rewrite the rest of Eq. (25) in an invariant form,
we now proceed as follows. Consider a general coordinate
transformation
an
.
= Unmψ
m, (53)
where Unm is an arbitrary (not necessarily unitary) non-
degenerate matrix. Allowing Unm to be time-dependent,
let us introduce the covariant time derivative as the vec-
tor |Dˆψ〉 whose components (Dˆψ)n equal a˙n when taken in
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the fundamental basis. Since |Dˆψ〉 must satisfy the trans-
formation rule a˙n = Unm(Dˆψ)m, one gets
(Dˆψ)n = ψ˙n + (U−1)nkU˙kmψm. (54)
This leads to an invariant representation
a∗na˙
n − a˙∗nan = 〈ψ|Dˆψ〉 − 〈Dˆψ|ψ〉 , (55)
where we used that the metric on Ψ transforms as gmn =
ηkkU
k∗
mU
k
n (Appendix B). The resulting Lagrangian,
L =
i
2
[ 〈ψ|Dˆψ〉 − 〈Dˆψ|ψ〉 ]− 〈ψ|Qˆ|ψ〉+R, (56)
R =
i
2
[
Wˆ †(〈ψ| , 〈ψ|)− Wˆ (|ψ〉 , |ψ〉)], (57)
hence automatically has an invariant form. Equation (36)
is then expressed as
i |Dˆψ〉 = Qˆ |ψ〉 − i |W 〉 , (58)
where |W 〉 is the vector obtained by applying the tensor
Wˆ † to the one-form 〈ψ|. (Equation (58) can be consid-
ered as a generalization of the result reported earlier in
Ref. [17].) Specifically, that and its duals are given by
|W 〉 .= Wˆ †(〈ψ| , ), 〈W | .= Wˆ (|ψ〉 , ). (59)
External forces, which we eliminated from the begin-
ning, can be included in Eq. (56) by adding 〈Y |ψ〉+〈ψ|Y 〉
to L, where |Y 〉 is a given, possibly time-dependent, vec-
tor. Damping can be included too, namely, by adding an
anti-Hermitian operator to Qˆ. Below, we continue to ne-
glect those corrections.
4.2 Action as an operator
Considering the metric-induced isomorphism between vec-
tors and one-forms on Ψ , one may also want to symmetrize
the dynamic equations with respect to |ψ〉 and 〈ψ|. To do
so, let us introduce the “density operator”,
ρˆ
.
= |ψ〉 〈ψ| . (60)
[One may find this reminiscent of the quantum action op-
erator as it was defined in Ref. [39], except that we do
not introduce near-identity transformations here and thus
do not rely on the existence of a small parameter.] The
equation for ρˆ is obtained from Dˆρˆ = |Dˆψ〉 〈ψ|+ |ψ〉 〈Dˆψ|
and reads as follows:
Dˆρˆ− i[ρˆ, Ωˆ] = − |ψ〉 〈W | − |W 〉 〈ψ| , (61)
where [ρˆ, Ωˆ]
.
= ρˆΩˆ − Ωˆρˆ is the commutator.
In particular, notice that
tr ρˆ = I (62)
(where “tr” denotes trace), so the total action satisfies
I˙ = −2Re 〈ψ|W 〉 . (63)
Finally,
I =
〈ψ|ρˆ|ψ〉
〈ψ|ψ〉 . (64)
Thus I is understood as the expectation value of ρˆ, and ρˆ
can be viewed as the action operator. Hence we will use
the terms “action operator” and “density operator” inter-
changeably. As another side note, it is natural to identify
|ψ〉 /√I as the state vector of the wave elementary excita-
tion (“photon wave function”), a concept that is often, and
unjustly, considered controversial in other theories [40].
4.3 Time-independent basis
For simplicity, we henceforth restrict variable transforma-
tions to stationary Unm, so Dˆ becomes the usual time
derivative. We also assume that h is time-independent, so
|Ωn〉 are fixed, and Wˆ , Wˆ †, and Vˆ are zero. For generality,
however, we will allow for an additional linear-coupling
term in the Lagrangian, say, H = Hαβ(t)z
αzβ/2, so the
total Hamiltonian is now H = h + H. (In other words,
only a part of H is now used to define reference modes,
whereas the rest of it is treated as the interaction Hamil-
tonian.) Then H produces a Hermitian operator Hˆ that
is generally time-dependent, and
L =
i
2
[ 〈ψ|ψ˙〉 − 〈ψ˙|ψ〉 ]− 〈ψ|Hˆ |ψ〉 . (65)
As Hˆ is Hermitian, the resulting dynamic equation,
i |ψ˙〉 = Hˆ |ψ〉 , (66)
happens to be the (generalized) LSE in its invariant rep-
resentation, with Hˆ serving as a Hamiltonian. The LSE
has a unitary propagator, exp(−i ∫ t Hˆ dt), and thereby
manifestly conserves the action I. (Dissipation could be
accommodated by adding an anti-Hermitian operator to
Hˆ. The implications are straightforward and will not be
discussed further.) Correspondingly, Eq. (63) turns into
I˙ = 0, (67)
and Eq. (61) becomes the von Neumann equation,
i ˙ˆρ+ [ρˆ, Hˆ] = 0. (68)
Equation (68) can be understood as the ACT in its most
general, operator form. Remember, however, that Eq. (68)
is yet limited to systems that are not subject to external
forces or parametric effects, such as due to Wˆ and Wˆ †;
otherwise, a source term must be added.
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5 Oscillations on a manifold
5.1 Coordinate operator
Consider an arbitrary orthogonal basis on Ψ , comprised
of some vectors |en〉. By normalizing those appropriately,
one always can choose 〈en|en′〉 to be unity up to a sign,
depending on whether |en〉 is space- or time-like. To sim-
plify the notation, we will assume below that the funda-
mental metric is not pseudo-Euclidean but rather strictly
Euclidean, except when explicitly stated otherwise.6 Thus,
from now on, 〈en|en′〉 = δnn′ for all n.
The vectors |en〉 can now be used to construct the fol-
lowing family of observables. If linear ordering of |en〉 is
adopted, one can start with nˆ
.
=
∑
n n |en〉 〈en|, which
serves as the index operator. More generally, we will as-
sume n ≡ n to be a direct sum of linearly ordered indexes,
n
.
= (n1, . . . nD), so we introduce D operators instead,
nˆr =
∑
n
nr |en〉 〈en| . (69)
Using these, we now define xˆr
.
= X r(nˆr), where the func-
tions X r are bijective but otherwise arbitrary. We can
hence replace summation over n with that over x
.
=
(x1, . . . xD), where xr
.
= X r(nr). This gives D mutually
commuting operators,
xˆr =
∑
x
xr |x〉 〈x| , (70)
where |x〉 ≡ |x1, . . . xD〉 is just an alternative notation for
|en〉. The direct sum of xˆr,
xˆ
.
= (xˆ1, . . . xˆD), (71)
will hence be called a generalized D-dimensional coordi-
nate operator on Ψ . The set X , comprised of all x, can
be understood as the eigenvalue space of xˆ and thus will
be called a generalized coordinate set. The word “general-
ized” here refers to the fact that the definition of this set
depends on how X r are chosen.
5.2 Continuous coordinates and momenta
5.2.1 Coordinate
From now on, let us assume that N is infinite and (until
Sect. 8.2) that the index n is continuous, so the set of
all n is a differentiable manifold of dimension D. We will
also assume that X r are smooth, so X is a differentiable
manifold of dimension D too. We hereupon reserve the
term “spatial” for this emergent manifold and will refer to
xˆ as a “canonical coordinate”. Unlike Ψ , the coordinate
6 Note that this simplification merely excludes negative-
energy modes (not to be confused with negative-frequency
waves), which are typically unstable and somewhat exotic in
any case. Inclusion of such modes would only complicate the
notation but not affect the qualitative results presented below.
space X can have an arbitrary real metric γˆ(x), so the
volume element in X is given by
Dx =
√
γ(x) dx, (72)
where γ = |det γˆ|, and dx ≡ dx1 . . . dxD. Using the nota-
tion δ(x) ≡ δ(x1) . . . δ(xD), let also define the “generalized
delta function” [41]
δ(x,x′)
.
= δ(x− x′)/
√
γ(x) (73)
and adopt the following normalization for |x〉:
〈x|x′〉 = δ(x,x′). (74)
Then, the sum in Eq. (70) is replaced with an integral,
yielding
xˆ =
∫
x |x〉 〈x| Dx, (75)
and, similarly, the unit operator 1ˆ can be represented as
1ˆ =
∫
|x〉 〈x| Dx. (76)
For any |ψ〉, we now can define its “x-representation”,
or a scalar field on X ,
ψ(x)
.
= 〈x|ψ〉 . (77)
(Possible time dependence is also assumed, tacitly,
throughout the paper.) In particular, the x-representation
of |x′〉 is ψx′(x) = δ(x,x′); cf. Eq. (74). Likewise, any op-
erator Fˆ acting on |ψ〉 generates a field
Fˆψ(x) ≡ (Fˆ |ψ〉)(x) .= 〈x|Fˆ |ψ〉 , (78)
e.g., xˆψ(x) = xψ(x). Assuming the notation F (x,x′)
.
=
〈x|Fˆ |x′〉, we can also rewrite this as
Fˆψ(x) =
∫
F (x,x′)ψ(x′)Dx′. (79)
5.2.2 Momentum
Suppose, for now, that Fˆ is local in X , so Fˆ |x′〉 is close
to |x′〉. Then, due to Eq. (74), F (x,x′) must be a narrow
function of x˜
.
= x′ − x and slow function of x, which we
denote as F(x, x˜). Hence one can Taylor-expand ψ(x′) in
x˜; i.e., ψ(x′) = ψ(x) + x˜ · ∇xψ(x)+ . . ., which leads to
Fˆψ(x) =
[F1(x) + Fr2 (x) ∂xr + . . . ]ψ(x), (80)
where F1(x) .=
∫ F(x, x˜) dX˜ , Fr2 (x) .= ∫ F(x, x˜) x˜r dX˜ ,
etc. In other words, we get
Fˆ = F1(xˆ) + iFr2 (xˆ) κˆr + . . . , (81)
where κˆr are defined such that their x-representation is
κˆr = −i∂xr , or, in a vector form, κˆ = −i∇x. This shows
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that any local operator is expressed as a function of xˆ and
κˆ (also see below for a more formal argument), so, like the
coordinate, κˆ is a fundamental operator in our theory. It
is not Hermitian unless γ is constant, and there is no way
to fix this for general X .7 Nevertheless, this inconvenience
can be evaded as follows.
Let us assume, from now on, that X has topological
properties of RD. (Locally, such X can still mimic any
other manifold within an arbitrarily large region.) Then,
a Hermitian operator can be constructed out of κˆ via kˆ
.
=
κˆ+∆κ(xˆ), where
∆κ(x) = −i∇x ln[γ 14 (x)]. (82)
In the x-representation, this gives
kˆψ(x) = −iγ−14 (x)∇x
[
γ
1
4 (x)ψ(x)
]
, (83)
or, symbolically, kˆ = −iðx. The symbol ðx will be called a
regularized gradient onX , and kˆ will be termed “canonical
momentum” [41,43]. It represents the direct sum of D
mutually commuting operators kˆr satisfying
[xˆr , kˆs] = iδ
r
s . (84)
Due to the obvious similarity with QM, we will, for
brevity, attribute dynamics as “quantum” if this com-
mutator is nonnegligible in a given problem. Otherwise
the dynamics will be attributed as “classical”, as in
Sect. 7.2 and Eqs. (207) and (208), or “quasiclassical”,
as in Sects. 7.3.1 and 7.3.2.
As kˆ is Hermitian, its eigenvectors, |k〉, form an or-
thogonal basis on Ψ , and the corresponding eigenvalues,
k = (k1, . . . kD), are real and comprise some set K. If K
were discrete, then xˆ’s k-representation, xr
k,k′
.
= 〈k|xˆr|k′〉,
would have had to satisfy
(k′s − ks)xrk,k′ = 〈k|xˆrk′s − ksxˆr |k′〉
= 〈k|[xˆr , kˆs]|k′〉
= iδrs 〈k|k′〉 ∝ δrs δk,k′ , (85)
which is impossible at k′s = ks for r = s.
8 We thus assume
hereupon that K is a differential manifold.
For any k and x, we introduce a “dot product” as
k · x ≡ krxr, (86)
which is not an inner product per se, because x and k
are not necessarily vectors. We will also allow a general
metric ϑˆ(k) on K, which can be chosen arbitrarily. Then
a volume element in K is given by
Dk =
√
ϑ(k) dk, (87)
7 One may recognize this as a long-standing problem in quan-
tization theory [42].
8 In traditional QM, this makes it problematic to define a
phase operator canonically conjugate a quantized action. For
review, see, e.g., Ref. [44].
where ϑ = |det ϑˆ|, and dk ≡ dk1 . . . dkD. Assuming the
notation δ(k) ≡ δ(k1) . . . δ(kD), so
δ(k) = (2π)−D
∫
eik·x dx, (88)
let also define
δ(k,k′)
.
= δ(k − k′)/
√
ϑ(k) (89)
and adopt the following normalization for |k〉:
〈k|k′〉 = δ(k,k′). (90)
Then, kˆ can be expressed as
kˆ =
∫
k |k〉 〈k| Dk, (91)
and we also note that
1ˆ =
∫
|k〉 〈k| Dk. (92)
5.2.3 Fundamental matrix
The fundamental matrix, 〈x|k〉 ≡ ψk(x), is found as a
solution of the following equation:
−iðxψk(x) = kψk(x). (93)
This yields ψk(x) = Ckγ
− 1
4 (x) exp(ik · x), where Ck is
the integration constant. Then, due to Eq. (90), we get
〈x|k〉 = 〈k|x〉∗ = exp(ik · x)
(2π)
D
2 [γ(x)ϑ(k)]
1
4
. (94)
In particular, this yields the k-representation of xˆ:
〈k|xˆ|k′〉 =
∫
〈k|x〉x 〈x|k′〉 Dx
= (2π)−D[ϑ(k)ϑ(k′)]−
1
4
∫
x ei(k
′−k)·x dx
= i∇kδ(k′,k), (95)
where Eq. (75) was used. Hence,
xˆ = iðk, (96)
where ðk is the regularized gradient on K, defined simi-
larly to ðx; namely,
xˆψ(k)
.
= iϑ−
1
4 (k)∇k
[
ϑ
1
4 (k)ψ(k)
]
. (97)
In conjunction with Eq. (83), this permits, if needed, to
reattribute−kˆ as a canonical coordinate and xˆ as a canon-
ical momentum (cf. Ref. [38, Sec. 45]).
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5.3 Translation operators
For any function F(u), one can formally write
F(u + w) =
∞∑
n=0
(w ∂u)
n
n!
F(u) = ew ∂uF(u), (98)
so ew ∂u acts as a translation operator. For D arguments,
one similarly gets
F(u+w) = (ew1 ∂u1 ) . . . (ewD ∂uD )F(u)
= ew1 ∂u1+...+wD ∂uDF(u)
= ew·∇uF(u). (99)
so the translation operator is ew·∇u , and a gradient can
be viewed as the generator of translations.
Let us also introduce translations generated by the
regularized gradients ðx and ðk, i.e., by xˆ and kˆ. For
Tˆq
.
= e−ikˆ·q one gets, using Eq. (92), that
Tˆq |x〉 =
∫
e−ikˆ·q |k〉 〈k|x〉 Dk
=
∫
e−ik·q |k〉 〈k|x〉 Dk
= Γγ(x,q)
∫
|k〉 〈k|x+ q〉 Dk, (100)
where Γγ(x,q)
.
= [γ(x+ q)/γ(x)]
1
4 . This gives
Tˆq |x〉 = Γγ(x,q) |x+ q〉 . (101)
One can also express the effect of Tˆq in the scalar form,
Tˆqψ(x) ≡ 〈x|Tˆq|ψ〉 = 〈Tˆ †qx|ψ〉
= Γγ(x,−q) 〈x− q|ψ〉
= Γγ(x,−q)ψ(x − q), (102)
where Tˆ †q = Tˆ−q was used. Then, from Eq. (99), one gets
Tˆqψ(x) = γ
− 1
4 (x) e−q·∇x [γ
1
4 (x)ψ(x)]. (103)
Similar formulas apply to Tˆp
.
= eip·xˆ; namely,
Tˆp |k〉 = Γϑ(k,p) |k+ p〉 , (104)
where Γϑ(k,p)
.
= [ϑ(k+ p)/ϑ(k)]
1
4 , and
Tˆpψ(k) = ϑ
− 1
4 (k) e−p·∇k [ϑ
1
4 (k)ψ(k)]. (105)
More generally, consider a family of operators
Tˆζ
.
= exp(iζ ∧ zˆ), (106)
where ζ
.
= (q,p) is the family parameter, zˆ
.
= (xˆ, kˆ) is a
direct product of the coordinate and momentum opera-
tors, and the wedge product is understood formally as
ζ ∧ zˆ .= p · xˆ− kˆ · q (107)
(cf. Appendix C). One can show that9
Tˆζ1+ζ2 = Tˆζ1 Tˆζ2 e
−iζ1∧ζ2/2, (108)
so translations determined by Tˆζ are generally not com-
mutative. A special case of Eq. (108) is
Tˆζ = Tˆq Tˆp e
ip·q/2 = Tˆp Tˆq e
−ip·q/2, (109)
which, together with Eqs. (101) and (104), also yields
Tζ(x1,x2) =
δ(x1 − x2 − q)
[γ(x1) γ(x2)]
1
4
eip·(x1+x2)/2, (110)
Tζ(k1,k2) =
δ(k1 − k2 − p)
[ϑ(k1)ϑ(k2)]
1
4
e−i(k1+k2)·q/2. (111)
Similarly to how the x- and k-representations were
introduced in Sect. 5, one can now define the ζ-
representation, M, for any operator Mˆ , namely, via
M(ζ)
.
= tr
(
Tˆ−ζMˆ
)
. (112)
Then one can express Mˆ as follows:
Mˆ = (2π)−D
∫
M(ζ) Tˆζ Dζ, (113)
where Dζ
.
= dx dk (note the difference from DxDk); this
is proved, e.g., by substituting Eq. (112) and
Tˆζ =
∫
Tζ(x1,x2) |x1〉 〈x2| Dx1Dx2 (114)
together with Eq. (110). It is seen then that Tˆζ form a
complete basis for operators on Ψ . On the other hand, Tˆζ
themselves are functions of zˆ (and, possibly, time), so any
operator on Ψ can be represented as a function of zˆ. This
generalizes the argument given in Sect. 5.2.2.
5.4 Schro¨dinger equation on a manifold
Like any other operator on Ψ (Sect. 5.2.1), the Hamilto-
nian Hˆ can now be cast in the form
Hˆ = H(t, xˆ, kˆ), (115)
where H is some function. (The latter must not be con-
fused with the function H introduced in Sect. 2; we merely
recycle the notation here.) Note that Eq. (115) is dictated
by the geometry of X , so it does not need to be postulated
separately, contrary to how it is often done in literature.10
9 This is seen from eAˆ+Bˆ = eAˆ eBˆ e−[Aˆ,Bˆ]/2, which holds for
any Aˆ and Bˆ commuting with [Aˆ, Bˆ] [45]. Take Aˆ = iζ1∧ zˆ and
Bˆ = iζ2 ∧ zˆ; then, [Aˆ, Bˆ] = iζ1 ∧ ζ2 is a scalar.
10 It is the fact that X is a continuum that renders a pair of
operators necessary. If X is discrete instead, one can always
introduce an alternative coordinate Jˆ = (J1, . . . JD) along the
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We can now switch from the vector form of dynamic
equations (Sect. 4.3) to their scalar representations. Con-
sider Taylor-expanding H , so Hˆ becomes a series of poly-
nomials of the form P(t, xˆ, kˆ) =. Pˆ. Each polynomial of or-
der n > 0 can be expressed either as xˆPˆ ′ or as kˆPˆ ′, where
Pˆ ′ .= P ′(t, xˆ, kˆ), and P ′ is a polynomial of order n− 1. In
particular, consider adopting the x-representation. Then
it is readily seen that 〈x| Pˆ = x 〈x| Pˆ ′ in the former case,
and 〈x| Pˆ = (−iðx) 〈x| Pˆ ′ in the latter case. By induction,
one then obtains that 〈x| P(t, xˆ, kˆ) = P(t,x,−iðx) 〈x| for
any P . Therefore, the x-representation of Hˆ is
Hˆ = H(t,x,−iðx). (116)
(That said, unless the dependence on the momentum here
is not polynomial, such Hˆ is not a local operator per se, as
it includes spatial derivatives of unlimitedly high orders.)
The Lagrangian (65) now becomes
L =
∫
LDx, (117)
where its spatial density, L, is given by
L =
i
2
[
ψ∗(∂tψ)− (∂tψ∗)ψ
]− ψ∗H(t,x,−iðx)ψ, (118)
and ψ ≡ ψ(t,x). The corresponding action integral is
S =
∫ t2
t1
LDx dt. (119)
The associated PDEs hence flow from the LAP,
δψ∗S = 0, δψS = 0, (120)
which serve as equations for ψ and ψ∗, correspondingly.
Alternatively, one can simply project Eq. (66) on the spa-
tial basis. In either case, one arrives at
i∂tψ = H(t,x,−iðx)ψ, (121)
which describes a field on a D-dimensional manifold. One
may notice that Eq. (121) is similar to the QM LSE for
a scalar particle in the spatial representation. Note also
that, in contrast to QM, we derived it here without a
reference to the wave-particle duality but rather from rel-
atively weak assumptions on the geometry of Ψ .
lines of Sect. 5.1 such that each of its eigenvectors equals some
|Hn〉. Then Hˆ = H(Jˆ), so the very notion of a canonically
conjugate (to Jˆ) operator becomes redundant. That said, if
the space J formed by all eigenvalues of J is dense enough, it
can be approximated with a differential manifold. Then such
a conjugate operator, say, −φˆ, can be defined via φˆ
.
= iðJ,
and, correspondingly, Jˆ = −iðφ. One may recognize these as
operators of “quasiclassical” angle-action variables.
6 Projected equations for the action operator
In contrast to the vector equation for |ψ〉, the operator
equation for the action [Eq. (68)] can be projected on two
bases simultaneously and then describes a field on a 2D-
dimensional manifold such as X ×X , K ×K, or X ×K.
Consider deriving a scalar equation for an invariant linear
measure, ̺, of the action operator, ρˆ, acted upon by some
projection operator Πˆ . Only one such measure exists for
given Πˆρˆ, namely,
̺
.
= tr (Πˆρˆ) = tr (ρˆΠˆ) = 〈ψ|Πˆ |ψ〉 , (122)
which we term the Πˆ-image (or “symbol”; cf. Ref. [6]) of
ρˆ and which can be interpreted as the expectation value
of Πˆ multiplied by I. (One may notice parallels between
this approach and what is known in QM as the frame
formalism [46].) By applying Πˆ to Eq. (68) and taking
the trace, one gets the following equation for ̺:
i∂t̺+ tr (Πˆ [ρˆ, Hˆ ]) = 0, (123)
where we assume, for simplicity, that Πˆ is time-
independent. For certain projectors, Eq. (123) can be cast
in a tractable form, some examples of which will now be
discussed.
6.1 Dynamics on X ×X
6.1.1 Action operator in the spatial representation
First, consider a projector
Πˆ = |x′′〉 〈x′| , (124)
so the Πˆ-image function becomes ̺ = 〈x′|ψ〉 〈ψ|x′′〉. The
latter is simply the spatial representation of the action op-
erator, ρ(t,x′,x′′), so Eq. (123) takes the following form:
i∂tρ(t,x
′,x′′) +R(t,x′,x′′)−R∗(t,x′′,x′) = 0, (125)
where we introduced
R(t,x′,x′′) .=
∫
ρ(t,x′,x)H(t,x,x′′)Dx. (126)
Since H(t,x,x′′) can be expressed as
〈x|Hˆ |x′′〉 = H(t,x,−iðx) δ(x− x′′), (127)
and since Hˆ is Hermitian, one gets
R(t,x′,x′′) =
∫
[H(t,x,−iðx) ρ(t,x,x′)]∗δ(x− x′′)Dx
=
[
H(t,x,−iðx) ρ(t,x,x′)
]∗
x=x′′
. (128)
This yields a differential form of Eq. (125):
i∂tρ(t,x
′,x′′) +
[
H(t,x,−iðx) ρ(t,x,x′)
]∗
x=x′′
− [H(t,x,−iðx) ρ(t,x,x′′)]x=x′ = 0 (129)
(cf., e.g., Ref. [47, Sec. 40]).
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6.1.2 ACT in the spatial representation
In particular, taking x′ = x′′ in Eq. (129) leads to
∂tA
2 − 2Im [H(t, x˜,−iðx˜) ρ(t, x˜,x)]x˜=x = 0, (130)
where we substituted ρ(t,x,x) = |ψ(t,x)|2 =. A2, recog-
nized as the action spatial density. This equation, notably,
permits a divergence form,11
∂tA
2 +∇ · j = 0 (131)
(here the current j is some vector field on X , and ∇ ≡
∇x), which can be understood as the ACT in the spatial
representation. Below, we discuss this in detail.
To derive Eq. (131), let us express ψ as Aeiθ, where
A and θ are real, and substitute this into Eq. (118). The
Lagrangian density is then easily seen to have the form
L = −A2 ∂tθ −H (A, ∂xrA, ∂xrθ, . . . ; t,x), (132)
where A and θ must now be treated as independent func-
tions, H is some function, and the ellipses denote higher-
order derivatives. As a spin-off, we also obtain
H = ωA2, A2 = ∂ωL, (133)
where we substituted ω
.
= −∂tθ and L = 0 (Sect. 2.3).
The LAP leads to the Euler-Lagrange equations
δAS = 0, δθS = 0. (134)
Let us consider the latter equation in detail, using
Eq. (119) for S. The variation of S with respect to θ is
δθS =
∫
[−A2 δ(∂tθ)−J r δθ,r −J rs δθ,rs − . . .]Dx dt,
where J r
.
= ∂H /∂θ,r, the symbol ,r denotes a partial
derivative with respect to xr , and similarly for higher-
order derivatives. (The time integral is again taken from t1
to t2, but the limits are henceforth omitted.) Let us write
this as a sum of independent integrals, δθS =
∑
δSn.
Assuming the amplitude vanishes at infinity, and thus so
are all J , they are taken by parts as follows.
The first one, δS1 = −
∫
A2 δ(∂tθ)Dx dt, is simple:
δS1 =
∫
(∂tA
2) δθDx dt. (135)
To take the second integral, δS2 = −
∫
J r δθ,r Dx dt, we
use Eq. (72) for Dx; then,
δS2 =
∫
[−(√γJ rδθ),r + (√γJ r),r δθ] dx dt
=
∫
(
√
γJ r),r δθ dx dt
=
∫
J r ;r δθDx dt, (136)
11 For a similar theorem in QM, see, e.g., Ref. [48, Sec. 19] or
the Madelung fluid representation of QM [49].
where J r ;r is the divergence of J
r [50, Sec. 4.7],
J r ;r =
1√
γ
(
√
γJ r),r . (137)
The third integral, δS3 = −
∫
J rs δθ,rsDx dt, can be
cast as follows:
δS3 =
∫
[−(√γJ rsδθ,r),s + (√γJ rs),s δθ,r] dx dt
=
∫
(
√
γJ rs),s δθ,r dx dt
=
∫
J rs;s δθ,r Dx dt. (138)
This is identical to δS2 up to replacing −J r with J rs;s.
We then readily cast δS3 in a divergence form,
δS3 = −
∫
(J rs;s);r δθDx dt, (139)
and similarly for the remaining δSn. Hence one gets
δθS =
∫
(∂tA
2 + jr ;r) δθDx dt, (140)
where we introduced
jr
.
= J r −J rs;s + . . . (141)
[Note that, if H depends on derivatives of J of unlim-
itedly high orders, then Eq. (141) is an infinite series, so
the current jr is nonlocal.]
Since Eq. (140) must be zero for any δθ, the expression
in brackets must be zero, so Eq. (131) is obtained. In par-
ticular, this generalizes the result of Ref. [13] to arbitrary
linear nondissipative oscillations on an arbitrary manifold.
It is also seen that Eq. (131) is caused by the fact that L,
given by Eq. (132), does not depend on θ explicitly. This
means that j can be understood as the spatial part of the
Noether current associated with the phase invariance of L.
6.2 Dynamics on K ×K
The above equations, as well as any other equations de-
rived in this paper in the x-representation, are also mir-
rored in the k-representation up to the transformation
(x,−iðx) ↔ (iðk,k). (142)
The only essential difference is that Hˆ may be a polyno-
mial in ðx but an infinite series in ðk (or vice versa), so
what appears as local dynamics in one representation may
not be local in another one.
6.3 Dynamics on phase space, X ×K
6.3.1 Phase-space image function
Now let us consider
Πˆ = ΠˆkΠˆx. (143)
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Here Πˆk
.
= |k〉 〈k| can be understood as the operator of
projection on a state with a certain momentum k, and
Πˆx
.
= |x〉 〈x| can be understood as the operator of pro-
jection on a state with a certain coordinate x. Thus, in a
sense, such Πˆ represents a projector on the “phase space”,
Z
.
= X ×K, comprised of eigenvalues z = (x,k) of zˆ. But
remember that, strictly speaking, projecting on a state
with a certain z is impossible, as eigenstates of xˆ and kˆ
are different; i.e., the dynamics on Z is noncommutative.
The corresponding Πˆ-image of ρˆ,
̺(t,x,k) = tr (ΠˆkΠˆxρˆ) = 〈k|x〉 〈x|ρˆ|k〉 , (144)
will hence be attributed as a phase-space image function,
or a PSI. (One may recognize this ̺ as so-called Dirac’s
distribution; see, e.g., Ref. [51], references therein, and
also Refs. [52,53].) This PSI happens to be the Fourier
transform of ρ(t,x,x′), up to a phase factor, and has the
following properties. First of all, it is easy to see, from
Eqs. (76) and (92), that∫
̺(t,x,k)Dk = |ψ(t,x)|2, (145)∫
̺(t,x,k)Dx = |ψ(t,k)|2. (146)
Also, for any Fˆ .= ∫ |x〉 F(t,x) 〈x| Dx and Gˆ .=∫ |k〉 G(t,k) 〈k| Dk, the following equality is satisfied:
〈ψ|Fˆ + Gˆ|ψ〉 =
∫
[F(t,x) + G(t,k)] ̺(t,x,k)DxDk,
and, in particular,∫
̺(t,x,k)DxDk = 〈ψ|ψ〉 . (147)
That said, it is also convenient (for reasons to become
apparent shortly) to introduce a rescaled PSI,
f(t,x,k)
.
= ̺(t,x,k)
√
γ(x)ϑ(k), (148)
which satisfies ∫
f(t,x,k) dx dk = 〈ψ|ψ〉 . (149)
6.3.2 Kinetic equation
Equation (123) now takes the following form:
i∂t̺(t,x,k) + F+(t,x,k)− F−(t,x,k) = 0, (150)
where we introduced
F+(t,x,k)
.
= tr (ΠˆkΠˆxρˆHˆ) = 〈k|x〉 〈x|ρˆHˆ|k〉 , (151)
and F−(t,x,k) differs only by the order of ρˆ and Hˆ . Equa-
tion (151) can be rewritten as
F+ =
∫
〈x|ρˆ|k+ p〉 〈k+ p|x+ q〉
〈x+ q|Hˆ|k〉 〈k|x〉 DqDp, (152)
where Dq =
√
γ(x+ q) dq, dq ≡ dq1 . . . dqD, Dp =√
γ(k+ p) dp, and dp ≡ dp1 . . . dpD. This leads to
F+ =
∫
̺(t,x,k+ p)λ(p,q)W(t,x+ q,k)DqDp,
where we introduced
λ(p,q)
.
=
〈k+ p|x+ q〉 〈k|x〉
〈k+ p|x〉 〈k|x+ q〉 = e
−ip·q (153)
and the functionW(t,x,k) .= 〈k|x〉 〈x|Hˆ |k〉, which is sim-
ply the Πˆ-image of Hˆ . It is convenient to express W as
W(t,x,k) = H(t,x,k)
(2π)D
√
γ(x)ϑ(k)
, (154)
where H is given by
H(t,x,k) .= 〈x|Hˆ |k〉 / 〈x|k〉 (155)
and is termed the effective Hamiltonian. Note that, for
any Hˆ of the form Hˆ(t, xˆ, kˆ) = F(t, xˆ) + G(t, kˆ), one has
H(t,x,k) = H(t,x,k). Another useful representation is
H(t,x,k) = e−ik·xH(t,x,−iðx) eik·x, (156)
as obtained from Eq. (116). For k large compared to the
spatial scale of H , one can replace −iðx here with k, so
H(t,x,k) ≈ H(t,x,k) for any Hˆ . This also means that
H(t,x,k) is real in that regime, since Hˆ is Hermitian.
Now the expression for F+ becomes√
γ(x)ϑ(k)F+(t,x,k)
=
∫
f(t,x,k+ p)H(t,x+ q,k) e−ip·q dq dp
(2π)D
,
and F−(t,x,k) is similar. Consider the following symbolic
representation of the integrand, with arrows pointing to
functions on which the gradients act [cf. Eq. (99)]:
f(t,x,k+ p)H(t,x+ q,k)
= f(t,x,k) ep·
←
∇keq·
→
∇xH(t,x,k). (157)
Since
←
∇k and
→
∇x apply to different functions, these oper-
ators commute, so we can write
F+(t,x,k) = [γ(x)ϑ(k)]
−1/2 f(t,x,k) ⋆ H(t,x,k),
where a binary operator ⋆ is defined as follows:
⋆
.
=
∫
e−ip·q+p·
←
∇k+q·
→
∇x dq dp
(2π)D
. (158)
When taking this integral, one may treat i∇k and −i∇x
as constants, so it is easy to see that
⋆ = e−i
←
∇k·
→
∇x . (159)
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[Note that, because of the definition of the dot product,
Eq. (86), the star product is invariant with respect to how
the metrics γˆ and ϑˆ are chosen.] Let us also introduce a
bracket associated with ⋆,
i{{f,H}} .= f ⋆ H−H ⋆ f, (160)
which we will term the star bracket. Then, Eq. (150) takes
the following compact form:
∂tf + {{f,H}} = 0. (161)
As an equation describing the action operator projec-
tion on phase space, Eq. (161) is called a (full) kinetic
equation, or FKE. That said, Eq. (161) can also be viewed
as merely the Fourier transform of Eq. (129); i.e., the
two carry the same information. Note also that adopting
Πˆ = ΠˆxΠˆk instead of Πˆ = ΠˆkΠˆx leads to the equation
that is complex-conjugate to Eq. (161).
6.4 Other projectors. Wigner function
While using the projectors ΠˆkΠˆx and ΠˆxΠˆk offers advan-
tages of simplicity and tractability, one may instead adopt
other Πˆ to generate ̺ (and f) and yet arrive at similar
equations. For instance, at γ = ϑ = 1, Eqs. (145)-(147)
hold as well for the Wigner function [20,21,22],
̺W (t,x,k)
.
=
∫
〈x + q/2| ρˆ |x− q/2〉 e−ik·q dx
(2π)D
,
which is a real (but not sign-definite) function, unlike a
general PSI, and is generated by Πˆ = ΠˆW , where
ΠˆW
.
=
∫
Tˆ−q/2 Πˆx Tˆq/2 Πˆk Tˆq/2 Πˆx Tˆ−q/2 dx. (162)
(For an alternative representation of ΠˆW see Ref. [5].)
The corresponding dynamic equation has the same form
as Eq. (161). Specifically,
∂tfW + {{fW ,HW }} = 0, (163)
where fW
.
= ̺W , HW .= tr (HˆΠˆW ), and the new star
product, also known as the Moyal product [54], is
⋆W = exp
(
i
2
[←∇x · →∇k −←∇k · →∇x]) . (164)
Other Πˆ-images and star products are also possi-
ble and, with enough effort, can always be attributed
with some physical meaning; see, e.g., Ref. [55]. (For an
overview of some of such functions, see also Ref. [56].) In
particular, based on the similarity with the classical prob-
ability distribution, the Wigner function and similar PSI
are often identified as “quasiprobabilities”, or “quantum
probability distributions” (see also Sect. 7.2). However,
such dramatic interpretations are superfluous, as there is
no definition of quasiprobability other than ̺; i.e.,, if we
want to define the term “quasiprobability”, we can allow it
to have any properties, and being real does not have to be
one of them. Each PSI is just I times the expectation value
of a certain projector, Πˆ [Eq. (122)], which can be used
to calculate moments of the action operator (Sect. 6.3.1).
Changing the projector merely changes an action-operator
representation, i.e., results in variable transformation in
the FKE. In this sense, the only fundamental FKE is the
operator equation for ρˆ itself [Eq. (68)], whereas any of its
projections is inherently artificial and, as such, does not
necessarily have a natural physical meaning.
7 Basic waves
Now that we have described general oscillations on a man-
ifold, let us consider a special class of such oscillations,
namely, wave processes.
7.1 Definitions
There may exist a choice of xˆ and kˆ such that the phase
space is foliated, yielding Hˆ = H(kˆ). Let us consider os-
cillations in such a system (which can be called integrable
in the classical-mechanics sense), namely,
i |ψ˙〉 = H(kˆ) |ψ〉 , (165)
assuming now that H is time-independent. We will call
Eq. (165) homogeneous stationary wave equation, and its
solutions of the form |ψ〉 = |k〉 e−iH(k)t will be called ho-
mogeneous stationary waves.
More generally, the solution of Eq. (165) can be sought
as follows. Suppose that |ψ〉 is locally close to a monochro-
matic wave with some wave vector k¯ (i.e., the spectrum
width ∆k satisfies ∆k ≪ k¯) and frequency ω¯ .= H(k¯) yet
has a slowly varying envelope |φ〉; namely,
|ψ〉 = exp(−iω¯t+ ik¯ · xˆ) |φ〉 . (166)
Hence one gets |φ˙〉 = Uˆ |φ〉, where
Uˆ .= e−ik¯·xˆH(kˆ) eik¯·xˆ − ω¯. (167)
Using that eik¯·xˆ = Tˆk¯ is an operator of translation in the
momentum space (Sect. 5.3), the effect of the first term
in Eq. (167) on any |k〉 can be expressed as follows:
Tˆ−k¯H(kˆ)Tˆk¯ |k〉 = Γϑ(k, k¯)Tˆ−k¯H(kˆ) |k+ k¯〉
= Γϑ(k, k¯)H(k+ k¯)Tˆ−k¯ |k+ k¯〉
= H(k+ k¯) |k〉 . (168)
On the other hand, H(k+ k¯) |k〉 = H(kˆ+ k¯) |k〉, so
Uˆ = H(kˆ+ k¯)− ω¯. (169)
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In the x-representation, kˆ becomes a gradient, which, for
an envelope, is small. Hence, we can take
H(kˆ+ k¯) ≈ ω¯ + ∂H(k¯)
∂k¯r
kˆr +
1
2
∂H(k¯)
∂k¯r ∂k¯s
kˆrkˆs. (170)
We now substitute the dispersion relation and introduce
vg(k)
.
= ∇kH(k), (171)
called the group velocity, and v¯g
.
= vg(k¯). (That being
said, vg does not necessarily have units of velocity, as k is
a generalized momentum.) We also introduce a matrix
Υ rs
.
=
1
2
∂v¯rg
∂k¯s
=
1
2
∂H(k¯)
∂k¯r ∂k¯s
, (172)
which determines a real symmetric constant spatial tensor
Υˆ ≡ v¯′g/2. The envelope equation then becomes
i |φ˙〉 = (v¯g · kˆ+ 12 kˆ · v¯′g · kˆ) |φ〉 . (173)
The x-representation of Eq. (173), say, at γ = const, is
i(∂tφ+ v¯g · ∇φ) + 12 ∇ · v¯′g · ∇φ = 0, (174)
where ∇ · v¯′g · ∇/2 can be understood as the Laplace-
Beltrami operator in space with metric Υˆ. The former
two terms here describe ballistic propagation of an enve-
lope with velocity v¯g, and the latter term describes dis-
persive spreading. Equation (174) is known as the linear
quasioptical equation, or the LSE in the narrow sense [as
opposed to Eq. (66), which is the generalized LSE]. How-
ever, in contrast to the traditional derivation employing
the Fourier transform [57, Sec. 27], now Eq. (174) flows
from Eq. (173) that originates from purely geometric,
representation-independent arguments.
7.2 Liouville limit. Wave kinetic equation
Let us now allow the Hamiltonian to vary with x on
some scale ℓ large compared to k¯−1, so H(t,x,k) is real
(Sect. 6.3.2). We will yet require
ℓ−1 ≪ ∆k ≪ k¯, (175)
so Eq. (161) can be simplified. Specifically, notice that
f (−i
←
∇k ·
→
∇x)H ∼ Hf/(∆kℓ), (176)
H (−i
←
∇k ·
→
∇x)f ∼ Hf (∆k/k¯), (177)
so the star products in Eq. (160) can be treated as asymp-
totic series in (∆kℓ)−1 and (∆k/k¯). (It is assumed here
that |∇kH| ∼ H/k0, but keep in mind that this scaling is
not universal and is adopted only for specificity.) We will
retain only the first two terms in each case; i.e.,
f ⋆H ≈ 1− i(∇kf) · (∇xH), (178)
H ⋆ f ≈ 1− i(∇kH) · (∇xf), (179)
so the bracket (160) becomes the Poisson bracket,
{f,H} .= (∇xf) · (∇kH)− (∇kf) · (∇xH). (180)
This leads to the Liouville equation
∂tf + {f,H} = 0, (181)
which is more explicitly written as
∂tf + (∇kH) · (∇xf)− (∇xH) · (∇kf) = 0. (182)
[See Appendix C for additional details. Also note that
Eq. (163) for fW leads to similar results.] Characteristics,
or “rays”, of these equations are given by
x˙r = ∂krH, k˙r = −∂xrH. (183)
We will call this regime classical, or the LL, and attribute
Eq. (181) as the WKE, as opposed to the FKE (161).
Note that the LL must not be confused with the GO
limit (Sect. 7.3), as commonly done in literature. Also no-
tably, Eqs. (181)-(183) are invariant with respect to vari-
able transformation (H,k) → (cH, ck), where c is an ar-
bitrary constant. (It is this property that renders classical
mechanics independent of the specific value of ~.)
The traditional interpretation of Eqs. (183) is that
they govern trajectories of individual quanta constituting
a wave, so f is interpreted as the phase space density of
those quanta. However, in general, this picture is mislead-
ing, and the fact that f can be complex serves as a hint.
(This issue is blurred when the real fW is used for f .)
Unless a wave consists of small isolated particle-like en-
velopes12, wave quanta cannot be attributed with definite
coordinates z, so their local phase space density cannot
be defined in principle, not to mention connected with f .
Equations (183) should then be understood as a “statis-
tical” effect, rather than “single-particle” effect, as also
will become apparent in Sect. 7.3. Accordingly, f has no
fundamental meaning in general (and neither does fW );
it is merely a tool for calculating moments of the action
operator. See also Sect. 6.4.
7.3 Hydrodynamics of waves
Let us now consider a more general case, allowing
ℓ−1 ∼ ∆k ≪ k¯. (184)
Although Eq. (179) still holds, Eq. (178) now may be in-
valid. (This fact goes unnoticed when one formally ex-
pands the star bracket in a single small parameter; e.g.,
similar QM calculations often incorrectly adopt ~ as such.)
Then Eq. (161) becomes intractable as is, but it yields
tractable equations for moments of f , which serve as
“fluid” equations. Those are derived as follows.
12 Those would travel along the characteristics (183), and
each of such “particles”, occupying a phase volume ∆Xi∆Ki,
would conserve its own action Ii
.
= ρ(xi,ki)∆Xi∆Ki, which
is positive-definite except for negative-energy waves. Then the
density of quanta is unambiguously defined as
∑
i Ii per unit
phase-space volume, i.e., as a coarse-grained f .
I. Y. Dodin: Geometric view on noneikonal waves 17
7.3.1 Basic equations
First of all, consider Eq. (161) in the form
∂tf + ∂xr(f ∂krH)− ∂kr (f ∂xrH) +G = 0, (185)
where we introduced
G
.
= −if (e−i
←
∇k·
→
∇x − 1)H+ (∇xH) · (∇kf), (186)
or, more explicitly,
G = (i/2)(∂2krf) ∂
2
xrH+ (1/6)(∂3krf)(∂3xrH) + . . . (187)
Equation (185) is not of a hyperbolic type, so, unlike in the
LL, phase space rays cannot be defined now. But consider
integrating Eq. (185) over dk (not to be confused with
Dk), using that ν
.
= (k¯ℓ)−1 ≪ 1. The integral of G, taken
by parts, is estimated as follows:∫
G dk =
∫
[(i/2) (∂2xr∂
2
krH) + . . .] f dk = O(ν−2),
so it is negligible, even though G itself is not small; some-
what following Ref. [58], we call such G a ghost term (see
also Sect. 9.3). Hence one obtains
∂t
∫
f dk + ∂xr
∫
(∂krH) f dk = 0. (188)
Substituting Eq. (148) then yields
∂tI +∇ ·J = 0, (189)
where we used Eq. (137) for the divergence and introduced
I .=
∫
̺Dk, (190)
J
.
=
∫
(∇kH) ̺Dk. (191)
According to Eq. (145), one has I = |ψ(t,x)|2, so I is
simply the action spatial density, and thus J is the action
flux density. Equation (189) therefore represents the ACT
in its spatial representation, analogous to Eq. (131). (Here,
we use the notation I instead of A2 and J instead of j
only to emphasize that we no longer consider the general
case but rather limit our consideration to small ν.)
One can similarly introduce higher moments of
Eq. (185), just like it is done for gases and plasmas in
arbitrary metric [59]. For instance, multiplying Eq. (185)
by ks and integrating it over dk yields
∂t
∫
ksf dk + ∂xr
∫
(∂krH) ksf dk +
∫
(∂xrH) f dk = 0,
(192)
as the integral over G is, again, negligible. The physical
meaning of this equation will now be explained.
7.3.2 Geometrical-optics limit. Whitham’s equations
Let us consider the so-called GO regime, when ∆k is neg-
ligibly small, so one can use an approximation
f(t,x,k) ≈
√
γ(x) I(t,x) δ(k− k¯(t,x)), (193)
termed the cold limit. Then, Eqs. (189) and (192) become
∂tI +∇ · (I ∇¯kH) = 0, (194)
∂t(k¯sI) +∇ · (k¯sI ∇¯kH) + I ∂¯xsH = 0, (195)
where bars above partial derivatives denote that those
derivatives are evaluated at k = k¯(t,x). (One may notice
similarity of these equations with the standard continuity
and momentum equations for ideal cold fluids [60].) By
combining the two, one can also reduce Eq. (195) down to
∂tk¯s + (∇¯kH · ∇)k¯s + ∂¯xsH = 0. (196)
The characteristics of these equations are then seen to be
dtx¯
r = ∂¯krH, dtk¯r = −∂¯xrH, (197)
so they are akin to Eqs. (183). But remember that, unlike
the latter, Eqs. (197) allow only one wavevector at a given
spatial location. Thus, notwithstanding the similarity of
the ray equations, the GO limit and the LL are not the
same. Contrary to a common presumption (e.g., Ref. [61,
Sec. 4.8]), the Liouville equation generally does not hold
for GO waves, because those can have ∆k as small as ℓ−1,
which invalidates Eq. (178).
Notice now that, in the GO regime, ψ ≡ Aeiθ is such
that the eikonal, θ, is rapid compared to A. Then,
k¯ ≈ ∇xθ, (198)
so k¯(t,x) is curl-free; i.e., ∂xr k¯s = ∂xs k¯r. This permits
combining the last two terms in Eq. (196) as
(∇¯kH · ∇)k¯s + ∂¯xsH = (∂¯krH) ∂xs k¯r + ∂¯xsH = ∂xs ω¯,
where ω¯(t,x)
.
= H(t,x, k¯(t,x)). Hence, Eq. (196) can be
written simply as
∂tk¯+∇ω¯ = 0. (199)
Finally, one also has, similarly to Eq. (198), that
ω¯ ≈ −∂tθ. (200)
Equation (200) can be used in combination with Eq. (198)
for an alternative derivation of Eq. (199).
Let us now introduce v¯g
.
= ∇¯kH by analogy with
Sect. 7.1 but also drop the bars for clarity. Then, the GO
equations derived above are summarized as follows:
∂tθ + ω = 0, (201)
∂tI +∇ · (Ivg) = 0, (202)
∂tk+∇ω = 0, ∇× k = 0. (203)
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Note that Eqs. (201)-(203) match the well-known
Whitham’s equations [26, Sec. 11.7], which are commonly
derived directly from the GO variational principle [except
Eqs. (203); those stem merely from the definitions of ω
and k]. Indeed, in the GO limit, Eq. (132) turns into
L = [(−∂tθ︸ ︷︷ ︸
ω
)−H(t,x, ∇θ︸︷︷︸
k
)]I. (204)
Then the requirement δθS = 0 readily yields Eq. (202),
and δIS = 0 immediately leads to Eq. (201), which also
can be interpreted as the local dispersion relation,
ω = H(t,x,k). (205)
For detailed derivations and a comprehensive discussion
regarding the general properties of GO waves that flow
from the approximation L = L(A , ω,k; t,x), where A is
an arbitrarily defined wave amplitude, see Ref. [1]. The
mentioned paper also discusses L specific to linear GO
electromagnetic waves, as well as the corresponding defi-
nitions of the wave action, energy-momentum tensor, and
angular momentum. For L describing nonlinear electro-
magnetic waves in collisionless plasma, see Refs. [2,62,63,
64,65].
7.3.3 Particle-like dynamics of waves
As a side remark, let us note that Eqs. (201) and (205)
can be cast as well in the form
∂tθ +H(t,x,∇θ) = 0. (206)
Even though we allow GO waves to have arbitrarily large
spatial extent, Eq. (206) is exactly the same as the com-
monly known Hamilton-Jacobi equation for point parti-
cles. This implies that methods of particle manipulations
readily extend to GO waves “as is”. For example, one
can develop a “photon-oscillation-center” formalism to de-
scribe wave propagation in media whose parameters vary
quasiperiodically in space and (or) time, such as in pho-
tonic crystals [66]; see a companion paper, Ref. [67]. One
can also apply Eq. (206) to describe, e.g., photon accel-
eration [68], photon Landau damping [33], the all-optical
bump-on-tail instability [69], and wave trapping in au-
toresonance [70,71]. Details of this approach will be dis-
cussed in separate publications.
Furthermore, one can apply the GO formalism pre-
sented here to “actual” particles [the cause being that
particles are waves on the quantum level, and Eq. (204)
is equivalent to the classical limit of the quantum-particle
Lagrangian density]. Like waves, particles need not be lo-
calized for Eq. (206) to hold. If, however, the action den-
sity is localized, i.e.,
I =
N∑
j=1
δ(x, x¯j(t)), (207)
then the full Lagrangian, Eq. (117), becomes
L =
N∑
j=1
[
k¯j · ˙¯xj −H(t, x¯j , k¯j)], (208)
where k¯j
.
= k(t, x¯j). One may recognize this as the stan-
dard Lagrangian that describes the (generally nonlinear)
dynamics of N identical classical particles. Note also that,
for Eq. (208) to hold, we assumed each particle to have
exactly unit action [
∫
δ(x, x¯j(t))Dx = 1].
It is seen then that classical mechanics can be viewed
as a special case of linear GO. This agrees with Sect. 7.2,
where we already derived the classical Liouville equation
for waves in the appropriate limit. On the other hand,
classical mechanics is not identical to linear GO, for the
latter can as well describe extended waves and, as such,
should rather be identified with quasiclassical mechanics.
7.4 Statistical kinetic equation
For completeness, let us also introduce a statistical de-
scription of waves. Assuming smooth Hˆ , it is often conve-
nient to perform ensemble averaging to derive the evolu-
tion of W(t,x,k)
.
= 〈f(t,x,k)〉, or
W(t,x,k) = 〈k|x〉 〈x|〈ρˆ〉|k〉
= (2π)−D
∫
eix·(k
′−k)〈ψk′(t,x)ψ∗k(t,x)〉 dk′,
where we adopted γ = 1 and ϑ = 1 for simplicity. This
gives ∂tW + {{W,H}} = 0, where H is connected to Hˆ
via Eq. (155). Assuming that W is smooth in both x and
k (but f itself now does not need to be such; otherwise
see Sect. 7.2), the corresponding LL is obtained. Then
Eq. (161) leads to a WKE-like equation for W,
∂tW + {W,H} = 0, (209)
where H(t,x,k) = H(t,x,k). However, note that
Eq. (209) is fundamentally different from the original
WKE [Eq. (181)] as it describes only statistical proper-
ties of a field rather than its precise instantaneous image.
We thus term Eq. (209) SKE.
The utility of the SKE relies on ergodicity, so it is
limited compared to that of the FKE. This is seen al-
ready from the fact that Eq. (209) effectively treats waves
as classical particles, i.e., neglects their interference and
therefore misses certain qualitative effects that can be im-
portant. For instance, the SKE can predict ray chaos (e.g.,
see Ref. [72,73]), whereas the FKE (161) is quantumlike,
so it does not allow chaos per se. (See also Ref. [74] for
waves in classically-chaotic stadiums.) This becomes par-
ticularly an issue at wavelengths that are not-too-small
compared to the system size and at t → ∞, as has been
long recognized for truly quantum systems [75].
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7.5 Sample applications
In practice, L may not be known in advance, and one has
to start out with a PDE instead. For waves of the basic
type that we have been discussing so far, such equations
have a generic form
∂tϕ+ Mˆϕ = 0, (210)
where ϕ is some field on a given manifold, which we at-
tribute as X , and Mˆ = M(t, xˆ, kˆ) is some linear opera-
tor. It is generally nontrivial to identify the corresponding
FKE and WKE in an ad hoc manner, which sometimes
leads to controversies [35]. However, these problems do
not emerge if one starts out with finding a variable trans-
formation ϕ = Uˆψ that turns Eq. (210) into the LSE with
Hermitian Hˆ = H(t, xˆ, kˆ); specifically,
i∂tψ = Hˆψ, Hˆ
.
= −iUˆ−1(∂tUˆ + MˆUˆ). (211)
Then, the corresponding L is given by Eq. (118), and all
the above machinery applies immediately, so one does not
need to rederive the SKE for each new Mˆ separately. To il-
lustrate this, we will now discuss applications of our theory
to sample equations, specifically, linear Hasegawa-Mima
equations that are often used to model the drift-wave tur-
bulence in inhomogeneous magnetized plasmas [34,35].
7.5.1 Pure Hasegawa-Mima model
The “pure” linear Hasegawa-Mima model is
∂t(1 −∇2)ϕ+ (V∗ · ∇)ϕ+ (VE · ∇)(−∇2)ϕ = 0, (212)
where V∗ is a constant vector, and VE = VE(t,x) is
a prescribed field such that ∇ ·VE = 0. One can cast
Eq. (212) into the form (210) by taking Mˆ = (1 −
∇2)−1[(V∗·∇)+(VE ·∇)(−∇2)], or−iMˆ = (1+kˆ2)−1[V∗·
kˆ + (VE · kˆ)kˆ2]. Then let us adopt Uˆ−1 = kˆ(1 + kˆ2)1/2,
so Eq. (211) is yielded with
Hˆ =
V∗ · kˆ
1 + kˆ
2︸ ︷︷ ︸
Hˆ∗
+
kˆ√
1 + kˆ
2︸ ︷︷ ︸
κˆ
[
VE(t, xˆ) · kˆ
]
︸ ︷︷ ︸
∆ˆ
kˆ√
1 + kˆ
2︸ ︷︷ ︸
κˆ
. (213)
The first term here, Hˆ∗, is manifestly Hermitian, as kˆ is
Hermitian, and V∗ is constant. The second term, HˆE =
κˆ∆ˆκˆ, satisfies Hˆ†E = κˆ
†∆ˆ†κˆ†. But κˆ is Hermitian as a
superposition of commuting Hermitian operators, and so
is ∆ˆ, because VE is divergence-free; thus, Hˆ
†
E = HˆE . In
other words, Hˆ has the sought Hermitian form, and hence
one knows the FKE and WKE explicitly.
In particular, smooth Hˆ corresponds to
H(t,x,k) = k ·V∗
1 + k2
+
k2[k ·VE(t,x)]
1 + k2
. (214)
This expression for H can certainly could have been in-
ferred directly from Eq. (212), but now we also know the
appropriate Uˆ that explicitly definesW entering Eq. (209).
In particular, if ϕk′(t,x) is correlated with ϕ
∗
k(t,x) only
at k′ close to k, one has
W(t,x,k) ≈ Ik(t,x)U−2(k), (215)
where we employed Uˆ = U(kˆ), and
Ik(t,x)
.
= (2π)−D
∫
eix·(k
′−k)〈ϕk′(t,x)ϕ∗k(t,x)〉 dk′.
(Our definition of Ik is similar to that Ref. [34], but, con-
trary to Ref. [34], Ik is not the Wigner function.) In precise
agreement with Refs. [34,35], that gives
W(t,x,k) = Ik(t,x) k
2(1 + k2). (216)
7.5.2 Generalized Hasegawa-Mima model
Consider also the “generalized” Hasegawa-Mima model,
∂t(1 −∇2)ϕ+ (V∗ · ∇)ϕ+ (VE · ∇)(1 −∇2)ϕ = 0.
In this case we take Uˆ−1 = 1 + kˆ
2
, so the Hamiltonian is
Hˆ =
V∗ · kˆ
1 + kˆ
2 +VE(t, xˆ) · kˆ. (217)
Like above, for the LL one hence obtains H = k ·V∗/(1+
k2) + k ·VE and, using Eq. (215), arrives at
W(t,x,k) = Ik(t,x) (1 + k
2)2. (218)
This again agrees with Refs. [34,35]; see also Ref. [23].
It is hoped then, considering how concise the above cal-
culation is, that the utility of approaching wave equations
through their LSE form is hereby made evident. The above
examples also illustrate the fact (often overlooked in lit-
erature; cf., e.g., Ref. [61, Chap. 13]) that knowing a local
dispersion relation is insufficient for deriving a field equa-
tion in inhomogeneous and (or) nonstationary medium.
Indeed, the local dispersions for ϕ and ψ are the same, but
∂tϕ and ∂tψ differ by O([Mˆ, Uˆ ]). The commutator may
be small, but its effect accumulates, so the scalings ϕ(t,x)
and ψ(t,x) can be very different. This is seen already from
the fact that 〈ψ|ψ〉 is conserved, whereas 〈ϕ|ϕ〉 generally
is not. In particular, see, e.g., Ref. [76] for the terms that
must be added in the complex-amplitude equation for an
electromagnetic GO wave, as compared to a strictly si-
nusoidal wave, to avoid the nonphysical dissipation that
is effectively introduced otherwise. For stationary waves,
the corrections to the commonly used electric-field equa-
tion are determined by the spatial dispersion and thus
are often negligible when modeling cold electromagnetic
oscillations; yet they can become noticeable at mode con-
version to electrostatic oscillations, for which the spatial
dispersion is significant [77]. For nonstationary waves, the
corrections are determined also by the temporal dispersion
and thus are always significant. See, for instance, the rel-
evant discussions in Refs. [36,37,10] on waves in plasmas
undergoing compression, ionization, and recombination.
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8 General linear waves
8.1 Kinetic equations for the extended space
8.1.1 Basic equations
The above results can be applied also to systems whose
Lagrangian densities depend on ωˆ
.
= i∂t differently than
in Eq. (118). (That said, the eigenfrequencies must remain
real; this permits, e.g., certain quadratic and biquadratic
functions of ωˆ, but not arbitrary polynomials of ωˆ of power
higher than two.) Suppose a Lagrangian density of the
most general form consistent with linear dynamics on a
manifold subjected to the same restrictions as described
in Sect. 5.2.2. Specifically, we will assume
L = −ψ∗Hˆψ, (219)
where Hˆ is a Hermitian operator of the form
Hˆ = H(t,x,−i∂t,−iðx). (220)
Let us treat t as yet another canonical coordinate, with
−ωˆ serving as the corresponding canonical momentum.
The new coordinates, x
.
= (t,x), form the extended space,
X. The new momentum is defined as −iðx, so its eigen-
values, k, form the extended momentum space, K, and
the extended phase space is defined as Z
.
= X × K with
coordinates
z = (t, x1, . . . xD,−ω, k1, . . . kD). (221)
Equation (219) can be written as
L = −ψ∗H(x,−iðx)ψ, (222)
so L contains no “time” variable whatsoever. To put it
in the form (118), let us introduce an auxiliary system
governed by the Lagrangian density
L =
i
2
[ψ∗(∂sψ)− (∂sψ∗)ψ]− ψ∗H(x,−iðx)ψ, (223)
where s is an additional time variable. The corresponding
LSE can be written as
i∂sψ = H(x,−iðx)ψ, (224)
and the FKE for the extended system is
∂sf + {{f,H}} = 0. (225)
The new PSI, f , and the new effective Hamiltonian,H, are
functions of z, and the bracket is adjusted accordingly.
Recall now that H(x,−iðx)ψ equals the functional
derivative of S with respect to ψ∗, and, according to the
LAP, δψ∗S = 0 [Eq. (120)]. Thus, according to Eq. (224),
those can be found as a subset of the trajectories of the
new system corresponding to ∂s = 0. This means that the
evolution of the original system satisfies
{{f,H}} = 0, (226)
which can be adopted as a new FKE.
8.1.2 Liouville limit
In the LL, Eq. (226) turns into
− (∂ωH) (∂tf) + (∂tH) (∂ωf)
+∇kH · ∇xf −∇xH · ∇kf = 0. (227)
The corresponding ray equations then are
ω˙ =
∂tH
−∂ωH , x˙
r =
∂krH
−∂ωH , k˙r = −
∂xrH
−∂ωH . (228)
One can also introduce an auxiliary time, τ , along the ray
(not to be confused with s) and cast these as follows:
dτ t = −∂ωH, dτω = ∂tH, (229)
dτx
r = ∂krH, dτkr = −∂xrH, (230)
where dτ ≡ d/dτ (cf., e.g., Ref. [61, Sec. 4.7]). Finally, the
equations derived earlier in Sect. 7.2 are recovered from
here as a special case corresponding to H = H− ω.
8.1.3 Example: Klein-Gordon equation
The equations derived above generalize, for instance, the
existing kinetic formulation [78] of the KGE for a complex
field ψ,13[− (i∂t +A0)2 + (i∇x +A)2 +M2]ψ = 0, (231)
which, in particular, describes a scalar relativistic parti-
cle with mass M interacting with a four-vector potential
A = (A0,A) (in appropriate units). Specifically, the KGE
corresponds to L of the form Eq. (222) with
Hˆ = (i∂t +A0)2 − (i∇x +A)2 −M2, (232)
or, alternatively, Hˆ = −Pˆ2 −M2, where we assume an
extended spatial metric14 of the form diag (−1, γˆ), and
P
.
= −i∇−A. [The operator P2 is Hermitian as a prod-
ucts of two identical, and thus commuting, Hermitian op-
erators, P.] Then Eq. (226) applies immediately.
Note also that the KGE corresponding to A = 0,
(∂2t −∇2x +M2)ψ = 0, (233)
can be viewed as a special case of the LSE as given by
Eq. (174). Indeed, if in Eq. (174) one takes v¯g = 0 and
φ ∝ exp(iM2t) with M = const, then one gets
(−∇ · Υˆ · ∇+M2)φ = 0. (234)
13 For a real field governed by the KGE, say, χ = Reψ, the
Lagrangian density would be given by Eq. (118) with Hˆ =
(Pˆ2+M2)1/2, in agreement with Ref. [17]. However, this would
be a different physical system than that described by Eq. (219)
with Hˆ given by Eq. (232); e.g., the former does not allow ψ
(not ψ∗) to oscillate at negative frequency.
14 Note that we specify the extended spatial metric here only
to cast the Hamiltonian in a compact form. The star bracket
itself is insensitive to the spatial metric by definition.
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As Υˆ is real and symmetric, we can always choose a basis
in X where this matrix has a diagonal form, say, Υ rs =
diag (Υ 1, . . . ΥD). Then, Eq. (234) becomes
(−Υ r∂2r +M2)φ = 0. (235)
If one of Υ r is negative (i.e., the signature of Υˆ as a met-
ric is not positive-definite), then −Υ r∂2r is effectively a
d’Alembertian, and Eq. (235) turns into the KGE.
8.2 Vector waves
The above results can be generalized to the case when
X , as opposed to being simply connected, is rather a dis-
joint union of B simply connected manifolds, Xb. Like in
Sect. 5.2.2, let us assume that each of the latter has topo-
logical properties of RD. Let us also view all Xb as copies
of some X⋄. Then coordinates can be understood as or-
dered pairs, x = (x⋄, b), where x⋄ belongs to X⋄, and b is
an integer spanning from 1 to B.
For any |ψ〉, its x-representation is defined as 〈x|ψ〉 ≡
〈x⋄, b|ψ〉 =. ψb(x⋄). The momentum operator is de-
fined such that, in the x-representation, kˆψb(x⋄)
.
=
−iðx⋄ψb(x⋄). This equation yields eigenvectors parame-
terized by ordered pairs k
.
= (k⋄, b), where the eigenval-
ues k⋄ comprise some manifold K⋄, and b spans from 1 to
B. Hence, the momentum space K, comprised of all k, is
understood as a disjoint union of B copies of K⋄.
Using the identity
1ˆ =
B∑
b=1
∫
|x⋄, b〉 〈x⋄, b| Dx⋄, (236)
we can now represent the Lagrangian (65) in the form
L =
∫
LDx⋄, where
L =
i
2
{
ψ∗b (t,x⋄) [∂tψ
b(t,x⋄)]− [∂tψ∗b (t,x⋄)]ψb(t,x⋄)
}
− ψ∗b (t,x⋄)
∫
〈x⋄, b|Hˆ|x′⋄, b′〉 ψb
′
(t,x′⋄) Dx
′
⋄,
and ψ∗b
.
= 〈ψ|x⋄, b〉. For each given b and b′, the bracket
〈x⋄, b|Hˆ|x′⋄, b′〉 is a kernel of an operator acting on func-
tions of x′⋄. As usual then, one can write∫
〈x⋄, b|Hˆ |x′⋄, b′〉 ψb
′
(t,x′⋄) Dx
′
⋄
= Θbb′(t,x⋄,−iðx⋄)ψb
′
(t,x⋄). (237)
To simplify the notation, let us interpret the fam-
ily of ψb as a B-component vector field ψ(t,x⋄)
.
=
(ψ1(t,x⋄), . . . ψ
B(t,x⋄)) and Θ
b
b′ as elements of the ma-
trix Θˆ. Then L finally becomes
L =
i
2
[
ψ∗ · (∂tψ)− (∂tψ∗) ·ψ
]
−ψ∗ · Θˆ(t,x⋄,−iðx⋄) · ψ. (238)
Waves described by Eq. (238) can be attributed as vec-
tor waves. (Typical examples are electromagnetic waves
that allow for more than one polarization.) Due to
Eq. (236), the state vector for such waves can be de-
composed as |ψ〉 = ∑b |ψb〉, and ρˆ = ∑bb′ ρˆb′b, ρˆb′b .=
|ψb′〉 〈ψb|, where each |ψb〉 is comprised of |x⋄, b〉 with spe-
cific b. Coupled kinetic equations for ρˆb′
b can then be de-
rived by projecting the operator equations for each ρˆb′
b
on X⋄ and K⋄. This yields B
2 equations, or, alternatively,
one can think of the FKE as of a matrix equation. As
usual, there is no unique way to write this FKE, but oth-
erwise the procedure is similar to the one used in Sect. 6,
so we will not repeat it here.
Let us yet mention that Eq. (238) also has a simple GO
limit, obtained when ψ = φeiθ such that φ is a slowly-
varying envelope, and θ is a rapid phase common for all
the wave components. In this limit, one has a formula akin
to Eq. (204), namely,
L = −φ∗ · [∂tθ + Θˆ(t,x⋄,∇⋄θ)] · φ
= −tr
{[
1ˆ ∂tθ + Θˆ(t,x⋄,∇⋄θ)
]
ρˆ
}
, (239)
where 1ˆ is a unit operator, and ρˆ
.
= φ∗φ is understood as a
“reduced” action operator. It is seen then that, as long as
wave components are uncoupled (or coupled adiabatically,
as in Ref. [67]), they cannot be assigned individual actions
even in the GO limit.
Similar equations were studied earlier in connection
with the problem of linear mode conversion; see e.g.,
Refs. [5,79,80] and references cited therein. The differ-
ence is, however, that we deal with generalized coordinates
and momenta here (our X⋄ is not necessarily “the physi-
cal space”), and we also keep them in the operator form.
This eliminates the need for ad hoc application of meta-
plectic transformations used, e.g., in Ref. [5], as in our case
such transformation are already embedded, effectively, in
the definition of a wave. Note also that our equations can
be generalized, along the lines of Sect. 8.1, to allow arbi-
trary dependence on the time derivative in L. Then, or
if one allows for a pseudo-Euclidean metric instead, our
framework also accommodates more general waves such
as those as Dirac’s electron [81, Sec. 26]. (The particle
spin is hence understood simply a geometric feature of
the classical coordinate space X , not to be confused with
X⋄; i.e., contrary to the traditional point of view, there
is nothing “inherently quantum” in spin.) For a related
discussion see Ref. [82] and references therein.
9 Nonlinear waves
9.1 Approximate conservation laws
Let us also discuss, briefly, how the theory is modified
by the presence of nonlinear coupling of reference modes
via some Hamiltonian H. Under the assumptions used to
obtain Eq. (37), we now arrive at
a˙n = −iΩn′an′ − V nmam − i ∂H
∂a∗n
, (240)
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and Eq. (38) turns into
I˙n = −(Vn′man′∗am + V ∗n′man
′
am∗)
+ i
(
an
′ ∂H
∂an′
− a∗n′
∂H
∂a∗n′
)
. (241)
(Remember that we use primes to distinguish repeating
indexes on which no summation is performed; in other re-
spects, n′ ≡ n.) If H can be expressed as a function of
actions only, so ∂H/∂a∗n = (∂H/∂In′)a
n′ and ∂H/∂an =
(∂H/∂In′)a
∗
n′ , one arrives at Eq. (38) and the same con-
servation laws as in Sect. 2.4. Otherwise, the approximate
invariants are derived as follows.
9.1.1 Manley-Rowe relations
If H is a (real) combination of arbitrary multilinear func-
tions of an and a
∗
n, then conserved are so-called Manley-
Rowe integrals [83,84,85]. For example, consider a general
three-wave resonant coupling,
H = χa1a
∗
2a
∗
3 + χ
∗a∗1a2a3, (242)
where χ is some parameter, possibly a slow function of
time. Then Eq. (246) yields
I˙1 = i (χa1a
∗
2a
∗
3 − χ∗a∗1a2a3) , (243)
I˙2 = i (χ
∗a∗1a2a3 − χa1a∗2a∗3) , (244)
I˙3 = i (χ
∗a∗1a2a3 − χa1a∗2a∗3) , (245)
so it is seen that
I1 + I2 = const, I1 + I3 = const, I2 − I3 = const.
Similar conservation laws will hold also at resonant cou-
pling of other types. For the general, geometric formula-
tion of Manley-Rowe conservation laws see Refs. [83,86].
9.1.2 Total action
The total action is governed by
I˙ = i
(
an
∂H
∂an
− a∗n
∂H
∂a∗n
)
(246)
[where one can substitute an(∂H/∂an) = an(∂H/∂an)],
so it is not conserved at nonlinear interactions in gen-
eral. An exception is the case when H can be written as
H = 2ReHc, where Hc is a multilinear form that is “sym-
metric” in the following sense: it must be pn-linear in an,
qn-linear in a
∗
n, and
∑N
n=1 pn =
∑N
n=1 qn =. ℘. Then,
an
∂H
∂an
= an
∂Hc
∂an
+ an
∂H∗c
∂an
=
N∑
n=1
(
pnHc + qnH
∗
c
)
= ℘H,
and, similarly, a∗n(∂H/∂a
∗
n) = ℘H as well. Hence Eq. (246)
yields I˙ = 0, and, of course, the same result also applies
when H is a sum of such symmetric forms.
9.2 Nonlinear Schro¨dinger equation
In geometric terms, one can interpret each H of the afore-
mentioned symmetric type as a rank-(℘, ℘) tensor evalu-
ated on |ψ〉 and 〈ψ|. In other words,
H = Hˆ(℘)
( 〈ψ| . . . 〈ψ|︸ ︷︷ ︸
℘
; |ψ〉 . . . |ψ〉︸ ︷︷ ︸
℘
)
, (247)
or, using also that H is real,
H = H
(℘)
(m;n)
℘∏
i=1
(ψmi∗ψni), H
(℘)
(m;n) = H
(℘)∗
(n;m), (248)
where we introduced the shorthand notation (m; n)
.
=
(m1 . . .m℘; n1 . . . n℘). Instead of Eq. (58), we then get
i |Dˆψ〉 = (Qˆ + Nˆ ) |ψ〉 − i |W 〉 . (249)
Here the nonlinear operator |N 〉 .= δH/δ 〈ψ| is given by
Nˆ .=
℘∑
j=1
Hˆ(℘)
( 〈ψ| . . . , j , . . . 〈ψ| ; |ψ〉 . . . , j , . . . |ψ〉 ),
where jth and (℘+j)th arguments of Hˆ are not evaluated.
(Remember that the symbol “ ” denotes a placeholder,
and the index j is added to show which specific arguments
of Hˆ it replaces.) With all indexes lowered, this yields
Npq =
℘∑
j=1
H
(℘)
(m|p;n|q)j
℘∏
i6=j
(ψmi∗ψni), (250)
where (m|p; n|q)j is the same as (m; n) yet with mj re-
placed with p, and nj replaced with q. Notice then that
N ∗qp =
℘∑
j=1
H
(℘)∗
(m|q;n|p)j
℘∏
i6=j
(ψmiψni∗)
=
℘∑
j=1
H
(℘)∗
(n|q;m|p)j
℘∏
i6=j
(ψniψmi∗) = Npq, (251)
where Eq. (248) was used. This means that Nˆ is Hermi-
tian, which explains why symmetric H conserve I.
Equation (249) can be attributed as the generalized
nonlinear Schro¨dinger equation (NLSE). In a stationary
metric, it simply becomes
i |ψ˙〉 = HˆNL |ψ〉 , (252)
where HˆNL
.
= Ωˆ + Nˆ is the new, nonlinear Hamiltonian.
The NLSE as it is known most commonly [26, Sec. 17.7],
i(∂tψ + v¯g · ∇ψ) + 12 ∇ · v¯′g · ∇ψ + µ|ψ|2ψ = 0 (253)
[here µ is a constant, and ψ ≡ ψ(t,x)], is a special case of
Eq. (252) that corresponds to Ωˆ = v¯g · kˆ+ kˆ · v¯′g · kˆ/2 (cf.
Sect. 7.1), and Hˆ(2) = −(µ/2) |x〉 |x〉 〈x| 〈x|.
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9.3 Kinetic equation and nonlinear ray tracing
The FKE for nonlinear waves can be constructed much
like in Sect. 6. The only difference is that now a “collision
operator” may emerge from H [15], but here we will con-
sider only the simplest paradigmatic case, when all non-
linear interactions are included in HˆNL. Specifically, let us
consider the one-dimensional version of Eq. (253) in the
frame traveling with velocity v¯g,
i∂tψ + ∂
2
xψ + µ|ψ|2ψ = 0. (254)
(We eliminated the coefficient in front of the second term
by rescaling x. The coefficient µ can be eliminated too, by
rescaling ψ, but only up to a sign.) This corresponds to
the following nonlinear Hamiltonian:
HˆNL(t, xˆ, kˆ) = kˆ
2/2− µ[A(t, xˆ)]2, (255)
with the image HNL(t, x, k) = k2/2 − µA2(t, x). Hence,
the FKE is obtained, as usual, in the form
∂tf + {{f,HNL}} = 0. (256)
The LL and ray tracing flow from Eq. (256) under the
same restrictions as for linear waves (Sect. 7.2), specifi-
cally, if f is wide in both coordinate and momentum space
(see, e.g., Refs. [87,88]). Contrary to a popular opinion
(see, e.g., Refs. [68,89,90]), quasimonochromatic nonlin-
ear waves (QNW) do not fit in this picture simply as a
special case, i.e., cannot be described by a WKE. This is
because such waves have the spatial scale of A(t, x) of the
same order as that of f(t, x, k); then
(∂nxA
2) (∂nk f) ∼ A2f (257)
for any f at any n, i.e., ghost terms are never negligible for
QNW. Hence the FKE cannot be approximated with the
WKE, and nonlinear phase space rays cannot be defined
for QNW in principle. (This is specific to QNW; Hamilto-
nians of other waves have spatial scales independent of f .)
One should not be confused by the fact that some
properties of QNW may nevertheless be reproduced accu-
rately within the WKE model, as reported e.g., in Ref. [91,
92]. That happens when the relevant integrals of the ghost
term vanish (even though G itself is nonnegligible), so the
WKE accidentally leads to the same hydrodynamic equa-
tions as the FKE. For example, this explains the correct
rate, γMI, of the modulational instability that the WKE
happens to yield in the cold limit [91].15 The result is
caused by the following: (i) all mixed derivatives of HNL
are zero, which makes the FKE and WKE yield identical
GO equations (Sect. 7.3) in the cold limit, and (ii) those
GO equations are sufficient to obtain γMI [26,2].
Since the GO model does not capture effects caused
by the wave nonzero spectral width, the nonlinear FKE is
15 See more about such instabilities, e.g., in Refs. [87,88,93,
94,95,96,25,97]. See more about other methods of describ-
ing partially coherent waves, e.g., in Ref. [98] and references
therein.
not easily applicable beyond the cold limit to QNW, con-
trary to the existing literature, and same applies to the
nonlinear ray tracing in general. Having said that, in the
cold limit nonlinear rays are well defined and can be used
for practical applications, including reduced simulations
of wave dynamics [65]. As a matter of fact, there are gen-
erally two sets of such rays at each location (and that is
another way of seeing that WKE cannot describe QNW
in principle). For details, one is referred to Refs. [2,26].
10 Parallels with quantum mechanics
One may notice that a particular case of the above theory
is QM, yielded from exactly one axiom that the underlying
physical system is a classical nondissipative linear oscilla-
tor (i.e., the simplest nontrivial closed stable nondissipa-
tive system). The nonrelativistic quantum theory corre-
sponds to the adiabatic limit, when I is conserved, so one
can take 〈ψ|ψ〉 = 1.16 The equivalence between the clas-
sical Boltzmann-Vlasov equation and the Liouville equa-
tion (182) that we happened to derive for the formally
introduced x and k also permits assigning the traditional
physical meaning to these quantities. [Alternatively, one
can appeal to the Hamilton-Jacobi equation, Eq. (206),
that flows from our formal theory.] Specifically, if the co-
ordinate basis vectors |x〉 are chosen such that ~H(x, ~k)
happens to be the classical energy expressed as a func-
tion of the physical coordinate and physical momentum,
then x and ~k must be understood as such. Note that
~ is not a fundamental constant within this approach; it
merely characterizes units in which the energy-momentum
is measured. Also note that there is no way to infer Hˆ from
H in general; i.e., the true quantum Hamiltonian can only
be guessed but not derived per se from its classical coun-
terpart. In simple cases, such as in vacuum, one can ap-
peal to symmetry considerations (such as in Ref. [81]) to
justify a guess, but otherwise one may have to derive Hˆ
independently from its classical limit.
Nonadiabatic dynamics corresponds to QFT, where I,
measuring the number of particles, can vary in time. Since
I is introduced as a classical action, it is not quantized in
our case as is. Its quantization is nevertheless very natural
within the new formalism and can be performed exactly
as the first quantization in the traditional QM. Specifi-
cally, one needs only to replace the independent variables
a∗n and a
n in the energy h = 〈ψ|Hˆ |ψ〉 with (noncommut-
ing) operators aˆ†n and aˆ
n on some new vector space Ψ ′.
Hence h also becomes an operator, hˆ = Hnaˆ
†
naˆ
n, and one
may recognize aˆ†n and aˆ
n as creation and annihilation op-
erators. The new scalar energy is then yielded in the form
h′ = 〈ψ′|hˆ|ψ′〉, where |ψ′〉 are vectors from Ψ ′. This deter-
16 The standard convention would be to also assume no
negative-energy waves and allow only unitary coordinate trans-
formations (53); then gmn is Euclidean. But QM models with
more general metrics exist too; see, e.g., Lee-Wick model [99].
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mines the new Lagrangian
L′ =
i
2
[ 〈ψ′|ψ˙′〉 − 〈ψ˙′|ψ′〉 ]− 〈ψ′|hˆ|ψ′〉 , (258)
so the dynamic equation becomes i |ψ˙′〉 = hˆ |ψ′〉. But then,
if needed, it is easy to quantize the theory once again and
so on, and that also leads to the idea of “Nth quantization”
(cf., e.g., Ref. [100] and references therein).
Finally, consider some other obvious reasons for why
parallels between our theory and QM are important:
(i) Since classical-wave physics happens to be not just
analogous but, in fact, identical to (the mathemati-
cal framework of) QM, classical waves can be studied
using exactly the same methods as quantum particles.
For example, one can imagine classical applications of
the QM perturbation theory to studying wave propa-
gation in inhomogeneous and (or) nonstationary me-
dia, as will be reported elsewhere. Some other insights
and clarifications brought in by the quantumlike ap-
proach to classical waves were also discussed above.
(ii) Our representation of linear wave physics may also,
in principle, be useful as an axiomatic introduction
into the QM/QFT formalism. The only difference is
that the theory presented here does not address the
problem of quantum collapse, for which discretizing
I would be essential. (On the other hand, the stan-
dard textbook interpretation of QM is not unlike in
this sense.) This vividly shows that, for a given fun-
damental Hilbert space Ψ , the only difference between
classical and quantum oscillations is the measurement
process but not the dynamics per se. Another advan-
tage of our approach is that neither the spaces Ψ andX
(and, even more generally, spacetime; see Sect. 8), nor
commutation relations like Eq. (84) need to be postu-
lated, as most often done in literature [101]. Instead,
they emerge as convenient tools for describing solu-
tions of Eq. (12), which has no geometry associated
with it in the first place.
11 Summary
The paper reports an axiomatization of the general the-
ory of classical nondissipative waves based on understand-
ing of these waves as multidimensional oscillators. To our
knowledge, this is the first attempt of such axiomatization,
even though formal studies of linearized Hamiltonian sys-
tems are certainly plenty. Specifically, our selected results
are summarized, section by section, as follows:
1. In Sect. 1, the wave concept is formalized. The defi-
nition may seem trivial, but it is constructive; all the
linear wave physics is eventually derived from this def-
inition alone and thus applies to waves of any nature.
2. In Sect. 2, the natural, complex-amplitude represen-
tation of the wave Lagrangian is derived in a general
time-dependent basis, rendering the ACT transparent.
3. In Sect. 3, the wave dynamics is cast in a coordinate-
invariant form, where the sign of the wave energy is
absorbed by the fundamental metric.
4. In Sect. 4, the classical-wave action is defined as an op-
erator (“density matrix”), whose dynamics is governed
by a von Neumann equation.
5. In Sect. 5, the generic Lagrangian is derived for a scalar
wave propagating on a manifold. It is proved that the
Hamiltonian of such a wave has a form Hˆ = H(t, xˆ, kˆ).
6. In Sect. 6, a unified invariant method is proposed for
obtaining various kinetic equations in (almost) arbi-
trarily curved coordinates. The ACT for noneikonal
waves is derived in the spatial representation, for the
first time extending the result of Ref. [13] to general
waves. It is also made clear that similar theorems hold
in any other (e.g., momentum) representations too.
7. In Sect. 7, the applicability conditions for the LL of
the kinetic equation and GO equations are revised. It
is emphasized that, contrary to an assumption often
adopted in literature, the LL and GO are not the same.
It is also explained how the new theory allows a sta-
tistical description of waves. As an example, the SKEs
for two Hasegawa-Mimamodels are shown to flow from
the general theory automatically and unambiguously,
unlike in other formulations.
8. In Sect. 8, it is shown how the axiomatic wave the-
ory applies to oscillations in the extended space. In
particular, kinetic equations derived in Ref. [78] are
generalized and shown to flow naturally from the gen-
eral theory, so they need not be rederived ad hoc. It
is also shown how modifying the assumptions about
the fundamental-space geometry leads to the concept
of vector waves and mode-coupling equations, specifi-
cally, in a form that makes the ad hoc application of
conventional metaplectic transformations redundant.
9. In Sect. 9, it is explained how nonlinear waves natu-
rally fit in Dirac’s bra-ket formalism. It is also argued
that, contrary to some literature, nonlinear wave ki-
netics can be more subtle than linear wave kinetics.
10. In Sect. 10, it is argued that the classical-wave theory
exhibits one-to-one correspondence with QM, so the
QM machinery is applicable to classical waves “as is”.
Also discussed is a curious spin-off: the proposed for-
malism naturally leads to the idea of Nth quantization.
It is hoped that these results facilitate understanding of
classical waves in a self-contained manner and, for the first
time, from invariant first principles (i.e., without appeal-
ing to ad hoc methods such as the Wigner-Weyl-Moyal
formalism). Some specific problems that the new formula-
tion helps to solve, aside from those discussed above, will
be addressed in a series of papers that will follow shortly.
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A Properties of Bµν
The matrix Bµν can be written as Bµν = GµαA
α
ν , where
Aαβ
.
= (S−1)αµS˙
µ
β . By differentiating Gµν = const, one
finds then that Bµν is anti-Hermitian,
B∗µν = −Bνµ. (259)
Other properties of this matrix are understood as fol-
lows. First, notice that the columns of Sµν are the po-
larization vectors z¯ν (Sect. 2.2), which we can split into
the coordinate and momentum parts, z¯ν = (ξ¯ν , π¯
ν). Hence
we can write Sµν and its inverse as block matrices of the
following form:
Sˆ
.
=
(
aˆ bˆ
cˆ dˆ
)
, (260)
Sˆ−1
.
=
(
qˆ−1 −qˆ−1bˆdˆ−1
−pˆ−1cˆaˆ−1 pˆ−1
)
, (261)
where we introduced qˆ
.
= aˆ− bˆdˆ−1cˆ, pˆ .= dˆ− cˆaˆ−1bˆ, and
aˆ = bˆ∗
.
= Ξˆ, cˆ = dˆ∗
.
= Πˆ, (262)
with Ξmn
.
= ξ¯n
m and Πmn
.
= π¯nm. Further using that
qˆ = Ξˆ∗Λˆ and pˆ = −ΠˆΛˆ∗, and introducing
Λˆ
.
= Ξˆ∗−1Ξˆ − Πˆ∗−1Πˆ, (263)
vˆ
.
= Λˆ−1(Ξˆ∗−1
˙ˆ
Ξ − Πˆ∗−1 ˙ˆΠ), (264)
wˆ
.
= Λˆ∗−1(Ξˆ−1
˙ˆ
Ξ − Πˆ−1 ˙ˆΠ), (265)
one gets that Sˆ−1
˙ˆ
S ≡ Aˆ equals
Aˆ =
(
vˆ wˆ∗
wˆ vˆ∗
)
. (266)
Finally, we define Vmn
.
= ηmkv
k
n and Wmn
.
= ηmkw
k
n, so
Bµν =
(
Vmn W
∗
mn
−Wmn −V ∗mn
)
(267)
=
( −V ∗nm Wnm∗
−Wnm V nm
)
, (268)
where m = µ (modN) and n = ν (modN). The latter
equality flows from Eq. (259) and reveals that Vmn is anti-
Hermitian, and Wmn is symmetric.
B General vector space with Hermitian metric
In this appendix we present a brief tutorial on tensor al-
gebra for vector spaces with Hermitian metric.
B.1 Metric, vectors, and one-forms
In general, a Hermitian metric gˆ in a complex vector space
V is defined as a nondegenerate map gˆ : V × V → C which
satisfies17
gˆ(λ |α〉 + κ |β〉 , |γ〉) = λ∗gˆ(|α〉 , |γ〉) + κ∗gˆ(|β〉 , |γ〉),
gˆ(|α〉 , |β〉) = gˆ(|β〉 , |α〉)∗, (269)
where |α〉, |β〉, and |γ〉 are arbitrary vectors from V , and
λ and κ are arbitrary complex numbers. Hence gˆ will de-
termine the inner product 〈α|β〉 .= gˆ(|α〉 , |β〉), which also
makes V a Hilbert space. Assuming some arbitrary basis
|en〉, we can substitute here
|α〉 = αn |en〉 , |β〉 = βn |en〉 , (270)
where αn and βn are the vector components in this basis.
Then, by definition of gˆ,
〈α|β〉 = gmnαm∗βn, gmn .= gˆ(|em〉 , |en〉). (271)
Due to Eq. (269), the matrix gmn is Hermitian; however,
it is not necessarily a unit or diagonal matrix. It is thus
convenient to introduce also the “dual” vectors |en〉 or-
thogonal to |en〉. Specifically, we define those via
〈em|en〉 ≡ gˆ(|em〉 , |en〉) = δmn (272)
and notice that the basis formed of |en〉 can be used for
vector decomposition as well; i.e., we can write |α〉 =
αn |en〉. The “contravariant” components αn and the “co-
variant” coefficients αn are then found to be
αn = 〈en|α〉 , αn = 〈en|α〉 (273)
and are connected through
αk = 〈ek|α〉 = gˆ(|ek〉 , |α〉) = gmnδmk αn = gknαn. (274)
In particular, using gkn = g
∗
nk, we now can rewrite the
expression for the inner product as follows:
〈α|β〉 = gmnαm∗βn = g∗nmαm∗βn = α∗nβn. (275)
In view of Eq. (275), it is also convenient to think of 〈α|
as linear functionals, called covectors or one-forms, on V :
〈α| .= gˆ(|α〉 , ), (276)
where “ ” denotes a vector placeholder. One-forms com-
prise the dual space V†, where we also define the bases 〈en|
and 〈en| like in V . Then 〈α| = 〈en| α˜∗n = 〈en| α˜n∗, where
α˜∗n and α˜
n∗ are some coefficients. This yields 〈α|en〉 = α˜∗n
and 〈α|en〉 = α˜n∗. On the other hand, these must be equal
to the complex-conjugate Eqs. (273), so α˜n = αn and
α˜n = αn. Hence, in summary,
|α〉 = αn |en〉 , 〈α| = 〈en|α∗n, (277)
so, via Eq. (274), any vector |α〉 is unambiguously mapped
to its own one-form 〈α|, and vice versa.
17 For the purpose of this definition, the N-dimensional com-
plex vector space Ψ can be understood as a 2N-dimensional
real vector space; see, e.g., Ref. [102].
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B.2 Tensors
A tensor Fˆ of rank (p, q), where p and q are nonnegative in-
tegers, is defined as a multilinear form Fˆ : V†p × Vq → C
of p one-forms and q vectors. The result of application of
Fˆ to any p¯ one-forms and q¯ vectors is a multilinear form
too, V†(p−p¯) × V(q−q¯) → C, so it is also a tensor, namely,
of rank (p− p¯, q− q¯). In particular, a tensor of rank (1, 0)
is a vector, a tensor of rank (0, 1) is a one-form, and a
tensor of rank (0, 0) is a scalar.
Of primary interest for us here are bilinear forms
(p + q = 2). Below, we will discuss them in further de-
tail, separating tensors into the following four classes.
B.2.1 Class I
Any of the following four tensors
I
1Fˆ (|α〉 , |β〉) = Fmnαm∗βn, (278)
I
2Fˆ (|α〉 , 〈β|) = Fmnαm∗βn, (279)
I
3Fˆ (〈α| , |β〉) = Fmnα∗mβn, (280)
I
4Fˆ (〈α| , 〈β|) = Fmnα∗mβn (281)
[where the right-hand sides are obtained much like in
Eq. (271), using Eqs. (270)] determines the other three via
Fmnα
m∗βn = Fm
nαm∗βn = F
m
nα
∗
mβ
n = Fmnα∗mβn.
Indeed, provided the one-to-one mapping between vectors
and one-forms, and also the fact that gmn is Hermitian,
these equations yield the following one-to-one mapping
between matrix elements of all the four types:
Fmn = Fm
kgkn = gmkF
k
n = gmkF
klgln. (282)
Of course, Eq. (282) is applicable to gˆ as well, for the
metric was defined as a tensor of the I1Fˆ type. Applying
Eq. (282) to gˆ, we then get
gmn = gm
kgkn = gmkg
k
n = gmkg
klgln, (283)
which yields
gn
m = gmn = gnkg
km = δnm. (284)
In particular, this means that gmn is a matrix inverse to
gmn. One can then show that g
mn = 〈em|en〉 and also
invert Eq. (274), so that it gives
αm = gmnαn. (285)
B.2.2 Class II
Likewise, any of the following four tensors
II
1 Fˆ (|α〉 , |β〉) = Fmnαmβn, (286)
II
2 Fˆ (|α〉 , 〈β|) = Fmnαmβn, (287)
II
3 Fˆ (〈α| , |β〉) = Fmnαmβn, (288)
II
4 Fˆ (〈α| , 〈β|) = Fmnαmβn (289)
determines the other three via
Fmnα
mβn = Fm
nαmβn = F
m
nαmβ
n = Fmnαmβn,
which yields
Fmn = Fm
kgkn = g
∗
mkF
k
n = g
∗
mkF
klgln. (290)
B.2.3 Classes III and IV
There are also other two classes of tensors, IIIj Fˆ
∗ and
IV
j Fˆ
∗, that are bilinear forms complex-conjugate to those
of classes I and II. The index manipulation rules for them
are complex-conjugate of Eqs. (282) and (290), corre-
spondingly.
B.3 Coordinate transformations
Now let us calculate how the components of tensors change
at coordinate transformations. Suppose two bases, |en〉
and |e′n〉, so, for any vector |α〉, we have |α〉 = αn |en〉 =
α′n |e′n〉; hence,
αn = Umnα
′n, Umn
.
= 〈em|e′n〉 . (291)
The coordinate transformation for one-forms, 〈α| =
〈en|α∗n = 〈e′n|α′∗n , is derived similarly,
α′n = 〈e′n|α〉 = 〈e′n|em〉αm = Um∗nαm. (292)
The transformation for tensors that are bilinear forms
of |α〉 and (or) 〈α| can then also be found, namely, by
requiring that these forms remain invariant under the
transformations (291) and (292). Specifically, for class-I
tensors (including gˆ) one needs to require Fmnα
m∗βn =
F ′mnα
′m∗β′n, which then yields F ′mn = U
k∗
mFklU
l
n. In
particular, this shows that, if Fmn is Hermitian, then
F ′mn is also Hermitian. For class-II tensors one needs
to require Fmnα
mβn = F ′mnα
′mβ′n, which then yields
F ′mn = U
k
mFklU
l
n. In particular, this shows that, if Fmn
is symmetric, then F ′mn is also symmetric. The classes III
and IV are treated similarly.
C Phase space geometry
C.1 Metric structure
It is convenient to equip the phase space Z with an ef-
fective metric given by the canonical symplectic form, ˆ̟
[Eq. (12)]. (We use the term “effective” here because, most
commonly, metric is understood as a symmetric tensor,
whereas ̟αβ is antisymmetric.) Consider then the 2D-
dimensional space Yz tangent to Z at given z; it is com-
prised of y = (v,w), where v is a vector tangent to X at
given x, and w is tangent to K at given k. For any two
elements of Yz, the bilinear map ˆ̟ : Yz × Yz → R then
serves as an effective inner product; i.e.,
y ∧ y′ .= ˆ̟ (y, y′) = − ˆ̟ (y′, y) = −y′ ∧ y, (293)
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or [cf. Eq. (11); Greek indexes now span from 1 to 2D]
y ∧ y′ = ̟αβyαy′β = w · v′ −w′ · v. (294)
As usual, one hence can define the space Y†
z
dual to Y and
the rules of index manipulation,
yα
.
= ̟αβy
β , yα = ̟αβyβ , (295)
where ̟αβ is the matrix inverse to ̟αβ . [For
yα = (v1, . . . vD, w1, . . . wD), one has yα =
(−w1, . . .−wD, v1, . . . vD).] Then the wedge product
is expressed as
y ∧ y′ = yαy′α = −yαy′α = −̟αβyαy′β , (296)
which also defines the wedge product as a bilinear map on
Yz × Y†z , Y†z × Yz, and Y†z × Y†z .
Consider, for instance, the phase space gradient, ∇z .=
(∇x,∇k). According to Eq. (295), dual to it is the vector
∇z = (∇k,−∇x). The wedge product of the two is then
(∇zG) ∧ (∇zF) = {F ,G} (297)
for any F and G. [Raising and lowering one or both in-
dexes z in Eq. (297) does not affect the right-hand side.]
Correspondingly, the divergence of a vector field y on Yz
is introduced as ∇z ∧ y, and the Laplacian of any scalar
field G on Z is
∇z ∧ (∇zG) ≡ 0. (298)
This also allows rewriting Eq. (297) in a divergence form,
{F ,G} = −∇z ∧ (F ∇zG). (299)
C.2 Liouville equation
The Liouville equation, Eq. (181), can now be cast in a
vector form, namely, as follows. From Eqs. (299), we get
∂tf = ∇z ∧ (f ∇zH). (300)
Alternatively, Eq. (297) yields
∂tf + (∇zH) ∧ (∇zf) = 0, (301)
whose rays are immediately seen to satisfy [cf. Eqs. (183)]
z˙α = ∇αH. (302)
The advantage of this representation is that Eqs. (300)-
(302) are invariant with respect to coordinate transfor-
mations in Z if ˆ̟ , which defines the wedge product
[Eq. (294)], is understood as a tensor, i.e., if the matrix
̟αβ is transformed accordingly (Sect. B.3). Equation (12)
is then understood as a special case of ̟αβ that corre-
sponds to canonical coordinates as defined in Sect. 5.2.
Note also that Eq. (301) can be rewritten as18
i∂tf = Hˆf, (303)
18 One may recognize this as the Koopman-von Neumann for-
mulation of classical mechanics. For a review, see Ref. [103].
where we introduced the Liouvillian
Hˆ
.
= −i{ ,H} = −i(∇zH) ∧ ∇z (304)
as an operator on the space F of differentiable and square-
integrable functions on Z. The operator pˆ
.
= −i∇z is nat-
urally understood as a momentum operator on Z (remem-
ber that the metric on Z has a determinant with unit
absolute value), so one can rewrite Eq. (304) as
Hˆ = (∇zH) ∧ pˆ. (305)
It is easily seen that Hˆ is Hermitian on F, so the Liou-
ville equation in the form (301) can be viewed as an LSE,
with Hˆ serving as the Hamiltonian. The corresponding La-
grangian is given by
L =
i
2
f∗
[
∂tf + {f,H}
]− i
2
f
[
∂tf
∗ + {f∗,H}]. (306)
The functions f and f∗ are formally viewed as indepen-
dent here. For real initial values, one gets f = f∗ as a
solution of Eq. (301) at all times, as H in the LL is real.
Notably, Eq. (305) can be viewed as the Hamiltonian
of a free massless scalar particle traveling in a 2D-
dimensional symplectic vacuum with a varying “speed of
light” ∇zH. Since Hˆ is linear in pˆ [i.e., the corresponding
matrix Υˆ is zero; cf. Eq. (172)], this effective particle
exhibits no dispersive spreading per se. Also notably, one
can, in principle, address “oscillations” of f in the same
way as we approached the oscillations of |ψ〉; i.e., one
can construct a new fundamental space out of F (instead
of Ψ), introduce a new density operator (quadratic in
f and thus quartic in ψ), define a new PSI, derive a
FKE for it (just like we did for f), and so on. For a
related discussion on how the Wigner function can itself
be understood as an effective wave function, see Ref. [104].
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