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Uniform Integrability of the OLS Estimators, and the
Convergence of their Moments
Georgios Afendras · Marianthi Markatou
Abstract The problem of convergence of moments of a sequence of random vari-
ables to the moments of its asymptotic distribution is important in many applica-
tions. These include the determination of the optimal training sample size in the
cross validation estimation of the generalization error of computer algorithms, and
in the construction of graphical methods for studying dependence patterns between
two biomarkers. In this paper we prove the uniform integrability of the ordinary least
squares estimators of a linear regression model, under suitable assumptions on the
design matrix and the moments of the errors. Further, we prove the convergence of
the moments of the estimators to the correspondingmoments of their asymptotic dis-
tribution, and study the rate of the moment convergence. The canonical central limit
theorem corresponds to the simplest linear regression model. We investigate the rate
of the moment convergence in canonical central limit theorem proving a sharp im-
provement of von Bahr’s (1965) theorem.
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21 Introduction
Regression models play a central role in statistics, for prediction and statistical in-
ference. The most famous and, because of its extensive use, important model is the
linear regression model,
Y = Xβ + ε, (1)
where Y = (Y1, . . . , Yn)
T is the vector of response variables, X = (x1, . . . , xn)
T ∈
R
n×p is the design matrix, β = (β0, β1, . . . , βp−1)T ∈ Rp is the parameter vector and
ε = (ε1, . . . , εn)
T is the vector of the errors, where the εi’s are independent and εi has
E(εi) = 0, Var(εi) = σ
2, and distribution function Fi. If rank(X) = p, the Ordinary
Least Squares estimator of β is
b = (XTX)−1XTY. (2)
Let Mn = (mi j;n)  X
TX ∈ Rp×p and Dn  diag(√m11;n, . . . , √mpp;n). Sup-
pose (i) mii;n → ∞ as n → ∞, i = 1, . . . , p, (ii) x2i;n+1/mii;n → 0 as n → ∞,
i = 1, . . . , p, (iii) D−1n MnD
−1
n → V−1 as n → ∞, where V−1 is nonsingular, and
(iv) supi=1,2,...
∫
|u|>c u
2dFi(u)→ 0 as c → ∞ [if εi’s are identically distributed, this as-
sumption follows]. Then, Dn(b − β) d−→ Np(0, σ2V) as n → ∞, see Anderson (1971,
Sec. 2.6). Note that the most general normalization is described in Mynbaev (2011,
Sec. 1.11). As a special case of the aforementioned conditions and the associated
normality result we discuss the following situation. Suppose (iii′) n−1XTX→ V−1 as
n → ∞, where V−1 ∈ Rp×p is nonsingular. Then, Assumptions (i), (ii) are satisfied;
and Assumption (iii) is satisfied with ∆−1V−1∆−1 instead of V−1, where ∆ is the di-
agonal p × p matrix with elements the square roots of the diagonal elements of V−1.
Writing
√
n(b − β) ≡ √nIp(b − β) =
√
nDn
−1 · Dn(b − β), where Ip is the p × p
identity matrix, an application of Slutsky’s theorem gives
√
n(b − β) d−→ Np(0, σ2V)
as n→ ∞. Therefore, under (i)–(iv) or (iii′), (iv),
Γn(b − β) d−→ Np(0, σ2V) as n → ∞, where Γn = Dn or
√
nIp respectively. (3)
Let {Yn} be an independent and identically distributed (iid) sequence from a dis-
tribution F with mean µ and variance 0 < σ2 < ∞. The canonical Central Limit The-
orem (CLT) says that, the sequence of the standardized averages, Zn =
√
n
Y¯−µ
σ
, where
Y¯ = 1
n
∑n
j=1 Y j, converges in distribution to the standard normal random variable Z.
This result can be represented as the simplest linear regression model Y = 1µ + ε,
where 1 = (1, . . . , 1)T ∈ Rn (one can easily see that assumption (iii′) is satisfied),
since the ordinary least squares (OLS) estimator of µ is µˆ = Y¯. The rate of con-
vergence of the absolute moments of Zn to the absolute moments of Z (of order
r, for specific positive real numbers of r) has been studied by various authors (see
von Bahr and Esseen 1965; Bhattacharya and Rao 1976; Hall 1978, 1982, among
others). von Bahr (1965) addressed the problem of the convergence of the moments
of Zn to the corresponding moments of Z, and provided their rate of convergence.
Specifically, he proved that, if E |Yi|r < ∞ for some positive integer r, then
E(Zrn) − E(Zr) = O(n−1/2). (4)
3Afendras and Markatou (2016) study the problem of selecting the optimal value
of the training sample size in the cross validation estimation of the generalization
error of computer algorithms. When the decision rule is given by a linear regression
model and the loss function is the squared error loss, their analysis requires to know
the cases in which the moments of the OLS estimators converge to the corresponding
moments of their asymptotic distribution, thereby giving rise to the work presented
here.
This paper is organized as follows. Section 2 proves the uniform integrability
of the OLS estimators, under a natural condition on the moments of the errors. In
Section 3 we improve von Bahr’s Theorem; and, in general, we study the rate of
convergence of the moments of the OLS estimators to the corresponding moments
of their asymptotic distribution. Specifically, we study the rate of convergence of
the second and third moments of the OLS estimators. We obtain that, the rate of
convergence depends on the power of the moment (even or odd) as well as the design
matrix X. Section 4 concludes with a short summary and discussion of the results.
2 Uniform Integrability of the OLS estimators
In view of (3), a natural question arises:When do the moments of Γn(b−β) converge,
as n→ ∞, to the corresponding moments of its asymptotic distribution?
Let α ∈ Rp and let us consider the sequence of random variables (rv’s) ξn 
αTΓn(b − β). From (3), using delta-method (see van der Vaart 1998, p. 25), we have
that
ξn
d−→ ξ as n → ∞, where ξ ∼ N(0, σ2αTVα). (5)
We want E |ξn|r → E |ξ|r as n→ ∞, for some r > 0. Obviously, if α = 0, the result is
trivial; thus, we study the nontrivial cases in which α , 0. From (2), ξn =
∑n
i=1 κiεi,
where κi = α
T
Γn(X
TX)−1xi. This relation shows that it is requiredE |εi|r < ∞. On the
other hand the relationE |ξn|r < ∞ does not imply thatE |ξn|r → E |ξ|r as n→ ∞. The
desired convergence of the moments of ξn is true if {|ξn|r} is uniformly integrable (see,
e.g., Billingsley 1995, Theo. 25.12, p. 338; cf Loe`ve 1977, Sec. ∗11.4, pp. 184–187).
Proving the uniform integrability of the OLS estimators, answers the aforementioned
question.
Definition 1 Let R > 0 be fixed. We define LM(R) to be the family of models con-
taining models of the form (1) such that (i)–(iv) or (iii′), (iv) hold and ǫR < ∞, where
ǫR  supi=1,2,...
{
E |εi|R
}
.
Theorem 1 Let R ≥ 2 and the model belongs to LM(R). Then for each 0 < r < R
the sequence of rv’s |ξn|r in (5) is uniformly integrable; and thus,
E |ξn|r → E |ξ|r, and, if r is a positive integer E(ξrn) → E(ξr) as n→ ∞.
Proof For 0 < r < 2, set δ = (2− r)/r > 0. So, E(|ξn|r)1+δ = E |ξn|2 = E
(∑n
i=1 κ
2
i
ε2
i
+
2
∑∑
1≤i< j≤n κiκ jεiε j
)
= σ2
∑n
i=1 κ
2
i
. Set γT = αTΓn. Using Cauchy-Schwarz in-
equality, we get κ2
i
=
(
γT (XTX)−1xi
)2 ≤ (γT (XTX)−1γ)(xT
i
(XTX)−1xi
)
. Using the
relation
∑n
i=1 hii = tr(H) = p, where H = X(X
TX)−1XT is the hat matrix of the
4model (see, e.g., Chatterjee and Hadi 1998),
∑n
i=1 κ
2
i
≤ αT (ΓnM−1n Γn)α∑ni=1 hii =
pαT
(
ΓnM
−1
n Γn
)
α. Thus, E(|ξn|r)1+δ ≤ pσ2αT
(
ΓnM
−1
n Γn
)
α. Assumption (iii) or (iii′)
gives pσ2αT
(
ΓnM
−1
n Γn
)
α → pσ2αTVα < ∞. So, pσ2αT (ΓnM−1n Γn)α is a bounded
sequence, which imply that E(|ξn|r)1+δ is also bounded; and hence, supnE(|ξn|r)1+δ <
∞. Thus, {|ξn|r} is uniformly integrable (see, e.g., Billingsley 1995, p. 338).
For 2 ≤ r < R (only if R > 2), set δ = (R − r)/r; so, E(|ξn|r)1+δ = E |ξn|R. An ap-
plication of Marcinkiewicz-Zygmund inequality gives E |ξn|R ≤ CR E
(∑n
i=1 κ
2
i
ε2
i
)R/2
,
where CR > 0 is a positive constant which depends only on R. By using Minkowski
inequality, since R/2 > 1, it follows that E
(∑n
i=1 κ
2
i
ε2
i
)R/2 ≤ (∑ni=1 κ2i
(
E |εi|R
)2/R)R/2 ≤
ǫR
(∑n
i=1 κ
2
i
)R/2 ≤ (pαT (ΓnM−1n Γn)α)R/2ǫR. Thus, the following relation arises
E |ξn|R ≤ CR
(
pαT
(
ΓnM
−1
n Γn
)
α
)R/2
ǫR → CR
(
pαTVα
)R/2
ǫR < ∞. As above, we have
that the sequence |ξn|r is uniformly integrable.
Finally, if r is a positive integer, the sequence ξrn is well defined and the fact that
|ξrn| = |ξn|r completes the proof. 
Next, we generalize Theorem 1 to the k-dimensional case. Let α j ∈ Rp r {0}, j =
1, . . . , k, and let us consider the randomvector ξn with components ξn, j = α
T
j
Γn(b−β),
j = 1, . . . , k; that is, ξn  AΓn(b − β), A = (α1, . . . ,αk)T . Using delta-method, (3)
gives
ξn
d−→ ξ as n→ ∞, where ξ ∼ Nk(0, σ2AVAT ). (6)
Theorem 2 Let R ≥ 2 and the model belongs to LM(R). Then, for each r1, . . . , rk ≥
0 such that r1 + · · · + rk < R the sequence of rv’s
∏k
j=1 |ξn, j|r j is uniformly integrable
[ξn, j as in (6)]; and thus,
E
k∏
j=1
|ξn, j|r j → E
k∏
j=1
|ξ j|r j as n→ ∞,
where ξ j are the components of ξ in (6); and if r1, . . . , rk are nonnegative integers
E
k∏
j=1
ξ
r j
n, j
→ E
k∏
j=1
ξ
r j
j
as n → ∞.
Proof Let rmax = max j=1,...,k{r j}. If rmax = 0, the result is obvious. For the case rmax >
0, set r = r1 + · · · + rk < R, p j = Rr j+ R−rk , j = 1, . . . , k, and δ =
R−r
2krmax
> 0. Observe that
p j > 1 for all j = 1, . . . , k and
∑k
j=1 1/p j = 1. Thus, the generalizedHo¨lder inequality,
see Cheung (2001), givesE
∣∣∣∏k
j=1 |ξn, j|r j
∣∣∣1+δ ≤∏kj=1
(
E
∣∣∣ξn, j∣∣∣(1+δ)r jp j
)1/p j
. Also, observe
that 0 < (1 + δ)r jp j =
1+(R−r)/(2krmax)
1+(R−r)/(kr j) R < R for each j = 1, . . . , k; thus, Theorem 1
shows that limn→∞ E
∣∣∣ξn, j∣∣∣(1+δ)r jp j = E |ξ j|(1+δ)r jp j < ∞, since ξ j ∼ N(0, σ2αTjVα j).
So,
∏k
j=1
(
E
∣∣∣ξn, j∣∣∣(1+δ)r jp j
)1/p j
→ ∏kj=1
(
E
∣∣∣ξ j∣∣∣(1+δ)r jp j
)1/p j
< ∞ as n → ∞, and using the
same arguments as in proof of Theorem 1, the proof is completed. 
5Remark 1 Theorem 2 is important because it generalizes the classical problem of
the convergence of moments in the canonical CLT; also, it provides an answer for the
approximation of the moments of the OLS estimators in the linear regression analysis,
when this is needed by the researchers (see, e.g., Afendras and Markatou 2016).
3 On the rate of convergence
In this section we study the rate of convergence of the moment convergence that is
presented in Theorem 1.
3.1 Canonical CLT case
Initially, we note that von Bahr’s (1965) results are obtained using the properties
of the Fourier-Stieltjes transform (see von Bahr 1965, Lemmas 1–3) of a function.
These results apply to both integer type powers k, even and odd (see von Bahr 1965,
Theorem 1), of the standardized average. This method of proof allows one to obtain
only the weaker result, that is, the root n rate of convergence. A relevant to moment
convergence in CLT work is presented by Brown (1970). We use a combinatorial
method of proof to first obtain exact expressions of the moments of the standardized
average. Then, based on these expressions, further combinatorial arguments allow
one to study the rate of convergence of moments separately for even and odd powers
k. This is done because it is unclear how the von Bahr’s method can be modified to
apply, even if exact expressions of the even and odd moments are known.
Let Yn be an iid collection of rv’s from a distribution F with mean µ and vari-
ance 0 < σ2 < ∞. The sequence of the standardized averages Zn  S n√n , where
S n 
∑n
j=1
Y j−µ
σ

∑n
j=1 W j, converges in law to the standard normal random vari-
able Z. Assume that E |Y j|r is finite for some integer r ≥ 2. It is well known that
S rn =
∑
j1,..., jn∈N, j1+···+ jn=r
(
r
j1,..., jn
)∏n
i=1 W
ji
i
, where
(
r
j1,..., jn
)
= r!
j1!··· jn! . Thus, E(S
r
n) =∑
j1,..., jn∈N, j1+···+ jn=r
(
r
j1,..., jn
)∏n
i=1E
(
W
ji
i
)
due to independence of the Y’s. In a prod-
uct
∏n
i=1E
(
W
ji
i
)
, if ji0 = 0 for some index i0, then this index does not affect both
the product and its multinomial coefficient, and thus, it can be omitted. Because
the Yis are identically distributed, each
∏n
i=1E
(
W
ji
i
)
is of the form
∏m
i=1E
(
W
ji
i
)
for
1 ≤ m ≤ min{r, n} and 2 ≤ j1 ≤ · · · ≤ jm ≤ r such that j1 + · · · + jm = r (note
that we are interested in the case n → ∞, so assume that n > r). Under the above
observations, we define
J(r) 
{
jm | m ∈ {1, . . . , ⌊r/2⌋}, jm = ( j1, . . . , jm)T ∈ Nm : 2 ≤ j1 ≤ · · · ≤ jm,
j1 + · · · + jm = r
}
,
where ⌊·⌋ denotes the integer part function. It is obvious that card(J(r)) < ∞. For
each jm ∈ J(r) we denote
E jm 
m∏
i=1
E
(
W
ji
i
)
∈ R.
6Therefore,
E(S rn) =
∑
jm∈J(r)
c jm(r)E jm .
The number m is called length of jm, and the coefficient c jm(r) which corresponds to
the maximum length is called leading coefficient. For the computation of c jm(r) we
define j∗
1
< . . . < j∗m∗ to be the distinct powers of j1 ≤ · · · ≤ jm, wherem∗ ∈ {1, . . . ,m}
is the number of the distinct powers, and
dk  {the multiplicity of j∗k in jm}, k = 1, . . . ,m∗.
Using standard combinatoric arguments, for n > r,
c jm(r) =
(
r
jm
)
d1! · · · dm∗!
(n)m, where
(
r
jm
)
=
r!
j1! · · · jm!
and (n)m =
n!
(n − m)! . (7)
Now we are in a position to state and prove the following theorem, which improves
von Bahr’s Theorem, which is stated in relation (4).
Theorem 3 Let Yn be an iid sequence of rv’s from a distribution F with mean µ and
variance 0 < σ2 < ∞. If E |Y |R < ∞ for some integer R ≥ 2, then for any positive
integer r ≤ R,
E(Zrn) −E(Zr) =
{
O(n−1/2), i f r is odd,
O(n−1) , i f r is even,
where Zn is the sequence of the standardized averages of Y’s and Z is the standard
normal random variable. Specifically, if r = 2k + 1 ≤ R,
lim
n→∞
√
nE(Z2k+1n ) =
k(2k + 1)(2k − 1)!!
3σ3
µ3, (8)
and if r = 2k ≤ R,
lim
n→∞
n
(
E(Z2kn ) − (2k − 1)!!
)
= (2k − 1)!!
 (k)2µ4
6σ4
+
(k)3µ
2
3
9σ6
− (k)2
2
; (9)
where (2k−1)!! = 1×3×· · ·× (2k−1) is the double factorial function and µν denotes
the ν-th central moment of Y’s.
Proof For the cases r = 1, 2 the results are obvious. It remains to prove the cases r ≥
3 for odd moments and r ≥ 4 for even moments. Observe that E(Zrn) = n−r/2E(S rn).
If r is odd, 3 ≤ r = 2k + 1 ≤ R, the leading coefficient corresponds to m = k,
jk = (2, . . . , 2, 3)
T ∈ Nk, m∗ = 2, j∗
1
= 2, j∗
2
= 3, d1 = k − 1, d2 = 1, E jk = µ3/σ3.
So, c jk (2k + 1) =
k(2k+1)(2k−1)!!
3
(n)k = O(n
k), In view of (7) and since (n)m
n≈ nm,
c jm(2k + 1) = o(n
k) for all m < k; and thus, E(Z2k+1n ) =
E(S 2k+1n )
nkn1/2
=
c jk (2k+1)µ3/σ
3+o(nk)
nkn1/2
=
O(nk)
nkn1/2
= O(n−1/2).
If r is even, 4 ≤ r = 2k ≤ R, the leading coefficient corresponds to m = k,
jk = (2, . . . , 2)
T ∈ Nk, m∗ = 1, j∗
1
= 2, d1 = k, E jk = 1. So, c jk (2k) = (2k − 1)!!(n)k.
The second leading coefficients, the coefficients with length m = k− 1, correspond to
j
(1)
k−1 = (2, . . . , 2, 4)
T ∈ Nk−1, m∗ = 2, j∗
1
= 2, j∗
2
= 4, d1 = k−2, d2 = 1, E j(1)
k
= µ4/σ
4;
7and to j
(2)
k−1 = (2, . . . , 2, 3, 3)
T ∈ Nk−1, m∗ = 2, j∗
1
= 2, j∗
2
= 3, d1 = k − 3, d2 = 2,
E j(2)
k
= µ2
3
/σ6. Thus, c j(1)
k−1
(2k) =
(k)2(2k−1)!!
6
(n)k−1, c j(2)
k−1
(2k) =
(k)3(2k−1)!!
9
(n)k−1. In view
of (7) and since (n)m
n≈ nm, c jm(2k) = o(nk−1) for all m < k − 1 (if any). Therefore,
E(S 2kn ) − (2k − 1)!!nk = (2k − 1)!!
{
[(n)k − nk] +
(
(k)2µ4
6σ4
+
(k)3µ
2
3
9σ6
)
(n)k−1
}
+ o(nk−1) =
O(nk−1). Thus, E(Z2kn ) −E(Z2k) = E(S
2k
n )−(2k−1)!!nk
nk
=
O(nk−1)
nk
= O(n−1).
Combining the above relations, after some algebra, (8) and (9) follow. 
Remark 2 Relations (8), (9) show that the rate of convergence presented in Theorem
3 cannot be improved for r ≥ 3; except, under conditions on the moments of the
distribution of Y’s. For example, if the distribution of Y’s is symmetric, E(Zrn) = 0
for each odd integer r with E |Yi|r < ∞. Let 5 ≤ r = 2k + 1 ≤ R, and assume µ3 = 0
and µ5 , 0. In view of (8), we investigate the second leading coefficients. These
coefficients have length m = k − 1 and correspond to j(1)
k−1 = (2, . . . , 2, 5)
T ∈ Nk−1
and j
(2)
k−1 = (2, . . . , 2, 3, 4)
T ∈ Nk−1. Since µ3 = 0, c j(2)
k−1
(2k + 1)E j(2)
k−1
= 0. We compute
c
j
(1)
k−1
(2k + 1) =
(k)2(2k+1)(2k−1)!!
30
(n)k−1 and E j(1)
k−1
=
µ5
σ5
. As in proof of Theorem 3, we get
E(Z2k+1n ) = O(n
−3/2); and specifically, limn→∞ n3/2E(Z2k+1n ) =
(k)2(2k+1)(2k−1)!!
30σ5
µ5.
Remark 3 Let Yn be iid rv’s from F with mean µ, variance 0 < σ
2 < ∞ and E |Y |a <
∞ for all a > 0. Theorem 3 shows that E(Zrn) → E(Zr) for all r = 1, 2, . . . , where
Zn is the sequence of the standardized averages and Z is a standard normal random
variable. Since the distribution of Z is uniquely determined by its moments, it follows
that Zn
d−→ Z (see, e.g., van der Vaart 1998, Theo. 2.22, p. 18). This is a weak edition
of CLT. For results of this type in a more general format, one can see Ferger (2014),
Billingsley (1995, pp. 391–392).
3.2 General case
Next, we investigate the rate of convergence of the moment convergence of the OLS
estimators presented in Theorems 1 and 2. In view of Theorem 3, we are led to seek
a sequence αn (if it exists) such that αn → ∞ as n → ∞, for which E(ξrn) − E(ξr) =
O(α−1n ) when r is even or r is odd, where ξn and ξ are defined as in Theorem 1. Since
the canonical CLT is a special case of the linear regression model that satisfies the
Assumptions (iii′) and (iv), the sequence αn cannot be faster than n for even values
of r and than n1/2 for odd values of r, see Theorem 1. Therefore, for even values of
r it is required that αn = O(n) and for odd values of r that αn = O(n
1/2). Note that
the sequences na for 0 < a ≤ 1 (or 0 < a ≤ 1/2), log n, na log n for 0 < a ≤ 1 (or
0 < a ≤ 1/2), log log n etc, that are commonly used in the rate of convergence are as
the above. Without loss of generality we assume that αn > 0 for all n.
Propositions 1 and 2 investigate the rate of moment convergence of second and
of third moment, respectively, of the OLS estimators.
Proposition 1 Let R > 2 be fixed. Then, there does not exist a sequence αn with αn →
∞ and αn = O(n), as n → ∞, that determines the rate of the moment convergence for
all even moments r = 2k < R and for all models in LM(R).
8Proof It is sufficient to prove the result for αn → ∞ and αn = o(n) as n → ∞.
We will prove that such a sequence cannot determine the rate of convergence of the
moment convergence not even in the case r = 2. First we study the case 0 < αn ր ∞
and n−1αn ց 0 as n → ∞. Consider the sequence βn = nα−1/2n − (n − 1)α−1/2n−1 .
Observe that nα
−1/2
n = nα
−1
n α
1/2
n increases to infinity, since both sequences nα
−1
n , α
1/2
n
are positive and increase to infinity. Thus, βn is nonnegative [additionally, observe
that 0 ≤ βn ≤ nα−1/2n−1 − (n − 1)α−1/2n−1 = α−1/2n−1 ց 0 as n → ∞]. Now, consider the
model Yi = (1 + βi)
1/2µ + εi, i = 1, . . . , n, where εi’s are iid from N(0, 1). Then,
1
n
XTX = 1
n
∑n
i=1(1 + βi) =
n+nα
1/2
n
n
= 1 + α
−1/2
n ց 1 as n → ∞. Thus, this model
belongs in LM(R) for each R > 2. Applying (3), ξn =
√
n(µˆ − µ) d−→ ξ d== N(0, 1),
where µˆ is the OLS estimator of µ. Writing ξn =
1
n1/2
(
1+α
−1/2
n
) ∑n
i=1(1 + βi)
1/2εi, we get
E(ξ2n) = Var(ξn) =
1
n
(
1+α
−1/2
n
)2 ∑ni=1(1 + βi) = 11+α−1/2n = − α
−1/2
n
1+α
−1/2
n
. Hence, αn
(
E(ξ2n) −
E(ξ2)
)
= − α1/2n
1+α
−1/2
n
→ −∞ as n→ ∞.
Let now αn → ∞ and n−1αn → 0 as n→ ∞. Then, there exists a subsequence αkn
of αn such that 0 < αkn ր ∞. The subsequence k−1n αkn of n−1αn has positive terms
and k−1n αkn → 0. Thus, there exists another subsequence l−1kn αlkn of k−1n αkn such that
l−1
kn
αlkn ց 0 (obviously, αlkn ր ∞). Set lk0 = 0 with αlk0 = 0, and define the sequence
α˜i, i = 1, 2, . . . , as α˜i 

αi, , for i = lkn
αlkn+1
−αlkn
lkn+1−lkn
i +
αlkn
lkn+1−αlkn+1 lkn
lkn+1−lkn
, for lkn < i < lkn+1 (if any)
. By
the construction of α˜n, 0 < α˜n ր ∞ and n−1α˜n ց 0. Assume the model Yi = (1 +
βi)
1/2µ+εi, i = 1, . . . , n, where βn = nα˜
−1/2
n −(n−1)α˜−1/2n−1 and εi’s are iid from N(0, 1).
From the above analysis we get αlkn
(
E
(
ξ2
lkn
) −E(ξ2)) = α˜lkn
(
E
(
ξ2
lkn
) −E(ξ2)) → −∞
as n→ ∞, completing the proof. 
For the case of the third moment first we present the following example.
Example 1 Let xn be a convergent sequence of real numbers, xn → c , 0 as n → ∞.
Consider the model Yi = xiµ + εi, where εi’s are iid with E(εi) = 0, Var(εi) = σ
2,
E |εi|3 < ∞ and E(ε3i ) = µ3. Then, 1nXTX = 1n
∑n
i=1 x
2
i
→ c2 as→ ∞, since x2n → c2.
Applying (3), ξn =
√
n(µˆ − µ) d−→ ξ d== N(0, c2σ2), where µˆ is the OLS estimator
of µ. Writing ξn =
n1/2
XTX
∑n
i=1 xiεi, we get E(ξ
3
n) =
n3/2
∑n
i=1 x
3
i
(XTX)3
µ3. Thus,
√
nE(ξ3n) =
n−1
∑n
i=1 x
3
i
(n−1XTX)3 µ3 → c
3
(c2)3
µ3 =
µ3
c3
as n → ∞, since x3n → c3. Therefore, for each model such
that the rate of convergence of the third moment is the same as in the canonical CLT.
In view of Example 1, one may incorrectly suggest that, in general, the moment
convergence of the third order (or that of the odd moments) of Theorem 1 has the rate
n1/2. Proposition 2 shows that this conclusion is false.
Proposition 2 Let R be fixed, R > 3. Then, there does not exist a ∈ (0, 1/2) such that
the sequence na determines the rate of the moment convergence for all odd moments
r = 2k + 1 < R and for all models in LM(R).
9Proof Let a ∈ (0, 1/2) be fixed. We will prove that such the sequence na cannot
determine the rate of convergence of the moment convergence not even in the case
r = 3. Set b = (1 − 2a)/a > 0 and consider the model Yi = xiµ + εi, i = 1, . . . , n,
where xi = k
b/2
1{i=⌊kb+1⌋,k∈N} (1 stands for the indicator function) and εi’s are iid
with E(εi) = 0, Var(εi) = 1, E |εi|3 < ∞ and E(ε3i ) = µ3 , 0. By construction,
XTX =
∑⌊n1/(b+1)⌋
k=1
kb; and thus, XTX
n≈
∫ ⌊n1/(b+1)⌋
0
tb d t =
⌊n1/(b+1)⌋b+1
b+1
n≈ n
b+1
; that is, (iii′)
holds with V−1 = (b+1)−1. Applying (3), ξn =
√
n(µˆ−µ) d−→ ξ d== N(0, b+1), where
µˆ is the OLS estimator of µ. The third moment of ξn is E(ξ
3
n) =
n3/2
∑n
i=1 x
3
i
(XTX)3
µ3. Now,∑n
i=1 x
3
i
=
∑⌊n1/(b+1)⌋
k=1
k3b/2 =
∫ ⌊n1/(b+1)⌋
0
t3b/2 d t =
2⌊n1/(b+1)⌋ 3b+22
3b+2
n≈ 2n
3b+2
2b+2
3b+2
. By substitution
b = 1−2a
a
, naE(ξ3n)
n≈ 2(1−a)3µ3
a2(3−4a) n
a(1−2a)
2(1−a) . Therefore, since
2(1−a)3µ3
a2(3−4a) , 0 and
a(1−2a)
2(1−a) > 0,
naE(ξ3n) , O(1), completing the proof. 
4 Discussion
In this paper we first prove the uniform integrability of the sequence |ξn|r, where ξn
is defined by (5). The uniform integrability of this sequence of the OLS estimators
guarantees the convergence of the moments of the rv’s ξn to the moments of the
limiting rv ξ. Next, we generalize this result for a sequence of random vectors with
components defined as linear combinations of the components of the OLS estimators
of a linear model.
We also present a sharp improvement of von Bahr’s theorem that pertains to the
rate of convergence of the moments of Zn, the sequence of the standardized averages,
to the corresponding moments of the limiting random variable Z. This case presents
the simplest linear model where Yi = µ + εi, i = 1, 2 . . . , n. A difficult and open
problem is the determination of the impact of the design matrix X on the rate of the
moment convergence of ξn. In the aforementioned simplest case we showed that the
rate of convergence of the moment sequences depends on whether the moment power
r is even or odd. In view of Propositions 1 and 2 it is clear that we can find a sequence
of design matrices satisfying (iii′) such that the rate of convergence of the second
moment of ξn of Theorem 1 is arbitrarily slow. Further, we can find a sequence of
design matrices satisfying (iii′) such that the rate of convergence of the third moment
of ξn is slower than n
a, for any given a ∈ (0, 1/2). Furthermore, we indicated the
practical applicability of these results in, for example, addressing problems in cross
validation.
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