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КАСКАДНИЙ МЕТОД ДЕТЕКТУВАННЯ ПОЛУМ'Я У ВІДЕОПОТОЦІ  
З ВИКОРИСТАННЯМ ГЛИБОКИХ ЗГОРТКОВИХ НЕЙРОННИХ МЕРЕЖ 
Запропоновано каскадний бінарний класифікатор, який базується на використанні суміші Гауссового розподілу, примі-
тивів Хаара та глибоких згорткових нейронних мереж. Застосування такого підходу дає змогу, з одного боку, здійснювати 
моніторинг середовища в режимі, наближеному до реального часу, а з іншого – забезпечити досить високий показник ефек-
тивності виявлення полум'я на відеозображеннях (92,7 %). На першому етапі, за допомогою використання примітивів Хаара, 
до попередньо виокремлених рухомих регіонів відеозображення генеруються так звані регіони інтересу. На другому етапі 
отримані регіони інтересу передаються для класифікації на вхід до глибокої згорткової нейронної мережі, яка формує вис-
новок про наявність або відсутність полум'я на зображенні. У межах проведення дослідження запропоновано модифіковану 
модель нейронної мережі – SqueezeNet. Виявлено, що за допомогою використання трансферного підходу під час навчання 
нейронної мережі, існує змога мінімізувати кількість хибних викликів, особливо на об'єктах, які візуально можуть нагадува-
ти полум'я, та зменшити часові затрати, які необхідні для її навчання. Для покращення ефективності роботи нейронної мере-
жі здійснено низку тонких налаштувань (ансамбль з нейронних мереж, поворот зображень, зменшення показника швидкості 
навчання, кадрування та передискретизація), що сумарно дало змогу покращити її ефективність на 2,4 %. 
Ключові слова: виявлення руху; примітиви Хаара; трансферне навчання; інтелектуальні системи; комп'ютерний зір. 
Вступ. Протягом останніх років спостерігають знач-
не збільшення об'єму потокової інформації, отримува-
них з камер відеоспостереження. Інформація такого ти-
пу містить в собі значний потенціал для її використання 
в контексті забезпечення безпеки життєдіяльності лю-
дини та прийняття управлінських рішень. Проте, через 
потребу постійного контролю вхідної інформації, лю-
дина не може гарантувати якісного та оперативного ре-
агування на можливі загрози. Ці факти призвели до 
значного збільшення кількості інтелектуальних систем 
відеоспостереження, які можуть самостійно виконувати 
покладені на них завдання. 
Одним із найпопулярніших напрямків відеоаналіти-
ки є виявлення конкретних подій або об'єктів. Так, 
значного поширення набули системи детектування пі-
шоходів, розпізнавання облич, автоматичного керуван-
ня автомобілем тощо. На нашу думку, не менш важли-
вою є реалізація автоматичної системи детектування 
полум'я. Порівняно з наявними пожежними давачами, 
ідентифікація полум'я у відеопотоці має низку переваг: 
широкий обсяг контрольованої території, можливість 
встановлення на відкритих ділянках, легкість встанов-
лення, спроможність одразу ж перевірити правильність 
спрацювання та оцінити можливу загрозу. 
Аналіз останніх досліджень та публікацій. Упро-
довж останніх років триває підвищений рівень зацікав-
леності вчених до розроблення алгоритмів та методів 
детектування полум'я на зображеннях. Оскільки найпо-
мітнішою візуальною ознакою пожежі є колір, то зви-
чайно ж більшість публікацій присвячена використан-
ню різноманітних колірних моделей, просторової ін-
формації про неї тощо (Maksymiv, Rak & Peleshko, 
2016; Chen et al., 2004; Qi & Ebert, 2009; Celik & Demi-
rel, 2009). Проте, враховуючи неоднорідність кольору 
горіння (колір полум'я чи диму залежить від його тем-
ператури та речовини, яка горить), такий підхід супро-
воджується низкою хибних спрацювань. 
Значною мірою ефективність роботи системи детек-
тування пожежі у відеопотоці можна підвищити завдя-
ки додатковому використанню алгоритмів, які дають 
змогу виокремити рухомі об'єкти. Для цього використо-
вують як найпростіші методи виділення рухомих 
об'єктів (різниця кадрів (Lipton et al., 1998), порівняння 
з фоном (Piccardi, 2004), мікстура гауссового розподілу 
(KaewTraKulPong & Bowden, 2002)), так і такі, які пот-
ребують значних обчислювальних затрат (базуються на 
стохастичній оцінці зміни форми та руху вогню (Chen 
et al., 2003), набору правил руху (Celik et al., 2007), оп-
тичного потоку (Horn & Schunck, 1981)). 
Щодо сучасних підходів до детектування об'єктів на 
зображеннях, то, безумовно, потрібно згадати про вико-
ристання згорткових нейронних мереж. Так, у 2012 р. 
Алекс Крижевский, навчивши згорткову мережу, яка 
складалася лише з 8 згорткових і 2 повзнозв'язних ша-
рів вдалося досягнути показника 16 % (найближча ко-
манда з показником 26 %) (Russakovsky et al., 2015). 
Уже в 2015 р. компанія Microsoft за допомогою глибо-
ких згорткових мереж вдалося перемогти людину з її 
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рівнем помилок в 5,33 %. Відповідно, за період з 
2012 по 2015 рр. можна простежувати тенденцію, що 
чим більше шарів у згортковій мережі, тим краще вона 
працює. Проте у 2016 р. в конкурсі Imagenet перемогла 
команда з рівнем помилок 2,9 %, яка використовувала 
ансамбль з 9 нейронних мереж (He et al., 2016). 
Щодо використання нейронних мереж для детекту-
вання полум'я, то можемо відзначити лише наукові ро-
боти (Qingjie et al., 2016; Frizzi et al., 2016; Maksymiv, 
Rak & Peleshko, 2016). Проте, незважаючи на високі по-
казники ефективності, треба зазначити, що їх викорис-
тання неможливе в режимі реального часу, що нівелює 
можливість їх використання в системі безпеки життєді-
яльності. 
Узагальнюючи науковий досвід, можемо зазначити, 
що нинішні методи виявлення пожежі у відеопотоці ма-
ють недостатню високу якість детектування або харак-
теризуються низькою швидкодією, що не дає змоги ви-
користовувати їх для побудови автоматизованих систем 
детектування полум'я. Вирішенням зазначених вище 
проблем може послужити використання глибоких згор-
ткових нейронних мереж, за умов забезпечення роботи 
в режимі реального часу. 
Методика дослідження. Більшість сучасних детек-
торів об'єктів на зображеннях складаються з двох час-
тин: екстрактор ознак та класифікатор. Відповідно до 
цього підходу, роботу детектора полум'я було розділе-
но на два основні етапи. На першому етапі здійсню-
ється пошук регіонів (ROI), які можуть візуально нага-
дувати вогонь. Для цього, насамперед визначаються ли-
ше рухомі об'єкти, які передаються на вхід класифіка-
тору, побудованого на основі примітивів Хаара, де і 
визначається візуальна схожість з вогнем. Оскільки ви-
користання цього підходу є недостатнім для забезпе-
чення ефективної роботи детектора, то отримані регі-
они, які попередній класифікатор відніс до класу "по-
жежа", передаються на вхід до нейронної мережі, яка і 
надає остаточний висновок про наявність або відсут-
ність полум'я на зображенні. 
Виділення рухомих об'єктів. Аналіз лише рухомих 
об'єктів на зображенні дає змогу зменшити загальний 
об'єм інформації, яку потрібно проаналізувати класифі-
катору для надання остаточного висновку. Для цього 
було вирішено використовувати суміш Гауссового роз-
поділу (GMM). Кожен піксель на зображенні моде-
люється на основі окремої Гауссової суміші для фону, 
переднього плану та тіней. Базуючись на часі існування 
і дисперсії кожного гауссіана в суміші, можна визначи-
ти, які з них належать до фону. Пікселі, значення яких 
не вкладаються у фоновий розподіл, вважають пе-
редньоплановими доти, поки не з'явиться гауссіан, що 
дає змогу з достатньою точністю віднести їх до фону. 
Приклад виділення рухомих об'єктів зображено на 
рис. 1. Ймовірність, що певний піксель має інтенсив-
ність tx  на проміжку часу t , можна описати як (Stauffer 
& Grimson, 1999), а саме: 
 
1
( ) ( , , )
K
t i t i i
i
P x w xη η
=
= ⋅ Σ∑ ,  
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де: α  – швидкість навчання; – дорівнює 1, якщо моделі 
співпали, і 0, якщо ні. 
 
Рис. 1. Приклад детектування лише рухомих ділянок зображення. 
Справа – оригінальні зображення, зліва – отриманий результат 
Генерація кандидатів-регіонів. До регіонів, на яких 
спостерігався рух, для визначення їх візуальної схожості 
з полум'ям, застосовують бінарний класифікатор, який 
ґрунтується на використанні каскадів Хаара. На відміну 
від загальноприйнятих підходів щодо віднесення об'єкта 
до категорії "пожежа", на основі застосування різнома-
нітних колірних моделей, цей підхід дає змогу уникнути 
прив'язки до кольору вогню, який може набувати прак-
тично будь-якої колірної гами залежно від температури 
та речовини, яка горить. Зокрема, потрібно зазначити, 
що завдяки використанню інтегрального представлення 
зображення, отримувані ознаки можуть опрацьовувати-
ся в режимі реального часу навіть на пристроях із слаб-
кою обчислювальною спроможністю. 
Інтегральне представлення зображення є матрицею, 
розмірність якої збігається з розмірністю вихідного зоб-
раження, а елементи матриці обчислюють за формулою 
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де I(i, j) – яскравість пікселів вихідного зображення. 
На етапі генерації регіонів, які можна віднести до 
категорії "пожежа", важливим етапом є навчання класи-
фікатора, який зможе розпізнати усі можливі ділянки 
зображення, на яких присутній вогонь. Навчання класи-
фікатора такого типу буде прийнятним навіть, якщо бу-
де спостерігатися високий рівень хибно позитивних 
спрацювань. Для цього ми відібрали тренувальні екзем-
пляри розмірами 12×12 пікселів, які характеризуються 
варіативністю якості зображення та візуального вигля-
ду вогню (рис. 2). Загальна кількість зображень, відіб-
раних для навчання, становила: 3547 позитивних та 
9000 негативних. 
Сам по собі каскад Хаара – це набір примітивів, для 
яких розраховується значення їх згортання із зображен-
ням. Використовують найпростіші примітиви, що скла-
даються з прямокутників і мають всього два рівні (+1 та 
-1). При цьому кожен прямокутник використовується 
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кілька разів різного розміру. Під згортанням мають на 
увазі 
 s X Y= − ,  
де: Y – сума елементів зображення в темній області, а X 
– сума елементів зображення у світлій області (можна 
так само брати X/Y, тоді буде стійкість в разі зміни мас-
штабу). 
 
Рис. 2. Приклад зображень з датасету 
Відповідно до зазначеного вище, було розроблено 
набір примітивів, який дає змогу описати можливі візу-
альні ознаки полум'я на зображенні (рис. 3). 
 
Рис. 3. Запропоновані ознаки Хаара 
Унаслідок навчання було отримано 21-рівневий кас-
кад Хаара, що, окрім швидкої роботи, характеризувався 
високим рівнем детектування полум'я на зображені 
(99,4 %). Проте, треба зазначити, що спостерігається 
значний рівень хибно позитивних спрацювань (~20 % 
від усіх викликів), особливо на таких об'єктах, як вікна 
в денний час (рис. 4), різноманітні засоби освітлення, 
гірлянди тощо. Зазначений недолік зумовлює викорис-
тання додаткового класифікатора для усіх регіонів, які 
було отримано після закінчення цього етапу. 
 
Рис. 4. Приклад генерації регіонів інтересу 
Класифікація. На етапі класифікації використо-
вуємо згорткову мережу, яка є ансамблем, з трьох 
нейронних моделей для надання остаточного висновку 
щодо приналежності отриманих регіонів інтересу з по-
переднього етапу до категорії "пожежа". Зокрема, для 
покращення ефективності роботи такого детектора, бу-
ло використано низку тонких налаштувань мережі та 
використання підходу трансферного навчання до двох 
нейронних моделей. 
Трансферне навчання. Під час навчання CNN важ-
ливо виділити не тільки ознаки, які можуть описати 
шуканий об'єкт, а й ознаки інших об'єктів, що дасть 
змогу мінімізувати кількість хибних спрацювань детек-
тора, особливо під час розпізнавання зображень, які мо-
жуть візуально нагадувати його (у цьому разі це мо-
жуть бути гірлянди, різноманітні засоби освітлення та 
інші об'єкти з яскравими текстурами). Так, у роботі 
(Yosinski et al., 2014) зазначено, що кожен прихований 
шар у згортковій нейронній мережі має виразні ознаки, 
які пов'язані з особливостями нижніх шарів забезпечу-
вати можливість виділення загальних ознак. Своєю чер-
гою, вищі шари несуть інформацію, яка є конкретні-
шою до вихідної задачі класифікації. 
Відповідно до зазначеної вище парадигми, можемо 
використати апріорну згорткову нейронну мережу, яка 
натренована на основі датасету Imagenet, для розпізна-
вання більш ніж 1000 класів об'єктів. Зокрема, потрібно 
врахувати той факт, що за умов використання уже нав-
ченої нейронної мережі, її подальше донавчання змен-
шить часові затрати від днів або навіть тижнів до кіль-
кох хвилин. 
Вибір архітектури нейронної мережі. Враховуючи 
поставлені вимоги щодо побудови детектора полум'я 
(висока ефективність детектування та можливість робо-
ти в режимі, наближеному до реального часу), викорис-
тання загальноприйнятих архітектур нейронних мереж 
(GoogleNet (Szegedy et al., 2015), VGG-16 тощо) є проб-
лематичним, оскільки вони характеризуються великими 
розмірами та кількістю параметрів, що може спричини-
ти її неефективність на машинах із невеликими обчис-
лювальними ресурсами. 
Відповідно, для розв'язання поставленої задачі, вирі-
шили використати мережу SqueezeNet (Iandola et al., 
2016). Цей вибір зумовлений тим, що ця мережа дає змо-
гу працювати з однаковою ефективністю глибокої мере-
жі AlexNet, проте має в 50 разів менше параметрів. Ос-
новними стратегіями до побудови такої архітектури є: 
1) заміна фільтрів 3×3 на 1×1 фільтри, що дає змогу змен-
шити кількість параметрів у 9 разів; 
2) зменшення кількості каналів більш стиснутими моду-
лями; 
3) пониження дискретизації останніх шарів мережі. Стра-
тегії 1 та 2 націлені на зменшення кількості параметрів 
мережі, третя стратегія – на покращення її ефективнос-
ті, незважаючи на зменшення параметрів. 
Для покращення ефективності детектування виріше-
но використовувати модифіковану архітектуру мережі 
SqueezeNet шляхом впровадження залишкових (resid-
ual) блоків (рис. 5). Кінцеву архітектуру мережі зобра-
жено на рис. 6. 
Доналаштування нейронної мережі. Під час тон-
кого налаштування ваг нейронної мережі, починаємо зі 
заздалегідь підготовлених моделей, які навчені на ори-
гінальному наборі даних (тобто зображення без будь-
яких спотворень). Здійснили тонке налаштування пер-
ших N шарів моделі на спотвореному наборі даних, а в 
інших шарах використовували фіксовані параметри. 
Основною причиною такої фіксації є спостереження, 
що під час розмиття і шуму останні шари набувають 
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більшого впливу на низькорівневі властивості, такі як 
колір, границі та текстурні ознаки. Проте ці спотворен-
ня мають незначний вплив на інформацію вищого рів-
ня, таку як семантичні значення зображень (Song Han, 
2016). Отже, під час тонкого налаштування ваг нейрон-
ної мережі орієнтуємося на вихідні шари SqueezeNet, 
які містять в собі інформацію нижчого рівня. 
 
Рис. 5. Residual блок (Iandola et al., 2016) 
 
Рис. 6. Архітектура residual SqueezeNet мережі (Qi & Ebert, 
2009) 
Через обмежений набір даних у нашому датасеті 
(тільки 5000 зображень, на яких міститься полум'я) про-
понуємо використовувати: поворот зображень, передис-
кретизацію та кадрування. 
На початковому етапі було вирішено навчати мере-
жу з випадковими поворотами 0°, 75°, 285°, проте це не 
дало будь-яких покращень. Лише за умов використання 
усередненого значення, отримуваного від класифікато-
ра під час повороту зображень в зазначених напрямках 
(значення було підібрано експериментальним шляхом), 
було отримано змогу покращити ефективність роботи 
детектора (табл.). 
Щодо передискретизації та кадрування зображень, 
то процес їх використання нагадує операцію з поворо-
тами зображення. Так, вхідне зображення поділяється 
на 5 частин (чотири кутових та одне центральне), до 
яких і застосовується операція передискретизації. Отри-
муванні результати з кожної частини зображення знову 
ж усереднюються, внаслідок чого отримується кінцеве 
передбачення. 
Потрібно також зазначити про те, що усі моделі на 
певному етапі навчання зіткнулися з проблемою пере-
навчання (overfitting), що було помічено у зв'язку з по-
чатком зростання втрат на валідаційному наборі даних 
(250 зображень). Для вирішення цієї проблеми, почина-
ючи з цього етапу, показник швидкості навчання було 
зменшено в 10 разів (порівняно з початковим). 
Прикінцевим етапом доналаштування детектора по-
лум'я стала реалізація ансамблю з нейронних мереж. 
Для цього була навчена модель, яка навчалася лише на 
базі даних зображень із полум'ям (без застосування під-
ходу трансферного навчання). Незважаючи на те, що 
така модель характеризувалася нижчою точністю, 
поєднавши її з іншими тонко налаштованими моделя-
ми, вдалося покращити загальний показник ефектив-
ності детектора полум'я. На нашу думку, такий факт зу-
мовлений тим, що мережа натренована лише на дата се-
ті, який містить у собі зображення з вогнем, врахувала 
інші ознаки об'єкта, аніж тонко налаштована мережа. 
Додатково до ансамблю ввійшли ще дві нейронні 
моделі, які містили уже в собі ознаки, отримувані внас-
лідок трансферного навчання. Перша модель донавча-
лася внаслідок штучного збільшення наявного датасету 
шляхом повороту зображень, друга – на датасеті збіль-
шеного шляхом кадрування та передискретизації. 
Експериментальні дослідження. Для експеримен-
тальних досліджень використано датасет, загальною 
місткістю 5000 зображень, який, своєю чергою, було 
поділено так: 65 % – для навчання, 15 % – для валідації 
та 20 % – для тестування. На цьому наборі зображення, 
які містять полум'я, були вручну проанотовані, зобра-
ження ж без полум'я були виключені з набору. Зокрема, 
для оцінки можливості роботи запропонованого детек-
тора в режимі наближеного до реального часу, було ви-
користано набір з 10 відеороликами, в яких спостеріга-
ються процеси горіння. 
Загальний показник ефективності роботи нейронної 
мережі SqueezeNet без тонких налаштувань становив 
89 %. За допомогою тонких налаштувань вдалося під-
няти показник ефективності додатково на 2,4 % (див. 
табл.). Приклад роботи класифікатора в складних умо-
вах відеозйомки наведено на рис. 7. 
Табл. Ефективність окремих етапів тонкого  
налаштування нейронної мережі 





Поворот усіх зображень 0,7 
Кадрування та передискретизація 0,4 
Зменшення показника швидкості 
навчання 0,5 
Ансамбль нейронних мереж 0,8 
 
Рис. 7. Приклади правильних спрацювань класифікатора 
Треба зауважити, що все ще спостерігаються не 
спрацювання класифікатора, особливо впродовж пер-
ших секунд від моменту початку пожежі (рис. 8, а), що 
обумовлено особливостями використання детектора ру-
ху. Зокрема, за умов різкої зміни заднього фону (див. 
