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Abstract
Let H be some 0xed graph of order p. For a given graph G and vertex set S ⊆ V (G), we
say that S is H -decomposable if S can be partitioned as S = S1 ∪ S2 ∪ · · · ∪ Sj where, for each
of the disjoint subsets Si, with 16 i6 j, we have |Si| = p and H is a spanning subgraph of
〈Si〉, the subgraph induced by Si. We de0ne the H -domination number of G, denoted as H (G),
to be the minimum cardinality of an H -decomposable dominating set S. If no such dominating
set exists, we write H (G)=∞. We show that the associated H -domination decision problem is
NP-complete for every choice of H . Bounds are shown for H (G). We show, in particular, that
if 	(G)¿ 2, then P3 (G)6 3(G). Also, if P3 (G) = 3(G), then every (G)-set is an e8cient
dominating set.
c© 2003 Published by Elsevier B.V.
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1. Introduction
In this paper we introduce the concept of H -domination for an arbitrary graph H .
As we shall see, the standard domination parameter corresponds to the case with H =
K1; (G)=K1 (G), and the paired-domination parameter [9,10,6] corresponds to the case
with H = K2, and, for all graphs with minimum degree 	(G)¿ 1, we have pr(G) =
K2 (G).
In a graph G = (V; E), the open neighborhood of a vertex v∈V (G) is N (v) =
{x∈V : vx∈E(G)}, the set of vertices adjacent to v. The closed neighborhood is N [v]=
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Fig. 1. Graph G1 on n = 3t + 3 vertices, (G1) = 3 and K3 (G1) = 3t and tree T1 on n = 6k + 4 vertices,
P2 (T1) = 4k + 2 and P3 (T1) = 3k + 3.
N (v)∪ {v}. A set S ⊆ V is a dominating set if every vertex is either in S or adjacent
to a vertex in S, that is, V =
⋃
s∈S N [s]. The domination number (G) is the minimum
cardinality of a dominating set, and a minimum cardinality dominating set of a graph
G is called a (G)-set. In general, we are consistent with the usage in Haynes et al.
[7,8].
There are possible restrictions required for 〈S〉, the subgraph induced by the dom-
inating set S. Possibly 〈S〉 is required to be connected [14,3], 2-connected [11,12], a
clique [4], or a cycle [13,1,2]. In each of these cases, 〈S〉 is required to be in some
family of graphs. Likewise, for paired-domination we want a dominating set S such
that 〈S〉 has a perfect matching. A slightly diIerent viewpoint for paired-domination
is to think that the dominating set S is a paired-dominating set if S can be partitioned
into 2-element subsets, each of which induces a K2 in G.
In general, let H be some 0xed graph of order p. Given a graph G and S ⊆ V (G),
we say that S is H -decomposable if S can be partitioned as S = S1 ∪ S2 ∪ · · · ∪ Sj
where, for each of the disjoint subsets Si with 16 i6 j, we have |Si| = p and H
is a spanning subgraph of 〈Si〉. We de0ne the H -domination number of G, denoted
as H (G), to be the minimum cardinality of an H -decomposable dominating set S. If
no such dominating set exists, we write H (G) =∞. Note that K1 (G) = (G), and
K2 (G) = K1; 1 (G) = P2 (G) = pr(G) when 	(G)¿ 1. We will show (see Theorem 3)
that if 	(G)¿ t, then G is K1; t-dominatable and K1; t (G)6 (t + 1)(G).
For example, the 12-cycle C12 has ((C12) = P1 (C12); P2 (C12); P3 (C12); : : : ;
P12 (C12))=(4; 6; 9; 8; 10; 12;∞;∞;∞; 10; 11; 12). The graph G1 in Fig. 1 has (G1)=3
and K3 (G1)=3t. We have P2 (C20k)=10k ¡P3 (C20k)=12k, and the tree T1 in Fig. 1
has P2 (T1) = 4k + 2¿P3 (T1) = 3k + 3 for k¿ 2.
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First, we show that, for any choice of graph H , the associated H -domination decision
problem is NP-complete.
Problem. H -domination (H -DOM)
Instance: Graph G and positive integer K .
Question: Is H (G)6K?
Theorem 1. For every graph H, problem H-DOM is NP-complete.
Proof. If H =K1, then problem K1-DOM is the known NP-complete domination prob-
lem, “For a given graph G and a positive integer J , is (G)6 J”? (see [5]), because
K1 (G)=(G). For each other graph H we reduce an instance of K1-DOM to an instance
of H -DOM as follows. Let a graph G be given with vertex set V (G)= {v1; v2; : : : ; vn},
and construct a graph G∗ as follows. Suppose V (H) = {w1; w2; : : : ; wp}. Start with the
cartesian product G×H with vertex set V (G×H)={vi; j: 16 i6 n; 16 j6p}, so we
have 〈{vij: 16 i6 n}〉=Gj ∼= G for 16 j6p and Hi = 〈{vi; j: 16 j6p}〉 ∼= H for
16 i6 n. For 16 j6p, let G∗j be another copy of G with V (G
∗
j )={v∗i; j: 16 i6 n}
and v∗i; jv
∗
h; j ∈E(G∗j ) if and only if vivh ∈E(G). Finally, we add some edges between
V (Gj) and V (G∗j ), namely, we add the edge v
∗
i; jvh; j if and only if either i = h or
vivh ∈E(G). The resulting graph G∗ has 2np vertices and can be constructed from G
in polynomial time.
We claim that (G)6 J if and only if H (G∗)6pJ .
First, if S ⊆ V (G) is a dominating set and |S|6 J , let R ⊆ V (G∗) where R =
{vi; j: vi ∈ S; 16 j6p}. Note that for each vj ∈ S, we have 〈{vi; j: 16 j6p}〉 ∼= H
and N [R ∩ V (Gj)] contains V (Gj) ∪ V (G∗j ). Hence, H (G∗)6pJ .
Second, assume R satis0es |R|6pJ and R is an H -dominating set for G∗. Let
Rj=R∩ (V (Gj)∪V (G∗j )), and we can assume |R1|6 |Rj| for 16 j6p. In particular,
|R1|6 J . Let R∗1 = (R1 ∩V (G∗1 ))∪ {v∗i;1: vi;1 ∈R}. Because R∗1 dominates G∗1 , we have
(G)6 J .
2. Bounds and stars
First, we present a bound for H (G) in terms of the maximum degree (G) and the
order and size of H .
Theorem 2. If H is a graph of order p and size q, and if G is a graph of order n
for which H (G) exists, then H (G)¿ n=((G) + 1− (2q=p)).
Proof. Let S be a H (G)-set, so S = S1∪˙S2∪˙ · · · ∪˙Sj where each 〈Si〉 contains H as a
spanning subgraph, S dominates G and |S|=H (G)=pj. If v∈ S, then v is adjacent to
at most (G)−degH (v) vertices in V (G)−S. Thus, at most (G)p−"w∈SidegH (w)=
(G)p − 2q vertices of V (G) − S are adjacent to vertices of Si, for 16 i6 j. Con-
sequently, |V (G) − S| = n − H (G)6 j((G)p − 2q) = (G)H (G) − H (G)2q=p =
H (G)((G)− 2q=p). Solving for H (G), we have H (G)¿ n=((G) + 1− 2q=p), as
required.
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Generalizing Theorem 5 of Haynes and Slater [9], we have the following corollaries.
Corollary 2.1. K#(G)¿ n=((G) + 2− k).
Corollary 2.2. Pk (G)¿ n=((G)− 1 + 2=k).
Corollary 2.3. K1; k−1 (G)¿ n=((G)− 1 + 2=k).
Generalizing the last two corollaries, we have the following.
Corollary 2.4. If T is any tree on k vertices, then T (G)¿ n=((G)− 1 + 2=k).
To see that the bound in Theorem 2 is sharp, pick any value of k¿(H). Form
G from H as follows. For each vertex v∈V (H) with degree degH (v) in H , attach
k − degH (v) endpoints to v. The resulting graph G achieves the given bound.
A necessary and su8cient condition for G to be pair-dominatable (equivalently,
K2-dominatable or K1;1-dominatable) is that 	(G)¿ 1. The following is a su8cient
condition for G to be K1; t-dominatable.
Theorem 3. If 	(G)¿ t, then G is K1; t-dominatable and K1; t (G)6 (t + 1)(G).
Proof. Assume (G) = k and S = {w1; w2; : : : ; wk} is a (G)-set. Choose t vertices
x11 ; x
1
2 ; : : : ; x
1
t in N (w1), and let S1={w1; x11 ; x12 ; : : : ; x1t }. For 16 i6 k−1, having chosen
Si, form Si+1 with Si ⊆ Si+1 as follows. If wi+1 ∈ Si, then let Si+1 = Si. If wi+1 ∈ Si
and {xi+11 ; xi+12 ; : : : ; xi+1t } ⊆ N (wi+1)∩ (V (G)− Si) for some set of t neighbors of wi+1,
then let Si+1 = Si ∪ {wi+1; xi+11 ; xi+12 ; : : : ; xi+1t }. For the remaining cases, note that wi+1
has a neighbor in Si, that is, wi+1 ∈N [Si]. If N (wi+1) ⊆ N [Si], then let Si+1 = Si.
Otherwise, let x∈N (wi+1) ∩ (V (G) − N [Si]), choose t neighbors of x that include
wi+1, say wi+1; y2; y3; : : : ; yt , and let Si+1 = Si ∪ {x; wi+1; y2; : : : ; yt}. Each N [wi] ⊆
N [Si] ⊆ N [Sk ]; |Si|6 (t + 1)i, and elements of Sk were selected in sets of order t + 1
where the subgraph induced by each such (t+1)-set contains a K1; t . Hence, K1; t (G)6
(t + 1)k = (t + 1)(G).
Corollary 3.1 (Haynes and Slater [9]). If 	(G)¿ 1, then G is P2-dominatable and
P2 (G)6 2(G).
Corollary 3.2. If 	(G)¿ 2, then G is P3-dominatable and P3 (G)6 3(G).
Theorem 4. If 	(G)¿ 2, then P3 (G)6 (3=2)P2 (G).
Proof. Assume S={u1; v1; u2; v2; : : : ; uk ; vk} is a P2 -set and 〈S〉 contains each edge uivi
for 16 i6 k. In particular, P2 (G)=2k. There exists a vertex x∈N (u1)∩ (V (G)− S)
or x∈N (v1)∩ (V (G)− S), or else, because 	(G)¿ 2, S −{u1; v1} would be a smaller
paired-dominating set. Let S1 ={x; u1; v1}. Clearly, S1∪{u2; v2; : : : ; uk ; vk} dominates G.
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Fig. 2. Graph G2k with K1;3 (G2k)¿ (4=3)K1;2 (G2k).
For 16 i6 k−1, having chosen Si, form Si+1 with Si ⊆ Si+1 as follows. Let S ′i =Si ∪
{ui+2; vi+2; : : : ; uk ; vk}. If there is a vertex x∈N (ui+1) ∩ (V (G) − S ′i ) or x∈N (vi+1) ∩
(V (G) − S ′i ), let Si+1 = Si ∪ {x; ui+1; vi+1}, and, if not, then let Si+1 = Si. Note that
Si+1∪{ui+2; vi+2; : : : ; uk ; vk} dominates G. Because |Si|6 3i for 16 i6 k and elements
of Sk were selected in sets of order three, where the subgraph induced by these three
vertices contains a P3, we have P3 (G)6 3k = (3=2)P2 (G).
An equivalent statement of Theorem 4 is that for 	(G)¿ 2 we have K1; 2 (G)6 (3=2)
K1; 1 (G). We do not have the general result that K1; t (G)6 ((t + 1)=(s + 1))K1; s(G).
For example, for the graph G2k in Fig. 2, we have K1; 3 (G2k)=12k and K1; 2 (G2k)=6k,
which means that K1; 3 (G2k)¿ (4=3)K1; 2 (G2k).
In [9] it is shown that if pr(G)=2(G), then (G) and the independent-domination
number i(G) are strongly equal. That is, not only is (G) = i(G), but we have the
following.
Theorem 5 (Haynes and Slater [9]). If pr(G) = 2(G), then every (G)-set is an
i(G)-set.
Theorem 6. If 	(G)¿ 2 and P3 (G)=3(G), then every (G)-set is an e<cient dom-
inating set.
Proof. Assume that P3 (G) = 3(G), and let S be a (G)-set. Using Corollaries 3.1
and 3.2, Theorems 4 and 5, every (G)-set is independent. To see that S is an e8cient
dominating set, we will show that S is a packing, that is, the distance between any
two vertices u and v in S satis0es d(u; v)¿ 3.
We 0rst show that every v∈ S has at least one private neighbor in N (v). If v∈ S
and v does not have any private neighbors, select u∈N (v). Note that there is a vertex
x∈N (u)∩S with x = v. But now (S−{v})∪{u} is a (G)-set that is not independent,
which is a contradiction.
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Partition S into A = {v∈ S: v has at least two private neighbors in N (v)} and
B = {v∈ S: v has exactly one private neighbor in N (v)}. We next show that B = ).
Suppose v∈B. Because deg v¿ 2 and v has only one private neighbor adjacent to it,
there is a vertex w in N (v) such that w∈N (x) for some x∈ S−{v}. We create a family
of disjoint P3’s in G as follows. First, form the family S0 by putting v; w; x in S0, and
for each u∈A−{x} put a path in S0 that consists of u and two of its private neighbors.
If x∈B, let R={u1; u2; : : : ; uj}=B−{v; x}, and if x∈A, let R={u1; u2; : : : ; uj}=B−{v}.
For 16 i6 j, given Si−1, form Si as follows. For each ui ∈R, let yi be the unique
private neighbor of ui in N (ui). If every vertex z ∈ (N (ui) ∪ N (yi)) − {ui; yi} is in
one of the paths in Si−1, let Si = Si−1. Otherwise, select zi ∈ (N (ui)∪N (yi))−{ui; yi}
where zi is not in any path in the collection Si−1. Form Si by adding a path with vertex
set {ui; yi; zi} to Si−1. But now Sj is a collection of at most (G) − 1 paths, and the
union of their vertex sets dominates G. But this would imply that P3 (G)6 3(G)−3,
a contradiction. Thus S = A.
Finally, assume two vertices u and v in (independent) set S have d(u; v)¡ 3, so
d(u; v)=2. Let w∈N (u)∩N (v). Now, u; w; v form a P3, and each vertex in S−{u; v}
can be made the center of a P3 using two of its private neighbors. But this implies
P3 (G)6 3(G)− 3, a contradiction.
Because S is an arbitrary (G)-set, every minimum dominating set of G is an e8cient
dominating set, completing the proof.
Graphs G for which P3 (G) is large include the following. For any graph L on t
vertices, let G(L) be the graph on n=3t vertices obtained from L by attaching a path
of length two to each vertex of L. Then P3 (G(L)) = n. Letting K
′′
1; t denote the tree
obtained from the star K1; t by subdividing each edge twice, P3 (K
′′
1; t)= 3t= n− 1. The
next theorem bounds P3 (G) for graphs G of girth at least four and minimum degree
at least three.
Theorem 7. If a graph G of order n has girth g(G)¿ 4 and minimum degree
	(G)¿ 3, then P3 (G)6 3n=4.
Proof. Let S be a minimum P3-dominating set for G, say S= {u1; v1; w1; u2; v2; w2; : : : ;
us; vs; ws} where N (vi) contains {ui; wi} for 16 i6 s. Note that uiwi ∈ E(G) because
g(G)¿ 4. We let S3 be a set of P3’s that span 〈S〉, namely, S3={{ui; vi; wi}: 16 i6 s}.
We will show that we can produce for each {ui; vi; wi}∈ S3 a distinct vertex xi ∈
N ({ui; vi; wi}) ∩ (V (G) − S), from which it follows that P3 (G)6 3n=4. If there is a
vertex x such that x∈V (G)−S and N (x)∩S ⊆ {ui; vi; wi}, select one such vertex, say xi
and associate this xi with {ui; vi; wi}. We can assume that F={u1; v1; w1; u2; v2; w2; : : : ; ur ;
vr ; wr} and that, if r+16 j6 s, then {uj; vj; wj} has an associated xj with N (xj)∩S ⊆
{uj; vj; wj}.
We use induction to show that there are distinct vertices x1; x2; : : : ; xr in V (G)−S with
N (xi)∩{ui; vi; wi} = ) for 16 i6 r. For each {ui; vi; wi}, at least one v∈{ui; vi; wi} has
N (v)∩ (S − {ui; vi; wi}) =), or else S − {ui; vi; wi} would be a smaller P3-dominating
set. Because 	(G)¿ 3, this v has at least one neighbor in V (G) − S. That is, any
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one {ui; vi; wi} ⊆ F can be associated with a vertex in N ({ui; vi; wi}) ∩ (V (G) − S).
Inductively, assume that for any k triples {ui; vi; wi} ⊆ F we can 0nd k distinct vertices,
each of which is adjacent to a vertex in a distinct one of the k given triples. Assume
we are given a collection of k + 1 triples from F . Without loss of generality, we can
consider {{u1; v1; w1}; {u2; v2; w2}; : : : ; {uk ; vk ; wk}; {uk+1; vk+1; wk+1}}.
Case 1: Assume for some i with 16 i6 k + 1 that there is a vertex t ∈N (vi) ∩
(V (G) − S). Without loss of generality, we can assume that it is vk+1. By induction,
there is a set Xk = {x1; x2; : : : ; xk} of order k with each xi ∈V (G) − S and N (xi) ∩
{ui; vi; wi} = ).
In what follows, for simplicity, we assume that ui; vi; wi are labeled so that if N (xi)∩
{ui; wi} = ), then N (xi) contains ui.
If t ∈ Xk , we are done. Assume t = xj ∈Xk . First, suppose that xj ∈N (vj). If either
uk+1 or wk+1 is adjacent to a vertex x in V (G)−S−Xk , then we can let xk+1=xi; and if
uj or wj is adjacent to a vertex x in V (G)−S−Xk , then this vertex can replace xj in Xk ,
and we can let xk+1 = t. If not, then N (uj)∪N (wj)∪N (uk+1)∪N (wk+1) ⊆ S ∪Xk . But
now (S3−{{uk+1; vk+1; wk+1}; {uj; vj; wj}})∪ {{vj; xj; vk+1}} produces a P3-dominating
set of order less than P3 (G), a contradiction. Second, assume that t= xj ∈N (uj). Note
that if uk+1 (or wk+1) is adjacent to xi ∈Xk and xiui ∈E(G), then N (wi) ⊆ S ∪ Xk or
else we can choose y∈N (wi) with y ∈ S ∪ Xk and let xk+1 = xi and use y as xi.
Similarly, we can assume that, if uk+1 (or wk+1) is adjacent to xi ∈Xk and xivi ∈E(G),
then N (ui) ⊆ S ∪ Xk and N (wi) ⊆ S ∪ Xk . Because 	(G)¿ 3, one of the following
three subcases applies.
Subcase 1.1: Assume that each of uk+1 and wk+1 has a neighbor in Xk , say xi
and xt , respectively. Because g(G)¿ 4, xi = xj and xt = xj. If i = t, then (S3 −
{{uk+1; vk+1; wk+1}, {uj; vj; wj}, {ut ; vt ; wt}, {ui; vi; wi}}) ∪ {{xj; uj; vj}, {xt ; ut ; vt}, {xi;
ui; vi}} produces a P3-dominating set of G of cardinality less than P3 (G), a contra-
diction. If i= t, then (S −{{ui; vi; wi}, {uj; vj; wj}, {uk+1; vk+1, wk+1}}) ∪ {{xj; uj; vj},
{xi; ui; vi}} produces a P3-dominating set of cardinality less than P3 (G), a contradiction.
Subcase 1.2: Assume that uk+1 has a neighbor xi in Xk and N (wk+1) ⊆ S. Because
g(G)¿ 4, i = j. Also, g(G)¿ 4 and deg(wk+1)¿ 3 imply that N (wk+1) contains at
least two elements of S−{uk+1; vk+1}. If N (wk+1)∩ (S−{vk+1; uk+1}) = {wj; wi}, then
(S3 − {{uk+1; vk+1; wk+1}, {uj; vj; wj}; {ui; vi; wi}}) ∪ {{xj; uj; vj}; {xi; ui; vi}} produces a
P3-dominating set of cardinality less than P3 (G), a contradiction.
We, therefore, have N (wk+1) = {vk+1; wj; wi}. Because deg(wj)¿ 3, N (wj) contains
vj, wk+1 and another vertex a∈ S ∪ Xk . Note that g(G)¿ 4 implies that wj is not ad-
jacent to wi; vk+1 or uj. First, assume a∈Xk . If a= xj, then (S3 − {{uk+1; vk+1; wk+1};
{uj; vj; wj}}) ∪{{vk+1; xj; uj}} produces a P3-dominating set of cardinality less than
P3 (G), a contradiction. If a= xt ∈Xk , with t = j, then we consider (S3−{{uk+1; vk+1;
wk+1}; {uj; vj; wj}, {ut ; vt ; wt}}) ∪ {{xt ; ut ; vt}; {vk+1; xj; uj}} to obtain a contradiction.
Second, assume a∈ S. If a = uk+1, then (S3 − {{uk+1; vk+1; wk+1}; {uj; vj; wj}}) ∪
{{vk+1; xj; uj}} provides a contradiction. Thus, a=uk+1. Now deg(vj)¿ 3, so N (vj) con-
tains uj; wj and some vertex b in S∪Xk . Note that g(G)¿ 4 implies that vj is not adja-
cent to uk+1; wk+1 or xj. If b=xt ∈Xk−{xj}, then (S3−{{uk+1; vk+1; wk+1}{uj; vj; wj}; {ut ;
vt ; wt}})∪{{xt ; ut ; vt}; {xj; vk+1; uk+1}} provides a contradiction. If b∈ S−{uk+1; wk+1},
then (S3−{{uk+1; vk+1; wk+1}; {uj; vj; wj}})∪{{xj; vk+1; uk+1}} provides a contradiction.
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Subcase 1.3: Assume N (uk+1) ⊆ S and N (wk+1) ⊆ S. Since g(G)¿ 4, uk+1vk+1 ∈
E(G). Suppose a∈N (uk+1)−{vk+1} and b∈N (wk+1)−{vk+1}. Because deg(uk+1)¿ 3
and deg(wk+1)¿ 3, we can assume a = wj and b = wj. Now (S3−{{uk+1; vk+1; wk+1},
{uj; vj; wj}})∪{{xj; uj; vj}} produces a P3-dominating set of cardinality less than P3 (G),
a contradiction.
Case 2: Assume that for 16 i6 k + 1 we have N (vi) ⊆ S. Inductively, we can
assume that we have a set Xk = {x1; x2; : : : ; xk} ⊆ V (G)− S of order k with ui ∈N (xi)
for 16 i6 k. Either uk+1 or wk+1 must have a neighbor in V (G) − S, and we can
assume there is a vertex xk+1 ∈N (uk+1) ∩ (V (G)− S).
If xk+1 ∈ Xk , then we are done. Hence, we assume xk+1 = xj for some j with
16 j6 k. If there is a vertex y∈N (wj) ∩ (V (G) − S − Xk), then we could use y
in place of xj and xj as xk+1, so assume N (wj) ⊆ S ∪ Xk . Note that we also have
N (wk+1) ⊆ S ∪ Xk , or we are done. As above, whenever there is an xj ∈Xk ∩ N (uk+1)
or xj ∈Xk ∩ N (wk+1), we can assume N (wj) ⊆ S ∪ Xk .
Subcase 2.1: Assume N (wk+1) ⊆ S. Because deg(wk+1)¿ 3, there is a vertex
b∈N (wk+1)∩ (S−{wj; vk+1}), and b = uk+1 because g(G)¿ 4. Select a∈ (N (vk+1)−
{uk+1; wk+1}). As noted, a∈ S. If a=wj, then (S−{wj})∪{xj} is a P3-dominating set
because {xj; uj; vj} can replace {uj; vj; wj} in S3. But now Case 1 applies to vk+1. Hence,
we have a = wj and b = wj, and (S3−{{uk+1; vk+1; wk+1}, {uj; vj; wj}}) ∪{{xj; uj; vj}}
provides a P3-dominating set of cardinality less than P3 (G), a contradiction.
Subcase 2.2.: Assume wk+1 has a neighbor xt ∈Xk . Note that deg(vk+1)¿ 3, so vk+1
has at least one neighbor in S−{uk+1; wk+1}. Assume there is a vertex a∈ (N (vk+1)∩
(S − {uk+1; wk+1; wj; wt}). If xt = xj, then (S3 − {{uj; vj; wj}, {uk+1; vk+1; wk+1}}) ∪
{{xj; uj; vj}} provides a P3-dominating set of cardinality less than P3 (G), a contra-
diction. If xt = xj, we consider (S3 − {{uj; vj; wj}, {ut ; vt ; wt}, {uk+1; vk+1; wk+1}})
∪ {{xj; uj; vj}, {xt ; ut ; vt}} to obtain a contradiction. Next, assume wj ∈N (vk+1). Then
(S−{wj}) ∪ {xj} is a P3-dominating set, replacing {uj; vj; wj} in S3 by {xj; uj; vj}, and
Case 1 applies to vk+1. Finally, assume N (vk+1) = {uk+1; wk+1; wt}. We can replace
{ut ; vt ; wt} in S3 by {xt ; ut ; vt}, again obtaining a contradiction.
3. Future work
The extension to H -domination for arbitrary graphs H obviously introduces many
interesting questions. We conclude this paper by describing just three types of these
questions.
First, Theorem 1 indicates that there are many interesting general algorithmic ques-
tions, for example, when G is restricted to be in the class of trees, series-parallel
graphs, permutation graphs, planar graphs, etc.
Next, Theorem 4 implies that when 	(G)¿ 2 we have P3 (G)¡∞. Can the class
of graphs G with P3 (G)¡∞ be characterized? Can we characterize those graphs with
P3 (G) = n= |V (G)|? In general, when is H (G)¡∞? When does H (G) = n?
The graphs G2k in Fig. 2 have K1; 3 (G2k)=P3 (G2k) = 2. In general, given graphs H1
and H2, what values are possible for H1 (G)=H2 (G)?
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