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Abstract
The magnetic properties of the geometrically frustrated quantum magnets clinoat-
acamite, Cu2(OH)3Cl, and herbertsmithite, ZnCu3(OH)6Cl2, are studied by means
of neutron scattering measurements as well as specific heat, susceptibility, and mag-
netization measurements. These materials are studied to investigate the nature of
the ground state of the spin-1
2
kagome´ lattice antiferromagnet, as such a system is
considered ideal for the emergence of spin liquid physics. Clinoatacamite, a distorted
kagome´ lattice antiferromagnet with weak inter-plane coupling, undergoes a Ne´el or-
dering transition at TN ≈ 6.2 K and shows evidence of a static local moment in the
disordered phase below 18 K. Our experiments suggest two-dimensional Ising fluc-
tuations at the Ne´el transition. A proposed spin ordering model is developed that
suggests an order structure below TN and two-dimensional short range order of the
kagome´ plane spins up to 18 K. The inelastic spectrum is analyzed in terms of spin
waves in an ordered kagome´ lattice antiferromagnet with a Dzyaloshinskii-Moriya
interaction. Herbertsmithite is the first structurally perfect spin-1
2
kagome´ lattice
antiferromagnet. Susceptibility, specific heat, and neutron scattering measurements
show no sign of any spin freezing or transition to a long range ordered state down to
50 mK. The data shows magnetic excitations extending adjacent to the ground state,
suggesting the lack of any measurable spin gap. Several hypotheses are explored as
possible explanations for the apparent lack of a spin gap. Dynamic susceptibility
data display an unusual scaling relation, suggesting proximity to a quantum critical
point. In sum, a wide range of data suggest that herbertsmithite displays a disordered
gapless spin liquid ground state.
Thesis Supervisor: Young S. Lee
Title: Mark Hyman Jr. Career Development Professor, Associate Professor
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Chapter 1
Introduction
“More is different.”
-Philip W. Anderson
The field of condensed matter physics is focused on the ambitious goal of explain-
ing the material world: including but hardly limited to the structural, electronic, and
magnetic properties of solids and liquids. The unifying property of this diverse field
is that the systems considered in condensed matter physics are complicated systems
consisting of a macroscopic number of well understood constituent parts. Yet despite
the simplicity of these parts, one could never imagine understanding the complex phe-
nomena of the system from atomic scale considerations of these constituents alone.
As Philip Anderson, a 1977 Nobel Laureate in Physics, wrote in a classic article
titled “More is Different”[1], when macroscopic systems are considered “the whole
becomes not only more than but very different from the sum of its parts.” Among
the interesting behaviors is collective excitations; a collective excitation involving all
the constituent parts of the whole can require much less energy than any excitation
to a single part. Imagine a ferromagnetic spin chain: reversing any single spin in
the chain from its value in the aligned ground state will cost a finite energy, while
a spin wave in the same system can have an energy cost that (in the long wave-
length limit) approaches zero. Yet collective behavior can yield still more remarkable
physics. In 1968, the exact solution to the one-dimensional half-filled insulating Hub-
19
bard model[2] showed that the system would feature three types of excitations: two
types of spinless charge excitations and one neutral spin excitation, none of which
are even remotely similar to electrons. The collective behavior arising in this sys-
tem has the amazing effect of ‘breaking’ the electron spin and charge apart[3]. A
recent book[4], A Different Universe by 1998 Nobel Laureate Robert Laughlin, has
suggested that collective behaviors of this sort could prove to be far-reaching, playing
a role in many laws of physics currently thought to be fundamental. In this thesis, I
describe studies of materials that have similarities with the model spin-1
2
Heisenberg
kagome´ lattice antiferromagnet. As will be described, this system is an ideal candi-
date in which to search for novel collective spin behaviors, in particular spin liquid
correlations.
1.1 Geometric Frustration
Generally speaking, frustrated magnetism[5, 6] refers to a magnetic system where
there exists no spin configuration that will simultaneously satisfy all interactions.
Some examples are frustrated because of competing magnetic interactions, such as a
system with ferromagnetic nearest-neighbor interactions but antiferromagnetic next-
nearest-neighbor interactions. It was shown in 1959 that a body-centered-cubic struc-
ture with competing antiferromagnetic interactions of varying strengths could lead
to unusual non-collinear magnetic states such as the helical or screw-type magnetic
state[7, 8]. Frustration can also arise from disorder within a lattice, such as is the case
with spin glasses[9, 10]. But by geometric frustration we refer to systems, with no
disorder or competing interactions, that are frustrated solely because of the geometry
of the crystal lattice.
1.1.1 Geometrically Frustrated Lattices
By the simple definition attributed to Toulouse, let J be the exchange interaction on
a single bond with positive J denoting antiferromagnetic exchange and negative J
denoting ferromagnetic exchange. If one were to take the product of −J for each bond
20
around any given cell or plaquette in the lattice and achieve a negative value, then the
system will be frustrated. Imagine the simplest cases, antiferromagnetism on either a
square or triangular lattice, shown in Fig. 1-1. All these bonds are antiferromagnetic,
with an energy of J ~S1 · ~S2 and J > 0. The minimal energy on any bond, −JS2, will
occur when the spins are antiparallel. One a square lattice, or any bipartite lattice,
the ground state will occur when the two sublattices are antiparallel. Every bond
will be at its minimal energy, thus the lattice is unfrustrated. A triangular lattice,
however, is frustrated. For Ising spins[11], the lowest energy configuration will be
that in which two of the bonds around any triangular plaquette are satisfied while
the third is not. The average binding energy of the system will be only one-third of
the energy for a fully satisfied bond. For vector spins (XY or Heisenberg), the lowest
energy state on the triangular lattice will be any state where the three spins on any
given triangle are 120◦ apart. In this situation every bond is only partially satisfied.
Still, with a binding energy half that of the fully satisfied bond, the frustration is
somewhat relieved from the Ising case.
It should be evident that the simplest systems with geometric frustration will be
those built around triangles. So it is not surprising that the first work on frustrated
magnetism was with the Ising triangular lattice, studied in detail by Wannier in
1950[12]. Wannier found, just as was described above, that in the situation of Ising
spins the ground state would be any in which two of the bonds on every triangle
in the lattice were satisfied. Thus there is not a single ground state, but rather
an macroscopic number of degenerate ground states which result in a finite entropy
even at absolute zero. He calculated this entropy as 0.323kB per spin, where kB is
Boltzmann’s constant. He also calculated that there would be no Curie point. There
are other possible frustrated lattices. One such lattice is the kagome´ lattice, the main
subject of this thesis. Here the connectivity between triangular plaquettes is lower,
such that the lattice is built from corner-sharing triangles rather than edge sharing
triangles. Calculations on the Ising kagome´ lattice[13] likewise found a finite zero-
temperature entropy; in this case 0.502kB per spin. The higher residual entropy in
this case suggests that corner-sharing lattices might be ‘more frustrated’ than the
21
Figure 1-1: Spin orderings in antiferromagnets on the unfrustrated square lattice and
the frustrated triangular lattice. The triangular lattice is shown for both Ising and
vector spins. All bonds in the unfrustrated lattice are at minimum energy of −JS2.
In the Ising triangular lattice one-third of all bonds are unsatisfied, while in the vector
spin triangular lattice all bonds are only partially satisfied.
22
simpler edge-sharing ones. Of course, geometric frustration can also exist in three-
dimensional lattices; in this case the simplest unit is a tetrahedron rather than a
triangle. Similar to the two-dimensional case, there exist frustrated lattices with
both edge-sharing (face-centered-cubic) and corner-sharing (pyrochlore) tetrahedra.
1.1.2 The Effects of Frustration
The most readily evident effect of geometric frustration is that it stabilizes disordered
magnetic states against long range ordering. As has been described earlier, frustrated
systems generally possess an extended manifold of degenerate ground states, which
frustrates the system from settling into any particular ground state. The simplest
experimental signature of frustration involves the Curie-Weiss temperature. A simple
mean-field-theory calculation will show that at high enough temperatures the mag-
netic susceptibility of an antiferromagnetic lattice will follow this relation, known as
the Curie-Weiss law:
χ(T ) =
C
T −ΘCW (1.1)
where C is known as the Curie constant and ΘCW is the Curie-Weiss temperature.
From the standard mean-field calculation, it can be shown that
C =
Ng2S(S + 1)µ2B
3kB
, and ΘCW = −zS(S + 1)J
3kB
(1.2)
where N is the number of spins in the sample, S is the total angular momentum
quantum number for each spin, g is the electron g-factor, z is the number of nearest-
neighbors in the lattice, kB is Boltzmann’s constant, and µB is the Bohr magneton. A
calculation on the classical kagome´ lattice by Harris, et al. showed that these values
should be slightly different from the standard mean-field results[14]. Specifically, they
calculated that for the kagome´ lattice the high-temperature susceptibility will be
χ(T ) =
C ′
T −Θ′CW
(1.3)
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Dimensions z Collinear state energy Singlet state energy
1-D (chain) 2 −NJS2 −1
2
NJS(S + 1)
2-D (square lattice) 4 −2NJS2 −1
2
NJS(S + 1)
3-D (cubic lattice) 6 −3NJS2 −1
2
NJS(S + 1)
Table 1.1: Energies of the collinear and singlet ordered states for simple antiferro-
magnets in one, two, or three dimensions.
where these values differ from the standard mean-field results as C ′ = 9
8
C and
Θ′CW =
3
2
ΘCW . For an antiferromagnet, ΘCW will be negative. For a typical (un-
frustrated) antiferromagnet, one would expect a transition to a long range ordered
antiferromagnetic state at a temperature (known as the Ne´el temperature or TN) that
is comparable to |ΘCW |. For a frustrated system, the Ne´el temperature will likely be
less than |ΘCW |. From this, Ramirez suggested a natural measure for the degree of
frustration[5] as
f =
|ΘCW |
TN
. (1.4)
Any material with a value of f > 1 could be considered frustrated, but convention
considers materials with f > 10 to feature strong geometric frustration. Another
feature of frustrated magnets is that they follow the Curie-Weiss law to lower tem-
peratures than typical systems. As is clear from Eq. 1.1, at high enough temperatures
a plot of 1/χ should be linear. For a typical antiferromagnet this will only be true
at temperatures higher than roughly 2|ΘCW |. This is because the correlation length
of the magnetic system will grow with decreasing temperature, a feature which is
not included in mean-field-theory calculations. However, many frustrated systems
show linear behavior in 1/χ down to temperatures as low as |ΘCW |/5. This suggests
that the magnetic correlation length in these systems does not grow appreciably un-
til temperatures well below the scale set by the interaction strength. Thus spins in
a frustrated system can act as a free spin despite existing in a strongly interacting
environment.
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It should be pointed out that the primary effect of frustration, stabilizing against
long range magnetic order, is also an effect of low dimensionality. Imagine the sim-
plest antiferromagnetic lattices in one-, two-, and three-dimensions: a Heisenberg
chain, square lattice, and cubic lattice. For each case, compare the energies of two
possible spin behaviors: a collinear antiferromagnetically ordered state, and a state
where adjacent spins form dimer singlet states. The dimer singlet state is one salient
example of an alternative to Ne´el order. In the collinear antiferromagnetic case, each
bond will have energy −JS2, such that the energy per spin will be − z
2
JS2 where
z is the number of nearest-neighbors. For the case where the spins form dimer sin-
glet, the energy per spin will be just one-half of the energy of a single dimer. Since
J ~S1 · ~S2 = 12J(S2T −S21 −S22) where ST = S1+S2 = 0 for a singlet, we can write the
energy per spin as just −1
2
NJS(S + 1), independent of z. As is shown in Table 1.1,
higher dimension systems will generally feature larger values of z and will thus be more
likely to order antiferromagnetically. Of course the values in this table are just a rough
guide and every system will have to be considered in greater detail for a definitive
answer as to whether or not antiferromagnetic order is stable. In fact a rigorous proof,
resulting in what is known as the Mermin-Wagner theorem[15], showed that in one-
and two-dimensional systems with sufficiently short ranged interactions, continuous
symmetries cannot be spontaneously broken at any nonzero temperature. This implies
that entropy considerations will prevent long range ordering in any one-dimensional
system and in two-dimensional systems with anything other than Ising spins. Still,
despite the similarity in the effect that frustration and low dimensionality have on
long range ordering, there is still a difference in the development of longer-range cor-
relations. In a low-dimensional unfrustrated system, long range correlations develop
at temperatures above |ΘCW | (just like any unfrustrated system); these correlations
just never grow strong enough to lead to long range order at a nonzero temperature.
Because of these correlations one expects deviation from mean-field behavior, such as
nonlinearity in 1/χ, at temperatures around |ΘCW |. In a frustrated system, on the
other hand, the long range correlations do not develop until temperatures well below
|ΘCW | are reached. These results suggest that low-dimensional unfrustrated systems
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gain entropy by maintaining correlations but lowering spin density, while systems
with strong geometric frustration will gain entropy with the selection of very dense
spin arrangements but without increased correlation length.
1.2 The Quantum Spin Liquid Ground State
The nature of the ground state in antiferromagnetic materials has long been a topic
of interesting debate. In the 1930’s, Louis Ne´el[16] proposed that in materials with
antiferromagnetic exchange the ground state would feature two (or more) sublattices.
Each sublattice would be long range ordered, but the direction of the moment would
vary between the different sublattices. Such a state is now referred to as having Ne´el
order. However this proposal presented theoretical difficulties as the Ne´el ordered
state is not an eigenstate of the Hamiltonian. As such many physicists of the time,
most notably Lev Landau, countered that such a state would be impossible as it
would be destabilized by quantum fluctuations. In particular, it was thought that
the ground state should consist of the quantum superposition of a Ne´el ordered state
and an equivalent but oppositely aligned state. In this case, the average magnetization
at any site would be zero. Eventually, magnetic neutron scattering experiments[17]
would directly confirm Ne´el’s hypothesis as the correct one. Following these results,
a more complete quantum theory of antiferromagnetism[18, 19] would be developed
which made it clear that the Ne´el ordered state would exist for most two- and three-
dimensional systems.
However, the one-dimensional case will be far different. If we consider a one-
dimensional, quantum mechanical antiferromagnetic spin chain[20], we know from
the quantum analog of the Mermin-Wagner theorem that the Ne´el ordered state will
be destabilized by quantum fluctuations no matter the value of S. This should be
clear, as the energy of the pure Ne´el ordered state would be −NJS2, which for spin-1
2
moments will give us −0.25NJ , while work by Hulthe´n showed that the true ground
state would have a considerably lower energy than that, −0.443NJ . As was shown
in Table 1.1, singlets on a one-dimensional spin-1
2
chain would have an energy of
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−0.375NJ , which is closer to the value found by Hulthe´n. Using an approach known
as the Bethe ansatz[21], the state of the S = 1
2
case can be solved exactly. The exact
ground state can be thought of as a superposition of dimer singlet pairings, which
are not confined to just nearest-neighbor pairs[18]; allowing longer-range dimer pairs
lowers the ground state energy to the value calculated by Hulthe´n. This type of state,
in which the magnetic ground state does not break any translational or spin-rotational
symmetry of the underlying lattice[22], is known as a quantum spin liquid. Among the
remarkable properties of the one-dimensional quantum spin liquid is that the system
can support charge-neutral spin-1
2
[23] pseudo-particle excitations; these excitations
are known as spinons. Spinons are a dramatic example of the novel collective behavior
that can emerge at low energy scales in frustrated magnetic systems; these excitations
are far different from anything found in the system Hamiltonian. For one-dimensional
chains with integer spin, the lowest energy spinons will be gapped, but for half-integer
spin they will be gapless[24, 25]. The gapless behavior of spinon excitation in a spin-1
2
antiferromagnetic chain is demonstrated by the simplified picture in Fig. 1-2a. The
system starts as a chain of dimer pairs. One of the dimer singlets is broken into a
pair of anti-parallel spins. These deconfined spinons can move freely since they do not
interact with the other dimers. Since two spinons will be created at the same time,
the dispersion of spinon excitations is given by the continuum shown in Fig. 1-2b.
1.2.1 The Resonating Valence Bond State in Two-Dimensions
Linus Pauling once attempted to formulate a theory of metals that ignored the gas-like
nature of conduction electrons and instead treated the valence electrons as bonded in
pairs[26]. This theory did not prove to be a useful concept in describing the metallic
state, however it has proved an interesting concept in magnetism. In 1972 Anderson
suggested that spin-1
2
antiferromagnets with geometric frustration could have just
such a ground state[27]. Particularly, it was suggested that the spin-1
2
moments would
form valence bond pairs similar to the situation suggested by Pauling, leading to a
necessarily insulating state. This state would not break SU(2) symmetry, such that
this is an extension of the spin liquid state described above to two-dimensions. These
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b)
a)
Figure 1-2: Deconfined spinons in a spin-1
2
one-dimensional spin liquid. a) The yellow
ovals represent dimer singlets; a singlet can be broken to form a pair of antiparallel
spins. These frees spins move freely through the chain. b) The two-spinon continuum;
two-spinon excitations whose combined (q, h¯ω) coordinates lie in the gray area are
allowed. The distance between adjacent magnetic sites in the chain is taken to be a.
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valence bond pairs could fluctuate easily, so that Anderson named this the resonating
valence bond (RVB) state. Anderson calculated the energy of this state on the railroad
trestle lattice and gave an estimated energy for the triangular lattice. In both cases
the RVB state energy was lower than the energies from Ne´el state spin wave theory,
suggesting that the RVB might be the ground state in the spin-1
2
triangular lattice
antiferromagnet or other spin-1
2
frustrated magnets. The ground state of the spin-1
2
triangular lattice antiferromagnet would remain a matter of debate for several years,
with some theoretical calculations supporting the presence of an RVB state similar
to that proposed by Anderson[28] and others suggesting a Ne´el ordered state[29].
Experiments would show that the RVB state is not the ground state in the triangular
lattice, but the possibility of a resonating valence bond spin liquid state was still the
subject of great curiosity for the next few decades.
Recent years have in fact seen a great deal of work on the two-dimensional res-
onating valence bond spin liquid state[22, 30, 31, 32]. There are a few general types
of states that we should consider. In all cases, the lattice is covered by valence bond
dimers. One can first consider the state known as a valence bond crystal or valence
bond solid (VBS). In the VBS state the dimer pairs do not fluctuate but are fixed.
In a VBS state a singlet pair can be broken to form a pair of spinons, just as in a
one-dimensional spin liquid. However, since the dimer pairs in a VBS do not fluctu-
ate, it will require breaking more dimers in order for the spinons to propagate. Thus
they will not be deconfined, as is the case in other states. If valence bond pairs are
allowed to fluctuate, we will have a RVB spin liquid state. The RVB spin liquid state
can be expressed as a superposition of an infinite number of dimer configurations[22],
while a VBS is obviously only a single dimer configuration. The properties of any
particular RVB state will depend upon the dimer coverings which make up the bulk
of the weight in the superposition. The RVB state will allow spinon excitations, and
like the one-dimensional case they will be deconfined as the spinons can move freely
as the dimers rearrange. There will also be excitations in an RVB that arise from
the dimers. Excitations arising from singlet fluctuations will be nonmagnetic, while
magnetic excitations will arise from the excitation of a singlet to a triplet. The bulk
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of early spin liquid studies concerned the short range RVB state[22], where the spin-
spin correlations that lead to dimer pairs will decay exponentially with length; dimer
pairs will not necessarily be nearest-neighbor only, but will exist over only a few lat-
tice spacings. Because of this there will be a spin gap; the lowest energy magnetic
excitation will be a finite energy value above the ground state energy. If the dimer-
dimer correlations are also short ranged, falling off exponentially, then only small
wavelength singlet rearrangements are allowed and the nonmagnetic singlet excita-
tions will also be gapped. This case is sometimes known as a Type I short range RVB
spin liquid[22]. If the dimer-dimer correlations decay slowly, then long wavelength
singlet rearrangements will lead to gapless nonmagnetic excitations. There will then
be a continuum of nonmagnetic excitations extending adjacent to the ground state
energy. This is referred to as a Type II short range RVB spin liquid. When consid-
ering the boundary conditions implied by the finite size of any real lattice, it can be
shown that a short range RVB spin liquid state should feature a subtle topological
order[33, 34, 35, 36]. Similarly, some have also proposed an exact mapping between
the physics of the RVB spin liquid state and the fractional quantum Hall effect physics
seen in a two-dimensional electron gas in a magnetic field[37]. One can also imagine
long range quantum spin liquids, in which spin-spin correlations decay algebraically
rather than exponentially[38]. By allowing long wavelength spin excitations, such a
state will not be spin gapped.
1.2.2 Quantum Spin Liquids and High-Tc Superconductivity
The first high temperature superconductor was discovered by Bednorz and Mu¨ller
in 1986[39]. The presence of superconductivity in a transition metal oxide was com-
pletely unexpected and could not be explained by Bardeen-Cooper-Schrieffer theory,
making this one of the most surprising and important discoveries in the history of
condensed matter physics. A family of other similar compounds were soon also shown
to feature superconductivity with fairly high transition temperatures. High-Tc super-
conductivity is of great technological relevance due to transition temperatures up to
∼ 135 K and also of great fundamental physics interest given the rich display of novel
30
collective behaviors. The common feature among most high-Tc superconductors is
the presence of layers of square lattice copper oxide planes into which holes have been
doped. Of particular interest were superconductors based on the La2CuO4 parent
compound, hole doped with Ba, Sr, or O[40]. Anderson would quickly revive the
theory of the RVB spin liquid state as a possible mechanism for the superconduc-
tivity in these materials[41]. More detailed theories quickly arose detailing how the
RVB state could cause this. Anderson and others[42, 43, 44] proposed that a long
range RVB state would exist in the La2CuO4 parent compound, with important con-
tributions from singlet pairs of all lengths such that magnetic excitations would be
gapless. This proposal suggested that because the RVB state contains pre-existing
singlet pairs, doping the system could replace some of these singlets with charge carri-
ers that would maintain the correlation of the singlet and thus be a superconducting
Cooper pair. Another theory from Kivelson, Rokhsar, and Sethna[45, 34] also as-
sumed the presence of an RVB spin liquid in the parent compound, but in this case
the RVB state was assumed to feature short range singlet pairs only and thus display
a spin gap. But similarly, doping holes into this RVB state creates vacancies dubbed
holons which will Bose condense to generate superconductivity. In either case one
would assume an energy cost would be required to break apart a singlet, which is a
possible origin for the pseudogap in high-Tc superconductors. However, it was soon
demonstrated that the antiferromagnetic correlation length in La2CuO4 diverges as
temperature approaches zero[46], so that the parent compound does not in fact have
an RVB ground state.
Despite the evidence that the parent compound La2CuO4 features an antiferro-
magnetic ground state, the possibility that an RVB spin liquid could play a role in
high-Tc superconductivity has remained an intriguing possibility. Much of the contin-
ued interest has been spurred by the presence of superconductivity in organic Mott
insulators[47]. For example, the organic material κ-(BEDT-TTF)2Cu2(CN)3 is an
example of a spin-1
2
triangular lattice Heisenberg antiferromagnet. This material is
a good candidate for a spin liquid ground state at low temperatures[48, 49] and be-
comes a superconductor under applied pressure[50]. This material can be modeled as
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a Mott insulator in the half-filled Hubbard model[51], which is of important interest to
theories of high temperature superconductivity[52]. Also, the spin liquid state of this
material potentially demonstrates a fermi surface of deconfined spinons[53, 54, 55, 56],
raising intriguing questions over the possible role these spinon excitations play in the
superconducting state. In sum, though it now appears that early theories suggest-
ing a spin liquid ground state in the insulating parent compounds of the high-Tc
cuprates were not correct, there is still a great deal of interest in the possible con-
nection between the resonating valence bond quantum spin liquid state and high-Tc
superconductivity[57].
1.3 Thesis Outline
In this thesis we describe thermodynamic and neutron scattering experiments on the
materials clinoatacamite, Cu2(OH)3Cl, and herbertsmithite, ZnCu3(OH)6Cl2. These
materials are the end-members of the zinc-paratacamite mineral family:
ZnxCu4−x(OH)6Cl2. This mineral family consists of kagome´ lattice planes of spin-12
Cu2+ ions, separated by planes of triangular lattice sites that can be occupied by
either Cu or nonmagnetic Zn ions. Herbertsmithite is the first known example of a
structurally perfect spin-1
2
kagome´ lattice antiferromagnet.
In Chapter 2, we give a brief description of neutron scattering. The interaction
of neutrons with condensed matter systems is described so as to derive the scattering
cross section for nuclear and magnetic Bragg scattering. We define and describe
correlation functions and the dynamic susceptibility as descriptions of the magnetic
correlations. The technique of neutron scattering, which is essential to this thesis, is
described with emphasis on triple-axis and time-of-flight neutron spectrometers and
polarized neutron scattering.
In Chapter 3, we describe the “Holy Grail” of frustrated magnetism: the spin-1
2
kagome´ lattice antiferromagnet. We describe the kagome´ lattice and explain how the
extreme frustration of this lattice leads to this system as the ideal playground in which
to search for spin liquid physics. The Hamiltonian of the system is given in detail, with
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particular emphasis on the Dzyaloshinskii-Moriya interaction. A brief overview of
predictions for the ground state of the spin-1
2
kagome´ lattice antiferromagnet is given.
Finally, we describe the zinc-paratacamite mineral family. The synthesis and and
structure of clinoatacamite and herbertsmithite are laid out, as well as preliminary
data showing the evolution of the magnetic properties of these minerals with varying
zinc concentration.
Chapter 4 presents data and analysis of clinoatacamite. The crystal structure
is described in detail, demonstrating that clinoatacamite should be considered a
distorted kagome´ lattice antiferromagnet with weak inter-plane interactions (rather
than as a pyrochlore lattice). Thermodynamic measurements and magnetic Bragg
scattering show an ordering transition at TN ≈ 6.2 K. Inelastic neutron scattering
shows modes which are analyzed in terms of spin waves from a Hamiltonian with a
Dzyaloshinskii-Moriya interaction.
Chapter 5 presents extensive data on herbertsmithite. Measurements uniformly
show no evidence of an ordering transition down to the lowest temperatures mea-
sured. Similarly, multiple experiments display no evidence of a spin gap to magnetic
excitations. Inelastic neutron scattering measurements show a continuum of excita-
tions adjacent to the ground state that shift with an applied magnetic field. This
scattering is also used to determine the dynamic susceptibility of herbertsmithite,
which is shown to obey an unusual scaling with temperature.
In Chapter 6 we discuss experimental results on herbertsmithite, both those de-
scribed in this thesis as well as those that others have reported in the literature, in
terms of analyzing potential ground states in herbertsmithite. We discuss possible ex-
planations for the rise in susceptibility at lower temperatures. Further potential spin
liquid ground states are described and we explain experimental data that supports
the existence of such states in herbertsmithite.
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Chapter 2
Neutron Scattering
Like any discipline in experimental physics, research in frustrated magnetism is inex-
tricably linked to available experimental techniques. The discovery of X-ray diffrac-
tion by Max von Laue in 1912 was a breakthrough which led directly to great ad-
vances in crystallography and other fields. Conventional X-ray scattering techniques
are powerful tools in determining the position of most atoms, but offer no informa-
tion on the magnetic behavior of these atoms. The field of frustrated magnetism
would not have progressed very far if researchers were not capable of deducing the
microscopic behavior of individual magnetic moments from experiments upon bulk
samples. Fortunately, we have at our disposal the technique of magnetic neutron scat-
tering. In the early 1930’s it was found that beryllium activated with energetic alpha
particles would emit radiation that was far more penetrating than any gamma ray
then known. In 1932 James Chadwick showed that this radiation was not a gamma
ray but was rather a neutral particle with mass comparable to that of the proton.
Chadwick is thus credited with the discovery of the neutron. It was quickly evident
that the deBroglie wavelength of the neutron should allow for neutron diffraction
experiments similar to those using X-rays; this was shown to be true by several sim-
ple neutron diffraction experiments in 1936[58, 59, 60]. More sophisticated neutron
scattering experiments would require sources producing a far greater flux of neutrons,
which became available at Oak Ridge National Laboratory in the United States and
Chalk River Nuclear Laboratory in Canada. With these reactor sources available, the
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mass mn = 1.675× 10−27 kg
charge 0
spin 1
2
magnetic dipole moment µn = −1.913µN
Table 2.1: Basic physical properties of the neutron.
field of neutron scattering made great strides in the 1940’s and 1950’s with impor-
tant work from Clifford Shull and Bertram Brockhouse. Neutron scattering quickly
became of vital importance in experiments where conventional X-ray scattering was
inapplicable, such as detection of hydrogen atoms in a crystal, inelastic scattering,
and magnetic scattering. This technique has proven so crucial that Shull and Brock-
house were awarded the 1994 Nobel Prize in Physics for “for pioneering contributions
to the development of neutron scattering techniques for studies of condensed matter”.
Texts by Squires[61] and Lovesy[62] provide excellent detail regarding the theory of
neutron scattering.
2.1 The Interaction of Neutrons With Matter
In the Nobel Prize citation for Shull and Brockhouse, neutron scattering is described
as answering the questions of “where atoms are” and “what atoms do”. The versatility
and power of neutron scattering as an experimental tool arises from the fundamental
physical properties of the neutron. These basic properties are listed in Table 2.1.
Furthermore, it is possible to build high flux neutron sources for such experiments. A
research reactor provides a steady source of thermal neutrons, which roughly follow
a Maxwell-Boltzmann distribution of energies with an average energy correspond
to around 300 K. One can also produce cold neutrons if the thermal neutrons are
allowed to come into thermal equilibrium with a cold source, cooled liquid hydrogen
for example. Cold neutrons will likewise feature a Maxwell-Boltzmann distribution
of energies, but with an average energy of around 25 K.
The physical properties of the neutron as well at the energy ranges available offer
an exceptional match with the needs of experiments on condensed matter systems. In
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Table 2.2 we show the values of several kinetic properties that correspond to neutrons
with an energy of either 5.0 meV or 14.7 meV, which are typical energies used for
cold or thermal neutrons respectively. First, the mass of the neutron dictates that
the deBroglie wavelength of cold or thermal neutrons (of order 1-10 A˚) will be com-
parable to the interatomic distances in many forms of condensed matter (both liquids
and solids). Thus the scattering of neutrons from these systems will feature interfer-
ence effects which can be used to determine the structure of the scattering system.
Secondly, the kinetic energies of cold and thermal neutrons (roughly 1-100 meV) are
comparable to the energy scales of many excitations encountered in condensed matter
systems. Thus if a neutron is scattered inelastically by the creation or annihilation
of such an excitation, the change in the neutron energy will be a significant fraction
of its initial energy. This enables inelastic scattering measurements with good energy
resolution, and stands in marked contrast to X-ray scattering experiments where in-
elastic scattering is much more difficult due to X-ray energies of the order 1-50 keV.
Thirdly, the neutron is uncharged. Thus it will penetrate deeply into most samples.
This is beneficial both in that measurements will not be unduely influenced by sur-
face effects, and also that the lack of any Coulomb barrier to be overcome allows the
neutron to pass close enough to interact directly with nuclei by the strong nuclear
force. Finally, the neutron has a magnetic moment. Neutrons will thus also interact
with the magnetic moments of the unpaired electrons in magnetic atoms and ions.
In fact, the effective neutron magnetic scattering length (2.7 fm for interactions with
a moment of 1µB) of most interactions is comparable in size to nuclear scattering
lengths of most typical elements. Thus nuclear and magnetic scattering cross sec-
tion will be comparable, allowing for experimental comparison between these forms
of scattering.
2.1.1 The Neutron Scattering Cross Section
In any neutron scattering measurement, scattering intensity will be measured as a
function of the momentum and energy imparted from the neutron to the sample. We
assume that an incident neutron with wavevector ~ki and energy Ei is scattered by
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Cold Thermal
Energy 5.0 meV 14.7 meV
Temperature 58.0 K 171 K
Wavelength 4.04 A˚ 2.36 A˚
Wavevector 1.55 A˚−1 2.66 A˚−1
Velocity 979 m/s 1680 m/s
Table 2.2: Kinetic property values given typical energies of cold and thermal neutrons.
the sample, leaving with final wavevector ~kf and energy Ef . The scattering will be
determined by the parameters ~Q and h¯ω, where
~Q = ~ki − ~kf , and (2.1)
h¯ω = Ei − Ef = h¯
2
2mn
(k2i − k2f ). (2.2)
Generally, in an experiment the scattering observed can be converted into a measure
of the partial differential cross section. Let us assume that we have an incident beam
of neutrons with total flux Φ (measured in neutrons per second per area), directed
along the z axis and that the direction of scattered neutrons is determined by the
polar coordinates θ and φ. Then the partial differential cross section, d
2σ
dΩdEf
is defined
as the number of neutrons with final energy between Ef and Ef + dEf scattered per
second into a small solid angle dΩ that is centered in the direction of (θ, φ) divided
by Φ, dΩ, and dEf . One can integrate the partial differential cross section over all
possible final energies to calculate dσ
dΩ
, the differential cross section. And integration of
the differential cross section over the full solid angle 4pi results in the total scattering
cross section, σtot, which is just the total number of neutrons scattered per second
divided by Φ.
We now require a calculation of the partial differential cross section for any given
interaction between a neutron and sample. We follow the derivation laid out in
Squires[61]. We will first consider the differential cross section ( dσ
dΩ
)λi→λf , which is
just the sum of the cross sections of all possible scattering processes in which the state
of the neutron changes from ~ki to ~kf and the state of the scattering system changes
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from λi to λf . Given the definition of the differential cross section given above, it
should be obvious that
(
dσ
dΩ
)
λi→λf
=
1
Φ
1
dΩ
∑
dΩ
W~ki,λi→ ~kf ,λf (2.3)
where W~ki,λi→ ~kf ,λf is simply the number of transitions per second from the state
~ki,
λi to ~kf , λf . This quantity can be evaluated using Fermi’s Golden Rule[63]. This
rule states that ∑
dΩ
W~ki,λi→ ~kf ,λf =
2pi
h¯
ρ ~kf |〈~ki, λi|Vˆ | ~kf , λf〉|2 (2.4)
where ρ ~kf is the number of momentum states in dΩ per unit energy for neutrons in the
state ~kf and Vˆ is the interaction potential between the sample and the neutrons. From
here we assume conservation of energy and expand so as to include the neutron spin
state σ. The full expression for the partial differential cross section for a scattering
process in which the neutron energy, wavevector, and spin state are changed from Ei,
~ki, and σi to Ef , ~kf , and σf while the sample state changes from λi to λf is given
by[61, 62]:
d2σ
dΩdEf
=
kf
ki
(
mn
2pih¯2
)2
|〈~ki, σi, λi|Vˆ | ~kf , σf , λf〉|2δ(h¯ω + Eλi − Eλf ). (2.5)
This formula can be used for any neutron scattering process for which we know the
interaction potential Vˆ , provided that this potential is weak enough that first-order
time-dependent perturbation theory (and thus Fermi’s Golden Rule) can be assumed
valid.
2.1.2 Coherent and Incoherent Scattering
Experiments in neutron scattering will involve two very different types of scattering:
coherent and incoherent. To understand the difference between the two, first imagine
the scattering of a beam of neutrons upon a single spinless, rigidly bound nucleus.
Because we assume that the nucleus is rigidly bound, we will consider elastic scatter-
ing only. In order to use Eq. 2.5 we need to know the interaction potential between
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the neutron and the nucleus. This is actually quite difficult, as experiments have
offered little information about the specifics of this interaction except that it is an
exceptionally strong force acting over a very short distance. This interaction could be
modelled as a square well of depth V0 ∼ 36 MeV and range r0 ∼ 2 fm. The strength
of this interaction is far too large for standard perturbation techniques to be valid,
so we handle the situation by making the Fermi approximation, described in better
detail by Chen and Kotlarchyk[64]. First, the Fermi approximation replaces the real
interaction potential with the Fermi pseudopotential. The Fermi pseudopotential is a
potential well that has much weaker depth (V˜0) but much longer range (r˜0) than the
actual interaction, with the requirement that V˜0r˜0
3 = V0r
3
0. This is allowed because
in low energy neutron scattering, determined by the condition kr0 ¿ 1, the cross sec-
tion is insensitive to the shape of the potential but is rather characterized by a single
parameter b, known as the scattering length, which is proportional to V0r
3
0. When
applying the Fermi pseudopotential, one assumes that V˜0 is small enough such that
mnV˜0r˜0
2/h¯2 ¿ 1 which allows us to apply the first Born approximation[65] as well as
other perturbation techniques. In this approximation, one assumes that the interac-
tion is weak enough such that the incident neutrons are scattered so weakly that the
complete neutron wavefunction inside the potential region is effectively identical to the
wavefunction of the incident neutrons. It is a standard result from diffraction theory
that if a wave is scattered by an object much smaller than the wavelength of the inci-
dent wave, the scattered wave will be spherically symmetric (s-wave scattering)[61].
It can be shown that the only form of the Fermi pseudopotential that, using the
first Born approximation, gives isotropic scattering is a delta function[62]. Thus, the
Fermi pseudopotential for a bound nucleus placed at the origin is defined as
V˜ (~r) =
2pih¯2
mn
b δ(~r). (2.6)
The scattering length b can be complex, with a real part that can be either positive
or negative. The real part of the scattering length will be positive for repulsive
interactions and negative for attractive interactions. The imaginary part represents
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absorption of the neutron by the nucleus. The delta function in this formula is
acceptable just so long as the pseudopotential range, r˜0, is much smaller than the zero-
point vibration amplitude that results from the nucleus being bound in a crystal[64];
this is true for almost any real system.
Having determined the Fermi pseudpotential and used the first Born approxima-
tion to model the incident and scattered neutron wave functions as plane waves, we
are now ready to calculate the differential cross section. We calculate:
〈~ki|V˜ (~r)| ~kf〉 = 2pih¯
2
mn
b
∫
d~r e−i
~ki·~r δ(~r) ei
~kf ·~r =
2pih¯2
mn
b. (2.7)
Using Eq. 2.5 and taking advantage of the fact that the scattering will be inelastic,
it obvious that the differential cross section is
dσ
dΩ
= |b|2. (2.8)
Integrating over the full solid angle, we see that the total cross section is
σ = 4pi|b|2 (2.9)
which clarifies our definition of the scattering length, as the value of b for a hard core
non-interacting sphere would be identical to the radius of that sphere.
Now we expand the previous paragraph to consider scattering from an array of N
rigidly bound nuclei which may or may not have nuclear spin, following the example
laid out in Lovesy[62]. The position of the jth nucleus, with scattering length bj, is
denoted by ~Rj. In this case
〈~ki|V˜ (~r)| ~kf〉 = 2pih¯
2
mn
∑
j
bj
∫
d~r e−i
~ki·~r δ(~r − ~Rj) ei ~kf ·~r =
∑
j
bj e
i ~Q·~Rj . (2.10)
Using this result one can show that the differential cross section reduces to
dσ
dΩ
=
∑
j, j′
ei
~Q·( ~Rj− ~Rj′ ) b∗j′ bj (2.11)
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where b∗j′ bj is averaged over random nuclear spin orientations and isotope distribu-
tions. The value of bj at any given nucleus will depend on its isotope and nuclear
spin. There can be no correlation between scattering lengths at different sites, such
that b∗j′ bj = b
∗
j′ bj = |b|2 if j 6= j′. It should also be clear that if j = j′ then
b∗j′ bj = |bj|2 = |b|2 so that in general, b∗j′ bj = |b|2 + δj, j′(|b|2 − |b|2). Using this, we
can write the differential cross section as
dσ
dΩ
=
(
dσ
dΩ
)
coh
+
(
dσ
dΩ
)
incoh
(2.12)
where the coherent cross section is given by
(
dσ
dΩ
)
coh
= |b|2
∣∣∣∣∑
j
ei
~Q·~Rj
∣∣∣∣2 (2.13)
and the incoherent cross section is given by
(
dσ
dΩ
)
incoh
= N(|b|2 − |b|2). (2.14)
From the equations above, one can grasp the difference between coherent and inco-
herent scattering. Coherent scattering requires strong interference between neutrons
scattered from different sites; it is thus produced by correlations between different
sites. One will only see coherent scattering at values of ~Q such that strict geometric
conditions are satisfied. Correlations between the same site at different times will
lead to incoherent scattering. There is no ~Q dependence in Eq. 2.14, showing that
incoherent scattering is isotropically distributed in all directions. Another way to
consider this is by realizing that a neutron will not see a uniform scattering potential,
but rather one that varies from one point to the next. The variation in scattering
potential from one site to the next will come both from a variation of nuclear iso-
topes (nuclear isotopic incoherent scattering) and from the fact that scattering length
will depend upon the nuclear spin orientation relative to the neutron (nuclear spin
incoherent scattering). Only the average scattering potential can lead to interference
effects and thus coherent scattering; this is why the coherent scattering cross section
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is proportional to |b|2. Deviations of the scattering potential from its average are
assumed to be randomly distributed; this can not lead to interference effects and
therefore must result in incoherent scattering. Thus the incoherent scattering cross
section will be proportional to |b− b|2 = (|b|2 − |b|2).
2.1.3 Nuclear and Magnetic Bragg Scattering
Bragg scattering refers to the determination of either crystal structure or magnetic
ordering pattern by elastic diffraction of neutrons or X-rays. As was shown in Eq. 2.13,
the coherent scattering cross section form an array of N rigidly bound nuclei is given
by (
dσ
dΩ
)
coh
= |b|2
∣∣∣∣∑
j
ei
~Q·~Rj
∣∣∣∣2. (2.15)
Now let us assume that this array of nuclei consists of a single type of atom arranged
on a Bravais lattice, such that each atomic position vector ~Rj can be expressed as
~Rj = j1~a + j2~b + j3~c where the vectors ~a, ~b, and ~c are the axes of the unit cell and
j1, j2, and j3 can take on any integer value. For a large crystal (the limit where N is
assumed to be infinite) it can be shown that
∣∣∣∣∑
j
ei
~Q·~Rj
∣∣∣∣2 = N (2pi)3V0
∑
~G
δ( ~Q− ~G) (2.16)
where V0 is the volume of the unit cell and ~G represents all possible reciprocal lattice
vectors. More information on reciprocal lattice vectors can be found in almost any
basic textbook on condensed matter physics; the text by Kittel[66] is one particularly
good example. The peak width in any real system will of course be finite; however
it can be shown that the width of a peak is proportional to 1/N , which will be
exceptionally small for a macroscopic crystal. Thus the delta function is justified,
and in practice the width of a Bragg peak will always be limited by the instrumental
resolution. Because of the delta function in Eq. 2.16, there will clearly be no Bragg
scattering unless ~Q = ~ki − ~kf = ~G where ~G is a reciprocal lattice vector. We can
consider Fig. 2-1, in which the small open circles represent reciprocal lattice points.
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We draw the incident neutron momentum vector ~ki from some point A such that the
vector ends at the origin O. We know that for elastic scattering |~kf | = |~ki|, so that
the vector ~kf can also be drawn from A to form a sphere with A at the center. For the
general case, this sphere will not pass through any reciprocal lattice positions other
than the origin, and the delta function in Eq. 2.16 will not be fulfilled. However, for
certain orientations of the crystal with respect to the incoming beam this sphere will
pass through reciprocal lattice vectors. In that case there will be Bragg scattering in
the direction of any ~kf which is directed to a reciprocal lattice point on the sphere.
If we define the angle between the incident as scattered directions as 2θ we can see
that the Bragg condition will be fulfilled in some direction so long as
Q = 2kisin(2θ/2) = G. (2.17)
The triangle seen in the figure with sides ~ki, ~kf , and ~Q is know as the scattering
triangle, and is referred to often in neutron scattering. Remember that each reciprocal
lattice vector ~G is perpendicular to a set of planes in the crystal and has magnitude
that is equal to the inverse plane spacing times an integral multiple of 2pi. Thus
G =
2pi
d
n , and ki =
2pi
λ
(2.18)
where n is any positive integer and λ is the wavelength of the incident neutrons. This
clearly reproduces the more familiar form of Bragg’s Law:
2d sin(2θ/2) = nλ. (2.19)
A general crystal structure can feature a basis with several different atoms in a single
unit cell, so a proper formula for the Bragg cross section will have to sum over all
these atoms. Also the atoms in a real crystal will fluctuate about their equilibrium
positions, which will affect Bragg scattering by means of the Debye-Waller factor[67].
Taking all of this into account, the cross section for elastic coherent (Bragg) scattering
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Figure 2-1: Ewald sphere construction demonstrating the Bragg condition, Q =
2kisin(2θ/2) = G. The small open circles are reciprocal lattice positions. For Bragg
scattering, the vectors ~ki and ~kf each end at a reciprocal lattice point. The angle
between them is denoted 2θ.
is (
dσ
dΩ
)el
coh
= N
(2pi)3
V0
∑
~G
δ( ~Q− ~G)|F (~G)|2 (2.20)
where N is the number of unit cells in the sample, V0 is the volume of a single unit
cell, and F (~G) is the unit cell nuclear structure factor. The nuclear structure factor
is defined as
F ( ~Q) =
∑
j
bcohj e
i ~Q·~dj e−W j (2.21)
where the sum is over all of the atoms in a single unit cell, bcohj is the coherent
scattering length of the jth atom, ~dj is the atom’s position within the unit cell, and
Wj is the atom’s Debye-Waller factor.
It was suggested by Bloch in 1936[68] that the magnetic dipole moment of the
neutron should interact with the unpaired electrons of magnetic atoms or ions in
a way so as to give magnetic neutron scattering. This theory was soon laid out
in greater detail[69] and proved its value in experiment[70]. Here we will consider
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magnetic neutron scattering[71], specifically magnetic Bragg scattering. The operator
corresponding to the magnetic dipole moment of the neutron is
µˆn = −γµN σˆ (2.22)
where the constant γ = 1.913, µN = eh¯/2mpc is the nuclear magneton (in cgs
units), and σˆ is the Pauli spin operator for the neutron. Similarly, the operator for
the magnetic dipole moment of the electron is
µˆe = −gµB sˆ (2.23)
where the electron g-factor g = 2.0023 (usually taken as 2), µB = eh¯/2mec is the
Bohr magneton, and sˆ is the spin angular momentum operator for the electron. It
should be noted that using the definitions above σˆ has eigenvalues ±1 and sˆ has
eigenvalues ±1
2
even though both the neutron and electron are spin-1
2
particles. This
is just a matter of convention. A natural unit to describe the effective scattering
length of magnetic neutron scattering is -γr0/2 (where r0 = e
2/mec
2 is the classical
radius of the electron) = −2.7 fm, which is comparable in magnitude to most nuclear
scattering lengths.
Specifically, magnetic scattering is caused by the interaction of the neutron dipole
moment with the magnetic field generated by the electron. Therefore we have an
interaction potential
Vˆ mag(~R) = −µˆn · ~He (2.24)
where ~He = ∇×
(
µˆe × ~R
R3
)
+
−e
c
~ve × ~R
R3
(2.25)
and ~R = ~rn − ~re. The first term in the magnetic field equation arises from the spin
of the electron, and the second term from its orbital motion. In most cases where
the magnetic ion is a transition metal, the presence of a crystal field will lift the
ground state degeneracy of the electron. As a result the orbital angular momentum
is quenched[72] and only the spin angular momentum will interact with the neutron.
One can think of this more physically by imagining that the crystal field effects will
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create a magnetic field that cause the electron orbital angular momentum operator
Lˆ to precess. Due to this precession, the value of Lˆz will vanish even though Lˆ
2 will
still have the eigenvalue L(L+ 1).
So for transition metal ions where the orbital angular momentum is quenched, the
magnetic interaction potential is
Vˆ mag(~R) = −µˆn ·
(
∇×
(
µˆe × ~R
R3
))
= −gγµNµBσˆ ·
(
∇×
(
sˆ× ~R
R3
))
. (2.26)
It can be shown[62] that
〈
~kf |σˆ ·
(
∇×
(
sˆ× ~R
R3
))
|~ki
〉
= 4piei
~Q·~rσˆ · (Qˆ× (sˆ× Qˆ)) (2.27)
where Qˆ is a unit vector in the direction of ~Q; (Qˆ × (sˆ × Qˆ)) can thus be written
as sˆ⊥, the operator for the component of spin that is perpendicular to ~Q. Assuming
once again that the scattering is elastic, one can use Eq. 2.5 to write the magnetic
Bragg cross section for a beam of unpolarized neutrons as
(
dσ
dΩ
)mag
Bragg
=
(
mn
2pih¯2
)2
(gγµNµB)
2(4pi)2
∑
σ
∣∣∣∣∑
j
ei
~Q·~rj sˆ⊥j · σˆ
∣∣∣∣2 (2.28)
where the prefactors can be written as ((gγr0)/2)
2. The magnetic cross section dif-
fers from the nuclear cross section in that the electron wavefunction is much more
delocalized than that of the nucleus. Because of this, there will be an effect called
the form factor, which is the Fourier transform of the normalized spin density:
f( ~Q) =
∫
d~rei
~Q·~rs(~r) (2.29)
where s(~r) is the normalized spin density. By definition, f(0) = 1. Taking in
to account the Debye-Waller factor and averaging over all neutron spin states the
differential cross section for magnetic Bragg scattering can be written as
(
dσ
dΩ
)el
mag, coh
= NM
(2pi)3
VM
∑
~G
δ( ~Q− ~G)|FM(~G)|2 (2.30)
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just as in Eq. 2.20 but where NM and VM are the number and volume of magnetic
unit cells. It is possible for the magnetic unit cell to be different from the structural
unit cell, as is often the case in antiferromagnets. The magnetic unit cell structure
factor is
FM( ~Q) = g
γr0
2
∑
j
fj( ~Q)~S
⊥
j e
i ~Q·~dje−Wj (2.31)
where the sum is over all of the magnetic atoms in a single magnetic unit cell. fj( ~Q)
is the magnetic form factor of the jth atom and ~S⊥j is the spin component of the jth
atom that is perpendicular to ~Q.
2.1.4 Correlation Functions and Generalized Susceptibility
Another very useful formulation of neutron scattering cross sections, developed by
Van Hove[73], makes use of correlation functions[74]. To calculate the nuclear Bragg
cross section in terms of correlation functions, first remember a simple result from
quantum mechanics: if Aˆ(t) is an operator in a system with Hamiltonian Hˆ, then
Aˆ(t) = exp(iHˆt/h¯)Aˆ(t = 0)exp(−iHˆt/h¯). The interaction potential for nuclear
scattering is given by the Fermi pseudopotential V˜ (~r), Eq. 2.6. We can write the
Fourier transform of this potential
V˜j( ~Q) =
∫
d~rei
~Q·~rV˜j(~r) (2.32)
such that
〈~kf |V˜ |~ki〉 =
∑
j
V˜j( ~Q)e
i ~Q·~Rj (2.33)
where ~Rj is once again the position of the jth nucleus. The delta function in Eq. 2.5
can also be rewritten as
δ(h¯ω + Eλi − Eλf ) =
1
2pih¯
∫
dt e−it(h¯ω+Eλi−Eλf )/h¯. (2.34)
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Using the relations above and averaging over all possible system states λ (each with
probability pλ), the partial differential cross section2.5 will reduce to[62]
d2σ
dΩdEf
=
kf
ki
(
mn
2pih¯2
)2 1
2pih¯
∫
dt e−iωt×∑
j, j′
∑
λ
pλ
〈
λ|e−i ~Q·~Rj V˜ †j ( ~Q, 0)V˜j′( ~Q, t)ei ~Q·~Rj′ |λ
〉
.
(2.35)
The microscopic particle density operator, ρˆ(~r, t) =
∑
j δ(~r − ~Rj) gives the time
dependent location of the nuclei in the sample. One can now define the pair correlation
function 〈ρˆ(~r, t)ρˆ(~r′, t′)〉 = ∑λ pλ 〈λ|ρˆ(~r, t)ρˆ(~r′, t′)|λ〉 as the probability of finding a
particle at position ~r′ and time t′ given that a particle (perhaps but not necessarily
the same particle) had been at position ~r at time t. The cross section will reduce to
d2σ
dΩdEf
= N
kf
ki
(
mn
2pih¯2
)2
|Vˆj( ~Q)|2 S( ~Q, ω) (2.36)
where the dynamic structure factor is given by
S( ~Q, ω) =
1
2pih¯N
∫ ∞
−∞
dt
∫
d~r
∫
d~r′ei
~Q·~r−iωt × 〈ρˆ(~r′ − ~r, 0)ρˆ(~r′, t)〉 (2.37)
and represents the time and space Fourier transform of the pair correlation function.
For coherent scattering this will give us
(
d2σ
dΩdEf
)
coh
= N
kf
ki
σcoh
4pi
S( ~Q, ω). (2.38)
Similarly, the cross section for magnetic scattering of localized spins by unpolarized
neutrons can be written as
(
d2σ
dΩdEf
)
mag
= N
kf
ki
(
γr0
2
)2[
gf( ~Q)e−W
]2 ∑
α, β
(δαβ − Qˆα · Qˆβ)Sαβ( ~Q, ω) (2.39)
where subscripts α and β refer to the x, y, and z vector components and the factor
(δαβ − Qˆα · Qˆβ) is used because only the components of the spin perpendicular to ~Q
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contribute to the cross section. In this case the magnetic dynamic structure factor
Sαβ( ~Q, ω) =
1
2pi
∑
~Rj
∫ ∞
−∞
dt ei
~Q·~Rj−iωt〈Sα(0, 0)Sβ(~Rj, t)〉 (2.40)
is the time and space Fourier transform of the spin pair correlation function.
Another powerful framework by which to represent neutron scattering cross sec-
tions, particularly for inelastic scattering, makes use of the generalized dynamic
susceptibility[74]. The dynamic susceptibility necessarily makes use of linear response
theory. Linear response theory calculates the change in the average value of a vari-
able caused by a small time dependent perturbation. If both the perturbation and
the response are small enough, only linear effects need to be considered. It is assumed
that the system is described by the Hamiltonian Hˆ0 that is slightly perturbed such
that the complete system Hamiltonian is given by
Hˆ = Hˆ0 − Aˆ†(~r′)h(~r′, t) (2.41)
where the coupling of the perturbation to the system is described by the operator
Aˆ†(~r′) and the strength of this (small) perturbation is given by h(~r′, t). The response
of the system to this perturbation is measured as the change in the average value of
Aˆ(~r), which we call δ〈Aˆ(~r, t)〉. In general, for any system with a linear response
δ〈Aˆ(~r, t)〉 =
∫
d~r′
∫ t
−∞
dt′h(~r′, t′)χ(~r, ~r′; t− t′) (2.42)
where χ(~r, ~r′; t−t′) is the linear response function. From this it can be calculated[75]
that
χ(~r, ~r′; t− t′) = i
h¯
〈[Aˆ(~r, t), Aˆ†(~r′, t′)]〉. (2.43)
The dynamic susceptibility, χ( ~Q, ω), is then just defined as the time and space Fourier
transform of the linear response function. The dynamic susceptibility is generally
expressed as χ( ~Q, ω) = χ′( ~Q, ω) + iχ′′( ~Q, ω), such that χ′( ~Q, ω) is the real part
and χ′′( ~Q, ω) is the imaginary part. It is sometimes helpful to use the Kramers-Kro¨nig
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relation[76] which relates the real and imaginary parts as
χ′( ~Q, ω) =
1
pi
∫ ∞
−∞
dω′
χ′′( ~Q, ω′)
ω − ω′ . (2.44)
By making use of Eq. 2.43, it can be shown that the imaginary part of the dynamic
susceptibility can be directly related to the dynamic structure factor: χ′′( ~Q, ω) =
(S( ~Q, ω) + S(− ~Q, − ω)). Using the helpful identity[74]
〈Aˆ(~r, 0) Bˆ(~r′, t)〉 = 〈Bˆ(~r′, 0) Aˆ(~r, ih¯β − t)〉, (2.45)
where the β in the complex time ih¯β − t denotes the inverse temperature 1/kBT , it
is trivial to show that S(− ~Q, − ω) = exp(−h¯ω/kBT )S( ~Q, ω). This results in the
fluctuation-dissipation theorem[77, 78]:
S( ~Q, ω) =
χ′′( ~Q, ω)
1− e−h¯ω/kBT . (2.46)
This theorem will also quite often be written as S( ~Q, ω) = (n(ω) + 1)χ′′( ~Q, ω) for
ω > 0 and S( ~Q, ω) = −n(|ω|)χ′′( ~Q, ω) for ω < 0 where the Bose occupation factor
is n(ω) = 1/(exp(h¯ω/kBT ) − 1). The fluctuation-dissipation theorem is very useful
as a means to calculate non-equilibrium behavior (the irreversible energy dissipation
described by the imaginary dynamic susceptibility) from reversible fluctuations in
equilibrium (the dynamic structure factor).
2.1.5 Polarized Scattering
As has been mentioned before, one of the primary advantages of neutron scattering as
an experimental technique is the fact that the neutron will interact both via nuclear
strong force scattering (with a nucleus) and via the electromagnetic dipole-dipole
interaction (with the spin of a magnetic ion). Therefore the neutron is susceptible to
both nuclear and magnetic scattering. This can be useful in many experiments as this
allows one to easily calculate the size of the ordered moment that gives rise to magnetic
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scattering by comparison to a nuclear Bragg peak of known cross section. The fact
that both types of scattering can be measured in the same experiment can also be
useful in experiments studying materials with large magnetoelastic coupling[79] or
magnetically driven structural distortions, such as a Jahn-Teller transition or a spin-
Peierls transition[80, 81]. However, there are many experiments in which it will be
necessary to separate the magnetic contributions to the scattering from the nuclear
and other contributions. In these cases, polarization analysis[82] of neutron scattering
is an essential tool.
As was shown in Eq. 2.28, the magnetic scattering cross section will be propor-
tional to ∑
σ
∣∣∣∣∑
j
ei
~Q·~rj sˆ⊥j · σˆ
∣∣∣∣2 (2.47)
where σˆ is the neutron Pauli spin operator and sˆ⊥j is the component of the spin angular
momentum operator perpendicular to ~Q for the unpaired electrons of the jth atomic
position. The operator sˆ⊥ can clearly be broken up into its Cartesian components,
sˆ⊥ = sˆ⊥x + sˆ
⊥
y + sˆ
⊥
z . If the neutron spin direction is defined as z, then only sˆ
⊥
z will
be a good quantum number, and the other two components must be written in terms
of the ladder operators sˆ⊥+ and sˆ
⊥
−[83]. If the electron spin is raised or lowered then
by conservation the neutron spin will be, respectively, lowered or raised. Thus it
should be clear that magnetic scattering arising from the components of sˆ⊥ that are
perpendicular to the neutron spin will flip the neutron spin, while scattering arising
from the component of sˆ⊥ parallel to the neutron spin will not. Nuclear scattering,
which does not couple with the neutron spin at all, will also not cause a spin flip.
Neutron scattering experiments can make use of full polarization analysis using an
experimental set up similar to that shown in Fig. 2-2. A neutron polarizer is placed
both before and after the sample, with the polarization direction the same for the two.
A steady magnetic field is needed in the neutron beam path to maintain polarization.
A guide field around the sample determines the direction of polarization at the sample
position. As long as the field varies slowly along the beam path, the neutron polariza-
tion will adiabatically follow the guide field. There are multiple methods of polarizing
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Figure 2-2: Example of the set up for a neutron scattering experiment with full
polarization analysis. Polarizers are placed both before and after the sample. Spin
flippers are used to measure the different cross sections. A guide field determines the
direction of polarization at the sample. In this figure ~P || ~Q.
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a neutron beam, including Bragg reflection from a polarized magnetic crystal[84] (of-
ten the Heusler alloy Cu2MnAl) or by passing the beam through spin polarized
3He
gas[85, 86]. In this case the incoming neutron beam will be polarized, and only those
scattered neutrons with the same polarization will be counted by the detector. Thus
this set up would only measure scattering from the non-spin-flip channel. Spin flip-
pers are placed after the first polarizer and before the second. These flippers apply a
field perpendicular to the polarization direction that is tuned to cause a 180◦ Larmor
precession of the spin, thus flipping it. By turning on one of the two spin flippers, one
measures only scattering from the spin-flip channel. Full polarization analysis thus
measures a total of four cross sections: both the spin-flip and non-spin-flip channels
for neutron spin polarization at the sample that is both parallel and perpendicular to
~Q. The neutron spin polarization is determined by the direction of the guide field at
the sample. A guide field parallel to ~Q is generally referred to as a horizontal field,
while a vertical field is used for polarization perpendicular to ~Q.
As was described above, there are two simple rules to determine the magnetic
scattering cross section in the various channels. First, only the components of the
spin perpendicular to ~Q will contribute to the cross section. Secondly, components
of sˆ⊥ parallel to the neutron polarization σˆ will lead to non-spin-flip scattering while
those components perpendicular to σˆ will lead to spin-flip scattering. Consider a
sample with magnetization that is isotropic between the three cartesian directions,
such as a powder sample or a paramagnetic crystal. If σˆ is parallel to ~Q (a horizontal
guide field) then both components of sˆ⊥ are perpendicular to ~Q and all magnetic
scattering will be spin-flip. If σˆ is perpendicular to ~Q (such as a vertical guide
field) then magnetic scattering is spilt equally between the spin-flip and non-spin-
flip channels. The full formulas for the cross sections are shown in Table 2.3. It is
obvious that for both the spin-flip and non-spin-flip channels, the difference between
the scattering cross sections in horizontal and vertical guide fields will be equal to ±1
2
of the magnetic scattering cross section. Thus polarization analysis offers an effective
way to separate magnetic scattering from nuclear and other forms of scattering.
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Guide Field Spin-Flip Non-Spin-Flip
Horizontal M + 2
3
NSI +B 1
3
NSI +N +B
Vertical 1
2
M + 2
3
NSI +B 1
2
M + 1
3
NSI +N +B
Table 2.3: Neutron cross sections of the spin-flip and non-spin-flip channels for full
polarization analysis on a sample with isotropic magnetization. M is magnetic scat-
tering, N is nuclear scattering, NSI is nuclear spin incoherent scattering, and B is
background. A horizontal guide field is assumed to be parallel to ~Q while a vertical
guide field is perpendicular to ~Q.
2.2 Neutron Spectrometers
Neutron scattering measurements take advantage of the high flux neutron beam
sources produced either by a research reactor or a spallation source. Research re-
actors, such as the one located at the NIST Center for Neutron Research, produce
neutrons as a byproduct of nuclear fission. A spallation source, such as that located
at Oak Ridge National Laboratory, will produce high energy neutrons from the col-
lision of protons from an accelerator ring with a heavy atom target such as mercury.
These high energy neutrons will pass through a thermal moderator so that they have
energies comparable to the thermal or cold neutrons produced by a reactor. Once
these neutron beams are available, a wide variety of neutron scattering spectrom-
eters can be built. Different spectrometers will be designed for different types of
experiments; the great variety of available instruments enables neutron scattering to
be a wide ranging tool suitable for many studies[87, 88]. Almost all of the neutron
scattering data contained in this thesis was taken at the NIST Center for Neutron
Research (NCNR) in Gaithersburg, Maryland. Each of these instruments used can be
classified as either a triple-axis spectrometer or a time-of-flight spectrometer. A brief
description of these basic types of spectrometer follows. Additionally, some data was
taken using the BASIS backscattering spectrometer at the ORNL Spallation Neutron
Source.
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Figure 2-3: Schematic of a standard triple-axis neutron spectrometer.
2.2.1 Triple-Axis Spectrometers
Of the various types of neutron spectrometers, the triple-axis spectrometer is un-
doubtedly the most versatile, allowing an experimenter to probe scattering for prac-
tically any value of momentum and energy transfer. Developed by Brockhouse at
the Chalk River Nuclear Laboratory in Canada, the triple-axis instrument quickly
showed its vital importance by enabling Brockhouse to perform the first measure-
ments of a phonon dispersion curve in a solid. A much more detailed description of
the triple-axis spectrometer and the subtleties of its use in experiments is presented
in the invaluable text by Shirane, Shapiro, and Tranquada[89].
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A neutron reaching the detector in a triple-axis spectrometer will have been scat-
tered three times, where the eponymous three axes are the monochromator, sample,
and analyzer axes. At each axis the instrument will allow rotation of the scattering
object around its axis. This rotation angle is referred to as θ. The instrument arms
also rotate; this angle is referred to as 2θ. The monochromator and analyzer are
used to select the initial and final neutron energies, respectively. The sample 2θ angle
determines the directions of ~ki and ~kf and thus the magnitude of Q; for a crystal sam-
ple, the sample θ angle is used to align the direction of ~Q. The monochromator and
analyzer select neutrons of wavelength λ such that the Bragg condition is fulfilled for
neutrons scattering along the beam path. Most commonly, pyrolytic graphite (PG) is
used for these crystals with the (0 0 2) reflection being used to select the appropriate
wavelength. It should be obvious that if the Bragg condition on the (0 0 2) reflection
is fulfilled for neutron with wavelength λ scattering at angle 2θ, then the Bragg con-
dition will be fulfilled at the same scattering angle for neutrons with wavelength λ/2
scattering from the (0 0 4) reflection. So a monochromator set to scatter neutrons
with wavelength λ will give higher-order contamination with neutrons of wavelength
λ/2, λ/3, etc. Experiments thus require a filter that will effectively block higher
order contamination. For experiments with thermal neutrons, PG is also used as a
filter. The transmission of neutrons through a crystal of PG along the c-axis is highly
dependent upon neutron wavelength. There exist several energies where the trans-
mission for the corresponding wavelength λ is orders of magnitude greater than that
for λ/2 or λ/3. For example, if the primary wavelength λ corresponds to a neutron
energy of 13.7 meV the transmission of λ wavelength neutrons through a 5 cm piece
of PG will be roughly 78%, while that of λ/2 neutrons will be only 0.01%[89]. For
cold neutron scattering, it is more common to use materials such as beryllium (Be) or
beryllium oxide (BeO) which can be used as effective low-pass energy filters. These
filters takes advantage of the fact that a crystal will be almost transparent to any
neutron with a wavelength greater than the largest d-spacing in the crystal, generally
known as the Bragg cutoff wavelength. These filters, often cooled with liquid nitrogen
to increase transmission, are effective low-pass filters that allow only neutrons with
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energies below the cutoff of 3.7 meV (BeO) or 5.2 meV (Be).
Two other important components of a triple-axis spectrometer are the monitor
and collimators. The monitor is simply a low-efficiency neutron detector placed in
the beam after the monochromator. Scattered intensities are normalized to the mon-
itor rate in order to correct for changes in the incident neutron flux. This will be
particularly necessary when changing the incident energy in an inelastic experiment
as the neutrons produced by the reactor will display a Maxwell-Boltzmann distri-
bution of energies. Divergence of the beam within the scattering plane is usually
limited through the use of collimators. The standard collimator consists simply of
long parallel absorbing plates, similar to the collimator developed by Soller for X-
ray diffraction[90]. Generally, a collimator is placed after each scattering element,
to define the flight path and reduce background. Typical collimators pass neutrons
within an angular divergence of 10′ to 100′. Tight collimation greatly improves the
instrumental resolution in Q and will slightly improve the energy resolution; however,
it will also cut down on counting rates. Collimators typical are only used to affect
divergence within the scattering plane (horizontal divergence). Vertical divergence is
usually left much wider to increase flux. As a rough estimates, on the SPINS spec-
trometer the vertical divergence emanating from the neutron beam guide is about
50′/ki where ki is in units of A˚−1.
2.2.2 Time-of-Flight Spectrometers
The other major class of neutron spectrometer used for data in this thesis is the
time-of-flight spectrometer[91]. It was shown in 1935 that mechanical choppers could
be used to select neutrons of a particular velocity[92]. For this method at least two
mechanical choppers are used, each of which blocks neutrons unless it is rotated so
that a small hole in the chopper overlaps the beam path. The first chopper will
produce a pulsed beam of neutrons; the second chopper will act as a neutron velocity
selector as it will pass only neutrons with velocity such that they reach the second
chopper while its hole overlaps the beam path. Successive pairs of choppers and filters
ensure that the pulsed beam is fully monochromatic, with a wavelength that is set
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Figure 2-4: Schematic of a standard time-of-flight neutron spectrometer.
by the relative phases of the choppers. For example, the Disc Chopper Spectrometer
(DCS) at the NCNR can produce a beam with neutron wavelengths between roughly
1 and 10 A˚. This monochromatic pulsed beam scatters from the sample, just as in
a triple-axis spectrometer. However, instead of a single detector, the instrument
features a large number of individual detectors (913 detectors in the case of DCS)
arranged in a semi-circle centered on the sample. A simple schematic of a time-of-
flight spectrometer is shown in Fig. 2-4.
In a time-of-flight spectrometer, each of the many neutron detectors is time re-
solved. Because the neutron beam is pulsed, the time at which a neutron hits the
sample can be easily calculated, and thus the time resolution of the detector can be
used to determine the velocity, and thus energy, of the scattered neutron. Each of the
detectors corresponds to a different value of 2θ (for DCS the magnitude of 2θ ranges
from about 5◦ to 140◦), and thus a different value for Q. The greatest advantage
of a time-of-flight spectrometer is that it samples a very large swath of Q, ω phase
space simultaneously. The greatest disadvantage is that the chopper significantly cuts
down the flux of neutrons incident upon the sample. Because of this, time-of-flight
spectrometers will be used primarily for experiments in which one is interested in
measuring S(Q, ω) over a large range of Q, ω phase space but over a fairly limited
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range of external variables (temperature or applied magnetic field). A triple-axis
spectrometer is ideal for experiments measuring a smaller number of points in Q, ω
but over a wider range of temperatures or applied fields.
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Chapter 3
The “Holy Grail” of Frustrated
Magnetism
A kagome´ lattice consists of a triangular basis upon a triangular lattice, with a basis
such that the lattice features planes of corner sharing equilateral triangles. This lat-
tice bears a striking resemblance to the shapes formed in a particular type of Japanese
bamboo basket weaving. This basket weaving pattern is known as a kagome´ pattern,
combining the words for basket, kago, and hole (eye), me´. Noticing the resemblance,
the lattice was christened with this name by Syoˆzi in 1951[93]. Years later, researchers
studying the specific heat of layers of 3He, which have nuclear spin-1
2
, adsorbed on
to graphite[94] discovered that when the second adsorbed layer had a density equal
to 4
7
of the first the specific heat featured a sharp peak around 2.5 mK with an en-
tropy release only half of the total spin entropy. Elser[95] soon proposed an intriguing
model to explain this behavior. The adsorbed layers of 3He form triangular (close
packed) planes, with antiferromagnetic coupling expected between the nuclear spins
of nearest-neighbor atoms. If the density of the second adsorbed layer is 4
7
of the first,
then it is possible for the planes to be stacked such that one of every four 3He atoms
on the second layer would lie directly above a first-layer atom. Elser assumed that
these atoms would be coupled much more weakly with the other atoms in their plane,
perhaps by forming dimers with the first-layer atoms directly below them. The re-
maining second-layer atoms form a kagome´ lattice. Elser suggested that this kagome´
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lattice of antiferromagnetically coupled spin-1
2
nuclear moments formed a spin liquid
disordered ground state. The specific heat of such a state would feature a double-
peaked specific heat, with the lower peak at kBT ∼ J/10 accounting for the peak
seen at 2.5 mK in the experimental data and the missing spin entropy explained by
the disordered ground state. After this intriguing example the spin-1
2
kagome´ lattice
antiferromagnet, especially with a Heisenberg spin Hamiltonian, became a very active
field of research in frustrated magnetism. It became apparent that the combination
of the highly frustrated kagome´ lattice with the strong quantum fluctuations inherent
to spin-1
2
moments would make this an ideal system in which to search for spin liquid
physics. However, synthesis of materials that met these criteria proved very diffi-
cult given that even very weak perturbations can cause ordering. Among promising
spin-1
2
kagome´ lattice antiferromagnets that have been studied, volborthite[96] fea-
tures anisotropic exchange interactions[97] while [Cu3(titmb)2(OCOCH3)6]·H2O[98]
features dominant second-nearest-neighbor interactions. Given these difficulties in
synthesis as well as the potential for breakthrough physics, it is fair to say that the
spin-1
2
kagome´ lattice Heisenberg antiferromagnet is the “Holy Grail” of frustrated
magnetism.
3.1 Frustration in the Kagome´ Lattice
It should be obvious that the simplest case of frustrated magnetism in two dimensions
involves antiferromagnetic exchange interactions on a lattice featuring triangular pla-
quettes. The two most common such lattices are the triangular lattice, featuring
edge sharing triangles, and the kagome´ lattice, featuring corner sharing triangles.
One well-known hallmark of frustrated magnetism is the presence of a manifold of
equally energetic ground states, giving rise to a finite entropy even at 0 K[12]. This
will impede long range magnetic ordering, as no particular ground state is favored.
Thus one can consider the relative densities of the ground state manifold in both the
triangular and kagome´ lattices in an attempt to intuitively determine which lattice
is ‘more frustrated’ and thus less susceptible to long range magnetic order at low
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temperatures. The difference between the two lattices is demonstrated in Fig. 3-1.
On any antiferromagnetically coupled triangular plaquette the lowest energy will be
reached when the vector summation of the three spins is zero, implying that all three
spins are oriented 120◦ away from each other. The ground state manifold of the sys-
tem will be the set of all states where this is true for every plaquette. We will first
consider XY (planar spins). Starting with the triangular lattice, imagine a single tri-
angular plaquette with three spins oriented 120◦ away from each other. Any adjacent
triangular plaquette will contain two of these same spins. Thus in order for the 120◦
condition to hold on this plaquette, its third spin must be identical to the remaining
spin of the original plaquette. This can be continued throughout the lattice, such
that specifying the spins on any single plaquette in a triangular lattice is enough to
fix the spins on the entire lattice. The ground state manifold in a planar triangular
lattice is then just a global spin rotation upon a single ordering pattern.
In a kagome´ lattice, however, adjacent spins share only one corner. Thus, if the
spins in one plaquette are fixed there will be two possible spin arrangements for an
adjacent plaquette, as shown in Fig. 3-1. These two possible configurations can be
thought of as having different vector chirality, using a concept introduced by Villain
in 1977[9]. The vector chirality is defined as
~K =
2
3
√
3
(~S1 × ~S2 + ~S2 × ~S3 + ~S3 × ~S1) (3.1)
where the spin orientations ~S1, ~S2, and ~S3 are oriented counter-clockwise around a
triangular plaquette. Thus the sign of the vector chirality will depend on whether the
spins rotate clockwise or counter-clockwise as one moves around a single plaquette
in a clockwise fashion. Each triangular plaquette in a kagome´ lattice can have either
positive or negative chirality, subject only to the constraint that the spins on any
given plaquette sum to zero. In the case of Heisenberg spins, a kagome´ lattice will
allow for ground state spin orderings that are not completely coplanar (due to zero-
energy modes) while the triangular lattice will not. In summary, the kagome´ features
an infinitely degenerate ground state manifold in addition to global spin rotation.
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Figure 3-1: Spin ordering in the triangular and kagome´ lattices. In the triangular
lattice, shown on the left, adjacent triangular plaquettes are edge sharing such that
a 120◦ spin arrangement on a single plaquette will select the ground state of the
entire plane. In the kagome´ lattice, shown on the right, a 120◦ arrangement on the
top plaquette will still allow two equally energetic planar configurations on the lower
plaquette, leading to a greater density of equivalent ground states.
Due to this degeneracy, we can consider the kagome´ lattice to be the most heavily
frustrated two dimensional lattice, highlighting the potential of this system for novel
cooperative magnetic behavior.
3.1.1 Zero-Energy Modes in the Kagome´ Lattice
As was described above, the classical ground state of the kagome´ lattice antiferromag-
net is the infinitely degenerate manifold of all possible states such that the sum of the
spins on any triangular plaquette is zero. For XY spins every state in this manifold
will by definition be planar, while for Heisenberg spins they will not necessarily be
coplanar. However, we would expect this degeneracy in the classical ground state to
be resolved due to the phenomenon known as order by disorder[99]. This arises from
the fact that one hallmark of the kagome´ lattice antiferromagnet is the presence of
a large density of zero-energy modes. Consider Heisenberg spins on a kagome´ lattice
arranged such that the spins are coplanar. Since every triangular plaquette will fea-
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ture spins that are 120◦ apart, this lattice can be thought of as consisting of three
sublattices, which we will label A, B, and C. Consider a closed or unbounded loop of
adjacent spins in this lattice consisting only of two of these sublattices, for example B
and C, with every site adjacent to this loop occupied by a spin of the other sublattice,
A. In this case every spin in the loop can be simultaneously rotated out of the plane
around the axis of the third sublattice without breaking the condition that the spins
on any triangle sum to zero. Thus any spin fluctuation that consists only of such
rotations will not cost any energy, and is thus dubbed as a zero-energy mode of the
lattice. Examples of such zero-energy modes are shown in Fig. 3-2. Since these loops
are self contained and cost no energy, multiple zero-energy modes can be excited with
no interaction between the two. From this it is obvious that these modes will be
nondispersive, which is confirmed by spin wave calculations[100, 14]. A nondispersive
mode at zero energy would be imperceptible to any bulk measurement technique,
however in the material potassium iron jarosite, KFe3(OH)6(SO4)2, a Dzyaloshinskii-
Moriya interaction lifts the zero-energy into a nearly dispersionless mode at finite
energy[101]. This mode is measurable and has been confirmed experimentally by
neutron spin wave measurements[102] and NMR measurements[103]. The fact that
the kagome´ lattice antiferromagnet features an infinitely degenerate but connected
ground state manifold leads to a large density of zero-energy modes. The triangular
lattice antiferromagnet, on the other hand, will not support any zero-energy modes
save for a trivial global spin rotation.
These zero-energy modes are connected with the concept of order by disorder. At
zero temperature, all of the states in a degenerate ground state manifold are equally
likely to be occupied. As the temperature is raised to a small but finite temperature,
the system will necessarily display low energy thermal fluctuations. Although all of
the states in the ground state manifold have the same energy, those states which
have the highest density of low energy fluctuations will have a higher entropy and
therefore a lower free energy. Thus entropy will cause the ground states about which
the density of states of low energy excitations is the greatest to be occupied much
more frequently than other degenerate states. For example, thermal fluctuations
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select collinear order in face-centered-cubic Ising antiferromagnets because this state
supports soft spin wave excitations[104]. So in the kagome´ lattice antiferromagnet
we expect that the most heavily populated states will be those that are connected by
zero-energy fluctuations to a large density of similar states. It can be determined that
the greatest density of states of zero-energy fluctuations will exist around coplanar
states. Quantum Monte Carlo simulations[105] confirm this, suggesting that the
classical kagome´ lattice antiferromagnet features a planar ordered state known as a
spin nematic[106].
There are two well-known coplanar Ne´el ordered ground states which feature a
high density of zero-energy fluctuations and thus are the most likely to be selected
by thermal fluctuations. These are the ~q = 0 and
√
3 × √3 ordered states, which
are shown in Fig. 3-2. In the ~q = 0 ordered state, every plaquette has a vector
chirality with the same sign, either positive or negative. The magnetic unit cell is
not enlarged from the structural unit cell, and the closest zero-energy modes are the
rotation of any infinite line of adjacent spins in the lattice. In the
√
3 × √3 ordered
state, the sign of the vector chirality alternates from every plaquette to its neighbors.
In this state the magnetic unit cell is three times larger than the structural unit cell
and the zero-energy modes are rotations of the six spins around a hexagon. Classi-
cal calculations[14, 107] suggest that the
√
3 × √3 state has the greatest density of
states of soft fluctuations, and will thus be the effective ground state at small but
finite temperatures. Order by disorder is also important as a quantum mechanical
phenomenon, as quantum fluctuations can select possible ground states in much the
same way as thermal fluctuations. The results here are not as clear; one study us-
ing exact diagonalization of finite clusters[108] suggested that in the large spin limit
quantum fluctuations would strongly select the
√
3 × √3 state while another study
of spin waves on this lattice in the large spin limit[109, 110] found that quantum
fluctuations would select a coplanar ground state but would not differentiate between
the ~q = 0 and
√
3 × √3 states. In summary, the kagome´ lattice Heisenberg anti-
ferromagnet features a massively degenerate manifold of ground states connected by
zero-energy spin excitations, evidence of the strongly frustrated nature of the lattice.
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The presence of these zero-energy modes leads to a far greater degeneracy than that
seen in a triangular lattice. This is reminiscent of calculations on Ising spins on the
triangular[12] and kagome´[13] lattices; the Ising kagome´ lattice was calculated to have
a zero-temperature residual entropy more than 50% greater than in the triangular lat-
tice. For large spin values, fluctuations (either thermal or quantum) will likely select
the
√
3 × √3 Ne´el ordered state as the ground state at low temperatures. However,
as we will discuss later, quantum fluctuations for smaller spin can destabilize this
order.
3.2 The Spin Hamiltonian
The foundations of our understanding of the interactions between magnetic ions in a
crystal were laid in the 1920’s. In 1926 Werner Heisenberg pointed out that Coulomb
interactions between electrons in conjunction with the Pauli exclusion principle could
lead to a strong exchange interaction between the spins of nearby magnetic ions.
Paul Dirac[111] later performed an explicit proof for the simplest case of orthogonal
orbitals, confirming that the exchange Hamiltonian would have the form
Hˆex =
∑
〈i, j〉
Jij ~Si · ~Sj (3.2)
where the summation index 〈i, j〉 is over pairs of magnetic ions and Jij is the exchange
integral between ions i and j. Eq. 3.2 is known as the Heisenberg Hamiltonian[72, 112].
If the wavefunctions of the unpaired electrons at these sites are given by ψi(~r) and
ψj(~r) and the interaction Hamiltonian between these electrons is given by Hˆ(~r1, ~r2),
then the exchange integral for this pair can be written as
Jij = −2
∫
d~r1
∫
d~r2 Hˆ(~r1, ~r2)ψ∗i (~r1)ψj(~r1)ψ∗j (~r2)ψi(~r2). (3.3)
If the interaction between ion pairs is just the Coulomb interaction, then Hˆ(~r1, ~r2) =
e2/|~r1 − ~r2|. In the case where only the Coulomb interaction is considered, the ex-
change integral will likely be negative such that the interaction will be ferromagnetic.
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Figure 3-2: The ~q = 0 and
√
3 × √3 magnetically ordered states on the kagome´
lattice. The magnetic unit cell for each case is highlighted in gray. The magnetic unit
cell for the ~q = 0 structure is identical to the structural unit cell; the magnetic unit
cell for the
√
3 × √3 structure is three times larger than the structural unit cell. The
dashed loops represent spin rotation in a zero energy mode.
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Put another way, the exchange integral tells us that the potential energy of these two
electrons will be minimized when the overlap of the two wavefunctions is the lowest,
meaning that the spatial wavefunctions will be antisymmetric. Since fermions must
have complete wavefunctions which are antisymmetric, the spin wavefunctions must
be symmetric which leads to ferromagnetism. Louis Ne´el would propose that some in-
teractions could generate an exchange integral with positive sign, and that this could
lead to a state in which the spins of different sublattices would align antiparallel. This
is of course what we now know as antiferromagnetism[113].
The magnetic exchange in most frustrated magnets arises from the process known
as superexchange. In 1934 Hendrik Kramers first tried to explain the results of ex-
periments which showed magnetic exchange coupling in materials where the magnetic
ions were fairly far separated and featured nonmagnetic anions between them. The
concept would later be formally developed by Philip Anderson[114, 115]. One com-
mon explanation of superexchange utilizes Anderson’s ‘transfer’ point-of-view. In the
simplest case, this transfer point-of-view imagines two d-shell magnetic cations sepa-
rated by a distance such that the overlap between their wavefunctions is negligible.
Assume for simplicity that these magnetic ions are spin-1
2
. In between these cations
is a nonmagnetic anion, usually O2−, with a p-shell orbital arranged such the axis
connecting the lobes of the p-orbital lies between the magnetic cations. There are
two electrons, which have opposite spins, in the oxygen p-orbital that lies between the
magnetic ions. In this picture one of these electrons transfers into the d-shell of one
of the magnetic ions. If the magnetic cation was originally spin up, then only a spin
down electron from the anion could transfer on to it. So clearly the remaining anion
electron will have be spin parallel to the original spin of the transfer cation. This
remaining electron can interact by direct exchange, assumed to be antiferromagnetic,
with the other cation. Thus there will be a net antiferromagnetic exchange interaction
between the two magnetic ions[116].
In the preceding discussion of superexchange, we assumed that the net interac-
tion would be antiferromagnetic. However, superexchange can in fact lead to either
ferromagnetic or antiferromagnetic interactions, depending upon the orbital overlaps,
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and thus the exchange integrals, between the magnetic ions and the mediating anion.
Goodenough and Kanamori are responsible for work analyzing the exchange interac-
tion for various geometric arrangements between the magnetic cations and the anion.
This work is generally known as the Goodenough-Kanamori rules[117, 118, 119]. In
particular, in the special case where every cation surrounded either octahedrally or
tetrahedrally by anions, there will be a clear orthogonality relationship between the
cation and anion orbitals that allows for a direct calculation of the exchange. The
materials presented in this thesis all feature spin-1
2
Cu2+ ions as the metallic species.
These ions will have a total of 9 d-shell electrons. If these Cu2+ ions are surrounded
octahedrally by oxygen anions, the Goodenough-Kanamori rules will predict an anti-
ferromagnetic superexchange interaction if the Cu-O-Cu bridge angle is 180◦, and a
ferromagnetic superexchange interaction if this angle is 90◦. In the materials presented
in this thesis, the cations will not always be surrounded by a perfect octahedrally cage
of oxygen ions. However, we expect the basics of this analysis to hold: that a 180◦
Cu-O-Cu bridge angle will lead to a strong antiferromagnetic exchange interaction
while a 90◦ angle will lead to weak ferromagnetism.
3.2.1 The Dzyaloshinskii-Moriya Interaction
Certain materials, such as α-Fe2O3[120], attracted a great deal of attention in the
1950’s because they developed a weak spontaneous ferromagnetic moment at low
temperatures despite being antiferromagnetic. Attempts to explain this phenomenon
as an impurity or domain wall effect proved unsatisfactory. The breakthrough came in
1958, when Dzyaloshinskii pointed out that in the case where there is not an inversion
center between two magnetic ions, crystal symmetry would allow for an anisotropic
superexchange interaction between the two[121]. This anisotropic superexchange term
is of the form
~D · (~S1 × ~S2) (3.4)
and could lead to a canted antiferromagnetic state with a weak net ferromagnetic
moment. Using Anderson’s then-new description of superexchange interactions[115],
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Moriya soon developed a microscopic description of this interaction[122, 123, 124].
Since the nearest neighbor bonds in the kagome´ lattice do not contain inversion centers
we will concern ourselves with the Heisenberg Hamiltonian with a Dzyaloshinskii-
Moriya interaction (DM interaction):
HˆDM =
∑
〈i, j〉
J ~Si · ~Sj + ~Dij · (~Si × ~Sj) (3.5)
where ~Dij is the Dzyaloshinskii-Moriya vector (DM vector) between magnetic ions i
and j.
Moriya’s calculations revealed several rules that apply to any DM vector. Suppose
that two magnetic ions are located at points A and B, and that C is the point that
bisects the line AB. Then the following rules apply to the DM vector ~D on the bond
connecting A and B:
1. If a center of inversion is located at C, then ~D = 0.
2. If there exists a mirror plane perpendicular to AB passing through C, then ~D
is perpendicular to AB.
3. If there exists a mirror plane passing through both A and B, then ~D is perpen-
dicular to the mirror plane.
4. If a two-fold rotation axis is perpendicular to AB and passes through C, then
~D is perpendicular to the two-fold rotation axis.
5. If there exists an n-fold rotation axis (n > 2) along AB, then ~D is parallel to
AB.
We wish to apply these rules to the kagome´ lattice. There is no inversion center on
a kagome´ lattice, so according to the first rule the DM interaction will be allowed by
the crystal symmetry. There is mirror plane symmetry on the perpendicular bisecting
plane of a bond, so according to the second rule the DM vector will lie within this
plane. Since this will fix the direction of the DM vector within the kagome´ plane, we
can parameterize ~D with two values: Dp and Dz, where Dp is the magnitude of the
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DM vector component that lies within the kagome´ while Dz is the component that is
perpendicular to the plane. In a perfect kagome´ lattice, the kagome´ plane will be a
mirror plane as well, such that the DM vector would be perpendicular to the plane.
In this case Dp would be zero. However, we need to remember that the magnetic
ions are not solely responsible for the magnetic behavior in a real system; the an-
ions whose orbitals are involved in the superexchange interaction must also be taken
into account. For example, in the kagome´ lattice material potassium iron jarosite,
KFe3(OH)6(SO4)2, the magnetic iron ions are surrounded by slightly distorted octahe-
dral cages of oxygen whose axes are tilted away from the kagome´ plane by 17.5◦[125].
In the spin-1
2
kagome´ lattice material herbertsmithite, ZnCu3(OH)6Cl2, the magnetic
copper ions are similarly surround by an octahedral cage of anions; however, in this
case the octahedron is significantly distorted in one direction and features chlorine
ions at the apices of the long axis and oxygen ions at the other four corners. Thus the
magnetic ions in this material experience an effective square-planar oxygen environ-
ment, with the oxygen planes tilted from the kagome´ plane by 38.1◦. This is shown
in Fig. 3-3. In these cases the tilt of the oxygen environment away from the kagome´
plane breaks the mirror plane symmetry and will allow for non-zero values of Dp.
In general, microscopic calculations of the exact strength and direction of a DM
vector are very difficult, however symmetry considerations will greatly limit the pos-
sibilities. Since the tilting of the oxygen environment breaks the symmetry between
up-pointing and down-pointing triangles, we expect them to have different DM vec-
tors. Because the DM interaction is antisymmetric we need to define the order in
which spins will be considered, such that if a triangle has three spins labelled 1, 2,
and 3 then the terms in the Hamiltonian from the DM interaction on this triangle will
be ~D · (~S1× ~S2), ~D · (~S2× ~S3), and ~D · (~S3× ~S1). The spins on two adjacent triangles
are labelled 1 through 5 in Fig. 3-4. In this convention we will take the three spins on
any triangular plaquette in a counter-clockwise manner for up-pointing triangles and
in a clockwise manner for down-pointing triangles. The direction of the DM vectors
on each bond can be determined by the physical constraint requiring that the DM
interaction preserves the symmetries of the lattice in conjunction with the ordering
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Figure 3-3: The square-planar oxygen environment of the magnetic ions in the kagome´
lattice material herbertsmithite. The magnetic (copper) ions are shown in blue while
oxygen ions are shown in orange. The square-planar oxygen environments are shown
in cross-hatch. Notice that for the triangular plaquette on the right, the oxygen planes
tilt upward when going towards the center of the triangle, while for the plaquette on
the left they tilt downward.
convention described above. Let us assume that both Dp and Dz are positive for
one particular bond on an up-pointing triangle. In this case the in-plane component
Dp will point toward the center of the triangle while the out-of-plane component Dz
will point up for up-pointing triangles and down for down-pointing triangles. These
directions are displayed in Fig. 3-4.
Elhajal and coworkers have performed detailed calculations to determine the ef-
fects of a Dzyaloshinskii-Moriya interaction in kagome´[126] and pyrochlore[127, 128]
lattice antiferromagnets. The ground state of the classical kagome´ lattice and the
transition temperature of ordering due to the DM interaction were calculated as
functions of Dp and Dz. It must be pointed out that some of the sign conventions,
notably the direction of Dz, used by Elhajal are opposite from what I will use here.
It is found that the out-of-plane component of the DM vector Dz acts as an effective
easy-plane anisotropy in that it favors coplanar spin arrangements. Moreover, while
a Dz component can lower the energy of a ~q = 0 spin structure it will have no ef-
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Figure 3-4: Directions of the DM vectors in a kagome´ lattice for Dp, Dz > 0. The Dp
component points toward the center of the triangle for all bonds. The Dz component
alternates pointing up or down between triangles.
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fect upon a
√
3 × √3 structure. Thus the presence of a DM interaction with a Dz
component will generally favor ~q = 0 spin ordering. If the sign of Dz is negative
the ground state will be a ~q = 0 spin structure, with uniform positive chirality while
if the sign of Dz is positive a ~q = 0 structure with uniform negative chirality will
be favored. The in-plane component of the DM vector Dp causes a ferromagnetic
canting of the spins out of the plane, sometimes known as an “umbrella-like” spin
arrangement[125]. In this way Dp acts as an effective easy-axis anisotropy. The di-
rection of the canting will be determined by the sign of Dp, though in many materials
this direction will alternate between kagome´ planes[125] such that we will primarily
concern ourselves only with |Dp|. The canting angle of the spins in this umbrella-like
structure is denoted η, given by
tan(2η) =
2Dp√
3J +Dz
. (3.6)
So in summary, the symmetry of the kagome´ lattice makes it necessary to consider
the Dzyaloshinskii-Moriya interaction in addition to the Heisenberg Hamiltonian. The
DM vectors can be parameterized by Dz and |Dp|. In a classical kagome´ lattice Dz
favors coplanar arrangements. |Dp|, which is allowed by symmetry only because of
the tilting of the oxygen environment out of the plane, causes a ferromagnetic canting
of the spins.
3.3 The Ground State of the S= 12 Kagome´ Lattice
Antiferromagnet
As was described earlier, there is good reason to claim that the spin-1
2
kagome´ lattice
antiferromagnet is the perfect system in which to search for spin liquid physics. This
is because of the low dimensionality and connectivity of the kagome´ lattice and the
extreme quantum behavior inherent in the nature of the spin-1
2
moment. However, it
was also once widely thought that the RVB spin liquid would be the ground state of
the spin-1
2
triangular lattice antiferromagnet, a belief that was contradicted by later
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experiments and calculations. So it is fair to say that the ground state of the spin-
1
2
kagome´ lattice antiferromagnet is still an open question; in fact, the attempt to
answer this question is the main interest of this thesis. There has been a great deal of
numerical calculations attempting to determine the ground state of this system, and
the results are by no means unanimous. For classical spins[129] or quantum spins in
the large-S limit, it is expected that order by disorder would select a planar ordered
state[108] or perhaps some type of spin nematic state[105]. One might wonder if these
results hold for spin-1
2
moments. There have also been proposals that the ground state
could be a valence bond solid with singlet pairs arranged such that the system features
long range order with a large unit cell[130, 131, 132], or that under certain conditions
on the exchange there could be a spin Peierls transition[133].
Although the exact ground state of the spin-1
2
kagome´ lattice antiferromagnet can
not be calculated and the subject is still the matter of debate, there is a strong con-
sensus emerging that the ground state should be some type of spin liquid. Numerical
calculations by several different methods, including quantum monte carlo simulations,
exact diagonalization of finite clusters, and spin wave calculations with 1/S expan-
sion suggest that the ground state will be disordered. One of the first calculations,
by Zeng and Elser in 1990[134], found a quickly decaying spin-spin correlation length
and a spin gap of order ∼ J/5. There was also evidence of a double-peak struc-
ture to the magnetic specific heat, similar to what had been seen in 3He adsorbed
onto graphite[94]. A later paper by the same authors reproduced the same essential
findings, but proposed that the dimer pairs would in fact be nearest-neighbor bonds
only[135]. This was soon followed by other notable numerical studies; Singh and
Huse[136] suggested that the ground state would be disordered, while Sachdev[108]
also proposed a disordered ground state with deconfined spinon excitations. Similar
numerical studies continued to confirm these basic findings, suggesting a disordered
ground state with a spin gap ∼ J/4[137, 138].
Because of these intriguing results, numerical work on the spin-1
2
kagome´ lattice
continued into the late 1990’s, with an emphasis on calculating the low energy excita-
tions. These studies furthered the consensus that there should be a disordered ground
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state, however they produced smaller estimates on the value of the spin gap, roughly
J/20[139, 140]. Numerical studies also suggested a large density of low-energy singlet
excitations[141], providing continuing support for the belief that the ground state of
this system is a Type II short range resonating valence bond spin liquid, with gapless
singlet excitations and gapped triplet excitations. Similar numerical studies have also
allowed calculations upon the specific heat of the system. The spin-1
2
kagome´ lattice
antiferromagnet is predicted to still feature considerable spin entropy even at low tem-
peratures, as one would typically expect from a spin liquid state. This would likely
require the presence of a peak in the magnetic specific heat at a low temperature,
roughly J/10[142]. It has also been suggested that the magnetic specific heat should
be proportional to T 2 at even lower temperatures[143]. A T 2 dependence in the mag-
netic specific heat would be expected for spin waves in an ordered two-dimensional
antiferromagnet, and it is interesting if this should likewise hold true in a disordered
system. It is also suggested that the high density of low-lying singlet state below the
spin gap should result in a low-temperature specific heat that is relatively insensitive
to the application of small magnetic fields[144].
These studies have done a great deal to render a general consensus that the ground
state of this system should be disordered spin liquid state. However, there are still
many various specific varieties of spin liquid states that have been proposed. One pos-
sible spin liquid state which might be present in this system maintains time-reversal
and parity symmetries and displays the topological order mentioned earlier[36]. States
with time-reversal symmetry and topological order are sometimes referred to in gen-
eral as topological spin liquids. The mean-field theory of these topological spin liquid
states often suggest the presence of spinon excitations as well as spinless charged
bosonic excitations known as holons. These holons are conjectured to describe the
hole excitations in a doped RVB state, such that this theory is capable of describing
a short range RVB spin liquid state. Theories derived upon various gauge symme-
tries, Z2 for example[145], can also produce varieties of spin liquid ground states.
Such a Z2 spin liquid has been suggested as a ground state for the spin-
1
2
kagome´
lattice[146, 147, 148]. This state would have spinon excitations as well as a vortex-like
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quasiparticle excitation known as a vison.
Some authors have suggest that the spin-1
2
kagome´ lattice antiferromagnet should
be a chiral spin liquid[37, 133, 149]. The chiral spin liquid state is of particular interest
in that the physics of this state bear great resemblance to that of the fractional quan-
tum hall state[150]. This state has a unique type of topological order; the state will
violate both parity (P) and time-reversal (T) symmetries but maintain PT symmetry.
This is similar to the chirality defined by the rotation of spin around a triangle, and
allows for a chiral order parameter on the state. This state will also feature spinon
excitations, which will be fermionic[151]. This proposed state is an excellent exam-
ple of a state which obeys Laughlin’s “fractional quantization principle”[152], which
states that liquification of spins requires breaking time-reversal symmetry and that
free spin-1
2
excitations in a spin-liquid must obey fractional statistics (many other
theories contradict this principle[108], especially in positing that the spinon excita-
tions would obey Bose statistics). The chiral spin liquid is an exotic and perhaps
unlikely candidate as the ground state of the spin-1
2
kagome´ lattice antiferromagnet,
but remains a topic of great interest due to the similarities between this state and
the fractional quantum Hall state as well as other intriguing properties, such as the
suggestion that the three-dimensional extension of this state would feature excitations
that behave like a Dirac magnetic monopole[151]. There are other exotic spin liquid
states, sometimes known as critical or algebraic spin liquids[153], that have likewise
been proposed as the ground state of the spin-1
2
kagome´ lattice antiferromagnet[154].
These states feature algebraically decaying spin-spin correlations; the resulting pres-
ence of long range spin excitations leads to a ground state with no spin gap. Such spin
liquid states could also have several unusual properties, notably a Dirac-like spinon
excitation spectrum[155, 156].
In summary, the spin-1
2
Heisenberg antiferromagnet on the kagome´ lattice is the
ideal system in which to search for spin liquid physics. For close to twenty years,
this system has attracted considerable interest. Numerical studies have come to a
consensus that there will be a disordered spin liquid-like ground state. However, the
details regarding this state are still a open question of great interest. Many early
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studies suggested that the ground state would be a short range resonating valence
bond state with gapless singlet excitations and gapped spin excitations; A common
suggestion for the size of the spin gap is J/20. More recent work has proposed
that several classes of long range spin liquid states with gapless spin excitations
could be present instead. Deconfined spinon excitations are also likely. Thus a real
material that fits this model will be necessary so that experimental data can inform
this research further.
3.4 The Paratacamite Family: ZnxCu4−x(OH)6Cl2
Some earlier work on the magnetic behavior of kagome´ lattice systems focused on the
properties of materials in the jarosite family of minerals[157, 158], AM3(OH)6(SO4)2
where A is a nonmagnetic monovalent cation, and M is a magnetic trivalent cation
such as V3+, Cr3+, or Fe3+. However, the magnetic ions in these materials feature
spin of S = 1 (V3+), 3
2
(Cr3+), and 5
2
(Fe3+). Desiring to find a S = 1
2
kagome´ lattice
antiferromagnet, one might first be interested in a jarosite mineral with M = spin-
1
2
Ti3+. However, the measured Curie-Weiss temperatures for the jarosite minerals
mentioned above were -800 K (Fe3+), -70 K (Cr3+), and +53 K (V3+)[159]. The posi-
tive Curie-Weiss temperature in vanadium jarosite is evidence that the superexchange
term arising from overlap between oxygen orbitals and the magnetic cation’s lowest-
lying dxz orbital will be ferromagnetic in nature. This would likely also be true for
any jarosite mineral with Ti3+ as the magnetic ion. The strong antiferromagnetism
in iron jarosite arises from the superexchange pathway involving the highest-lying
dx2−y2 orbital. Thus it appears that Cu2+ would be a far more promising candidate
for the magnetic ion in a spin-1
2
kagome´ lattice antiferromagnet.
One possibility comes in the atacamite family of minerals. This family consists of
orthorhombic (atacamite[160, 161]) and monoclinic (botallackite, clinoatacamite[162,
163]) polymorphs of Cu2(OH)3Cl. Naturally occurring samples of these minerals have
been found in Chile, Iran, the United States, and the United Kingdom[162]; however
they have been most commonly found in the Atacama Desert of northern Chile,
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which lends it’s name to this family of minerals. Naturally occurring samples have
proven too plagued by impurities to be of much use in studying magnetic properties
of simple lattice systems, but their existence suggests that the materials are stable
enough to be grown in the lab. Clinoatacamite features distorted kagome´ planes of
Cu2+ that are surrounded by an elongated octahedral cage of four oxygen anions
and two chlorine anions. These kagome´ planes feature a monoclinic distortion, but
triangle edges deviate by only about 0.2%, much less than in other distorted kagome´
lattice minerals such as volborthite[164].
The mineral clinoatacamite also contains an inter-plane site occupied by copper
ions which are surrounded by a Jahn-Teller distorted octahedral cage of six oxygen
anions. Braithwaite and coworkers[165] showed that copper ions in this site alone are
susceptible to replacement by almost any non-Jahn-Teller distorting divalent cation
of suitable radius, such as zinc. This leads to a family of materials with the formula
ZnxCu4−x(OH)6Cl2. The x = 0 end-member of this family is clinoatacamite. When
the value of x is increased to roughly 0.33, the monoclinic distortion is lifted and
the material features a rhombohedral unit cell. Such zinc-substituted minerals with
x > 0.33 are known as zinc-paratacamite. Fully substituting zinc into the inter-plane
sites would lead to the x = 1 end-member ZnCu3(OH)6Cl2. Since Zn
2+ is nonmag-
netic, this could be the first example of the long sought after spin-1
2
kagome´ lattice
antiferromagnet. This mineral has been named herbertsmithite in honor of the late
Dr. G. T. Herbert Smith of the British Museum of Natural Science, who discovered
paratacamite in 1906. Crystallographic data on clinoatacamite and herbertsmithite
are shown in Table 3.1.
3.4.1 Synthesis and Structure
Powder samples of clinoatacamite, zinc-paratacamite with various values of x, and
herbertsmithite have been synthesized by means of a hydrothermal reaction in a sealed
bomb. Details of the synthesis reactions are described in References [159, 166, 167].
Below is the description for the synthesis of clinoatacamite described in Ref. [159].
The crystal structure of clinoatacamite, including the position of hydrogen atoms
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Clinoatacamite Herbertsmithite
Empirical formula Cu2(OH)3Cl ZnCu3(OH)6Cl2
Formula weight 213.55 g/mol 428.94 g/mol
Crystal system Monoclinic Rhombohedral
Space group P21/n R3¯m
a 6.1565(9) A˚ 6.8293(6) A˚
b 6.8128(11) A˚ 6.8293(6) A˚
c 9.1188(14) A˚ 14.024(2) A˚
α 90◦ 90◦
β 99.800(4)◦ 90◦
γ 90◦ 120◦
Volume 376.94 A˚3 566.46 A˚3
Densitycalc 3.763 g/cm
3 3.772 g/cm3
Table 3.1: Crystallographic data for clinoatacamite and herbertsmithite, determined
by single-crystal X-ray diffraction at 150 K.
(which can not be determined from X-ray diffraction experiments), was confirmed
by powder neutron diffraction on a deuterated sample, Cu2(OD)3Cl, using the BT-2
powder diffractometer at 300 K. The position and multiplicity of the refined nuclear
sites are listed in Table 3.2. A plot of one monoclinic unit cell of the structure is shown
in Fig. 3-5. Bonds between nearest-neighbor copper ions are shown, demonstrating
diagonal kagome´ planes with connecting inter-plane sites to form what appears as a
distorted pyrochlore lattice.
Synthesis of Clinoatacamite, Cu2(OH)3Cl, from Ref. [159].
Method 1. A 23 mL TeflonTM liner was charged with 0.448 g of
basic copper carbonate (2.03 mmol), 0.3 mL of conc. HCl (3.7 mmol),
and 10 mL of deionized water. The liner was capped and placed into a
steel hydrothermal bomb under ambient room atmosphere. The tightened
bomb was heated in the oven at a rate of 5 ◦C/min. to 210 ◦C, which was
maintained for 60 h. The oven was then cooled to room temperature at
a rate of 0.1 ◦C/min. A blue-green microcrystalline powder was isolated
from the walls and bottom of the liner, and was washed with deionized
water and dried in air. The product was identified as clinoatacamite
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Figure 3-5: Crystal structure of clinoatacamite, Cu2(OH)3Cl, with a monoclinic unit
cell. The positions of the copper (blue), oxygen (orange), chlorine (green), and hy-
drogen (gray) ions are all shown. Bonds between nearest-neighbor copper ions show
a distorted pyrochlore structure.
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x y z multiplicity
Cu1 0.0000 0.5000 0.5000 2
Cu2 0.0000 0.0000 0.0000 2
Cu3 0.2604(4) 0.2358(4) 0.7477(3) 4
Cl 0.1119(2) -0.0046(3) 0.3073(1) 4
O1 0.3089(5) 0.2919(4) 0.5487(3) 4
O2 0.4226(4) -0.0194(4) 0.7761(3) 4
O3 0.2565(4) 0.6792(3) 0.5394(3) 4
D1 0.2207(6) 0.6842(5) 0.0218(4) 4
D2 0.2634(5) 0.2924(4) 0.0275(4) 4
D3 0.0522(4) 0.5214(6) 0.2305(3) 4
Table 3.2: Nuclear positions within a clinoatacamite unit cell. Determined by powder
neutron diffraction at 300 K on a deuterated sample, Cu2(OD)3Cl.
by powder X-ray diffraction. Yield: 0.139 g (32.0% based on starting
Cu2(OH)2CO3).
Method 2. An 800 mL TeflonTM liner was charged with 11.9 g of
copper (I) chloride (0.120 mol) and 390 mL of deionized water. Into this
mixture, 2.33 g of sodium chloride (0.040 mol) and 6.8 mL of hydrochloric
acid (0.08 mol) were added. The liner was capped and placed into a
steel hydrothermal bomb under an atmosphere of oxygen using an Aldrich
AtmosbagTM . The tighted bomb was heated in the oven at a rate of
5 ◦C/min. to 210 ◦C, which was maintained for 9 d. The oven was
then cooled to room temperature at a rate of 0.1 ◦C/min. Crystals were
isolated as green plates from the walls of the liner. More green plates and
a microcrystalline blue-green powder were isolated from the bottom of
the liner. Sieves were employed to physically separate the plates and the
powder. The green crystals were washed with deionized water and dried
in air. Yield: 0.905 g (7.05% based on starting CuCl).
Method 3. A 23 mL Teflon liner was charged with 0.294 g of copper
(I) chloride (2.97 mmol) and 10 mL of deionized water. Into this mixture,
0.09 mL of perchloric acid (1.0 mmol) was added via Mohr pipet. The liner
was capped and placed into a steel hydrothermal bomb under ambient
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x y z multiplicity
Cu 0.5000 0.0000 0.0000 9
Zn 0.0000 0.0000 0.5000 3
Cl 0.0000 0.0000 0.1958(1) 6
O 0.2054(1) 0.4109(2) 0.0617(1) 18
D 0.1314(1) 0.2629(2) 0.0901(1) 18
Table 3.3: Nuclear positions within a herbertsmithite unit cell. Determined by powder
neutron diffraction at 300 K on a deuterated sample, ZnCu3(OD)6Cl2.
room atmosphere. The tightened bomb was heated in the oven at a rate
of 5 ◦C/min to 210 ◦C, which was maintained for 72 h. The oven was
then cooled to room temperature at a rate of 0.1 ◦C/min. Crystals were
isolated as green plates from the walls and base of the liner. The green
crystals were washed with deionized water and dried in air. The product
was identified as clinoatacamite by powder X-ray diffraction. Yield: 0.089
g (28.1% based on starting CuCl).
Anal. calcd. for H3Cu2ClO3: H, 1.41; Cu, 59.51; Cl, 16.60. Found: H,
1.39; Cu, 59.48; Cl, 16.63.
The synthesis of herbertsmithite, as described in Ref. [159], is reproduced below.
As in clinoatacamite, crystal structure was confirmed by neutron powder diffraction
on a deuterated sample of ZnCu3(OD)6Cl2 using the BT-2 powder diffractometer.
The positions and multiplicities of nuclear sites are listed in Table 3.3. Fig. 3-6 shows
one unit cell of herbertsmithite. Bonds between nearest-neighbor copper ions are
shown. This demonstrates a perfect, undistorted kagome´ lattice with ABC planar
stacking.
Synthesis of Herbertsmithite, ZnCu3(OH)6Cl2, from Ref. [159].
An 800 mL TeflonTM liner was charged with 16.7 g of basic copper
carbonate (0.076 mol) and 350 mL of deionized water. Into this mixture,
12.2 g of zinc chloride (0.090 mol) was added. The liner was capped and
placed into a steel hydrothermal bomb under ambient room atmosphere.
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Figure 3-6: Crystal structure of herbertsmithite, ZnCu3(OH)6Cl2, with a rhombo-
hedral unit cell. The positions of the copper (blue), zinc (black), oxygen (orange),
chlorine (green), and hydrogen (gray) ions are all shown. Bonds between nearest-
neighbor copper ions show a kagome´ lattice structure.
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The tightened bomb was heated in the oven at a rate of 5 ◦C/min. to
210 ◦C, which was maintained for 48 h. The oven was then cooled to
room temperature at a rate of 0.1 ◦C/min. A blue-green microcrystalline
powder was isolated from the walls and bottom of the liner, and was
washed with deionized water and dried in air. The product was identified
as zinc paratacamite by powder X-ray diffraction. Yield: 21.02 g (96.7%
based on starting Cu2(OH)2CO3).
Anal. calcd. for H6ZnCu3Cl2O6: H, 1.41; Zn, 15.24; Cu, 44.44; Cl, 16.53.
Found: H, 1.46; Zn, 15.11; Cu, 44.50; Cl, 15.50.
3.4.2 Magnetic Ordering
Powder samples of ZnxCu4−x(OH)6Cl2 were synthesized as described above[159] for
values of x = 0 (clinoatacamite), x = 0.37 (37% zinc-paratacamite), and x = 1
(herbertsmithite). Elastic and inelastic neutron measurements were performed on all
three of these samples using the SPINS cold triple-axis spectrometer at the NCNR
with the samples in helium-flow cryostats. The samples measured had mass 9.7 g (x
= 0), 7.2 g (x = 0.37), and 10.8 g (x = 1). The elastic measurements were taken at Ef
= 5.0 meV, with collimations of guide-80′-80′-open and beryllium filters both before
and after the sample to cut down on higher order neutrons. The spectrometer was
configured with a 3-blade flat analyzer. These elastic measurements were performed
over a broad range of Q, at both 1.4 K and 20 K. These measurements are shown in
Fig. 3-7. The clinoatacamite data show a fairly clear difference between the data sets
at the two temperatures at Q ≈ 0.69 A˚−1 and Q ≈ 0.92 A˚−1. These are magnetic
Bragg peaks. Zn0.37Cu3.63(OH)6Cl2 also has magnetic Bragg peaks at these positions,
but they are weaker and harder to determine. Herbertsmithite does not appear to
show evidence of any magnetic Bragg peaks.
Inelastic measurements on these samples were taken with collimations of guide-
80′-radial-open. The spectrometer was configured with a 9-blade horizontally focusing
analyzer. The measurements on clinoatacamite and Zn0.37Cu3.63(OH)6Cl2 were taken
with fixed final energy Ef = 5.0 meV and a Be filter after the sample. For these
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Figure 3-7: Elastic neutron scattering for ZnxCu4−x(OH)6Cl2 with x = 0 (a), 0.37
(b), and 1 (c) at 1.4 K and 20 K. Magnetic Bragg peaks are present at Q = 0.69 A˚−1
and 0.92 A˚−1 in the 1.4 K data for x = 0 and 0.37, but not for x = 1.
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measurements the energy was scanned at a fixed Q = 0.6 A˚−1. The measurement
on herbertsmithite was taken with fixed final energy Ef = 3.05 meV and a BeO
filter after the sample. Here the momentum transfer was fixed at Q = 0.9 A˚−1.
These inelastic scans are shown in Fig. 3-8. The measurements on clinoatacamite
and Zn0.37Cu3.63(OH)6Cl2 show clear inelastic modes in the low temperature scans
that have evolved into broad inelastic scattering unresolvable from the elastic peak
by higher temperatures. These inelastic modes are at h¯ω = 1.3 meV (x = 0) and
0.9 meV (x = 0.37). Temperatures dependences on these inelastic modes, shown in
Fig. 3-9, suggest that these systems have a Ne´el temperature of roughly 6 K (x =
0) or 5 K (x = 0.37). These data were taken at momentum transfer of Q = 0.6
A˚−1 and at the peak energy transfer position (1.3 meV in x = 0 and 0.9 meV for x
= 0.37). Herbertsmithite has no clear inelastic mode, but instead features a broad
quasielastic-like inelastic spectrum with little temperature dependence that appears
to extend adjacent to the ground state.
3.5 Conclusion
In summary, the spin-1
2
kagome´ lattice Heisenberg antiferromagnet can be considered
the “Holy Grail” of frustrated magnetism given its low dimensionality, the strength
of quantum fluctuations arising from spin-1
2
moments, and the large manifold of de-
generate ground states supported by the kagome´ lattice. These properties make this
the ideal system in which to search for spin liquid physics. The crystal symmetry
of the kagome´ lattice allows for the presence of an anisotropic Dzyaloshinskii-Moriya
interaction, which will act as a perturbation to the Heisenberg Hamiltonian for any
real system. Still, the spin-1
2
kagome´ lattice antiferromagnet has been the subject
of a great deal of interest, resulting in numerous numerical studies suggesting a dis-
ordered spin liquid-like ground state, possibly with a spin gap of order J/20. The
zinc-paratacamite mineral family, ZnxCu4−x(OH)6Cl2, displays kagome´ lattice planes
of spin-1
2
Cu2+ ions, with inter-plane metallic sites that can be occupied by either
Cu2+ or nonmagnetic Zn2+. The x = 1 member of this family, herbertsmithite, is the
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Figure 3-8: Inelastic neutron scattering for ZnxCu4−x(OH)6Cl2 with x = 0 (a), 0.37
(b), and 1 (c) at low and high temperatures. Clear inelastic modes are present for
the x = 0 (1.3 meV) and x = 0.37 (0.9 meV) samples, but the x = 1 sample shows a
broad quasielastic-like spectrum.
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Figure 3-9: Temperature dependence of inelastic scattering peaks in clinoatacamite
and 37% zinc-paratacamite. In clinoatacamite TN ≈ 6 K; in 37% zinc-paratacamite
TN ≈ 5 K. These measurements were performed atQ= 0.6 A˚−1. In the clinoatacamite
measurement h¯ω = 1.3 meV. In the 37% zinc-paratacamite measurement h¯ω = 0.9
meV.
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first known material featuring a structurally perfect spin-1
2
kagome´ lattice with an-
tiferromagnetic coupling. Preliminary neutron scattering studies of family members
with x = 0, 0.37, and 1 suggest a Ne´el ordering temperature of roughly 6 K for the x
= 0 sample and 5 K for the x = 0.37 sample. Herbertsmithite does not show evidence
of any Ne´el ordering transition. In this thesis we will present experimental data from
thermodynamic and neutron scattering measurements on clinoatacamite and herbert-
smithite. We will attempt to explain the ordering transition in clinoatacamite, and
deduce the disordered ground state present in herbertsmithite.
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Chapter 4
Magnetic Order in Clinoatacamite
Several recent papers have studied clinoatacamite, presenting results on susceptibility[168],
specific heat[169, 168, 170], muon spin rotation (µSR) measurements[169, 171], and
neutron scattering[170, 172, 173]. These papers report thermodynamic signatures
of possible transitions at two temperatures: a subtle feature at roughly 18 K, and
an obvious ordering transition at roughly 6 K. This latter transition is sometimes
described as being two very closely spaced transitions[169, 168]. Interestingly, µSR
measurements[169, 171] show evidence of muon oscillations below 18 K, indicating
some type of static local moment in this temperature range. Below 6 K the muons
show strong depolarization as well as oscillation[169], suggesting the coexistence of
magnetic order and rapid spin fluctuations. In this chapter I will present thermo-
dynamic data that is in qualitative agreement with previously reported results, but
much more complete.
4.1 Crystal Structure
Neutron powder diffraction measurements were performed on deuterated samples of
clinoatacamite at several temperatures ranging between 1.6 K and 300 K. The room
temperature measurement was performed on the BT-2 powder diffractometer. The
other measurements, at temperatures of 1.6 K, 9.8 K and 24.5 K, were performed on
the BT-1 powder diffractometer. The refined lattice parameters were similar enough
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at all measured temperatures to say that there is no obvious sign of any structural
change; however, neutron powder diffraction is not a particularly sensitive measure for
this and we cannot conclusively rule out the possibility of a subtle structural transition
at either T ∼ 6 K or 18 K. As was mentioned earlier, clinoatacamite crystallizes in
the P21/n space group. At 300 K the lattice parameters as refined from neutron
powder diffraction are: a = 6.1665(1) A˚, b = 6.8218(1) A˚, c = 9.1190(2) A˚, and β =
99.673(1)◦. The positions of the nuclear sites within the unit cell were given in the
previous chapter. The Cu2+ ions in clinoatacamite are clearly arranged in a distorted
pyrochlore lattice. There are three crystallographically distinct copper sites, referred
to as Cu1, Cu2, and Cu3. The pyrochlore lattice is a network of corner sharing
tetrahedra, and in clinoatacamite each of the distorted tetrahedra will feature one
corner occupied by each of the Cu1 and Cu2 sites and two corners occupied by the
Cu3 sites; I will refer to these two Cu3 sites as Cu3A and Cu3B. A quick analysis of
the oxygen superexchange pathways reveals that the Cu1 site is considerably different
from the other Cu sites. When one examines only the Cu2, Cu3A and Cu3B sites
one encounters a distorted kagome´ plane. Each copper is surrounded by a distorted
octahedral cage of four oxygen ions and two chlorine ions at the apices of the elongated
axis. The oxygen ions in this cage establish Cu-O-Cu superexchange pathways to each
of the four nearest-neighbor copper ions in the plane. The bridge angles along these
pathways range between 116.73◦ and 123.81◦. We now turn attention to the Cu1 sites.
Each Cu1 site is surrounded by an octahedral cage of six oxygen ions; this cage is much
less distorted than in the Cu2 and Cu3 sites such that each oxygen ion is roughly
equidistant from two of the six nearest-neighbor copper ions. Thus each oxygen
ion forms two superexchange pathways, and there are two separate superexchange
pathways between the Cu1 ion and each of its six nearest-neighbor coppers. The
bridge angles in these pathways range between 91.08◦ and 101.35◦. It is the Cu1 site
that is not Jahn-Teller distorting and is therefore susceptible to replacement by zinc
in zinc-paratacamite. All of the Cu-O-Cu bridge angles in a single tetrahedron are
listed in Table 4.1. From this information it becomes clear that clinoatacamite should
not be considered as a simple distorted pyrochlore, but rather as a three-dimensional
94
bridge angle (φ)
Cu1-O1-Cu2 91.08◦
Cu1-O1-Cu3B 92.79◦
Cu2-O1-Cu3B 123.81◦
Cu1-O2-Cu3A 95.84◦
Cu1-O2-Cu3B 101.35◦
Cu3A-O2-Cu3B 116.73◦
Cu1-O3-Cu2 100.91◦
Cu1-O3-Cu3A 97.17◦
Cu2-O3-Cu3A 116.89◦
Table 4.1: Bridge angle for each of the nine Cu-O-Cu pathways in any given clinoat-
acamite tetrahedron.
crystal of distorted kagome´ planes with some coupling between planes due to the Cu1
sites.
Due to a growing interest in molecular magnets in recent years[174] there has
been considerable work establishing the link between the exchange constant J and
the bridge angle in metal-oxygen-metal superexchange pathways. The Goodenough-
Kanamori rules[117, 118, 119], described in the previous chapter, establish that a 180◦
bridge angle should lead to strong antiferromagnetic coupling while a 90◦ bridge angle
would lead to ferromagnetic coupling. This has been extended by Crawford, et al.[175]
who experimentally found a linear relationship between the Cu-O-Cu bridge angle
and the exchange constant for hydroxo-bridged Cu2+ ions. In particular, Crawford,
et al. found a relationship J = 9.241φ − 901.4 meV, where φ is the bridge angle (in
degrees). This results in a critical angle of φc = 97.54
◦, such that bridge angles greater
than φc will result in an antiferromagnetic coupling while angles smaller than φc will
lead to a ferromagnetic coupling. However, the materials measured in the study by
Crawford were considerably different than clinoatacamite, and the formula seems to
considerably overestimate the magnitude of J . The related kagome´ lattice mineral
herbertsmithite offers a normalization tool as it is not distorted and hence the uniform
angle can be compared to the value of J extracted from the Curie-Weiss fit. The Cu-O-
Cu angle for neighboring Cu ions in the kagome´ plane of herbertsmithite is 118.52◦,
while the value of J is roughly 17 meV. I assume that the linear relationship and
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φAvg distance Jest
Cu1-Cu2 96.00◦ 3.083 A˚ -1.3 meV
Cu1-Cu3A 96.51◦ 2.987 A˚ -0.9 meV
Cu1-Cu3B 97.07◦ 3.116 A˚ -0.5 meV
Cu2-Cu3A 116.89◦ 3.421 A˚ 15.6 meV
Cu2-Cu3B 123.81◦ 3.414 A˚ 21.2 meV
Cu3A-Cu3B 116.73◦ 3.414 A˚ 15.5 meV
Table 4.2: Cu-Cu bond information for clinoatacamite. This table gives the aver-
age super-exchange bridge angle, the Cu-Cu distance, and the estimated exchange
coupling strength.
critical angle found in Crawford, et al. is also applicable to clinoatacamite and use the
herbertsmithite values to set the slope. This gives us the formula J = .810φ − 79.1
meV. The exchange values estimated from this formula are listed in Table 4.2. For
the exchange constants between the out-of-plane Cu1 site and the other sites, I have
simply taken the average angle of the two independent superexchange pathways. It
should be clear that there is likely a strong antiferromagnetic interaction between
any two in-plane copper ions and a weak ferromagnetic interaction between an in-
plane copper and an out-of-plane copper. This justifies the model by which I consider
clinoatacamite to be a distorted kagome´ lattice mineral with weak inter-plane coupling
rather than as a distorted pyrochlore mineral.
4.2 Thermodynamic Measurements
4.2.1 Magnetization and Susceptibility
The magnetic susceptibility of Cu2(OH)3Cl was measured using a SQUID magne-
tometer. The inverse susceptibility, shown in Fig. 4-1(b), was fit to a Curie-Weiss
function over the temperature range 300 K ≤ T ≤ 400 K, giving a Curie-Weiss tem-
perature of ΘCW = -195 ± 10 K. Using this value of ΘCW one can calculate the
antiferromagnetic nearest neighbor coupling, J = 130 K (roughly 11 meV). This was
calculated by using the mean field theory value with z = 4 and taking in to account
the series expansion correction for the kagome´ lattice[14, 158, 102]. This calculation
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obviously describes the material as a kagome´ lattice rather than as a pyrochlore lat-
tice. Ramirez defined a ratio f = |ΘCW |/TN as a rough measure of frustration[5], and
a value of f > 10 is generally considered to represent strong frustration in a system.
For clinoatacamite this value is f ≈ 30, indicative of the strong geometric frustration
that arises from a kagome´ lattice.
However, the coexistence of both kagome´ plane copper ions and out-of-plane ions
means that such a simple Curie-Weiss expression will not give an accurate calculation
for the value of J . The green line in this figure is a fit to a mean field calculation meant
to account for the variable coupling strengths. In this fit we fixed the value of the
magnetic coupling between an in-plane and an out-of-plane copper ion to be weakly
ferromagnetic, Jout−of−plane = -0.9 meV, in accordance with the superexchange angle
analysis presented previously. We then fit for the strength of the in-plane coupling
as well as the value of g for each of the two sites. When taking in to account the
correction for the classical kagome´ lattice[14], the returned fit value for Jin−plane was
18 ± 1 meV. This value is quite close to the average of the three values of Jin−plane
estimates in Table 4.2 determined from the Cu-O-Cu bridge angles. This consistency
is reassuring, and we assume that this is the superior estimate of the value of Jin−plane
than that found from just the simple Curie-Weiss fit. For the rest of this chapter we
will assume that J ≈ 18 meV. The fit value of g for the kagome´ plane copper sites
was 2.3, while that for the out-of-plane sites was somewhat smaller at 1.8.
The magnetization of a powder sample of clinoatacamite as a function of tem-
perature is shown in Fig. 4-1(a). The derivative of the magnetization with respect
to temperature reaches its largest magnitude at 6.2 K, which is thus defined as TN .
There is a transition at TN to a state with a net ferromagnetic moment that saturates
at roughly 0.06 µB/Cu. The magnetization as a function of applied field is shown
in Fig. 4-2(a). At temperatures below TN there is hysteresis with a net remanent
moment, Mr, at zero applied field and a small coercive field. At 4 K, the remanent
magnetization is close to 0.06 µB/Cu, as expected. In this measurement the coercive
field, Hc, is roughly 250 Oe. However, this measurement was performed on a poly-
crystalline sample made up of the large plates created in the synthesis reaction. A
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Figure 4-1: Magnetization and inverse susceptibility of clinoatacamite as a function
of temperature. (a) Magnetization at 500 Oe applied field. (b) Inverse susceptibility.
The red line is a Curie-Weiss fit over the range 300 - 400 K. The green line is a mean
field fit over the range 200 - 400 K as described in the text.
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similar measurement on a finely ground powder sample, so that all powder grains are
likely to contain a single magnetic domain, will result in value of Hc ≈ 700 Oe. At
temperatures above TN the magnetization shows no hysteresis and is roughly linear
with temperature. Although the magnetization is fairly linear, there is a definite kink
in the 8 K magnetization at H ∼ 13 kOe. This will be further investigated with AC
susceptibility.
The AC susceptibility of clinoatacamite was measured as a function of field for a
range of temperatures above TN ; the in-phase component, χ
′, of this measurement is
shown in Fig. 4-2(b). These measurements were performed with an AC field compo-
nent of 3 Oe oscillating at 500 Hz. At 8 K one sees a strong peak in χ′ at H ∼ 13
kOe; this is of course the same feature as the kink seen in the magnetization. Most
interestingly, as the temperature is increased, this feature shifts to higher magnetic
fields and also diminishes in intensity, becoming imperceptible at a temperature of
17 K or 18 K. This is of course interesting because 18 K is also the temperature
where muon oscillations start to develop, indicative of a static local moment. This
suggests that the kink in the susceptibility described here is due to the same local
moment. In measurements upon Fe Jarosite, it was shown that the ordered system
consisted of net canted moments (an umbrella-like structure) on kagome´ planes that
were stacked antiferromagnetically to result in no net spontaneous moment. However,
the application of a sufficient magnetic field could align the canted moments all along
the same direction. We suggest that a similar mechanism could result in this feature
in clinoatacamite. We will later propose that, upon cooling to 18 K, clinoatacamite
begins to feature two-dimensional (and possibly short ranged) order of the kagome´
plane spins. The application of a magnetic field could align the canted moments of
these planes, resulting in this feature in the susceptibility. The applied field would
be competing against thermal fluctuations to cause this alignment; at temperatures
above roughly 10 K the field at which this kink is seen is roughly linear in tempera-
ture. Since this two-dimensional order apparently disappears at 18 K, one would also
expect the intensity of this feature to diminish with increasing temperature, reaching
zero at around 18 K.
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Figure 4-2: Magnetization and AC susceptibility of clinoatacamite as a function of
field. (a) Magnetization measured at temperatures of 4 K, 6 K, 8 K, and 16 K. At
temperatures below TN , there is a net remanent moment and evidence of hysteresis.
At 4 K, Mr ≈ 0.06 µB/Cu and Hc ≈ 250 Oe. (b) AC susceptibility as a function of
field at several temperatures greater than TN . One can see a peak in this data that
diminishes in strength and shifts to higher fields as the temperature is increased. The
feature is no longer perceptible by 18 K.
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4.2.2 Specific Heat
The specific heat of Cu2(OH)3Cl has been measured in a Physical Properties Measure-
ment System in applied magnetic fields up to 140 kOe, and is displayed in Fig. 4-3(a).
The divergent specific heat at T ≈ 6 K confirms the presence of a phase transition
here. A fairly subtle shoulder at T ≈ 18 K has only weak field dependence. Also
shown in Fig. 4-3(a) is a purple line representing the estimated phonon contribution to
the specific heat. The lack of an isostructural nonmagnetic compound has prevented
us from performing a precise measurement of the phonon specific heat. However, this
estimate was made from a polynomial fit to the specific heat between 22 and 30 K.
Since there will be some magnetic contribution to the specific heat in this range we are
likely overestimating the phonon contribution, and thus slightly underestimating the
magnetic contribution to the specific heat. Still, this is the best estimate possible and
offers some information about the low temperature magnetic specific heat. Using this
estimate, the magnetic entropy released was calculated and is plotted in Fig. 4-3(b).
The magnetic entropy released in 0 field below the 6.2 K transition was found to be
only about 25% of kBln(2) per spin, in agreement with previous reports[170, 169].
Similarly, the entropy released at the 18 K feature is much weaker, less than 2% of
kBln(2) per spin. The total entropy released up to 30 K is roughly the same for the
measured magnetic fields up to 50 kOe. However the released entropy is significantly
suppressed for the measurements at 90 and 140 kOe. This is surprising, and must
imply that the additional entropy at these two fields is released at higher tempera-
tures, even though a temperature of 30 K is already larger than the Zeeman energy
in a field of 140 kOe. Thus, the fact that the specific heat data at these fields suggest
a lower released entropy potentially signifies a magnetic interaction with a strength
of roughly 1 meV, given that gµBH ≈ 1 meV for H = 90 kOe.
The specific heat behavior seen here is also similar the that seen in iron jarosite[158,
102]. In that system there is long range antiferromagnetic order below TN = 64.5 K
and short range chiral order above TN . In Fig. 4-4(a) we show the magnetic specific
heat of both systems. Again, the phonon contribution in clinoatacamite was esti-
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Figure 4-3: Specific heat and estimated magnetic entropy of clinoatacamite. (a)
Specific heat of clinoatacamite under applied fields up to 140 kOe. The purple line is
the estimated phonon contribution. (b) Calculated magnetic entropy released from
the data above.
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mated from a high temperature polynomial fit. The data are plotted against T/TN ,
and the y-axis is scaled as a factor of kBln(2S+1) per kagome´ plane spin. Although
KFe3(OH)6(SO4)2 has been shown to display 2D XY symmetry above TN , the system
has been analyzed as also exhibiting a 2D Ising symmetry which is predominately
apparent from the specific heat[125]. The similarities between the specific heat data
in these two systems is interesting because KFe3(OH)6(SO4)2 is known to be a highly
two dimensional system and has a transition driven in large part by a Dzyaloshinskii-
Moriya interaction. We might also take this similarity as a sign that clinoatacamite
might feature a canted ~q = 0 spin structure similar to that seen in KFe3(OH)6(SO4)2
in the ordered state.
Although far from exact, the divergence of the zero field specific heat of clinoat-
acamite near TN can be modelled roughly as a logarithmic divergence, similar to
KFe3(OH)6(SO4)2:
C(T ) ∼
[
−ln|1 − T
TN
| + ln(kBTN
2²
) − (1 + pi
4
)
]
(4.1)
This formula is the Onsager[176, 177, 178] solution for the specific heat of a 2D Ising
system near the transition temperature. Fig. 4-4(b) shows the clinoatacamite specific
heat fit to a logarithmic divergence both above and below TN . It is fit separately
for temperatures above and below TN , with the fit below running over temperatures
3 K < T < TN and the fit above over TN < T < 9 K. This is at least a rough
suggestion that the system might display 2D Ising symmetry. Using the Onsager so-
lution calculations relating the transition temperature to the Ising exchange constant,
²
kBTN
= −.5ln(√2 − 1), and scaling for spin-1/2 we would estimate that JIsing ≈ 1
meV. We will later see that this value is within a factor of order unity of our estimate
of the magnitude of the in-plane component of the Dzyaloshinskii-Moriya vector,
which could be responsible for the Ising behavior. This energy scale is also quite
close to that set by the field that is necessary to significantly suppress the 30 K en-
tropy as was shown in Fig. 4-3(b). In summary, the specific heat of clinoatacamite
features a sharp peak at TN and a smaller feature at 18 K. Comparison with data
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Figure 4-4: Comparison of the clinoatacamite magnetic specific heat with that of
Fe jarosite and a logarithmic divergence. (a) Specific heat of clinoatacamite and
Fe jarosite plotted against T/TN and scaled as kBln(2S+1) per kagome´ plane spin.
(b) Specific heat of clinoatacamite plotted with fits to a logarithmic divergence as
described in the text, with one fit each above and below TN
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from KFe3(OH)6(SO4)2 suggests that the 6.2 K ordering transition in clinoatacamite
is perhaps a transition to a state with a ~q = 0 magnetically ordered kagome´ plane
that is driven by a Dzyaloshinskii-Moriya interaction with an in-plane component of
order in magnitude 1 meV and which features 2D Ising critical fluctuations.
4.3 Neutron Scattering Measurements
4.3.1 Magnetic Bragg Peaks
Neutron scattering measurements were performed at the NIST Center for Neutron Re-
search (NCNR) on a deuterated powder sample of Cu2(OD)3Cl with mass of roughly
9.5 g. Elastic measurements on the sample were performed with the BT-7 thermal
triple-axis instrument with open-50′-40′-open collimations and Ef = 14.7 meV. A py-
rolytic graphite filter was placed before the sample to eliminate contamination from
higher order neutrons. Fig. 4-5(a) shows a scan through the low Q region of this
measurement. This clearly reveals peaks at Q ≈ 0.69 A˚−1 and Q ≈ 0.92 A˚−1 which
are present at 2 K but not at 25 K. These magnetic Bragg peaks likely correspond
respectively to the (0 0 1) and (0 1 0) positions. The temperature dependence of
the Q ≈ 0.69 A˚−1 peak is shown in Fig. 4-5(b). The magnetic intensity below TN
= 6.2 K can be modelled fairly well as ∼ (TN−T
TN
)2β. The fit shown only covers data
points at temperatures greater than 3 K, so as to capture the critical behavior near
the transition temperature. The fit parameters returned are TN = 6.0 ± 0.1 K and
2β = 0.28± 0.09. This value of β is fairly close to 1
8
, suggestive of a two dimensional
Ising interaction. There is no sign of magnetic Bragg peaks in a powder diffrac-
tion scan at 10 K. This is interesting given that µSR measurements suggest a static
moment between 6.2 and 18 K.
In Chapter 2, I described how polarized neutrons could be used to differentiate
magnetic scattering from other scattering[82]. The BT-2 thermal triple-axis spec-
trometer, with collimations of 60′-40′-40′-open and Ef = 14.7 meV, was used with a
Heusler monochrometer and analyzer to achieve complete polarization analysis of the
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Figure 4-5: Magnetic Bragg peaks in clinoatacamite. (a) Neutron powder diffraction
scans at T = 2 K and T = 25 K, showing the emergence of magnetic Bragg peaks at Q
≈ 0.69 A˚−1 and Q ≈ 0.92 A˚−1. (b) Temperature dependence of the magnetic intensity
at Q = 0.69 A˚−1. The bold line is a fit with critical exponent 2β = 0.28±0.09, showing
magnetic scattering intensity below TN .
106
scattering cross section. The cross sections for the spin-flip and non-spin-flip chan-
nels were measured in both a horizontal field (HF) and a vertical field (VF) for 2θ
scans through the magnetic Bragg peaks seen at Q ≈ 0.69 A˚−1 and Q ≈ 0.92 A˚−1.
As always, a horizontal field results in a neutron polarization parallel to ~Q while a
vertical field yields a neutron polarization perpendicular to ~Q. Thus in a horizontal
field all magnetic scattering is in the spin-flip channel while in a vertical field the
magnetic scattering is split evenly between the spin-flip and non-spin-flip channels.
The scans through Q = 0.69 A˚−1 are shown in Fig. 4-6. The spin-flip scattering
is shown in panel (a) while the non-spin-flip scattering is shown in panel (b). It is
immediately obvious that there is a higher background in the non-spin-flip channel
data; this is likely due to a combination of nuclear isotopic incoherent scattering and
differing transport efficiencies between the spin-flip and non-spin-flip channels. The
gaussian lines in Fig. 4-6 show estimates of the magnetic scattering intensity. Given
the low flux in a polarized scattering experiment, the possibility of a subtle structural
transition partially causing these peaks can not be conclusively ruled out. However,
this experiment certainly suggests that these peaks are magnetic in origin.
4.3.2 Inelastic Spectrum
We also used the SPINS cold triple-axis spectrometer at the NCNR to measure in-
elastic scattering intensities. The instrument was configured in 9-blade horizontally
focusing geometry with Ef = 5.0 meV and collimations of guide-80
′-radial-open, re-
sulting in an instrumental resolution of 0.14 meV (HWHM). A cold Be filter was
placed in the scattered beam to reduce higher order neutrons. The inelastic spectrum
at several temperatures, measured at Q = 0.60 A˚−1, is shown in Fig. 4-7(a). At T =
1.4 K the spectrum is gapped with a strong first magnetic mode at h¯ω ≈ 1.3 meV and
a second, much weaker peak at h¯ω ≈ 2.3 meV. The second peak is shown in greater
detail in Fig. 4-7(b). These inelastic peaks have a width, (HWHM) of 0.19 meV,
slightly greater than the instrumental resolution. There had been previous reports of
the inelastic peak at 1.3 meV[170] and of an inelastic peak at roughly 7 meV[172].
This is the first report of the small peak seen at 2.3 meV; the cold neutrons used here
107
13 14 15 16 17
55
60
65
70
50
55
60
65
 
 
In
te
ns
ity
 (c
ou
nt
s/
m
in
ut
e)
2  (degrees)
 VF
 HF
(b)
 
 
 
(a)
Figure 4-6: Polarized neutron scattering measurements at the magnetic Bragg peak in
clinoatacamite at Q ≈ 0.69 A˚−1. (a) Spin-flip scattering. (b) Non-spin-flip scattering.
The black squares represent a vertical guide field, while the red circles are a horizontal
guide field. The lines are estimates of the magnetic intensity.
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did not offer the range necessary to confirm the 7 meV peak. The inelastic peaks at
1.3 and 2.3 meV are apparently modes of the ordered state, as they disappear when
the system is warmed above the Ne´el temperature. The temperature dependence of
the scattering intensity at these two energy transfers, measured at Q = 0.60 A˚−1, is
shown in Fig. 4-8(a). It should be pointed out that these temperature dependences
were measured while remaining at the specified energy transfer; thus the resulting
data is not technically a true order parameter as any shift in the peak position will
affect the intensity measured. In fact, the inelastic scattering at 6 K, from Fig. 4-7(a),
shows that the position of this peak does in fact shift to lower energy at tempera-
tures very close to TN . However, this is still clear evidence that these peaks exist
only below the Ne´el temperature. This stands in contrast with the h¯ω ≈ 7 meV
mode described by S.-H. Lee, et al.[172] which extended up to T ≈ 20 K. Above TN
the scattering spectrum evolves into a broad quasielastic-like scattering. This broad
scattering remains up to temperatures of at least 20 K. The center position of the
first peak, located at h¯ω ≈ 1.3 meV at low temperatures, is shown in Fig. 4-8(b). For
temperatures above TN this center is defined as zero. The red line represents a fit
to an order parameter with critical exponent fixed to β = 0.14. The fit excludes the
first data point at T = 1.4 K because critical behavior will be most apparent near the
transition. The exponent here was fixed to be half the critical exponent 2β of 0.28
seen in the order parameter of the magnetic Bragg peaks (Fig. 4-5(b)), in keeping
with the knowledge that the gap in a spin wave spectrum should depend linearly on
the spin[101] and should thus have a critical exponent of β. It is admitted that the
very small number of data points in this fit means that the excellent agreement with
the fit is not surprising. But it does show that the spin wave gap critical behavior is
at least consistent with what one would expect for a 2D Ising system.
The Q dependence of the inelastic spectrum was measured with the SPINS spec-
trometer with collimation of guide-80′-80′-open and a 3-blade flat analyzer. Energy
scans through the h¯ω ≈ 1.3 meV peak were performed at T = 1.4 K. These scans at
several Q positions between 0.25 and 0.60 A˚−1 are shown in Fig. 4-9. There is a Q
dependent background due to contamination from the main beam at low 2θ angles,
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Figure 4-7: Inelastic neutron scattering spectrum of clinoatacamite. (a)Inelastic spec-
trum at Q = 0.60 A˚−1, measured at temperatures between 1.4 K and 20 K. (b) More
detailed view of the inelastic peak at h¯ω = 2.3 meV for temperatures between 1.4 K
and 7 K.
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Figure 4-8: Temperature dependence of the intensity and position of inelastic exci-
tations in clinoatacamite. (a) Relative magnetic intensity at h¯ω = 1.3 meV and h¯ω
= 2.3 meV, measured at Q = 0.60 A˚−1. (b) The center point of the first inelastic
peak as a function of temperature. Below 6 K the peak is at roughly 1.3 meV. At
temperatures above TN the peak has evolved into quasielastic-like scattering.
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Figure 4-9: Inelastic scans of the h¯ω ≈ 1.3 meV inelastic peak in clinoatacamite for
several values of Q. All taken at T = 1.4 K. At low Q the peak disperses to lower
energy.
but one can qualitatively see that as the value of Q is lowered below roughly 0.45
A˚−1 the peak shows weak dispersion to lower energy values. At Q = 0.25 A˚−1 the
peak appears to be considerably smaller in intensity as well. This data is consistent
with previous findings[170] that this excitation will be slightly dispersive, shifting to
lower energy at lower values of Q.
A more accurate Q dependence of the the intensity of the inelastic scattering
spectrum was measured making attempts to subtract out the background. These
results are shown in Fig. 4-10. The Q dependence of the integrated area of the Q ≈
1.3 meV peak is shown in Fig. 4-10(a). For this graph intensity was measured at seven
evenly spaced energy transfer positions between h¯ω = 1.0 and 1.6 meV, all measured
at T = 1.4 K. This is considered wide enough to capture the bulk of the integrated
intensity. Background was estimated from the scattering over a similar energy range
at T = 20 K. There will be some quasielastic scattering in this range at T = 20 K,
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but that is weak enough that we consider this to be an effective background. The
main beam background made it difficult to use this method at small Q, so this graph
does not show the Q dependence below Q = 0.40 A˚−1, but from the data in Fig. 4-9
I assume that the intensity of the peak will drop off at lower Q. The intensity of
this peak likewise falls below the squared Cu2+ form factor at values of Q greater
than roughly 0.80 A˚−1. This result is qualitatively similar to that reported by S.-H.
Lee, et al. which saw a maximum in this peak at roughly Q = 0.60 A˚−1. It should
be pointed out that S.-H. Lee, et al. measured this dependence while remaining at
a single energy transfer value, and therefore might underestimate the width of the
maximum in the Q dependence due to the shifting of the peak. A similar method has
been used to calculate the Q dependence of the quasielastic scattering seen above TN .
The scattering intensity was measured at h¯ω = 0.7 meV at both T = 1.4 and 20 K.
The 1.4 K data was used as background, as 0.7 meV is sufficiently far from the 1.3
meV peak. Thus the Q dependence of the intensity of quasielastic scattering at h¯ω =
0.7 meV and T = 20 K is determined and shown in Fig. 4-10(b). Once again there is
a maximum at around Q = 0.60 A˚−1. Above TN , clinoatacamite can be thought of as
just a distorted kagome´ lattice antiferromagnet, and thus might be expected to behave
similarly to herbertsmithite. In fact, the quasielastic-like spectrum of clinoatacamite
above TN is quite similar to the low lying continuum of inelastic excitations seen in
herbertsmithite. Thus, we might expect spin liquid behavior in clinoatacamite in this
temperature range. Because of this possibility, we fit the Q dependence of the 0.7
meV scattering at 10 K to the powder averaged structure factor for antiferromagnetic
dimer pairs[179]:
S(Q) = F 2(Q)
[
1− sin(Qd)
Qd
]
(4.2)
where F 2(Q) is the square of the Cu2+ form factor and d is the distance between
the spins of the dimer pairs: presumably the nearest-neighbor distance, about 3.4 A˚
in clinoatacamite. This fit is shown in green in Fig. 4-10(b). The fit value for d is
6.0 ± 0.1 A˚, which is a good deal larger than the nearest neighbor copper distance.
This might possibly be due to considerable weight coming from dimer pairs where the
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Figure 4-10: Q dependence of the intensity of inelastic scattering in clinoatacamite.
(a) Q dependence of the inelastic h¯ω ∼ 1.3 meV mode, measured at T = 1.4 K. (b)
Q dependence of quasielastic scattering at h¯ω = 0.7 meV and T = 10 K. The red
lines in both panels are the squared Cu2+ form factor. The green line is a fit to the
structure factor for antiferromagnetic dimers, with d = 6.0 ± 0.1 A˚.
paired spins are farther apart than nearest-neighbor spins. This Q dependence can
be taken as a hint that above TN clinoatacamite behaves like a spin liquid ground
state with singlet dimer pairs.
4.4 Spin Model
As was described earlier, magnetic Bragg peaks arise in this system below TN . This
allows us to develop a model for the spin arrangement in the magnetically ordered
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state. Neutron powder diffraction measurements showed magnetic Bragg peaks at
2 K. In Fig. 4-11, We show the difference between the powder diffraction data at 2
K and 10 K. In this graph, a three-point averaging was performed on the original
experimental data so that each point shown in the figure is the mean of the original
data point at that position and the data points immediately on either side. Admit-
tedly this step is unorthodox, but in this situation it is deemed prudent as this level
of smoothing is needed in order to visually identify weak magnetic scattering peaks.
The difference plot in Fig. 4-11 shows a background level clearly below zero. This
implies that the incoherent scattering will be higher at 10 K than at 2 K. This is
certainly expected as the disappearance of magnetic Bragg peaks will increase the
incoherent background. The two magnetic Bragg peaks mentioned earlier are clearly
apparent at 2θ values of around 15◦ and 20◦. This subtraction also allows us to see
magnetic scattering intensity at positions which are coincident with structural Bragg
peaks.
Recently, Ref. [172] reported a possible spin model for clinoatacamite. This model
suggested that clinoatacamite forms a valence bond liquid (VBL) state at high tem-
peratures which freezes into a valence bond solid (VBS) state when cooled to 18
K. This model suggests that the singlets in the VBS state form a collinear Ne´el
state when cooled below TN = 6.2 K[180]. Another recent model from the same
group[173] offered an alternative spin model in which the spins on both the in-plane
and out-of-plane sites were occupied by moments that order ferromagnetically along
the crystallographic b-axis and antiferromagnetically along the a and c-axes. We will
present a potential spin model that is quite different from either of the two suggested
above and will present details as to why our model is more likely. However, it needs
to be emphasized that experimental methods on clinoatacamite are limited due to
the fact that so far only powder samples have been studied. Given this fact it is
impossible to prove any spin model definitively. We stress that the model we present
is a strong candidate, but further experiments will be needed to truly understand the
system.
Our model was based on the fact that the Cu ions of the kagome´ plane are very
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Figure 4-11: Magnetic elastic neutron scattering in clinoatacamite, calculated by
the difference between neutron powder diffraction data at 2 K and 10 K. The data
has been smoothed as described in the text. The red line is the diffraction pattern
expected for the proposed spin model.
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weakly coupled to the out-of-plane Cu ions. Although, as was shown earlier, not all
the kagome´ plane bonds are estimated to be equal, we expect that the Cu ions in the
kagome´ plane should form an ordered state that is similar to that seen in most other
kagome´ systems: either a ~q = 0 state or a
√
3 × √3 state. We have found that the
~q = 0 state reproduces the observed diffraction pattern much better. We expect a
slight canting of the spins out of the kagome´ plane (by an angle we will refer to as η)
due to the in-plane Dzyaloshinskii-Moriya interaction; this could be partly responsible
for the net ferromagnetic moment seen below TN . In order to have a net moment the
canting must obviously be in the same direction for all kagome´ planes. This is different
from other kagome´ lattice systems such as KFe3(OH)6(SO4)2[158, 102] in which a weak
inter-plane coupling leads to alternation of the canting direction between planes for
low applied magnetic fields. However, the existence of the out-of-plane Cu ions in
clinoatacamite will lead to a very different inter-plane coupling which could result in
this net canting moment. If the kagome´ plane has ~q = 0 antiferromagnetic order, then
the order of the out-of-plane Cu will be needed to account for the magnetic Bragg
peaks at (0 0 1) and (0 1 0). The out-of-plane Cu ions themselves form triangular
planes. One simple spin arrangement that reproduces the (0 0 1) and (0 1 0) peaks
is one very similar to that proposed for all spins in Ref. [173]; these out-of-plane
moments are ordered in ferromagnetic chains along ~b, with adjacent chains having
parallel components along ~b and antiparallel components along the other directions.
We test this spin model by comparing the expected magnetic diffraction pattern
from this model to the difference between the 2 K and 10 K diffraction data, as shown
in Fig. 4-11. There are only two free parameters: the ordered moments on the kagome´
plane Cu sites and the triangular plane sites. The values of η and the projection of the
out-of-plane spins along~b are treated as functions of the ordered moments, determined
so that the values of the ordered moment both perpendicular to the kagome´ plane
and within the plane are consistent with measurements on a small single crystal of
zinc-paratacamite[181] and powder average to the result of 0.06 µB/Cu described
earlier. The ordered moment in the kagome´ plane is fit as 0.48± 0.02 µB/Cu, which
would suggest a quantum renormalization of the spin consistent with that seen in
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many other spin-1/2 frustrated systems. Such a strong spin renormalization could
also be seen as implying considerable spin fluctuations, which might responsible for
the depolarization seen in µSR measurements below TN . The ordered moment of the
triangular plane spins is fit to 1.07 ± 0.02µB/Cu, ordered in the pattern described
above. This larger value is not unexpected as the weaker bonds affecting these spins
would likely lead to less renormalization and thus a larger ordered moment. We
determine the width of the magnetic peaks from that of the nuclear peaks in the
diffraction pattern, with an increase in the width to account for the smoothing we
performed on the data. The scale factor between the scattering cross section and the
measured data was determined by normalizing to the nuclear Bragg peaks located at
Q = 1.15 A˚−1 (the (1 0 -1), (0 1 1) and equivalent peaks). The red line in Fig. 4-11
is the expected magnetic scattering for the above model, with a reduced χ2 of 2.22.
This calculation took into account the Lorentz factor for angle integrated intensity in
a powder sample as well as the Cu2+ form factor squared.
This proposed spin ordering model is shown in Fig. 4-12. It shows one unit
cell, with an arrow on each Cu ion representing the ordered moment at the site.
Clearly, the kagome´ plane features ~q = 0 order with a ferromagnetic canted moment.
The out-of-plane sites are have a net ferromagnetic moment parallel to ~b but are
antiferromagnetic in other directions. The direction and moment of every spin in this
model is listed in Table 4.3. The components of the ordered moments are listed in
units of µB. The ordered moment is 1.07 µB/Cu on the out-of-plane Cu1 sites and
0.48 µB/Cu on the kagome´ sites, Cu2 and Cu3. I have listed the moment in terms of
its projection along xˆ, yˆ, and zˆ where xˆ ‖ ~a, yˆ ‖ ~b, and zˆ is thus 9.673◦ away from
~c.
The inter-planar interaction could explain why the stacking of adjacent kagome´
planes is different from that seen in KFe3(OH)6(SO4)2. In that system the stacking
of the kagome´ planes is such that if a triangular plaquette on one plane features spins
which point all in (out) of the triangle, then the adjacent triangular plaquette which
is either directly above or below it will also have all of its spins point in (out). The
clinoatacamite diffraction data suggest that the magnetic unit cell is not enlarged
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Figure 4-12: Proposed spin model for clinoatacamite below TN . The magnetic unit
cell is not enlarged from the nuclear unit cell. The ordered moment for kagome´ plane
spins is 0.48 µB/Cu, while that for the out-of-plane spins is 1.07 µB/Cu.
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position(s) Sx Sy Sz
Cu1A (0.5, 0, 0) 0.9783 0.4000 0.1667
Cu1B (0, 0.5, 0.5) -0.9783 0.4000 -0.1667
Cu2 (0, 0, 0) 0.3320 0.0000 -.0.3466
(0.5, 0.5, 0.5)
Cu3A (0.2396, 0.7358, 0.7523) -0.1356 0.4151 0.1993
(0.7604 , 0.2642 , 0.2477)
Cu3B (0.2604, 0.2358, 0.7477) -0.1356 -0.4151 0.1993
(0.7396, 0.7642, 0.2523)
Table 4.3: Moment direction for proposed spin model below TN . The spin components
are given in units of µB. The ordered moment is 1.07 µB/Cu on the out-of-plane Cu1
sites and 0.48 µB/Cu on the kagome´ sites, Cu2 and Cu3.
from the structural unit cell. This implies a stacking in which a triangular plaquette
with all spins pointing in (out) will be directly above or below a plaquette with all
spins pointing out (in). The analysis of spin waves that will follow focuses only on
spin waves within the kagome´ planes; thus this difference in stacking will not seriously
affect comparisons of clinoatacamite to KFe3(OH)6(SO4)2.
No temperature hysteresis is seen in any magnetization measurement of this sam-
ple, suggesting a second-order transition at TN . Using Landau’s theory of the symme-
try of phase transitions, we would expect the ordered state to maintain the symmetry
of the paramagnetic phase and thus display ordered moments describable by one of
the allowable irreducible representations of P21/n symmetry with propagation vector
~0. The model presented in Ref. [173] contained spins in a single irreducible repre-
sentation. We have instead proposed a model in which the kagome´ plane spins are
ordered in one irreducible representation, while the out-of-plane spins are in a differ-
ent irreducible representation (the same as that for all spins in Ref. [173]). This would
be allowed if the two sets of spins ordered independently at different temperatures;
we will suggest just such a model.
Having presented our model spin order for T < TN , we will now discuss the
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expected state of the system at temperatures below 18 K, and the advantages of this
spin model. One of the more intriguing properties of clinoatacamite is the nature of
the two apparent transition temperatures: 6.2 K and 18 K. In this suggested model,
at roughly 18 K we expect to see a 2D order with a fairly small ordered moment form
within the kagome´ planes. This 2D order is assumed to be responsible for the static
moment that causes muon oscillations for temperatures below 18 K. However, there
would be no correlation between adjacent kagome´ planes. This would account for the
small change in entropy seen at 18 K. As the weak ordered moment forms one could
also see the slight feature in susceptibility at 18 K that was mentioned previously.
This two-dimensional order would lead to rods of scattering intensity in Q space. In
neutron scattering studies of powder samples, such as we have performed, these rods
would be averaged out over spheres in Q space and magnetic Bragg peaks might not
be measurable. Similarly, if this order was short range in nature we would not see
well identified spin wave modes in the inelastic spectrum. When the sample is further
cooled to TN = 6.2 K, we expect a 2D Ising order of the hexagonal plane copper
ions, which would also cause three-dimensional long range order to lock in on the
kagome´ planes. This will lead to considerable entropy being released, as is seen in
the .25kBln(2) released here as determined from the specific heat. In fact, the fact
that the released entropy is roughly one quarter of the total does suggest that the
out-of-plane copper sites, which consist of one quarter of all copper ions, might be
primarily responsible for the ordering here. Although it also must be pointed out
that if 2D ordered planes were to lock into 3D order a considerable entropy would
be released from these planes, such that it is not at all clear that this entropy arises
primarily form the out-of-plane spins. This three-dimensional order will align the net
moment on all the kagome´ planes, giving part of the net ferromagnetism seen below
TN . Ref. [172] suggested that as the Zn concentration x in the compound family
ZnxCu4−x(OH)6Cl2 is increased, the signature seen at 18 K in clinoatacamite will
decrease in temperature. This might seem in opposition to the suggested model of
this paragraph, in that the relative concentrations of Zn and Cu on the out-of-plane
site might be expected to have little effect on a two dimensional ordering transition
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within the kagome´ planes. However, the substitution of Zn with Cu is known to lead
to the monoclinic crystal distortion at x = 0.33. In zinc-paratacamite samples with
x ¿ 0.33 there will be local or dynamic Jahn-Teller distortions around out-of-plane
copper ions. It is certainly possible that the distortions caused by further increasing
the Cu concentration could enable kagome´ plane order at higher temperatures.
As stressed earlier, current measurements are not conclusive enough to determine
the exact spin orientation of clinoatacamite in the ordered state. However, there
are several reasons why the model presented above is a strong candidate. First, as
was shown in Fig. 4-11, this proposed spin model reproduces the measured magnetic
scattering intensity up to Q = 2 A˚−1 quite well. Secondly, it recognizes that the
kagome´ plane copper ions are coupled very weakly to the out-of-plane ions, and that
the bond strengths within the kagome´ are comparable. Thus this portion of the lattice
is treated as a kagome´ lattice antiferromagnet an is expected to have ~q = 0 order.
This is sharply different from either of the other proposed models in which the order
on the kagome´ plane is either collinear[172] or very similar to that on the out-of-plane
sites[173]. Thirdly, it offers a decent explanation for the muon oscillations[169, 171]
seen in the temperature range between 6.2 and 18 K. We consider the ability to
explain muon oscillations to be a considerable advantage of this model over those
that suggested a VBL state on the kagome´ planes at temperatures between 6.2 and
18 K[172, 180]. The singlets in a VBL state are non-magnetic, which makes it highly
unlikely that such a state could result in a uniform field at muon sites such as would
be necessary to result in the observed oscillations.
4.5 Dzyaloshinskii-Moriya Interaction
The Dzyaloshinskii-Moriya (DM) interaction[121, 122, 123] is an anisotropic superex-
change interaction that is expected to be present in magnetic systems in which there
is no inversion center between magnetic sites, and was described in Chapter 3. This
interaction is known to have significant impact upon the low-temperature behavior
of kagome´ lattice antiferromagnets[126, 182]. A model including a DM interaction
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has been extremely successful in explaining the spin wave spectrum of the S=5/2
kagome´ lattice antiferromagnet KFe3(OH)6(SO4)2[102, 101], and the DM interaction
has been offered as a promising explanation for the unusual low temperature suscep-
tibility seen in the S=1/2 kagome´ lattice antiferromagnet ZnCu3(OH)6Cl2[183, 182].
The DM interaction is of the form ~D · (~S1 × ~S2), so that the total Hamiltonian of a
Heisenberg Model system with a DM interaction is:
Hˆ = ∑
<ij>
[
J ~Si · ~Sj + ~Dij · (~Si × ~Sj)
]
(4.3)
where
∑
<ij> is a summation over pairs of nearest neighbor magnetic ions and ~Dij
is the DM vector for the bond connecting ions i and j. Moriya[123] worked out
a set of five rules that determine the allowed axis for DM vectors based upon the
lattice symmetry, as was depicted for a kagome´ lattice in Chapter 3. The DM vector
consists of a planar component, Dp that points toward or away from the center of
the triangle,and an out of plane component, ~Dz. Furthermore, for a perfect kagome´
lattice consisting of only the magnetic ions ~D must be perpendicular to the kagome´
plane because the kagome´ plane would itself be a mirror plane. When the presence
of other atoms, such as the oxygen atoms in the superexchange bridges, break this
mirror plane symmetry a nonzero ~Dp is allowed.
Here we will describe the two inelastic modes of clinoatacamite measured in in-
elastic neutron scattering experiments as spin waves of a ~q = 0 ordered kagome´
lattice with a Dzyaloshinskii-Moriya interaction. This description is influenced by
the spin wave calculations performed for the S=5/2 kagome´ lattice antiferromagnet
KFe3(OH)6(SO4)2[102, 101] (Fe jarosite). One of the hallmarks of a long range or-
dered kagome´ lattice is the presence of a zero energy mode due to the exceptional
degeneracy of the ordered classical state. It was shown[102, 101] that a DM interac-
tion can lift this zero energy mode to a finite value that can be measured via inelastic
neutron scattering. We associate the h¯ω ≈ 1.3 meV inelastic mode seen in clinoat-
acamite at T < TN with the lifted zero energy mode expected in a kagome´ lattice
antiferromagnet with a DM interaction. We make this assumption primarily because
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the h¯ω ≈ 1.3 meV peak is fairly strong even in a powder sample; thus it seems appro-
priate to associate this with a relatively nondispersive mode. This is consistent with
the data shown in Fig. 4-9, where we showed that this peak is only weakly dispersive.
The 2.3 meV peak seen in clinoatacamite is thus associated with one of the dispersive
spin wave modes at the zone center. We assume that this is the energy near the
zone center due to the fact that 2.3 meV is much smaller than J , which is roughly
comparable to the energy of the dispersive spin wave modes at the zone edge. It
was seen in Fe jarosite[102] that the intensity of the dispersive spin wave modes was
strongest near the zone center; however, these modes had a higher density of states
near the zone edges which led to a peak in powder data roughly comparable to the
spin wave energy at the zone edge. It is unclear what effect these factors, intensity
and density of states, will have in clinoatacamite, but we believe that the h¯ω ≈ 2.3
meV peak is best associated with the zone center. We do not attempt to explain the
h¯ω ≈ 7 meV peak recently reported in Ref. [172] as this energy mode is reported as
persisting at temperatures above TN and is thus likely not related to spin waves in
the ordered state.
Spin wave calculations for a kagome´ lattice antiferromagnet with a DM interac-
tion predict[102, 101] that at the zone center there will be two gaps. One of them,
which will include the nondispersive lifted zero energy mode, will occur at roughly
ω/S = [3D2p + 18D
2
z − 6
√
3Dz J ]
1/2. The second gap, to a dispersive mode, will be
at ω/S =
√
12Dp. We set these values to be equal to 1.3 and 2.3 meV, respectively,
and assume that J = 18 meV from the mean-field adjusted Curie-Weiss fit. We also
assume that S = 0.24 from the ordered moment estimated for the kagome´ plane spins
from the powder neutron diffraction data. From these numbers one can estimate that
Dp = 2.8 meV while Dz = -.03 meV. It should be noted that we are following the sign
conventions of Matan et al.[102] and Yildirim and Harris[101]. In this convention a
value of Dz < 0 selects an ordered state with ~q = 0 uniform positive chirality. Other
references use the opposite sign convention[126]. These values give a total magnitude
for the DM vector of | ~D| ∼ J/6 which is in fairly close agreement with the results
of Fe jarosite. However the ratio |Dz|/Dp is exceptionally small for this estimate of
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the DM vector in clinoatacamite. This is actually not surprising. As was mentioned
earlier, if the kagome´ plane were a mirror plane then Dp would necessarily be zero.
There is a general trend that the greater tilt angles of the Cu-O-Cu pathway away
from the kagome´ plane lead to greater values of Dp as the lack of mirror plane sym-
metry becomes more pronounced. In clinoatacamite, the presence of ferromagnetic
coupling to the out-of-plane copper ions offers a dramatic breaking of the mirror plane
symmetry even though the ferromagnetic coupling is relatively weak. Hence it is not
surprising to find a value of |Dz|/Dp ¿ 1. Above we have suggested that the DM
vector in clinoatacamite has a strength such that D/J ∼ 0.15. Moriya[123] estimated
a rough value of the DM vector as D ∼ (∆g/g)J . Given that the mean-field adjusted
Curie-Weiss fit suggested that the g-value for the in-plane Cu ions was 2.3, one would
predict D ∼ 2.3 meV, not far off from our estimate of 2.8 meV.
The values for the DM vector that were estimated above are also interesting in
light of both the weak ferromagnetic moment seen below TN and the observation of
critical behavior that suggests 2D Ising symmetry. A Dp component in the DM vector
acts as an effective easy-axis anisotropy, while a Dz component acts as an easy-plane
anisotropy. In Fe jarosite |Dz| ≈ |Dp| and the system shows 2D XY symmetry. In
clinoatacamite, where |Dp| À |Dz|, one would expect the DM interaction to lead to
Ising symmetry. The ferromagnetic moment in clinoatacamite is possibly related to
the canting caused by the DM vector. In a kagome´ lattice where Dz < 0 selects a state
with uniform positive chirality, a nonzero value of Dp will cause an “umbrella-like”
canting of all spins slightly out of the kagome´ plane. This canting angle, η, can be
derived through the formula[126]:
tan(2η) =
2Dp√
3J + |Dz|
(4.4)
This gives us a canting angle of roughly 5.1◦. This is not that different from the
estimate of η = 3.2◦ that was used in the spin model.
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4.6 Summary and Discussion
In summary, clinoatacamite[162], Cu2(OH)3Cl, is a three-dimensional frustrated mag-
net. It features a monoclinic unit cell with P21/n space group. Spin-
1
2
Cu2+ ions are
arranged on a distorted pyrochlore lattice, however an analysis of the Cu-O-Cu angles
of the super-exchange pathways demonstrates that this material is better thought of
as a distorted kagome´ lattice antiferromagnet with weak ferromagnetic inter-planar
magnetic coupling. We estimate the strength of the in-plane magnetic coupling to be
Jin−plane ≈ 18 meV, while the ferromagnetic coupling between an in-plane copper ion
and an out-of-plane ion is estimated as Jout−of−plane ≈ -0.9 meV. At TN ≈ 6.2 K the
system undergoes a transition to a long range magnetically ordered state with a weak
net ferromagnetic moment. µSR measurements show evidence of muon oscillation at
temperatures between 6.2 K and 18 K, suggesting the presence of some type of local
static moment in this temperature range.
Specific heat measurements display a sharp feature at the 6.2 K transition as well
as a subtle shoulder at 18 K. The magnetic entropy released at the 6.2 K is no more
than 25% of kBln(2) per spin, suggesting significant spin correlations persist above
this temperature. The specific heat behavior near TN can be modelled roughly as the
logarithmic divergence expected from a system with 2D Ising critical fluctuations.
Inelastic neutron scattering measurements find magnetic Bragg peaks at positions in
Q space corresponding to the (0 0 1) and (0 1 0) and equivalent Bragg positions. The
temperature dependence of these peaks shows a critical exponent consistent with that
expected for a 2D Ising system. Inelastic neutron scattering measurements find the
presence of two inelastic modes, at h¯ω ≈ 1.3 meV and 2.3 meV at temperatures be-
low TN . At higher temperatures they evolve into a broad quasielastic-like scattering
spectrum. At temperatures above TN , it is possible that the magnetic behavior of
clinoatacamite has similarities to that of the related kagome´ lattice material herbert-
smithite. The broad quasielastic-like scattering seen here is similar to the inelastic
spectrum of herbertsmithite, with little temperature dependence seen in the positive
energy transfer scattering[172].
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It has been suggested[172] that above 18 K clinoatacamite features a resonating
valence bond spin liquid state. In this proposal, this state becomes a valence bond
solid upon cooling below 18K, and a Ne´el ordered state coexisting with a VBS below
TN This has led to suggestions[180, 184] that members of the zinc-paratacamite fam-
ily, ZnxCu4−x(OH)6Cl2 with larger values of x might also display valence bond solid
ground states. A VBS state is an interesting possibility that must be considered given
the likely difference in nearest-neighbor bond strengths arising because of the lattice
structural distortion. However, we feel that a complete consideration of all the data
available on this material strongly suggests against this possibility. Most obviously,
µSR measurements show the presence of muon oscillations in the temperature range
between 6 and 18 K. Nonmagnetic singlets, as would be present in a VBS state, could
not produce the local static moment needed to explain these oscillations. Similarly,
although one can slightly see a feature in the derivative of the bulk magnetic suscep-
tibility at T ∼ 18 K, there is no drop in magnetization indicative of freezing into spin
singlets. Ref. [172] has also reported an inelastic excitation at 7 meV that persists
to T ≈ 18 K. This mode has a Q dependence that can be modelled by the antiferro-
magnetic dimer structure factor, Eq. 4.2, with d equal to the copper nearest-neighbor
distance. This possibly suggests the presence of a spin liquid-like state in this tem-
perature range; this is similar to the Q dependence we describe here for the inelastic
scattering at 0.7 meV at 10 K, but the fit in Ref. [172] gives a much smaller value
for d. If this excitation is from a singlet excitation, as is suggested in Ref. [172], the
singlet could possibly coexist with short range two-dimensional order which we have
proposed in the intermediate temperature range 6.2 ≤ T ≤ 18 K. This excitation
persists below TN , and it is unclear how or whether a singlet excitation could coexist
with long range Ne´el order. If this excitation is instead some type of spin wave, the
fact that it persists above TN means that the mode must be related to the type of
two-dimensional order we suggest as being present in the intermediate temperature
range.
We have also proposed a possible model to describe the orientation of ordered
spin moments below TN . This model consists of ~q = 0 antiferromagnetic order of the
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kagome´ plane spins with a weak canted moment and an ordered moment of roughly
half the total spin value. The out-of-plane spins are ordered strongly, with the full
moment ordered, and a net moment along the crystallographic b-axis that results
in the 0.06 µB/Cu magnetization seen in the powder magnetization below TN . We
suggest that the inelastic scattering modes at roughly 1.3 and 2.3 meV below TN are
the zone center spin wave gaps of an ordered kagome´ lattice antiferromagnet with a
Dzyaloshinskii-Moriya interaction. This analysis suggests a DM vector with Dp =
2.8 meV and Dz = -0.03 meV. The large value of Dp is associated with the Ising
behavior seen in critical fluctuations around TN . We suggest that muon oscillations
seen in the intermediate temperature range are sensitive to the static moments of
two-dimensional order on the kagome´ planes that exists in this temperature range.
This order is only 2D, with no correlations between different planes.
A recent report[173] measured properties of clinoatacamite in applied magnetic
fields. This paper suggested a spin ordering below TN in which all copper ions, both
those on the kagome´ plane and those out-of-plane, ordered in the same way: in a
single irreducible representation of the symmetry which is ferromagnetic along the
b-axis and antiferromagnetic along the a and c-axes. We feel that this model in-
sufficiently takes into account the considerable differences in magnetic environment
between the (out-of-plane) Cu1 sites and the (in-plane) Cu2 and Cu3 sites. The ap-
plication of a large enough magnetic field (roughly 50 kOe) causes a change in the
magnetic diffraction pattern, with a shift in intensity from the zero field magnetic
Bragg peaks into the (1 0 -1) peak. Similarly, there are significant changes in the in
the inelastic mode at 1.3 meV. These changes are not unexpected, as the application
of a strong magnetic field should change the ordered structure, and thus the spin
waves, of an antiferromagnet. Interestingly, the 7 meV inelastic peak is also seen
to split in a large magnetic field. Ref. [173] identified the 7 meV peak as the van
Hove singularity of zone boundary excitations. The inelastic data was described as
arising from spin waves from a Hamiltonian with three different values of the nearest
neighbor exchange interaction (2.8, 3.7, and 8.0 meV) and a single ion anisotropy. Al-
though such a model well describes the inelastic spectrum, we feel that such exchange
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constants are unrealistic given the lattice. The distortion will almost certainly lead
to differing nearest-neighbor exchange constants in the kagome´ plane, as we showed
in Table 4.2. However, the differences in the superexchange pathways caused by the
crystal distortion are likely not sufficient to result in anisotropy as great as suggested
by Ref. [173]. Similarly, the overall average value of the exchange constant (∼ 5 meV)
is too small to be consistent either with the Cu-O-Cu angle in the super-exchange
pathway or the fit to the high temperature susceptibility data.
We feel that clinoatacamite is best described as a distorted spin-1
2
kagome´ lattice
antiferromagnet with weak inter-plane coupling. Given this nature, we expect that
below TN the kagome´ planes will order in a ~q = 0 structure, as is common to other
kagome´ lattice systems. We propose that a Dzyaloshinskii-Moriya interaction with
Dp = 2.8 meV is involved in the ordering transition, and leads to a 2D Ising symmetry
of critical fluctuations around TN . Above TN , we suggest that clinoatacamite supports
two-dimensional short range order on the kagome´ planes. This order might coexist
with a spin liquid-like state similar to the low temperature state of herbertsmithite.
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Chapter 5
The Ground State of
Herbertsmithite
Despite heavy theoretical interest[140], experimental studies on the spin-1
2
kagome´
lattice antiferromagnet have long been hampered by the difficulty in synthesizing
such materials. Herbertsmithite[166], ZnCu3(OH)6Cl2, is the first structurally perfect
spin-1
2
kagome´ lattice antiferromagnet. Powder samples were synthesized as described
in Chapter 3[166, 159, 167], with structure confirmed by single crystal X-ray and
powder neutron diffraction. Chemical analysis was performed which confirmed the
concentration of metallic ions to be 3.00 ± 0.04 Cu ions and 1.00 ± 0.04 Zn ions per
formula unit.
5.1 Thermodynamic Measurements
5.1.1 Susceptibility and Magnetization
The susceptibility of a powder sample of herbertsmithite, measured down to 1.8 K
at 500 Oe applied field, is shown in Fig. 5-1(a). There is no sign of any magnetic
transition. The susceptibility rises considerably at lower temperatures; at first glance
this behavior suggests a Curie tail such as would result from free paramagnetic im-
purities, of a number that would be comparable to ∼ 7% of the copper ions in the
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Figure 5-1: Susceptibility and inverse susceptibility of herbertsmithite as a function
of temperature. (a) Susceptibility, measured at 500 Oe applied field. (b) Inverse
susceptibility. The red line is a Curie-Weiss fit over the range 150 - 400 K.
material assuming the impurities are likewise spin-1
2
. However, this behavior is also
similar to that found for the frustrated spin-1
2
nuclear moments of 3He adsorbed onto
graphite, where the susceptibility increases with decreasing temperature down to T ∼
J/300[185] despite expectations that this system should display a spin gap[186, 187].
The inverse susceptibility is shown in Fig. 5-1(b), with a Curie-Weiss temperature of
-300 ± 20 K. Using the series expansion correction for a classical kagome´ lattice[14],
the antiferromagnetic exchange interaction is estimated to be J ≈ 17 meV with a
g-value of g ≈ 2.3 - 2.4.
The magnetization of a powder sample of herbertsmithite was measured over a
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Figure 5-2: Magnetization of herbertsmithite as a function of field, at several tem-
peratures and fields up to 140 kOe.
range of temperatures and at fields up to 140 kOe. This data is shown in Fig. 5-
2. The magnetic moment of the material is only ∼ 13% of saturation even at 1.8
K and 140 kOe, demonstrating the strong antiferromagnetic interaction at play. At
high temperatures the magnetization is linear with field, as is the case for a classical
antiferromagnet. At lower temperatures the magnetization shows a constantly dimin-
ishing derivative, with a shape that is somewhat reminiscent of a Brillouin function.
The susceptibility of herbertsmithite was also measured at the National High
Magnetic Field Laboratory (NHMFL), using an AC susceptometer insert in super-
conducting magnets with a maximum field of 180 kOe. Measurements were first taken
with a dilution refrigerator insert that offered a possible temperature range of roughly
50 - 700 mK. These measurements were taken at a frequency of 654.2 Hz and an ap-
plied AC peak-to-peak voltage of 0.7 V. A later measurement at the NHMFL used a
3He refrigerator insert to bridge the gap in temperature range between the dilution
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refrigerator experiment and 1.8 K. The in-phase signal from measurements taken at
50 mK, 320 mK, and 705 mK are shown in Fig. 5-3. Panel (a) shows the AC suscep-
tibility at 50 mK up to 180 kOe. There is a small hump in the data at roughly µ0H
≈ 10 T. However this feature does not change with temperature when measured with
the dilution refrigerator insert and is not visible above noise in the higher tempera-
ture measurements. Thus it is not clear if this represents an intrinsic feature to the
system or if it is spurious behavior coming from the dilution refrigerator insert. There
is another peak in the susceptibility at µ0H ≈ 2 T. The temperature dependence of
this feature is shown Fig. 5-3(b). This peak has become indistinguishable by 705 mK,
suggesting the presence of a low temperature energy scale of order J/150. This is
interesting in light of predictions of a spin gap of J/20 for the spin-1
2
kagome´ lattice
antiferromagnet. Also, we will soon show that, at temperatures less than ∼ 500 mK,
an applied field of µ0H will considerable suppress the low temperature specific heat,
while lower applied fields will not. If these phenomena are related, it is apparent that
this ∼ 2 T energy scale is apparent only at very low temperatures.
The inset to Fig. 5-3(a) shows the low field behavior of χ′AC . The limit of this
behavior as H → 0 will be proportional to the DC susceptibility. Thus, using the
measurements in a 3He fridge for normalization of the absolute scale of measurements
taken at NHMFL in a dilution refrigerator, the susceptibility of herbertsmithite can be
estimated over the temperature range 50 mK to 400 K. This is shown on a log-log scale
in Fig. 5-4. The susceptibility increases monotonically with decreasing temperature
over the full temperature range, displaying effectively gapless behavior down to 50
mK. However, the increase in susceptibility below 1 K is far less than would be
expected from a free moment, demonstrating that this behavior must come from
some interacting system. Also, µSR measurements[188] show that the temperature
dependence of the muon Knight shift and transverse relaxation rate have temperature
dependences that closely mirror that of the susceptibility shown here. Since muons are
a local, rather than bulk probe, this is another hint that the temperature dependence
seen here is intrinsic to the system.
AC susceptibility is also shown in Fig. 5-5, with panel (a) showing susceptibility
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Figure 5-3: AC susceptibility of herbertsmithite at dilution refrigerator temperatures.
(a) 50 mK AC susceptibility measured up to µ0H = 18 T. Inset: Low field suscepti-
bility as several temperatures, showing monotonic rise in χ(H = 0) with decreasing
temperature. (b) Detail showing low temperature feature in the susceptibility at µ0H
≈ 2 T.
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Figure 5-4: Estimated susceptibility of herbertsmithite on a log-log scale. Suscepti-
bility rises monotonically with decreasing temperature down to 50 mK.
as a function of temperature and panel (b) showing susceptibility as a function of
field for temperatures up to 7 K. The susceptibility data in panel (a) at high applied
fields show broad maxima in temperature. It can be shown that the temperature
dependence of χ′AC for a free spin-
1
2
moment in a field will have a relative maximum
at a value of kBT = 1.297gµB
1
2
H; this relation fairly closely describes the positions
of the relative maxima seen here. Thus, although the data shown here do not match
expectations for a Brillouin function at low temperature, the temperature maxima
under high applied fields do closely match the Brillouin behavior. This suggests the
presence of magnetic excitations that are of nearly zero energy that shift to higher
energy under an applied field similar to a free spin-1
2
moment. The data shown in
panel (b) is equivalent to the derivative with respect to field of the magnetization
data shown in Fig. 5-2. Since a measurement taken at 654 Hz produces results
equivalent to a DC measurement we can conclude that any dynamics of the system
happen at much higher frequencies. This precludes the slowing of dynamics as one
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Figure 5-5: AC susceptibility of herbertsmithite, measured over a wide range of tem-
peratures and fields. (a) AC susceptibility vs. temperature, measured at 100 Hz with
a 17 Oe AC field. (b) AC susceptibility vs. field, measured at 654 Hz with a 0.5 Oe
AC field.
would expect in a spin glass or any system with spin freezing. In summary, the low
temperature susceptibility is very similar to the Brillouin behavior that would be
expected from a ∼7% paramagnetic spin-1
2
impurity in the system. However there
are multiple deviations from Brillouin behavior, sometimes subtle, demonstrating
that truly free spins could not be responsible. Whether this behavior is from weakly
coupled impurities or a low energy spin-1
2
excitation intrinsic to the kagome´ lattice
system is still a matter of some debate.
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5.1.2 Specific Heat
The specific heat of herbertsmithite is shown in Fig. 5-6. Panel (a) shows the specific
heat below 4 K for fields up to 140 kOe, while panel (b) shows the zero field specific
heat up to 30 K. For temperatures higher than a few Kelvin, the lattice phonon
contribution to the specific heat will be significant if not dominant. Unfortunately, the
difficulty in synthesizing an isostructural nonmagnetic compound makes it impossible
to subtract the lattice contribution precisely. However, at temperatures below ∼ 5
K the specific heat is dramatically affected by the application of a magnetic field,
confirming that it is primarily magnetic in origin. The fact that fields of only tens
of kOe have such an effect on the specific heat is further evidence of low energy
magnetic excitations. Just as in the susceptibility data there is no signature of a spin
gap; a spin gap to the first magnetic excitation with singlet excitations below the gap
would represent itself as a field independence to the low temperature specific heat
for small fields[144]. However, the shift of intensity with increasing field is somewhat
reminiscent of the specific heat data seen in the organic kagome´ lattice material
[Cu3(titmb)2(OCOCH3)6]·H20[189]. In that system, a lower temperature peak in the
specific heat that shifted with applied field was at first associated with a dimerized
system with a very small gap from the singlet to triplet state. As a rough measure
of the magnetic entropy released, the specific heat measured at 140 kOe is treated
as a background and subtracted from the zero field data. This estimated magnetic
specific heat corresponds to a release of only 5% of the kBln(2) per spin total magnetic
entropy in the system when integrated up to 3 K. Partly, this reflects the fact that
significant spin correlations extend up to much higher temperatures. However, it is
also possible that there is some residual spin entropy even at T = 0, as exists in
disordered systems such as spin ice[190].
Additional specific heat measurements at zero field and temperatures down to 106
mK were performed at the NHMFL using a specially designed calorimeter[191]. The
combined low temperature data is shown in Fig. 5-7. At temperatures below 1 K the
specific heat appears to be governed by a power law with an exponent less than or
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Figure 5-6: The specific heat of herbertsmithite. (a) Specific heat below 4 K in a
variety of fields. (b) Zero field specific heat up to 30 K.
139
equal to 1. We have fit the low temperature data to C = γTα, though the exponent
α is very sensitive to the fit range chosen. The blue line in Fig. 5-7 is a linear fit with
α = 1 over the temperature range 106 mK < T < 400 mK. The coefficient γ for
that fit, comparable to the Sommerfeld coefficient in the specific heat of a metal, is
240 ± 20 mJ/K2 Cu mole. The red line in the figure is a power law fit with exponent
α = 2
3
over the temperature range 106 mK < T < 600 mK. Extending the fit range
to higher temperatures can yield α values as low as 0.5.
A linear specific heat would be very unusual for an insulator, and perhaps suggests
a Fermi surface of some type. One hallmark of the quantum spin liquid in two dimen-
sions is the existence of deconfined spinon excitations. A rich variety of spin liquid
states have been theoretically proposed in which spinon excitations can be described
as bosons[108, 147, 192, 193], fermions[51, 55], or even as Dirac fermions[156, 194].
Several of these theories are based on triangular lattice Hamiltonian and might not
have clear extensions to the kagome´ lattice, but the point stands that deconfined
spinons with several classes of quantum statistics could potentially be supported by
a kagome´ lattice spin liquid. Fermionic spinons could lead to a linear specific heat
like the one seen in herbertsmithite for very low temperatures. Similarly, the sugges-
tion here of a specific heat ∼ T 23 also matches the prediction for a particular type
of spin liquid[55]. Magnon excitations in an ordered two-dimensional antiferromag-
net would feature a specific heat contribution proportional to T 2. The kagome´-like
compound SrCr8−xGa4+xO19 (SCGO)[195] and other 2D frustrated magnets[196] are
also observed to have C ∼ T 2 even in the absence of long range order[143, 142].
The specific heat of herbertsmithite below 1 K does not seem to have a significant T 2
contribution, but it is possible that at higher temperatures there is a T 2 contribution
to the specific heat that is only weakly field dependent and thus cannot be separated
from the phonon contribution. That could be evidence of a Dirac spin liquid[156].
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Figure 5-7: The low temperature zero field specific heat of herbertsmithite. The blue
line is a linear fit; the red line is a fit to a power law with exponent 2
3
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5.2 Neutron Scattering Measurements
Neutron scattering experiments were carried out on a deuterated powder sample of
herbertsmithite, ZnCu3(OD)6Cl2. An elastic neutron powder diffraction scan is shown
in Fig. 5-8. This scan was taken on the SPINS spectrometer, at Ef = 5.0 meV and
with collimations of guide-80′-80′-open and beryllium filters both before and after
the sample to cut down on higher order neutrons. The spectrometer was configured
with a 3-blade flat analyzer. Scans are shown over a wide range of Q values. There
is no sign of magnetic Bragg peaks or any other type of magnetic order. A similar
experiment has confirmed the lack of a magnetic ordering transition down to 50 mK
as well as under an applied field of 90 kOe.
5.2.1 Low Energy Inelastic Scattering
Inelastic scattering measurements were performed on a 10.8 g powder sample of her-
bertsmithite on the SPINS spectrometer. We used guide-80′-radial-open collimations,
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Figure 5-8: Neutron powder diffraction scans of herbertsmithite at 1.4 K and 20 K.
There are no magnetic Bragg peaks at low temperature, or any other sign of magnetic
order.
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and the spectrometer was configured with a 9-blade horizontally focusing analyzer.
A Be filter was placed before the sample and a BeO filter after the sample to cut
down on contamination by higher order neutrons. An inelastic scan at Q = 0.9 A˚−1
is shown in Fig. 5-9(a). Here, scans at both 1.4 K and 20 K show no clear inelastic
mode. However, there is evidence of a continuum of low energy magnetic excitations
continuing down to the ground state. This scattering is most evident of the range of
energy transfers of roughly 0.3 < |h¯ω| < 0.5 meV. First, when we look at negative
energy transfers with a magnitude in this range, scattering at 20 K is higher than that
at 1.4 K. Detailed balance will lead to a considerably greater suppression of scattering
in this energy range at 1.4 K than at 20 K. Thus this difference suggests magnetic
scattering, at the very least present at 20 K. Secondly, on the positive energy side of
this curve we see that over 0.3 < h¯ω < 0.5 meV the scattering intensity is actually
slightly higher at 1.4 K than at 20 K. This suggests that the scattering intensity is
not only present at this lower temperature but somewhat enhanced from 20 K. This
low energy magnetic scattering intensity extends to energy transfers of at least 0.2
to 0.3 meV, possibly to even lower energies. This suggests against the presence of
any spin gap with value greater than roughly J/50. Since there is clearly a slight
difference between the scattering at 1.4 K and 20 K, the temperature dependence
was investigated in a more detailed way. Shown in Fig. 5-9(b) is the temperature
dependence of the inelastic scattering at Q = 0.9 A˚−1 and energy transfer over the
range 0.3 < h¯ω < 0.5 meV. To capture this range, five equally spaced points in this
energy transfer range were taken and summed for each temperature. The data point
and line shown in red are estimates of the background. This was taken by measuring
scattering at five equivalent points on the negative energy transfer side, -0.5 < h¯ω <
-0.3 meV, at 1.4 K. At this temperature any magnetic scattering will be suppressed
by detailed balance considerations by at least 92%, such that this point should be a
good choice of background. The intensity of the positive energy transfer scattering
decreases with increasing temperature up to around 6 K, and then rises roughly lin-
early after that. The rise in scattering with increasing temperature is shown up to 20
K. Another data point at 80 K, not shown in this figure, confirms this roughly linear
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rise with temperatures above 6 K up to that temperature. This experiment clearly
shows the presence of low energy magnetic scattering that is highest in intensity be-
low ∼ 6 K. The rise in intensity above 6 K is similar to the (n(ω, T ) + 1) behavior
expected for a bosonic excitation.
The low energy inelastic neutron scattering spectrum of herbertsmithite was also
measured on the Disc Chopper Spectrometer (DCS) time-of-flight instrument at the
NCNR. A powder sample of mass 9 g was cooled in a dilution refrigerator insert
and studied with incident neutrons of wavelength 7 A˚. The spectrometer was set to
low resolution mode with a 2
3
frame overlap ratio and minimum sample-to-detector
time of 3050 µs. This resulted in an instrumental energy resolution of 0.02 meV
(HWHM). As is shown in Fig. 5-10(a), the spin excitations form a broad spectrum
at low energies, similar to what was seen in the experiment at SPINS. For all plots
from the DCS spectrometer, we will plot intensity in terms of the dynamic structure
factor S( ~Q, ω); the scattering cross section is proportional to S( ~Q, ω)
kf
ki
. Inelastic
measurements on a time-of-flight spectrometer will have an unusual background con-
tribution. If a constant number of background neutrons hit each detector per unit
time, the background contribution will be proportional to (ω0−ω)− 32 , where ω0 is the
energy of the incident neutrons. For Fig. 5-10(a), we have subtracted out this back-
ground. This figure shows the scattering spectrum at 35 mK and 10 K for momentum
transfers integrated over 0.25 ≤ Q ≤ 1.5 A˚−1. A notable observation is the near
temperature independence of the scattering for positive energy transfers, with the
lowest temperature measurement, at 35 mK, displaying a scattering intensity slightly
more intense than that seen at 10 K. Again, this is quite similar to what was seen
in the previous experiment. The excitation spectrum on the negative energy transfer
side is suppressed at low temperatures due to detailed balance.
The magnetic scattering intensity is proportional to the dynamic structure fac-
tor S( ~Q, ω), which for positive energy transfers is equal to (n(ω) + 1)χ′′( ~Q, ω),
where n(ω) is the Bose occupation factor and χ′′( ~Q, ω) is the imaginary part of the
dynamic susceptibility. We find that part of the measured scattering intensity for
positive energy transfer below 0.4 meV is spurious background scattering, probably
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Figure 5-9: Low energy inelastic scattering of herbertsmithite measured at a mo-
mentum transfer of Q = 0.9 A˚−1. (a) Inelastic scans at 1.4 K and 20 K. (b) The
temperature dependence of the sum of five equally spaced points over 0.3 < h¯ω <
0.5 meV. The red point and line are background, measured at equivalent negative
energy transfer points at 1.4 K.
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caused by multiple scattering of neutrons within the sample environment. Therefore,
to extract the intrinsic scattering signal arising from the sample, the following pro-
cedure was used. For negative energy transfers, χ′′(ω, T =10 K) can be obtained by
subtracting the 35 mK data (which is effectively background due to detailed balance
suppression of the magnetic scattering) from the 10 K data and dividing by the Bose
factor. Here, χ′′(ω) represents the dynamic susceptibility integrated over momentum
transfers 0.25 ≤ Q ≤ 1.5 A˚−1 and is considered to be a good measure of the local
response function. This is plotted in Fig. 5-10(b), where data shown on the positive
energy transfer side is obtained by using the fact that χ′′(ω) is an odd function of ω.
Then, χ′′(ω, T =35 mK) can be extracted using S(ω; T = 35 mK) - S(ω; T = 10 K)
= I(ω; T = 35 mK) - I(ω; T = 10 K), where I(ω) is the measured intensity and the
background is assumed to be temperature independent between 35 mK and 10 K. As
is seen in Fig. 5-10(b), the data for χ′′(ω) at T = 35 mK increase with decreasing ω,
indicating the absence of a spin gap down to at least 0.1 meV. Moreover, the data
may be described by a simple power law; the solid blue line represents a fit to the form
χ′′(ω) ∝ ωγ with an exponent γ = −0.5 ± 0.3. This apparently divergent behavior
at such small energy transfers is unusual and differs markedly from measurements on
the kagome´-like material SCGO[197] which yield γ ' 0. Of course, within the errors,
we cannot rule out other functional forms for χ′′(ω).
The Q dependence of this low energy magnetic scattering is shown in Fig. 5-11.
These data were obtained by integrating over energy transfers -0.50 ≤ h¯ω ≤ -0.22
meV and subtracting the 35 mK data set from the 10 K data set. We find that the data
appear to be only weakly dependent on Q. Note that due to the polycrystalline form
of the sample, the data represents a powder averaging that might not capture subtle
Q dependent features. The solid red line represents the squared Cu2+ form factor.
The deviations of the scattering intensity from this line, most noticeable at low Q,
demonstrate that the structure factor is not completely independent of Q (as it would
be for free paramagnetic impurity) but requires some degree of spin correlations. The
overall diffuse nature of the scattering at higher values of Q points to the absence of
a well defined length scale to these correlations; the only remotely striking feature is
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Figure 5-10: (a) Inelastic neutron scattering spectrum taken on DCS, integrated
over momentum transfers 0.25 ≤ Q ≤ 1.5 A˚−1. (b) χ′′(ω) integrated over the
same Q range. The blue line is a power law fit to the 35 mK data with exponent
γ = −0.5±, 0.3.
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Figure 5-11: The Q dependence of the low energy inelastic scattering measured on
DCS at 10 K. This data is integrated over the energy range -0.50 ≤ h¯ω ≤ -0.22 meV,
with the 35 mK data set treated as background. The red line is the squared Cu2+
form factor.
the drop of the intensity well below the squared form factor for values of Q below
roughly 0.7 A˚−1. This would suggest that correlations are primarily short ranged.
Measurements of the inelastic neutron scattering spectrum of herbertsmithite on
the high-resolution DCS spectrometer did not show evidence of a spin gap down to
an energy of roughly 0.1 meV. The inelastic neutron scattering spectrum at even
lower energy transfers was probed with the BASIS backscattering spectrometer at
the Oak Ridge National Laboratory Spallation Neutron Source (SNS). Backscattering
spectrometers achieve excellent energy resolution by utilizing a near 180◦ reflection
from the (1 1 1) plane of a silicon analyzer. If we remember Bragg’s Law for elastic
scattering off a Bragg peak, nλ = 2d sin(θ), we can use the derivative of this formula
to calculate the relative width of a Bragg peak in terms of the neutron wavelength:
δλ
λ
=
δd
d
+
cos(θ)δθ
sin(θ)
. (5.1)
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Thus the energy resolution of an analyzer crystal will be the best for a 2θ value
of 180◦. 8.4 g of deuterated powder sample were loaded into an annular can such
that the powder filled a 2.5 mm wide ring with an outer diameter of 2.90 cm. The
spectrometer was running at 60 Hz and set for a maximum energy transfer of 100
µeV. This configuration resulted in an instrumental resolution with a width (HWHM)
of about 2 µeV. These measurements were taken with the spallation source running
at 230 kW, resulting a total proton count for each data set of order magnitude 1013.
Using the Si (1 1 1) analyzers, the spectrometer measured scattering with a final
wavelength of 6.267 A˚ with detector tubes that span the Q range of 0.1 ≤ Q ≤
2.0 A˚−1. Detector tubes corresponding to a Q value near a nuclear Bragg peak were
excluded, all other detector tubes were summed.
Fig. 5-12(a) shows the dynamic structure factor S(ω) for this scattering, summed
over the Q range 0.1 ≤ Q ≤ 2.0 A˚−1 as described above, for temperatures of 1.8
K, 4.5 K, and 20 K. The scattering spectra at these three temperatures are actually
quite similar. However, Fig. 5-12(b) shows that the scattering over positive energy
transfers is slightly stronger at the lowest temperatures. The integrated structure
factor between 8 ≤ h¯ω ≤ 100 µeV is shown in Fig. 5-13. Here we see a temperature
dependence very similar to that seen in the experiment at SPINS over the energy
range 0.3 ≤ h¯ω ≤ 0.5 meV. A similar dependence is seen for equivalent negative
energy transfers, however the change in scattering between the temperatures is less
pronounced given that there will be some detailed balance suppression at 1.8 K in this
energy transfer range. This experiment suggests that the inelastic energy spectrum
of herbertsmithite extends down to very low energy transfers. Roughly, this would
suggest that there is no spin gap down to at least 25 µeV, or roughly J/700.
Taken together, these three experiments show that the low-energy inelastic spec-
trum of herbertsmithite consists of a broad continuum of magnetic excitations that
extends at least to within 25 µeV of the ground state and out to energy of roughly
0.5 meV. There is little Q dependence; only a drop in intensity for Q values below
about 0.7 A˚−1, suggesting primarily short range correlations. The intensity of this
scattering continuum rises as the temperature is cooled below 5 K, although the spec-
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Figure 5-12: Low energy inelastic neutron scattering spectrum measured at BASIS.
Scattering is integrated over the Q range 0.1 ≤ Q ≤ 2.0 A˚−1, excluding Q values
close to nuclear Bragg peaks. (a) The scattering spectrum for three temperatures. (b)
A portion of the spectrum showing the rise in scattering intensity at 1.8 K compared
to higher temperatures. There is no spin gap down to at least 25 µeV.
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Figure 5-13: Temperature dependence of low energy inelastic scattering on BASIS.
The scattering is integrated over the energy transfer range 8 ≤ h¯ω ≤ 100 µeV.
trum persists out to higher temperatures with very little temperature dependence for
positive energy transfer scattering. The rise in low energy scattering below 5 K might
at first seem as if it could be caused by the inelastic scattering of a neutron by helium
exchange gas that would liquify below 4.2 K. However, we feel that this is not the
case and the spectrum represents intrinsic magnetic scattering. Scattering from liq-
uid helium above the superfluid transition consists of scattering from a phonon, with
dispersion h¯ω = h¯kv, where v is the velocity of sound (roughly 200 m/s in liquid
helium[198]) and k is the phonon momentum. Thus the energy transfers at which
we see magnetic scattering are considerably smaller than the phonon energy at the
probed Q values for the experiments at SPINS and BASIS. Similarly, inelastic neutron
measurements of the phonon spectra in liquid helium find that decreasing tempera-
ture leads to narrower lineshapes, but has little effect on the integrated intensity[199].
Finally, we will see later that this spectrum is shifted by a magnetic field. This con-
clusively establishes a low energy spectrum of magnetic excitations.
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5.2.2 Field-Induced Inelastic Peak
Inelastic scattering measurements were taken on a 3.2 g sample of herbertsmithite
on the SPINS spectrometer with a dilution refrigerator insert and a superconducting
magnet capable of applying a field of up to µ0H = 11.5 T. We used guide-80
′-radial-
open collimations, and the spectrometer was configured with a 9-blade horizontally
focusing analyzer. A Be filter was placed before the sample and a BeO filter after
the sample to cut down on contamination by higher order neutrons. Fig. 5-14 shows
inelastic scans for h¯ω between 0.2 and 2.0 meV. These scans were performed at
Q = 0.6 A˚−1 and at temperatures less than or equal to 1.2 K. Fig. 5-14(a) shows the
data for applied fields of 0 and 115 kOe. The lines are guides to the eye. It is clear
that the application of this field causes a shift of spectral weight from lower energies
to a peak centered at roughly 1.45 meV. Panel (b) shows this field-induced peak for
applied fields of 90, 100, and 115 kOe as well as in zero field. Clearly, the position
of this induced peak depends upon the applied field. The center position of these
peaks track very closely the Zeeman energy, gµBH for a g-value of roughly 2.2 The
half width at half-maximum (HWHM)of theses peaks is roughly 0.22 meV, which is
greater than the instrumental resolution in this configuration.
We can visualize the shift in the inelastic spectrum due to the field by considering
the difference in scattering intensity between the data at zero field and the data under
an applied field of 115 kOe. This is shown in Fig. 5-15. The line in this figure is a fit
to the sum of two gaussian lineshapes. The first gaussian is centered at h¯ω = 0 meV
and has a width (HWHM) of about 0.39 meV. Again, this width is greater than the
instrumental resolution. This represents a low energy scattering spectrum adjacent
to the ground state that is suppressed by a magnetic field. This scattering signal is
presumably the same intensity whose temperature dependence was shown in Fig. 5-
9(b). This is backed up by the fact the the relative intensities, when normalized
to the elastic incoherent peaks, of the inelastic spectra shown in that figure and
here are very similar. The fact that this spectrum appears to extend down to zero
energy transfer is yet more evidence against the presence of a spin gap. The second
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Figure 5-14: Inelastic neutron scattering from herbertsmithite in an applied magnetic
field. (a) Inelastic scans at applied fields of 0 and 115 kOe. The lines are guides to the
eye. The applied field shifts spectral weight to higher energies. (b) Field dependence
of this field-induced peak. The peak shifts in field, always at an energy roughly equal
to the Zeeman energy.
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Figure 5-15: The shift in the inelastic scattering spectrum under an applied magnetic
field of 115 kOe. Shown is the difference in the scattering intensities at 0 kOe and 115
kOe. The line is a fit to the sum of two gaussian functions. The gaussian centered at
h¯ω = 0 meV has a width (HWHM) of about 0.39 meV.
gaussian in this fit, with a negative amplitude, represents the field-induced peak at the
Zeeman energy. Interestingly, the areas of these two gaussian curves are not equal
in magnitude. The intensity of the low-energy scattering at zero field, even when
taking in to account only the half of the gaussian curve at positive energy transfer, is
roughly 3 times greater than the intensity of the field-induced peak. Since the total
scattering cross section must be conserved, there must be other scattering intensity
under an applied field, possibly at higher energy transfers or other values of Q. The
integrated spectral weight of the zero field inelastic magnetic scattering is estimated
to be no more than 10% of the total scattering expected from a spin-1
2
system. This
estimate was made by assuming this scattering was incoherent and normalizing to
both the elastic incoherent peak and to a vanadium standard.
The temperature dependence of this field-induced peak is shown in Fig. 5-16. This
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peak is shown for Q = 0.6 A˚−1 at an applied field of 80 kOe at temperatures of 650
mK, 1.2 K, and 30 K. The peak intensity is roughly equal for the measurements at
the two lower temperatures, however its intensity has diminished somewhat by the
highest temperature. This is markedly different from the behavior of the low energy
scattering described earlier, which has only a very weak temperature dependence
that increases weakly with temperature above roughly 5 K. The neutron scattering
intensity for positive energy transfer is proportional to χ′′(ω)(n(ω) + 1), where χ′′(ω)
is the imaginary part of the dynamic susceptibility and n(ω) is the Bose occupation
factor. Thus, if χ′′(ω) is temperature independent we would expect the scattering
intensity at this peak to be proportional to (n(h¯ω = 1.0meV ; T ) + 1) in which case
the 30 K measurement would give a peak roughly 3 times greater than the lower
temperature measurement. Clearly this is not the case. In fact, the temperature
dependence of these peaks is similar to what one would expect from a free spin-
1
2
paramagnetic moment in a magnetic field. In that case the scattering intensity
would be proportional to the Boltzmann population of the lower of two Zeeman split
states, (1 + e−h¯ω/kBT )−1. This would predict that the intensity of the field-induced
peak at 30 K should be about 60% of the intensity of the peak at 650 mK or 1.2
K; that roughly matches what is seen experimentally. It should also be noted that
the Boltzmann formula mentioned above would be identical to the Fermi distribution
formula, f(ε) = (1 + e(ε−µ)/kBT )−1 if the condition h¯ω = µ − ε were fulfilled. So if
this field-induced peak were due to scattering from low energy spinons whose energy
shifted with applied field, the temperature dependence could be similar.
Although the temperature dependence of this field-induced peak is quite similar
to what one would expect form a free spin-1
2
moment, the Q dependence is quite
different. This is demonstrated in Fig. 5-17. In panel (a), we show the inelastic
scattering intensity at h¯ω = 1.0 meV at a temperature of 1.2 K over a Q range of
0.3 to 2.0 A˚−1 for applied fields of 0 kOe and 80 kOe. The measurement at 80 kOe
will be measuring the center of the field-induced peak. A previous set of inelastic
scans at Q = 0.6 A˚−1 and 1.0 A˚−1 confirmed that the peak does not shift appreciably
when Q is changed. The measurements at zero applied field is treated as background.
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Figure 5-16: Temperature dependence of the field-induced inelastic peak at an applied
field of 80 kOe. This peak is centered at h¯ω = 1.0 meV. The field induced peaks at
temperatures of 650 mK and 1.2 K have roughly equal intensities, while that at 30 K
is weaker.
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The difference between the two is shown in Fig. 5-17(b). The red line is the squared
Cu2+ form factor. Most notably the data point at Q = 0.3 A˚−1 (off scale in panel (a)
due to low angle background) lies considerably below the other points. This implies
that correlations are short ranged. The intensity is near its highest at around 0.5
A˚−1, which is roughly the boundary of the first Brillouin zone in the ab plane. This
Q dependence is possibly oscillatory, with low intensity at around 1.5 A˚−1 which
recovers around 2.0 A˚−1. however, the most striking conclusion from this is definitely
the weakening intensity of this field-induced peak below 0.5 A˚−1. A free impurity
would be completely incoherent and would follow the form factor squared.
The application of a magnetic field can also be used to determine theQ dependence
of the low energy inelastic scattering in the system. The scattering from the system
was measured from 0.2 ≤ Q ≤ 2.0 A˚−1 at a temperature of 1.2 K and an energy
transfer of 0.4 meV for both zero applied field and under an applied field of 100 kOe.
An applied field of 100 kOe should push much of the magnetic scattering intensity
seen at low energies up to an energy transfer of about h¯ω = 1.25 meV. This field
induced peak is narrow enough, as seen in Fig. 5-14, that the intensity at 0.4 meV
under this field is an effective estimate of the background scattering. We subtract
this background from the same measurement taken at zero applied field; this is shown
in Fig. 5-18. The red line in the figure is the square of the Cu2+ form factor. The
scattering intensity roughly follows the form factor squared for higher values of Q.
The scattering intensity falls below this for values of Q below roughly 0.8 A˚−1. This
data is qualitatively consistent with the Q dependence seen in Fig. 5-11. The primary
conclusion from this data is that the Q dependence of the low energy elastic scattering
shows no sharp features. However, we can also fit this scattering intensity to the
powder averaged structure factor for disordered antiferromagnetic dimers[179]:
S(Q) = F 2(Q)
[
1− sin(Qd)
Qd
]
(5.2)
where F 2(Q) is the square of the Cu2+ form factor and d is the distance between the
spins in the dimer pairs: presumably the nearest-neighbor distance, about 3.4 A˚ in
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Figure 5-17: Q dependence of the inelastic scattering at h¯ω = 1.0 meV at applied
fields of 0 and 80 kOe. (a) The 80 kOe data corresponds to the Q dependence of
the field-induced peak, while the zero field data is used as a background. (b) The
difference between the scattering at these two fields. The red line is the squared Cu2+
form factor.
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herbertsmithite. The green line in Fig. 5-18 is a fit to this formula. For this data, fit
with the expected value of d = 3.4 A˚ did not fit to the data very well. The fit shown
here has a value of d = 6.2 ± 0.4 A˚. A recent study[200] of inelastic neutron scattering
at higher energies found a Q dependence which fit this formula quite well with d set to
the expected nearest-neighbor value. Perhaps spin singlets exist with a distribution of
lengths, and low energy scattering such as we have measured results from excitations
of singlets with larger extensions than those that are responsible for the higher energy
excitations measured in Ref. [200]. Also, it should be noted that the Q dependences
shown in this figure and in Fig. 5-11 show somewhat similar behavior even though
they arrive at their backgrounds by different methods: in Fig. 5-11 background was
calculated by assuming that detailed balance would eliminate negative energy transfer
scattering at very low temperatures, while in Fig. 5-18 it is assumed that an applied
magnetic field will shift magnetic inelastic scattering to higher energy transfers. Thus
the similarity suggests that our assumed background here is probably fairly accurate.
Thus almost all low energy inelastic scattering is shifted by the field.
5.2.3 Critical Scaling of the Dynamic Susceptibility
Another interesting feature to the inelastic scattering spectrum of herbertsmithite is
identified from an experiment on the DCS spectrometer. 7.5 g of deuterated powder
sample was used. The spectrometer was set to low resolution mode and used an
incident wavelength of 5 A˚, with a 2
3
frame overlap ratio and a minimum sample-to-
detector time of 2500 µs. The instrumental resolution (HWHM) was 0.05 meV, and
the dynamic range allowed the measurement of scattering at energy transfers up to
about 2.5 meV. The inelastic spectrum was measured at temperatures of 77 mK, 280
mK, 1 K, 3.5 K, 12 K, and 42 K. These temperatures were chosen to be roughly equally
spaced on a logarithmic scale. The dynamic structure factor, S(ω), integrated over the
Q range 0.7 ≤ Q ≤ 1.7 A˚−1 is shown in Fig. 5-19 for all these temperatures. Here, we
show raw data that has not had the background dependence common to time-of-flight
spectrometers subtracted; thus we see a background proportional to (ω0−ω)− 32 where
h¯ω0 = 3.27 meV is the energy of the incident neutrons. Roughly, the scattering here
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Figure 5-18: Q dependence of the inelastic scattering of herbertsmithite at h¯ω = 0.4
meV and T = 1.2 K. Calculated by subtracting data taken at 100 kOe from that
taken at zero field. Since an applied field will push magnetic scattering to a higher
energy, that data is used as background. The red line is the squared Cu2+ form factor.
The green line is a fit to the structure factor for antiferromagnetic spin dimers, with
distance between spins in a dimer of d = 6.2 ± 0.4 A˚.
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Figure 5-19: Inelastic structure factor of herbertsmithite measured on DCS. The data
are integrated over the Q range 0.7 ≤ Q ≤ 1.7 A˚−1. The divergent background due
to the constant background counts per unit time has not been subtracted.
confirms the earlier observation of a broad spectrum of inelastic magnetic excitations
adjacent to the ground state. Importantly, we see that the scattering intensity for
the positive energy transfer side has only a very weak temperature dependence.
Similarly to the previous experiment at DCS, we calculate the Q dependence of the
scattering intensity. The scattering was averaged over energy transfers -2.5 ≤ h¯ω ≤
-0.25 meV, and the scattering for the lowest temperatures, 77 mK and 280 mK, were
treated as background due to the strong detailed balance suppression for negative
energy transfer scattering at these temperatures. From this we calculate and display
in Fig. 5-20 the Q dependence of the scattering for higher temperatures: 3.5 K, 12
K, and 42 K. The solid lines in the figure are proportional to the squared Cu2+ form
factor. The Q dependence of the scattering is qualitatively similar at all three of these
temperatures, as well as the 10 K scattering measured in the previous experiment:
the intensity roughly follow the form factor squared at higher values of Q, but falls
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Figure 5-20: Q dependence of the scattering structure factor at temperatures of 3.5
K, 12 K, and 42 K. The data are averaged over energy transfers in the range -2.5
≤ h¯ω ≤ -0.25 meV. The solid lines are proportional to the Cu2+ form factor squared.
The difference in intensity at the various temperatures is consistent with the average
detailed balance suppression for the given temperature over the energy range.
below it for Q smaller than roughly 0.8 A˚−1. Obviously, the intensity is lower for the
3.5 K data than the 12 K data, and the 42 K data is the most intense. However, this
scaling is consistent with suppression of all data sets by the detailed balance factor
averaged over the energy transfer range. Roughly speaking, this data suggests that
the scattering for negative energy transfer at these temperatures is identical, scaled
only by the detailed balance factor. This again supports the suggestion that the
scattering dynamic structure factor S( ~Q, ω) is roughly temperature independent for
positive ω. Further, it suggests that the Q dependence of the scattering is roughly
temperature independent. This is in agreement with a recent report[200] of inelastic
scattering measurements at higher energy transfers.
We calculate the imaginary part of the dynamic susceptibility by a method similar
to that used previously. All the data are integrated over the Q range 0.7 ≤ Q ≤ 1.7
162
A˚−1, such that the calculated χ′′(ω) is representative of the local response function.
The data taken on the negative energy transfer side at the two lowest temperatures,
77 mK and 280 mK, are treated as background due to the detailed balance suppres-
sion. This background is subtracted from the 42 K scattering data on the negative
energy transfer side, which is used to calculate χ′′(ω; 42K). The value of χ′′(ω) is
calculated at other temperatures by assuming that any background, likely due to
multiple scattering of neutrons within the sample environment, is temperature in-
dependent. Given that χ′′(ω) for five different temperatures would be calculated
using the 42 K dynamic susceptibility, we worry about anomalous points in the 42 K
data. Because of this, both the scattering intensity at positive energy transfer and
the calculated χ′′(ω) at 42 K were fit to smooth functions and these were used to
calculate the dynamic susceptibility at the other temperatures rather than the 42 K
data points themselves. 12 K is a high enough temperature that the negative energy
transfer side is not completely suppressed due to detailed balance. Thus χ′′(ω; 12K)
can be calculated by two different methods: directly from scattering on the negative
energy transfer side in the same manner that the 42 K dynamic susceptibility was
determined, or using the difference from the 42 K scattering on the positive energy
transfer side as described above. The calculated values of χ′′(ω; 12K) are consistent
when determined by these two methods. Thus we believe that our calculation method
is accurate. The calculated values of χ′′(ω), integrated over 0.7 ≤ Q ≤ 1.7 A˚−1, are
shown in Fig. 5-21.
As was described above, the inelastic scattering spectrum of herbertsmithite sticks
out as being almost temperature independent for positive energy transfers. This
places certain constraints on the possible functional forms of χ′′(ω; T )[201, 202].
Specifically, a true temperature independence would imply that χ′′(ω) = f(ω)/[n(ω; T )+
1], where f(ω) is any function of ω. We know that the Bose occupation function
n(ω; T ) is a function only of ω/T . Let us make an assumption that f(ω) has a power
law dependence upon ω, as such behavior is common. Then,
χ′′(ω, T ) = ω−αf(ω/T ) (5.3)
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Figure 5-21: Calculated χ′′(ω) for herbertsmithite at temperatures ranging from 77
mK to 42 K. The data are integrated in Q over the range 0.7 ≤ Q ≤ 1.7 A˚−1.
where −α is the exponent in the power law dependence on ω and f(ω/T ) is a function
only of the ratio ω/T . From this one can use the Kramers-Kronig relation to calculate
the real part of the static susceptibility as
χ′(ω = 0, T ) =
1
pi
∫ +∞
−∞
dω′
χ′′(ω′, T )
0− ω′ =
1
pi
∫ +∞
−∞
dω′ (ω′)−(α+1)f(ω′/T ). (5.4)
If we perform a simple variable transformation ν = ω′/T , then we find that
χ′(ω = 0, T ) =
1
pi
∫ +∞
−∞
d(Tν) (Tν)−(α+1)f(ν) =
T−α
pi
∫ +∞
−∞
dν ν−(α+1)f(ν) (5.5)
which implies that the static bulk susceptibility should also follow a power law with
exponent −α. The bulk susceptibility is shown in Fig. 5-22 plotted on a log-log
scale. This data has been fit to a power law dependence χ ∝ T−α with an exponent
α = 2
3
over the temperature range 1 to 24 K. The linear nature of this behavior on
the log-log scale confirms the power law dependence of χ. This suggests that the
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Figure 5-22: Susceptibility of herbertsmithite on a log-log scale with a power law
fit. The red line represents a power law χ ∝ T−α with exponent α = 2
3
. The fit is
performed over the temperature range 1 - 24 K.
imaginary part of the dynamic susceptibility in herbertsmithite can be written as
χ′′(ω, T ) = ω−
2
3f(ω/T ) which implies that χ′′(ω, T )T
2
3 is a function of ω/T .
We test this by plotting the data taken at all six of these temperatures as χ′′(ω, T )T
2
3
on the y-axis and h¯ω
kBT
on the x-axis. This is shown on a log-log plot in Fig. 5-23.
Generally speaking, that data all collapse onto a single curve. This confirms that
χ′′(ω, T )T
2
3 is a function of ω/T . Although the collapse is fairly good, the data taken
at higher energy transfers, roughly h¯ω > 1.5 meV, are consistently higher than the
rest of the collapsed data. Either the scaling relation fails to hold at higher energy
transfers, or our background subtraction method is not accurate at energy transfers
near the edge of the dynamic range of the DCS instrument. Still, this scaling rela-
tion holds well for over three decades of h¯ω
kBT
. Scaling similar to this has been seen
before in certain heavy-fermion metals with a range of values of the exponent α:
for example, α =1
3
in UCu5−xPdx[201], α = 0.75 in CeCu5.9Au0.1[203], α = 0.77 in
CeRh0.8Pd0.2Sb[204], and α =
1
5
in Sc1−xUxPd3[205]. In these heavy-fermion materi-
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als, the scaling of χ′′(ω) is taken as evidence of non-Fermi liquid behavior caused by
proximity to a 0 K quantum phase transtion[201, 203, 205]. The similarity between
an insulator like herbertsmithite and these materials is striking. In all these materials
the scaling relation suggests that χ′′(ω; T )T α ∝ f(ω/T ); we can also consider the
functional form of the function f(ω/T ). UCu5−xPdx[201] and CeRh0.8Pd0.2Sb[204]
displayed scaling relations with f(ω/T ) = (T/ω)αtanh(ω/βT ). However, other ma-
terials show different functional forms. CeCu5.9Au0.1[203] shows scaling behavior that
is consistent with f(ω/T ) = sin[α tan−1(ω/T )]/((ω/T )2+1)α/2. Fits to both of these
functional forms are included in Fig. 5-23. The first form mentioned is shown as a
dark redline; for this formula the term β in the formula was a fit parameter that
refined to 1.65. The second formula is shown as the purple line. Clearly the first
functional form, with f(ω/T ) = (T/ω)α tanh(ω/βT ) is a better fit. For higher val-
ues of h¯ω
kBT
this suggests a power law dependence with χ′′(ω) ∝ ω− 23 , consistent with
the power law fit to the 35 mK data form the earlier experiment on this instrument.
5.3 Summary and Discussion
The end member of the paratacamite family with full zinc occupancy on the out-
of-plane metallic sites is herbertsmithite, ZnCu3(OH)6Cl2. This material is the first
known spin-1
2
antiferromagnet arranged on structurally perfect kagome´ planes. A
Curie-Weiss analysis of the susceptibility suggests an antiferromagnetic coupling of
J = 17 meV. Despite the strength of this antiferromagnetic interaction, there is no
evidence in the susceptibility, heat capacity, or neutron scattering data to suggest long
range ordering or spin freezing down to a temperature of roughly 50 mK. Susceptibility
measurements do not show a relative maximum, as one would expect if there were
a spin gap, but rather the bulk magnetic susceptibility increases monotonically with
decreasing temperature; however the susceptibility might saturate below ∼ 1 K. The
low temperature specific heat shifts considerably to higher temperatures under an
applied field, confirming the presence of low energy magnetic excitations.
Other researchers have performed muon spin rotation (µSR) and nuclear magnetic
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Figure 5-23: Critical scaling of χ′′(ω) in herbertsmithite. The data are integrated in
Q over the range 0.7 ≤ Q ≤ 1.7 A˚−1. Data taken a temperatures varying by a factor
of 550 collapse onto a single curve when plotted as χ′′(ω)T
2
3 vs. h¯ω/kBT . The lines
are fits as described in the text.
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resonance (NMR) measurements on this material as well. µSR measurements per-
formed down to temperatures of 50 mK do not show evidence of any static local field
other than that of the nuclear moments. This is also evidence against any long range
ordering or spin freezing. The muon frequency Knight shift and transverse relaxation
rate have temperature dependences that are very similar to the bulk magnetic sus-
ceptibility shown here over a remarkably wide temperature range, roughly 50 mK to
300 K[188]. It has been suggested that when the transverse relaxation rate behave
similarly to the Knight shift and susceptibility upon cooling it indicates a quenched
distribution of coupling constants and susceptibilities, such that the relaxation rate
increases only because the average moment size increases[206]. This data suggests
against the presence of any lattice deformation, as would exist in some predicted
ground states with a spin-Peierls deformation[133]. µSR measurements at low tem-
perature also found a relaxation rate that was indicative of a fairly small fluctuating
field. This suggests that most of the copper moments in the system behave in a way
that cannot be detected by muons: either in a singlet or fluctuating too fast to be
detected[171]. The change in the fluctuating field and relaxation rate with tempera-
ture do not suggest any drop in moment as one would expect from a paramagnetic
state to singlet crossover. This suggests that any spin gap present must be smaller
than 50 mK, such that the system would be effectively a cooperative paramagnet
at these temperatures. The behavior of the relaxation rate as a function of temper-
ature seen in herbertsmithite is similar to that seen in the spin liquid like state of
Tb2Ti2O7[207].
NMR measurements[208, 209] have been performed on herbertsmithite measuring
the 1H, 35Cl, 63Cu, and 17O nuclear moments. The Knight shift of several of these
spectra have been found to be split into at least two peaks. For the chlorine NMR
measurements, the shift of one of these peaks grows monotonically with decreasing
temperature, behaving in much the same way as the bulk susceptibility of the system.
The shift of the other peak has a maximum at around T ∼ 25 K with a decrease below
that. This behavior is strikingly similar to of the predicted susceptibility of a gapped
spin liquid. However, the nonzero shift at zero temperature as well as the temper-
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ature dependence of the relaxation rate still suggest that the fundamental kagome´
lattice system displays zero energy magnetic excitations rather than a completely
gapped magnetic spectrum[209]. It has been suggested that the behavior of these
two Knight shifts indicates a site-antisite disorder in which ∼ 5% of the Cu ions of
the systems occupy the out-of-plane metallic sites with an equivalent number of Zn
ions in the kagome´ plane. In this model the intrinsic kagome´ lattice susceptibility
has a maximum and is reflected in the peak whose shift falls below 25 K. Metallic
ions that lie on opposite sites will give rise to a susceptibility that rises monotonically
with decreasing temperature, reflected in one portion of the Knight shift as well as
the bulk susceptibility[209]. The comparison of the relaxation rates seen in 1H and
35Cl spectra also suggest that the O-H bonds vibrate at temperatures below ∼ 150
K, with a freezing of this lattice distortion at ∼ 50 K. This behavior could lead to an
enhancement of the Dzyaloshinskii-Moriya interaction[208].
NMR measurements have reported a power law dependence of the spin lattice re-
laxation rate (1/T1) with temperature[208, 209]. In particular, Ref. [208] reports that
35(1/T1), the relaxation rate as measured from
35Cl NMR, is proportional to T η with
η ranging from 0.2 for low field (and thus low frequency) measurements to 0.47 for
measurements at 8.3 T (an NMR frequency of 34.6 MHz). The relaxation rate divided
by temperature, (1/T1T ), is a measure of spin fluctuation and should thus be propor-
tional to χ′′(ω; T ) as measured by neutron scattering in the limit that ω approaches
zero (as the frequencies probed by NMR are far less than the frequencies probed by
neutron scattering). In Fig. 5-24 we show the value of χ′′(h¯ω = 0.15 meV) as a
function of temperature. These values of the dynamic susceptibility are calculated
from the same data shown in Fig. 5-21; 0.15 meV is the lowest energy for which χ′′(ω)
can be easily extracted from this data, but it is still quite large when compared to
NMR energy scales. Given that 1/T1 is proportional to T
η, we would expect the low
energy dynamic susceptibility to be proportional to T η−1. As was shown in Fig. 5-23
the dynamic susceptibility will follow different power law relations depending upon
the value of h¯ω
kBT
and that the lower energy relation will hold for h¯ω
kBT
< 1. Thus in
the following fit we will only use data where this holds true; this is the data for tem-
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peratures at 3.5 K, 12 K, and 42 K. This fit is shown in Fig. 5-24, with a fit value of
η = 0.04 ± 0.03. This value should not be surprising, as the fit shown as the dark red
line in Fig. 5-23 comes from the functional form χ′′(ω; T )T α ∝ (T/ω)α tanh(ω/βT ).
At low ω this would imply that χ′′(ω; T ) is proportional to T−1 and thus that η =
0. Thus both the low energy values of χ′′(ω; T ) that we have calculated and the
low field NMR 1/T1 data reported in Ref. [208] find a power law dependence to the
spin fluctuation rate with a fairly small value of η. This implies that spin fluctu-
ations will diverge as T approaches 0. The difference in the expected values of η
could arise from the fact that NMR experiments probe at a much lower frequency.
These results show no hint of any critical slowing down of the spin fluctuations[208];
this seems to contradict the apparent critical behavior implied by the scaling relation
shown in Fig. 5-23, and emphasizes the fact that any critical dynamics would be
unconventional in nature. A power law behavior to the relaxation rate stands in con-
trast to measurements on other kagome´-like frustrated magnets; µSR measurements
on SrCr9pGa12−9pO19 (SCGO)[210], Ba2Sn2ZnCr7pGa10−7pO22 (BSZCGO)[211], and
Cu3V2O7(OH2)·2H2O (volborthite)[212] all report a relaxation rates that increase
with decreasing temperature before saturating at temperatures below ∼1 K.
Inelastic neutron scattering measurements also show a broad continuum of inelas-
tic magnetic states that appear to extend adjacent to the ground state. This scattering
has only a very weak temperature dependence for positive energy transfer scattering;
however the intensity increases slightly when the temperature is lowered below 5 K.
The scattering also has little Q dependence, roughly following the form factor squared
at higher Q transfers and falling below it only below Q ∼ 0.8 A˚−1. This is similar
to the prediction of nondispersive excitations derived from NMR measurements[209].
However, within error the Q dependence is consistent with other functional forms
such as the antiferromagnetic dimer structure factor. The application of a magnetic
field shifts a large portion of the low energy magnetic scattering to a higher energy,
roughly equal to the Zeeman splitting. However, the peak at the high field Zeeman
energy has a integrated intensity considerably lower than the low energy scattering
in zero field. Also, the Q dependence of the field-induced peak is slightly different,
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Figure 5-24: A plot of χ′′(h¯ω = 0.15 meV; T ) as a function of temperature. The data
points at temperatures T ≥ 3.5 K are fit to a power law dependence with exponent
η − 1. The red line is this fit with η = 0.04 ± 0.03.
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following the squared form factor down to at least 0.5 A˚−1. The low energy inelastic
scattering can be used to calculate the imaginary part of the dynamic susceptibility,
χ′′(ω, T ). If we plot χ′′(ω, T )T
2
3 against ω/T , data taken over a wide range of tem-
peratures appear to collapse onto a single curve. This behavior is very similar to that
seen in certain heavy-fermion metals near a zero temperature quantum critical point.
All of these experiments point to a magnetically disorder ground state in herbert-
smithite with effectively gapless excitations. The origin of the gapless excitations is
still a matter of debate. The experimental results on herbertsmithite have reinvig-
orated interest in potential gapless ground states for the spin-1
2
kagome´ lattice anti-
ferromagnet such as a Dirac spin liquid[156, 194] or some other exotic cooperative
paramagnet. It has also been suggested that the presence of a Dzyaloshinskii-Moriya
interaction might lead to a hybridization of singlet and triplet states[183, 182], leading
to effectively gapless behavior. This idea is particularly interesting given the sugges-
tion from NMR measurements[208] that the O-H bonds in herbertsmithite undergo
lattice vibrations between the temperatures of roughly 50 to 150 K that could cause
an enhancement of the DM interaction. Finally, there is also the possibility that a
site-antisite disorder between Cu and Zn ions could lead to weakly interacting Cu2+
moments on the out of plane sites that would give the paramagnet-like behavior seen
in herbertsmithite[213, 214]. In fact, many experiments on herbertsmithite have pro-
duced results similar to the behavior one would expect from a paramagnetic impurity:
a Curie-like tail in the low temperature susceptibility, a Schottky-like contribution to
the specific heat in a field, and a field-induced inelastic peak in the neutron scatter-
ing spectrum at the Zeeman energy. Still, in all these cases there are deviations in
the behavior of herbertsmithite from that of a free impurity, and these effects could
arise from an intrinsic property of the kagome´ system that featured low energy spin-1
2
excitations.
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Chapter 6
Interpreting the Data from
Herbertsmithite: Additional
Effects and Theory
The ground state of the spin-1
2
kagome´ lattice antiferromagnet is still a matter of
intense interest. The experimental studies of herbertsmithite described in this thesis
are of great interest in resolving this question. Many of the early numerical studies
of this system suggested that the ground state would be a topological spin liquid
state with short ranged (exponentially decaying) spin correlations. Such a short
range resonating valence bond state[45] would be expected to have a spin gap[22].
Thus there was some expectation of a spin gapped ground state in herbertsmithite,
with a common prediction of that gap being ∆ ≈ J/20[140]. As we have described,
it is quite clear from a wide array of experiments that herbertsmithite does not
display any appreciable gap. However, the question remains as to whether this gapless
behavior is indicative of the intrinsic magnetic behavior of the spin-1
2
kagome´ lattice
antiferromagnet or if it is caused by some perturbation or impurity that exists in
experimental realizations of the system, such as herbertsmithite. Here we will discuss
these possibilities in our effort to deduce the true ground state of herbertsmithite.
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6.1 The Low Temperature Susceptibility
The most obvious experimental evidence in herbertsmithite demonstrating gapless
behavior is the sharp rise in the low temperature susceptibility below roughly 30 K.
There is no maximum in the susceptibility as one would expect for a spin gapped sys-
tem, although there is also some evidence of a saturation of the susceptibility below 1
K. Given the predictions of a spin gapped ground state, we have to consider the possi-
bility that the intrinsic ground state of the kagome´ lattice Heisenberg antiferromagnet
is spin gapped and that this rise is due to some other effect.
6.1.1 Paramagnetic Impurities
The magnetic susceptibility of herbertsmithite at temperatures below 40 K is shown
in Fig. 6-1. The susceptibility rises monotonically with decreasing temperature; this
appears to be very similar to a Curie tail. The susceptibility of a system consisting
of N paramagnetic spin-S moments is given by the Curie Law:
χ(T ) =
Ng2µ2BS(S + 1)
3kBT
. (6.1)
In many experimentally available materials, a small amount of paramagnetic impuri-
ties will be present. In many situations, one can fit the low temperature susceptibility
to the Curie law to determine the concentration of these impurities; the susceptibility
of the impurities can be subtracted from the data to determine the intrinsic suscepti-
bility of the sample. For example, recent reports on two spin-1
2
systems with distorted
kagome´ lattices reported paramagnetic impurities with concentrations of roughly 0.3%
in Rb2Cu3SnF12[215] and roughly 7% in vesignieite[216]. In all cases, the impurity
concentration is reported as a percentage of the total number of magnetic ions in
the system. We attempt to do the same for herbertsmithite. The low temperature
susceptibility of herbertsmithite is shown in Fig. 6-1. The red line is a fit to the sum
of a Curie-Weiss contribution (determined from the high temperature data and held
constant in this fit) and a Curie tail, CCurie/T . The fit was performed on data up
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Figure 6-1: The low temperature susceptibility of herbertsmithite fit to a Curie tail.
The red line is a fit to a Curie susceptibility over temperatures up to 20 K. The Curie
constant returned by the fit would suggest a contribution of paramagnetic impurities
equaling ∼ 7.4% of the total number of copper ions in the system.
to 20 K, and returned a Curie constant of 0.0279 cm3K/mol Cu. This corresponds
to a paramagnetic impurity of roughly 7.4%. We must consider the possibility that
such an impurity could be responsible for much of the low energy physics measured
in herbertsmithite.
There is quite a bit of thermodynamic data that would support the hypothesis of a
paramagnetic impurity[217]. As we showed above, the low temperature susceptibility
can be modelled well as a Curie tail. In Chapter 5 we showed that the AC susceptibil-
ity of herbertsmithite at high fields displays a maximum at a temperature comparable
to that of a Brillouin function arising from free spins, and that the low temperature
magnetization data are also reminiscent of a Brillouin function. There are deviations
from the behavior of a free impurity, most notably in the near saturation of the sus-
ceptibility at very low temperatures. However, this would be consistent with a nearly
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free impurity coupled to the system with a coupling strength comparable to 1 K. A
report by Bert, et al. analyzed the susceptibility and magnetization data of herbert-
smithite as being almost entirely caused by these paramagnetic impurities[213]. It
was assumed that approximately 7.7% of the kagome´ plane metallic site were occu-
pied by Zn2+ ions, with an equivalent number of out-of-plane metallic sites occupied
by Cu2+ ions. The out-of-plane Cu ions would behave almost paramagnetically, with
a weak (≈ 1 K) coupling to the rest of the system. The Zn ions would cause a di-
lution on the kagome´ plane, which would have a much smaller effect. At high fields
this impurity would saturate; the saturated moment of paramagnetic impurities of
this concentration was subtracted from the magnetization data to estimate an upper
bound of the intrinsic magnetization of the system. It was concluded that, below
2 K, the intrinsic susceptibility of the system was at least an order of magnitude
smaller that the susceptibility of the paramagnetic impurities. It has also been noted
that the distorted kagome´ lattice material volborthite has been measured with Zn2+
ions substituted into the kagome´ lattice[218]. The susceptibility of this system with
a 5% substitution displayed a Curie tail like behavior similar to that seen in her-
bertsmithite. A recent paper[219] reported numerical studies on a spin-1
2
kagome´
lattice antiferromagnet with defect impurities suggested that several of the experi-
mental results obtained on herbertsmithite, notably the low temperature behavior of
the magnetization and the imaginary part of the dynamic susceptibility deduced from
inelastic neutron scattering measurements, could be predicted from a model of a spin
liquid coupled with the defect impurities.
Similarly, another recent paper by de Vries, et al. analyzed the specific heat
of herbertsmithite in terms of a nearly paramagnetic impurity[214]. As we have
described earlier, the low temperature specific heat of herbertsmithite shows a broad
shoulder at around 2 K, with a shift of intensity to higher temperatures under the
application of a magnetic field. This behavior is somewhat similar to the Schottky
specific heat of a spin-1
2
free impurity. This behavior is also similar to the specific
heat data seen in the spin-1 antiferromagnetic chain compound Y2BaNiO5 in which
Ni has been substituted with roughly 4% Zn[220]. Following this, de Vries, et al.
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took specific heat data on powder samples of ZnxCu4−x(OH)6Cl2 for several values
of x ranging from 0.5 to 1.0. It was assumed that the specific heat was the sum of a
field independent contribution arising from the lattice and the kagome´ plane system
and a field dependent doublet contribution arising from antisite copper ions located
on the out-of-plane sites. The difference between data at different fields was fit to
the difference between the Schottky specific heat functions for a fraction of doublets.
For high fields the fit routine returned a doublet splitting consistent with the Zeeman
splitting; at zero field (for the x = 1 sample) it returned a splitting of roughly 0.15
meV. The fraction of doublets for fits on the x = 1 sample suggested an antisite
disorder of 6.0 ± 0.6% of all copper ions participating in the doublet specific heat.
The doublet contribution could be subtracted out to determine the intrinsic specific
heat of the kagome´ lattice system. This specific heat was roughly field independent,
with a shoulder at around 3 K and was fit to a T 1.3 power law for temperatures of 6
to 12 K. It is reported that roughly 45% of the kBln(2) entropy per spin is recovered
up to 24 K.
As we have mentioned earlier, NMR measurements on herbertsmithite[208, 209]
also could be interpreted as suggesting the presence of paramagnetic impurities. In
these measurements the NMR lineshapes showed at least two different peaks, with
very different Knight shift behaviors. In 35Cl measurements[208], one of the peaks
featured a Knight shift that increases as roughly 1/T with decreasing temperature,
very similar to the measured bulk susceptibility. The other peak displayed a Knight
shift with a relative maximum at roughly 40 K and decreases below that. It would
seem natural to associate the former with the local field felt by a chlorine ion near
an antisite copper that behaves as a paramagnetic impurity, while the latter would
be associated with chlorine ions not near an impurity and would be a measure of
the intrinsic kagome´ lattice susceptibility. In the 17O NMR data[209] one can also
identify two lines. An oxygen ion in herbertsmithite will be equidistant from two
kagome´ plane metallic sites. Olariu, et al. have associated the more intense of these
two peaks with oxygen ions where both of the neighboring in-plane sites are occupied
by copper ions, while the second peak is associated with oxygen ions where one
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of these two sites is occupied by an antisite zinc ion. Judging from the relative
intensities of the two NMR peaks, it was estimated that the antisite disorder would
involve 6 ± 2% of the copper ions, consistent with the estimates of disorder from the
susceptibility and specific heat measurements. Interestingly, both of the peaks in the
17O data have comparable temperature dependences to the Knight shifts, dropping
at temperatures below roughly 50 K to a finite zero temperature value. A recent
paper by Gregor and Motrunich[221] used a high temperature series expansion to
calculate the local susceptibility of a Dirac spin liquid in a spin-1
2
kagome´ lattice
antiferromagnet with nonmagnetic impurities randomly occupying a fraction of the
sites. They found that this susceptibility was consistent with the NMR Knight shift
results reported in Ref. [209].
A final piece of evidence to support the presence of antisite disorder leading to
nearly paramagnetic Cu2+ ions on the out-of-plane sites comes from neutron powder
diffraction data. Copper and zinc have slightly different neutron coherent scattering
lengths: 7.72 fm for Cu and 5.68 fm for Zn. Thus, the occupancies of Zn and Cu on
the two metallic sites can be treated as fit parameters during structural refinement
to the neutron powder diffraction data. References [214] and [172] report just such
a refinement; we also have performed powder diffraction measurements on the BT-2
diffractometer at the NCNR. Our measurements were taken at 11 K and 300 K with
consistent results for site occupancies. Averaging between the two to reduce errors,
the powder diffraction suggests that the kagome´ plane site has Cu occupancy of 0.925
± 0.013 (and therefore a Zn occupancy of 0.075 ± 0.013) while the out-of-plane
metallic site has a Zn occupancy of 0.703 ± 0.021 (and therefore a Cu occupancy
of 0.297 ± 0.021). This implies that the ratio of copper to zinc ions is about 3.3
(corresponding to a value of x = 0.93 in the formula unit ZnxCu4−x(OD)6Cl2). This
number is somewhat surprising, given that chemical analyses on these samples of
herbertsmithite[159, 167] suggest that the ratio of copper to zinc ions should be 3.00
± 0.04. Here the number of copper ions lying on the out-of-plane sites would be
9.9% of the nominal total number of copper ions in the system, not too far off from
the 7.4% value deduced from the Curie tail in the susceptibility. The Supplementary
178
Information to Ref. [172] reported similar results: the Cu occupancy of the kagome´
plane site was 0.8927 while the Zn occupancy of the out-of-plane site was 0.6277.
This results in a copper to zinc ratio of 3.2, with the number of out-of-plane copper
ions being 12.4% of the nominal total. The refinement data reported in Ref. [214]
fixed the total ratio of copper to zinc ions in the fit to be exactly 3. They reported
that number of out-of-plane copper ions refined to 9 ± 2% of the total.
Although the susceptibility and specific heat data presented above and the oc-
cupancy results from powder neutron refinement strongly suggest that there will be
considerable antisite disorder, we would like to point out several issues that suggest
against this possibility. As was described above, structural refinement of our powder
diffraction data taken at 11 K suggested considerable antisite disorder as well as an
overall excess of copper ions. This refinement was performed on 3100 data points and
with 43 fit variables, for a total 3057 degrees of freedom; the reduced χ2 per degree
of freedom for this fit was 2.465. This data was then refined a second time, but with
the copper and zinc occupancies fixed to be perfect (a copper occupancy of 1 on the
kagome´ plane site and a zinc occupancy of 1 on the out-of-plane site); the reduced
χ2 per degree of freedom for this fit was 2.528. For such a large number of degrees of
freedom, this larger value of the reduced χ2 corresponds to an increase of the total χ2
by roughly 200; this is not surprising as the fixed values are as much as 10 σ away from
the best fit values. However, we point out that even 2.465 is a large enough value of
the reduced χ2 per degree of freedom that the model being fit to clearly is not a per-
fect representation of the true scattering function. Given the obvious imperfection of
the fit function, we feel that an increase of the reduced χ2 per degree of freedom from
2.465 to 2.528 is not enough to conclusively rule the latter out as a possible descrip-
tion of the crystal structure. Going further, as was described earlier the refinement in
which the site occupancies were refined returned results in which the ratio of copper
to zinc ions was too high to be consistent with chemical analysis. This is evidence
that the returned refinement values likely are not perfect representations of the true
occupancies in the material. Furthermore, it suggests that perhaps the fit function
used in the refinement deviates from the true scattering function of the material in a
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way such that the χ2 of the fit can be reduced by increasing the refinement occupancy
of copper ions on the out-of-plane site well beyond the true value of the occupancy in
this sample. Thus the final refined value might not be accurate. The refinement data
reported in Ref. [172] suffers from the same problems. The refinement parameters
reported there also suggest a ratio of copper to zinc ions that is incompatible with
chemical analysis data on herbertsmithite. That data was performed on the BT-1
powder diffractometer at the NCNR. This is in fact the same diffractometer used to
measure our data, only after the diffractometer had been moved to a different neutron
beam tube. The number of counts in the highest Bragg peak in our data was 20,000.
This is roughly double the equivalent number for the data presented in Ref. [172],
suggesting that the data reported there does not feature better statistics. Similarly,
the refinement results reported in Ref. [214] had a reduced χ2 per degree of freedom
of 13.95. They also reported that the solution was not unique if the constraint on
the ratio of copper to zinc ions was released, and that the fit could be improved by
allowing for a reduction of the total site occupancies. This raises the same concerns
as in the other data sets. In conclusion, neutron powder diffraction data returns
refinement results supporting a considerable antisite disorder. However, given the
apparent limitations of these refinements, we do not feel that this should be taken
as conclusive. There have also been attempts to determine the level, if any, of anti-
site disorder from single crystal X-ray diffraction measurements. Because the X-ray
scattering length for an ion is proportional to the number of electrons it contains, the
scattering lengths for zinc and copper ions will be quite similar. However, the ability
to measure a small single crystal means that it is still worthwhile to consider these
refinements. Refinements of X-ray diffraction data were performed for single crystals
of herbertsmithite as well zinc-paratacamite samples with x = 0.41 and 0.76[167].
These refinements consistently produced the smallest R-factors for models in which
the kagome´ plane metallic sites were constrained to be fully occupied by copper ions.
Much of the data from experiments on herbertsmithite, primarily the susceptibility
and specific heat data as described above, seem consistent with the possibility of
significant antisite disorder. However, these same results would of course also be
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consistent with intrinsic excitations in the system that were weakly coupled to the
rest of the system and featured spin-1
2
moments. And there is also evidence against
significant antisite disorder. As we have mentioned earlier, µSR measurements report
that the muon transverse relaxation rate displayed a temperature dependence very
similar to that of the susceptibility and Knight shift[188]. This suggests a quenched
distribution of susceptibilities, which would not be the case if there were a significant
fraction of nearly free impurities.
The results of the NMR measurements we described earlier are also quite inter-
esting in this light. NMR measurements on the 35Cl and 17O lineshapes both reveal
two features or peaks with very different Knight shift behavior. In the chlorine NMR
data[208], the central peak is shown to have a Knight shift with a maximum at around
50 K, while the shift of the half maximum position of the peak increases as 1/T and
has been suggested as being related to the Curie like behavior of antisite copper ions.
We point out that any chlorine ion in herbertsmithite is located 2.76 A˚ away from
each of the three kagome´ plane metallic sites forming a triangle. Each chlorine ion
is also located 3.97 A˚ away from each of three separate out-of-plane metallic sites.
Because the distance to an out-of-plane metallic site is 44% greater than the distance
to a kagome´ plane site, a naive guess would be that the chlorine NMR Knight shift is
considerably more sensitive to the intrinsic kagome´ plane susceptibility of the system
than to any susceptibility arising from antisite copper ions on the out-of-plane sites.
Admittedly distance is not the only factor affecting the intensity of the NMR lines,
but this should be taken into account. Still considering the interatomic distances,
one would expect that oxygen NMR measurements would be more sensitive to the
susceptibility arising from the out-of-plane metallic sites, at least when compared to
chlorine. The distance from an oxygen ion to an out-of-plane metallic site (2.11 A˚)
is only slightly further than the distance from an oxygen to an in-plane site (1.99 A˚).
Further, every out-of-plane metallic site has six nearest-neighbor oxygen ions, which
might lead to a strong intensity in the experiment even if the antisite disorder were
small. Interestingly, measurements of 17O NMR[209] have not reported any feature
with a Curie like temperature dependence to the Knight shift similar to what was
181
reported in the 35Cl NMR data. Instead two peaks were reported with a factor of
two difference in the Knight shift, but for both peaks the Knight shift had a maxi-
mum at 50 K and fell below that temperature. Considering this, NMR data proves
conclusively that there are inhomogeneities and perhaps anisotropies in the local sus-
ceptibility of herbertsmithite. However, we do not feel that this should be taken as
definitive evidence of antisite disorder.
When considering the possibility of antisite disorder, we of course must inquire
into the mechanism that favors the nominal occupancy of Cu2+ ions on the kagome´
plane site and Zn2+ ions on the out-of-plane sites. It is generally assumed that there
is a chemical potential that favors copper occupation of the kagome´ plane sites, likely
due to the crystal field splitting of the 3d orbital in a square-planar oxygen environ-
ment. Since ZnxCu4−x(OH)6Cl2 can be synthesized over the full range of 0 ≤ x ≤
1 we assume that any chemical potential between copper and zinc occupation of the
out-of-plane metallic sites is much smaller. One estimate[214] suggested a potential of
roughly 1400 K favoring zinc occupation of the site, likely due to the fact that the out-
of-plane site would become locally Jahn-Teller distorted[222] if it were occupied by
an otherwise orbitally degenerate Cu2+ ion. It is then assumed that the antisite dis-
order is just a thermal excitation over these chemical potentials. There are, however,
several problems with this assumption. If disorder were a thermal effect, we would
expect a variation in the antisite disorder between different samples depending on
the temperature at which the sample crystallized and the concentrations of Cu2+ and
Zn2+ in the starting materials. Instead the apparent antisite disorder is remarkably
stable over all samples of herbertsmithite we have measured. In Fig. 6-2 we show the
magnetic susceptibility of three separate samples of herbertsmithite. These suscepti-
bilities are shown on both linear and logarithmic scales so as show the similarity of the
susceptibility in all three samples over the full range of temperatures measured. The
synthesis conditions for these three samples were fairly similar, but samples synthe-
sized under different temperature conditions and with a greater starting concentration
of Zn2+ ions still display practically identical behavior[223]. The agreement is strong
enough that, to within the sensitivity of this measurement, we believe that the Curie
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like tail in the low temperature susceptibility of herbertsmithite is a truly universal
feature with an apparent Curie constant that is independent of the synthesis tem-
perature or the stoichiometry of the starting materials. This supports the hypothesis
that the Curie like tail is not caused by any type of antisite disorder. Furthermore,
we would like to point out that synthesized examples of ZnxCu4−x(OH)6Cl2 always
feature a value of 0 ≤ x ≤ 1; as far as we are aware there have been no successful
syntheses of this compound with x > 1. If the energy barrier favoring copper ions on
the kagome´ plane metallic sites was small enough that roughly 7% of these sites are
occupied by zinc under the typical reported synthesis procedure, then there would be
no reason that a repetition of the synthesis with a greater starting concentration of
zinc ions would not lead to a compound with x > 1. Instead, syntheses with greater
concentrations of zinc still produce zinc-paratacamite compounds with x ≤ 1; an
extreme concentration of zinc in the starting material will only lead to production of
simonkolleite, Zn5(OH)8Cl2·H2O.
Finally, any discussion on the possibility of antisite disorder in herbertsmithite
must include an inquiry into the crystal field splitting[224, 225] of the 3d shell orbital
levels in the metallic environments in this material. The level splitting diagram is
shown in Fig. 6-3. At the far left of this figure, we see the five degenerate orbitals of
the 3d shell in a spherically symmetric environment. In an octahedral crystal envi-
ronment the eg levels (the dx2−y2 and dz2 orbitals) are split above the t2g levels by ∆o,
the octahedral splitting parameter. This is the environment that would exist if the
central ion were coordinated to six equidistant ligands, which surround the central
ion in an octahedral cage. The out-of-plane metallic sites in herbertsmithite are in an
octahedral environment. If two opposite apices of the octahedra are moved toward or
away from the central ion, the symmetry of the system will be lowered to tetragonal,
and the levels will split still further. In the figure we have shown the tetragonal split-
ting for an elongated octahedron. If the ligands along the elongated axis are moved
further away to infinite distance, we reach the square planar environment. In this
case, the splitting between the two highest levels will be equal to the original octa-
hedral splitting parameter, ∆o. The kagome´ plane metallic sites in herbertsmithite
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Figure 6-2: Susceptibility of three different samples of herbertsmithite. The suscep-
tibility is shown on both linear(a) and logarithmic(b) scales so as to demonstrate the
excellent agreement of all three susceptibilities over the full temperature range. The
three data sets are labelled with the names of the various samples.
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are surrounded by an elongated octahedron with a distance of 1.99 A˚ to each of four
planar oxygen ligands and a distance of 2.76 A˚ to the chlorine ligands at the apices of
the elongated axis. These metallic site are thus in a tetragonal environment. Given
that the chlorine ligands are 39% further from the central ion than the oxygen lig-
ands, and that generally speaking oxygen ligands induce greater crystal field splitting
than chlorine ligands[226] the tetragonal splitting will be considerable. Technically, a
square planar environment is one limit of tetragonal symmetry. One rule of thumb for
elongated oxygen octahedra is that the environment can be considered square planar
is the distance to the elongated axis oxygen ligand is greater than 3.1 A˚[227]. For
this site the distance to the chlorine ligand is 2.76 A˚, slightly less than the cut-off
point. Since chlorine ligands cause less splitting than oxygen ligands, we feel that it
is reasonable to consider the kagome´ plane metallic sites as lying in a square planar
oxygen environment. A reasonable estimate of the crystal field splitting for a Cu2+
ion in an octahedral oxygen environment would be that ∆o ≈ 12,000 cm−1[228].
The chemical differences between the Cu2+ and Zn2+ ions are driven by the fact
that the copper ion has nine electrons in the 3d shell, while the zinc ion has a filled
shell with ten electrons. First, this means that Cu2+ is a Jahn-Teller distorting
ion[222]. The Jahn-Teller theorem states that any nonlinear molecule with a degen-
erate electronic configuration will spontaneously distort to relieve the degeneracy. In
an extended crystal, this is technically a Peierls distortion[227]. Further, the vacancy
in the highest orbital in a Cu2+ ion ensures that the ion will be energetically fa-
vored in distorted environments where the highest orbital energy is very high. Thus
the stereochemistry of Cu2+ suggests that it will be most stable in a tetragonal or
square planar ligand environment. Zn2+ features a filled shell and will therefore not
benefit from any crystal field stabilization energy when in a distorted environment.
Thus Zn2+ is most commonly coordinated in an octahedral or tetrahedral ligand
environment[229]. There are a few rare examples of Zn2+ in a square planar environ-
ment, such as in Ba2Zn3As2O2 or Sr2Zn3As2O2[230]. In those few cases however, all
other cations in the system (Ba2+ or Sr2+) likewise feature completely filled d shells.
For the octahedral environment on the out-of-plane metallic sites in herbertsmithite,
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Figure 6-3: Crystal field splitting level diagram for a d shell ion. The levels are
shown for octahedral, tetragonal, and square planar environments. The splitting is
not necessarily shown to scale.
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Cu2+ occupation would be favored by a crystal field stabilization energy. However,
other effects such as differences in the lattice energy due to the ionic radius could
energetically favor occupation by a Zn2+ ion. It is therefore reasonable that this site
would be relatively susceptible to occupation by either ionic species[231]. Although
it should be noted that occupation by a Cu2+ ion would require a local or dynamic
Jahn-Teller distortion. For the kagome´ plane metallic sites, occupancy by Cu2+ will
be favored by a crystal field stabilization energy of at least ∆o ≈ 12,000 cm−1 ≈
17,000 K. There may be other lattice effects favoring occupation by Zn2+ that lower
this barrier, but we still expect occupation by Cu2+ to be favored by an energy bar-
rier comparable to this size. Considering that synthesis of herbertsmithite occurs at
temperatures of less than 500 K, we would expect the occupation of zinc ions on the
kagome´ plane metallic sites to be greatly suppressed. This is not particularly sur-
prising, as it is a well known finding that divalent copper oxysalt minerals are rarely
isostructural with materials that don’t contain Cu2+[227]. Thus substitution of Cu2+
will generally be difficult, and substitution by Zn2+ will be particularly difficult in a
square planar environment. In summary, the stereochemical differences between the
out-of-plane and kagome´ metallic sites are considerable enough that zinc occupation
on the in-plane sites should be extremely unfavorable. In any given sample where
chemical analysis suggests that x = 1, the presence of a small number of Cu2+ ions
on the out-of-plane sites can not be ruled out due to the sensitivity of the chemical
analysis. However an antisite disorder of 7% of all copper ions is very unlikely. In
conclusion, although models assuming significant antisite disorder have proven suc-
cessful in describing many of the experimental features seen in herbertsmithite, we
stress that this hypothesis should not be considered definitive due to the extreme
stereochemical unfavorability of a non-Jahn-Teller distorting ion substituting for a
Jahn-Teller distorting ion in a square planar oxygen environment.
6.1.2 The Dzyaloshinskii-Moriya Anisotropy
Another effect that could lead to the effectively gapless behavior seen in herbert-
smithite is the Dzyaloshinskii-Moriya interaction. The DM interaction will be present
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in this system as there is no center of inversion on the midpoints of the nearest neigh-
bor copper bonds. Microscopic calculations of the direction and strength of the DM
interaction are difficult, but there are a few guidelines. It was pointed out by Moriya
that D ≈ g−2
g
J [123] such that in herbertsmithite, where g ≈ 2.3, we would expect
a DM vector with magnitude of roughly J/8. This rule seems to work fairly well
for clinoatacamite, where the estimate of D from inelastic neutron scattering results
was only a bit larger that the estimate arrived at from this calculation. The di-
rection of the vector can be estimated from the relation[126] that Dp ≈ Dsin(2α)
where α is the tilting of the oxygen bonds out of the plane. Given that this tilting
is roughly 38◦ in herbertsmithite, we would expect that |Dp| would be slightly larger
than |Dz|. This interaction can lead to physics that might not be captured when
considering only the Heisenberg Hamiltonian. Thus the effect of the DM term on the
Hamiltonian by way of numerical and exact diagonalization methods was considered
by Rigol and Singh[183, 182]. It was pointed out that the experimental susceptibil-
ity data in herbertsmithite begins to diverge from the calculated susceptibility of a
kagome´ lattice Heisenberg antiferromagnet below temperatures roughly comparable
to J . However, calculations that include a DM interaction with an in-plane compo-
nent of roughly Dp ≈ 0.3J provide a better fit to the data to lower temperatures than
the bare Heisenberg Hamiltonian calculation. In Fig. 6-4(a) we show susceptibility
data for herbertsmithite alongside calculated susceptibilities for a Hamiltonian with
Dp = 0.3J and Dz = -0.2J [232]. The calculated susceptibilities both parallel (χab)
and perpendicular (χc) to kagome´ plane are shown as well as the powder average
(χav =
2
3
χab +
1
3
χc). These values for the DM interaction give a good agreement
between χav and the susceptibility data. The value of Dp is primarily responsible
for the powder averaged rise in the calculated susceptibility. The effect of Dz in
these calculations, however, is most evident as a temperature dependent rise in the
susceptibility anisotropy. Fig. 6-4(b) shows the anisotropy χc/χab as a function of
temperature for calculations with Dp = 0.3J and Dz = -0.1J , -0.2J , and -0.3J . For
all cases, there is a low temperature anisotropy with χc > χab. This is most pro-
nounced for larger values in the magnitude |Dz|. This anisotropy is interesting in
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light of the NMR measurements[208] which reported that the NMR spectra showed
a portion with a Knight shift that behaved similar to the bulk susceptibility and a
portion that did not grow with lowered temperatures. This lends itself to the inter-
pretation that the susceptibility is highly anisotropic, as shown in Fig. 6-4, and that
the different Knight shift behaviors in the NMR data arise from powders oriented ei-
ther parallel or perpendicular to the applied magnetic field. The predicted anisotropy
could also be tested with the synthesis of even fairly small single crystal samples of
herbertsmithite. These calculations[182, 182] are not necessarily valid for T ¿ J ,
so we can not use them to directly predict the very low temperature behavior of the
spin-1
2
kagome´ lattice antiferromagnet with a DM interaction. However, the presence
of a DM interaction could potentially explain the apparently divergent behavior of
the susceptibility at low temperatures. Although many numerical calculations on the
Heisenberg Hamiltonian system have suggested the presence of a spin gap, it is likely
that nonmagnetic singlet excitations would be gapless[140, 139, 141]. Potentially,
the DM interaction could lead to a hybridization of the magnetic and nonmagnetic
states, giving experimental magnetic behavior that does not display any spin gap.
All calculated susceptibility curves shown in Fig. 6-4 are from exact diagonalization
calculations on 15-site clusters as described in Ref. [182].
There have been other calculations on the low temperature behavior of a spin-
1
2
kagome´ lattice antiferromagnet with a DM interaction. Tovar, et al. recently
studied the effects of the Dzyaloshinskii-Moriya interaction on valence bond systems,
including on the kagome´ lattice[233]. Assuming that the Heisenberg Hamiltonian
system would feature a spin gap ∆, it was predicted that a DM interaction would
lead to saturation of the zero temperature powder averaged susceptibility at a finite
value of
χ0 ≈ N(gµB)
2
4∆3
[2D2 − (Dz)2] (6.2)
with an anisotropy of
χc
χab
= 2
(
1 −
(
Dz
D
)2)
. (6.3)
Let us assume that g = 2.3, J = 18 meV, ∆ = J/20[140], and that Dz ≈ D/2. Since
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Figure 6-4: Calculated susceptibilities for a spin-1
2
kagome´ lattice antiferromag-
net with a Dzyaloshinskii-Moriya interaction. (a) Susceptibility data from herbert-
smithite is shown with calculated susceptibilities for Dp = 0.3J and Dz − 0.2J . The
susceptibilities both parallel (χab) and perpendicular (χc) to kagome´ plane are shown
as well as the powder average. (b) The susceptibility anisotropy, as χc/χab as a func-
tion of temperature for calculations with Dp = 0.3J at values of Dz ranging from
-0.1J to -0.3J .
190
we had previously reported a saturation susceptibility of χ0 ≈ 0.039 cm3/mol Cu,
this analysis would suggest that D ∼ 0.03J . It is reported[233] that a similar analysis
using the value of χ0 reported in NMR measurements[209] would suggest that D <
0.02J . These values seem unrealistically small. An electron spin resonance measure-
ment on powder samples of herbertsmithite[234] suggested that the DM interaction
has strength of roughly 0.08J , with Dz À Dp. And as has been described earlier, a
simple guess from the g-factor values would suggest D ∼ 0.13J while the high tem-
perature susceptibility analysis[183, 182] suggest that D could be as large as 0.36J .
Another recent paper[235] used exact diagonalization studies to reveal the combined
effects of both a DM interaction and a nonmagnetic impurity. They suggested that at
small values of the DM vector (D < 0.06J) there would be localized valence bonds
surrounding the impurities, and that at larger values (D > 0.1J) the system would
enter a Ne´el ordered state. However, we have previously noted reasons why we con-
sider it unlikely that there is significant antisite disorder. In the end, real materials
that feature a kagome´ lattice will likely feature a Dzyaloshinskii-Moriya interaction
in addition to the Heisenberg Hamiltonian. Thus experimental studies will have to
account for this interaction. Importantly, there have been suggestions that the DM
interaction could be at least partially responsible for the low temperature divergent
susceptibility seen in herbertsmithite.
6.2 Gapless Ground States
Although the previously discussed possibilities allow for the possibility that the intrin-
sic ground state of the system is spin gapped, there are also interesting possibilities of
ground states for the spin-1
2
kagome´ lattice antiferromagnet that are fundamentally
gapless. We will discuss two possibilities and how they relate to data on herbert-
smithite.
191
6.2.1 Spinon Fermi Surface
As we have described earlier, a spin liquid in two dimensions might be able to support
deconfined spinon excitations. Theories of spinon excitations are quite common for
hole doped frustrated magnets[236, 237] and at one point were suggested to play
a role in the high-Tc superconductivity of the hole doped cuprates[41]. But a spin
liquid state could support spinons even in the absence of doping[238]. A wide variety
of spin liquid states have been theoretically proposed in which the spinon statistics
could be bosonic[238, 108, 147, 192] or fermionic[51, 55]. Some predictions of the
spin-1
2
kagome´ lattice antiferromagnet suggest bound spinons[239], but deconfined
spinons behaving as nearly free fermions are also a possibility. If the ground state of
herbertsmithite were a spin liquid state with deconfined fermionic spinon excitations,
then we would expect to see signatures of a Fermi surface. The most readily evident
experimental signatures of a Fermi surface are a linear term to the specific heat
and a finite saturation of the spin susceptibility at low temperature. It is of course
well known that the low temperature specific heat of a spin-1
2
Fermi gas will have
a linear term in the specific heat, C = γT = 1
3
pi2D(²F )k
2
BT where γ is known as
the Sommerfeld coefficient and D(²F ) is the density of states at the Fermi surface.
The susceptibility of a Fermi gas saturates at low temperatures at a value of χ0 =
µ2BD(²F ). Interestingly, we perhaps see evidence of both in herbertsmithite. The low
temperature specific heat can be fit to a linear term with a coefficient of γ = 240± 20
mJ/K2 mol Cu. The magnetic susceptibility a low temperatures seems to saturate
at a value not much higher than 0.039 cm3/mol Cu. From this we can calculate the
Wilson ratio. The Wilson ratio[240, 241] is given by
RW =
pi2k2B
µ2eff
χ0
γ
(6.4)
where µeff = gµB
√
S(S + 1) is the effective moment. This ratio can be used as
a measure of the correlation in many fermionic systems. This value should clearly
be equal to 1 in a free spin-1
2
Fermi gas, and will be equal to 2 for the Kondo
Hamiltonian[241]. For the above estimates of γ and χ0 in herbertsmithite we calculate
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the Wilson ration as RW ≈ 9, using g = 2.3. Such a high value of the Wilson ratio
means that if a spinon Fermi surface were responsible for these experimental features
there would be significant correlations causing the signatures to deviate from their
free Fermi gas values. In addition, a spinon Fermi surface would result in a finite
value of the NMR nuclear spin relaxation rate (1/T1T ) at zero temperature, similar
to what has been reported for 17O NMR measurements[209].
Above we have considered a linear term in the specific heat, as would arise from
a typical Fermi surface. Spinon excitations in a spin liquid could behave somewhat
differently, even if the spinons obeyed fermionic statistics. For example, an extended
Fermi surface of spinons coupled to a U(1) gauge field[242] has led to the appearance
of a low temperature specific heat that was sublinear with respect to T . There have
been proposals[55, 56] of a spin liquid state with a spinon Fermi surface in the spin-1
2
triangular lattice antiferromagnet κ-(ET)2Cu2(CN)3. This state resulted in a specific
heat following a power law C ∼ T α with an exponent α = 2
3
. We previously showed
that the specific heat of herbertsmithite in the temperature range 106 < T < 600 mK
could be modelled with such an exponent. Interestingly, it has been proposed that the
spin liquid state that would give such an exponent[55] could also be stable on the spin-
1
2
kagome´ lattice with the inclusion of a small ferromagnetic next-nearest-neighbor
interaction[243]. In this theory, it has been calculated that the spinon specific heat will
be[55] C ∼ kBD(²F )t
1
3
spinon(kBT )
2
3 where D(²F ) is the spinon Fermi surface density
of states and the Hubbard model spinon hopping amplitude is tspinon ∼ J . Similarly,
such a spinon Fermi surface will still lead to a finite zero temperature susceptibility,
with a value of χ0 ∼ µ2BD(²F ). Using this we can create a measure that is the
analogue of the Wilson ratio for this new type of spinon Fermi surface. We define ξ
as the coefficient of the 2
3
power law in the specific heat: C = ξT
2
3 ; for herbertsmithite
we fit this as ξ = 180 ± 10 mJ/mol Cu K 53 . Then we define our new unitless ratio as
RS =
k
5
3
BJ
1
3
µ2B
χ0
ξ
. (6.5)
Using the values for herbertsmithite that we mentioned above, as well as J = 17 meV,
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we calculate this ratio as RS ≈ 28. Just like the Wilson ration, this is considerably
larger than one. However, it should be pointed out that this theory is qualitative and
that having a zero temperature susceptibility that is 28 times larger than expected
when compared to ξ is likely not disqualifying.
6.2.2 Critical Spin Liquids
As has been described earlier, spin liquid states with exponentially decaying spin
correlations will feature a spin gap. Long range valence bond spin liquids, which
feature algebraically decaying spin correlations, will be gapless. Such algebraic spin
liquids are often associated with quantum critical behavior. Therefore it is interesting
to consider the behavior of quantum spin liquid ground states near a quantum critical
point[244, 245]. We imagine a two-dimensional antiferromagnet with a quantum
disordered ground state that undergoes a zero temperature quantum phase transition
to an ordered state when a parameter g is increased past a critical parameter gc. The
low temperature behavior of the system at values of the parameter near gc will be
greatly influenced by the proximity to a quantum critical point, which can lead to
unusual behavior in nearly critical two-dimensional antiferromagnets[246, 247, 248]
or other magnetic systems, such as weakly coupled 1D chains[249]. One of the results
from the work on quantum critical dynamics in 2D antiferromagnets from Sachdev
and Ye[247] is that the imaginary part of the local dynamic susceptibility should obey
the scaling law
χ′′(ω) ∝ |ω|µf(ω/T ) (6.6)
where f(ω/T ) is some universal function and the exponent µ is typically between -1
and 0.
There have been suggestions that under certain circumstances the two-dimensional
square lattice Heisenberg antiferromagnet might be close to a quantum critical point,
which has interesting implications for the normal state of high-Tc cuprate super-
conductors[250, 251]. This was considered by Varma, et al. where they suggested that
the normal state of the cuprate superconductors could be characterized as a marginal
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Fermi liquid with an ω/T scaling in χ′′(ω)[252]. Such behavior was in fact seen in
the cuprates, with χ′′(ω) measurements showing ω/T scaling in La1.95Ba0.05CuO4[253]
and La1.96Sr0.04CuO4[254]. Likewise, some heavy-fermion metals might display non-
Fermi-Liquid behavior due to proximity to a quantum critical point[255, 256, 257].
Experimentally, some heavy-fermion metals with dopings near a critical point have
been shown to display an unusual scaling relation with
χ′′(ω) ∝ T−αf(ω/T ) (6.7)
with an exponent α modifying the ω/T scaling[201, 203, 202, 204, 205]. Interestingly,
this scaling relation can be written in the same form as that predicted by Eq. 6.6.
One feature common to many quantum critical systems is the presence of power
law dependences of many properties with temperature, suggesting the divergence of
the correlation as the temperature approaches 0 K. We presented the possibility of a
linear or sublinear power law dependence for the low temperature specific heat. NMR
measurements also suggest a power law dependence to the relaxation rate; T−11 ∝ T η
with estimates of the exponent ranging from η = 0.2[208] to η = 0.73[209] (although
the power law dependence here actually suggests diverging spin fluctuations as T
approaches 0 K). Thus we are interested in the possibility of some type of quantum
critical behavior in herbertsmithite. As we showed in Chapter 5, inelastic neutron
scattering data on herbertsmithite at temperatures ranging from 77 mK to 42 K
could be used to determine χ′′(ω). The data would collapse onto a single curve
when plotted as χ′′(ω)T
2
3 vs h¯ω
kBT
over a range of about four orders of magnitude in
ω/T . This implies the same scaling relation caused by non-Fermi-liquid behavior
as was seen in several heavy-fermion metals. Furthermore, as we mentioned earlier
the data can be fit well assuming that the function f(ω/T ) can be expressed as
f(ω/T ) = (T/ω)αtanh(ω/βT ), which is the same functional form used to fit the
data in the heavy-fermion metals described in References [201] and [204].
One mechanism in particular has been suggested as leading to a quantum critical
point in the spin-1
2
kagome´ lattice antiferromagnet. As we have described before,
195
the Dzyaloshinskii-Moriya interaction will act as a perturbation to the Heisenberg
Hamiltonian; the DM vector will consist of a component Dz perpendicular to the
kagome´ plane. A recent paper by Ce´pas, et al. studied exact diagonalization of
small clusters of a spin-1
2
kagome´ lattice antiferromagnet with a DM interaction[258].
The Hamiltonian was mapped onto a model where the in-plane component of the
DM interaction, Dp, was ignored and only Dz was considered. It was reported that
for large values of |Dz| a low energy tower of states emerges that collapses onto the
ground state, implying a broken symmetry phase with a Ne´el ordered moment. For
smaller values of |Dz| the ground state is considered to be a quantum disordered
phase. Thus there appears to be a quantum critical point for some critical value of
|Dz|, which is reported to be J/10. Also, it is pointed out[258] that the estimate
of the zero temperature susceptibility at the critical value of |Dz| = J/10 is quite
close to the zero temperature susceptibility extracted from NMR measurements[209].
A recent ESR measurement on powder samples of herbertsmithite[234] suggest that
|Dz| ≈ 0.08J , with a very small component Dp. This could put herbertsmithite in a
quantum critical regime. Our estimates of the DM vector described earlier predicted
a small value of |Dz| ≤ 0.05J which could likewise lead to quantum critical behavior;
however our estimate on Dp was large enough that the calulation[258] neglecting it
might not be valid. Still, this raises an intriguing possibility for a mechanism behind
quantum critical behavior in herbertsmithite.
Given the possible proximity of herbertsmithite to a quantum critical point, we
are curious about the types of critical spin liquids that might arise. One major class
is that of algebraic spin liquids[38]. Such states are interesting in that they cannot be
described by any theory of free fermionic or bosonic quasiparticles; an algebraic spin
liquid state will feature gapless excitations even without any spontaneous symmetry
breaking. It has been suggested[250, 38, 251, 259, 260] that the algebraic spin liquid
is an example of a stable critical phase. As a critical phase, spin correlations will
decay as a power law with distance according to a universal exponent, which will
result in typical power law dependences in other measurements as well. One type of
algebraic critical spin liquid is known as the algebraic vortex liquid state[261], which
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was suggested as a candidate ground for the spin-1
2
kagome´ lattice antiferromagnet
by Ryu, et al.[154] For such a state to exist in the kagome´ lattice an easy-plane
anisotropy would be needed, but this could easily be present in a real material due to
the Dzyaloshinskii-Moriya interaction. This state would feature gapless excitations
a specific heat ∝ T 2. Another type of algebraic spin liquid that has been proposed
features fermionic spinon excitations with relativistic Dirac dispersion behavior[155,
156, 194]. This theory predicts a specific heat ∝ T 2 with a field-independent shift in
the specific heat with the application of a magnetic field[156]. The low temperature
susceptibility is predicted to rise linearly with temperature. This, however, is not
similar to the behavior seen in herbertsmithite. A large enough applied field will
lead to a transition to a Landau Level state[262]. The Dirac spin liquid state is also
predicted to lead to a power law behavior in the relaxation rate similar to that seen
in herbertsmithite NMR measurements[208, 209].
6.3 Afterword
As we have discussed before, the ground state of the spin-1
2
kagome´ lattice antiferro-
magnet is still an open question of great interest. Despite a broad consensus that the
ground state will be disordered, there exists a great diversity of opinion in regards to
the exact specifics of this ground state. Many earlier predictions suggested a short
range resonating valence bond ground state[22] with gapless singlet excitations and a
finite spin gap to the first magnetic excitation[140]. More recent studies have raised
the possibility of a long range gapless algebraic[154] or critical spin liquid, perhaps
with Dirac excitations[156]. Experimental studies of a suitable candidate material
will be needed to elucidate this ground state. Herbertsmithite is the first synthesized
structurally perfect spin-1
2
kagome´ lattice antiferromagnet, and is thus a material
whose magnetic properties are of great interest.
The low temperature susceptibility of herbertsmithite displays a strikingly sharp
rise when the temperature is cooled below roughly 30 K. This rise is reminiscent
of a Curie tail, and it has been repeatedly suggested that this is due to an antisite
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disorder between the Cu and Zn ions in herbertsmithite that would result in a consid-
erable fraction of nearly paramagnetic copper ions residing on out-of-plane metallic
sites. However, we feel that the stereochemical differences between Cu2+ and Zn2+
are considerable enough that such antisite disorder is exceptionally unlikely. This
suggests that, far from featuring a spin gap, the low temperature susceptibility of
herbertsmithite is quite large. Even if hypotheses regarding antisite disorder were
correct, there is now considerable evidence pointing to a ground state without a spin
gap. This comes from the finite zero temperature susceptibility values extracted from
local probes such as NMR[209]. Similarly results are seen in the distorted spin-1
2
kagome´ lattice material vesignieite[216], which displays a finite susceptibility at zero
temperature even after a supposed impurity Curie tail is subtracted. Although most
simple toy models of antiferromagnetic systems make use of the Heisenberg Hamilto-
nian, in real systems with spin-orbit coupling we will often have to take into account
the Dzyaloshinskii-Moriya interaction. The bonds in herbertsmithite do not feature
inversion centers, so that this interaction is allowed, and its presence could greatly
impact the behavior of the system[183, 182]. However, the presence of this interaction
could also be responsible for novel physics, for example leading to quantum critical
behavior in herbertsmithite[258].
Inelastic neutron scattering experiments display a continuum of low-lying mag-
netic excitations that appear to be adjacent to the elastic peak. This is further evi-
dence against the existence of a spin gap in the ground state of herbertsmithite. The
temperature dependence of the positive energy transfer scattering over the measured
energy transfer range was quite weak. Intriguingly, this behavior leads to a scaling
relation in the imaginary part of the dynamic susceptibility where χ′′(ω, T )T
2
3 can
be expressed as a function of ω/T . This behavior is strikingly similar to several
heavy-fermion metals in which the doping placed the system near a quantum critical
point. From the data presented in this thesis, it is quite clear that the spin-1
2
kagome´
lattice material herbertsmithite features a disordered spin liquid ground state with
effectively gapless magnetic excitations. Some experiments suggest that the system
could display unique behavior, such as excitations with Dirac fermi statistics. This
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system could potentially be an unprecedented candidate for the study of a kagome´
lattice spin liquid in the proximity of a quantum critical point. The continued syn-
thesis of single crystal samples of herbertsmithite will further our understanding of
this amazing material.
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