The equations presented in [1] for modelling solid-liquid phase change CFD are here used and 89 extended to variable physical properties. Specifically, the density is allowed to vary between solid and 90 liquid phases and within the liquid phase. This introduces an important modification to the model,
91
since the traditional incompressibility condition (∇ · u = 0) is not valid anymore.
92
Resulting governing equations (mass, momentum and energy balances) are:
where:
Sub-indexes l and s indicate properties of the liquid and solid phases, respectivley; while m indicates 95 a property of the mixture of solid and liquid phases (including the cases of pure liquid and solid).
96
is the volumetric liquid fraction, which can take values between 0 (solid) and 1 (liquid). Velocity u 97 corresponds to the fluid velocity or to the seepage (or Darcy) velocity [19] in the presence of a mixture 98 of solid and liquid phases. Enthalpy h include both liquid and sensible components.
99
Thermal conductivity λ m is an effective conductivity, which can be either the conductivity of 100 the pure phase -in the mesh cells where there is only one phase present-or a combination of the 101 conductivities of both phases -in the cells where there is a mixture of solid and liquid (interface).
102
If the interface zone is a "mushy" zone, this value could be calculated using some of the correlations If using constant physical properties, Boussinesq approximation is performed in order to account 112 for the thermal expansion in the fluid. 
Enthalpy -temperature relations

114
The energy conservation equation (3) is expressed in terms of enthalpy in its transient and con-115 vective terms. Therefore, relations between enthalpy and temperature have to be used explicitly in 116 order to be able to determine the thermodynamic state of the material. Since the aim is to be able to 117 take into account the variation of the thermo-physical properties with the temperature, the variation 118 of the specific heat (C p ) and density are considered.
119
Next, this task is discussed in some detail for cases of phase change occurring at a fixed temperature
120
(for pure substances) or in a temperature range (for mixtures of substances). In pure substances, the melting point is a fixed value. Therefore, the change in enthalpy in the 123 phase change is only due to changes in the amount of substance that changes from liquid to solid, or 124 viceversa. Hence, there is no function relating h and T but there is a function relating h and f (mass 125 liquid fraction) instead.
126
For the liquid and solid phases, relations between h and T exist, being the usual relations for The "thermodynamic state" of the mixture is determined by the mass liquid fraction f , which is 131 calculated from the enthalpy of the mixture h m .
132
Depending on the values of C p for both phases, the inversion of the relation h − T can be more or 133 less difficult. The easiest case is that with constant values of C p for both phases, resulting in:
However, more complicated expressions for C p (T ) are usually found, which can make the work of 135 inverting the h − T relations very hard. A useful way of easing this task is to piecewise-linearize these 136 expressions in some temperature ranges. Since the values of C p for each phase generally do not change 137 significantly in the working range of temperatures, a single interval of linearization might be sufficient
138
(this is the approach that has been adopted in this work for the n-Octadecane). If this were the case,
139
the values of C p would be expressed as:
or, expressed in a generic linear form:
141
C p = C p0 + C p1 T resulting in the following generic expression for h depending on T : . From here on, T is calculated as:
In the interface, instead of using the mass liquid fraction f it is useful to use the volumetric liquid 145 fraction (or porosity) , since it is a variable that is explicitly used in the momentum equation. Hence,
146
using Eq. (5), the following equation for can be obtained:
Furthermore, using Eq. (4), the following expression -which does not depend on ρ m -is obtained:
Since ρ l , ρ s , h l and h s are all fixed and known values at T = T sl , the porosity can be directly The mixture of two or more substances do not usually change of phase at a sharp melting point,
159
but they have a range of temperatures in which both phases coexist. In these cases, there exist a region 160 in which both phases are present, called "mushy" zone, and the interface is not a surface anymore.
161
Being T s and T l and h s @Ts and h l @T l the solidus and liquidus temperatures and enthalpies, respec-tively; the enthalpies of the liquid and solid phases, h l and h s , could be defined as follows:
where ρ s has been assumed to be constant over all the range T < T l , ρ l is some function of the 164 temperature (f 1 ), and the last is Eq. (6). It should be noted that the equations of h l , h s and ρ l have 165 been assumed to be valid also in the whole phase change range; and differently from what happened 166 with a fixed melting point, these properties are not constant in the phase change range.
167
The first three equations are valid for the pure phases and the interface, while the other two are 168 only for the interface. These, added to the energy equation (3), are six equations for determining 169 seven unknowns (h l , h s , h m , ρ l , ρ m , , T ). Therefore, an additional equation is necessary, which could be the relation between f and T (transformed to − T ) coming from the phase diagram of the mixture 171 of substances.
172
Usually the f − T relation is assumed as linear between the liquidus and solidus temperatures, but more accurate relations could be implemented, e.g. by using the lever rule in binary alloys.
174
To calculate all the properties, it is necessary to determine T and from h m , since T is necessary
175
for calculating h l , h s , ρ l and ρ s . This will probably result in an iterative procedure, unless the extra 176 equation is the relation between h m and T , which would allow to directly determine T and from there 177 on, to calculate directly the rest of the properties. have been discretized, please refer to [1, 25] .
187
In order to better understand the modifications performed to the previous implementation (pre-188 sented in [1] ), a brief overview of the latter is presented in the first sub-section. Afterwards, the 189 new treatment of mass and momentum equations, momentum source term coefficient, pressure in the 190 interface zone and energy equations is described. 
Overview of the previous implementation
192
For the non-dimensionalized problem, with constant thermo-physical properties, the time-discreti-
193
zation of governing equations (1)-(3), result in [1] :
Here, R n+α represents the sum of convective, diffusive and buoyancy terms integrated between 195 time steps n and n + 1 using some time-integration scheme, S is the non-dimensional source term 196 coefficient introduced by the porous medium treatment and φ is the non-dimensional temperature. As 197 explained in [1] , the momentum source term has to be treated implicitly due to stability reasons.
198
Decoupling of u n+1 and p n+1 d
is carried out applying divergence, imposing mass conservation [Eq.
199
(8)] and rearranging terms:
is a pseudo-predictor velocity, and thus:
from where the new velocity field (u n+1 ) is calculated. Equation (11) defines a linear system of 203 equations of cell-node pressures, which needs to be solved using a linear solver.
204
The algorithm for the resolution of the equations is the following:
205
• Energy equation (10) : new enthalpy, temperature and porosity fields are calculated.
206
• Pseudo-predictor velocities u p using previous velocity fields [Eq. (12) ].
207
• Pressure equations (11): calculation of the system coefficients and resolution using a linear solver
208
(e.g. CG).
209
• New velocity field using predictor velocity and new pressure field [Eq. (13)]. 
Mass and momentum
211
Numerical implementation of the mass balance is modified by adding the effect of density variations:
Resulting in a modified version of the Poisson-like equations from those presented in [1] :
where, using Adams-Bashforth 2 nd order time integration scheme (for simplicity): being calculated, F a neighbouring node, f the face shared by nodes P and F,n f the vector normal to face f pointing outwards P, and d P F the vector going from P to F. If node F contains solid, then the face connecting nodes P and F is denoted sf and the distance from P to this face d P sf .
from where the new velocity field (u n+1 ) is calculated. R is the sum of convective, diffusive and 216 buoyancy source terms.
217
The change in density is taken into account in the last term of the right hand side of Eq. (15).
218
The new density (ρ n+1 m ) is assumed to be known at this point, since the energy equation is resolved 219 before than momentum, and therefore, the new temperature field and thermo-physical properties are 220 known.
221
In the case of a fixed melting point, Eq. (4) can be used to calculate the change in density in the 222 interface cells:
which could be plugged into Eq. (15); e.g. when ρ l is considered constant and the Boussinesq 224 approximation is used for taking into account the thermal expansion/contraction in the liquid phase.
225
It should be noted that u p in Eq. (16) does not include the effect of the source term coefficient S.
226
This effect is included afterwards, when the velocity is corrected by the effect of the pressure gradient,
227
in Eq. (17). This approach is different from that chosen in [1] , where the effect of the momentum 228 source term was included in the predictor velocity already. The modification presented here results
229
in an interpolation of the face velocities more consistent with that used in the pressure terms in [1] 
which, in short, stands for mass conservation:
where the outgoing mass fluxes through faces are calculated as:
The resulting system of pressure equations can be written as:
wherep = ∆t p and:
It can be observed [Eq. (17) ] that the source-term coefficient S produces a damping of the new 239 velocity by a factor of
In [1] , different forms of the momentum source-term coefficient (S) were studied in terms of the
241
"smoothness " of the associated velocity damping produced. In particular, the approach proposed by 242 Voller et al. [12] 243 where C is an arbitrary (big) constant and q is a very small value included to avoid division by zero,
244
resulted to be the best of those studied, in terms of smoothness.
245
However, analyzing equations (22) and (23) ∆t and ρ. Hence, a damping of 0.5 is fixed for = 0.5, resulting in:
(1 − ) 2 3 + q and (disregarding q):
The resulting curve of the damping factor vs. is shown in figure 2. are extensively used in the study cases but also because they are related to the way the solid-liquid 261 interface inside the domain have been treated in [1] . A modification to such strategy is the issue of the next section.
263
The velocity and mass flux in the solid boundaries are fixed to zero, the predictor velocity is not 264 calculated since it is not needed (pressure of the boundary not included in the pressure system of 265 equations, as in [1] ):
The pressure is needed for calculating the pressure gradient of the cell and is determined in order 267 to give a pressure gradient such that the cell-centered velocity results parallel to the boundary:
thus, using Eq. (17):
which, integrating and discretizing over the cell containing node P , gives:
from where the pressure of the solid boundary p sb is calculated, after having determined the variables 271 u p and p in the cells.
272
This condition on pressure in fact arises from a 2 nd order boundary condition for u·n sb , as is shown 273 next. Due to mass conservation (neglecting the possible change in fluid density), the component of 274 the velocity normal to the solid face should be zero:
wheret 1sb andt 2sb are the two components tangent to the solid face, over which the velocity is zero 276 in all the solid boundary. Therefore, the component of the cell-centered velocity normal to the solid 277 boundary can be approximated as:
from where it can be seen that Eq. (24) results in a second order approximation of u P ·n sb .
279
It should be pointed out that this boundary condition for pressure is applied due to being using However, the cell-centered velocities are calculated afterwards, and involve the calculation of the 291 pressure gradient over the cell. This pressure gradient is the one using the value of the pressure in the 292 solid boundary and is the one affected by the boundary condition imposed.
293
Furthermore, the boundary condition imposed by Eq. 25 ensures that the viscous stress normal to 294 the solid boundary is zero as it should be [26], without needing to modify the diffusive term explicitly:
Pressure equation -cells close to the solid phase
296
The pressure field effectively acts in the liquid domain, where it enforces mass conservation. In the 297 solid domain it is not needed and it is required not to produce artificial "filtration" of flow through 
302
As in [1] , the strategy is to decouple liquid (or liquid-containing) and solid domains by modifying velocity has to be parallel to all the non-parallel solid faces.
317
Furthermore, if the changes in density are to be taken into account, the condition on the cell-318 centered velocity normal to the solid faces has to be modified.
319
Due to these difficulties in the adoption of the internal solid boundary condition, another simpler 320 approach is proposed in this work, which automatically adapts to the formulation with variable density.
321
Here, the internal solid boundary condition for the pressure is "alleviated". Instead of directly imposing 322 the solid boundary condition to the internal solid faces, the neighbor solid cell is used as a ghost cell 323 for the pressure and introduced into the pressure system of equations. solid-liquid cells with one and two neighbors, the equations remain:
It can be observed that, if there is no density change between consecutive time steps (i.e. the control volume starts to melt), the mass flow through the solid-liquid boundary is not zero anymore.
340
Therefore, this internal boundary condition adapts itself automatically to the density variations.
341
In the cases of solid-liquid cells with two liquid-containing neighbors, Eq. (27) indicates that the there is no variation of the density. Only their summation is required to be zero in such case, and 344 therefore, it is possible for the liquid to "trespass" these solid-liquid cells. On the other hand, the 345 cell-centered velocities in these special solid cells are explicitly set to zero, since no liquid is contained 346 in them.
347
The proposed approach results in a "smoother" velocity field in the proximity of the solid cells, with all the solid-solid cells where the value of pressure is not used.
359
Since the system of equations is symmetric, a preconditioned Conjugate Gradient (PCG) solver 360 can be used. In order to lower the computations involved in the resolution of this system of equations,
361
the PCG has been modified so as to perform matrix-vector multiplications only in the non-trivial 362 sub-system, excluding the non-resolved solid-solid cells. 
were the right hand side would be evaluated somehow depending on the time integration scheme.
367
It would be preferable to use this approach, since both density and enthalpy could be calculated 368 at the same time. The key here is to be able to define the thermodynamic state from the value of 369 (ρh) m , i.e. to calculate the rest of the properties (T , λ, etc.) using (ρh) m as the independent variable.
370
However, the usual situation is to have correlations for the properties expressed in terms of T , and 371 furthermore, to have separate correlations for ρ and h (see section 2.1). Thus, in order to be able to 372 use ρh to find the rest of the properties, one would have to multiply both correlations and afterwards 373 invert the resulting formula to obtain T from ρh. This is usually a hard task, since could result in 374 having to invert complicated functions.
375
Therefore, it is useful to be able to calculate only h from the energy equation, while assuming ρ 376 as known. This can be done using the non-conservative form of the energy equation.
377
Taking into account the conversion:
the following non-conservative form is obtained (where the calculated variable is h) from Eq. (3):
and using mass conservation equation (1) it results in:
Discretizing Eq. (29) in time, the following expression is obtained:
Using this equation and those from section 2.1, the thermodynamic state of the material can be 382 found.
383
If there is an interest in using T in the convective term instead of h l , the conversion dh = C p dT 384 can be used, which applied into the following non-conservative form of the energy equation:
results in:
In order to express the convective term as a divergence, the following identity can be used:
to obtain:
where there is an extra term in the right hand side of the equation depending on the mass balance in 389 the control volume (which, in general, will be different from zero due to the changes in the density), the 390 total enthalpy and the difference between the liquid enthalpy and the liquid specific heat multiplied 391 by the temperature.
392
Since h l appears in the source term, it has to be calculated even if it is not appearing in the 
398
Discretizing Eq. (31) in time, the following expression is obtained:
4. Definition of the case study
400
The case study is based on the experimental and numerical results obtained by [16, 27] , where the 401 melting of a PCM inside a spherical capsule is studied. was enforced by the thermal conduction. Hence, a deformation of the interface is produced, since its 409 evolution is determined by the heat transfer rate.
410
In [27] , experiments of constrained and unconconstrained melting are presented. dense fluid needs to be allowed to escape from the capsule.
420
In the case of 2D meshes, since a cartesian formulation is used, the geometry used is a slice of while meshes 2d-no-31e3 and 2d-wo-31e3 have a density of around 4 times higher. 3D meshes 3d-425 no-1.4e6 and 3d-wo-1.6e6 present a density of cells for a slice of sphere (similar to the geometry of 426 the 2D meshes used) of around 5000 cells -somewhat lower than 2d-no-7.7e3 and 2d-wo-9.3e3-427 while for mesh 3d-wo-5e6 (only used in case C) this value is around 12000. tative difference between experimental and first numerical results led to the suspicion of being using 447 wrong properties. Therefore, a thorough search for physical properties has been carried out. Very
(e) 3d-no-1.4e6 (f ) 3d-wo-1.6e6 (g) 3d-wo-5e6 little information has been found for some of them, such as density and thermal conductivity of the 449 solid phase. 
450
497
• Liquid thermal conductivity (λ l ): linearized correlation from [37] ,
where λ l is expressed in W/m.K and the temperature is in K. The variation of this property in 499 the working range of temperatures, using the above expression, is less than 2%.
500
Differences of around 5% have been found with those values calculated using the correlation from
501
[36], and higher with respect to [38] . In the latter work, a value of liquid thermal conductivity 502 of 0.18 W/mK (20% higher than that obtained with the present correlation) has been reported 503 at the melting point.
504
• Liquid specific heat (C p,l ): linearized correlation from [37] , in the working range of temperatures, using the above expression, is less than 2%. underpredict the values in the temperature range between 300 -320 K.
510
• Solid density (ρ s ): a value of 863 kg/m 3 has been adopted. There is a high uncertainty in this 511 value, as no exact information has been found. It has been very roughly approximated from the 512 density curve presented in [35] .
513
There is a significant difference between the densities of the liquid and solid phases. With the 514 values adopted in this work, at the melting point, this difference is of ∼ 11% (with respect to 515 the liquid density).
516
• thermal convection between the bath and the outer surface and conduction through the glass, 559 respectively. A heat flux into the cell adjacent to the capsule is enforced as:
where the thermal resistance has been indicated as a sum of external (bath + shell) plus internal Actually, what is really imposed as a thermal boundary condition is the temperature of the 566 boundary face, which is determined in order to give the previous heat flux into the cell, as 567 follows:
• Upper opening (variable density cases)
569
Fluid flow is allowed to go out from (or into) the capsule through this upper opening. For this, 570 a condition on pressure is applied, resembling a Bernoulli equation, in the form:
where γ is a coefficient controlling the loss of kinetic energy, which can take values from 0 to boundary faces are assumed to be equal to those of the corresponding cell nodes.
574
For the temperature, in the boundary faces through which the flow goes out from the capsule, a 575 zero derivative has been assumed, taking the value of the cell. For the boundary faces through 576 which the flow comes into the capsule, the temperature of the incoming flow has been assumed 577 to be the mean value (weighted by the mass flow) of the temperature corresponding to the flow going out from the capsule. This results in a zero overall transport of thermal energy through 579 the opening.
580
For the lateral surface of the upper opening -which is part of the capsule shell-the same 581 heat flux condition is used as for the rest of the shell, in 2D cases. However, in 3D cases, a 582 further improvement has been introduced by modeling the fact that this part of the shell is in 583 contact with the outer air instead of with the water bath, as it is apparent in the pictures of the 584 experiments presented in [27] . For this zone, in 3D cases, a value of 5.1 W/m 2 has been adopted 585 for α eq and 25℃ for the external (air) temperature.
586
• Periodic faces (2D)
587
For carrying out 2D simulations, where axi-symmetry is assumed, the faces of the sphere slices 
Results
593
Several simulations have been run using the different meshes designed, for two and three-dimension- Table 3 .
602
Comparison is performed between simulations using UPWIND and SYMMPRES convective Figure 7 show results of evolution of global liquid fraction for the different cases using each convec-609 tive scheme. A better match with experimental results is observed in the results using the symmetry 610 preserving scheme. Furthermore, the discrepancy between results with different meshes is higher in 611 the cases using the UPWIND scheme, indicating a worse grid convergence. The differences between 612 results using constant and variable properties are also higher in the cases where the UPWIND scheme 613 was adopted.
614
All these observations indicate that the numerical diffusion is affecting the cases were the UP-
615
WIND scheme was used and that the symmetry preserving scheme seem to give more accurate results.
616
Unbounded values of temperature have been observed at some specific locations in the SYMMPRES 617 cases, but this problem does not seem to affect the results as much as the numerical diffusion produced 618 by the UPWIND scheme. For this reason, the results presented in the following sections correspond 619 to the simulations using the SYMMPRES scheme.
620
As the mesh density is increased, the melting rate tends to decrease. This behavior is observed for order to correct the error in total energy; which comes from the fact of not considering the difference 628 in density between liquid and solid phases.
629 Figure 8 shows the difference in liquid fraction evolution between three 2D simulations of case
630
A, using different set of properties. For the first, constant properties shown in Table 2 , without the 631 modification of L, were adopted. In the second, constant properties with the modified L were used. In to indicate that the property whose variation is affecting the melting rate the most is the thermal 652 conductivity, and specially that of the liquid phase. In the bottom, due to the unstable thermal layer (hot shell below cold solid), the flow has a highly zones of higher and lower temperatures can be observed. This effect is present at the bottom of 673 the capsule but not at the top, where a thermal stratification is seen (nearly horizontally uniform 674 temperature distribution) and the velocities are lower. In this figure it can also be noted that in case
675
A the shell is hotter than in case C, due to the higher heat transfer rate assumed for the former. A consequence of the "artificial" trapping of the eddies in the 2D cases is that the lower part melts 677 faster in these than in the 3D cases. This can be observed, not only by comparing the shapes of the 678 interface, but also the evolution of the temperature at different axial positions, as shown in figs. 14-15.
679
In the experimental results of Tan et al. [16] , the thermocouple located at point G (y = 2.5 cm above 680 the center) detects that melting there starts before than at point B (y = 3.75 cm below the center (c) Case C, var. props.; t exp ∼22 min.
Mesh: 3d-wo-1.6e6.
(d) Case C, var. props.; t exp ∼32 min.
Mesh: 3d-wo-1.6e6. 
Agreement between experimental and numerical results
689
All the numerical results reproduce very well the qualitative behavior observed in the experiment.
690
Furthermore, a very good accordance in the evolution of the melting rate is obtained for the numerical 691 results with both 2D and 3D meshes using the SYMMPRES scheme. However, the quantitative 692 agreement with the local temperature measurements is not so good.
693
Figures 14-16 show higher temperature oscillations at locations below the center of the sphere for 694 the numerical results, than those observed in the experimental data. This could be indicating that 695 velocities higher than those occurring in the experiment might be being predicted in the simulations.
696
This is specially true for 2D cases (Figs. 14a, 15a and 16a ), where the high velocity flows generated at 697 the bottom cannot escape to the top of the capsule, causing higher thermal oscillations in this zone.
698
Furthermore, it is believed that the onset of the phase change in the experiment is produced at a lower (3d-wo-5e6, Fig. 16c ), the amplitude of the temperature oscillations at position A is very similar 705 to the observed in the experimental data, and lower than the obtained with the coarser 3D mesh
706
(3d-wo-1.6e6, Fig. 16b ). However, the predicted mean value is somewhat lower in both cases, which 707 may be another indication of the presence of solid phase at a temperature higher than the assumed 708 melting point, in the experiment.
709
In figures 17 and 18, the interface shapes at different instants for both experimental and numerical Mesh: 2d-no-32e3.
(e) Numerical (t∼60 min). Mesh:
2d-no-32e3.
(f ) Numerical (t∼80 min). Mesh:
(g) Numerical (t∼40 min). Mesh:
(h) Numerical (t∼60 min).
Mesh: 3d-no-1.4e6. above) produce a higher disagreement in 2D cases.
713
Regarding the thermal boundary condition, it is difficult to draw clear conclusions about which
714
of both values of α eq is more accurate. Observing global liquid fraction curves for case A (α eq = 715 (a) Experiment (t=40 min).
(b) Experiment (t=60 min).
(c) Experiment (t=80 min).
(d) Numerical (t∼40 min).
Mesh: 2d-wo-9.3E3.
2d-wo-9.3E3.
3d-wo-5e6.
Mesh: 3d-wo-5e6. close to that of the experiment (Figs. 7c and 7d) . On the other hand, for a melting point of 28.2℃,
721
the value of α eq = 237W/m 2 K (case B) underpredict the real melting rate (see 7e).
722
For 3D simulations of case C (with the lower melting point, variable properties and α eq = 723 237 W/m 2 K), the predicted melting rate is still somewhat higher than experimental, even for the 724 densest mesh (3d-wo-5e6). Here, the higher difference between the water bath temperature and the 725 melting point is expected to result in stronger convection than in case A, and thus, in higher melting 726 rates for the same value of α eq . This could explain the very good results obtained with the lower α eq .
727
In the belief that the material used in the experiment undergoes a phase change at a temperature 728 range, it is possible that the solid phase is still present at temperatures higher than 28℃. Therefore,
729
it is possible that the convection is not as strong as that resulting from the phase transition at a fixed 730 melting point of 27.2℃, and thus, the higher value of α eq is believed to be more accurate. Nevertheless,
731
when comparing the melting rates of cases A and B with the same mesh 2d-wo-9.3E3, i.e. 0.9%/min 732 and 0.78%/min, a difference of around 13-15% is obtained, which is not much, considering that α eq 733 for case A is three times higher than for case B. Furthermore, if the sensitivity of the melting rate with 734 the external convection coefficient (between the water bath and the external surface of the glass shell) 735 is considered, it can be said that it is significantly low in the range considered, since the difference in 736 this value for cases A and B is of around 10 times (∼ 3000 W/m 2 K vs. ∼ 300 W/m 2 K, respectively).
737
A further aspect that could be influencing the melting rate is the presence of the hollow tube 738 (apparently metallic), which could be increasing the heat flux into the solid phase and increasing 739 the melting rate near the axis. Slight deformation of the interface near the rod (at the top) seems 740 to be appreciated in the experimental figures, which could indicate that this phenomenon might be 741 occurring, although it does not seem very strong. Furthermore, the hollow tube displaces some amount 742 of n-Octadecane, which could also result in a faster total melting rate.
743
In summary, with the use of an accurate melting temperature range, as well as more accurate 
798
Furthermore, it is indicated how in cases where the density differences between liquid and solid phases 799 is not accounted for, the latent heat should be modified in order to obtain the same amount of total 800 enthalpy inside the same control volume. 
811
Regarding the thermo-physical properties used, it has been shown that when using the liquid 812 density for both phases, scaling the latent heat with the density ratio (solid/liquid) compensate for the 813 error in the total energy per unit volume needed for producing the melting, and more accurate results pp. 27-52, 2014.
[2] H. Michels and R. Pitz-Paal, "Cascaded latent heat storage for parabolic trough solar power
