Abstract Fine particulate matter (PM 2.5 ) is the major air pollutant in Beijing, posing serious threats to human health. Land use regression (LUR) has been widely used in predicting spatiotemporal variation of ambient air-pollutant concentrations, though restricted to the European and North American context. We aimed to estimate spatiotemporal variations of PM 2.5 by building separate LUR models in Beijing. Hourly routine PM 2.5 measurements were collected at 35 sites from 4th March 2013 to 5th March 2014. Seventy-seven predictor variables were generated in GIS, including street network, land cover, population density, catering services distribution, bus stop density, intersection density, and others. Eight LUR models were developed on annual, seasonal, peak/non-peak, and incremental concentration subsets. The annual mean concentration across all sites is 90.7 μg/m 3 (SD=13.7). PM 2.5 shows more temporal variation than spatial variation, indicating the necessity of building different models to capture spatiotemporal trends. The adjusted R 2 of these models range between 0.43 and 0.65. Most LUR models are driven by significant predictors including major road length, vegetation, and water land use. Annual outdoor exposure in Beijing is as high as 96.5 μg/m 3 . This is among the first LUR studies implemented in a seriously air-polluted Chinese context, which generally produce acceptable results and reliable spatial air-pollution maps. Apart from the models for winter and incremental concentration, LUR models are driven by similar variables, suggesting that the spatial variations of PM 2.5 remain steady for most of the time. Temporal variations are explained by the intercepts, and spatial variations in the measurements determine the strength of variable coefficients in our models.
Introduction
Due to rapid urban growth, air pollution has been one of the most serious environmental problems in Beijing, the capital of China. The annual average ambient fine particulate matter (PM 2.5 , or particles up to 2.5 μm in diameter) concentrations in this city were measured at about 70-100 μg/m 3 (Cheng et al. 2013a; Wang et al. 2013) , which were about two to three times higher than the WHO Level 1 Interim Target of 35 μg/ m 3 (WHO Press 2006) . Globally, the city has been listed among the most PM 2.5 -polluted areas (Brauer et al. 2012; Van Donkelaar et al. 2010 ). Overexposure to PM 2.5 has been
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proved to be associated with a wide variety of health effects such as aggravation of existing heart and lung disease and premature mortality (Anderson et al. 2012; Dockery et al. 1993; Jerrett et al. 2005b; Pope and Dockery 2006) . Several epidemiological studies (Breitner et al. 2011; Hou et al. 2010; Zhang et al. 2013; Zhang et al. 2012 ) have evaluated the association of exposure to particulate matter with adverse health impacts in Beijing. However, these studies are often limited to both rough spatial variability by using interpolation methods and poor temporal variability by using mean concentration throughout the sampling period. Yet, PM 2.5 pollution is understood to vary over space and time (Hoek et al. 2002; Zhang et al. 2013; Zhao et al. 2009 ). To better measure the intra-urban heterogeneity in PM 2.5 concentrations and provide evidence for epidemiological studies, many approaches have been put forward such as exposure indicator variables, interpolation methods, dispersion models, and land use regression (LUR) models (Briggs 2005; Hoek et al. 2008; Holmes and Morawska 2006; Jerrett et al. 2005a; Ryan and LeMasters 2007) .
First developed by Briggs et al. (1997) , LUR has been proved to have more advantages than other conventional approaches (Hoek et al. 2008) . By means of establishing a statistical relationship between pollutant concentrations measured at 20-100 sites and potential influencing factors such as land use, traffic, and population density, LUR is able to predict concentrations at unsampled locations throughout a given domain within the framework of GIS (Henderson et al. 2007; Hoek et al. 2008) . LUR has achieved great success in predicting concentrations of major air pollutants, mainly in Europe and North America (Hoek et al. 2008 ), yet it has seldom been applied to China (Li et al. 2010a, b) , one of the most seriously air-polluted regions in the world.
Although LUR has a strong ability to describe spatial variation of pollutants, most LUR models fail to reflect temporal variation, since they consider long-term (i.e., annual) average concentration (Dons et al. 2013; Hoek et al. 2008) . Several recent LUR studies have attempted to capture temporal variation, mainly in three ways: (1) by modifying the intercept of LUR models based on a temporal variation observed at background monitoring sites (Gan et al. 2011; Nethery et al. 2008; Saraswat et al. 2013; Slama et al. 2007 ); (2) by adding dummy variables to reflect different periods (Dons et al. 2013; Noth et al. 2011); and (3) by building LUR models for different periods with dynamic or static variables (Dons et al. 2013; Gulliver et al. 2011) . Other studies even integrated the above methods (Adam-Poupart et al. 2014; Patton et al. 2014) . The first two approaches are limited to producing the same spatial pattern of pollutants over time, because they are based on a typical LUR model. Only the intercept varies to reflect the corresponding periods, yet other variables remain the same. Moreover, certain explaining variables may lose their statistical significance or contradict with the direction of effect in a prior assumptions (Dons et al. 2013) . The last method is a more rigorous way but may increase workload.
The heavy air pollution in China is likely to have more diverse sources than that in European and North American cities: not only traditional sources such as traffic and industry emission but also coal burning and biomass combustion for cooking and winter heating (Carter et al. 2014; Yu et al. 2013; Zhao et al. 2013b) . Moreover, other specific activities like setting off fireworks during the Spring Festival (Wang et al. 2007; Zhang et al. 2010 ) and open straw burning over the harvest season (Cheng et al. 2013b; Li et al. 2014; Qu et al. 2012 ) may also aggravate pollution concentrations in some periods, especially in winter. Wide varieties of air pollution sources are likely to increase the difficulties to build LUR models.
In this paper, we aim to capture both spatial and temporal variations (seasonal and diurnal) of PM 2.5 in Beijing by building separate LUR models based on different periods. By means of model comparison, factors dominating the distribution of PM 2.5 were analyzed on annual, seasonal, and peak/ non-peak subsets. In particular, we built an LUR model for incremental concentration during peak hours in order to better explore diurnal variation of PM 2.5 in Beijing.
Materials and methods

PM 2.5 measurements
Routine monitoring data were collected in real time at 35 airquality monitoring stations, which are available on the Website of the Beijing Environmental Monitoring Center (http://zx.bjmemc.com.cn/). Continuous hourly PM 2.5 concentrations were gathered for approximately a whole year from 4th March 2013 to 5th March 2014. Fine particulate matter was measured using the 1405-F TEOM Monitor (Thermo Fisher Scientific Inc., Waltham, MA, USA) concurrently at all sites. The monitor measured particle mass concentrations based on the tapered-element oscillating microbalance continuous monitoring method (TEOM) at a flow rate of 3 L/min. All samplers were placed approximately 3 m to the ground, and the TEOM sensors were housed in a single-cabinet compact enclosure conditioned within temperature of 20±2°C. Quality assurance/quality control (QA/QC) procedures at each site were followed according to the environmental protection standards of China (HJ 618-2011; MEPCN 2011) . Data loss was inevitable during the measurement, and different approaches were adopted to deal with the missing data in existing LUR models (Amini et al. 2014; Gulliver et al. 2011; Ross et al. 2013) . Since there were few missing data in our measurements (Supplementary Table SI1), we did not discard any sites or any periods, and the original dataset was used for analysis.
The 35 stations were divided into four categories to guarantee adequate spatial variation in measured concentrations, including 12 urban environmental evaluation sites, 16 suburban environmental evaluation sites, 5 traffic pollution monitoring sites, and 2 regional background control sites. A detailed description of the 35 sites in their four categories can be seen in Supplementary Table SI2 . The distribution of all sites is illustrated in Fig. 1 .
In order to explore seasonal variation of PM 2.5 in Beijing, the measured concentrations were classified and integrated for four seasons. Seasonal average PM 2.5 concentrations were calculated and served as dependent variables of seasonal LUR models. For diurnal variations, a previous study (Zhao et al. 2009 ) demonstrated that urban and rural PM 2.5 concentrations display different diurnal patterns, but both show a significant peak between 5:00 p.m. and 11:00 p.m. Thus, the period between 5:00 p.m. and 11:00 p.m. is defined as peak hours, and the rest as non-peak hours. Mean concentrations for these two periods were used to build diurnal LUR models.
To further investigate factors that influence the spatial variation of increased PM 2.5 concentrations during peak hours, an LUR model that used the change in PM 2.5 concentrations during peak hours as dependent variable was built, which was termed incremental concentration model. The change in PM 2.5 concentrations during peak hours was calculated as the difference between the maximum hourly mean concentration during peak hours and the average concentration at 5:00 p.m. Previous LUR studies focused on directly measured concentrations, and this may be a novel approach that used the change in pollution concentrations as dependent variable in LUR studies. In summary, eight LUR models were developed on annual, seasonal, peak/non-peak, and incremental concentration subsets.
Development of predictor variables
Predictor variables considered to be related to air pollutant concentrations were calculated in ArcGIS (ESRI China Inc., version 10.0). A total of 77 variables in seven categories were created to characterize the street network, land cover, Fig. 1 Classification and distribution of air-quality monitoring sites in Beijing population density, catering services distribution, bus stop density, intersection density, and other characteristics at or around the sampling sites. Then we sub-divided each category by variation of distance at different buffer radii (Table 1) . For each category, data source and detailed description are available in Supplementary Table SI3 .
In the absence of traffic intensity data, we used the length of specific road types as a reasonable proxy (Henderson et al. 2007 ). Some studies (Dong et al. 2014; Feng et al. 2013 ) have shown that average traffic volume on major roads in Beijing is 97 vehicle/km, which is close to volume in the study implemented in New York (Ross et al. 2007 ). The major type of fuel used in this area is gasoline; some other types of fuel are also used in different kinds of vehicles, according to Beijing Municipal Transportation Commission.
Particularly, we added catering service variables in our models, and they were not commonly used in previous LUR studies (Abernethy et al. 2013) . The locations of restaurants were obtained from Sina Microblog (http://weibo.com/), a social networking Website similar to Twitter. Big data of social sensing can easily collect more massive and distributed social information compared with traditional methods. Totally, 13,553 catering service shops were collected, including 440,449 records of check-ins, then the scale of different restaurants was divided into five grades based on check-in numbers.
As for the spatial distribution of winter heating, the major winter heating stations that belonged to the Beijing District Heating Group (http://www.bdhg.com.cn, in Chinese) were included in industrial land use. Most of the winter heating stations in six downtown districts used gas-fired boilers instead of coal-fired boilers, and the stations in the suburbs used both types of boilers. There were also some small-scale winter heating sources, which used coal as fuel generally. These small-scale sources were often scattered and difficult to characterize. Therefore, we only gathered major winter heating stations in the type of industrial land use.
Model development and evaluation
We used the model-building algorithm developed by Henderson et al. (2007) . A priori assumptions of a required sign of regression coefficients for specific variables (e.g., the coefficient of road length is positive to PM 2.5 concentrations) were made so as to increase the applicability of LUR models beyond the monitoring sites (Henderson et al. 2007; Hoek et al. 2008) , which is described in Table 1 .
In order to reduce the potential for collinearity among variables belonging to the same category, and ensuring interpretability of model parameters, the following model-building algorithm was used:
1. Remove variables with less than five nonzero values 2. In each sub-category, rank all variables by the absolute strength of their correlation with the measured pollutant and identify the highest-ranking variable 
xx the circular buffer radii (meters), NA not assigned because no effect could be assumed a The maximum traffic-related buffer distance was set as 1000 m, in accordance with the principle described by Hoek et al. (2008) 3. Remove other variables in each sub-category that are correlated (Pearson's r>0.6) with the highest-ranking variable 4. Enter all remaining variables into a stepwise linear regression with a 95 % confidence interval in IBM SPSS Software (SPSS China Inc., version 20.0) 5. Remove the variables that have insignificant t statistics (α=0.05) or are inconsistent with a priori assumptions 6. Repeat steps 4 and 5 until there are no more variables that can contribute more than 1 % to the adjusted R 2 .
As linear regression assumes independence of the residuals, a standard diagnostic test was carried out to check spatial autocorrelation of the residuals in ArcGIS using Global Moran's I (Hoek et al. 2008) . We evaluated models by Leave-One-Out (LOO) cross validation, where models were developed for N-1 sites (N is the total number of sampling sites). The predicted concentrations were compared with the measured concentrations at the left-out site. The above procedure was repeated N times. Then, the root mean squared error (RMSE) and normalized mean squared error (NMSE) were calculated to describe the accuracy of the models. Generally, lower RMSE and NMSE values mean more stable and accurate models.
Regression mapping and population exposure
After obtaining the final valid LUR models, regression equations were applied to a regular 30×30 m grid covering all of the study region to generate a continuous surface of exposure for visualization and computation of population-weighted exposure. In order to limit the estimated concentrations to a reasonable range, predicted concentrations at the low and high ends were truncated at a certain percentage of measured maximum/minimum values in some LUR studies (Abernethy et al. 2013; Amini et al. 2014; Henderson et al. 2007 ). There is no rigorous standard for cutting the range of predicted concentrations. We made similar assumptions described by Amini et al. (2014) that predicted concentrations were truncated at 120 % of the maximum and 60 % of the minimum measured values.
The spatial distribution of modeled PM 2.5 concentrations was then integrated with population density for analysis, which aimed to calculate the outdoor population exposure to PM 2.5 in Beijing. The outdoor population exposure was calculated as below:
Where, C pe means the average outdoor population exposure across the whole city, pop (i, j) means the population density of the raster in column i and row j, and C (i, j) is the concentration of PM 2.5 of the raster in column i and row j.
Results
Descriptive statistics for PM 2.5 measurements
The hourly PM 2.5 measurements were analyzed on annual, seasonal, peak/non-peak, and incremental concentration subsets, as described above. Descriptive statistics of PM 2.5 measurements for these periods are shown in Table 2 . The measured concentrations of all these periods were normally Fig. SI 1) , which was tested by Shapiro-Wilk test. Apart from the winter period and the incremental concentration during peak hours, PM 2.5 concentrations presented significant spatial autocorrelation with positive Globe Moran's I and p values of less than 0.05 during the remaining periods. Moreover, differences between the five traffic sites and the remaining sites were also listed in Table 2 . The measured concentrations in traffic sites were generallỹ 10 μg/m 3 higher than those in non-traffic sites, and the value might be larger in warmer seasons. The standard deviation in traffic sites was also smaller.
As is shown in Supplementary Fig. SI2a , different categories of monitoring sites showed diverse PM 2.5 diurnal patterns but had a significant peak between 5:00 p.m. and 11:00 p.m. in common. This was quite similar to a previous study (Zhao et al. 2009 ) and provided evidence for distinguishing peak hours from non-peak hours of the diurnal period.
PM 2.5 shows more temporal variation than spatial variation in Beijing. Coefficient of within-site hourly temporal variation for all sites ranged between 0.81 and 1.06 (Supplementary  Table SI2 ), while coefficient of between-site spatial variation in annual mean measurements was merely 0.15 (Table 2) . Evident seasonal and diurnal variations of ambient PM 2.5 concentrations are illustrated in Table 2 and Supplementary  Fig. SI2a , which demonstrates the necessity of building different models to capture spatiotemporal trends (Dons et al. 2013) .
LUR models and model evaluation
The annual model (Table 3 ; Fig. 2 ) explained 58 % of the variability in measured concentrations, and was driven by the area of natural vegetation land use within the buffer 3000 m (vege_3000), the length of major roads within the buffer 1000 m (mr_1000) and the area of water body within the buffer 500 m (wat_500). The model coefficients of these variables were −2.25×10 −6 , 4.87×10 −3 , and −1.87×10 −4 , respectively. In regard to seasonal models (Table 3 ; Fig. 3 ), the models of spring, summer, and autumn had acceptable adjusted R 2 values ranging between 0.53 and 0.65. The predictor variables of these seasonal models were quite similar to the variables used in the annual model, which resulted in similar patterns of PM 2.5 pollution maps (Figs. 2 and 3 ). The length of major roads within the buffer 100 m (mr_100) appeared in the spring and summer models, reflecting small-scale variability of traffic emissions. Model coefficients of the variables were generally smaller in spring and summer, and it was likely due to smaller coefficients of spatial variation in the measurements (Table 2 ). The winter model was poor fit, yielding an adjusted R 2 of 0.43. The area of natural vegetation land use within the buffer 3000 m (vege_3000) and the area of farmland within the buffer 3000 m (crop_3000) were included as statistically significant predictor variables, with large model coefficients of −3.24×10 −6 and 1.27×10
, respectively. The model of peak and non-peak hours (Table 3 ; Fig. SI3 ) explained 64 and 54 % of the variability in measured PM 2.5 concentrations, severally. The explanatory variables were the same with the annual model, and the model coefficients were also close to these in the annual model. Unlike the model of peak and non-peak hours, the model of incremental concentration (Table 3 , Fig. SI4 ) was explained by the area of natural vegetation land use within the buffer 3000 m (vege_3000) and the area of farmland within the buffer 300 m (crop_300); road length and water body land use variables were not included in the result. The model coefficients were −1.32×10 −6 and −3.98×10 −5
, respectively, which were smaller than those in other models as the incremental concentration was lower than the directly measured values. The result of the incremental concentration model was also unsatisfactory, with an adjusted R 2 value of 0.44. Spatial autocorrelation of model residuals was checked by Globe Moran's I in ArcGIS. The results of p value for these models were greater than or equal to 0.05 (Table 3) , which indicates weak spatial autocorrelation of the residuals. All these spatiotemporal LUR models were evaluated by LOO cross validation, yielding RMSE values ranging between 6.5 and 19.1 μg/m 3 , and NMSE values ranging from 0.57 to 10.19 %.
We compared our model with pre-existing urban PM 2.5 LUR studies carried out mainly in Europe and North America (Table 4 ). In general, our models produced lower adjusted R 2 values (mean adjusted R 2 =0.55) than those studies (mean adjusted R 2 =0.68). RMSE values of our model validation were larger mainly due to the high PM 2.5 concentrations measured in Beijing, but the NMSE values were relatively small for most models, and relative errors (RMSE/mean) were nearly the same as previous studies. More similarities and differences between this study and previous urban PM 2.5 LUR models are listed in Table 5 .
Regression mapping and population exposure
The estimated concentrations of PM 2.5 in unsampled locations were calculated on the basis of eight LUR equations. The results of regression mapping across Beijing for annual model and seasonal models are shown in Figs. 2 and 3 . The maps of concentrations for diurnal models and incremental concentration during peak hours are presented in Supplementary  Figs . SI2 and SI3, respectively.
Truncating predicted concentrations would certainly have effects on regression mapping results. Overall, 3.99-48.21 % out of 18,235,037 grid cells in the modeling domain were affected by truncating among all periods, which primarily distributed in mountainous areas. Our LUR models trended to produce very low estimated concentrations in these regions, and some predicted values were even negative. But the predicted high values fit well with measured concentrations. Detailed effects of truncating predicted concentrations are listed in Supplementary Table SI4 .
In order to better demonstrate the spatial variation of intra-urban PM 2.5 concentrations during different periods, the Central Axis of Beijing (displayed in Fig. 2 ) was selected for cross-section analysis. The predicted PM 2.5 concentrations for these eight periods along the transect are shown in Fig. 4 .
According to the spatial surfaces of PM 2.5 concentrations ( Figs. 2 and 3 ; Supplementary Figs. SI2 and SI3 ) and the profile of predicted concentrations along the Central Axis of Beijing (Fig. 4) , PM 2.5 concentrations exhibit similar geographic patterns among different periods apart from the winter model and the model of incremental concentration. PM 2.5 concentrations are relatively high in plain areas distributed in the east and south part of Beijing, while the pollution is lighter in mountainous areas with large percentage of vegetation cover. Areas close to the major roads exhibit serious PM 2.5 pollution as the peak values in Fig. 4 spatially correspond to the major roads. In winter, PM 2.5 concentrations are higher and more homogeneous in plain areas. In addition, the regression mapping result of incremental concentration shows a more dispersed pattern.
Combining the results of regression mapping with spatial distribution of population, outdoor population exposure to PM 2.5 was generated. Truncating predicted concentrations had little effect on outdoor population exposure results, and the maximal percentage of population affected by truncating was merely 2.80 % among all periods, since very few population were distributed in mountainous areas. Per capita annual outdoor population exposure to PM 2.5 was 96.5 μg/m 3 across the whole study area. More detailed outdoor population exposure to PM 2.5 for different periods is presented in Table 6 .
Discussion
By combining hourly routine monitoring data with spatial predictor variables, we have successfully applied LUR models of different periods to demonstrate the spatiotemporal variability of PM 2.5 in Beijing. These eight models could explain 43 to 65 % of variability in PM 2.5 concentrations and were able to predict concentrations generally within 10 % normalized mean square error (NMSE).
Predictor variables
Regarding the predictor variables included in LUR models, these models were only driven by some traditional variables involving land use and road length, even though we attempted to build LUR models considering various potential sources of PM 2.5 . Apart from the models for winter and incremental concentration, the final variables entered into LUR models remained almost consistent. Besides, if two models share the The percentage of RMSE to measured-mean concentrations same predictor variables, the measured concentrations of the corresponding periods trend to be more correlative (Supplementary Table SI4 ). This indicates that spatial variations of PM 2.5 remain steady for most of the time, which is noticeable from the almost overlapping profiles in Fig. 4 , and similar patterns of PM 2.5 concentrations among Figs. 2 and 3 and Supplementary Fig. SI3 . Generally, vehicle emissions played an important role in contributing to PM 2.5 pollution in Beijing (Cheng et al. 2013a; Song et al. 2006; Sun et al. 2004 ). LUR models for most of the periods contained road length variables, and road length variables were the only variables with positive model coefficients. This leads to the distinguishable major road network in most regression mapping results and peak values in Fig. 4 that correspond to the major roads spatially. Although the length of major road was a strong predictor in most periods, it was principally with 1000 m buffers and less so with the smaller buffer of 100 m. This is likely due to the fact that PM 2.5 is a secondary pollutant, and it is unable to reflect smallscale variability of traffic emissions as much as primary pollutants (e.g., black carbon, nitric oxide). Secondary pollutants are generally less sensitive to variables with smaller buffers. Similar conclusion was also drawn by Henderson et al. (2007) as the nitric oxide (NO) map showed more pronounced smallscale spatial contrast than the nitrogen dioxide (NO 2 ). The second reason for not picking up small-scale variability of traffic emissions much is possibly due to the small number of traffic locations in the sample. Traffic pollution monitoring sites only accounted for a small proportion. The SD values among traffic sites were relatively smaller compared with the remaining sites (Table 2 ). This might also indicate that the existing traffic sites caught little small-scale spatial variation at the roadside, while there were both high and low emissions in the remaining sites. PM 2.5 was lower in areas with more natural vegetation and water bodies. On average, the predicted PM 2.5 concentration in natural vegetation and water body land cover areas were approximately 42 μg/m 3 lower than other areas (effects of truncating were included). This is largely because natural vegetation and water bodies are distributed in areas where there are fewer pollution sources. Moreover, trees can remove fine particles via dry deposition (Nowak et al. 2006) , but the effect is very limited as the values in major American cities were lower than 0.1 μg/m 3 according to Nowak et al. (2013) . A similar study (Baumgardner et al. 2012) in Mexico City showed that the annual removal rate of peri-urban forests for PM 10 was approximately 2 %. King et al. (2014) has also suggested an absence of pollution sources in vegetation-covered areas played a larger role than the effect of pollution removal from vegetation in LUR models. The presence of water body land use variable (wat_500) in many models was largely due to a regional background control site next to Miyun reservoir. If we dropped this site from the samples, no variable concerning water body was included in these models.
Spatiotemporal variations explained by LUR models
To further explore the spatiotemporal variations of ambient PM 2.5 concentrations, LUR models were compared among different periods. Generally, the temporal variations are explained by the intercepts, and the spatial variations in the measurements determine the strength of variable coefficients in our models. As for temporal variations, previous spatiotemporal LUR studies (Dons et al. 2013; Noth et al. 2011 ) often used time dummy variables to characterize pollutant concentrations in different periods. In other words, time dummy variables were employed to adjust intercepts of LUR models to reflect temporal variations. Since PM 2.5 showed more temporal variation than spatial variation in this study, predicted concentrations along the Central Axis presented almost overlapping pattern in Fig. 4 , and the relative height of these profiles was determined by the intercepts of LUR models to represent temporal variations among periods. Remarkably, similar conclusion could be seen in an existing spatiotemporal LUR study carried out in New Delhi (Saraswat et al. 2013) . Citywide temporal variation of PM 2.5 and BC was largely on account of the variability monitored from a background site.
For spatial variations, periods with larger coefficient of spatial variation trend to have stronger variable coefficients. There is less vegetation in winter (leaf-off) as deciduous forest plays the dominant role in Beijing (He et al. 2013; Xie et al. 2010) , but the vege_3000 variable (area of natural vegetation land use in a 3000-m buffer) had a stronger coefficient than other seasons (leaf-on). As is concluded above, PM 2.5 was lower in areas with more natural vegetation mainly because there were fewer pollution sources, rather than the effect of pollution removal from vegetation. The larger effect of vegetation variable in winter might be principally on account of the larger spatial variation of PM 2.5 measurements in winter (Table 2) , which is due to more pollution sources (e.g., winter heating, setting off fireworks) distributed in plain areas. The larger coefficient of vegetation variable was a response to the larger spatial variation, and it could generate enough spatial Fig. 4 Cross-section analysis for modeled PM 2.5 concentrations along the central axis of Beijing contrast in regression mapping results. This is also suggested by King et al. (2014) . Similarly, the coefficient of mr_1000 (length of major roads within the buffer 1000 m) was smaller in peak hours than in non-peak hours, which was mainly due to a stronger spatial variation in non-peak hours.
Seasonal variations
Seasonal variations of PM 2.5 concentrations are similar in spring, summer, and autumn, but show a different pattern in winter. The similar patterns of these three seasons are more likely due to meteorological factors, since specific sources (e.g., winter heating) play a weaker role during these periods. The winter model with only two variables produced a lower R 2 , which was mainly on account of a larger spatial variation in the measured PM 2.5 concentrations. This might be explained by specific PM 2.5 sources that are distributed in a small scale, such as fossil fuel combustion, biomass burning for cooking and winter heating (Carter et al. 2014; Cheng et al. 2013b; Yu et al. 2013; Zhao et al. 2013b) , and setting off fireworks in the winter (Wang et al. 2007; Zhang et al. 2010) . Road length variables were no longer significant in winter compared with these in other three seasons, as the p values were 0.54 and 0.59 for the most predictive road-length variables in categories of major and common roads in the winter LUR model. Seasonal variations of PM 2.5 can appear on account of particular variables. In the winter LUR model, a robust positive coefficient was generated between PM 2.5 concentrations and areas of cropland within 3000 m. Nevertheless, cropland of various buffer radii showed a negative correlation with PM 2.5 concentrations in summer and uncertain directions in spring and autumn. This is apparent because cropland can be regarded as vegetation in summer, while it serves as bare land in winter. Bare land can be a potential source of PM 2.5 mainly in two ways: the major one is soil or sand dust caused by wind erosion (Chen et al. 2014; Wang et al. 2006) , especially in winter; another is soil or sand dust from construction activities (Chen et al. 2014; Wang et al. 2006; Wu et al. 2014b) , and construction sites were classified as bare land type in our study. Besides, small-scale distributed combustion of crop residuals also contributed to the PM 2.5 pollution in winter (Cheng et al. 2013b; Wang et al. 2009 ), despite open straw burning was prohibited in Beijing. Even though all LUR models were based on the same static variables, rather than dynamic variables that changed over different time periods (Dons et al. 2013) , specific static variables such as cropland could play various roles in LUR models over different periods (McCarty 2011) .
Diurnal variations
Diurnal variations of PM 2.5 concentrations were explored primarily concerning the peak hours. Our initial purpose was to explore factors that influence the spatial variation of increased PM 2.5 concentrations during peak hours by means of model comparison between peak and non-peak hours and building the model for incremental concentration. Only a few LUR studies (Dons et al. 2013; Hong and Bae 2012; Patton et al. 2014) have investigated the issue regarding traffic rush hours.
As shown in Supplementary Fig. SI2b , pronounced increase of PM 2.5 during traffic peak hours did not occur in all seasons, though they were significant among different categories of sites when involving the annual mean concentration. This phenomenon could be influenced by meteorological conditions and were more apparent in colder seasons (autumn and winter). Some previous studies Zhao et al. 2009 ) outside of the LUR framework have demonstrated that meteorological factors have a significant impact on PM 2.5 diurnal cycle in Beijing. Our models of peak and non-peak hours were driven by the same explanatory variables and produced similar patterns of PM 2.5 concentrations, which is more likely to be interpreted by meteorological factors and boundary layer height (Du et al. 2013 ) instead of specific sources such as traffic emission and cooking. In addition, the models of peak hours did not include more traffic variables, which might also be explained by the secondary nature of PM 2.5 . Another pre-existing hourly regression model for a primary pollutant of BC (Dons et al. 2013) had shown that traffic variables were more significant on peak hours. The LUR model for incremental concentration was more poorly fit than other models, yielding an adjusted R 2 of 0.43 and an RMSE accounting for 75 % of standard deviation of the measurements. It was the same case with the winter model; the poor fit was largely due to a larger spatial variation in the incremental concentration during peak hours. The existing variables could not match the spatial distribution of PM 2.5 measurements or specific PM 2.5 sources such as cooking during peak hours well. Categorical or time variables (e.g., peak cooking hour) could be used as a proxy of these sources to improve spatiotemporal LUR models. The spatial pattern was remarkably higher in six downtown districts, even though no traffic-related variables were involved in the model, which indicates human activities contribute a lot to the increment in PM 2.5 concentrations diurnally (Dons et al. 2013; Zhao et al. 2013a) . Employing incremental concentration to build LUR models may be a novel approach and calls for further research.
Outdoor exposure
The results of outdoor exposure in Beijing were alarming, since the predicted long-term outdoor exposure of PM 2.5 was more than twice the ambient air quality standards of 35 μg/m 3 in China. Even the minimum measured annual PM 2.5 concentration at all 35 sites (62.1 μg/m 3 at Miyun Reservoir) exceeded the standards. The situations in six downtown districts (Xicheng, Dongcheng, Haidian, Chaoyang, Shijinshan, and Fengtai) were more terrible.
A previous study ) conducted in six downtown districts in autumn, 2012 produced a similar result (102.5 μg/m 3 ) to our model, but the kriging method might decrease spatial variation in PM 2.5 exposures (Lee et al. 2014; Mulholland et al. 1998) . Spatiotemporal LUR models are supposed to generate results with fine resolution and high variations for both short-and long-term outdoor exposures (Dons et al. 2014) , which are aimed at promoting epidemiological and risk assessment studies in Beijing.
Limitations
This is among the first LUR studies implemented in a seriously air-polluted Chinese context. Li et al. (2010a, b) have made the first attempt to apply LUR models in Chinese cities with limited number of routine monitoring sites. Their models introduced meteorological variables and yielded moderate adjust R 2 values. Our models have made large improvements on them with more precise model-building algorithm and regression mapping results and have exhibited spatial variation of PM 2.5 in more detailed periods. However, a few limitations of our LUR models should be recognized. First, the models are based on 35 observations, which is fewer than the 40-80 recommended by Hoek et al (2008) . The limited number of monitoring sites is a common restriction in LUR models implemented outside of Europe and North America (Supplementary Table SI6 ). Second, our models are limited by the availability of more refined predictor variables, including uncharacterized PM 2.5 sources (e.g., biomass burning), meteorological data, and dynamic variables. The inaccessibility of these predictors is also a universal limitation for LUR models in seriously polluted developing countries (Supplementary Table SI6 ). The absence of variables characterizing detailed pollution sources often leads to a smaller proportion of variability explained by LUR models, which was concluded by Allen et al. (2013) and Saraswat et al. (2013) . Moreover, recently published spatiotemporal LUR models (Patton et al. 2014; Smargiassi et al. 2012 ) usually incorporated meteorological conditions, especially wind speed and direction, as these factors play a crucial role in the spatiotemporal pattern of air pollutants (Gupta and Christopher 2009; McKendry 2000) . As for dynamic variables that change over time, they can generally improve the performance of spatiotemporal LUR models (Dons et al. 2013 ). Yet, our models simply used different seasons and hours of the day as a reasonable proxy for more refined meteorology and dynamic variables (e.g., dynamic traffic variables). Further research should be done with both meteorological data and dynamic variables to build more precise spatiotemporal LUR models. Finally, the adjusted R 2 values of our models were generally smaller than the existing urban PM 2.5 LUR models in Table 4 and the models outside of Europe and North America in Supplementary Table SI6 , which was largely due to the lack of more detailed predictor variables and large spatial variations in the measurements.
As for the methods of building spatiotemporal LUR models, one previous research (Dons et al. 2013 ) compared different ways and summarized them in detail. However, our study used the most basic method by developing spatiotemporal LUR models for each period independently. Based on the results above, adding dummy variables to represent temporal variation may be more convenient, as most of the periods show a similar spatial variation. However, this is not suitable for winter since a different temporal variation is presented. Dons et al. (2013) have also suggested another approach to build spatiotemporal LUR models, which was termed grouping of periods. In summary, different periods are grouped together if they have similar statistical characteristics of pollution measurements. Then, a spatiotemporal LUR model with time dummy variables is built to measure the spatial variation of pollutants throughout the grouped period, and temporal variations are explained by dummy variables within the grouped period. If dynamic predictor variables corresponding to period are available, they can be used instead of the static variables. We would try this approach in our future study to test its feasibility and performance.
Conclusion
We have constructed eight LUR models to explore spatial variations of annual, seasonal, diurnal, and incremental PM 2.5 concentrations in Beijing. These LUR models generally produce convincing results and exhibit reliable spatial variation of PM 2.5 with routine monitoring of air quality data. Most LUR models, apart from the models for winter and incremental concentration, share similar significant predictors including major road length, vegetation, and water land use, which indicates that the spatial variations of PM 2.5 keep steady for most of the time. In these LUR models, temporal and spatial variations are respectively explained by the intercepts and the absolute value of variable coefficients. Annual outdoor exposure for PM 2.5 is as high as 96.5 μg/m 3 in Beijing, which is about two to three times higher than the WHO Level 1 Interim Target (WHO Press 2006) of 35 μg/m 3 . Spatiotemporal LUR models can provide promising references for both short-and long-term epidemiological studies and pollution abatement in Beijing. Air pollution is a serious public health concern in China, and it calls for a wider application of LUR models in the future.
