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Abstract
Label noise is a critical factor that degrades the generalization performance of deep
neural networks, thus leading to severe issues in real-world problems. Existing
studies have employed strategies based on either loss or uncertainty to address
noisy labels, and ironically some strategies contradict each other: emphasizing
or discarding uncertain samples or concentrating on high or low loss samples.
To elucidate how opposing strategies can enhance model performance and offer
insights into training with noisy labels, we present analytical results on how loss
and uncertainty values of samples change throughout the training process. From the
in-depth analysis, we design a new robust training method that emphasizes clean
and informative samples, while minimizing the influence of noise using both loss
and uncertainty. We demonstrate the effectiveness of our method with extensive
experiments on synthetic and real-world datasets for various deep learning models.
The results show that our method significantly outperforms other state-of-the-art
methods and can be used generally regardless of neural network architectures.
1 Introduction
Recent advances in deep learning have significantly improved performance in numerous tasks due to
large quantities of human-annotated data. While standard large-scale benchmark datasets used for
deep learning research such as ImageNet [1] are generally clean and error-free, most real-world data
contain noisy labels, which refer to observed labels that are incorrect [2]. Because obtaining reliably
labeled data is expensive, labor-intensive and time-consuming, label noise is common and inevitable
in most real-world datasets.
The ubiquity of noise is all the more a critical issue for it is known that learning with noisy labels
severely degrades model performance. As reported by Zhang et al. [3], deep neural networks are
capable of fitting random noisy labels. If even a small portion of noisy labels exists within the training
data, deep learning models can eventually memorize the wrongly given labels, thus deteriorating
performance. It is, therefore, necessary to design methods that are robust to label noise such that
negative consequences are minimized.
One approach for dealing with noisy labels is to focus on samples according to their uncertainty
during the training phase (see Figure 1). Some methods emphasize uncertain samples, the predictions
of which are inconsistent during training [4, 5]. As reported in previous studies on active learning,
these uncertain samples are informative and require more training than other samples [6, 7], while
samples that are well-trained and have consistent predictions have less information in improving the
model. Performance can consequently be boosted by preferring uncertain samples which are near
the class decision boundary. On the other hand, some methods reduce the importance or exclude
uncertain samples so that only highly certain samples remain in the training data [8]. Although the
∗Correspondence should be addressed to Sunyoung Kwon.
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Figure 1: Label noise and sample uncertainty. Uncertain samples are located near the decision
boundary and cause predictions to change constantly. Samples with high certainty are far from the
decision boundary and lead to consistent predictions. Noisy samples can be close to or far from the
decision boundary and are easily identifiable when they are distant from the decision boundary. Each
color represents a different class.
Table 1: Details of datasets used in the experiments.
Dataset Train # Test # Class # Image size
CIFAR-10 50K 10K 10 32x32
CIFAR-100 50K 10K 100 32x32
Tiny ImageNet∗ 100K 10K 200 64x64
Clothing1M 1M noisy 10K 14 256x256
∗a subset of ImageNet [1]
impact of informative samples is minimized, it can produce a coherent model and be a safer way of
training.
Another way to address noisy labels is by managing samples depending on their loss. Loss can
signify the difficulty and the confidence of predictions, so giving precedence to samples with low
loss or samples with high loss can work well depending on the amount of noise in the data or the
complexity of the problem [9, 10]. Difficult samples are known to accelerate training, especially for
datasets with a small amount of noise [11]. For this reason, there have been studies that increase the
weights of high loss samples so that the network focuses on difficult samples [12]. More recently,
however, researchers have somewhat ironically taken the opposite approach by emphasizing easy
samples [13, 14, 15]. Because easy samples are likely to be clean, favoring low loss samples has been
proven to enhance performance, especially when solving a difficult task such as training with severe
label noise [4].
In the literature, it is shown that contrasting strategies effectively diminish the effect of noisy samples,
leading to improved performance over the baseline. Motivated to understand how all approaches can
enhance accuracy, we analyze the changing loss and uncertainty of samples in the course of training
for CIFAR-10, CIFAR-100, and Tiny ImageNet with different noise types. Data show that symmetric
noise is easy to identify using either loss or uncertainty, whereas asymmetric noise is challenging to
distinguish from clean samples, indicating the need for an efficient alternative method.
Inspired by the finding that only a minority of samples with low loss and high uncertainty have noisy
labels, we propose FOCI (Focus On Clean and Informative samples), a novel robust training method.
Our key idea is to emphasize the samples that are likely to be clean and informative. FOCI prioritizes
samples with low loss and high uncertainty and minimizes the impact of samples of high loss since
they are very likely to be noisy. To validate our method, we conducted extensive experiments on
CIFAR-10, CIFAR-100, and Tiny ImageNet with diverse noise types from 40% to 70% of noise levels,
as well as on a real-world dataset Clothing1M. Moreover, we observed the performance of training
with various deep learning models to check generalizability. Our empirical analysis demonstrates the
enhanced robustness of FOCI on noisy datasets, and its generalizability to any network architecture,
making FOCI a useful addition to real-world deep learning pipelines.
The contribution of this paper is three-fold. (1) We identify insights on how loss and uncertainty affect
noisy label classification via an in-depth analysis. (2) Inspired by these insights, we design a novel
lightweight method that robustly learns by focusing on clean and informative samples from data with
various conditions and types of noisy labels without any additional clean data. (3) With thorough
experiments, we demonstrate our FOCI’s robustness to label noise that substantially outperforms
state-of-the-art methods on a real-world dataset and three benchmark datasets injected with diverse
synthetic noise.
2
0.00
0.05
0.10
D
en
si
ty
clean
noise
0.0 2.5 5.0 7.5 10.0
Loss
Noise
Clean
0.00
0.05
0.10
D
en
si
ty
clean
noise
0.00 0.25 0.50 0.75 1.00
Variance of Loss History
Noise
Clean
0.0
0.5
1.0
D
en
si
ty
clean
noise
0.00 0.02 0.04 0.06
Variance of Probability History
Noise
Clean
0.0
0.1
0.2
0.3
D
en
si
ty
clean
noise
0.000 0.001 0.002 0.003 0.004
Variance of Predicted Output
Noise
Clean
(a) Symmetric noise.
0.00
0.02
0.04
0.06
D
en
si
ty
clean
noise
0.0 2.5 5.0 7.5 10.0
Loss
Noise
Clean
0.00
0.05
0.10
D
en
si
ty
clean
noise
0 1 2
Variance of Loss History
Noise
Clean
0.0
0.1
0.2
D
en
si
ty
clean
noise
0.00 0.02 0.04 0.06 0.08
Variance of Probability History
Noise
Clean
0.00
0.05
0.10
D
en
si
ty
clean
noise
0.000 0.002 0.004 0.006 0.008
Variance of Predicted Output
Noise
Clean
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Figure 2: Normalized distribution of loss and uncertainty on CIFAR-100 with 40% noise at epoch 50.
CIFAR-10 CIFAR-100 Tiny-ImageNet
0
20
40
60
80
100
Cl
ea
n 
(6
0%
)  
   
   
   
   
 N
oi
se
(4
0%
)
(a) Symmetric noise
CIFAR-10 CIFAR-100 Tiny-ImageNet
0
20
40
60
80
100
(b) Asymmetric noise
Low loss, Low uncertainty
Low loss, High uncertainty
High loss, Low uncertainty
High loss, High uncertainty
Figure 3: Combinations of loss and uncertainty with 40% noise rate at epoch 50. Clean (60%)
and noisy (40%) samples are divided vertically. The green and red colors represent low and high
loss samples, respectively. The solid and stripe patterns represent low and high variation samples,
respectively.
2 Loss and Uncertainty in Noisy Datasets
We explore how loss and uncertainty differ for various label noise by training DenseNet (L=25, k=12,
momentum optimizer) on three benchmark datasets, listed in Table 1: CIFAR-10, CIFAR-100, and
Tiny ImageNet. These datasets are commonly used to evaluate noisy labels [16, 17]. We artificially
corrupted the data by following typical protocols [13, 18]. In accordance with prior studies, for k
classes, noise is given by swapping true labels for other class labels with some constant probability,
namely, noise rate τ [13]. In this experiment, we set τ = 0.4. While labels are swapped between
two classes for asymmetric noise, labels are swapped to classes other than the true class label with
probability of τk−1 for symmetric noise [19, 20]. Each noise type is described in Appendix A.
To analyze uncertainty in noisy datasets, we explore various representations of uncertainty. Uncer-
tainty can be quantified by the variance of loss or predicted probabilities for a given class in a q-sized
history [4]. Another definition is by the variance of the predicted probabilities over all the classes
at one step [21, 22]. The normalized distributions of each definition where q = 15 are displayed in
Figure 2. The difference of distributions between noisy and clean samples is more pronounced for
variance based on the history of predicted probabilities, so we use this definition for uncertainty.
As can be seen from Figure 3, we check samples based on their loss and uncertainty (prediction
variance) by dividing them into four groups. Samples are split into low loss and high loss with a
ratio of 1− τ : τ as suggested by Han et al. [13]. The same applies for uncertainty in which the ratio
of low uncertainty and high uncertainty samples is 1− τ : τ . The proportions concerning loss and
uncertainty did not change much during training, so we only display the results at epoch 50 due to
lack of space. The detailed results can be found in Appendix B.
3
Algorithm 1 FOCI Algorithm
Input: mini-batch Db from dataset D
1: for t← 1 to T do
2: if t ≤ γ then . during warm-up (γ) phase
3: θ ← θ − α∇ 1Nb
∑L(x, y; θ) . parameter update by L from Db
4: else . after warm-up, FOCI phase
5: W ← normalize(√Pt(y|x) ·Var(Pt−q+1:t(y|x))) . sample weighting (W )
6: θ ← θ − α∇ 1Nb
∑
W (x, q)L(x, y; θ) . parameter update by WL
2 .1 Analysis of symmetric noise
As shown in Figures 2a and 3a, clean and noisy samples have distinct characteristics for symmetric
noise, seemingly due to the easiness of symmetric noise and deep neural networks’ capability of
generalizing on data with symmetric noise [23]. The majority of clean samples have lower loss
and relatively higher uncertainty than noisy samples, providing evidence for enhanced accuracy of
approaches which emphasize high uncertainty. In contrast to clean samples, most noisy samples have
higher loss and lower uncertainty. The loss of noisy samples tends to be higher than those of clean
samples because predictions are different from the given labels, and the uncertainty of noisy samples
is close to 0 because the predicted probabilities for the given noisy labels maintain a very small value.
Approaches that emphasize easy samples (low loss) or uncertain samples can thus benefit from this
fact. These findings not only support our idea of emphasizing low loss and high uncertainty samples,
but also confirm that symmetric noise is an easy problem to be solved and less practical as stated in
prior works [13, 24].
2 .2 Analysis of asymmetric noise
Inspection of Figure 3b indicates that noisy samples can have high or low loss and uncertainty, thus
justifying the enhanced performance of strategies that contradicted each other. However, according to
Figure 2b, it is not effective to distinguish clean and noisy samples solely based on loss or uncertainty;
the loss of clean and noisy samples are alike, and the difference between the uncertainty of clean
and noisy samples is very subtle. Taking both loss and uncertainty into consideration seems more
effective and plausible when training data with asymmetric noise, which is problematic and similar to
real-world noise [24, 25].
3 Method
3 .1 Overview
To validate findings from our analysis, we design a novel lightweight method FOCI that aims at
focusing on clean and informative samples. The overall procedure of our method is summarized in
Algorithm 1.
Let the training set be D = {(x, y)} of size N , and the dataset for a mini-batch be Db of size Nb.
When training a network parameter θ in the warm-up phase with learning rate α (Lines 2-3), updating
parameters can be formulated as:
θ ← θ − α∇( 1
Nb
∑
x∈Db
L(x, y; θ)), (1)
The algorithm starts by updating the network in the conventional way stated above. This is because
deep neural networks can learn simple and common patterns, even with the presence of noisy labels
during the early warm-up phase [19, 26]. However, since real-world datasets are bound to have noise,
our method pursues robust training after the warm-up phase (Lines 4-6) by reweighting samples so
clean and informative samples are emphasized and the impact of noisy samples are minimized:
θ ← θ − α∇( 1
Nb
∑
x∈Db
W (x, q)L(x, y; θ)), (2)
where W (x, q) is the reweighting function.
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Table 2: Classification accuracy (%) on benchmark datasets with 40% noise. Asymmetric and
symmetric noise are denoted by A and S respectively.
Default Active Bias Coteaching SELFIE FOCI
Asymmetric noise
CIFAR-10 71.8±1.5 78.0±1.5 83.7±1.4 84.9±0.1 86.2±0.4
CIFAR-100 45.3±1.4 50.3±0.6 47.3±1.4 52.8±0.5 59.5±0.9
Tiny ImageNet 30.8±0.1 33.2±0.9 30.3±0.5 36.1±0.3 37.6±0.9
Mixed noise
(A-30, S-10)
CIFAR-10 79.6±0.8 84.9±0.5 80.6±1.7 84.9±0.9 85.7±0.4
CIFAR-100 49.9±0.7 56.2±0.5 50.9±0.8 58.5±0.3 61.5±0.5
Tiny ImageNet 35.0±0.8 36.2±0.4 34.0±0.6 39.0±0.6 39.7±0.7
Mixed noise
(A-20, S-20)
CIFAR-10 81.2±0.8 84.8±0.3 82.1±0.3 84.8±0.4 86.1±0.9
CIFAR-100 53.0±0.4 58.2±1.1 54.2±1.0 59.1±0.5 60.6±0.5
Tiny ImageNet 36.8±0.9 37.6±0.6 37.1±1.5 37.9±0.2 37.9±0.2
Nearest noise CIFAR-100 45.8±0.8 54.8±0.7 55.9±0.8 57.8±0.3 57.9±0.5
3 .2 Sample weighting
Our aim is to ensure that clean and informative samples contribute more to training, so we place
more importance on samples with low loss and high uncertainty. Because the loss value and the
predicted softmax probability are inversely proportional to each other, emphasizing samples with a
high predicted probability of the given label would more or less be identical to focusing on samples
with low loss. As a result, to favor clean samples, we compute W (x, q) using Pt(y|x), the predicted
probability of the given label, and Var(Pt−q+1:t(y|x)), the variance of predicted probabilities in the
history queue for epochs from t− q + 1 to t.
W (x, q) = normalize
√
Pt(y|x) ·Var(Pt−q+1:t(y|x)) (3)
The weights are subsequently standardized (i.e., mean is 0 and standard deviation is 1), and bounded
with the sigmoid function to give a clipping effect, and are further divided by a normalizing factor
to have unit mean. These normalized sample weights W (x, q) are multiplied to the loss function,
allowing cleaner samples to contribute more when updating the network (Line 6).
We also reduce the impact of samples that are likely to be noisy using methods partially based on
SELFIE. We screen samples with inconsistent predictions and high loss or samples with consistent
predictions but the predicted label disagrees from the given label, and set their weights to zero.
Inconsistency is represented by a normalized information entropy of label frequency i.e.,
− 1log(q)
∑k
yˆ=1 F (yˆ) logF (yˆ), where F denotes the frequency proportion of label yˆ in the q sized pre-
diction history, and yˆ denotes each predicted class label of k classes. Samples that have inconsistency
values higher than a certain threshold  ∈ [0, 1] are considered noisy because their predicted classes
have changed constantly during training. To identify high loss samples, we adopt the widely used loss-
based separation method. Loss values ranked in the top τ × 100% within the minibatch are classified
as high loss. The noise rate τ can be estimated through cross-validation if unknown [27, 28].
4 Experiments
Datasets and label corruption schemes. To validate the effectiveness of our method, we perform an
image classification task on three benchmark datasets: CIFAR-102, CIFAR-1002, and Tiny ImageNet3
and a real-world dataset Clothing1M [29] (see Table 1). For the benchmark datasets, we use four
label corruption schemes: symmetric noise, asymmetric noise, mixed noise, and nearest label transfer.
In this work, we are concerned with scenarios of abundant data with very poor but realistic label
quality. Because labelers make mistakes within very few and similar classes [13, 24, 25], asymmetric
noise is injected to these datasets with varying noise rates τ ∈ {0.1, 0.2, 0.3, 0.4}, and symmetric
noise is mixed with asymmetric noise. To simulate confusions between visually similar classes, we
also employ nearest label transfer [30], in which labels are swapped according to a confusion matrix
of a pretrained network. All the noise types are detailed in Appendix A.
2https://www.cs.toronto.edu/~kriz/cifar.html
3https://www.kaggle.com/c/tiny-imagenet
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Figure 4: Classification accuracy comparison on three benchmark datasets with varying rates of
asymmetric noise. The shaded area represents the standard deviation of three repeated experiments.
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Figure 5: Label precision comparison on CIFAR-100 with 40% noise after the warmup phase (epoch
25). Mixed noise comprises 30% asymmetric noise and 10% symmetric noise. Default and Active
Bias do not distinguish clean samples, so they are not included for comparison.
Experimental settings. We use two different schemes for the learning rate policy and number of
epochs depending on the type of noise that is used. For symmetric noise, we follow the experimental
settings of Arazo et al. [31] and train PreAct ResNet-18 using SGD with a momentum of 0.9, weight
decay of 10−4, and a batch size of 128 for 300 epochs. The initial learning rate is 0.1 and reduced
by a factor of 10 at epoch 100 and 250. We set  = 0.1, q = 25, γ = 250 for CIFAR-10 and
γ = 100 for CIFAR-100. Data preprocessing and augmentation is also applied, including mean
subtraction, horizontal random flip, 32x32 random crops after padding with 4 pixels on each side, and
mixup augmentation [32]. We report the best classification accuracy (i.e., the percentage of correct
predictions out of the entire test dataset) across epochs following prior works [30, 31]. For other types
of noise, we trained DenseNet (L=25, k=12) for 100 epochs using SGD with a momentum of 0.9 in
line with experiments conducted by Huang et al. [33]. The initial learning rate is 0.1 and divided by 5
at epoch 50 and 75. We use batch size of 128,  = 0.1, q = 15, and γ = 25. Each image is scaled
to have zero mean and unit variance. We measure performance by the mean of last classification
accuracies over three runs for it is common to measure the robustness of noisy labels with the test
error at the end of training [5, 8]. We also compute the label precision by the fraction of true clean
samples among all the samples selected for training or samples that have non-zero weights. All of the
experiments were executed using NAVER Smart Machine Learning (NSML) platform [34, 35].
4 .1 Performance Comparison
Baselines. We compare FOCI with a baseline algorithm (denoted by Default), which trains noisy data
without any strategies, an uncertainty-based approach Active Bias, loss-based approach Coteaching,
and a hybrid approach SELFIE. Active Bias [4] emphasizes uncertain samples with high prediction
variances. Coteaching [13] uses two networks that feed each other low loss samples. SELFIE [8]
selects low loss samples and relabels samples with high certainty. It is fair to compare algorithms with
the same number of epochs, so we did not restart SELFIE, which caused different results from the
paper. FOCI can handle label noise with only a noisy train dataset, so we did not compare methods
that require an additional clean dataset [36].
Asymmetric noise. Figure 4 displays the test accuracies of FOCI along with other baseline methods
for varying rates of asymmetric noise. It appears that the performance of Default degrades drastically
as the noise rate increases. Although other methods achieve higher accuracies than those of Default,
our method outperforms all other baselines with significant margins for each dataset and noise rate.
Moreover, as can be seen from Table 2, there is a remarkable improvement in performance for
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Table 3: Classification accuracy (%) on CIFAR-100 with high-level noise. Asymmetric and
symmetric noise are denoted by A and S respectively.
Default Active Bias Coteaching SELFIE FOCI
Mixed noise 50% (A-40, S-10) 38.0±1.2 41.2±1.0 37.3±0.9 42.1±2.7 48.8±2.1
Mixed noise 60% (A-30, S-30) 35.9±0.4 40.8±1.5 37.0±0.7 43.8±0.4 48.5±1.4
Mixed noise 70% (A-20, S-50) 32.9±0.7 35.8±0.5 32.2±0.2 41.5±0.9 42.0±2.2
Nearest noise 60% 36.3±0.9 43.2±0.1 44.0±1.6 46.6±1.1 47.1±0.9
Table 4: Classification accuracy (%) of various architectures on CIFAR-100
with 40% asymmetric noise.
Default Active Bias Coteaching SELFIE FOCI
DenseNet 45.3±1.4 50.3±0.6 47.3±1.4 52.8±0.5 59.5±0.9
VGG-19 35.4±1.9 31.4±0.7 35.6±0.5 39.3±0.3 43.1±0.6
ResNet50 29.8±0.2 28.2±0.5 32.6±0.2 32.8±0.2 35.9±0.4
MobileNetV2 32.9±0.6 38.1±0.6 31.9±0.8 35.1±0.2 39.1±0.2
CIFAR-100 where the accuracy differs with the second-best algorithm by 7%. Figure 5 also shows
that our method is effective at detecting and filtering out noise even for the difficult scenario of
asymmetric noise.
Mixed noise. According to Table 2, the performance of FOCI achieves the best performance for
mixed noise. As symmetric noise increases under the same noise level, the accuracy of Default
increases, presumably resulting from that symmetric noise is easy to distinguish. This result is in
good agreement with results from Section 2 . We can also observe that the difference between Default
and other baselines reduces with more symmetric noise, indicating that symmetric noise does not
require developed algorithms and lacks significance. Furthermore, FOCI can identify noise with high
precision than other methods as indicated in Figure 5. These results of mixed noise imply our model’s
advantages against noisy real-world data, where symmetric and asymmetric noise may coexist.
Nearest noise. We can observe from Table 2 that FOCI yields higher accuracy for nearest noise
compared to other methods. The label precision of our method also surpasses other methods and
continues to increase as training proceeds, while other methods appear to converge towards the end
of training as shown in Figure 5.
High level noise. To validate our method for another challenging problem, we conducted experiments
on CIFAR-100 with larger noise rates for mixed noise and nearest noise. As shown in Table 3, FOCI
outperforms other state-of-the-art methods for larger noise rates. These results confirm that our
method effectively downplays noisy samples and emphasizes clean and informative samples for all
noise types.
Symmetric noise. When adding symmetric noise, the true label can be included or excluded from
the candidates of labels to be swapped, so we evaluated our method for both cases. We present the
results of both definitions of symmetric noise in Appendix C due to lack of space and show that FOCI
achieves comparable or better performance than other state-of-the-art methods for symmetric noise.
Model architectures. We evaluated whether FOCI is generic by comparing the performance of each
method using various model architectures trained on CIFAR-100 with 40% asymmetric noise. As
shown in Table 4, FOCI obtains the highest accuracy while producing consistent results despite
changes in architectures. DenseNet (L=25, k=12) had the smallest architecture, thereby yielding
better performance than those of other models such as ResNet50, which suffered severe overfitting.
These results suggest that FOCI can be reliably applied to different model architectures.
4 .2 Empirical Analysis of Algorithm
To comprehensively understand loss and uncertainty in our method, we conducted experiments on
CIFAR-100 with 40% asymmetric noise. Figure 6 displays how sample weights of FOCI change
from soon after the warm-up stage (epoch 25) to convergence (epoch 75). We can observe that clean
samples are allocated with larger weights, while noisy samples are allocated with smaller weights as
training progresses. Moreover, the number of clean samples with non-zero weights increases, and the
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Figure 6: Changes of weight distribution on clean and noisy samples with non-zero weights.
Table 5: Results of variations in sample
weighting on CIFAR-100 with 40% asymmet-
ric noise.
Variations Acc.[%]
None (all the same) 57.1±1.0
Low loss 52.4±1.0
High uncertainty 55.7±1.7
Low loss, high uncertainty 59.5±0.9
Table 6: Results on Clothing1M.
Methods Acc.[%]
Forward loss [37] 69.84
LCCN [38] 71.63
Joint Optim. [39] 72.16
DMI [40] 72.46
MLNT [41] 73.47
PENCIL [25] 73.49
FOCI 73.78
number of noisy samples, on the contrary, decreases (see also Figure 5). These results demonstrate
our approach’s effectiveness towards minimizing the impact of label noise and boosting the benefits
of informative clean samples.
We also evaluated the weighting module for three approaches: placing larger weights on low loss,
on high uncertainty, and treating every sample equally. As shown in Table 5, our weighting method
outperforms other cases. Interestingly, giving equal weights achieved the best accuracy out of the
three alternatives, while emphasizing samples with low loss led to the lowest accuracy. These results
are parallel to Figure 4 in that Coteaching, which focuses on low loss samples, performs worse than
Active Bias, which emphasizes high uncertainty samples. The detailed results of the ablation study is
in Appendix D.
4 .3 Experiments on Clothing1M
To further demonstrate our method’s effectiveness to realistic noise, we test on Clothing1M [29],
which comprises clothing data crawled from online shopping websites. Clothing1M consists of 1M
images with real-world noisy labels and additional 50K, 14K, 10K verified clean data for training,
validation and testing respectively. We retrain ResNet50 pretrained on ImageNet for 20 epochs using
the 1M noisy dataset without any clean data in the training process. We use SGD with momentum of
0.9,  = 0.1, q = 5, γ = 5, and τ = 0.4 because the estimated noise rate is 38% [14, 25]. The initial
learning rate is 0.002 and is decreased by 10 every 5 epochs. For preprocessing, we resize images to
256x256 and randomly crop 224x224 from the resized images. This dataset is greatly imbalanced so
we randomly select a relatively balanced subset of up to 35,000 samples for each class.
As shown in Table 6, our method achieves 73.8% accuracy, which is higher than recent state-of-the-art
methods. For fair comparison, we do not include methods using different backbone models or any
clean data during training.
5 Conclusion
In this paper, we have investigated the behavior of loss and uncertainty of samples for various
noise. We have shown that for symmetric noise, noisy samples can be clearly identified with respect
to either loss or uncertainty. For asymmetric noise—a more complex noisy label scenario that
commonly occurs in real-world datasets—it is observed that considering both loss and uncertainty
is necessary. Inspired by the findings, we have designed a novel method that aims at downplaying
noisy samples while emphasizing clean and informative samples. Through series of experiments, we
have demonstrated the effectiveness of FOCI when training with realistic synthetic label noise and
real-world datasets as well as its generalizability in that it can be applied to any model architecture.
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A Types of Noise
There are four types of noise used in this paper: asymmetric noise, symmetric noise, mixed noise,
and nearest noise. The noise rate is denoted by τ . Figure 7 displays the noise transition matrices of
each noise type.
As can be seen from Figure 7a, asymmetric noise swaps labels between two classes with a probability
of τ . Asymmetric noise is problematic and similar to real-world noise [24, 25]. We, therefore, place
more emphasis on the results of asymmetric noise to provide a promising method for realistic noise.
For symmetric noise, which is less practical than asymmetric noise [13, 24], the true label can be
swapped to any other label. There are two definitions of symmetric noise in prior works. As shown in
Figure 7b, one popular label noise criterion is random labeling while the true label is not selected
[19, 20]. In this case, the probability of being swapped to another label is uniformly distributed
with value τk−1 , so the sum of probabilities being swapped becomes the noise rate τ . As displayed
in Figure 7c, another criterion for symmetric noise addition consists of randomly selecting labels
for a percentage of the training data using all possible labels (i.e. the true label could be randomly
maintained) [32, 39]. The probability of being swapped to another label is thus τk .
Mixed noise is when asymmetric noise and symmetric noise are added together as can be seen in
Figure 7d. Mixed noise represents the scenario of noise mainly injected from another class along with
some random noise. We have experimented with mixed noise to produce more realistic noise.
Nearest noise is used to simulate confusions between visually similar classes [30]. As shown in
Figure 7e, the probabilities of being swapped are different for each class. For the nearest neighbor
search, we use a confusion matrix of a pretrained network of the dataset. The validation accuracy of
the pretrained network trained on CIFAR-100 was 53.12%.
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Figure 7: Types of 40% noise transition matrices for 5 classes. Mixed noise consists of 20% asym-
metric noise and 20% symmetric noise.
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B Loss and Uncertainty During Training
Figure 8 and 9 show how loss and uncertainty change throughout the training process. Clean (60%)
and noisy (40%) samples are divided vertically. The green and red colors represent low and high loss
samples, and the solid and stripe patterns represent low and high uncertainty samples, respectively.
As can be seen from the figures, after 10 epochs, there are subtle changes in proportions concerning
loss and uncertainty during training. For symmetric noise, the proportions remain constant throughout
the training process (see Figure 8). For asymmetric noise, although there are slight changes throughout
training, the changes are negligible (see Figure 9). We can also observe that asymmetric noise is
more problematic than symmetric noise, because samples for each combination are distributed fairly
evenly for noisy and clean samples.
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Figure 8: Loss and uncertainty of datasets with 40% symmetric noise during training.
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Figure 9: Loss and uncertainty of datasets with 40% asymmetric noise during training.
C Symmetric Noise Results
More research has focused on symmetric noise or random labeling, so we compare our results with
recent state-of-the-art methods: bootstrapping, forward loss, mixup, MentorNet, D2L, and MD-DYR-
SH, which uses dynamic mixup, soft to hard dynamic bootstrapping with regularization. As explained
in Appendix A, when adding symmetric noise, the true label can be included or excluded from the
candidates of labels to be swapped. We have hence evaluated our method for both cases.
Table 7 displays the classification accuracy results of 40% symmetric noise for CIFAR-10 and CIFAR-
100. FOCI was trained on datasets using PreAct ResNet-18 following the experimental settings of
Arazo et al. [31]. We report the results from the paper and as shown from the table, our method
achieves accuracy higher than or equivalent to other state-of-the-art methods for both symmetric
noise types. However, the results on symmetric noise excluding true labels should be interpreted with
care because some methods employed different architectures and used clean data during training such
as in [19].
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Table 7: Classification accuracy on benchmark datasets with symmetric noise using all labels (top)
and excluding true labels (bottom). Wide ResNet is denoted by WRN, Generic CNN is GCNN,
ResNet is RN, and PreAct ResNet is PRN.
Bootstrapping [17] Forward loss [37] mixup [32] MD-DYR-SH [31] FOCI
CIFAR-10 86.8 86.8 95.6 93.8 94.1
CIFAR-100 62.1 61.5 67.8 73.9 74.2
MentorNet [19] D2L [42] MD-DYR-SH [31] FOCI
Architecture WRN-101 GCNN-12/RN-44 PRN-18 PRN-18
CIFAR-10 92.0 85.1 93.8 94.0
CIFAR-100 73.0 62.2 73.7 74.0
D Ablation Study on Hyperparameters
We present an ablation study on hyperparameters: q (queue size), γ (warm-up), and  (threshold).
We recorded the classification accuracies (%) over three runs for CIFAR-100 with 40% asymmetric
noise (default q=15, g=25, e=0.1). As shown in Table 8, the results do not greatly depend on
hyperparameters except for the strictest case (e=0). Therefore, it can be concluded that our method is
practical due to its insensitivity to hyperparameters.
Table 8: Ablation study on hyperparameters:
q, γ, .
q γ  Accuracy (%)
15 25 0.1 59.5 ± 0.9
5 25 0.1 58.1 ± 0.8
25 25 0.1 57.6 ± 1.2
15 15 0.1 57.9 ± 0.9
15 35 0.1 58.8 ± 0.3
15 45 0.1 58.6 ± 0.2
15 25 0.0 55.9 ± 0.1
15 25 0.2 59.4 ± 0.6
15 25 0.3 59.3 ± 0.3
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