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ABSTRACT 
A linear operator A is called refletiue if the only operators that leave invariant the 
invariant subspaces of A are the operators in the weak closure of the algebra of 
polynomials in A. In this note we completely characterize reflexive operators on 
finite-dimensional spaces. 
Denote by 3 (X ) the algebra of all bounded linear operators on a 
Hilbert space X. P. R. Halmos has called a subalgebra @ of 9 (%I) 
reflexive if the only operators that leave invariant all the closed invariant 
subspaces of 62 are the members of @ itself. Reflexive algebras have not yet 
been characterized, even in the case of a finite-dimensional space. In this 
paper we solve a related problem by characterizing those linear transforma- 
tions on a finite dimensional space which, together with the identity, 
generate a reflexive algebra.’ 
Reflexive algebras contain the identity operator I and are closed in the 
weak operator topology; on the other hand, it follows from the double 
commutant theorem that any von Neumann algebra (i.e., weakly closed 
self-adjoint operator algebra containing I) is reflexive. But reflexive algebras 
need not be self-adjoint (for example, any weakly closed commutative 
algebra of normal operators that contains Z is reflexive [S]). Such algebras are 
of interest for their relation to the invariant subspace problem. This may be 
‘For further information on reflexive algebras see [7, Section 9.21. 
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expressed by means of the following test question posed by Kadison: must a 
weakly closed algebra that contains I and leaves only (0) and CK: invariant 
be reflexive (i.e., all of ‘% (X))? If (as seems unlikely) the answer should be 
affirmative, it would follow that every bounded operator has a nontrivial 
closed invariant subspace. These ideas are developed in [l, 5, 61. Of course 
this question is of little interest in the finite-dimensional case, since it is a 
classical result that the answer is then affirmative (Burnside’s theorem). 
It is natural to call an operator A refZexive if the weakly closed algebra 
generated by A and I is reflexive. Normal operators are reflexive (by the 
result of [8] quoted above), and isometries are reflexive [3]. For any operator 
A, denote by LatA the lattice of all closed subspaces invariant for A. With 
this notation, A is reflexive if and only if LatA slat B implies that Z? is in 
the weakly closed algebra generated by A and I. 
The purpose of this note is to give a complete characterization of reflexive 
operators in the case that X is finite-dimensional. In this situation the 
weakly closed algebra generated by A and Z consists of the polynomials in A; 
consequently A is reflexive if and only if 
Lat A c Lat B* B = p (A) for some polynomial p. 
This characterization will be obtained by means of a description of the set 
AlgLatA={B]LatACLatB}. 
Let A be a linear transformation on a finite-dimensional vector space V 
over a field F. If m = Ill=i pi” is the minimum polynomial of A, with pi, 
p,, * f., p, distinct irreducible manic polynomials, we recall that the subspaces 
Mi =kerpi(A)r’, l<i<n 
are invariant for A, are linearly independent, and span V. The restrictions 
Ai = A 1 Mi will be called the primary summands of A. The minimum po- 
lynomial of Ai is p:. If Z$ is the projection on M, along Xi+, C3 Mi, then 
Ei= 9i(A) for a suitable polynomial gi [4, p. 1801. 
THEOREM 1. Let A be a linear transformation on a finite-dimensional 
vector space V, and let A = El= iCB A, on V= Z?, ,$ M, be its primary 
decomposition. Then B E Alg LatA if and only if there exist B, E Alg LatA,, 
l<i<n,with B=Z;,,@B,. 
Proof. Suppose that B EAlgLatA. Since AM, c M,, we get BM, c Mt. If 
B, = B 1 M,, it is clear that Bi E Alg Lat A, and B = Z;, 1 G3 Bj. The converse is 
an immediate consequence of the following elementary result [2, Theorem 
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11: Lat A is the direct sum of Lat A,, 1 < i < n. This means simply that 
M = X7_ 1 @ M n Mi for any invariant subspace M of A, and follows from the 
fact that the projections Ei mentioned above are polynomials in A. n 
COROLLARY A is reflexive if and only if each A, is reflexive. 
Proof. For any linear transformation T on a finite-dimensional space, let 
@(T)=AlgLatT and ??(T)={p(T)lp polynomial}. Then g(T)c@(T), 
with equality if and only if T is reflexive. The theorem states that &(A) 
=2;=i@&?(A,); th e corollary follows from this and the further fact that 
C?’ (A) = Ey=iCI3 C? (Ai). To see the last relation, let h,, . . . ,h,, be any po- 
lynomials. If E,, . . . ,E,, and qi,, . . , q,, are as defined above, and f = C hiqi, then 
z~hi(Ai)=Zhi(A)Ei=Chi(A)qi(A)=f(A), 
and thus E Cl3 hi (Ai) E 9 (A). This proves one inclusion, and the other is clear. 
n 
We now return to the case of complex scalars (or an algebraically closed 
field F). Then the irreducible polynomials pi,. . . ,p,, are of the form p,(t) 
= t-hi, hi E F, so that (Ai -&Ii)5 = 0 and Ai -XiZ, is nilpotent. Since Ai is 
reflexive if and only if Ai -h,Zi is, we next investigate relexivity for nilpotent 
transformations. 
THEOREM 2. Let Q be a nilpotent linear transfomtion of index n on a 
finite-dimensional vector space V, let e be a vect& with Q”-ie#O, let M .be 
the subspace spanned by Q’e, 0 < i < n, let N be an invariant complement 
for M, and let p be the index of nilpotence of Q IN (with p = 0 if M = V). 
Then B E Alg Lat Q if and only if B = C+ D, where C is a polyrwmiul in Q, 
DN= {0}, and DQ’e lies in the span of QP”e, QP”“e, . . . for 0 < i < n. 
Proof. Suppose B E Alg Lat Q. Then Be E M, so Be = f (Q)e for some po- 
lynomialf. Put C=f(Q) and D=B-C. Toseethat DN={O},let xEN,let 
W be the smallest Q-invariant subspace containing x, and let U be the 
smallest Q-invariant subspace containing e + x. Then 
U+W=M@W 
and dimU=n=dimM, so that Un W=(O). But 
Dx=D(e+x)E Un W 
since De = 0 and D E Alg Lat Q, and so Dx = 0. 
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Now if p = 0 (i.e. M = V), the remaining requirement is obviously satisfied. 
Otherwise we may choose f E N with QP- tf#O. Since Df = 0 by the 
preceding paragraph, DQ’e = D( Q’e + f) 1’ res in both the Q-invariant sub- 
space generated by Q’e and that generated by Q’e + f. But the intersection 
of these spaces is spanned by QP”e, QP+‘+‘e, . . . , 
For the converse it is sufficient to show that D leaves invariant all the 
singly generated Q-invariant subspaces. Any y E V may be expressed in the 
form y = Zy_$yi Q’e + x, where the (Y~ are scalars and x E N. Let W be the 
Q-invariant subspace generated by y. Then QPy = Z cri QP+‘e; if (Ye is the first 
non-zero coefficient it follows that QP’ke, QP’““‘e, . . . E W. By hypothesis 
Dx=O, so that Dy = z~;,&DQ’e. From these facts and the rest of the 
hypothesis we now get Dy E W, and the proof is complete. n 
COROLLARY With the notation of Theorem 2, Q is reflexive if and only 
if p=n orp=n-1. 
Proof. Suppose B E AlgLat Q, and let B = C + D as in the theorem. If 
p = n, then D =O. If p = n - 1, then De = cuQ”-b for some scalar (Y, and 
DQ’e = 0 for 0 < i < n, so that D = aQ”- ‘. In both cases B is a polynomial in 
Q, and Q is reflexive. If p< n- 1, define a linear transformation D by 
De=QPe, DQ’e=O for O<i<n, and DN={O}. By the theorem we have 
DEAlgLatQ. But QDe=Q P+ ‘e #O and DQe = 0, so that D fails to com- 
mute with Q, and thus is not a polynomial in Q. n 
REMARKS. 
1. The invariant complement invoked in the statement of Theorem 2 
exists. See, for example, [4, p. 1941. The polynomial of this theorem can be 
taken to have degree less than p, and then it is unique. 
2. The following result [2, Theorem lo] comes immediately from Theorem 
2: for linear transformations A and B on a finite-dimensional complex vector 
space, if B E Alg LatA and B commutes with A, then B is a polynomial in A. 
As above, this reduces to the case in which A = Q is nilpotent, so that 
B= C+ D as in Theorem 2. Since DIM commutes with QIM and QIM is 
cyclic, it follows easily that D (M = f(Q (M). From the form of D, the 
polynomial f can involve no power less than p, so that D= f(Q), and B is a 
polynomial in Q. 
3. If & is a commutative reflexive algebra on a finite-dimensional space 
and A E a, then A is reflexive. (Proof. Suppose LatA slat B. Since 
Lat @ c Lat A, B E @ . In particular B commutes with A. By the result just 
mentioned, B = f(A) f or some polynomial f. Hence A is reflexive.) This 
question is open for spaces of infinite dimension. However, the converse is 
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false: there exist commutative nonreflexive algebras composed of reflexive 
operators. Let V be 4-dimensional and 
6? 3{ TI T( cl, c2, cg, c.J = (O,O, UC,, bc, + ac,), a, b scalars}. 
It is easy to verify that & possesses the properties stated. 
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