Here we present weighted fractional Iyengar type inequalities with respect to L p norms, with 1 ≤ p ≤ ∞. Our employed fractional calculus is of Caputo type defined with respect to another function. Our results provide quantitative estimates for the approximation of the Lebesgue-Stieljes integral of a function, based on its values over a finite set of points including at the endpoints of its interval of definition. Our method relies on the right and left generalized fractional Taylor's formulae. The iterated generalized fractional derivatives case is also studied. We give applications at the end.
Introduction
We are motivated by the following famous Iyengar inequality (1938), [1] . 
We need Definition 1 ([2] ). Let α > 0, α = n, · the ceiling of the number. Here g ∈ AC ([a, b]) (absolutely continuous functions) and strictly increasing. We assume that f • g −1 (n) • g ∈ L ∞ ([a, b]). We define the left generalized g-fractional derivative of f of order α as follows:
x ≥ a. If α / ∈ N, by [3] , pp. 360-361, we have that D α a+;g f ∈ C ([a, b]). We see that
We set D n a+;g f (x) := f • g −1 (n)
When g = id, then D α a+;g f = D α a+;id f = D α * a f , (6) the usual left Caputo fractional derivative.
We mention the following g-left fractional generalized Taylor's formula:
). Let g be a strictly increasing function and g ∈ AC ([a, b]). We assume that f • g −1 ∈ AC n ([g (a) , g (b)]), i.e., f • g −1 (n−1) ∈ AC ([g (a) , g (b)]) , where N n = α , α > 0. Also we assume
). Then
Calling R n (a, x) the remainder of (7), we find that
We need Definition 2 ([2] ). Here g ∈ AC ([a, b]) and is strictly increasing. We assume that f • g −1 (n) • g ∈ L ∞ ([a, b]), where N n = α , α > 0. We define the right generalized g-fractional derivative of f of order α as follows:
. We see that
We set
the usual right Caputo fractional derivative.
We mention the g-right generalized fractional Taylor's formula:
). Let g be a strictly increasing function and g ∈ AC ([a, b]). We assume that f • g −1 ∈
Calling R n (b, x) the remainder in (13), we find that
Denote by
We mention the following g-right generalized modified Taylor's formula:
where
Denote by D nα a+;g := D α a+;g D α a+;g ...D α a+;g (n-times), n ∈ N.
We mention the following g-left generalized modified Taylor's formula:
). Suppose that F k := D kα a+;g f , for k = 0, 1, ..., n + 1, fulfill:
Next we present generalized fractional Iyengar type inequalities.
Main Results
We present the following Caputo type generalized g-fractional Iyengar type inequality: Theorem 6. Let g be a strictly increasing function and g ∈ AC ([a, b]). We assume that f • g −1 ∈
, the right hand side of (21) is minimized, and we have:
which is a sharp inequality, (iv) more generally, for j = 0, 1, 2, ..., (26) is again valid without any boundary conditions. Proof. We have by (7) that
Also by (13) we obtain
and by (28) we obtain
and
That is
Adding (37) and (38), we obtain
We have that
the only critical number of θ. We have that θ (g (a)) = θ (g (b)) = (g (b) − g (a)) α+1 , and θ g(a)+g(b)
which is the minimum of θ over [g (a) , g (b)] . Consequently the right hand side of (40) is minimized when
which is a sharp inequality.
When
Next let N ∈ N, j = 0, 1, 2, ..., N and g t j = g (a)
j = 0, 1, 2, ..., N, and (for k = 0, 1, ..., n − 1)
j = 0, 1, 2, ..., N.
Let 0 < α ≤ 1, then n = α = 1.
In that case, without any boundary conditions, we derive from (48) again that
We have proved theorem in all possible cases.
Next we give modified g-fractional Iyengar type inequalities:
Theorem 7. Let g be a strictly increasing function and g ∈ AC ([a, b]), and f ∈ C ([a, b]). Let 0 < α ≤ 1, and F k := D kα a+;g f , for k = 0, 1, ..., n + 1; n ∈ N. We assume that
, the right hand side of (50) is minimized, and we have:
which is a sharp inequality, (iv) more generally, for j = 0, 1, 2, ...,
for j = 0, 1, 2, ..., N,
Proof. We have by (19) that
Also by (16) we find
. By (56) we derive (by [4] , p. 107)
and by (57) we obtain
. Call
Let any t ∈ [a, b], then by integration against g over [a, t] and [t, b], respectively, we obtain
Adding (67) and (68), we obtain
the only critical number of φ. We have that φ (g (a)) = φ (g (b)) = (g (b) − g (a)) (n+1)α+1 ,
which is the minimum of φ over [g (a) , g (b)]. Consequently, the right hand side of (70) is minimized when
Assuming D iα a+;g f (a) = D iα b−;g f (b) = 0, i = 0, 1, ..., n, then we obtain that
Next let N ∈ N, j = 0, 1, 2, ..., N and g t j = g (a) + j g(b)−g(a) N , that is g (t 0 ) = g (a) , g (t 1 ) = g (a) + (g(b)−g(a)) N , ..., g (t N ) = g (b) . Hence it holds
and (for i = 0, 1, ..., n)
for j = 0, 1, 2, ..., N.
We give L 1 variants of last theorems:
Theorem 8. All as in Theorem 6 with α ≥ 1. If α = n ∈ N, we assume that f
, the right hand side of (79) is minimized, and we find:
(v) if f • g −1 (k) (g (a)) = f • g −1 (k) (g (b)) = 0, for k = 1, ..., n − 1, from (82) 
Similarly, from (28) we obtain .
We have proved that
The rest of the proof is as in Theorem 6. 
