Abstract: Establishment of protected areas (PA) has been one of the leading tools in biodiversity conservation. Globally, these kinds of conservation interventions have given rise to an increase in PAs as well as the need to empirically evaluate the impact of these PAs on forest cover. Few of these empirical evaluations have been geared towards comparison of pre and post policy intervention landscapes. This paper provides a method to empirically evaluate such pre and post policy interventions by using a cellular automata-Markov model. This method is tested using remotely sensed data of Bannerghatta National park (BNP) and its surrounding, which have experienced various national level policy interventions (Indian National Forest Policy of 1988) and rapid land cover change between 1973 and 2007. The model constructs a hypothetical land cover scenario of BNP and its surroundings (1999 and 2007) in the absence of any policy intervention, when in reality there has been a significant potential policy intervention effect. The models predicted a decline in native forest cover and an increase in non forest cover post 1992 whereas the actual observed landscape experienced the reverse trend where after an initial decline from 1973 to 1992, the forest cover in BNP is towards recovery post 1992. Furthermore, the models show a higher deforestation and lower reforestation than the observed deforestation and reforestation patterns for BNP post 1992. Our results not only show the implication of national level policy changes on forest cover but also show the usefulness of our method in evaluating such conservation efforts.
Introduction
Over the last few decades, tropical deforestation has been one of the major changes in terrestrial landscapes affecting the global environment [1] [2] [3] . Forest cover decline results in loss of biodiversity, increases the incidences of flooding, soil degradation and influences the climate [4, 5] . During the 1990s, the world has lost about 8.3 million hectares of forest per year, and in the period from 2000 to 2010 a reduced, but still significant rate of 5.2 million hectares lost per year (values account for deforestation and afforestation/reforestation to obtain final loss values) [5] . Of this forest cover loss, most occurred in biodiversity rich natural tropical forest areas [3, 5] . The Global Forest Resources Assessment (2010) showed that forest covers 31% of the world land area, with over half of this lying in the world's five richest countries (Russian Federation, Brazil, Canada, USA and China). 64 countries have less than 10% forest cover and of these ten have no forest at all. Globally, protected areas (PAs) still remain the most popular conservation approach to protect biodiversity [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Often it is assumed that legal protection will bring positive impact on the forest cover of an area and help in lowering deforestation [16] . As a result, total forested area under protection globally has increased from 3.48% in 1985 [17] to 13% in 2010 [5] , this represents a 94 million hectare increase since 1990, with two thirds of the increase occurring since 2000 [5] . Legally established protected areas now cover 13% of the world's forests and 12% of the world's forests are designated for some form of biological diversity conservation, but not all of the latter occur within the former [5] . Nevertheless, the effectiveness of PAs in maintaining forest cover has been debated and is still questioned [18] . One of the fundamental questions in PA creation is, "how do we know that PAs are effective in maintaining forest cover?" In other words, to understand the impact of a protection, we want to know what would have happened to forest cover if there would have been no policy intervention, i.e., would the rate of change in forest cover have differed under differing political or institutional frameworks. Additionally, policy interventions within PAs have varied between and within countries, which make any generalization about the effectiveness of PAs even harder and necessitate case-by-case evaluation [12] [13] [14] [15] .
Globally, forest management policies within PAs have varied from a complete exclusion of people and no extraction of any forest resources; to a more inclusive forest management approaches where local inhabitants co-manage the forest with the government; to completely owning and managing the forest; to a more privately managed forest reserve [12] [13] [14] [15] [19] [20] [21] . However, within these two broader frameworks of forest management approaches, inclusionary and exclusionary approaches [20] , people have debated over the effectiveness of each approach [21] . Although in the 50s, more top-down, state-centered management practices were promoted, the recent policy trends have been towards inclusionary forest management [19] [20] [21] [22] , even though many PAs in the world still have exclusionary management policies [20] . Indian forest management policies have inclined towards exclusionary approaches, which is a top-down state-centered approach [21] .
India is ranked as a megadiversity country [23, 24] , experiencing rapid change in demography, economy and society and as such it faces severe conservation challenges [25] . The conservation approach that India has taken since Independence is creating PAs [25] , which at present cover 3-4% of the total land area of the country [26] . Although formal declaration of PAs in India started after independence, the exclusionary approach of forest conservation started as early as 1878 with the Forest Act (1878) which excluded the people from forest management even though on paper people's sensed data have been widely used to build spatially explicit models to measure the dynamics of land cover change and predict future changes [48] [49] [50] [51] [52] [53] [54] .
There are a wide variety of modeling approaches to simulate and predict landscape patterns and changes [51, [53] [54] [55] [56] [57] [58] [59] . Some models are empirically fitted by statistically matching the spatio-temporal data with predictor variables while others are dynamic process models, where the human-environment interaction is represented by computer codes [58] . Markov models are the earliest of the fitted models, which are simple to create with minimal data requirements [13] [14] [15] 58] . Various statistical estimation methods have also been used to fit land cover change models like the log-linear relationship based logistical models [58, 60] , various non linear fitting models [61, 62] and artificial neural network based models [63] . Examples of dynamic process models would be process flow models [64] [65] [66] , cellular models based on landscape and transitions [67, 68] and agent based models focused on human actions [68, 69] . It must also be noted that depending on the model limitations and the situation being evaluated, there are potentially other, more suitable analysis tools which could be incorporated [51] , although for this research the modeling approach is used in a quite unique manner, where its weaknesses are utilized to better understand our landscape.
As such, in this paper, a hybrid CA Markov modeling approach is used to create the landscape scenario of a PA with no policy intervention when in reality it has experienced policy intervention. Markov models are the simplest of stochastic models which are based on a transition matrix [70] and which have been widely used for land cover change studies at various spatial scales [13] [14] [15] 56, 71, 72] . Since we want to reconstruct the landscape with no policy intervention, which in reality does not exist, creating a stochastic model, such as a Markov model serves the purpose of modeling this departure from reality. Markov models predict the land cover of time t+1 simply based on the state of the land cover in time t by developing a matrix of transition probabilities from each cover class to every other cover class [73] and as such does not account for the changing driving factors affecting the land cover patterns in time steps beyond those used to initialize the model [74] . Therefore, using before policy intervention land cover datasets in a Markov model to predict an after policy intervention land cover would discount for the changes in driving factor, i.e., the policy intervention (National Forest Policy, 1988) and thus would theoretically create a land cover with no policy intervention.
Markov chain models have been criticized for their limited capacity to accommodate spatial effects [13, 51, 56, 75, 76] , i.e., they don't include information about the spatial distribution of occurrences within each land-cover category. Cellular automata (CA) can be used to add spatial character to the model [54, 77] . CA is a cellular entity that independently varies its state based on its previous state and that of its immediate neighbors according to series of rules [13, 54, 78] . Hence, a hybrid CA Markov modeling approach, a novel approach in spatial-temporal dynamic modeling [77, 79] will be used to create the 'no policy intervention scenario'. A major advantage of the hybrid CA Markov model is that GIS and remote sensing can be efficiently incorporated [79] , which would also provide us with the land cover data needed at different time steps (before and after intervention land cover data). Here we would also assume that policy intervention is the dominant driving factor that has changed and affected the land cover changes. This approach of using a CA Markov model and remote sensing can be useful for countries like India where PAs in many instances are located in densely populated areas and finding ecologically similar areas that are protected and not protected may be challenging. As such, finding these 'experimental' landscapes is not feasible, so alternative approaches must be developed. Here, the use of the CA Markov model will allow us to evaluate the role of a specific policy (National Forest Policy, 1988), which would otherwise be impossible to analyze using more traditional means [18] .
In this paper we use a case study of Bannerghatta National Park (BNP) and its buffer to evaluate the impact of the National Forest Policy of 1988 on the forest cover. The present paper has three main objectives (1) "to simulate and predict the forest cover of 1999 and 2007 based on a CA Markov model to create a landscape of no policy intervention"; (2) "to compare before-after scenarios, i.e., the observed and predicted individual land covers and change trajectories are compared. Pre 1992 and post 1992 time steps would act as the 'before intervention' and 'after intervention' land covers respectively, taking the National Forest policy of 1988 as the policy intervention; and to compare land covers in the PA buffer with the PA to provide inside-outside PA comparisons"; and (3) "to measure the effectiveness of BNP with the observed-predicted comparison of 'inside-outside' and 'before-after' intervention land covers of BNP." This should provide us with a novel method to measure the effectiveness of BNP in maintaining its forest cover as a result of specific forest policy intervention.
Material and Methods

Site Description
Bannerghatta National Park (BNP) is in the southern part of Karnataka State, 22 km south of the city of Bangalore (Figure 1 ). BNP is one of the most recent national parks of Karnataka State. It was started in 1971 and declared as a national park in 1974, and it comprises 12 reserve forests [80] . The study area encompasses BNP which is 109 km 2 and a buffer of 5 km around the park. Dry deciduous forest and scrub forests are the main vegetation cover inside the BNP with patches of eucalyptus plantation and moist deciduous forest in a few places. There are seven village communities within BNP, which form three major enclosures inside the park. The fourth enclosure forms a farming estate Ukkada. The buffer area has several hundred village communities, village market areas and small towns. Outside the northern part of the park boundary lays a suburban landscape that is mainly an expansion of Bangalore's urban area, with a dense road network and residential plots. The western and eastern sections outside the BNP boundary are composed of agricultural village communities. There is a predominance of eucalyptus in the eastern part of the park and coconut palm and mango in the western part of the park. A five km spatial buffer area around BNP acts as the unprotected area of the study. We created a GIS buffer region taking a five km radius extending outside the outer park boundary to compare the land cover change between the buffer and park area which has been a common practice in park effectiveness studies [21] . Moreover we took a five km limit for our GIS buffer because most of the forest cover outside BNP lies within five km of the park boundary range.
Data Sources
The main data used in the study are four satellite images ( Land use and land-cover patterns for 1973, 1992, 1999 and 2007 were mapped by using Landsat MSS, TM and IRS LISS III data. The images were corrected for sensor and atmospheric calibration errors using Center for the Study of Institutions, Population, and Environmental Change (CIPEC) methods [81] to minimize the effects caused by using non-anniversary dates with varying sun angle and atmospheric condition [82] . All the data were georectified and resampled to a ground resolution of 30 × 30 m (to match the base information of the Landsat data we thus resampled our finer spatial resolution imagery to this scale) and projected to WGS 84 UTM with a RMSE of less than 0.5 pixels. Nearest neighborhood algorithm was used to resample the images so that the original brightness values of pixels were kept unchanged. The land-cover categories for this study include: (a) native forest (F), (b) tree plantation (P) and c) non-forest (NF) cover. The native forest class includes forest cover with a canopy cover of more than 25%, based on fieldwork (local people's definition of forest in the region). However, under the Terminalia-Anogeissus Latifolia-Tectona series, this landscape fits in the dry deciduous forest category [83] and thus relatively open scrub areas, dense forest and open forest forms the forest class. This forest class as compared to tree plantation class has a predominance of native species typical for the region and thus will be called 'native forest' henceforth. The tree plantation class includes four main species, i.e., Cocos nucifera (palm trees), Eucalyptus cinerea (eucalyptus), Tectona grandis (teak) and Mangifera indica (mango). The non-forest class includes the agricultural land, fallow land, grassland, bare ground, built area and stone waste. The classifications were done using a hybrid approach combining both a supervised (maximum likelihood method) and unsupervised classification using Iterative Self-Organizing Data Analysis Techniques (ISODATA) clustering method. Further, rule based methods were used to refine and separate the tree plantation class from the native forest class using texture layers as the texture of tree plantation class has been found to be very different than that of the native forest class. The overall accuracy of the 2007 classification, assessed on the basis of the training sample points collected during field visits of 2007 and 2008 was 82.14%, with an overall Kappa of 0.7043. Although we acknowledge Kappa's limited ability as a measure of accuracy, as found by prior study [84] , it is a commonly used method in land use land cover analysis [85] [86] [87] . Limited field data for validation, and some points from 2008 when change had occurred since the imagery being obtained, limited the overall accuracy to a value of only 82.14%, but imagery was also evaluated by in country experts and field interviews and deemed acceptable for use in this study. If the classification was kept as forest and non-forest much higher accuracy levels were obtained (over 90%). However, the question of tree plantation versus native forest (the two most confused classes) was important to separate as the tree plantations, in terms of their use, are an agricultural crop in this region and so ecologically and socially are a very different type of land cover from native forest. Even though this did act to lower the accuracy of the classifications it was preferred over grouping these two land covers.
Markov Chain Analysis
The Markov chain model is a stochastic model where the model output is based on the probability of transition, P ij , between state i and j. In a landscape with multiple land covers or land uses, the transition probability P ij would be the probability that a land cover type (pixels) i in time t 0 changes to land cover type j in time t 1 . As the transitions are probabilities, it follows that
The transition probabilities are derived from a sample of transitions occurring during some time interval [46] . These probabilities could be shown through the following transition matrix P. (2) where, Vi × Pij = Proportion of land cover of second date, Pij = Matrix of probability of land cover transition, Vi = Proportion of land cover of first date (Vector), i = type of land cover in first date, j = type of land cover in second date, P11 = the probability that a land cover 1 at first date will change into land cover 1 by second date, P12 = the probability that a land cover 1 at first date will change into land cover 2 by second date and so on, m = the number of land cover types in the study area.
This transition matrix of Markov chain analysis can be used to predict the future land cover or land use at time t 2 . The model, however, is not spatially-explicit and does not provide explanation of change processes and overlooks the spatial distribution of land-cover in predicting land-covers [88] .
Cellular Automata (CA)
Cellular automata (CA) are spatially dynamic models frequently used for land-use and land-cover change studies. In a CA model, the transition of a cell from one land-cover to another depends on the state of the neighborhood cells [89] . This is based on the idea that a cell will have a higher probability to change to land-cover class 'A' than to a land-cover class 'B' if the cell is in closer proximity to land-cover class 'A'. Thus the CA model not only uses the information of the previous state of a land-cover as done by a Markov model but also uses the state of neighborhood cells for its transition rules. CA models have been used widely for land use and land cover (LULC) change analysis especially for forest cover change analysis [89, 90] . As such, a CA model can add spatial character to a Markov model and make it a dynamic spatial model.
CA Markov Model
A combined Markov and CA (CA Markov) is used in the present study to predict the land-cover for 1999 and 2007. Four separate models are run. All the models are run in two steps using the Markov and CA Markov module of IDRISI 16. In the first step a Markov model is run using the land-cover maps of 1973-1992, 1992-1999 and 1973-1999 to predict for 1999 and 2007 ( Table 2 ). The outputs of this step are a transition area matrix, a transition probability matrix and a series of transition probability maps (probability of each pixel to a particular land-cover). The transition areas matrix is a text file that records the number of pixels that are expected to change from each land cover type to each other land cover type over the specified number of time units. The transition probability matrix is a text file that records the probability that each land cover category will change to every other category. Transition probability maps are generated for three land-cover classes, i.e., tree plantation, native forest and non-forest. The conditional probability maps report the probability that each land cover type would be found at each pixel after the specified number of time units [78] . As such, these probability maps are calculated as projections for time t 2 from the later of the two input land cover images (t 1 ) as shown in Table 2 . Table 2 . Four Cellular automata (CA) Markov models predicting 1999 and 2007 land-covers. Observed land-covers for a given year is denoted by 'obs' and predicted land-covers for a given year is denoted by 'pred'.
Step In the second step CA Markov module is used to run the CA analysis using the land cover classification maps of 1992 and 1999 and outputs from the Markov module, i.e., transition area matrix, transition probability maps ( Figure 2 ) and contiguity. The combined cellular automata and Markov chain method of the CA Markov module adds an element of spatial contiguity as well as knowledge of the likely spatial distribution of transitions to Markov chain analysis. In an iterative process the CA Markov module uses the transition probability maps for each land cover to establish the inherent suitability of each pixel for each land cover type but contiguity filter down-weights the suitability of pixels far from existing areas of that class (as of that iteration), thus giving preference to contiguous suitable areas. Contiguity filters of 5 × 5 ( Figure 3 ) were applied to define neighborhoods of each cell [78] .
Four different models were run to predict land cover for 2007 and 1999 using 1973, 1992 and 1999 as input maps (Table 2) . In doing so, the CA Markov model makes the assumption that the driving factors affecting change in all time periods are same. This assumption is however, not met as the National Forest Policy which banned the felling of trees from national parks was instituted in 1988, which would be applicable in the time period 1992-2007 and 1992-1999 and not in 1973-1992. Although the National Forest Policy was instituted in 1988, here we would consider 1973 to 1992 image dates as pre policy intervention time period assuming that there is a lag effect of implementation of the policy and it would take a number of years to be "seen" in the landscape. Since this study tries to create the land cover in the absence of national level policy intervention, this assumption is important for the present study.
The 'before-after' scenario was constructed by comparing the before policy intervention (pre 1992) with the after policy intervention (post 1992) landscape for predicted and observed landscapes. For comparison between observed and predicted landscapes, both individual land covers and land cover trajectories were considered. For change analysis, a post-classification cross tabulation change detection method was used. Moreover, all the comparisons between observed and predicted landscape were divided into three categories of BNP and its surroundings (overall landscape), BNP (inside park) and Buffer (outside park). These comparisons provided us with methods to analyze our objectives of comparing 'before-after' and 'inside-outside' scenarios. The next step in model building is validation of a model that is necessary when a predictive model is built, to test how well the model is doing. Validation provides the means to test a model against data that were not used to construct the model [91] . If a model of LULC change is simulated by using time t 0 and t 1 and then it predicts the change from t 1 to t 2 , in order to evaluate such model performance, the predicted map of time t 2 is usually compared with reference map of t 2 which is also the observed map of t 2 [92] . For our present study, the third (1999 obs ) and fourth (2007 obs ) time period should be used as reference maps for validating the corresponding dates predicted maps of 1999 pred4 and 2007 pred1 , 2007 pred2 and 2007 pred3 since these data were not used to build the respective models [59] . If the predicted 1999 pred4 map is similar to reference 1999 obs map, we could have said that the model performed well. However, in our case we do not expect good model performance, as this would indicate no policy intervention impact on the landscape. Rather, for this study a weak model prediction of our future dates is expected with an over prediction of forest clearing. If the policy intervention succeeded, then post 1988 we expect a decrease in deforestation and the start of forest recovery. Nevertheless, it is not possible to validate our predicted landscape through direct methods, as the predicted scenarios are hypothetical scenarios representing a landscape that didn't exist. One indirect way to validate the models would be to compare between the three predicted models of 2007 with observed land cover maps. Within the three models of 2007, we would expect model 2 (Table 3) to perform better in predicting 2007 landscape as it uses a post policy intervention land cover maps (1999) as input and thus would incorporate the present trends of reforestation in our predictive model. Validation was done simply by cross tabulating the predicted and observed land covers of respective years ( Figure 2 ). Using the CA Markov models in this unique manner will therefore allow us to evaluate this policy impact [52] . Table 3 . Probability of change for four models based on Markov chain analysis. F = Native Forest, P = Tree Plantation and NF = Non-Forest. 
Probability of Change to Land
Results
Land-Use and Land-Cover Projection-Before-After/Inside-Outside
The satellite image analysis of four dates (1973, 1992, 1999, and 2007) show few dominant changes in the actual observed landscape. The overall landscape shows a predominance of non-forest cover for all the dates (58%, 62%, 58%, 51%), which initially increased between 1973 and 1992 but declined post 1992. This decline in non-forest cover in the overall landscape post 1992 could be attributed to the increase in tree plantation outside the park boundary. Inside BNP, native forest cover is the dominant land cover for all the dates. Native forest cover inside BNP declined from 78% to 73% between 1973 and 1992, and then it increased to 74% in 1999 and 77% in 2007. Most of the tree plantation is located outside BNP and it shows an increasing trend (10%, 11%, 15% and 23%). Overall, actual observed landscape shows a trend of declining deforestation and slow recovery of native forest cover inside BNP (a patchy reforestation trend) and a slower decline in native forest cover outside BNP post 1992 (Figures 4 and 5) . Table 4 for area) . Observed land-covers for a given year is denoted by 'obs' and predicted land-covers for a given year is denoted by 'pred'.
A similar inconsistency is noticed between the predicted and observed non forest cover in the overall landscape where non forest cover is 3-8% higher in the predicted landscape than the observed landscape; observed landscape shows a trend of declining non forest cover post 1992 after initial increase between 1973 and 1992 ( Figure 5(c) ). Inside the park, an opposing trend of predicted and observed non-forest cover could be noticed. The non-forest area is predicted to increase inside the park post 1992 while in reality it declined ( Figure 5(f) ). It is higher by 5-11% in the predicted landscape than in the observed landscape. Overall, the model fails to predict the observed reforestation trend inside BNP. In the buffer area the models over predict the non-forest area ( Figure 5(i) ). The disagreement between the predicted and observed landscape is the least in the tree plantation class. 
Change Trajectories Projection
The change trajectories between the observed and predicted land cover classes were compared on a pixel-by-pixel basis to examine the spatial pattern of land cover trajectories (Figures 6 and 7) . The two date change trajectory with three land-cover classes gives nine possible land cover trajectories. The land covers that remained unchanged in both the time steps are classed as stable native forest, stable non forest and stable tree plantation. The forest loss would be termed as deforestation in the absence of data availability to give a distinction between deforestation and degradation. Deforestation is defined as any land cover that was native forest in time 1 but changed to non-forest in time 2. Reforestation is categorized as any land cover which was a non forest cover in time 1 but changed to a native forest in time 2. Any land cover that was tree plantation in time 1 and changed to non forest in time 2 is categorized as tree plantation harvest. Land covers, which were non forests in time 1 and changed to tree plantation in time 2, are defined as new tree plantation. The 'tree plantation to native forest' and 'native forest to tree plantation' trajectories are not shown as they cover <1% of landscape. The predicted and observed land cover transitions show dissimilarities in three main categories, i.e., deforestation, reforestation and stable non-forest (Figures 6 and 7) . The models over predict deforestation by 5-6% post 1992 inside BNP but in the buffer area the predicted deforestation of all the time pairs are in agreement with their respective observed time pairs (Figure 6(b,c) ). In the observed landscape, the deforested area actually declined from the first time period (1973) (1974) (1975) (1976) (1977) (1978) (1979) (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) to the second time period inside BNP (post 1992) whereas the predicted landscape shows no decline (Figure 6(b) ). A similar trend to deforestation could be observed in the stable non-forest trajectory inside the park, which is over predicted by 8-10% in post 1992 time pairs (Figure 6(b) ). The models also over predict the stable non-forest cover in the buffer area post 1992 (Figure 6(c) ). Lastly, the models under predicts reforestation inside the park by 5-10% and outside the park by 2-4% in post 1992 time pairs. Inside the park, the actual quantity of reforestation increased from 1973-1992 to 1992-2007 but the models couldn't predict this increase in reforestation (Figure 6(b,c) ).
In terms of spatial difference between the observed and predicted land cover transitions, the two-date change trajectory map ( Figure 7) shows a higher deforestation inside BNP in the predicted maps as compared to the observed deforestation which has occurred mostly outside either on the edges of the park or near the village enclosures inside the park. The predicted deforestation outside the park is located either in the Talli and the Bilikal Reserve Forest or on the northwestern part outside BNP. Figure 8 shows a cross tabulation of observed and predicted land covers of 1999 and 2007. These maps were created to see how well our model performed as compared to our observed landscape. All the models had a general disagreement on the predicted and observed quantity and spatial location of land covers as well as land cover transitions. However, the results show differences in trend within the models. Model 2 (Table 2 ) has the best agreement with the observed and predicted of all the models. Model 2 actually uses 1992-1999 (a post policy intervention land cover map) to predict for 2007. The stationarity of driving factor assumption creates a 2007 pred2 landscape, which has policy impact. Models that use pre policy intervention land cover maps (model 1 and 4) have weaker predictions, which we expected them to do. Our models (1 and 4) inaccurate predictions are important to us as this validates our idea that the national forest policy of 1988 has a positive effect on the forest cover as observed in our actual landscape but not shown in our models.
Model Validation
Discussion
The Cellular Automata Markov (CA Markov) model of land-cover change processes allows us to address questions such as how the land-cover of the BNP and its surrounding would be without any protection or policy intervention, and how the predicted land-cover will differ from the observed land-cover. Although India has followed the exclusionary model of protected area management since the British period, it has also made various revisions, the most recent one came through the National Forest Policy of 1988, which completely banned any harvest of trees from National Parks and protected sanctuaries of India and that included felling of trees for commercial and industrial purposes [31, 93] . The CA Markov model was built to evaluate the impact of this national level forest policy change of 1988 in BNP, which was declared as a National Park in 1974.
In the absence of a policy change or protected area status, the forest cover inside BNP and its buffer area would be expected to be equally affected by same socio-economic drivers and proximate causes. With protection and a policy change, the forest cover inside BNP should be better maintained than the forest cover outside BNP. Even though BNP was declared a National Park as early as 1974 and hence given a formal protection, decline in native forest cover and increase in non-forest cover inside the park was observed up until 1992 (Figures 4 and 5) . This decline in native forest cover could be driven by various socio-economic activities of village communities both inside and outside the park. Another driving factor could be the felling of trees inside the park for commercial and industrial purposes as in India state forests were managed under 'working circles' with a 30-year extraction cycle [93] . Since the socio-economic drivers and proximate causes affecting the park (village communities) are present even today, it could be the National Forest Policy of 1988 and the revisions made (ban on felling of trees) which resulted in the recovery of native forest cover and decline in non forest cover inside the park after 1992. Clearly without the change in the national forest policy of 1988, the trend of decline in native forest cover and increase in non-forest area inside the park since 1973 would have continued until today. The use of the CA Markov model which is commonly criticized for its incapability of incorporating human decision making [74] , and thus made the assumption that the driving factors affecting the park would be same in different time steps (pre and post 1992), created a post 1992 landscape of no policy intervention and accordingly predicted a continued decline in native forest cover inside the park even though in reality it increased post 1992. Even if we consider the fact that the quantity and the spatial distribution of native forest and non-forest cover changes in the actual landscape, in the absence of any policy intervention, would not be same as that predicted by our CA Markov model, we can still say that the overall trend of changes would be similar to our predicted landscape. It is possible that in the actual landscape, in the absence of the policy intervention of 1988, a continued commercial and industrial harvest of the forest would result in forest clearing in areas different than shown in our predicted models. Further, the quantity of forest clearing in the actual landscape could have been different than what our models predicted in our actual landscape, in the absence of a policy intervention. Consequently, we should use the quantity and spatial distribution of the forest cover change in our predicted model with caution and use the overall pattern and trend of forest cover change to come to any conclusions.
The policy intervention in this case could be said to have a positive impact in protecting the forest cover of BNP as could be seen from the decline in deforestation and increase in reforestation inside the park in our observed landscape post 1992. Our predicted landscape showed a higher deforestation than what actually occurred inside BNP between 1992-2007 and 1992-1999 . The fact that all the models overpredicted deforestation inside the park (Figure 6(b-d,f) ) and had a better agreement between the predicted and observed deforestation outside the park in terms of quantity ( Figure 6(b,c) ) could be an indicator that the driving factors affecting deforestation inside the park may have been different (as assumed here due to the National Forest Policy of 1988). Similarly, our models were bad at predicting reforestation inside the park post 1992 (predicted a lot lower reforestation than actually occurred). In addition, the validation maps (Figure 8) shows that the 'native forest-non forest' class (native forest in observed/actual land cover but were predicted to be non forest by the model) were mostly located inside the park and in the Talli and Bilikal Reserve Forest which is under formal protection. Accordingly, we can conclude that the driving factors affecting the park and the buffer were different in the pre and post 1992 landscape as BNP already had a formal protection since 1974. However, this protection was unable to curb the deforestation inside the park. We can say that the Indian government's policy intervention of 1988 could be the change in the driving factor that resulted in recovery of forest cover inside this park. This could further corroborate the argument that mere creation of national parks will not achieve conservation goals and would only result in more 'paper parks' unless accompanied by effective national level policies [94, 95] and improved management policies [96] . A similar study of creating a 'no policy intervention forest cover scenario' of Pench National Park, India, using a CA Markov model also found discrepancies in the predicted and the observed land cover scenarios and also thus a positive impact of the National forest policy of 1988 on the forest cover [97] .
An argument however could be made that there was a decrease in non-forest cover outside BNP post 1992 as well even though there was no formal protection provided to the buffer area and the 1988 revised policy should have no effect on the buffer area. However, this decline in non-forest cover could be because of a reforestation trend outside BNP. Even though there is a reforestation trend in the overall landscape, distinction could be made between the reforestation trend inside and outside the park. Reforestation in the buffer area is tree plantation driven while inside park the forest cover recovery is mostly because of native forest cover increase. This tree plantation driven reforestation could explain the decline in non forest cover outside the park and may be attributed to various social forestry and agro-forestry programs undertaken by state and international agencies to achieve various goals, i.e., fuelwood and fodder for local village communities, wood for industrial and commercial purposes and various ecosystem services [31, 97] .
Cellular models like CA Markov (probabilistic) models have been criticized for their unreliability in predicting dynamic processes such as LULC affected by human decisions [68] because of their assumptions of stationarity of driving forces in different time steps and so not directly accounting for the driving factors of land cover change [13, 59, 74] . For this particular study this assumption has been advantageous in validating the presence of different driving factors affecting the forest cover pre and post 1992 [52] . Further, the argument that protection goes to less threatened areas and a PA would maintain forest cover irrespective of any policy intervention [43, 98] would be redundant in the present study. This is due to the fact that BNP experienced forest cover decline from 1973 to 1992 and is situated just few miles outside the rapidly growing city of Bangalore, in a densely populated area with seven village communities inside the national park. Such factors are true for many of the PAs of India [99] and make the results of such studies as this, even more relevant. Further a small geographical area with little difference in elevation between the buffer and the park and dense road network makes the national park as accessible and vulnerable to various drivers of deforestation as the buffer would be. Hence, we could say that this shift in India's forest management policies from a productive forest management to a protected forest management practice with the introduction of the National Forest Policy of 1988 which clearly stated that national parks must contribute to the conservation of soil and environment rather than be exploited for commercial-industrial purposes [31] , has had a positive impact on the forest cover of BNP. These results of forest recovery are on a par with the national trend of reforestation and increase in forest cover [5, 100, 101] and the general consensus in India that PAs are successful in maintaining forest cover [25, 52] .
While there is an abundance of literature on quantitative assessments of deforestation in and around PAs, more so for dwindling tropical forests [100, 102, 103] , there is a growing literature on tropical reforestation and regrowth [13, 14, [104] [105] [106] which necessitates evaluation of PAs for both deforestation and reforestation trends. Additionally, traditional methods of evaluating PAs have varied (comparison of inside versus outside PA, protected versus non protected forest, past trends versus future trends), but most of these studies still focus on assessing deforestation rates. Nevertheless, evaluation of effectiveness of PAs in tropical forest areas experiencing simultaneous deforestation and reforestation has been successfully done using a CA-Markov modeling approach [12, 14, 15, 52, 54] . Our findings of a positive impact of policy intervention on forest cover of BNP and assessment of simultaneous deforestation and reforestation trends using CA Markov methods certainly expands on the literature on present forest transition studies.
CA Markov models are widely used for predicting dynamic spatial phenomenon. The model has been widely used for determination of rangeland dynamics [79] , species composition [77] , forest succession [107] , and a wide range of LULC studies [89, 108] . Even though CA models face challenges to incorporate human decision making, they have been nevertheless found them useful for modeling ecological aspects of LULC [13] [14] [15] 68] . While CA Markov models have been more commonly used to evaluate the impact of protection on a forested landscape by projecting forest cover changes in the future [109, 110] , we used this model to generate a hypothetical scenario of our present observable landscape without the effect of a policy intervention. We found this modeling approach useful and transferable to other areas where policy evaluation using traditional methods are not possible.
Conclusions
This research demonstrates the potential use of satellite remote sensing and Cellular Automata (CA) Markov methods for understanding the effectiveness of policy intervention in conserving forest cover. In this paper we evaluated the Indian National Forest Policy of 1988 and the revisions made to it by building a landscape of no policy intervention using a CA Markov model. A CA Markov model is limited by its capacity to incorporate human decision making and thus assumes a stability of driving factors affecting the park over time. We used this limitation to our advantage in a unique way by creating a modeled landscape that didn't have the impact of 1988 national forest policy changes. The model generated four different land cover scenarios of Bannerghatta National Park (BNP) and its surroundings for the period 1999 and 2007. Two main methods of comparison: 'before-after' and 'inside-outside' approaches were taken to evaluate the effectiveness of protected area management and the implications of the national forest policy change on the forest cover of BNP. While most predictive modeling studies aim for their models to do well, we expected weaker model predictions to indicate no impact of the Indian National Forest Policy of 1988 on our landscape. Our findings show a general discrepancy between our predicted and observed landscapes. Deforestation inside the park was predicted to be 5-6% higher than what actually took place in the landscape post 1992. Similarly, predicted reforestation inside park was lower by 5-10% than the actual reforestation in 1999 and 2007 landscapes. The modeled landscape also showed 8-10% higher stable non-forest cover inside BNP than the actual stable non-forest cover. This discrepancy in predicted and observed landscape suggests that had there been no revision in the national level forest policies, BNP would have remained a 'paper park' and would have suffered higher levels of deforestation and the recovery of forest cover inside the park would not have been possible.
Although remotely sensed data and the CA Markov model helped to evaluate the effectiveness of Protected Area (PA) management in BNP and its surroundings, the probabilistic nature of the model didn't allow for in-depth discussion of the various driving factors affecting the deforestation or the reforestation in the region. Spatio-statistical model building, where the land cover changes are fitted with the predictor variables (various socio-economic driving factors and proximate causes) would be imperative in the future to predict forest cover changes in BNP and its surroundings. Such model building would give a much clearer image of the effectiveness of PA management and national level forest policy changes on the land cover change of a region and will help to create more successful management strategies. Although further model building is crucial for understanding the driving factors acting within the landscape, this kind of reverse modeling wherein we are constructing a land cover scenario that is nonexistent (a no policy intervention landscape) is crucial in explaining the impact of a policy intervention. Furthermore, our study implies that the CA Markov modeling approach could be used for evaluating various national level conservation policies by constructing a 'no policy' intervention landscape. This novel approach is perfectly suited to such conservation studies and can be used as a preliminary step for more advanced LULCC analysis and model creation.
