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Abstract
Several wheel-barrow mechanisms were synthesized from first principles using a topol-
ogy optimization method. First, a shape optimization problem was formulated in order to
generate a wheel geometry that minimizes work done while rolling over terrain. Flat and si-
nusoidal ground profiles were considered, resulting in approximations to a circle and ellipse,
respectively, as expected by an analytical solution. These optimal shapes then supplied a slate
of contact points for a multi-load multi-layer mass minimization problem, subject to com-
pliance constraints, which created a wheel-barrow system. Finally, the shape and topology
regimes were optimized simultaneously, in an integrated multidisciplinary design optimiza-
tion (MDO) framework. In all cases, analytically-derived sensitivities were supplied to the
Method of Moving Asymptotes (MMA) optimizer routine.
ii
Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2 Preview: The Cantilever Beam . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
3 Shape Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
4 Topology Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5 Simultaneous Shape and Topology Optimization . . . . . . . . . . . . . . . . . . . 36
6 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
7 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
A Sensitivity Analysis of the Newton-Raphson Method . . . . . . . . . . . . . . . . 48
iii
1 Introduction
The wheel, one of the most ubiquitous and praised mechanisms of modern life, may have
simply began as a tool for mining: a wheelset, rolling across the smooth stone floors of hand-
carved tunnels, to transport the heavy ores and stones out out of the mine. From there develop-
ment may have spread outwards, evolving into discs on axles and finally the familiar spoked de-
signs common to the carriages of two centuries ago, through the car rims of today’s automobile
[1].
With the idea of the wheel long-ingrained in the engineers’ collective conscience, and, after
countless tweaks and adaptations over the millennia, there may seem little room left for improve-
ment. However, the rise of numerical optimization algorithms and finite element analysis (FEA)
over the past decades has opened new fields wherein human intuition about the boundaries of im-
provement can be sidestepped by the computer: shape and topology optimization.
Shape optimization (SO) seeks to synthesize the optimal external geometry of a structure,
while topology optimization (TO) uses a fixed outer geometry within which the internal mate-
rial distribution is optimized [2, 3]. Typical SO problems include refining mechanism geometries
for higher strength [4] and increasing flight performance characteristics of aerospace structures
[5], while standard TO problems include mass/volume minimization subject to compliance con-
straints (or vice versa) [6].
SO has been used to optimize the deflection of compliant mechanisms [7]. A cam and link-
age system was designed via genetic algorithms such that the mechanism movement precisely
controlled an output path [8]. By optimizing the longitudinal cross-section of a wheel, lower
stresses on the connecting bolts for an automobile [9] and lower ground contact pressure for
robotic rover wheels [10] were created. The radial cross-section of a railway wheel was opti-
mized, again by a genetic algorithm, to reduce the noise generated during rolling [11].
Specifically within the framework of numerical TO, work has been done in optimizing the
the topology and shared design space of a wheel-rim and brake-caliper pair to the maximum ben-
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efit of both systems [12]. Optimizing the topology of automobile wheel rims themselves, under
fatigue considerations, has been studied as well [13]. Furthermore, in the case of non-pneumatic
tires, the topology of a metamaterial outer rim was subjected to optimization [14].
Some problems can use both shape and topology optimization in a multidisciplinary design
optimization or MDO formulation. Simultaneous shape and topology gradient-based optimization
was performed on a wing box, outperforming sequential optimization of each discipline [15]. A
technique of performing topology optimization and then passing the result through a CAD-based
shape optimization was developed, creating a smooth final design of a roadarm with equivalent
compliance but lighter mass than the TO on its own [16]. More in the vein of wheels, a radial
cross-section of a satellite reaction wheel was optimized followed then by the internal topology
within the cross-section [17].
However in this work, we aim to have the algorithm determine the optimal rolling shape ge-
ometry and subsequent optimal internal topology directly from physical first principles, with as
few assumptions as possible. The design objectives were work minimization and mass minimiza-
tion done within a standard numerical optimization framework.
Our flow of methodology roughly mirrored the possible historical development of the wheel:
First, pure shape optimization of the wheel was considered over various terrains; then, using the
optimal shape, the internal topology was optimized. Finally, both optimizations were performed
simultaneously on flat ground. Such is the structure of this paper as well, with each problem type
receiving description of its setup, computational method, objective, sensitivities, and results. A
conclusion then ties all three sections together. But first we look at a simple example, from which
each subsequent section is a modification, to provide concreteness and outline the general princi-
ples of this work.
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2 Preview: The Cantilever Beam
A cantilever beam problem has a rectangular domain with one end held fixed and with a
downward load applied at the other end, as shown in Figure 1a. Practical examples of this sce-
nario include balconies, unfinished bridges, and approximations to airplane wings and helicopter
blades [18, 19]. We will examine how we can use topology optimization to strategically distribute
material within the beam domain to have significantly less mass for an acceptable loss of stiffness
compared to a solid rectangle. Though having little to do with wheels, the general flow of this ex-
ample provides the backbone of this work. However, only crucial details will be supplied here,
for brevity and clarity on the basic TO framework.
The topology optimization problem begins by defining the problem domain, boundary con-
ditions, and applied forces. Within a material domain Ω with loads applied on boundaries Γ, we
can use the principle of virtual work to derive the relations between the forces F acting on the do-
main and the resulting (kinematically admissable) displacements U according to the governing












NfdΓ = 0 (1)
where B is a matrix containing the derivatives of the finite element shape functions, σ is the
(a) (b)
Figure 1: (a) The cantilever beam domain and boundary conditions; (b) The cantilever beam
FEA mesh.
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Cauchy stress tensor, N is a matrix describing the element shape functions, and f is the forces
on Γ. Since we assume linear elasticity, we use Hooke’s Law to replace σ by DBU, where D is a
matrix describing the constitutive relations and BU is the strain.
To solve the weak form, we then discretize the domain into a finite element mesh; a grid of
quadrilateral elements linked together by the laws of solid mechanics, as shown in Figure 1b.
Doing so allows us to assemble the necessary matrices and then solve for the displacements in a
large linear algebra problem of the form
KU = F =⇒ U = K−1F (2)
where K is the global stiffness matrix and F is the global force vector.
First, the default stiffness matrix k0 of any one element is calculated; for four-node quadrilat-
eral elements, it has size 8× 8. The element-level matrix can be found via the following integral





Here, D represents the 3× 3 constitutive matrix and Be the 3× 8 strain-displacement matrix
which accounts for the isoparametric mapping of the element. Additional details on the composi-
tion of Be can be found in [20, 21].
Once the element-level stiffness is found, its interaction within the global mesh needs to be
accounted for. Thus, by taking note of the nodes connected to each element and the relevant stiff-
ness contribution, the many local stiffness matrices are then expanded and added into the global
matrix K accordingly. The assembly of applied forces is handled similarly. Once fully assem-
bled, the global stiffness matrix is inverted and Equation (2) yields the displacements of all the
nodes in the mesh, which can then be used in subsequent stress and compliance analyses.
TO goes one step further and leverages the discreteness of the finite element mesh by assign-
ing each element a density variable ρ , which, when multiplied by the element’s volume, controls
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the element’s mass, and, when multiplying into the element’s stiffness matrix, controls whether
the element contributes to the global stiffness. Ideally we would allow ρ to be either 0 or 1, i.e.
either the element has full mass and stiffness or the element approximates a ‘void’ region without
mass or inherent stiffness, since an intermediate material/void fraction does not have a straight-
forward physical realization. However, gradient-based optimization algorithms require continu-
ous and smooth functions and design variables [22]. Therefore, the value of ρ is allowed to vary
continuously between the bounds of 0 and 1, and additional incentives and penalties are used to
entice the optimizer to have elements be either fully solid or fully void.
Now, with a method of design control, we can consider optimizing the material distribution
within the domain. For example, suppose we want to minimize the compliance (work) while only
allowing 50% of the original mass. Since we assume the use of only a single design material, the
mass of the structure is proportional to its volume; we can therefore constrain the volume fraction
instead of the mass directly. The optimization problem would look like the following:
min
ρ









where ne is the total number of elements (and number of design variables) and Vmax = neVe is
the total volume of a completely solid structure. Note that during the stiffness matrix assembly,
each density is raised to an exponent, i.e. ρ pj with p > 1, which penalizes intermediate volume
fractions by giving them lower stiffness but leaving their nominal mass—SIMP penalization [23],
the details of which are described in the relevant future section.
To actually perform the optimization, the optimizer algorithm needs information about the
derivatives, or sensitivities, of the objective and constraint functions with respect to the design
variables. These sensitivities are found analytically (if possible) and are specific to the problem
at hand. The subsequent section on the wheel-barrow topology optimization will include a full
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discussion of sensitivity analysis.
Suppose we use a suitable optimizer and tell it to solve the above problem, with a beam
size of 4× 2 meters, a 200× 100 element mesh, a material stiffness (Young’s Modulus) of E =
1N/m2, and an applied load of 2 N. The end result is a structure shown in Figure 2a. It has a
compliance of 241 Nm; a solid beam has a compliance of roughly 163 Nm. Though the result
satisfies our given formulation, clearly the end product is not physically realizable—it is more of
a sieve than a beam. The optimizer took advantage of the element stiffnesses being concentrated
at the nodes of the mesh.
To alleviate this “checkerboarding,” we can stipulate a “minimum structure size” in the form
of a density filter matrix [24]. This matrix, W, ties the properties of any one element to those of
its neighbors within a certain radius fR; if one neighbor has material, then the others do also, but
with amounts proportional to the separation distance of their centroids ∆mn (a figure showing the
filtering process is included in [25]). Such intertwining prevents elements from standing alone,
but relegates the design variables to being non-physical—the filtered densities ρ̃ are the “true”
densities of the elements now, as such:






Building the density filter and running the optimization, we arrive at Figure 2b, with an end com-
pliance of 278 Nm. This is an improvement structurally, but the result is blurry. So, though re-
solving the checkerboarding, the output under density filtering has boundaries with undesirable
(a) (b) (c)
Figure 2: The cantilever beam problem results. (a) had no filters, (b) had a linear density filter
with radius of 5cm, and (c) had the same density filter plus Heavisiding with a steepness parame-
ter of 500. All had a 200×100 element, 4m×2m mesh.
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intermediate volume fractions.
Hence one final filter must be applied, one which essentially forces elements to be either full
material or fully void: a Heaviside filter, a function that smoothly approximates a unit step. This
approximation restricts the intermediate material range to a precipitously narrow band with a
steep slope, enticing the optimizer to hike the design variables to the unit plateau or bottom them
out at zero. See [26] for more details.
The optimized result with both density and Heaviside filtering is shown in Figure 2c. It has
Figure 3: Flowchart of standard TO procedure.
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a compliance of 257 Nm. The structure is comparatively clean and has crisp edges—it could al-
most be sent directly from the optimizer to a 3D printer with minimal post-processing.
Thus we have discovered the basic framework of Topology Optimization, and used it to op-
timize the given problem: For half the volume (mass) and not quite double the compliance, the
solid cantilever beam could be replaced by an easily manufactuarable structure found via TO.
To do so, we had to insert a density filter between the design variables and the element densi-
ties, as well as a Heaviside filter to ensure material is kept to the extremes of either fully there or
not. The physical densities are used in the evaluation of the objective function and constraints;
they and their resulting sensitivities are then “de-filtered” to let the optimizer turn the dials of the
design variables directly. This process is repeated until the design converges, i.e. the KKT condi-
tions [27][28] are satisfied.
Figure 3 shows the general process of TO, summarizing what was discussed above. This
process was not only directly applied to a wheel structure but was ported into synthesizing the





The wheel shape was defined by ns spokes emanating from a rotation axis and ns angular
wedges within which the spokes could reside. The shape itself was the polygon formed after join-
ing all the spoke tips with linear connecting segments. Hence there were nv ≡ 2ns design vari-
ables in total. Figure 4 shows this terminology applied to a randomly-initialized design with 12
spokes.
In a mirroring of the TO framework seen in the previous section, the physical features x̃, i.e.
the spoke lengths and wedge angles, are constructed from non-physical design variables x which
Figure 4: Terms and labels used to define the SO wheel.
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range from 0≤ xi ≤ 1. The conversion process took the form
x̃ = W̃x+ b̃ (6)
The nv× nv matrix W̃ is clearly analogous to the density filter matrix of TO; though, here, this
“physical filtering” operation depends on the number of spokes, their radial lengths, and the
wedge angle within which they can reside. The additional b̃ is a nv× 1 constant vector for pro-
viding non-zero lower bounds.
Before W̃ can be assembled, the parameters for the separate radial and angular cases com-
prising it need to be defined. Rlow and Rupp are the physical lower and upper bounds on a spoke
length respectively, in meters. The 0–1 range of the design variables is used to linearly interpolate
between these bounds. In matrix form,
x̃R = (Rupp−Rlow)IxR +Rlow1ns (7)
where x̃R is the portion of the design variable vector controlling the spoke lengths R and 1ns is a




Next, the angular variables are considered. Given the number of spokes ns, the ‘default’
equal-separation angle between them would be ∆Q = 2πns . Design variables xQ control the physi-
cal angles Q of the spokes by manipulating the location of each spoke within a wedge of angular
size α , in radians. If the physical angle assigned by the design variables exceeds ∆Q, the spokes
would overlap in the sense that their order changes, and thus we enforce α < ∆Q for the present
formulation. This does limit the design space, in preventing spokes from bunching up on one side
of the wheel, but whether the optimizer would leverage such options is unknown.
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Figure 5: Schematic of how the design variables xR and xQ control the length and angular posi-
tions of the spokes, respectively.
For each i-th spoke, the angular wedge is defined such that it is bisected by the default angle
associated with it, i.e. the angle (i− 1)∆Q− π/2 splits the wedge in two. Then, a design vari-
able value xi = 0 places the spoke at the ‘lower’ boundary of the wedge, with respect to counter-
clockwise rotation being positive. Likewise, xi = 1 places the spoke at the upper boundary of the
wedge, and xi = 0.5 places the spoke directly on the default angle. Consult Figure 5.
The angular “physical filter” matrix and the offset vector are therefore constructed as fol-
lows:



















Figure 6: Schematic of the sinusoidal terrain profile.
3.1.2 Terrain Representation
With the wheel shape defined, in the (X ,Y ) Cartesian plane, the terrain considered was a


















with AT being the terrain’s maximum amplitude and λT being the terrain’s wavelength; Figure 6
shows a generalized prescription. All lengths are in meters.
By setting AT = 0, flat terrain is recovered, in which case λT becomes a moot parameter
taken to match the sinusoidal case choice. For AT > 0, a sinusoidal terrain is captured. The typi-
cal prescriptions are AT = 1 and λT = 3, as those create a ground profile yielding smooth analytic
solutions to the rolling problem, which will be discussed in an upcoming section.
3.2 Objective Function (Rolling Simulation)
The goal of moving an object by rolling instead of by pushing is the elimination of friction
along the ground, replacing it with far smaller losses at the axle. However, the pusher must still
perform “work” by raising and lowering the payload in response to changes in axle height, in
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order to impart the corresponding gravitational potential energy into the system. With sufficient
lubrication or ball bearings, the latter form of energy expenditure dominates, creating a system
where the work done is approximately equal to the gravitational potential energy.
A simulation is therefore required to numerically capture the work done by changes in axle
height as the shape rolls over the terrain. This proceeded in five stages at each simulation step:
1. A spoke tip is declared fixed to the ground.
2. The angle to rotate to the next spoke (counterclockwise) around the shape is computed.
3. The coordinates of the shape are updated accordingly.
4. The work done during the rotation is computed.
5. The sensitivities, with respect to the physical variables, are computed and stored.
Each stage is now described in detail below.
3.2.1 Rotation Computation
Rolling is accomplished by a series of plane rotations with each spoke tip acting as the fixed
pivot point in sequence. As such, the physical variables x̃ need further conversion into Cartesian
coordinates. These are given by a nv×1 vector ζ, with the first ns components being the spoke tip
X-coordinates and the rest the Y -coordinates.
For each spoke i, the corresponding initial Cartesian entries in ζ are:
ζ
0























Figure 7: Schematic of the rolling geometry between two arbitrary spokes, used to compute the
rotation angle θ i required for the shape. ∆hi is the change in axle height and thus is directly pro-
portional to the work Wi.
Lastly, after setting the initial pivot p0 =
0
0
, the rolling begins.
Pseudocode of the rolling procedure is as follows. Figure 7 shows the discussed geometry.
1. Compute the length of the segment rik between the current pivot spoke Ri and the
next spoke Rk = Ri+1.
2. Use rik to find the next pivot location pi+1.
3. Compute the angle β i from current pivot pi to pi+1, and the angle γ i from current
pivot pi+1 to the current location of the next spoke tip ζi(k).
4. Compute the angle of rotation, θ i = γ i−β i.
5. Update the shape coordinates to ζi+1.
6. Update the axle location to ai+1.
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7. Compute the work done by the change in axle height (see next section).
8. Repeat until all spokes have been the pivot point twice (for proper sensitivity
inclusion of the first spoke).
The full computation equations (and their derivatives) will be shown in detail in the upcom-
ing sensitivity analysis section.
3.2.2 Work Computation
Assuming the work done by the system is directly proportional to the change in axle height
of the wheel as it rolls—assumptions we will argue for shortly—then said work can be computed











where Fax is the weight of the payload and carriage, concentrated purely vertically at the axle,
and ∆hi is the vertical component of the change in axle height.
Finding the requisite ∆hi at each movement increment can be broken down into two cases:
(I) The axle moved continually upwards through the rotation, and (II) The axle moved down-















since the upwards change in height is only from the previous axle location to the top of the arc,
which is the pivot height plus the pivoting spoke length. This Case is shown in Figure 7. There is
also a “Case (III)” when the axle moved continually downwards, during which Wi = 0, but this is
captured by the movement simply not satisfying the criteria for the other two cases.
3.2.3 Assumptions in the Work Computation
To simplify the dynamics, we assume quasi-static motion. Furthermore, we neglect fric-
tion, as mentioned previously, by assuming the use of lubrication and ball bearings that minimize
the frictional losses to such an extent that the gravitational potential energy in the changing axle
height dominates. However, we do not assume the wheel is a rigid body, directly, in that the ma-
terial that composes it could be elastic. This means that energy losses due to rolling resistance—a
phenomenon where inelastic deformations precipitate energy loss due to hysteresis in the material
as different portions of it contact the ground—must be taken into account. Again, we argue that
this effect is much smaller than the gravitational work. This can be justified by a reasonably rigid
material composing the wheel (e.g. wood or metal, not rubber), and, especially, the later opti-
mization of the wheel’s internal topology (Sections 4 and 5), since this aims to maximize stiffness
and thus minimize any potential inelastic deformations.
The above assumptions leave gravitational potential energy in raising the axle as the only
work a person moving a payload with the wheel must overcome. However, a gravitational po-
tential and its associated exchange with kinetic energy is a conservative system: the total work
done should sum to zero. The above computation creates a net energy expenditure—an apparent
contradiction. We can reconcile this through examination of an analogy. When moving a wheel-
barrow, the operator first lifts the weight carried while the axle is moving upwards: positive work.
During the downward phase, the operator “lets go” and allows the gravitational field to continue
the (now downwards) motion for them, by exchanging the previous potential energy for kinetic
energy: negative work. But, under quasi-static motion, there is no kinetic energy to leverage, and,
if the polygonal wheel loses all momentum upon impact with the ground, then operator must per-
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form all the work of lifting the axle anew, with no energy associated with motion to utilize for the
upward thrust. The momentum loss could also be described as an inelastic impact, with a coeffi-
cient of restitution of 0, so that the wheel loses any self-motion at the end of a rotation interval.
Thus, despite being a conservative system, the operator experiences a net positive work.
At this point it should be noted that the work formulation described above applies just as
equally when the shape is rotating forwards as backwards. This is advantageous in that a reverse
(counterclockwise) rotation only occurs when a spoke is penetrating the terrain and needs to be
brought upwards. In this sense, spokes below the terrain are penalized for both their upwards
stroke to the ground and then the subsequent upwards lift done by a future rotation forwards.
Thus the optimizer would find it economical to keep all spokes from penetrating the terrain.
It is due to this natural penalization that a convex hull of the shape is not considered, despite
its potential to remove this rather non-physical situation. If a convex hull is applied, the angle
formed by any spoke between its two neighbors would be obtuse; no spoke is “overshadowed”
and stuck inside the outermost perimeter. Not only is the convex hull algorithm extremely sen-
sitive to initial conditions, it is unremitting to any analytical derivatives and is only of any use
during the flat ground case when the hull ensures no spoke penetrates the ground.
In the case of non-zero terrain amplitude, however, even the convex-hulled shape may inter-
fere with the ground curve and therefore render its beneficial effects moot—consider the sinu-
soidal terrain with unit amplitude and a shape with all spokes at Rupp = 1.2. Unless the wave-
length is prohibitively long, the spokes, seemingly, must interfere. Hence, only for wavelengths
that are neither too short nor too long will the optimal shape be convex and satisfy the upcom-
ing perimeter constraints. Such stipulations will be discussed in the Analytic Solution section
further below. One could perhaps attempt to create a constraint on each spoke such that it never
penetrates the terrain, but generating and computing such constraints could be as computationally
expensive as solving the optimization problem itself!
Thus we are left with how to interpret the optimization with spokes penetrating the terrain.
The non-physical interpretation is simply stating that the “real” optimization begins when such
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penetration no longer occurs and that prior iterations were just refining the initial shape to fit the
physical world. A more physical “rainy day” interpretation takes advantage of the quasi-static
nature of the problem and the discreteness of the spokes. One imagines the terrain being a loose
dirt and a neolithic worker is pushing an extremely heavy load on a connected carriage, making
the motion quasi-static as we earlier assumed. As the motion occurs, it begins to rain—the terrain
ahead of the wheel becomes muddy and thus the spokes can penetrate. Spokes near the pivot (and
under this imagined carriage) are solid, unless they need to be extracted from the mud.
In either interpretation, the method developed here allows the spokes to penetrate the ground.
If there is a simple way to account for this, especially during the sinusoidal terrain case, it has not
been found for this work.
3.2.4 Sensitivity Computation
The sensitivity analysis of the rolling simulation is now described, along with the full details
of the computation, as an expanded form of the pseudocode described in Section 3.2.1. These
results will be needed in the upcoming section describing the optimization setup.
Note that k ≡ i+1.






2 between the current and
next spoke, with δQki given by Equation (27).
Sensitivity: ∂ rik
∂x —see Equations (28)–(30)
2. Operation: Use rik to find the next pivot location pi+1.








. However, in the sinusoidal
case, a Newton-Raphson root search is performed to find the next pivot location at each
step. Sensitivities were derived analytically for the root search and were verified by finite
differences, and their derivation is included in Appendix A.
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3. Operation: Compute angles between current pivot pi, next pivot pi+1, and current location
of the next spoke tip ζi(k). To do so, define the following: Let uβ = p
i+1









y. Then the angles β












∂x and the like are easily found analytically and left for
the reader. To find the sensitivities of the atan2 function, however, we will first need its

































5. Operation: Update the Cartesian shape coordinates.





















































7. Operation: Compute the work done by the change in axle height (see Section 3.2.2).
Sensitivity:
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In the above operations, when updating ζ, the matrix Σ is
Σ=
1 1 ... 1 1 0 0 ... 0 0
0 0 ... 0 0 1 1 ... 1 1
 (18)
which expands the 2×1 pivot vector into the size of ζ. The block rotation matrix R̄(θ i) is
R̄(θ i) =
 Ins cosθ i Ins sinθ i






−Ins sinθ i Ins cosθ i
−Ins cosθ i −Ins sinθ i
 (20)
Finally, for the axle update relation, r̄(θ i) is simply R̄(θ i) but without the block structure identity
matrices:
r̄(θ i) =
 cosθ i sinθ i
−sinθ i cosθ i
 ; ∂ r̄
∂θ i
=
−sinθ i cosθ i
−cosθ i −sinθ i
 (21)
With all the sensitivities found, the total derivative of the work at each design step can be








































which, due to the recursive structure of the problem, is unpleasant to describe analytically but
straightforward when implemented in code.
3.3 Perimeter Constraints
To prevent the wheel from growing to overwhelm the terrain or from shrinking to a minimal
size, and consequently lowering the work just by rolling over a shorter distance, constraints on
the lower and upper bound of the wheel’s perimeter were applied. Due to the periodic nature of
the terrain T , the analytic optimal solution will have a perimeter exactly matching the arc length
over one wavelength λT , or over subsequent multiples.
In order to specify the constraints, we need to compute the arc length of the terrain, s, over












which is simply s = λT for the AT = 0 case. For other amplitudes of the sinusoidal terrain, s was
found using trapezoidal integration.






s = Pmax (25)
This confines the wheel perimeter from rolling over multiple wavelengths and prevents it from
shrinking substantially. The constraints also penalize spokes that are significantly shorter com-
pared to their neighbors, since such an arrangement creates two long edge segments which be-
come substantial contributions to the total perimeter and thus risk constraint violation.
To calculate the wheel’s perimeter, the individual segments from spoke endpoint to endpoint
21

















δQi+1i = ∆Q−Qi +Qi+1 (27)
is the physical angle of separation between the i-th and (i+1)-th spokes.
The sensitivity vector of the i-th perimeter segment has four components: two entries cor-
responding to spoke lengths Ri and Ri+1 and two entries for angular locations Qi and Qi+1. As









































With the sensitivities with respect to the physical variables x̃ found, the gradient with respect









Figure 8: Schematic of the motivation behind the analytic solution.
3.4 Analytic Solution
An analytical solution to which the optimization results can be compared is derived here for











A zero-work solution will have an axle trajectory that is of constant height above the zero datum
and, notably, above the maximum amplitude of the terrain by a defined separation distance d.
Hence, the ideal axle datum is at AT +d above the X-axis. Consult Figure 8.
Creating the analytic solution will then involve computing the distance between the datum
and the terrain at each X-location—a “radius”—and then “wrapping” that continuum of radii up
via an angular mapping.
The shape radius R(X) at each X-location is given by
R(X) = AT +d−T (X) (31)
Next we perform the wrapping. This can be done by assuming the shape rolls with constant angu-
23


























Matching R(X) and θ(X) at each X-location creates a polar-coordinate pair defining the optimal
shape, with X varying over one full wavelength: 0≤ X < λT .






which are the polar coordinates of a circle with radius d. Therefore, to minimize axle work while
rolling over flat ground, a circle is the optimal shape.
But what if AT is non-zero? It is not immediately obvious what shape Equation (33) would
create. Indeed, for an arbitrary value of d, the shape may be malformed, but, for values of d for
which the resulting shape has no kinks or flat areas, the equations yield an ellipse. For AT = 1
and λT = 3, the value of d yielding a smooth shape is found by trial-and-error to be ≈ 0.2.
3.5 Optimization Formulation





g(x)1 = Pmin−P(x)≤ 0
g(x)2 = P(x)−Pmax ≤ 0
(35)
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which were described previously in the Sensitivity Computation section and in the Perimeter
Constraint section.
The design variable vector x starts with all entries chosen randomly between the limits of 0
and 1. Optimization of the spoke lengths and their separating angles is then performed using the
MATLAB version of the Method of Moving Asymptotes (MMA) as described in [29]. The loca-
tions of the asymptotes are altered in accordance with [30], to dampen oscillation when nearing
the minimum due to the constraint derivatives flipping sign from one iteration to the next. The
optimization is declared complete when the KKT conditions are satisfied to within a tolerance of
10−1 or after 5000 iterations.
5000 iterations appears excessive but simply supplies a liberal upper bound to account for
the following: as the optimization progresses, the feasible space within which the design vari-
ables can move is incrementally tightened by squeezing the asymptotes (much like we will do,
from the beginning, for the Topology Optimization, but for a different reason. See that section
and [26]). Doing so allows the spokes and angles to change rapidly early on, but then ensures that
the optimizer only makes ever smaller design changes as convergence towards the optimal shape
is achieved, encouraging a smooth, convex final shape.
The tolerance of 10−1 on the KKT norm also seems unusually large. However, this choice
is appropriate given the inherent nonsmoothness of design problem (ie. taking only the positive
portion of the change in axle height, and abruptly switching the contact point from one axle to
the next). As we will now see, this tolerance is still sufficient to arrive at designs matching the
expected optimal shape.
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(a) Initial configuration. (b) 300 iterations. (c) 600 iterations.
(d) 900 iterations. (e) 1200 iterations. (f) Final configuration.
Figure 9: The evolution of the shape optimization with flat terrain, with 48 spokes. The dashed
line is the analytic prediction. The final configuration is at 1451 iterations.
3.6 Results
Two scenarios were run, with the only alteration in the problem setup being the terrain am-
plitude being changed from AT = 0 to AT = 1. Other run parameters were the number of spokes
ns = 48, the wedge angle α = 0.5∆Q, and λT = 3. The force on the axle Fax was taken to be
unity. The parameters controlling the MMA move limits were altered between the two instances,
to promote faster convergence, but otherwise the setups remained the same. The initial randomly-
generated shapes for each case are shown in Figures 9(a) and 10(a), respectively.
Due to the analytic sensitivity formulation, computation time approached two hundred itera-
tions per minute, even with the relatively large number of design variables and with having each
spoke be the pivot twice. Early attempts with the problem used finite differences to compute the
sensitivity, which, even with only a third as many spokes, took an order of magnitude longer per
iteration. Thus the analytical derivation proved its merit once found.
Figure 9 shows the evolution of the wheel shape on flat terrain across iterations until con-
verged. Figure 10 does likewise for the sinusoidal terrain, while Figure 11 shows the convergence
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(a) Initial configuration. (b) 400 iterations. (c) 800 iterations.
(d) 1200 iterations. (e) 1600 iterations. (f) Final configuration.
Figure 10: The evolution of the shape optimization with sinusoidal terrain, with 48 spokes. Ter-
rain parameters are AT = 1 and λT = 3. The dashed line is the analytic prediction. The final con-
figuration is at 1778 iterations.
(a) (b)
Figure 11: The SO optimization convergence of the objective function, for (a) the circle result
and (b) the ellipse result.
of the objective function (work) for the respective cases. For the circular case, convergence to an
approximate disk was reasonably rapid. Due to the nature of the flat problem, the optimizer gen-
erally converged to any disc within the perimeter bounds rapidly, but then shrunk the wheel down
to the minimum perimeter bound (the dashed line in Figure 9): for a discrete sided polygon under
rigid roll, work—change in axle height—is minimized when the shape is as small as allowable.
Depending on the MMA move limits, this shrinking process either occurred rapidly or incredibly
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slowly. Oddly enough, tightening the limits improved the rate of convergence to the minimum
perimeter bound, but only to a certain degree; too tight of move limits hampered the convergence
speed.
The sinusoidal-terrain case yielded somewhat slower convergence. However, due to the sin-
gle true optimal shape for the problem, the optimizer eventually arrived at the optimum. This is
evident from the optimized shape closely duplicating the dashed line of the expected analytically-
derived solution in Figure 10(f).
In both cases, the optimizer’s search of the design space consisted of a slow but consistent
descent towards the optimum, and a plateau once the optimum was nearly reached, leaving the
shape only being refined minutely over the remaining iterations. Further optimizations were done
under various random configurations and with different selections of wedge angles. All eventu-
ally converged to the optimal shape for both terrain scenarios; convergence was more rapid with
smaller wedge angles in all cases. Again, the convergence tolerance was rather high, but appro-
priate since the design no longer improved meaningfully and the underlying objective function
was not entirely smooth.
Thus using the first principles of work minimization (approximately) we have recovered the





Having found the optimal shape, we now seek to optimize the material distribution within
this geometry. This is accomplished by considering topology optimization on two Finite Element
layers: the wheel and the barrow (or ‘carriage’), which share a degree of freedom (DOF) at the
axle location, e.g. the center node of both meshes.
The top-right node of the barrow layer was declared fixed in both the X and Y directions,
specifying that location as where the operator lifts and provides complete directional control. A
distributed load with a total force of 105 N was applied symmetrically along the top nodes, ex-
tending over the left half of the upper boundary, representing the weight of the cargo being trans-
ported.
The elements were four-node isoparametric bilinear quadrilateral. They were assumed to be
in plane-stress with a Young’s Modulus of E = 109 MPa and a Poisson’s ratio of ν = 0.3. Using
these, the default 8×8 stiffness matrix k0 could be constructed as described in Equation (3), with









The element stiffnesses above form the stiffness matrices for both the wheel and barrow layers;




As the wheel rotates, each spoke tip effectively acts as a fixed pin joint about which the
shape then moves. A 2D Gaussian distribution approximating the pin, as described and utilized in
[31], was added to the inherent stiffness of each wheel element node to provide an approximated
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where κ0 is the maximum contact stiffness (taken here to be 104E), σ is the spatial variance of






is the i-th spoke tip loca-
tion on the optimal shape, and (xn,yn) is the location of the node in question. Clearly nodes very
near the tip receive the additional stiffness, while those far away are practically unaffected. These
kcn were then assembled into a global (diagonal) stiffness matrix KCi for each spoke tip.
Since the shape of the wheel was specified, all contact stiffness matrices were pre-computed
prior to optimization. This is not the case for the upcoming MDO problem (Section 5), as, in that
instance, the contact points are coupled to the locations of the variable spoke tips. But, for now,
we perform the computation with an unchanging shape.
4.3 Finite Element Computation
As described in the preview (Section 2), at each element j in the mesh, the presence of mate-
rial (or lack of) is controlled by a design variable ρ j which can vary continuously within bounds
of 0 and 1. A 0-value approximates a ‘void’ region by setting the element’s stiffness very near 0
(but not exactly so, to allow the stiffness matrix to be invertible); a 1-value indicates full material
and full stiffness is present.
Heaviside filtering as described in [26] is used, along with SIMP penalization [32], in order
to bias the optimizer toward a binary solution in which each element is either fully solid or fully
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void, with no intermediate volume fractions, to ensure a well-defined material boundary. The
filtered design variables are then given by
ρ̃= 1− e−β (Wρ)+(Wρ)e−β (39)
where W is the global linear density filter matrix as described by Equation (5), with filter radius
fR, a “minimum allowable feature size.”
With the default stiffness matrix k0 constructed by Equation (3), then the stiffness of element
j is found by
k j = k0
(
10−6 + ρ̃ pj
)
(40)
where the constant 10−6 prevents a singularity in the global stiffness matrix. The SIMP parame-
ter p began at two and was incrementally increased in a continuation method every 50 iterations,
up to a maximum value of five. Such ratcheting allows the optimizer more freedom in the design
space earlier on, but encourages the design to eventually move towards elements of either full
stiffness or fully void since the penalization is not applied to element masses.
Now we account for the quasi-static ‘dynamics’ of the system. As the wheelbarrow mecha-
nism is pushed, the barrow layer remains fixed with respect to the global reference frame, while
the wheel layer is rotated incrementally. Hence, for each spoke tip, the SIMP-penalized element
stiffness needs to undergo a plane rotation transform. Each element stiffness matrix in the wheel






RW 0 0 0
0 RW 0 0
0 0 RW 0
0 0 0 RW

(41)
where θi is the cumulative angle from the bottom (first) spoke to the current (i-th) one. Then the
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rotated stiffness element k′i is given by:
k′i = R(θi)k0R(θi)
T (42)
With that, the full stiffness matrices can be assembled for each layer; KB for the barrow layer







with KCi being the contact stiffness matrix for the current spoke as described previously.
4.4 Optimization Formulation
Due to the multiple load cases, the objective function is to minimize the total mass (volume)









g(ρ)i = FT Ui−Cmax ≤ 0
(44)
where Ui = K−1i F is the global displacement vector for the i-th load case and Cmax is 150% the
compliance of the initial computation where all elements had 99% stiffness under SIMP penalty
constant p = 2.
Again, the Method of Moving Asymptotes (MMA) is used as the optimizer. The optimiza-
tion is declared complete when the KKT conditions are satisfied to within a tolerance of 10−2 or
after 1000 iterations. Concordant with [26], the s parameter in the MMA-subproblem is altered to








as to substantially narrow the step size of the optimizer, since, with β = 500, the Heaviside pro-
jection function has an extremely narrow band between 0 and 1 within which the design variables
can operate.
4.5 Sensitivity Analysis
Solving for the sensitivities of the objective function—the total structural volume—with re-




Finding the sensitivities of the physical variables with respect to the design variables requires





βe−β (Wρ j)+ e−β
)
W j (47)
Finding the sensitivities of the compliance constraints, however, requires more effort. Using




















with u j being the portion of the global displacement vector associated with the j-th element. If
the j-th element resided in the wheel layer, then k0 was simply replaced by k′i (Equation (42)) in
the above relation.
Note that, for this case, the shape of the wheel (either circular or elliptical) is taken as a
given and hence is not dependent on the design variables—only the topology is optimized. This
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(a) 100 iterations. (b) 500 iterations. (c) 1000 iterations.
(d) 100 iterations. (e) 500 iterations. (f) 1000 iterations.
Figure 12: (a)–(c): The evolution of the circular-wheel layer during the topology optimization.
(d)–(f): The evolution of the corresponding barrow layer.
is not the case for simultaneous shape and topology optimization.
4.6 Results
Computation was performed on the University of Illinois Urbana-Champaign Campus Clus-
ter. The multiple load cases were easily parallelized for faster runtime. 96 contact cases (spokes)
were used.
The Heaviside filtering parameter is β = 500. This led the optimizer to create elements either
at or very near full stiffness for the final results. The linear density filter radius fR is nominally
taken to be 3 elements in width for both the circular and elliptical cases, with a 200× 200 mesh
for each layer. This kept the ‘smallest structure size’ within the mesh to be at least fR across, pre-
venting many very thin spokes.
The evolution of the topology of both the circular wheel and barrow layers are shown in Fig-
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(a) 100 iterations. (b) 500 iterations. (c) 1000 iterations.
(d) 100 iterations. (e) 500 iterations. (f) 1000 iterations.
Figure 13: (a)–(c): The evolution of the elliptical-wheel layer during the topology optimization.
(d)–(f): The evolution of the corresponding barrow layer.
ure 12; the elliptical wheel and its barrow in Figure 13. Figure 14 presents the layers overlaid for
both cases, with smoothed contours. Clearly spokes were generated, along with a natural rim on
the wheel structure. The optimizer placed full material at the contact locations almost immedi-
ately; the interior of this disk was filled with intermediate-stiffness material, which, as the SIMP
penalization was incrementally increased, was manipulated into the full-material spokes and void
regions between.
The combination of sharp Heaviside filtering, larger filter radius, and rotation of the stiff-
nesses seemed to require a severe tightening of the asymptotes in the MMA optimizer in order to
prevent divergence. However, under the tight move limits, the optimization always converged to a
similar structure under a variety of mesh sizes, density filter radii, and number of contact points:
an outer rim of material with discrete spokes connecting to it, coupled to a simple carriage.
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(a) (b)
Figure 14: Contours of the synthesized wheel-barrow mechanism in the (a) circular case, and (b)
elliptical case.
5 Simultaneous Shape and Topology Optimization
5.1 Problem Setup
Now we combine both optimization regimes, for the flat terrain only. With both shape and
topology optimization occurring concurrently, both respective sets of design variables are simply





with x controlling the shape variables and ρ the topology, as before.
The two regimes are mostly decoupled from each other and their corresponding work and
compliance functions can be computed nominally as described in the above sections—with the
exception of the problem formulation and incorporation of contact stiffness sensitivities.
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5.2 Simulation and Optimization
The shape and topology computations proceed exactly the same as described in the previ-
ous sections, except both are working on the problem under the same optimization routine. The
only difference was in Equations (41) and (42) where the rotation angle θi changes from one op-
timization step to the next, since it depends on the cumulative angles between the spokes and said
angles were active design variables.











ρ̃ j−Vmax ≤ 0
g(x)ns+2 = Pmin−P(x)≤ 0
g(x)ns+3 = P(x)−Pmax ≤ 0
(50)
with the objective function being the minimization of work, subject to the compliance, maximum
allowable mass, and perimeter constraints.
5.3 Sensitivity Analysis
The sensitivities of the two regimes are, for the most part, decoupled, and thus the global
sensitivities are just combinations of the two respective SO and TO sections. The sensitivities
for the work function are still given by that respective section, and the sensitivities of the barrow
layer are still supplied by Equation (48). However, overlap exists in the placement of the contact
point locations and their subsequent effect on the compliance problem.
Therefore, for the wheel layer, the contact stiffness matrix KCi is no longer independent from
the Cartesian spoke tips which are controlled by the shape design variables through the ζ vector
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given in Equation (12). Furthermore, the rotation angle θi also depends on the shape variables.





































where the last term is analytically found by taking the derivative of Equation (10).
Now the second term. Fortunately, the properties of the exponential function governing the




















∂x found using Equation (12).
All other sensitivities in the optimization are the results found in their respective sections,







where 0ne is a column vector with ne zeroes.
With the updated simultaneous computations, optimization, and sensitivities described, we
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(a) 400 iterations. (b) 1200 iterations. (c) 2000 iterations.
(d) 400 iterations. (e) 1200 iterations. (f) 2000 iterations.
Figure 15: (a)–(c): The evolution of the circular-wheel layer during the topology optimization.
(d)–(f): The evolution of the corresponding barrow layer.
have arrived at running them all together to get results.
5.4 Results
Results are shown in Figure 15, with each layer having a 160×160 element mesh, Heavisid-
ing parameter β = 500, a density filter radius of 3 elements, and 48 spokes/contact points. The
volume constraint Vmax was set at 20% and the compliance limit Cmax at 175% of the compliance
with full material present. Figure 16a shows the smoothed end result of the optimization. Due to
the combination with the tight design limits for the shape optimization, the simultaneous topol-
ogy results converged far slower than their counterparts that assumed a fixed shape. This is likely
due to the sensitivities associated with the volume constraint being both small and constant com-
pared to the objective and compliance constraints—only after the latter two functions were near
convergence did the optimizer then descend along the volume minimization gradient. Still, within
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(a) (b)
Figure 16: (a) Smoothed and overlaid MDO result; (b) Objective function convergence.
2000 iterations (and rapidly nearing the runtime limits of the Campus Cluster), the design was
practically finalized, as seen by the convergence in Figure 16b. The objective function plateaued
when the wheel could no longer shrink and thus the shape was finalized while also satisfying the
compliance constraint; the remaining iterations were used to minimize the mass of the wheel by
removing material from the wheel disc.
One consequence of the simultaneous design problem is that the lower bound on the perime-
ter had to be made larger than the pure shape-optimization case. This is due to a natural compli-
ance minimization in having shorter spokes—the optimizer always pushed the spoke lengths to
be their smallest. For too small a perimeter constraint, the optimized wheel layer result was sim-
ply a small, solid disk of material. Therefore, in order to recover spokes, the minimum perimeter
was declared to be 2π ·Rlow = 0.6πlx with Rlow = 0.3lx. Doing so forced the optimizer to place
material over at least 60% of the mesh length, which then, under the volume constraint, generated
a more traditional spoke-like structure.
However, the volume constraint was found to create another problem—a backdrop of un-
desirable intermediate material fractions, due to the supplied volume limit being too lenient. In
some cases, the optimizer found that it needed less material than it could have in total, and thus
placed the leftover mass in the background elements. Even with the limit Vmax at 20%, one can
still spot a faint grayness in the background in Figures 15(a)-(f), thanks to contrast with the sur-
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rounding white page, though the densities are at such low levels (on the order of 1%–0.1% den-
sity fractions) that the material could still readily considered ‘void.’ Without pure mass mini-
mization as the objective function, this undesirable backdrop seems to be unavoidable for the
volume fractions tested here.
In any case, the intermediate void-material backdrop notwithstanding, we were able to syn-
thesize a wheel-barrow system first principles while concurrently generating the optimal wheel
shape.
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6 Conclusion and Future Work
By extending the standard topology optimization framework, both into the shape optimiza-
tion and multi-load regimes, both the geometry and internal structure of a wheel were generated
from the following assumptions:
• Shape optimization
1. The wheel undergoes quasi-static motion only.
2. The wheel is radial in nature, with a perimeter roughly near the terrain’s arc-length
over one wavelength.
3. Work (energy expenditure) is to be minimized.
4. Only the work done during lifting (upward motion) of the payload due to changes in
axle height is relevant as an energy expenditure.
- Friction at the axle is negligible.
- Rolling resistance due to inelastic strains is negligible.
• Topology optimization
1. The material comprising the wheel is linear and elastic.
2. The mass of the wheel is to be minimized, while maintaining structural stiffness.
3. The rolling wheel structure is attached to the barrow via an axle.
4. The rolling process can be approximated by discrete rotation increments, with the
contact points approximated by pin joints.
Note that the simultaneous optimization combines all the above.
Along the way, several important observations were noted. Firstly, in the shape optimization
regime, the rolling simulation over non-flat terrain had to account for the spoke system penetrat-
ing the terrain; future work could be to determine a method to alleviate or constrain such penetra-
tion events. To perform the simulation on both the flat and sinusoidal ground, a general algorithm
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was developed to find the change in axle height as the polygonal wheel rolled. Though nontriv-
ial, direct analytic derivations for the sensitivity analysis of the plane-rotation simulation allowed
large increases in the number of design variables while also drastically lowering runtime. Con-
vergence during the flat ground case was somewhat faster than with sinusoidal terrain, though the
end result was convergence to the global optima.
In the topology optimization regime, the multiple load cases of the rolling wheel could be
accounted for by placing approximate pin joints at contact points and rotating the element stiff-
ness matrices accordingly. However, the interaction of multiple load cases, large density filters,
and sharp Heaviside filtering required intense tightening of the MMA limits for each iteration in
order to prevent instability. Despite this, general convergence to a spoked-wheel result (and cor-
responding barrow structure) were consistently achieved.
Finally, during the simultaneous optimization, the two regimes could be coupled by placing
the pin joints according to the shape’s spoke tips. By taking the proper derivatives of the con-
tact distribution and incorporating them in the adjoint equations, the traditional analytic sensi-
tivity analysis could be maintained. Once the optimization was performed, a key takeaway was
to require a stringent volume fraction for the optimizer, as it would create a background of in-
termediate density with the material not needed in the finalizing wheel/barrow structure. Also,
the perimeter constraints on the wheel in this case needed to be enlarged so that the optimizer, in
attempting to minimize compliance, did not create a completely solid disc.
Some obvious extensions include shape optimization over more terrain types, inclusion of
friction, and use of dynamics. The additional considerations that could be incorporated in future
research appear to take on a fractal-like nature of ever-increasing resolution: by including fric-
tion, a natural step beyond that is acknowledging rolling resistance, which could be enhanced by
using non-linear viscoelasticity in the finite element formulation, which might ultimately lead to
a fully time-dependent simulation with inertial effects. As a start, a certain level of granularity
must be accepted, and, hopefully, the work here is just a stepping stone to increasingly realistic
modeling and subsequent application in engineering of rolling structures and mechanisms.
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A Sensitivity Analysis of the Newton-Raphson Method
A common problem in numerical analysis is determining the roots y∗ of a function f̂ (y). A
powerful method with quadratic convergence is the Newton-Raphson Method (NRM) [22]. The
basic principle is to take an initial guess y0 and then use the function value f̂ (y0) and the deriva-
tive of the function d f̂dy = f̂






until |yt+1− yt | is less than a user-supplied tolerance, at which point yt+1 = y∗.
Taking the derivative and applying the chain rule, we can find the sensitivity of y∗ with re-













)2 d f̂ ′(yt)dx (A2)
with dy0dx being the initial sensitivity; the sensitivity of the guess with respect to the external vari-
ables. If y0 is chosen arbitrarily, then its sensitivity is zero, but, if it depends on the external vari-
ables in some way, it must be taken into account.
Now we apply this to our specific problem. Recall the terrain function of Equation (11):

























The NRM was needed to find the next pivot location pi+1 given the current pivot location vector
pi and the perimeter segment between the pivot and next spoke tip rik. Recalling Figure 7, it is
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must be satisfied at the next pivot location.
Noting that pi+1y = T (p
i+1
x ), we declare y0 = p
i








)2− r2ik = 0 (A5)
now being the focus of a scalar root-search. Its derivative with respect to yt is














With the two above relations, Equation (A1) will now supply the next pivot location. The toler-
ance was set at 10−3, which provided sufficient precision and quick computation time while also
not limiting the achievable tolerance of the KKT conditions (which was 10−1).
However, the above equations have only supplied the next pivot location, not the sensitivity
of that location with respect to the design variables. There are still two more sensitivity terms to
find for Equation (A2), and they are given by
d f̂
dx








































which finally allow us to compute the total sensitivity of the next pivot location with respect to
the shape design variables, once the initial sensitivity is declared as
dy0
dx
=
d pix
dx
+
drik
dx
(A9)
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