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Abstract
In this paper, we study the following stochastic heat equation
∂tu = Lu(t, x) + B˙, u(0, x) = 0, 0 ≤ t ≤ T, x ∈ Rd,
where L is the generator of a Le´vy process X taking value in Rd, B is a fractional-
colored Gaussian noise with Hurst index H ∈ ( 1
2
, 1
)
for the time variable and spatial
covariance function f which is the Fourier transform of a tempered measure µ.
After establishing the existence of solution for the stochastic heat equation, we study
the regularity of the solution {u(t, x), t ≥ 0, x ∈ Rd} in both time and space variables.
Under mild conditions, we give the exact uniform modulus of continuity and a Chung-
type law of iterated logarithm for the sample function (t, x) 7→ u(t, x). Our results
generalize and strengthen the corresponding results of Balan and Tudor (2008) and
Tudor and Xiao (2017).
Running head: Sharp space-time regularity of the solution to a stochastic heat equation
2000 AMS Classification numbers: 60G15, 60J55, 60G18, 60F25.
Key words: Stochastic heat equation, fractional-colored noise, temporal and spatial
regularity.
1 Introduction
Stochastic partial differential equations (SPDE) driven by fractional Brownian motion
(fBm) or other fractional Gaussian noises have many applications in biology, electrical
engineering, finance, physics, among others, see, e.g., [15, 5, 25, 14]. The theoretical studies
of SPDEs driven by fBm or other fractional Gaussian noises have been growing rapidly.
We refer to, for example, [3, 4, 7, 9, 8, 17, 19, 20, 21, 22, 29, 31, 32, 34, 35] for recent
developments.
In this paper, for a fixed constant T > 0, we consider the following stochastic heat
equation
∂tu = Lu(t, x) + B˙, u(0, x) = 0, 0 ≤ t ≤ T, x ∈ Rd, (1.1)
where L is the generator of a Le´vy process taking values in Rd, and B is a fractional-colored
Gaussian noise with Hurst index H ∈ (12 , 1) in the time variable and spatial covariance
function f as in Balan and Tudor [4]. Namely,{
B(t, A), t ∈ [0, T ], A ∈ B(Rd)
}
,
1
is a centered Gaussian field with covariance
E (B(t, A)B(s, C)) = RH(t, s)
∫
A
∫
C
f(z − z′)dzdz′,
where RH(t, s) :=
1
2(t
2H+s2H−|t−s|2H) is the covariance of a fractional Brownian motion
with index H ∈ (12 , 1), and f is the Fourier transform of a tempered measure µ, which is
defined by ∫
Rd
f(x)ϕ(x)dx =
∫
Rd
Fϕ(ξ)µ(dξ), ∀ϕ ∈ S(Rd).
Throughout this paper, B(Rd) denotes the family of Borel sets in Rd, S(Rd) denotes the
Schwarz space on Rd, and Fϕ denotes the Fourier transform of the function ϕ: Fϕ(ξ) =∫
Rd
e−i〈ξ,x〉ϕ(x)dx. It is known that the mapping F : S(Rd) → S(Rd) is an isomorphism
which extends uniquely to a unitary isomorphism of L2(Rd).
We will make use of the following identity (cf. p.6 of [12]): For any ϕ,ψ ∈ S(Rd),∫
Rd
∫
Rd
ϕ(x)f(x− y)ψ(y)dxdy = (2pi)−d
∫
Rd
Fϕ(ξ)Fψ(ξ)µ(dξ). (1.2)
We point out here that, when L = ∆, the d-dimensional Laplacian, the existence of the
solution of (1.1) has been studied by Balan and Tudor [4] and the regularity properties of
the solution process {u(t, x), t ≥ 0, x ∈ Rd} in the time variable t (with x ∈ Rd fixed) or
the space variable x (with t > 0 fixed) has been studied by Tudor and Xiao [36]. The main
objective of this paper is to study (1.1) for more general operator L and to prove sharp
regularity properties of the solution in time and space variables (t, x) simultaneously. Our
results generalize and strengthen the corresponding results in [4, 36] to a broader class of
stochastic heat equations. Our approach is Fourier theoretical, and the main technical tool
we use in this paper is the property of strong local nondeterminism of the Gaussian random
field {u(t, x), t ≥ 0, x ∈ Rd}.
We expect that, by developing approximation methods that are similar to those in
[23, 18] and by making use of the results in this paper, one can establish the exact uniform
and local regularity results for the stochastic heat equation with multiplicative fractional
Gaussian noises, particularly those that have been studied in [3, 7, 8, 9, 19, 20, 21, 22, 34].
We plan to pursue this line of research in a subsequent paper.
The rest of the paper is organized as follows. We first establish an existence result for
the stochastic heat equation (1.1) in Section 2, then study the regularity of the solution
process under mild conditions in Section 3. Finally, we provide a general result for a real
valued centered Gaussian random field with stationary increments to be strongly locally
nondeterministic in Section 4, and we believe this general result is of independent interest.
Throughout this paper, for any appropriate measure µ on Rd, we use Fµ(ξ) to denote
the Fourier transform of µ, that is
Fµ(ξ) =
∫
Rd
e−i〈ξ,x〉µ(dx), x ∈ Rd.
Acknowledgements Research of Renming Song was supported in part by the Simons
Foundation (# 429343, Renming Song). Research of Yimin Xiao was supported in part by
grants from the National Science Foundation.
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2 Existence of the solution
Let X = {Xt, t ≥ 0} be a Le´vy process taking values in Rd, with X0 = 0 and characteristic
exponent Ψ(ξ) given by
E
(
ei〈ξ,Xt〉
)
= e−tΨ(ξ), ∀ t ≥ 0, ξ ∈ Rd.
Let L be the generator of X. The domain of L is given by
Dom(L) =
{
φ ∈ L2
(
R
d
)
:
∫
Rd
∣∣F−1φ(ξ)∣∣2 |Ψ(ξ)| dξ <∞} ,
where F−1 denotes the inverse Fourier transform in L2 (Rd).
We first recall from [4] some facts about integration of deterministic functions with
respect to the fractional-colored noise B. Unless mentioned otherwise, we will use the same
notation as in [4].
Let D ((0, T )× Rd) denote the space of all infinitely differentiable functions with com-
pact support contained in (0, T ) × Rd and let HP be the completion of D ((0, T )× Rd)
with respect to the inner product
〈ϕ,ψ〉HP = qH
∫ T
0
∫ T
0
∫
Rd
∫
Rd
ϕ(u, x)|u − v|2H−2f(x− y)ψ(v, y)dydxdudv
= qHcH
∫
R
|τ |1−2H
∫
Rd
∫
Rd
f(x− y)F0,Tϕ(τ, x)F0,Tψ(τ, y)dydxdτ,
(2.1)
where qH = H(2H − 1), cH =
[
22(1−H)
√
pi
]−1
Γ(H − 1/2)/Γ(1 − H), and F0,Tϕ is the
restricted Fourier transform of ϕ in the variable t ∈ (0, T ) defined by
F0,Tϕ(τ) =
∫ T
0
e−iτtϕ(t)dt.
In (2.1), the second equality follows from Lemma A.1.(b) in [4]. It follows from (2.1) and
(1.2) that
‖ϕ‖HP = qHcH
∫
R
|τ |1−2Hdτ
∫
Rd
∫
Rd
f(x− y)F0,Tϕ(τ, x)F0,Tϕ(τ, y)dxdy
=
qHcH
(2pi)d
∫
R
|τ |1−2Hdτ
∫
Rd
F(F0,Tϕ(τ, ·))(ξ)F(F0,T ϕ(τ, ·)(ξ))µ(dξ).
Let B = {B(ϕ) : ϕ ∈ D ((0, T )×Rd)} be a centered Gaussian process with covariance
E[B(ϕ)B(ψ)] = 〈ϕ,ψ〉HP . (2.2)
For any t > 0 and A ∈ B(Rd), one can define Bt(A) = B
(
I[0, t]×A
)
as the L2(Ω)-limit of the
Cauchy sequence {B(ϕn)}, where {ϕn} ⊂ D
(
(0, T )× Rd) converges to I[0, t]×A pointwisely.
By a routine limiting argument, one can show that (2.2) remains valid when ϕ and ψ are
functions of the form I[0, t]×A with t > 0 and A ∈ B(Rd).
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Let E be the space of all linear combinations of indicator functions I[0, t]×A, where t ∈
[0, T ], A ∈ Bb(Rd) which is the class of all bounded Borel sets in Rd.
One can extend the definition of E[B(ϕ)B(ψ)] to E by linearity. Then we have
E[B(ϕ)B(ψ)] = 〈ϕ,ψ〉HP , ∀ϕ, ψ ∈ E , (2.3)
i.e., ϕ→ B(ϕ) is an isometry between (E , 〈·, ·〉HP ) and HB, where HB is the Gaussian space
generated by
{
B(ϕ), ϕ ∈ D ((0, T )× Rd)} .
Since the space HP is the completion of E with respect to 〈·, ·〉HP , the isometry (2.3)
can be extended to HP, giving us the stochastic integral of ϕ ∈ HP with respect to B. We
denote this stochastic integral by
B(ϕ) =
∫ T
0
∫
Rd
ϕ(t, x)B(dtdx).
Now we study the existence of solution of (1.1). Before doing this, we prove some
preliminary results first.
We assume that the Le´vy process X = {Xt} has a transition density which is given by
pt(x) = (2pi)
−d
∫
Rd
e−i〈x,ξ〉e−tΨ(ξ)dξ = (2pi)−dFe−tΨ(x), ∀t > 0.
As in [4, (3.25)], we define the solution of the Cauchy problem (1.1) as follows. A ran-
dom field {u(t, x) : (t, x) ∈ [0, T ] × Rd} is said to be a solution of (1.1) if for any η ∈
D ((0, T )× Rd) ,
∫ T
0
∫
Rd
u(t, x)η(t, x)dxdt =
∫ T
0
∫
Rd
(η ∗ p˜) (t, x)B(dtdx), a.s.,
where p˜s(y) = ps(−y).
Denote gt,x(s, y) = pt−s(x− y)I{s<t}, s, t ∈ (0, T ), x, y ∈ Rd. We first derive conditions
on the characteristic exponent Ψ such that ‖gt,x‖HP <∞, which extends [4, Theorem 3.12].
Recall, by noting that
(2pi)dF−1pt−s(· − x)(ξ) = E
[
ei〈ξ,Xt−s−x〉
]
= e−i〈ξ,x〉−(t−s)Ψ(ξ),
we have
‖gt,x‖HP = qH
∫ t
0
∫ t
0
|s− r|2H−2drds
∫
Rd
∫
Rd
gt,x(s, y)f(y − z)gt,x(r, z)dydz
= (2pi)2dqH
∫ t
0
∫ t
0
|s− r|2H−2drds
∫
Rd
F−1gt,x(s, ·)(ξ)F−1gt,x(r, ·)(ξ)µ(dξ)
= (2pi)2dqH
∫ t
0
∫ t
0
|s− r|2H−2drds
∫
Rd
F−1pt−s(· − x)(ξ)F−1pt−r(· − x)(ξ)µ(dξ)
= qH
∫ t
0
∫ t
0
|s− r|2H−2drds
∫
Rd
e−(t−s)Ψ(ξ)−(t−r)Ψ(−ξ)µ(dξ).
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Note that the display above says that ‖gt,x‖HP is independent of x. By Fubini’s theorem,
we have
‖gt,x‖HP = qH
∫
Rd
µ(ξ)
∫ t
0
∫ t
0
|s− r|2H−2e−(t−s)Ψ(ξ)−(t−r)Ψ(−ξ)dsdr.
We consider the inner integral (in s and r) first. Define
h1(s) := I[0, t](s)e
−(t−s)Ψ(ξ), h2(r) := I[0, t](r)e
−(t−r)Ψ(−ξ).
It follows from [4, Lemma A.1(b)] that for α ∈ (0, 1), for every ϕ, ψ from L2(a, b), we have∫ b
a
∫ b
a
ϕ(u)|u − v|−(1−α)ψ(v)dvdu = cα+1
2
∫
R
|τ |−αFϕ(τ)Fψ(τ)dτ.
Thus, by choosing α = 2H − 1, ϕ = h1, ψ = h2, a = 0, b = t,∫ t
0
∫ t
0
|s− r|2H−2e−(t−s)Ψ(ξ)−(t−r)Ψ(−ξ)dsdr
=
∫
R
∫
R
|s− r|2H−2h1(s)h2(r)dsdr
= cH
∫
R
|τ |1−2HFh1(τ)Fh2(τ)dτ.
By using the change of variables t− s = s′, we get
Fh1(τ) =
∫ t
0
e−iτs−(t−s)Ψ(ξ)ds = e−iτt
∫ t
0
eiτs−sΨ(ξ)ds
=
−e−iτt
iτ −Ψ(ξ)
(
1− eiτt−tΨ(ξ)
)
,
and similarly,
Fh2(τ) = −e
−iτt
iτ −Ψ(−ξ)
(
1− eiτt−tΨ(−ξ)
)
.
Consequently, letting KH = qHcH , we have
‖gt,x‖HP
= KH
∫
Rd
µ(ξ)
∫
R
|τ |1−2H 1
iτ −Ψ(ξ)
1
iτ −Ψ(−ξ)
(
1− eiτt−tΨ(ξ)
) (
1− eiτt−tΨ(−ξ))dτ. (2.4)
For simplicity, we assume that X is symmetric, which implies that Ψ(ξ) = Ψ(−ξ). In
this case, Ψ(ξ) is real-valued, and (2.4) reduces to
‖gt,x‖HP = KH
∫
Rd
µ(ξ)
∫
R
|τ |1−2H
τ2 +Ψ(ξ)2
∣∣∣1− eiτt−tΨ(ξ)∣∣∣2 dτ, (2.5)
which allows us to prove the following theorem.
5
Theorem 2.1. Assume that L in (1.1) is the generator of a symmetric Le´vy process in Rd
with characteristic exponent Ψ(ξ). For any t > 0 fixed, if∫
Rd
µ(dξ)
t−2H +Ψ(ξ)2H
<∞,
then ‖gt,x‖HP <∞.
Before proving Theorem 2.1, we prove the following lemma first.
Lemma 2.2. We have that∫
R
|v|1−2H 1
1 + v2
∣∣∣1− e(iv−1)x∣∣∣2 dv ≤ Kx2H , ∀x ∈ (0, 1), (2.6)
where K is a positive finite constant.
Proof. Notice that the integral on the left hand side of (2.6) can be written as∫
R
|v|1−2H 1− 2e
−x cos(vx) + e−2x
1 + v2
dv
=
∫
|v|≤x−1
|v|1−2H 1− 2e
−x cos(vx) + e−2x
1 + v2
dv
+
∫
|v|>x−1
|v|1−2H 1− 2e
−x cos(vx) + e−2x
1 + v2
dv
:= I1 + I2.
For I1, we use the inequality cos(vx) ≥ 1− (vx)2 for |vx| ≤ 1 to get that
I1 ≤
∫
|v|≤x−1
|v|1−2H 1− 2e
−x(1− v2x2) + e−2x
1 + v2
dv
≤
∫
|v|≤x−1
|v|1−2H
1 + v2
(1− e−x)2dv + 2
∫
|v|≤x−1
|v|1−2Hx2dv
≤ Kx2 +Kx2H ≤ Kx2H .
(2.7)
For I2, we have
I2 ≤ 4
∫
|v|>x−1
|v|1−2H
1 + v2
dv ≤ 8
∫ ∞
x−1
v−(1+2H)dv = Kx2H . (2.8)
Combining (2.7) and (2.8), we arrive at the conclusion of Lemma 2.2.
Now we are ready to prove Theorem 2.1.
Proof. We consider the inner integral with respect to τ in (2.5). Let τ = Ψ(ξ)v, we have∫
R
|τ |1−2H
τ2 +Ψ(ξ)2
∣∣∣1− eiτt−tΨ(ξ)∣∣∣2 dτ = 1
Ψ(ξ)2H
∫
R
|v|1−2H
1 + v2
∣∣∣1− e(iv−1)tΨ(ξ)∣∣∣2 dv. (2.9)
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Clearly, for all ξ ∈ Rd,∫
R
|v|1−2H
1 + v2
∣∣∣1− e(iv−1)tΨ(ξ)∣∣∣2 dv ≤ 8∫ ∞
0
v1−2H
1 + v2
≤ K <∞ (2.10)
for some positive constant K independent of ξ. To bound the integral on the right hand
side of (2.9), we consider to two cases separately:
Case 1. If tΨ(ξ) > 1, then by (2.10), we have
1
Ψ(ξ)2H
∫
R
|v|1−2H
1 + v2
∣∣∣1− e(iv−1)tΨ(ξ)∣∣∣2 dv ≤ K
Ψ(ξ)2H
. (2.11)
Case 2. If tΨ(ξ) ≤ 1, then by Lemma 2.2, we have
1
Ψ(ξ)2H
∫
R
|v|1−2H
1 + v2
∣∣∣1− e(iv−1)tΨ(ξ)∣∣∣2 dv ≤ Kt2H . (2.12)
Combining (2.10), (2.11) and (2.12), we get
1
Ψ(ξ)2H
∫
R
|v|1−2H
1 + v2
∣∣∣1− e(iv−1)tΨ(ξ)∣∣∣2 dv
≤ K
(
1
Ψ(ξ)2H
I{tΨ(ξ)>1} + t
2H
I{tΨ(ξ)≤1}
)
≤ 2Kt
2H
1 + (tΨ(ξ))2H
,
which proves Theorem 2.1.
Theorem 2.1 provides a sufficient condition for ‖gt,x‖HP < ∞. Actually, this condition
is also necessary provided Ψ(ξ) satisfies an extra growth condition, i.e., the lower index of
the Le´vy exponent β
′′
> 0, where β
′′
is defined by [cf. Blumenthal and Getoor (1961)]
β
′′
= sup{γ ≥ 0 : lim
‖ξ‖→∞
‖ξ‖−γReΨ(ξ) =∞}.
Theorem 2.3. Assume that L in (1.1) is the generator of a symmetric Le´vy process in Rd
with characteristic exponent Ψ(ξ). If β
′′
> 0 and∫
Rd
µ(dξ)
t−2H +Ψ(ξ)2H
=∞, (2.13)
then ‖gt,x‖HP =∞.
Proof. It follows from the assumption β
′′
> 0 that there exists K > 0 such that when
|ξ| ≥ K, we have ∣∣∣1− e(iv−1)tΨ(ξ)∣∣∣ ≥ 1
2
.
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Therefore, by (2.9),
‖gt,x‖HP = KH
∫
Rd
µ(ξ)
∫
R
|τ |1−2H
τ2 +Ψ(ξ)2
∣∣∣1− eiτt−tΨ(ξ)∣∣∣2 dτ
≥ K1
∫
|ξ|≥K
µ(dξ)
Ψ(ξ)2H
∫
R
v1−2H
1 + v2
dv =∞,
provided (2.13) holds.
Example 2.4. If X is a symmetric Le´vy process in Rd with
Ψ(ξ) ≍ |ξ|α for all ξ ∈ Rd with |ξ| ≥ 1, (2.14)
then for µ(dξ) = |ξ|−βdξ, ‖gt,x‖HP <∞ is equivalent to∫
Rd
µ(dξ)
1 + Ψ(ξ)2H
≍
∫
Rd
dξ
|ξ|β (1 + |ξ|2αH) <∞,
which in turn is equivalent to
d− 2αH < β < d, or H > d− β
2α
> 0.
Some concrete examples of symmetric Le´vy processes satisfying condition (2.14) are as
follows:
(i) Isotropic α-stable process, for which Ψ(ξ) = |ξ|α;
(ii) relativistic α-stable process with mass m > 0 ([11, 33]), for which Ψ(ξ) ≍ |ξ|α for all
ξ ∈ Rd with |ξ| ≥ 1;
(iii) the independent sum of an isotropic α-sable process and an isotropic γ-stable process
with γ < α, for which Ψ(ξ) = |ξ|α + |ξ|γ ;
(iv) symmetric α-stable process with Le´vy density comparable to that of the isotropic α-
stable process;
(v) truncated α-stable process ([24]), for which
Ψ(ξ) = c
∫
|y|<1
1− cos〈ξ, y〉
|y|d+α dy
for some constant c > 0.
The following result is an extension of [4, Theorem 3.15].
Theorem 2.5. Under the condition of Theorem 2.1, (1.1) has a solution {u(t, x), (t, x) ∈
[0, T ]× Rd} and for all (t, x) ∈ [0, T ]× Rd,
u(t, x) =
∫ t
0
∫
Rd
gt,x(s, y)B(dsdy).
Proof. The argument is the same as that of [4, Theorem 2.10]. We omit the details here.
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3 Sharp regularity of the solution process in time and space
Throughout this section, we weil assume that the conditions of Theorem 2.1 hold. We
study regularities of the solution u(t, x) of (1.1) as a Gaussian random field in variables
(t, x). Simimar to the case of the random string process in Mueller and Tribe [30] (see also
[1, 36]), we consider the Gaussian random fields {U(t, x), t ≥ 0, x ∈ Rd} and {Y (t, x), t ≥
0, x ∈ Rd} defined, respectively, by
U(t, x) =
∫ 0
−∞
∫
Rd
(pt−u(x− y)− p−u(x− y))B(du, dy)
+
∫ t
0
∫
Rd
pt−u(x− y)B(du, dy)
=
∫
R
∫
Rd
(
p(t−u)+(x− y)− p(−u)+(x− y)
)
B(du, dy),
and
Y (t, x) =
∫ 0
−∞
∫
Rd
(pt−u(x− y)− p−u(x− y))B(du, dy),
where a+ = max{a, 0}, thanks to the fact that ps(z) = 0 whenever s < 0.
Clearly, u(t, x) = U(t, x) − Y (t, x) for any t ≥ 0 and x ∈ Rd. In this section, we will,
as in Tudor and Xiao (2017), use this decomposition to obtain the exact uniform and local
moduli of continuity of the solution {u(t, x), t ≥ 0 x ∈ Rd}.We would like to point out that,
unlike in Tudor and Xiao (2017), where they studied the partial sample path regularities of
solution u in time variable t (with x fixed) and in space variable x (with t fixed), we provide
the corresponding results in time and space variables (t, x) simultaneously here. The key
ingredient in our derivation is the strong local nondeterminism of {U(t, x), t ≥ 0, x ∈ Rd}.
We work on {Y (t, x)} first. Denote H1 = H − d−βα and H2 = αH1.
Theorem 3.1. Let (t, x) ∈ I := [a, b] × [−M, M ]d, where [a, b] ⊂ [0, ∞) and M > 0 are
fixed.
(i) If a > 0, then there is a modification of {Y (t, x)} such that its sample function is almost
surely continuously (partially) differentiable on [a, b]× [−M, M ]d.
(ii) There is a finite positive constant c such that
lim sup
|ε|→0+
sup(t,x)∈I,(s,y)∈[0, ε] |Y (t+ s, x+ y)− Y (t, x)|√
ϕ(ε) log(1 + ϕ(ε)−1)
≤ c,
where ϕ(ε) = ε2H11 +
∑d+1
j=2 σ(εj) for all ε := (ε1, ε2, . . . , εd+1) with σ : R+ → R+
defined by
σ(r) =


r2H2 if 0 < H2 < 1,
r2H2 | log r| if H2 = 1,
r2 if H2 > 1.
Theorem 3.1 can be proved by using arguments similar to that of the proofs of Theorems
4.8 and 4.9 of Xue and Xiao (2011). We omit the details here.
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Because of Theorem 3.1, the regularity properties of {u(t, x)} are the same as that of
{U(t, x)}. Now we work on the Gaussian random field U. Notice that, assuming 0 < s < t,
U(t, x)− U(s, y) =
∫
R
∫
Rd
(
p(t−u)+(x− z)− p(s−u)+(y − z)
)
B(du, dz).
We have the following result:
Theorem 3.2. The Gaussian random field U = {U(t, x), t ≥ 0, x ∈ Rd} has stationary
increments with spectral measure given by
FU (dξ, dτ) =
1
τ2H−1 (τ2 +Ψ(ξ)2)
µ(dξ)dτ.
Proof. For 0 ≤ s < t, by Parseval’s identity (1.2) we have
E(U(t, x)− U(s, y))2
= qH
∫
R
∫
R
|u− v|2H−2dudv
∫
Rd
∫
Rd
(
p(t−u)+(x− z)− p(s−u)+(y − z)
)
× f(z − z′) (p(t−v)+(x− z′)− p(s−v)+(y − z′)) dzdz′
= (2pi)−dqH
∫
R
∫
R
|u− v|2H−2dudv
∫
Rd
F (p(t−u)+(x− ·)− p(s−u)+(y − ·)) (ξ)
×F (p(t−v)+(x− ·)− p(s−v)+(y − ·)) (ξ)µ(dξ),
Note that the Fourier transform of pt(x) is given by
Fpt(x− ·)(ξ) = ei〈x,ξ〉−tΨ(ξ)I{t>0}, ξ ∈ Rd,
thus
F (p(t−u)+(x− ·)− p(s−u)+(y − ·)) (ξ)
= Fp(t−u)+(x− ·)(ξ) −Fp(s−u)+(y − ·)(ξ)
= e−i〈x,ξ〉e−(t−u)Ψ(ξ)I{t>u} − e−i〈y,ξ〉e−(s−u)Ψ(ξ)I{s>u}
:= φt,s(u, ξ).
By applying Fubini’s theorem and Parseval’s identity (in x), we have
E(U(t, x)− U(s, y))2
= cH
∫
R
∫
R
|u− v|2H−2dudv
∫
Rd
φt,s(u, ξ)φt,s(v, ξ) µ(dξ)
= cH
∫
Rd
µ(dξ)
∫
R
φ̂t,s(·, ξ)(τ)φ̂t,s(·, ξ)(τ)|τ |1−2Hdτ
= cH
∫
Rd
µ(dξ)
∫
R
∣∣∣φ̂t,s(·, ξ)(τ)∣∣∣2 |τ |1−2Hdτ,
where
φ̂t,s(·, ξ)(τ) =
∫
R
eiτrφt,s(r, ξ)dr.
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By change of variables, we have
φ̂t,s(·, ξ)(τ) = e−i〈x,ξ〉
∫ t
−∞
eiτre−(t−r)Ψ(ξ)dr − e−i〈y,ξ〉
∫ s
−∞
eiτre−(s−r)Ψ(ξ)dr
= e−i〈x,ξ〉−iτt
∫ ∞
0
e−iτr−rΨ(ξ)e−i〈y,ξ〉−iτs
∫ ∞
0
e−iτr−rΨ(ξ)dr
=
(
e−i(〈x,ξ〉+τt) − e−i(〈y,ξ〉+τs)
) 1
iτ +Ψ(ξ)
,
thus
E(U(t, x) − U(s, y))2
= cH
∫
Rd
∫
R
∣∣∣e−i(〈x,ξ〉+τt) − e−i(〈y,ξ〉+τs)∣∣∣2 |τ |1−2H|iτ +Ψ(ξ)|2µ(dξ)dτ
= 2cH
∫
Rd+1
[1− cos(〈x− y, ξ〉+ (t− s)τ)] 1|τ |2H−1 (τ2 +Ψ(ξ)2)µ(dξ)dτ,
which proves Theorem 3.2.
Corollary 3.3. If µ satisfies the condition that
µ(dξ) ≍ |ξ|−β, with 0 < β < d, (3.1)
then the density function of U satisfies
FU (dξ, dτ) ≍ 1
τ2H−1 (τ2 +Ψ(ξ)2) |ξ|β dξdτ.
If, in addition, we assume that
Ψ(ξ) ≍ |ξ|αL(ξ), (3.2)
where 0 < α ≤ 2 and L(·) is a slowly varying function at ∞, then U has a spectral measure
which is “comparable” [in the sense of (19) in Tudor and Xiao (2017)] to
FU (dξ, dτ) ≍ 1
τ2H−1 (τ2 + |ξ|2αL(ξ)2) |ξ|β dξdτ.
Remark 3.4. Under the above two conditions (3.1) and (3.2), the stochastic heat equation
(1.1) has a solution if
d− 2αH < β < d, or H > d− β
2α
∨ 1
2
.
For simplicity of presentation, we assume from now on that L(·) ≡ 1.
Theorem 3.5. The Gaussian random field U is strongly locally nondeterministic (SLND)
in the following sense: there exists a positive constant K such that for any positive integer
n and any (t, x) ∈ (0, ∞)× Rd\{0} and (s1, x1), . . . , (sn, xn) ∈ R+ × Rd,
Var
(
U(t, x)
∣∣U(s1, x1), . . . , U(sn, xn)) ≥ K min
k=0,...,n
(|t− sk|H1 + |x− xk|H2)2. (3.3)
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Furthermore,
E
[
(U(t, x)− U(s, y))2] ≤ K1(|t− s|2H1 + σ(|x− y|)), (3.4)
where K1 > 0 is a constant, and σ is defined as in Theorem 3.1. In particular,
Var
(
U(t, x)
∣∣U(s1, x1), . . . , U(sn, xn)) ≤ K1 min
k=0,...,n
(|t− sk|2H1 + σ(|x− xk|)). (3.5)
Proof. It follows from Theorem 4.1 in the Appendix that, to prove (3.3), we only need to
check that
fU (τ, ξ) :=
1
τ2H−1 (τ2 + |ξ|2α) |ξ|β (3.6)
satisfies (4.1) for some γ = (γ1, γ2 . . . , γd+1) ∈ (0, 1)d+1. In fact, by taking γ1 = H1,
γ2 = · · · = γd+1 = H2 = αH1, we have, for any c > 0,
f
(
cH
−1
1 τ, cH
−1
2 ξ
)
= c
−
(
2H+1
H1
+ β
H2
)
fU(τ, ξ) = c
−(2+Q)fU (τ, ξ), (3.7)
where Q = 1H1 +
d
H2
. Therefore, (3.3) follows from Theorem 4.1.
The inequality (3.4) follows from the proofs of Lemma 3.2 in Xue and Xiao and Theorem
4 in Tudor and Xiao (2017). Finally, (3.5) follows directly from (3.4). This completes the
proof of Theorem 3.5.
Since H1 ∈ (0, 1), the solution is rough in t. However, H2 = αH1 may be bigger than
1, and in this case x 7→ U(t, x) is differentiable. Hence, in order to give the exact uniform
modulus of continuity, we distinguish three cases: (i) H2 < 1, (ii) H2 = 1 and (iii) H2 > 1.
We will study case (i) and case (iii) in this paper, case (ii) is more subtle and we have not
been able to solve it completely.
We consider case (i) at first. We want to point out that when 0 < α ≤ 1, H2 < 1.
In this case, as in [36], by applying the results on uniform and local moduli of continuity
for Gaussian processes/fields (see, e.g. [28]), we have the corresponding regularity results
on the solution {u(t, x), t ≥ 0, x ∈ Rd}, cf. Theorem 6.2 in Meerschaert, Wang and Xiao
(2013).
Proposition 3.6. Suppose that H2 < 1. Then the following results hold:
(i) (Uniform modulus of continuity) For any I := [a, b] × [−M, M ]d ⊂ R+ × Rd with
0 < a < b <∞ and M > 0, there is a constant κ1 ∈ (0, ∞) such that
lim
ε→0+
sup
(t,x),(s,y)∈I:ρ(t,x;s,y)≤ε
|u(t, x)− u(s, y)|
ρ(t, x; s, y)
√
log(1 + ρ(t, x; s, y)−1)
= κ1, a.s.
where ρ(t, x; s, y) = |t− s|H1 + |x− y|H2 .
(ii) (Local modulus of continuity) There is a constant κ2 ∈ (0, ∞) such that for any
(t, x) ∈ I,
lim
ε→0+
sup
(s,y):ρ˜(s,y)≤ε
|u(t+ s, x+ y)− u(t, x)|
ρ˜(s, y)
√
log log(1 + ρ˜(s, y)−1)
= κ2, a.s.
where ρ˜(s, y) = |s|H1 + |y|H2 .
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As corollaries, we have the corresponding results that generalize those in Tudor and
Xiao (2017) for fixed x and t, respectively.
Corollary 3.7. For x ∈ Rd fixed. we have the following modulus of continuity results in
time:
(i) (Uniform modulus of continuity) For any b > 0, there is a constant κ3 ∈ (0, ∞) such
that
lim
ε→0+
sup
t,s∈[0,b]:|t−s|≤ε
|u(t, x)− u(s, x)|
|t− s|H1
√
log(1 + |t− s|−1) = κ3, a.s.
(ii) (Local modulus of continuity) There is a constant κ4 ∈ (0, ∞) such that for any
t ∈ (0,∞)
lim
ε→0+
sup
|s|≤ε
|u(t+ s, x)− u(t, x)|
|s|H1
√
log log(1 + |s|−1) = κ4, a.s.
Corollary 3.8. Suppose that H2 < 1. For any t > 0 fixed, we have the following modulus
of continuity results in space:
(i) (Uniform modulus of continuity) For any M > 0, there is a constant κ5 ∈ (0, ∞) such
that
lim
ε→0+
sup
x,y∈[−M,M ]d:|x−y|≤ε
|u(t, x) − u(t, y)|
|x− y|H2
√
log(1 + |x− y|−1) = κ5, a.s.
(ii) (Local modulus of continuity) There is a constant κ6 ∈ (0, ∞) such that for all x ∈ Rd
lim
ε→0+
sup
y:|y|≤ε
|u(t, x+ y)− u(t, x)|
|y|H2
√
log log(1 + |y|−1) = κ6, a.s.
Further properties on the local time and fractal behaviour of the solution {u(t, x)}, can
also be derived from [37] [38] [39].
Next, by combining Theorem 3.5 with Theorem 1.1 in Luan and Xiao [26], we derive
the following Chung-type law of the iterated logarithm for the solution {u(t, x)}.
Proposition 3.9. Suppose that H2 < 1. Then there is a constant κ7 ∈ (0, ∞) such that
for any (t, x) ∈ I,
lim inf
ε→0+
sup
(s,y):ρ˜(s,y)≤ε
|u(t+ s, x+ y)− u(t, x)|
ε(log log 1/ε)−1/Q
= κ7, a.s.
where Q = 1H1 +
d
H2
.
Proof. We only need to prove that
lim inf
ε→0+
sup
(s,y):ρ˜(s,y)≤ε
|U(t+ s, x+ y)− U(t, x)|
ε(log log 1/ε)−1/Q
= κ7, a.s. (3.8)
Thanks to H2 < 1, we know σ(r) = r
2H2 . By Theorem 3.5, we see that U(t, x) satisfies
Condition (C) in Luan and Xiao [26], and thus (3.8) directly follows from their Theorem
1.1.
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When H2 > 1, the solution process {u(t, x)} has a version u˜(t, x) such that x 7→ u˜(t, x)
is continuously differentiable. More precisely, we now prove the following result.
Proposition 3.10. Suppose that H2 > 1. Then the solution process {u(t, x)} has a version
u˜(t, x) with continuous sample functions such that ∂u˜(t,x)∂xj (j = 1, . . . , d) is continuous almost
surely. Moreover, for any M > 0, there exists a positive positive random variable K with all
moments such that for every j = 1, . . . , d, the partial derivative ∂∂xj u˜(t, x) has the following
modulus of continuity on [−M,M ]d:
sup
x,y∈[−M,M ]d,|x−y|≤ε
∣∣∣ ∂
∂xj
u˜(t, x) − ∂
∂yj
u˜(t, y)
∣∣∣ ≤ KεH2−1
√
log
1
ε
.
The proof is similar to that of the proof of Theorem 4.8 in Xue and Xiao (2011) and
the proof of Theorem 5 in Tudor and Xiao (2017). Therefore, we omit it here.
4 Appendix: Strong local nondeterminism of a family of
Gaussian random fields
In this appendix, we prove the following general result on strong local nondeterminism for
a class of Gaussian random fields with stationary increments, which generalizes Theorem
3.2 in Xiao (2009) and may be of independent interest.
Theorem 4.1. Let {X(t), t ∈ RN} be a real-valued, centered Gaussian random field with
stationary increments and spectral density f(λ). If there exists a vector γ = (γ1, . . . , γN ) ∈
(0, 1)N such that for all a > 0
f
(
cEλ
) ≍ a−(2+Q)f(λ) ∀λ ∈ RN\{0}, (4.1)
where E is an N × N diagonal matrix with diagonal entries given by γ−11 , . . . , γ−1N and
Q =
∑N
j=1 γ
−1
j . Then, there exists a positive constant c such that for any positive integer n,
and all u, t1, . . . , tn ∈ RN ,
Var
(
X(u)
∣∣X(t1), . . . ,X(tn)) ≥ c min
k=0,...,n
ρ(u, tk)2, (4.2)
where t0 = 0 and ρ(u, t) :=
∑N
j=1 |uj − tj|γj .
Proof. Denote r ≡ min
0≤k≤n
ρ(u, tk). Since the conditional variance in (4.2) is the square of the
L2(P)-distance of X(u) from the subspace generated by {X(t1), . . . ,X(tn)}, it is sufficient
to prove that for all ak ∈ R (1 ≤ k ≤ n),
E
(
X(u)−
n∑
k=1
akX(t
k)
)2
≥ c r2 (4.3)
where c > 0 is a constant which depends only on γ and N .
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By the stochastic integral representation [cf. (2.9) in Xiao (2009)] of X, and thanks to
the fact that X has stationary increments, the left hand side of (4.3) can be written as
E
(
X(u)−
n∑
k=1
akX(t
k)
)2
=
∫
RN
∣∣∣∣ei〈u,λ〉 − 1−
n∑
k=1
ak
(
ei〈t
k , λ〉 − 1)∣∣∣∣2 f(λ) dλ. (4.4)
Hence, we only need to show∫
RN
∣∣∣ei〈u,λ〉 − n∑
k=0
ak e
i〈tk , λ〉
∣∣∣2 f(λ) dλ ≥ c4,1 r2, (4.5)
where t0 = 0 and a0 = −1 +
∑n
k=1 ak.
Let δ(·) : RN → [0, 1] be a function in C∞(RN ) such that δ(0) = 1 and δ vanishes
outside the open ball Bρ(0, 1) in the metric ρ. Denote by δ̂ the Fourier transform of δ.
Then δ̂(·) ∈ C∞(RN ) as well and δ̂(λ) decays rapidly as |λ| → ∞.
Let δr(t) = r
−Qδ(r−Et). Then the inverse Fourier transform and a change of variables
yield
δr(t) = (2pi)
−N
∫
RN
e−i〈t,λ〉 δ̂(rEλ) dλ. (4.6)
Since min{ρ(u, tk) : 0 ≤ k ≤ n} ≥ r, we have δr(u − tk) = 0 for k = 0, 1, . . . , n. This and
(4.6) together imply that
J :=
∫
RN
(
ei〈u,λ〉 −
n∑
k=0
ak e
i〈tk ,λ〉
)
e−i〈u,λ〉 δ̂(rEλ) dλ
= (2pi)N
(
δr(0) −
n∑
k=0
ak δr(u− tk)
)
= (2pi)N r−Q.
(4.7)
On the other hand, by the Cauchy-Schwarz inequality, (4.1) and (4.4), we have
J2 ≤
∫
RN
∣∣∣ei〈u,λ〉 − n∑
k=0
ak e
i〈tk ,λ〉
∣∣∣2 f(λ) dλ · ∫
RN
1
f(λ)
∣∣∣δ̂(rEλ)∣∣∣2 dλ
≤ E
(
X(u)−
n∑
k=1
akX(t
k)
)2
· r−Q
∫
RN
1
f(r−E λ)
∣∣∣δ̂(λ)∣∣∣2 dλ
≤ cE
(
X(u) −
n∑
k=1
akX(t
k)
)2
· r−2Q−2,
(4.8)
where c > 0 is a constant which only depends on H and N .
We square both sides of (4.7) and use (4.8) to obtain
(2pi)2N r−2Q ≤ c r−2Q−2 E
(
X(u) −
n∑
k=1
akX(t
k)
)2
.
Hence (4.5) holds. This finishes the proof of the theorem.
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