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In this paper we investigate from first principles the effect of the electron–phonon interaction
in two paradigmatic nanostructures: trans–polyacetylene and polyethylene. We found that the
strong electron–phonon interaction leads to the appearance of complex structures in the frequency
dependent electronic self–energy. Those structures rule out any quasi–particle picture, and make the
adiabatic and static approximations commonly used in the well–established Heine Allen Cardona
(HAC) approach inadequate. We propose, instead, a fully ab-initio dynamical formulation of the
problem within the many-body perturbation theory framework. The present dynamical theory
reveals that the structures appearing in the electronic self–energy are connected to the existence
of packets of correlated electron/phonon states. These states appear in the spectral functions even
at T = 0K, revealing the key role played by the zero point motion effect. We give a physical
interpretation of these states by disclosing their internal composition by mapping the many body
problem to the solution of an eigenvalue problem.
PACS numbers: 71.38.-k, 63.20.dk, 79.60.Fr, 78.20.-e
I. INTRODUCTION
The electron–phonon (EP) coupling is well known to
play a key role in several physical phenomena. For exam-
ple it affects the renormalization of the electronic bands1,
the carriers mobility in organic devices2 or the position
and intensity of Raman peaks3. The EP coupling is also
the driving force that causes excitons dissociation at the
donor/acceptor interface in organic photovoltaic4 and the
transition to a superconducting phase in solids5.
Despite the development of more powerful and efficient
computational resources the calculation of the effects in-
duced by the EP coupling in realistic materials remains
a challenging task. In addition to the numerical diffi-
culties, it has been assumed, for a long time, that this
interaction can yield only minor corrections (of the or-
der of meV) to the electronic levels. As a consequence
the majority of the ab-initio simulations of the electronic
and optical properties of a wide class of materials are
generally performed by keeping the atoms frozen in their
crystallographic positions. It is actually well–known that
phonons are atomic vibrations and, as a such, can be eas-
ily populated by increasing the temperature. This naive
observation is de-facto used to associate the effect of the
EP coupling to a temperature effect that vanishes as the
temperature goes to zero. However this is not correct
as the atoms posses an intrinsic spatial indetermination
due to their quantum nature, that is independent on the
temperature. These quantistic oscillations are taken into
account by the EP coupling when T → 0 in the shape of
a zero–point–motion effect.
Many years ago6 Heine, Allen and Cardona (HAC)
pointed out the EP coupling can induce corrections of
the electronic levels as large as those induced by the
electronic correlation. As a consequence the generally
accepted statement that the EP coupling always yields
minor corrections was doomed to fail. Nowadays, the
advent of more refined numerical techniques, has made
possible to ground the HAC approach in a fully ab-
initio framework. This has been used to compute the
gap renormalization in carbon–nanotubes7, the finite
temperature optical properties of semiconductors and
insulators8, and to confirm a large zero–point renormal-
ization (615 meV) of the band–gap of bulk diamond9,
previously calculated by Zollner using semi–empirical
methods10. These works are calling into question decades
of results, by instilling the doubt that a solely electronic
theory may be inadequate.
In this work we show that in nano–structures one of the
approximations most commonly used in the electronic
theories, the quasi–particle (QP) approximation11, is se-
riously questioned by the effect of the EP coupling. In-
deed in most electronic systems characterized by a mod-
erate internal correlation, the electrons are believed to
occupy well defined energy levels characterized by a pre-
cise energy, width and wave–function. The QP picture
pictorially represents the effect of the correlation on these
states as an electron–hole (in the case of electron–electron
coupling) or electron–phonon (in the case of the EP cou-
pling) pairs cloud which renormalizes the energy and the
width of the electronic level, also reducing its effective
electronic charge. The breakdown of the QP picture
caused by the EP coupling has been already predicted
in the case of superconductors by Scalapino et al.12 and
2in complex metallic surfaces by Eiguren et al.13. More
recently we have shown14 a strong renormalization of the
electronic properties of diamond and trans-polyacetylene
caused by the EP coupling in the zero temperature limit.
In this paper we will extend our previous work14,
by providing more methodological and technical details
of the dynamical theory we have previously used. We
will also apply the same method to another polymer,
polyethylene, finding a severe breakdown of the QP pic-
ture. The analysis of the polyethylene results will con-
firm and strengthen the general conclusions that we drew
regarding the enormous impact of the electron–phonon
coupling in carbon based nano–structures.
In sections II and III we will review the derivation of
the fully frequency dependent self-energy by using the
many-body perturbation theory. The HAC theory will
be, then, found as a static and adiabatic limit of the
dynamical theory. In section IV and V we will discuss
how the structures appearing in the spectral functions of
trans–polyacetylene and polyethylene rule out the basic
assumptions of the HAC approach imposing the use of a
fully dynamical theory. In sectionVI we will show how
the problem can be mapped in the solution of a fictitious
Hamiltonian that makes possible to define the polaronic
states as complex electron–phonon packets. Finally, in
the conclusions, we will point out as these results rep-
resent an important step forward in the simulation of
nanostructures, with a wealth of possible implications in
the development of more refined theories for the elec-
tronic and atomic dynamics.
II. A DYNAMICAL APPROACH TO THE
ELECTRON–PHONON PROBLEM
We start from the generic form of the total Hamilto-
nian of the system that we divide in electronic (Ĥel),
atomic (Ĥat) and electron–atom part (Ĥel−at):
Ĥ = Ĥel + Ĥat + Ĥel−at. (1)
The Hamiltonian Ĥ admits both electronic and vibra-
tional states that are coupled by Ĥel−at. In this work
Density Functional Theory (DFT)15 is used to calculate
the eigenstates of Ĥ , where we use the notationO to indi-
cate a quantity or an operator that is evaluated with the
atoms frozen in their equilibrium crystallographic posi-
tions. Similarly the vibrational states of the Hamiltonian
Ĥ are described, fully ab-initio, by using the well–known
extension of DFT, the Density Functional Perturbation
Theory (DFPT)16,17. In DFPT the electronic correla-
tions are embodied in a self–consistent mean potential
V̂scf representing the total electronic potential which de-
pends on the atomic positions RIs ≡ RI + τs:
Ĥel−at =
∫
crystal
dr ρˆ (r) V̂scf [{R}] (r) . (2)
In the definition of RIs, I and s label the lattice cell (at
position RI) and the atoms in the cell (at position τs),
respectively. In Eq.(2) ρ is the electron density operator.
The aspect we are interested in this paper is how to
properly include the modifications of the electronic lev-
els induced by the atomic vibrations. In particular, by
assuming the harmonic approximation for the phonons,
we will develop a dynamical theory of the electronic dy-
namics. To this end we follow a purely diagrammatic
approach18 to present a short but accurate review of the
derivation of the Fan19 self–energy and of the much less
known Debye–Waller (DW) correction20.
If we now consider a configuration of lattice displace-
ments uˆIs, Ĥ can be expressed as a Taylor expansion
Ĥ − Ĥ =
∑
Isα
∂V̂scf [{R}] (r)
∂RIsα
uˆIsα+
+
1
2
∑
Isα,Js′β
∂2V̂scf [{R}] (r)
∂RIsα∂RJs′β
uˆIsαuˆJs′β , (3)
where α and β are the Cartesian coordinates.
The link with the perturbative expansion is readily
done by transforming Eq. (3) from the space of the lat-
tice displacements to the space of the canonical lattice
vibrations by means of the identity21:
uˆIsα =
∑
qλ
(2NqMsωqλ)
−1/2
ξα (qλ|s) e
iq·(RI+τs)×
×
(
bˆ†−qλ + bˆqλ
)
, (4)
whereNq is the number of cells (or, equivalently the num-
ber of q–points) used in the simulation and Ms is the
atomic mass of the s atom in the unit cell. ξα (qλ|s) is
the phonon polarization vector and bˆ†−qλ and bˆqλ are the
bosonic creation and annihilation operators.
By inserting Eq. (4) into Eq. (3) we get
Ĥ − Ĥ =
1√
Nq
∑
knn′qλ
gqλnn′kcˆ
†
nkcˆn′k−q
(
bˆ†−qλ + bˆqλ
)
+
+
1
Nq
∑
nn′k
∑
qλ,q′λ′
Λqλ,q
′λ′
nn′k c
†
nkcn′k−q−q′×
×
(
bˆ†−qλ + bˆqλ
)(
bˆ†−q′λ′ + bˆq′λ′
)
. (5)
In Eq. (5) we have introduced the first–order (gqλn′nk) and
the second–order (Λqλ,q
′λ′
n′nk ) electron–phonon matrix el-
ements which will be shortly defined. To this purpose
we rewrite V̂scf making explicit its dependence on the
atomic positions:
V̂scf [{R}] (r) =
∑
Is
V̂scf (r−RIs) . (6)
From Eq. (6) it follows that the second order
derivatives in the atomic positions are diagonal,
∂2
∂RIs∂RJs′
V̂scf [{R}] (r) ∝ δIJδss′
∂2
∂R2
Is
V̂scf [{R}] (r).
3By using Eq. (6) the summation on RI appearing in
Eq. (3) leads to the momentum conservation both in the
first and second order terms. At the first order this leads
to the definition of the electron–phonon matrix elements
gqλnn′k =
∑
sα
(2Msωqλ)
−1/2 eiq·τs×
× 〈nk|
∂V̂
(s)
scf (r)
∂Rsα
|n′k− q〉ξα (qλ|s) , (7)
We have also used the short form Rsα = RIsα|I=0. A
similar derivation can be followed to derive the 2nd order
term
Λqλ,q
′λ′
nn′k =
1
2
∑
s
∑
α,β
ξ∗α (qλ|s) ξβ (q
′λ′|s)
2Ms (ωqλωq′λ′)
1/2
×
× 〈nk|
∂2V̂
(s)
scf (r)
∂Rsα∂Rsβ
|n′k− q− q′〉. (8)
This second–order term is, in general, neglected as it is
assumed to be small compared to the first–order term.
Although this is correct at the level of the Hamiltonian
it is not true anymore even at the lowest order of pertur-
bation theory.
Indeed the different terms in the Taylor expansion of
the Hamiltonian defined in Eq. (5) induce a wealth of di-
agrams of increasing complexity and order. If we restrict
to the lowest non vanishing order we have two diagrams:
the Fan22 and the DW. These are presented by diagrams
(a) and (b) in Fig. (1). In the same Figure two fourth
order (in the displacements) diagrams, (c) and (d), are
also showed. They are of the same order and, as the
Fan and DW diagrams, they result from the perturba-
tive treatment of the first order and second order terms
in Eq. (5).
The actual calculation of the Fan and DW diagrams is
straightforward. The Fan’s diagram is similar to the one
generated by the electronic correlation in the so-called
GW approximation23, where the screened electronic in-
teraction is replaced by a phonon propagator of wave vec-
tor q and branch λ18. Applying the finite temperature
diagrammatic rules it is possible to define the Fan self-
energy operator ΣFannk (iωi, T ), recovering the expression
originally evaluated by Fan22:
ΣFannk (iωi, T ) = −
1
β
1
Nq
∑
qλ
∑
n′
| gqλnn′k |
2
×
×
+∞∑
j=−∞
D
(0)
qλ (iωj)G
(0)
n′k−q (iωi − iωj) , (9)
where β = 1
KT (k is the Boltzmann constant) and T
is the temperature of the phonon bath. By using the
standard definitions of the electronic and the phononic
Green’s functions: G
(0)
n′k (iωi) = (iωi − εnk + µ)
−1
(where µ is the chemical potential), D
(0)
qλ (iωj) =
G
(0)
nk (ωn) D
(0)
qλ (ωj)
n k n k
n’ k-q
qλ
(a) 2nd order ΣFan
(b) 2nd order ΣDW
(c) 4th order ΣFan (d) 4th order ΣDW
FIG. 1. The self-energy diagrams corresponding to the first
and second order terms in the Taylor expansion of Ĥ − Ĥ (see
Eq. (3)) treated at different orders of the perturbative expansion.
For example the well–known Fan self-energy is formally obtained
as a 2nd order expansion of the first order term in Eq. (3). However
the second term of Eq. (3), treated at first order gives the 2nd order
ΣDW , that is of the same order of the Fan term and, consequently,
cannot be neglected. The diagram (c) is obtained as a 4th order
expansion of the first order in Eq. (3) while (d) comes from the
second term of Eq. (3) treated at the 2th order.
(
(iωj − ωqλ)
−1 − (iωj + ωqλ)
−1
)
, and summing over the
Matsubara frequencies, we get the final expression for the
Fan self–energy
ΣFannk (iω, T ) =
∑
n′qλ
| gqλnn′k |
2
Nq
×
×
[
Nqλ (T ) + 1− fn′k−q
iω − εn′k−q − ωqλ − i0+
+
+
Nqλ (T ) + fn′k−q
iω − εn′k−q + ωqλ − i0+
]
, (10)
where Nqλ (T ) is the Bose function distribution of the
phonon mode (q, λ) at temperature T .
A similar expression can be derived for the fre-
quency independent DW self–energy ΣDWnk . This
term comes from the equal time contractions of the(
bˆ†−qλ + bˆqλ
)(
bˆ†−q′λ′ + bˆq′λ′
)
operators:
〈
(
bˆ†−qλ + bˆqλ
)(
bˆ†−q′λ′ + bˆq′λ′
)
〉 =
δ−q,q′δλ,λ′ [Nq′λ (T ) +Nqλ (T ) + 1] . (11)
4The corresponding diagram (b) in Fig. 1 can be easily
found to be
ΣDWnk (T ) =
1
Nq
∑
qλ
Λqλ,−qλnnk (2Nqλ (T ) + 1) . (12)
Both the Fan and DW self-energy have been already de-
rived previously in the framework of the Heine–Allen–
Cardona (HAC) theory1,6,24. The HAC approach is based
on the static Rayleigh-Schro¨dinger perturbation theory.
More precisely the uˆIsα are used as scalar variables on
which a static perturbation theory is applied. As we will
mention in Sec. III, the second–order derivatives appear-
ing in the definition of the DW term can be rewritten
in terms of the one–order derivatives by imposing the
translational invariance of the correction to the electronic
levels.
On the other hand the Fro¨hlich and the Holstein
Hamiltonians usually neglect the DW term (diagram (b)
in Fig. 1), even if it is of the same order of the Fan term.
The many body formulation represents the dynamical
extension of the HAC approach, that is recovered from
Eq. (10) by using ω ≈ εnk (the on–the–mass–shell (OMS)
limit) and |εnk − εn′k−q| ≫ ωqλ (the adiabatic limit) and
by considering only the real part of the self–energy. It
turns out, therefore, that in the HAC approach the tem-
perature dependent change in the single–particle energies
is given by
∆εHACnk (T ) = Σ
DW
nk (T ) +
∑
n′qλ
| gqλnn′k |
2
Nq
2Nqλ (T ) + 1
εnk − εn′k−q
.
(13)
The soundness of the HAC approach is then, from a
MBPT perspective, connected to the validity of the on–
the–mass–shell and of the adiabatic approximations. We
will prove in the section IV that these approximations are
not always well motivated. Dynamical and non–adiabatic
corrections can be huge, such to invalidate the applica-
bility of the HAC approach.
III. SECOND ORDER DERIVATIVES OF V̂scf
AND THE ACTUAL CALCULATION OF THE
DEBYE WALLER SELF-ENERGY
The general expression, Eq. (5) and Eq. (8) for the
perturbed Hamiltonian requires the knowledge of the
second–order gradients of the self–consistent potential
∆sαβn′p,nk = 〈n
′p|
∂2V̂
(s)
scf (r)
∂Rsα∂Rsβ
|nk〉, (14)
where p here replaces the k+ q+ q′ vector appearing in
Eq. (5) and Eq. (8). These terms are extremely cumber-
some to calculate and the task becomes easily prohibitive
when higher orders are included. Their evaluation is,
however, crucial because the k = p case is needed to cal-
culate the lowest–order DW self-energy, while the finite
momenta matrix element defines higher order diagrams
(like diagram (d) in Fig. (1)).
In the case of the simpler ΣDWnk (diagram (b) in Fig. (1))
we know, from Eq. (8) and Eq. (14) that
Λqλ,−qλnnk =
1
2
∑
s
∑
α,β
(2Msωqλ)
−1
×
×
ξ∗α (qλ|s) ξβ (−qλ|s)
2Msωqλ
∆sαβnk,nk. (15)
In order to evaluate the ∆sαβn′p,nk factors the HAC the-
ory uses the fact that if all atoms were shifted by the
same amount all physical quantities should not change.
In other terms, being the ∆εHACnk (T ) an explicit func-
tional of the atomic positions (Eq. (6)) that are treated
classically, it is possible to impose the following transla-
tional invariance condition
∆εHACnk [{uIsα}] (T ) = ∆ε
HAC
nk [{uIsα + dα}] (T ) . (16)
From this condition it follows that1,6,24 in order to cal-
culate Λqλ,−qλnnk that defines the DW self-energy (see
Eq. (12)) only the matrix element ∆sαβnk,nk is needed. This
can be rewritten as
∆sαβnk,nk = −
∑
n′ 6=n
1
εnk − εn′k
×
×
∑
s′
〈nk|
∂V̂
(s′)
scf (r)
∂Rs′α
|n′k〉
 〈n′k|∂V̂ (s)scf (r)
∂Rsβ
|nk〉 +
+〈nk|
∂V̂
(s)
scf (r)
∂Rsα
|n′k〉
∑
s′
〈n′k|
∂V̂
(s′)
scf (r)
∂Rs′β
|nk〉
 .
(17)
The condition given by Eq. (16) is, however, intrinsically
ill–defined in the diagrammatic approach: the correc-
tion to the energy levels is a quantity obtained in fact,
from the self-energy operator that, in turns, can be de-
fined only when the displacement operators are quantized
and a second quantized form of the Hamiltonian change
(Eq. (5)) is introduced.
This inconsistency can be, indeed, cured in a fully
MBPT framework20 but it requires to introduce the con-
stant displacement vector dα as an operator. This leads
to the definition of new kinds of diagrams that will de-
pend on powers of dα. By imposing that diagrams of the
same order cancel each other it is possible to obtain a
general expression for the matrix element ∆sαβn′p,nk.
As discussed by X. Gonze25, the local dependence on
the atomic positions in Eq. (6) assumes that the elec-
tronic screening of the ionic potential, that defines V̂scf ,
depends only smoothly on RIs. By taking fully into
5account this intrinsic dependence on the atomic posi-
tions a correction to the Debye–Waller term, named non–
diagonal Debye–Waller correction, can be defined. This
correction has been reported to be important for isolated
molecules and atoms25. Its effect in solids and, more gen-
erally, in extended systems is expected to be weakened
by the efficient screening properties.
IV. DYNAMICAL SELF-ENERGY EFFECTS
BEYOND THE QUASI PARTICLE
APPROXIMATION
In section II we showed that the HAC theory represents
the static and adiabatic limit of the dynamical electron–
phonon self-energy. The more suitable are the conditions
of validity of the on–the–mass–shell and of the adiabatic
approximations, the sounder is the applicability of the
HAC approach from a MBPT perspective. We want to
prove in this section that these approximations are not
always well motivated and dynamical and non–adiabatic
corrections to the HAC approach cannot be neglected a
priori.
The HAC approach grounds on the concept of a well
defined QP state: the charge carriers are assumed to be
concentrated on electronic levels, being characterized by
a well defined energy and wave-function. The QP con-
cept can be firmly introduced in a many-body Green’s
function theory 18 where the definition embodies, at the
same time, its limitations, as it will be clear in the fol-
lowing.
The fully interacting propagator can be written, for
real energies ω in terms of the self-energy, (Eq. (9)) as
Gnk (ω, T ) =
1
ω − εnk − ΣFannk (ω, T )− Σ
DW
nk (T )
. (18)
The rotation from the imaginary to the real axis has been
easily performed by a Wick rotation21 as the energy de-
pendence of the Fan self–energy is explicit. The single
particle excitations are then the complex poles of Eq. (18)
ω − εnk − Σ
DW
nk (T )−ℜ
[
ΣFannk (Enk (T ) , T )
]
+
− iℑ
[
ΣFannk (Enk (T ) , T )
]
= 0. (19)
As it is clear from Eq. (19) a genuine QP state should
have a zero line-width, that is a zero imaginary part of
the self-energy. In practice this is never completely true.
Nevertheless, when the frequency dependence of the self-
energy is smooth Eq. (18) can be rewritten by using two
simple and intuitive approximations: the OMS and the
QP approximation. In the specific case of a constant and
real self-energy (as in the HAC case) one can introduce
the OMS approximation where the solution of Eq. (19) is
given by
Enk (T ) = εnk +Σ
DW
nk (T ) + Σ
Fan
nk (εnk, T ) . (20)
We notice, from Eqs. (19) and (20), that Enk (T ) is
complex. Even in the case where the self-energy is not
constant, if the bare energy εnk is far from a pole of self-
energy, then ΣFannk (ω, T ) can be Taylor expanded, up to
the first order, around εnk:
Enk (T ) = εnk +Σ
DW
nk (T ) + Σ
Fan
nk (εnk, T )+
+
∂ΣFannk (ω, T )
∂ω
∣∣∣∣
ω=εnk
(Enk (T )− εnk) . (21)
Eq. (21) corresponds to the QP approximation. The bare
energy is then renormalized because of the virtual scat-
terings which are described by the real part of the self-
energy. This renormalization is easily described by the
solution of Eq. (21):
Enk (T ) = εnk+
+ Znk (T )
[
ΣFannk (εnk, T ) + Σ
DW
nk (T )
]
, (22)
with Znk (T ) =
(
1−
∂ΣFan
nk (ω,T )
∂ω
∣∣∣
ω=εnk
)−1
the renor-
malization factor. From Eq. (22) it is evident that
Enk is complex and its imaginary part Γnk (T ) =
ℑ [Enk (T )], the QP line-width, is proportional to
the ℑ
[
Znk (T )Σ
Fan
nk (εnk, T )
]
. A small Γnk (T ) indi-
cates a stable QP, that slowly decays because of the
real scatterings with the other particles and with the
phonon modes. By assuming the QP approximation
to be valid Eq. (18) can be re-written as Gnk (ω, T ) =
Znk (T ) (ω − Enk (T ))
−1
.
Angle Resolved Photoemission Spectroscopy (ARPES)
provides a definitive tool to verify if the QP approxima-
tion is accurate. If it existed a true QP should appear as a
peak in the photoemission spectra with a Lorentzian line-
shape. Indeed one finds that the spectral function (SF)
Ank (ω, T ) ≡ π
−1 | ℑ [Gnk (ω, T )] | is given, in the QP
approximation and in the simple case of a purely real
Znk, by
A
(qp)
nk (ω, T ) =
Znk (T ) |Γnk (T ) |
π
[
(ω −ℜ [Enk (T )])
2 + Γ2nk (T )
] . (23)
In this case the QP energy and width give the peak po-
sition and the spectral peak width. It is worth noticing
that a complex value of Znk (T ) would cause the spectral
function to have an asymmetric lineshape.
The SF gives a physical interpretation and a clear val-
idation of the QP approximation. Indeed A
(qp)
nk (ω, T ) is
a probability function to find an electron in the state nk
with energy ω and the total electronic charge associated
to the QP state is Znk (T ), that corresponds to the in-
tegral of A
(qp)
nk (ω, T ). The renormalization factor repre-
sents, therefore, the QP charge. When Znk (T ) = 1 and
ℑ [Σnk(εnk, T )] → 0 the SF reduces to a delta function,
the SF of a particle with energy ℜ [Enk (T )].
It is clear that a direct comparison of A
(qp)
nk (ω, T ) with
the true SF corresponding to a given self–energy or with
the ARPES lineshape provides the ultimate validation of
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FIG. 2. Trans–polyacetylene. Spectral function (upper frame) and
self–energy (lower frame) corresponding to the state | n = 1,k =
Γ〉. In the self–energy frame both the real (solid line) and imaginary
(dashed line) parts are showed. The three arrows represent the
bare electronic energy εnk and the two solutions (E
(1)
nk
,E
(2)
nk
) of
Eq. (19). The thin solid straight line represents instead the function
ω− εnk −Σ
DW
nk
. As the imaginary part of the self–energy shows a
clear, intense and wide peak at around −16.5 eV (i.e. very close to
εnk) the real–part is dominated by a rapid oscillation that cannot
be captured at all by the linearization of the energy dependence
and causes the appearance of two solutions of Eq. (19).
the QP picture. A paradigmatic example that well ex-
plains the basic mechanism for the breakdown of the QP
picture is given in Fig. 2 where the zero temperature SF
for the | n = 1,k = Γ〉 state of trans–polyacetylene is
showed in the upper frame. It is clear that the SF of this
state is far from being well represented by a Lorentzian
lineshape. Indeed it is evident the appearance of two
peaks at energies E
(1)
nk and E
(2)
nk . These two peaks are
the signature of a breakdown of the QP picture, because
the existence condition of only one pole collecting most
of the weight is not satisfied. We will come back on the
physical interpretation of such structures in the next sec-
tion. Nevertheless the origin of these two peaks is evident
if we analyze the energy dependence of the imaginary and
real parts of the corresponding self–energy, showed in the
lower frame of the same figure. In this specific case the
solution of Eq. (19) admits two roots as a consequence
of the rapid oscillation of ℜ
[
ΣFannk (ω, T = 0)
]
around
−16.5 eV (the bare electronic energy of this state). This
oscillation is, in turn, induced by an intense peak ap-
pearing in the ℑ
[
ΣFannk (ω, T = 0)
]
. We deduce that in
this case a naive application of the QP approximation in
form of a linearization of ΣFannk (ω, T ) (Eq. (21)) may pro-
duce a non physical energy dependence of the self–energy.
As a consequence this leads to meaningless (negative or
enormously large) values of Znk.
In contrast to the case of purely electronic self–
energies the QP approximation is known to lead to a
too rough description of the electron–phonon spectral
function for low–energy electrons in the homogeneous
electron gas (jellium). As discussed by Engelsberg and
Schrieffer 26 this failure, although not as dramatic as the
one found in the present case, is linked to the mixing of
electronic and phononic excitations. More precisely the
authors identify three kind of excitations that appear as
poles of the Green’s function when the energy of the elec-
tronic level is increased well above the Debye energy and
the strength of the electron–phonon coupling is also in-
creased. One is a purely QP state where the electron is
dressed by a phonon cloud. The others lie in the contin-
uum of electron–phonon pairs composed by clothed elec-
trons and clothed phonons being excited, with a constant
momentum sum.
V. BREAKDOWN OF THE QUASI PARTICLE
APPROXIMATION: THE CASE OF
TRANS–POLYACETYLENE AND
POLYETHYLENE
In the previous section we showed that the structures
appearing in the SF of trans–polyacetylene rule out any
description of the coupled electron–phonon system in
terms of QPs. More importantly the rich structure of
peaks appearing in the SF described in Fig. 2 is not a for-
tuitous case. It is actually a general trend both in trans–
polyacetylene and in polyethylene. Indeed, in Figs. 3 and
4, the bare electronic band structure and the correspond-
ing SFs for a fixed k vector are shown in the upper frame.
The position of the k vector in the Brillouin Zone (BZ)
is represented by an horizontal line in the lower frame
where the the valence bands of the two polymers are also
reported.
In the upper frame of Figs. 3 and 4 there is also a sketch
of the atomic structure of the polymers that helps to un-
derstand the main key differences among them. Both
systems are linear polymers. Trans–polyacetylene is a
conjugated polymer where each carbon atom forms four
nearest–neighbour bonds. Three of the four carbon va-
lence electrons are in sp2 hybridized orbitals and two of
the σ-type bonds connect neighbour carbons along the
one–dimensional backbone, while the third forms a bond
with the hydrogen side group. Polyethylene , instead,
is a σ-bonded, non–conjugated polymer. The atoms in
the unit cell do not lie on a single plane like in trans–
polyacetylene. The C atoms are sp3 hybridized and, as
in the polyethylene each C atom has four bonds.
From the upper panels of Figs. 3 and 4 it is evident that
the EP interaction dramatically affects the spectral func-
tions. The most striking aspect is that the SFs exhibit a
multiplicity of structures. Although in some cases a sin-
gle and strong peak can be observed the general trend is a
very complex ensemble of peaks that makes impossible to
apply the QP approximation. We will give a more formal
and mathematical description of the internal structure of
7-10 -9 -8 -7 -6 -5 -4 -3
Energy [eV]
S
p
ec
tr
al
 F
u
n
ct
io
n
Band 5
Band 4
Band 3
Band 2
Energy [eV]
-16 0-12 -4-8
Γ
X
FIG. 3. (color on line). The SFs of the last four occupied states
in trans-polyacetylene (upper frame) are shown together with the
DFT–LDA bands (lower frame). The horizontal line in the bands
frame represents the position of the k–point and the energy range
along which the SFs are displayed. The vertical arrows in the
upper frame represents the energy position of the unperturbed DFT
levels. Since these states correspond to in plane orbitals they are
strongly affected by the in plane atomic vibrations. The result is
that the bare electronic levels are split in several polaronic states.
these peaks in the next section. Here we would like to
underline some of their general aspects.
A remarkable aspect is that some SFs are so largely
structured that they span a large energy range, even 3 eV
(see the 6th band of polyethylene, Fig. 4). If they span
a so large energy range, the SFs end up with overlap-
ping each other in some cases (like the 4th and 5th band
SFs in trans–polyacetylene). The crucial and straight-
forward consequence is that it turns out difficult to as-
sociate a single and well defined energy to the electron
and, more importantly, different bands will energetically
merge pointing to a non trivial mixing of the electronic
states.
When a SF covers a large energy range, one peak may
be distant in energy from the others more than the Debye
energy (0.4 eV in trans–polyacetylene and polyethylene).
For this reason each peak can not be simply interpreted
as a main QP peak plus a phonon replica. This point will
be further discussed in Appendix A by using a two band
model. Nevertheless it is reasonable to speculate that the
formation of more than one peak suggests to reformulate
the problem in a different framework where bare elec-
trons are mixed with phonons, and not simply screened
by phonons. Each peak appearing in the SF would be
then identified by a mixed electron-phonon states. Since
the many body framework is not suitable to add infor-
mation about the composition of the new mixed states,
we will reformulate the problem in the next section by
mapping the problem into and Hamiltonian representa-
tion.
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FIG. 4. (color on line). Like in Fig.(3) in the polyethylene case.
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FIG. 5. (color on line). Two dimensional plot of the spectral func-
tions ∆Znk(ω) for polyethylene in the last four occupied bands re-
gion. The DFT and the polaronic bands are opportunely labeled.
In general the electronic levels acquire a large energy indetermina-
tion if compared to the DFT bands represented by solid black lines.
The EP interaction moves up of about 300meV the last two occu-
pied bands leading to an increase of the band width. Moreover the
6th band near the X point shows a large energy indetermination
that makes it almost disappearing.
A global view of the effect of the ZPM on the electronic
structure of polyethylene is given in Fig. 5 in the energy
range of the last 4 occupied valence bands. The DFT
electronic bands are drawn as a reference of the electronic
band structure before switching on the EP interaction.
By defining ∆Znk (ω) ≡ Ank (ω)∆ω the probabil-
ity to find an electron | nk〉 in the small energy range
∆ω = 50meV , we made a bidimensional representation
8of the probability amplitude. This is showed in Fig. 5
by using a colored scale that goes from white (the less
intense peak), to black (the most intense one). As a con-
sequence this picture gathers all the information about
the energy range covered by the SFs and the intensity
of all peaks. In particular we observe that the 6th band
of polyethylene moves up close to Γ-point and then the
electron completely disappears.
The resulting zero point renormalization of the gap at
Γ point of polyethylene is 280meV , larger than the trans-
polyacetylene case14. Such a difference is ascribed to the
peculiar shape of the trans–polyacetylene orbital at the
X point whose π character corresponds to states per-
pendicular to the polymer axis. Thus they feel less the
effect of the in-plane vibrations. On the other hand for
polyethylene at Γ, the electrons are localized along the
C − C bond, where the zero point motion effect of the
electronic gap is sizable. For what concerns the deeper
states far from the gap, the effect of the electron-phonon
coupling is equally strong. In fact as they are in plane
orbitals they are directly affected by in plane atomic vi-
brations.
We also observe that each band has a different energy
width which evolves in different manners moving from
Γ to X . An increasing of the bandwidth is normally
associated to a consequent increase of the delocalization
of the orbitals. This fact can be used link the effect of the
EP coupling to a increased electronic mobility mediated
by the polaronic states.
In the next section we will go beyond this picture by
introducing a general framework to link the poles of the
electron–phonon Green’s functions to coupled packets of
electron–phonon pairs.
VI. INTERNAL STRUCTURE OF THE
POLARONIC STATES VIA AN HAMILTONIAN
REPRESENTATION
In order to gain more insight into the complex struc-
tures that appear in the SFs of both trans–polyacetylene
and polyethylene we propose, in this section, a mapping
of the Many–Body problem into an equivalent Hamilto-
nian representation. In this representation the poles of
the SF will appear as eigenvalues of a fictitious el–ph
Hamiltonian. When this is solved in a specific restricted
sub–space of the entire Fock space, it will reproduce the
same SF obtained by solving the Dyson equation within
the Fan and Debye–Waller approximations for the self–
energy.
In order to show this we start by rewriting the SF by
using the well–known Lehmann representation18:
Ank (ω, T ) =
∑
Ik
| 〈Ψ0 | c
†
nk | Ik (T )〉 |
2
δ (ω − EIk (T )) ,
(24)
where | Ik (T )〉 are the true eigenstates of the system
with energy EIk (T ) which, in turns, represent the true
and real poles of the GF. As our initial Hamiltonian,
Eq. (1), is composed of electrons and phonons the states
| Ik (T )〉 live an extended Fock space composed of elec-
trons and phonons.
In the QP approximation the distribution of peaks ap-
pearing in Eq. (24) is approximated with a Lorentzian
distribution centered at the QP energy with a width
equal to the QP line-width. Thus, Eq. (24) already
underlines that the origin of the multiple poles in the
SFs shown in Fig. 3 and Fig. 4 is connected to the exis-
tence of more than one intense state | Ik〉 belonging to
the same state | nk〉.
Now we assume that Eq. (24) remains valid also when
the exact self–energy is approximated by the Fan and
Debye–Waller terms. And, in order to link the states
| Ik (T )〉 to an Hamiltonian problem we start rewriting
Eq. (1) in second quantization:
Ĥ = Ĥel + Ĥph + Ĥel−ph, (25)
where Ĥel is the electronic Hamiltonian, Ĥph is the in-
dependent phonons Hamiltonian and Ĥel−ph is the EP
interaction Hamiltonian. The last three terms, written
in the second quantization, read
Ĥel =
∑
nk
ε˜nkc
†
nkcnk, (26)
Ĥph =
∑
q,λ
ωqλ(b
†
qλbˆqλ +
1
2
), (26′)
Ĥel−ph =
1
Nq
∑
n,n′,k,
q,λ
gq,λnn′kc
†
nkcn′k−q(b
†
−qλ + bqλ). (26
′′)
In Eq. (26) ε˜nk is a single particle energy that we will
shortly define. c†nk is the creation and cn′k−q is the anni-
hilation electronic operators, b†qλ and bˆqλ are the creation
and annihilation operators for phonons with energy ωqλ
and wave vector q. gq,λnn′k are the EP coupling matrix
elements (see Eq. (7)).
We want now to use Eqs. (26) to calculate the states
|Ik (T )〉. To this end we note, from the (a) frame of
Fig.1, that the Fan self-energy makes an initial state
|nk〉 to scatter with a phonon state |qλ〉, with population
Nqλ ± 1, in a final state |n
′k − q〉. Only one phonon is
exchanged and in the self–energy loop the intermediate
states are the composite pairs | n′k−q〉⊗ | Nqλ±1〉 with
energy εn′k−q±ωqλ. This energy, indeed, appears in the
denominator of Eq. (10).
Physically this means that, if we introduce the gen-
eral state product of an electronic and phononic part
| n′k− q〉⊗ | Nqλ ± 1〉, the intermediate states of the
self–energy are all possible combinations with different q
and λ. It follows that we can guess, at a given tempera-
9ture,
| Ik (T )〉 =
∑
n
AInk (T ) | nk〉+
+
∑
n′qλ
BIλn′k−q (T ) | n
′k− q〉⊗ | Nqλ (T )± 1〉. (27)
The coefficients AI and BIλ can be found by diago-
nalizing Eq. (25) in the space of electron–phonon states
spanned by the definition given in Eq. (27). More pre-
cisely, in order to expand the matrix form of Eq. (25) we
notice that, due to Eq. (27) the basis set will be composed
of the following elements
| nk〉 | Nqλ〉, | nk− q〉 | Nqλ ± 1〉. (28)
At zero temperature the basis set is reduced to
| nk〉 | 0ph〉, | nk− q〉 | 1qλ〉, (29)
and it reflects the fact that at T = 0K there are no
phonons in the ground state. In this restricted basis the
Hamiltonian reads
Ĥ =

. . .
ε˜nkδnn′ H
ep
nn′qλ
. . .
(Hepnn′qλ)
† ε˜nk−qδnn′ + ωqλδqq′δλλ′
. . .

.
(30)
The fact that Hˆel−ph is Hermitian makes also Hˆ Her-
mitian. The equivalence of Eq. (24) with the spectral
function calculated in Sec.IV is obtained by imposing
ε˜nk = εnk + Σ
DW
nk . This equivalence is proved analyt-
ically, in the zero temperature limit, in Appendix A for
a simple two–levels model.
From Eq. (30) we also note that the number of states
| Ik (T )〉 is equal to the dimension of the matrix and
it is obtained by multiplying the number of electronic
bands times the number of q vectors times the number
of phononic branches, λ. As a consequence the number of
states | Ik (T )〉 is larger than that of Ĥel. This confirms
the fact that, in Eq. (24), the states |Ik (T )〉 form a con-
tinuum that, in the QP approximation, dresses the bare
electronic state. This dressing is, de–facto, represented
by a cloud of mixed electron–phonon states surrounding
the QP energy with a Lorentzian distribution.
The Hamiltonian Ĥ (Eq. (30)) is diagonalized for
trans–polyacetylene including 30 electronic bands, 10q-
vectors and 12 phonon branches. Since the Hamiltonian
is written on a complete basis, the coefficients AInk and
BIλn′k−q satisfy the following condition∑
n
| AInk |
2 +
∑
n′qλ
| BIλn′k−q |
2= 1, (31)
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FIG. 6. Trans–polyacetylene. The SF of the state | n = 4,k =
0.2( 2pi
a
, 0, 0)〉 is decomposed in polaronic states, each labeled by
| Ik〉. Several structures appear thus ruling out the QP approxi-
mation.
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FIG. 7. Trans–polyacetylene. The projection of the polaronic
states over the corresponding pure electronic state, ZI
nk
is shown.
The dashed line represents ZI
nk
of a pure electron state as a refer-
ence value.
which ensures that the spectral function Ank (ω, T ) is
correctly normalized to 1 when integrated over all fre-
quencies. Once the eigenstates | Ik〉 and the eigenvalues
EIk are known, the SF can be calculated according to
Eq. (24) and all the peaks appearing in the SFs of state
| nk〉, are unambiguously labeled with a particular | Ik〉
state, having | nk〉 as the pure electronic component. Let
us consider the | n = 4,k = 0.2(2pia , 0, 0)〉 state of trans–
polyacetylene as an example. In Fig. 6 it is shown the cor-
responding zero temperature SF. The poles and the cor-
responding residuals are indicated in Fig. 6 by bars with
different heights. The residuals are given by | AInk |
2,
that is the probability to find the polaronic state in the
pure electronic | nk〉 state. This reminds the physical
meaning of the Znk factors, and we use this similarity to
define ZInk =| A
I
nk |
2. Nevertheless from Eq. (27) it is ev-
ident that the smaller the ZInk is, the less the polaronic
state can be assimilated to an electron. It means that
the mixed EP contribution in Eq. (27) indeed weights the
most. In the case of Fig. 6 the | AInk |
2 can even be as
small as 0.2.
These small values of ZInk represent a general trend. In
Fig. 7 ZInk is plotted as a function of the polaronic eigen-
values. It can be noted that only few polaronic states
have ZInk ≃ 1. Most of all are below 0.5, instead. It
means that the mixed EP part of the eigenstate, shown
in Eq. (27), plays a dominant role.
A small value of ZInk points to a non trivial physical
10
Trans–polyacetylene polyethylene
C H C H
a.u. a.u. a.u. a.u.
xˆ 0.18 0.55 0.1 0.32
yˆ 0.13 0.36 0.07 0.21
zˆ 0.11 0.56 0.07 0.34
TABLE I. Atomic amplitudes obtained by evaluating the matrix
elements of operator
√
u2
Iks
. Because of its smaller mass the hy-
drogen quantum atomic size is three times larger than the carbon
atom one. Nevertheless the constraint imposed by the different
geometries makes the deviation of the two polymers appreciably
different.
property of the polaronic states. When ZInk → 0 it is
evident that only the mixed terms in the sum, where the
electrons and the phonons appear together, are non zero.
This means that the electrons cannot move in the sys-
tem alone, even if dressed by an electron–phonon cloud,
but need to build up true bound electron–phonon states.
This is a clear fingerprint of the breakdown of the QP
approximation.
The generic definition of the polaronic state, Eq. (27),
allows to calculate the mean value of any observable that
lives in the mixed electron–phonon space. For example
we can evaluate the matrix elements of the atomic inde-
termination operator as follows
u2αIks ≡ 〈Ik | u
2
α,s | Ik〉 =∑
qλ
(
1
2NqωqλMs
)
εα (qλ/s) ε
∗
α (qλ/s)×
×
[∑
n
| AInk |
2 +3
∑
n′
| BIλn′k−q |
2
]
. (32)
By using these u2αIks we can associate an average quan-
tum size to the atoms. The values for the C and H
species, calculated by Eq. (32), are shown in Tab. I. These
values point to the fact that the atoms acquire an indeter-
mination larger along the polymer axis. SinceH is lighter
than C the atomic quantum size is larger. The different
constraint created by the geometries is the cause of the
different
√
u2αIks values between the two polymers.
The values of the atomic indetermination suggest that
electrons and phonons exert a cooperative effect on each
other. The charge density spreads all along the polymer,
while the atoms squeeze along yˆ and zˆ directions, widen-
ing along xˆ. This cooperation can cause, for example,
an enhancement of the mobility, opening therefore new
perspectives for future investigations and applications of
polymers.
VII. CONCLUSIONS
In this work we have shown that the Heine–Allen–
Cardona approach suffers of some severe limitations when
applied to predict the zero temperature energy correc-
tion in low dimensional systems. We extensively de-
scribe a fully dynamical extension of the Heine–Allen–
Cardona approach to show that the zero point motion
effect severely questions the reliability of the QP picture
in trans-polyacetylene and polyethylene.
The single particle spectral functions, indeed, exhibit
multiple structures at T = 0K. The formation of addi-
tional structures caused by the strong electron–phonon
interaction is interpreted in terms of composed electron–
phonon states, what we call in this work polaronic states.
These states are precisely defined by mapping the struc-
tures of the Many–Body spectral functions into the solu-
tion of an eigenvalue problem.
Thanks to this important mapping the non perturba-
tive nature of the polaronic states appears as a coherent
superposition of electron–phonon pairs. And the coop-
erative dynamics between electrons and atoms in these
states rules out any description in terms of bare atoms
and quasiparticles.
The resulting coupled electronic and atomic dynam-
ics pave the way for new investigations in polymers and
more in general in low dimensional nanostructures. The
cooperative dynamics of electrons and phonons in the po-
laronic states can have potential physical implications, as
for example, an enhancement of the electronic mobility.
More generally the breakdown of the quasiparticle pic-
ture imposes a critical analysis of the previous results
obtained using purely electronic theories.
Appendix A: A two–levels model to verify the
Hamiltonian representation
In Sec.VI we have given physical arguments to sup-
port the choice of a specific limited Fock space where the
Hamiltonian problem is solved. These arguments were
guided by the final goal of introducing an Hamiltonian
representation that gives exactly the Green’s functions
corresponding to the Fan approximation for the self–
energy. To better investigate and confirm this ansatz
let us consider two levels of energies εi = 0, E coupled to
a phonon of energy ω0 at T = 0K.
Eqs. (25-30) thus reduce to a simple expression for the
Hamiltonian of this system
H =
2∑
i=1
ǫic
†
ici + ω0b
†
0b0 +
∑
i=1,2
j=1,2
i6=j
gc†jci(b
†
0 + b0). (A1)
As discussed in Sec.VI we consider for the finite basis the
11
following ansatz:
| 1〉 | 0ph〉, | 2〉 | 0ph〉, (A2)
| 1〉 | 1ph〉, | 2〉 | 1ph〉, (A3)
where by | i〉 we mean an electron in the level ith. The
dimension of the Hamiltonian matrix is then given by
multiplying 2 bands × 1q point × 1 phonon branch, re-
sulting in a 4× 4 matrix
H =

0 0 0 g
0 E g 0
0 g ω0 0
g 0 0 E + ω0
 , (A4)
which can be diagonalized in two blocks, obtaining the
following four energy levels
E1 =
E + ω0 +
√
(E + ω0)2 + 4g2
2
, (A5)
E2 =
E + ω0 −
√
(E + ω0)2 + 4g2
2
, (A6)
E3 =
E + ω0 +
√
(E − ω0)2 + 4g2
2
, (A7)
E4 =
E + ω0 −
√
(E − ω0)2 + 4g2
2
. (A8)
The corresponding four eigenvectors are
| I1〉 =
1
N1
(
g
E1
, 0 , 0, 1
)
, (A9)
| I2〉 =
1
N2
(
1, 0 , 0,−
g
E1
)
, (A10)
| I3〉 =
1
N3
(
0, 1, −
g
ω0 − E3
, 0
)
, (A11)
| I4〉 =
1
N4
(
0,
g
ω0 − E3
, 1 , 0
)
, (A12)
where Ni are the normalization factors, with N1 = N2
and N3 = N4.
These are the needed ingredients to calculate the
Green’s functions as matrix element of the resolvent
Gi(ω) = 〈vac | c1
1
ω −H
c+1 | vac〉, (A13)
where | vac〉 is the vacuum of phonons and electrons. Ex-
panding in eigenstates of the system, Eq. (A13) becomes
Gi(ω) =
4∑
j=1
〈vac | ci
1
ω −H
| Ij〉〈Ij | c
+
i | vac〉
=
4∑
j=1
| 〈vac | ci | Ij〉 |
2 1
ω − Ej
. (A14)
In order to show that the SFs calculated from Eq. (A14)
are equivalent to the ones obtained in the MB approach,
the Green’s function for the 1st state is evaluated from
Eq. (A14) as follows
G1(ω) =
1
E1 − E2
[
−E2
ω − E1
+
E1
ω − E2
]
. (A15)
On the other hand the Fan approximation for the self-
energy, Eq. (10), in this test case reduces to
ΣFan1 (ω) = g
2
[
N(ω0) + 1− f2
ω − E − ω0 − i0+
+
N(ω0) + f2
ω − E + ω0 − i0+
]
. (A16)
At zero temperature the Bose occupation factors vanish.
The Fermi occupation factor f2 is zero because the level
is empty and Eq. (A16) becomes
G1(ω) =
1
ω − g2
[
1
ω−E−ω0
]
− i0+
. (A17)
The poles of Eq. (A17) are ω = E1 and ω = E2, defined
by Eqs. (A5–A6). The residues evaluated at each pole
are shown as follows
ω = E1 Res1= −
E2
E1 − E2
, (A18)
ω = E2 Res2=
E1
E1 − E2
. (A19)
The final expression for G1 in the many body approach
is then
G1(ω) =
1
E1 − E2
[
−
E2
ω − E1 − i0+
+
E1
ω − E2 − i0+
]
,
(A20)
that is equivalent to Eq. (A15).
From Eqs.A5–A6 we notice that
E1 − E2 =
√
(E + ω0)2 + 4g2, (A21)
which is larger than ω0 and it is also larger then the same
energy difference when g → 0. This clearly means that
both electrons take part in the formation of the polaronic
state thanks to the additional energy provided by the EP
coupling. This also implies that each additional structure
cannot be interpreted in energetic terms as simply an
electron “plus” one phonon.
Appendix B: Calculation Details
The phonon modes and the electron–phonon matrix el-
ements were calculated using a uniform grid of 10× 1× 1
k–points. We used a plane–waves basis and norm con-
serving pseudo-potentials 27 for the carbon and hydro-
gen atoms. The exchange correlation potential has been
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treated within the local density approximation. For the
ground–state calculations we used the PWSCF code 28.
The Fan self-energy and the Debye–Waller contribution
are calculated using a random grid of transferred mo-
menta, using the yambo code 29.
The numerical evaluation of Eq. (10) is a formidable
task. Indeed the use of a fine sampling of the BZ is
prohibitive. The reason is that such large grids of trans-
ferred momenta are inevitably connected with the use of
equally large grids of k–points. An alternative solution,
that we used in the present calculations, is to fix a cer-
tain k–points grid and to perform the integration of the
BZ by using a random grid of points to perform the q
summation in Eq. (10).
Moreover, in order to speed–up the convergence with
the number of random points and to take in account
the divergence at q→ 0 of the |gqλn′nk|
2 matrix elements
we divide the BZ in small spherical regions Rq centered
around each q point. Eq. (10) can be then rewritten as
ΣFannk (ω, T ) =
∑
Q
∑
n′λ
(∫
RQ
dq
| gqλnn′k |
2
ΩRL
)
[
NQλ (T ) + 1− fn′k−Q
ω − εn′k−Q − ωqλ − i0+
+
NQλ (T ) + fn′k−Q
ω − εn′k−Q + ωqλ − i0+
]
. (B1)
In Eq.B1 the dq integral is calculated using a numerical
Montecarlo technique and taking explicitly into account
the q→ 0 divergence of |gqλnn′k|
2:
∫
RQ
dq
| gqλnn′k |
2
ΩRL
≈
| Q |2 | gQλnn′k |
2
ΩRL
(∫
RQ
dqq−2
)
.
(B2)
In Eq.B2 the three–dimensional q integration compen-
sates the q−2 divergence making the numerical evalua-
tion of Eq.B1 feasible. Moreover, while | gQλnn′k |
2
diverges
as | Q |−1, | Q |2 | gQλnn′k |
2
is regular when Q→ 0.
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