For any iterative stochastic optimisation algorithm, it is possible to replace the Random Number Generator (RNG) that is used by a predened short list of numbers, used cyclically. We present here some experiments to check this approach. The results show that it may indeed be interesting, for the same list can be used for variants of a given problem, and even for dierent problems. However, there are still some important open questions, in particular about the possible methods to built the lists, which are, for the moment, quite empirical.
So, we can in fact consider we have a predened list of numbers in [0, 1] , say L = (r 1 , r 2 · · · , r n ). During the optimisation process, whenever we need a random number, we pick it sequentially and cyclically in L, i.e. we pick r 1 , then r 2 , ..., then r n , then again r 1 , etc.. In order to avoid any confusion with true random numbers, from now on we will call them l-random numbers. The idea here is to reduce as much as possible the length of the list L, and on the same time, to improve the performance. So, we will speak of List Based Optimiser (LBO) only when L is relatively small (typically at most one hundred of l-random numbers for a 10D problem).
The length of the list L can be extremely short. For example, for the Tripod problem with a classical RNG like KISS, the success rate is 97% (over 100 runs). With L 4 , the run is successful. One could say that the success rate is 100%, but, of course, as the process is completely deterministic, if we launch it again we will get exactly the same result, so its success rate is either 0% or 100%. However, we could use the same list, but by starting from another element. Then, there are at most |L| dierent runs, where |L| is the length of the list L. Some of them may be successes, and the others may be failures. This way, we can dene a l-success rate, whose value is necessarily 100 k |K| , where k is an integer from [0, |L|]. Note that the meaning is not the same that the one of the classical success rate. For the later, no matter how big is it, if you launch the algorithm just once, you can not be completely sure that the run will be successful. On the contrary, as soon as the l-success rate is not null, if you launch the |L| dierent runs, you are absolutely sure that at least one run will be successful.
In our example, it means we can have four dierent runs. Here, the l-success rate is 100%. So, we could say that this list is perfect : no matter on which element you start, the run is always successful. Having a perfect list may be interesting if we want to obtain several acceptable solutions.
We will now present and comment more experiments. As we will see, what is really interesting is that the same list is sometimes usable for several problems. Building such a list is not always easy, and, for the moment, there are only empirical methods. Also, it seems even more dicult to nd a list that is usable for several methods.
3
Experiments with LB-PSO
We start from an already simple PSO ( [2] ). We can easily transforming it into a list based one. Also, the algorithm has been simplied. The C source code is available on line [3] .
Note that the code contains a lot of options (like two dierent RNGs for comparison, longer that it could be. In short, the main points of the basic algorithm are:
• no RNG, but a list of l-random numbers, used cyclically, as said;
• the topology is the old classical bi-directional ring (not a variable one like in more recent PSO versions);
• the swarm size is 40 (not adaptive as in some PSO versions);
• the initial velocity of each particle is set to zero.
The 
Experiments with LB-APS
For PSO, we have specially written a simplied version. Let us try now to start from an existing stochastic method, based on a very dierent principle. APS (Adaptive Population-based Simplex) is in fact already a simplication of the method described in [6] . The C code used here is exactly the one available on [1] , except that the RNG is replaced by a list. In particular it means that the population size is automatically computed, depending on the dimension of the problem. In such a case, it is probably better to use two lists: one for initialisation, and one for the search itself. Therefore, it is tempting to apply a mathematical formula that generates similar lists.
An easy way is to build an arithmetic progression by starting from a irrational 1 value smaller than 1, say d, which can be also the dierence, and then split it into ]0, 1[
1 With an irrational value we are sure to never generate twice the same number. 
Meta-optimisation
We consider the search space ]0, 1[ |L| . Each point of this search space is a possible list, which denes a list based optimiser when replacing the RNG of our stochastic optimiser.
We apply it many times to all the problems of the benchmark, in order to compute an averaged performance, which can be mean l-success rate AND inverse of variance of the l-success rates. The aim of this meta-optimisation is to nd the point of the search space (i.e. the list) that maximises this performance. Of course, this process is very computer time consuming, but we have to do it just once. At least, we can more easily apply this method to just one problem. For example, for Tripod, it nds L 4 , which is then probably one of the shortest possible perfect lists for this problem and LB-PSO. 5 Open questions
The above experiments (and more not presented here) raise several questions, theoretical and practical. We assume that we have a set of methods (stochastic algorithms) and a . set of problems (benchmark).
• if the original method is successful at least once on a problem, it means that the set of lists that can successfully replace the RNG for this problem is not empty.
But what is the size of the shortest list(s) of this set? And how to build such a list?
• for a given method, is there a list that can successfully replace the RNG on the whole benchmark? If so, how to build such a list? If not, how to build at least a good list (successful on as many problems as possible)?
• it is not rare that even if a list L is not very good, a sub-list (of consecutive numbers)
is better. But to nd such a sub-list is there a clever way than exhaustive search? Actually, using one number as seed, and then a formula to generate pseudo-random numbers is exactly what are doing all coded RNGs. However, they use very complicated formulae so that the generated numbers seem to be as random as possible. But it may be not necessary in the context of stochastic optimisation. This is a bit out of the scope of this paper, so we just present a few results in the table 5. For some problems the performance is signicantly better than with a classical RNG (see table 1 ). But also sometimes signicantly worse. Nevertheless it suggests it may be worth investigating this approach. The function to minimise is
Some lists
The search space is [−100, 100] 2 ,and the solution point is (0, −50), on which the function value is 0. This function has also two local minima. In this study, the maximum number of tness evaluations (when using a RNG) is 10,000, and the acceptable error is 10 −4 . Any run that nds this error value (or a smaller one) is said to be successful.
Lennard-Jones
For more details, see for example [5] . The function to minimise is a kind of potential energy of a set of N atoms. The position X i of the atom i has tree coordinates, and therefore the dimension of the search space is 3N . In practice, the coordinates of a point x are the concatenation of the ones of the X i . In short, we can write x = (X 1 , X 2 , . . . , X N ),
and we have then
In this study N = 5, α = 6, and the search space is [−2, 2]
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. The objective value is -6, and the acceptable error 10 −2 .
Gear Train
For more details, see [10, 9] . The function to minimise is
The search space is {12, 13, . . . , 60}
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. In the original problem, β = 6.931, and γ = 2.
The objective value is 0, although it can not be reached, and the acceptable error is 10 −11 .
Compression Spring
For more details, see [10, 4, 9] . There are three variables The best known solution is (7, 1.386599591, 0.292) which gives the tness value 2.6254214578. This is the objective here, and the acceptable error is 10 −10 . To take the constraints into account, a penalty method is used.
Pressure Vessel
Just in short. For more details, see [10, 4, 9] . There are four variables The analytical solution is (1.125, 0.625, 58.2901554, 43.6926562) which gives the tness value 7, 197 .72893, which is therefore the objective. The acceptable error is 10 −6 . To take the constraints into account, a penalty method is used.
Frequency modulation sound parameter identication
For more details, see for example [5] . The function to minimise is f (x) = They all are quite dicult to nd. The acceptable error is 10 −6 .
