In this study we compare the quality and information content of risk neutral densities obtained by various methods. We consider a non-parametric method based on a mixture of log-normal densities, the semi-parametric ones based on an Hermite approximation or based on an Edgeworth expansion, the parametric approach of Malz which assumes a jump-diffusion for the underlying process, and Heston's approach assuming a stochastic volatility model. We apply those models on FF/DM exchange rate options for two dates. Models differ when important news hits the market (here anticipated elections). The non-parametric model provides a good fit to options prices but is unable to provide as much information about market participants expectations than the jump-diffusion model.
Introduction
Much of the literature following the seminal work on option pricing by Black and Scholes (1973) and Merton (1973) assumed that the asset underlying an option follows a log-normal diffusion process. Empirical studies of option volatility, such as Rubinstein's (1994) presidential address, have shown that exchange rate options, out of or in the money, are associated with a different level of volatility than at the money options, a feature called the options smile. This finding is in contradiction with the assumption of a log-normal distribution for the underlying asset and shows that to correctly price options more general models are required.
Various methods have been suggested to extract out of options' prices the underlying risk neutral density (RND). This density is related to market participants' expectations of the future price process in a risk-neutral environment. As shown by Bahra (1996) and Campa et al. (1997) , once such a density is obtained it is possible to compute moments as well as confidence intervals. As such, the RND plays an important role as a tool to evaluate the credibility of the central bank. RNDs are also important for an investor, for instance in risk management, who needs to quantify in terms of probability how a market may evolve in the future. RNDs can also be used to price exotic options.
The contribution of this study is the comparison of the advantages and drawbacks of various methods which extract risk neutral densities applied to FF/DM European type exchange rate options. We were able to obtain a time series of observations of OTC options covering 20 dates ranging between May 1996 and June 1997. For each day we dispose of a set of maturities up to one year. First, we discuss the implementation of the various methods in a cross sectional framework by focusing on just two dates: 17 May 1996, a day when the exchange rate markets were known to be calm, and on 25 April 1997, a few days after the French President Chirac announced dissolution of the National Assembly, which implied nation-wide elections. Second, we run all methods in a time series context which allows us to further retain a satisfying model for the exchange rate data at hand. The discussion of the message contained in a time series of confidence intervals obtained from RNDs illustrates the usefulness of this type of research. During the period under investigation we have another noticeable event in the summer of 1996 where we find a significant depreciation of the FF/DM due to the uncertainty about the ability of the French government to satisfy the Maastricht criteria (especially the deficit criteria).
We first provide a description of a large number of methods that allow construction of a RND. A first method based on approximating the RND with a mixture of densities, which could be called non-structural, is advocated by Bahra (1996) and Campa et al. (1997) . Melick and Thomas (1997) indicate in addition how to price American options. In a study by Söderlind and Svensson (1997) it is shown how this mixture of densities method can be applied to various financial assets asking what can be learnt from the point of view of a policy-maker.
We also consider an approach based on the work of Jarrow and Rudd (1982) who developed a method for option pricing under the assumption that the underlying asset is not log-normally distributed. They show how the RND can be obtained as an Edgeworth expansion around a log-normal density. We consider this approach to be of semi-nonparametric nature. Their approach has been implemented by Su (1996, 1997) who show that with this method options can be better priced.
In a similar spirit Madan and Milne (1994) describe the underlying RND with an Hermite polynomial approximation. Abken et al. (1996) provide an application and show how higher moments of the underlying asset are perceived to vary through time. Bates (1996a,b) and Malz (1996a,b) go one step further and consider a structural model by assuming that the underlying process follows a jump-diffusion, and in particular a Bernoulli version. Thus, they assume a full specification for the underlying price process. The RND obtained in their model depends on some parameters which can be estimated from options prices. Their work aims at extracting information concerning market participants expectations out of options prices. Further structural models in which the price process of the underlying asset is fully specified are models of stochastic volatility. Hull and White (1987) , Chesney and Scott (1989) , Melino and Turnbull (1990) , and Ball and Roma (1994) , Chesney and Scott (1989) , Melino and Turnbull (1990) and Ball and Roma (1994) , assume that volatility follows a diffusion process. To make their models tractable they have to make simplifying assumptions concerning the correlation between volatility and the underlying asset's return. Heston (1993) by assuming a different process for volatility and by using a different numerical approach provides an almost closed form solution for option prices for a more general stochastic volatility environment.
The aim of most of those studies is to provide a pricing tool. Breeden and Litzenberger (1978) observe that the second derivatives of an options' price with respect to the strike price yields the RND. This observation makes it possible to derive from any option pricing model the underlying RND. In a similar vein, Gesser and Poncet (1997) derive an interesting term structure of volatility and compare the actual term structure with the ones generated by Hull and White and by Heston. Several other approaches to obtain a RND have been proposed. Aït-Sahalia and Lo (1998) provide a non-parametric method based on time-series analysis and kernel estimates. Stutzer (1996) suggests a multistep procedure where the initial step also involves historical prices of the underlying asset. Rubinstein (1994) and Jackwerth and Rubinstein (1995) develop a method based on binomial trees. We restrict ourselves to models which do not involve trees and in which no history of the underlying asset is required.
Unlike some of the literature which has addressed the question how to price options under non-constant volatility (e.g. Derman and Kani, 1994; Dumas et al., 1998; Dupire, 1994; Shimko, 1993 as well as Stein and Stein, 1991) we address the question of the information content in options of various maturities.
In Section 2 we review various non-structural, semi-nonparametric, and structural methods. In Section 3 we introduce the data. Section 4 contains a cross-sectional comparison of the methods with a discussion of the parameters obtained for our structural models and a comparison of higher moments and confidence intervals. In Section 5 we turn to the time-series comparison. Section 6 concludes. Estimation issues are relegated to Appendix A.
Recovering RNDs
The following section outlines notation and the general paradigm within which we evaluate RNDs. Several of the methods described below could be adapted to instances in which the underlying asset is not an exchange rate. Such instances include Black's (1976) model for options on futures.
Let S t be the price at t of a unit of foreign currency in local money.
1 A European call option written on S t gives its owner the right to buy the underlying asset for the exercise (also called strike) price K at the expiration (or maturity) date t. Since a rational investor will only exercise his right if he realizes a profit, the payoff for a call is max(S t ϪK,0).
A European put option written on S t gives the owner the right to sell the underlying asset for the exercise price K at the expiration date t. Exercise before t is not possible. The payoff for a put is max(KϪS t ,0).
Under the assumption that the market is arbitrage free, Harrison and Kreps (1979) show that there exists a probability density for the underlying price process such that the call and put option price can be written as
and
where q is a vector of parameters describing the RND a(·), and where we defined the time to expiration as T=tϪt. 
The benchmark case of log-normality: Garman-Kohlhagen

The model
Much of the early research on options has assumed a given price process for S t , for instance that S t follows a log-normal diffusion such as:
where m, and s represent respectively the instantaneous mean and volatility and where W t is a Brownian motion with respect to some probability measure P. Under such assumptions for the underlying asset, it can be shown that in a riskneutral world the process S t can be written as:
where W t * is again a Brownian motion with respect to Q, an equivalent martingale measure and where r and r * represent the domestic and foreign continuously compounded risk free interest rates. Under log-normality the RND associated with the future exchange rate can be obtained by the fact that ln(S t ) follows a normal with mean ln(S t )+(rϪr * Ϫs 2 /2)T and variance s 2 T. This result follows from Ito's lemma.
3
Thus, the RND is
For this situation call and put options can be evaluated as truncated expectations. Garman and Kohlhagen (1983) , following the methodology outlined by Black and Scholes (1973) and Merton (1973) obtain:
As a consequence of non-arbitrage, under the risk-neutral probability the discounted expectation of the future price must be equal to the current price. This translates into the following martingale restriction:
3 From (Eq. (4)) we obtain d ln(S t )=(rϪr 2 ) then the density of S is f((ln(S)Ϫm)/s)/(sS) and its distribution function is ⌽((ln(S)Ϫm)/s). In this work f and ⌽ represent always the density and the cumulative density of the normal distribution.
The link between deltas and strike prices
OTC options' quotation is not done in terms of prices for a set of exercise prices but in terms of volatilities for options of various deltas. Given volatility, the spot exchange rate, the various interest rates, and time to maturity, there exists as we indicate below, a one-to-one relation between deltas and the strike price.
The delta of an option is defined as the derivative of the price with respect to the underlying value. Hence, for a call, and respectively for a put, we have
where d 1 is defined in Eq. (7). Since d is a strictly decreasing function of K, for each d there corresponds a unique strike price which can be extracted numerically.
Since European calls and puts are related through the put-call parity, if we have the K for a call then 1Ϫd corresponds to a put with the same volatility and the same K. In other words, rather than working with calls and puts we focus only on calls. In practice only in the money call and put options are quoted. The non-existence of call and put options with a same strike implies that we cannot back out further information such as an implied spot exchange rate.
Once the strike price K is obtained it is possible to invert the pricing Eqs. (5)-(8) for each option and to obtain for each one a price in FF. 
A non-structural approach
Focusing on Eq. (1), we obtain by applying Leibniz' rule, as in Breeden and Litzenberger (1978) , that
Thus, a simple computation of second derivatives gives us the actualized RND. This suggests a first method to extract a RND where the only (yet key) assumption to be made is that there exist enough strike prices to approximate numerically the density and where we need the assumption of arbitrage-free markets. However, numerical derivatives are known to be numerically unstable, and a more fruitful strategy is to assume that the RND, a(·), takes certain particular expressions. 4 If prices were quoted in numeraire, then, as the underlying asset changes, it would be necessary to continuously update the options price. Further, if options were quoted for a given set of exercise prices, as the spot rate moves it would be necessary to introduce new strike prices.
5 It should be mentioned that a(·) is the undiscounted RND on which we focus in this study whereas e ϪrT a(·) represents an Arrow-Debreu state price. In the literature this state price gets sometimes referred to as the RND. Sherrick et al. (1996) assume for a the Burr III distribution and Abadir and Rockinger (1998) fit densities derived from Kummer functions. In this work we do not pursue this road but follow Bahra (1996) , Melick and Thomas (1997) and Söderlind and Svensson (1997) who describe a as a mixture of log-normal distributions.
Let l(S t ;m i ,s i ) (L(S t ;m i ,s i )) denote the log-normal density (and its associated cdf) with parameters m i and s i then
will describe the option price as a mixture of M log-normal distributions. The a i are positive and sum up to 1. This formula can be evaluated easily since the formula for truncated expectations of log-normals,
gives us a formula, equivalent, from the point of view numerical complexity, to the Garman-Kohlhagen formula,
In addition, the martingale constraint can be imposed with
A semi-nonparametric approach involving Edgeworth expansions
In the following section we outline the method developed by Jarrow and Rudd (1982) for which a numerical application can be found in Corrado and Su (1996) . 
The idea of Jarrow and Rudd (1982) is to capture deviations from log-normality by an Edgeworth expansion of the RND a(S t ,t;S t ,t|q) in Eq. (9) around the log-normal density. 8 The use of an Edgeworth expansion in this context is conceptually similar to Taylor expansions but applies to functions. In a conventional Taylor expansion, some function is approximated at a given point by a simpler polynomial. Here, the RND is approximated by an expansion around a lognormal density. A further difference is that expansions are usually made to obtain simplifications whereas here the approximation, by involving parameters which can be varied, allows us to generate more complicated functions.
In the next section we will present an alternative approach given by Madan and Milne (1994) . There it is assumed that the RND can be obtained as a multiplicative perturbation of some given density. This multiplicative error allows for a certain control of higher moments. As shown further on, both methods can yield numerically similar results, conceptually, however, they are different.
First we will sketch how Edgeworth expansions can be obtained. Let A be the cumulative distribution function of a random variable X and a its density. Define the characteristic function of X as x(A,t)ϵ ͵ e ixt a(x)dx. If moments of X exist up to order n then there exist cumulants j (A) implicitly defined by the expansion
If a characteristic function is known, by taking an expansion of its logarithm around t=0, it is possible to obtain the cumulants. Between cumulants and moments up to the fourth order we have 1 
. Jarrow and Rudd show that an Edgeworth expansion of the fourth order for the true probability distribution A around the log-normal distribution L can be written, after imposing the condition that the first moment of the approximating density and the true probability are equal, ( 1 (L)= 1 (A)):
where e(s) captures terms neglected in the expansion. The various terms in the expansion correspond to adjustments of the variance, skewness, and kurtosis. This expression is similar to a Taylor expansion, yet it is not the same since the coefficients of the terms in d j l/ds j are parameters and not raised to a power.
Jarrow and Rudd show further that the price of an European call option struck at K can be written as
Since L stands for the log-normal distribution, it follows that C(L) corresponds to the Garman-Kohlhagen formula and higher order cumulants can be obtained as functions of elementary components:
where q=(e
Ϫ1)
1/2 and where the first relation follows from risk neutral valuation. Jarrow and Rudd suggest identification of the second moment by imposing 2 (L)= 2 (A). This argument is also justified on numerical grounds by Corrado and Su (1996) who notice that without this condition there will exist a problem of multicolinearity between the second and the fourth moment. Corrado and Su (1996) rather than estimating the remaining cumulants, ( 3 (A) and 4 (A)), estimate skewness and kurtosis (written respectively g 1 (A) and g 2 (A)) through
Clearly, similar expressions hold for the distribution L. Given the assumption of equality of the second cumulants in the approximating and the true distribution it follows that
Using this expression it is easy to estimate with NLLS the implied volatility, (s 2 ), skewness, (g 1 (A)), and kurtosis, (g 2 (A)).
The expression of the RND can be obtained after twice differentiating Eq. (11) with respect to K and then evaluating at S t :
and where m=ln(S t )+(rϪr * Ϫs 2 /2)T. These computations indicate that the RND in the Edgeworth case will be a polynomial whose coefficients directly command the skewness and kurtosis of the RND. We also notice that the RND involves rather complicated terms involving derivatives of the log-normal density.
A semi-parametric approach involving hermite polynomials
The theoretical foundations of this method are elaborated in Madan and Milne (1994) and applied in Abken et al. (1996) . Other recent research using Hermite approximations within an option pricing context is Knight and Satchell (1997) .
Their model operates as follows. First, they assume that the underlying asset follows a lognormal diffusion
where W t is a Brownian motion with respect to some abstract reference density f(•) assumed to be Normal with mean zero and variance 1. This implies, when we move to a discretization, that
where zෂN(0,1). The key idea of this approach is that the RND can be obtained through a multiplicative perturbation, (l), to the normal density so that a(z)=l(z)f(z). This can be alternatively viewed as a change in probability. Rather than assuming specific expressions for l to go from one probability to another as one does under the martingale approach for option valuation, they assume a parametric structure for l. The main thrust of their work aims at estimating l(z).
The key observation of their approach is that the reference measure being a normal one, the various components involved in the option pricing can be expressed as linear combinations of Hermite polynomials. Let {h k } ϱ k=1 be those polynomials. Such poly-nomials are known to form an orthogonal basis with respect to the scalar product
Since under the reference measure, f(z), the dynamics of the underlying asset are perfectly defined, Madan and Milne show how it is possible to write any payoff, such as for instance the payoff of a call option as:
The a k are well defined and their expression depends on m,s,T,t. On the other hand, it is also possible to write l(z) with respect to the basis as
(1) and given the orthogonality property of Hermite polynomials, the price of a call option can then be written as
where the p k =e
ϪrT b k are interpreted as the implicit price of polynomial risk h k . Since the Hermite polynomial of order k will depend on a kth moment we will also refer to p 3 and p 4 as the price of skewness and kurtosis.
For practical purposes, the infinite sum can be truncated up to the fourth order. One can then either estimate p k , k=1,…,4 or follow Abken et al. (1996) and impose p 0 =e rT , p 1 =p 2 =0 and estimate m, s, and p 3 ,p 4 . In this case the RND simplifies to
where the b i are parameters to be estimated. The parameters b 3 and b 4 correspond to the skewness and kurtosis if z follows a normal distribution. It is important to emphasize that unlike the Edgeworth case, since a further change of variable from z to S t has to be made, b 3 and b 4 will not correspond in general to the skewness 9
The Hermite polynomial of order k is defined by
where f is the mean zero and unit variance normal density. After standardization of the polynomials H k to unit norm, one obtains that the first four standardized Hermite polynomials are
and kurtosis of the future exchange rate S t . It is also worth mentioning that the expression given by Eq. (14) is sometimes called a Gram-Charlier expansions which is the basis for other recent research (as in Knight and Satchell, 1997) .
In the empirical part of this work we further pin down m by imposing the martingale restriction and estimate only s and the future value of the third and fourth price of risk. The actual risk neutral density a(S t ) can then be inferred using the change of variable z=[ln(S t )Ϫln(S t )Ϫ(rϪr * Ϫs 2 /2)T]/s√T. Careful comparison of this RND with the one obtained in the previous section shows that, even though both involve a polynomial of the fourth degree, those polynomials are not equal even though they may yield similar shapes in numerical applications.
Risk neutral density for a process with jumps
In this section we assume that S t is a log-normal jump-diffusion and hence the sum of a geometric Brownian motion and a Poisson jump process. The importance of jumps is emphasized by Jorion (1989) and Taylor (1994) . Pricing formula for the jump-diffusion can be found in Merton (1976) , Cox and Ross (1976) and Bates (1991 Bates ( , 1996a . Within this framework Malz (1996a,b) shows how information can be recovered from options when only very little information is available.
Under the assumption that the price process is the sum of a geometric Brownian motion and a jump component we can write that dS t ϭmS t dtϩsS t dW t ϩkS t dq t where q is a Poisson counter with average rate of jump occurrence l and jump size k. In a very general set-up k could be assumed to be a random variable.
The price process under the risk neutral probability can be shown to be Torous (1983, 1985) and Malz (1996a,b) assume for simplicity that over the horizon of the option there will be at most one jump of constant size. In this case, referred to as the Bernoulli version of the jump diffusion, the call and put prices become respectively:
P(S t ,T,K,s,r,r * ϩlk)ϩ(lT)P(S t (1ϩk),T,K,s,r,r * ϩlK).
In these formulae, 1ϪlT represents the probability of no jump before maturity. Bates and Malz point to the difficulty of disentangling l and k numerically. For this reason we will only interpret the expected jump size lk.
We also would like to mention, at this stage, that we will estimate this structural model for various dates and maturities. This will yield for each date and maturity a set of estimates. This may appear to contradict the assumption of constant parameters in the underlying process, on the other hand this issue is the same as with quoting options in terms of volatilities. We will follow the literature and interpret the estimates as being those perceived to be valid at some point of time by market participants until the expiration of the option. It should be further noticed that the time series of parameters so obtained may correspond to a process of the underlying asset which has little to do with historically observed processes.
Risk neutral density for a model with stochastic volatility
An alternative to assuming jumps is to assume, as in Heston's (1993) model, that volatility is stochastic. In the following, we recall the formulas used in Heston's model.
The price dynamics are assumed to be given by dS t ϭmS t dtϩͱv t S t dW 1,t , dv t ϭ(qϪv t )dtϩgͱv t dW 2,t .
The parameters of Heston's model are: q the long-run volatility, the meanreversion speed, and g the volatility of the volatility diffusion. v t is the instantaneous volatility. A priori v t is not a parameter to estimate but the realization of a random variable. However, since it is unobservable, it is fairly natural to estimate it with the true parameters. Lastly, r denotes the correlation between the two Brownian motions W 1,t , and W 2,t .
Heston shows that the call option price is
where the integrand can be constructed with
where l stands for the price of the volatility risk. The parameters to be estimated 10 i is the complex number, solution to i 2 =Ϫ1.
are a,b 1 ,b 2 ,r,g,v t . Because l is not identifiable we introduce * =q/(+l) and q * =+l. Thus, only 5 parameters have to be estimated. Given Eq. (9), the RND can be easily inferred. Since the option pricing formula involves integrals, clearly, the computation of the RND will also involve integrals. For numerical purposes this evaluation will take a significant amount of time.
The data
The OTC data used were provided by a large French bank. Options are issued on a regular basis and reach maturity between a few days and one year. Anecdotal evidence suggests that market participants consider this market liquid. We were able to obtain data for 20 irregularly spaced dates.
11 The first one was 17 May 1996 while the last one was 27 June 1997.
As discussed in Section 2.1.2, this type of option is quoted in terms of d. For all dates, we have at least information for options with d taking the values 10, 15, 20, 30, 40, 50 (corresponding to the at the money option), 60, 70, 80, 85, 90 . Between the first date and June 1996 we also have information for the 5 and 95 delta options. Since options in the extremes were rather illiquid, their quotation was given up at that time. In this study we used data for all possible d.
For all dates, we were given bid and ask prices for in the money put and call options. Following the literature, we decided to work with the average between the bid and ask prices. Even though we obtained all results for options with 1, 2, 3, 6, 9, and 12 month to maturity, we decided to report the results for fewer maturities.
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The interest rates r and r * are the domestic (French) and foreign (German) eurocurrency interest rates chosen to match the expiration of the options. We transformed these rates into their continuously compound equivalents. The spot exchange rate is easily available.
By using a numerical procedure and the methodology outlined in Section 2.1.2 we extracted for each option of a given maturity the corresponding strike price. The difference between the actual data and the delta obtained for the optimal K was in all cases smaller than 0.07% of the initial delta!
Cross-sectional comparison
In this section we are going to present and interpret estimation results for two dates only. In the next section we will compare the methods within a time series context.
To get a feel for the data at hand, we trace the volatility of an option as a function of the delta and maturity in Figs. 1 and 2. If log-normality held, then we should observe one straight line independent of maturity. For a given maturity, the deviation from the straight line is called the volatility smile. The shift across maturities is the term structure of volatilities. Here options with low d (high strike prices) are highly valued, meaning that the market expects an increase in the exchange rate (a FF depreciation). The smiles indicate that more complicated models than the Garman-Kohlhagen model should be considered for the data at hand. For future comparisons we nonetheless estimated this model, using the NLLS procedure outlined in Appendix A. This yielded for each data point and maturity a single volatility estimate. These volatilites are then used to construct a set of benchmark RNDs which will be presented later on for comparison purposes.
We also estimated the parameters for the other non-structural models. For the mixture of log-normals the values of the parameter estimates have no obvious explanation but they could be used to infer the various moments of the mixture density. For the Edgeworth expansion the parameters correspond to the volatility, skewness, and kurtosis of the underlying density. We decided, however, to compare the moments of all models simultaneously at a later stage. Before discussing moments we wish to present the parameter estimates for the structural models of Malz and Heston which do have an economic meaning.
Parameter estimates for structural models
The jump-diffusion case
We first turn to the parameter estimates for the jump-diffusion model of Malz presented in Table 1 . Turning to the first date we notice that s increases from 0.0172 to 0.0205. This means that investors expect a greater uncertainty about price movements in the longer run. The probability that a jump occurs before maturity, (lT), varies from 0.0399 to 0.0699 suggesting that for the calm date investors do not believe in a great likelihood of a jump occurrence.
Turning to the expected jump size, (lk), we notice that this measure decreases a This presents the parameter estimates for the Bernoulli version of a jump-diffusion. s is the diffusion volatility. The jump will occur with probability l within one year. Its size is k. lT represents the probability of a jump to occur before the maturity of the option. lk is the annualized impact of a possible jump. Parameters are always estimated using non-linear least squares as further explained in the appendix. All options are European. For 17.05.96 (25.04.97) we have options for 13 (11) deltas. The first date corresponds to a calm market whareas the second one to an agitated market. from 0.0104 to 0.0058. This means that what is considered to be a jump in the short run becomes normal in the long run. To sum up, investors expect that a jump will occur with a higher probability in the long run but then only large variations will be considered jumps.
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Turning to the second date, when the market was more agitated, we notice that s decreases across maturities. Further, for the one month to maturity, s is higher for the new date than for the first date (0.0186 against 0.0172). In the long run, instead s is smaller for the new date. Those results suggest that there was higher non-directional uncertainty for the short run after Chirac's announcement of a snap election: markets were expected by investors to either move up or down. In the long run, however, since then fundamental uncertainty given by s is now smaller than for the first date, investors appear to anticipate the creation of a single currency area. Clearly, for a single currency area one expects s to vanish completely.
The jump probability lT decreases from 0.0717 to 0.0574 showing that investors attach also a higher probability to a depreciation of the Franc in the short run. When turning to the impact of a jump on prices, given by lk, we notice its sharp increase relative to the first date and this for all maturities. The sign, which is always positive for this component, suggests that, if anything, the FF was expected to depreciate against the mark. To sum up, Chirac's announcement led to important market turbulences. On 25 April 1997 in an environment of agitated foreign exchange markets, investors expected that a jump of rather large magnitude would occur in the short run.
Stochastic volatility
After estimating this model for each maturity, given the great instability of the parameters across maturities, we decided to also report in Table 2 , the estimates for the stochastic volatility model where for a given date we used all maturities simultaneously.
We notice for the first date that the long-run volatility (√q * ) increases from 0.0264 to 0.0349 whereas for the second date it decreases from 0.0720 to 0.0038. This variable captures a similar message than the diffusion volatility namely that on a normal, calm day there should be an upward sloping term structure of volatilities, and a decreasing one (or at least a less steep one) on a day with agitated markets.
The parameter r captures the skewness of the distribution, i.e. the probability of an asymmetric event. Its impact on the RND has to be read in combination with g, the volatility of volatility. We notice for both dates that g decreases whereas r increases with maturities. Those findings appear similar to the ones for lk of the jump diffusion model, namely, that in the long run an event has to be very large in order to be considered as a shock (i.e. to be generating skewness through r). In other words, in the long run most of the events are considered normal. 14 Some of the parameter estimates display rather large variability. For this reason we also estimate the model with all maturities simultaneously. We first notice that for the first date the measure of current volatility, √v t , (0.0224), is smaller than for the second date, (0.030). This shows that the joint estimation is able to capture the increased market uncertainty due to political risk on the second maturity. The parameter r which captures the slope of the smile has also increased. The parameter √q * corresponds to the long-run volatility. This parameter takes the value 0.0316 for the first date and 0.0283 for the second one. This decrease in value confirms what we obtained with the jump-diffusion namely that investors are more confident on the second date that in the long run market volatility will be small because of a possible unique European currency. The parameter * , capturing the speed by which volatility is mean-reverting, decreases from 4.03 down to 3.282. 15 This means that for the more agitated date investors expect that it will take longer before the market reverts to normal. This observation is further corroborated by g, the volatility of volatility. This parameter increases slightly from the first to the second maturity.
Moments for the various models
To further compare the different models we check the statistical properties of the various RNDs, displayed in Table 3 . First, we verify that the first moment of the RNDs is equal to the forward rate. Second, we check how the constraints imposed 3989, 3.3933, and 3.4131 (3.3740, 3.3758, and 3.3820) .
by log-normality on the third and fourth moments can bias the variance estimates. Last, it is tempting to compare the estimates of the skewness and the kurtosis obtained under the different RNDs.
Some models (log-normality, Edgeworth expansion and jump diffusion) impose the constraint that the first non-central moment equals the forward rate. For other models, the better the adjustment, the closer the first moment is to the forward rate. We notice that for the first date, all the models give a first moment equal to the forward rate. For the second date however, the Hermite approach gives a small gap for the 3-months maturity (3.3749 instead of 3.3758) and similar for the 12 months maturity.
As far as volatilities are concerned, we see the bias implied by the log-normality assumption: the volatility induced by the log-normal model appears systematically smaller than what one obtains with the other approaches. Otherwise, we observe substantial homogeneity in the volatilities given by the other models.
The estimates of skewness and kurtosis are much more divergent, since at this level the specifics of the different models matter. The log-normal model is less interesting from this point of view, since on theoretical grounds it does not allow for asymmetry or fat tails. First, we observe that skewness as well as kurtosis are generally far from what is obtained under log-normality: for the first date for instance, skewness is between 0.68 and 1.48 and excess kurtosis is between 2.74 and 4.39. The skewness obtained from semi-nonparametric models is systematically lower than the skewness obtained with other models, although this difference is small. We do, however, notice pronounced differences, between models, of kurtosis; the log-normal mixture model and the stochastic volatility model generally give very large excess kurtosis (especially for the second date).
The graphs of the RND corroborate our earlier findings. All RNDs differ significantly from the benchmark. Further, we notice that the RNDs for the Hermite and Edgeworth expansion are very close. These two approaches have the unfortunate drawback of yielding negative densities. The reason for this is that only a limited range of skewness-kurtosis pairs are compatible with positive approximations.
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Going back to Table 3 , we see that for those approximations skewness and kurtosis are always smallest: the reason is that those methods have difficulties accommodating higher moments beyond a certain range. Those models seem unable to capture the high skewness of exchange rate data.
When we inspect Figs. 3-6 we realize that the model with stochastic volatility distinguishes itself by a curvature which is less pronounced than the other models. This means that this type of model has difficulties in capturing the strong skewness which appears in the data. When going back to Table 3 we notice that the model with stochastic volatility always has smaller values of skewness but at times the largest kurtosis. This suggests that the stochastic volatility model is unable to capture the asymmetry in the data and suggests as a substitute for skewness a higher kurtosis. In a situation in which fears are directional (such as for a devaluation) this feature seems to be somewhat beside the point.
To summarize, we notice a great deal of homogeneity for the different models as far as the first and the second moments are concerned. What really differentiates the models is their ability to capture the third and fourth moments.
The use of RNDs
An important point to check in the comparison of the various methods is whether they give similar confidence intervals. This point is of particular interest for policymakers, since the bandwidth of confidence intervals can be seen as an indicator of credibility of monetary policy. As is well known, it is not possible to extract directly forecasts from option prices, since the underlying distributions are based on the assumption of risk neutrality of market participants. It might be argued that this type of analysis is misleading since one assumes risk neutrality. However, Rubinstein (1994, p. 804 ) using a numerical example states: "…despite warnings to the contrary we can justifiably suppose a rough similarity between the risk-neutral probabilities implied in option prices and subjective beliefs." For this reason we follow Campa et al. (1997) and construct RNDs which are based on the forward rate. In this case, confidence intervals are not interpreted in levels, because it is misleading to read a floor and a ceiling of an interval in FF/DM. One can analyze the relative intervals and the relative bandwidths expressed as a percentage of the forward rate. Thus, we estimate, for each maturity and each method, two confidence intervals: the bands of minimum width such that market participants put a 90% (and a 95%) probability on the fact that the FF/DM will be inside the band at the end of the period. As the RNDs are centered on the forward rate, we define the bandwidth as half the difference between the floor and ceiling expressed as a percentage of the forward rate. Table 4 reports the estimates of the floor, the ceiling, and the bandwidth. Several points are worth noting: first, we clearly observe the asymmetry of the RNDs for all methods and all maturities since the forward to floor ratio is always smaller than the ceiling to forward ratio. For instance for the bandwidth containing 90% of the distribution on 17 May 1996 for the 1-month maturity, the former is about 0.85% whereas the latter is about 1.4%. For more distant maturities, the gap is even larger.
In the same way, we notice that the asymmetry increases for the second date, since the ceiling to forward ratio is at least twice the forward to floor ratio. This result clearly shows that the uncertainty on April 1997 was unfavorable to the FF.
Second, the excess kurtosis can be measured to a certain extent from the bandwidth. As clearly appears to be the case, for a given probability, the bandwidth of the log-normal model is always narrower than the ones of the other approaches. This means that, for a given bandwidth, the more sophisticated methods (which allow for fat tails) will give a higher probability outside the bandwidth than the lognormal model.
The comparison of the various methods is also interesting. The log-normal model shows no asymmetry since the forward to floor ratio and the ceiling to forward ratio are almost the same. Other approaches are much more homogeneous, except perhaps 
Time series comparison
In this section we compare the performance of the various models and show how they can be used to read information contained in the data.
Relative performance
As a preliminary remark, we have to mention that we decided, in the time-series context, to drop the model with stochastic volatility. The reason for this is the obvious difficulty of that model in capturing the large skewness which appears to reside in the data at hand.
17 Tables 5 and 6 show the absolute relative errors for the various dates and models. We notice in Table 5 that for the short maturity, for most of the cases, the mixture of lognormals is the best model. For the short maturity we notice further that the jump diffusion model also does quite well. Table 6 shows that for the longer maturity option Malz's model is the best except for one date. For practical purposes, this suggests that one should use for short-run options the mixture of log-normals model and for long-run options the jump-diffusion model.
The message contained in confidence intervals
As an illustration we display in Fig. 7 the evolution of the 90% confidence interval over the 20 dates for which we have information. We have chosen as a model the mixture of lognormals since it appears to be a good method for the short run.
In the summer of 1996 we observe a strong widening of the interval. Anecdotal evidence suggests that this is related to the political uncertainty in France. First, at the beginning of the summer there was a cabinet reshuffling and more importantly the financial markets had doubts about the ability of France to satisfy the public deficit criterion of the Maastricht treaty. The depreciation of the FF, therefore, was accompanied by the widening and an upward shift of the confidence interval. After a reassuring budget announcement, we see both an appreciation for the FF and a a This table presents the absolute relative errors (ARE) for the various models for the 1 month to maturity options. The * marks the model with the smallest error for a given day. The mnemonics Bench, Mix, HE, ED, JD stand respectively for the benchmark, mixture of lognormals, Hermite approximation, Edgeworth expansion, and jump-diffusion model. narrowing of the interval. At the end of 1996 we see a new widening of the interval, but without a depreciation of the FF. This can be explained by heterogeneity of beliefs. If a small number of investors believe that markets may increase strongly and a large number of others believe that markets will move downwards each week then we expect that the confidence interval to widen but the forward rate to remain unchanged.
Later on, the interval regularly narrowed up to April 1997. At this time President Chirac announced a sudden election. Once again, the widening of the interval is associated with an upward shift: the forward exchange rate is about 3.38, and the market participants attach a 10% probability to the event of an exchange rate higher than 3.34. After the election and the victory of the left-wing coalition, the interval tends to decline significantly, but the upward shift clearly remains. This is associated with the new government's reassuring statement about EMU and its general economic policy.
Conclusion
In this paper we implement several methods that extract risk-neutral densities. The methods range from the non-structural (given by a mixture of lognormals) to the First, we compare these various methods for two dates. The first date is a rather calm one while the second date corresponds to an agitated market. We find that all models yield RNDs which differ significantly from the lognormal benchmark. Concerning stability and speed of estimation, we find that the mixture of lognormals and the stochastic volatility model require fixing some parameters on a grid and then estimating the remaining ones. This obviously results in a rather slow procedure. The other methods in contrast converge quickly and yield rather stable results.
We find further that models differ in their ability to capture the large skewness existing in the foreign exchange data at hand. In particular, the polynomial approximations and the stochastic volatility model have difficulties at this level.
Second, we compare the various methods on time-series data using as criterion the absolute relative error. We see that the mixture of lognormals model performs well on short-maturity options and that the jump diffusion model outperforms all models for longer maturities. The construction of confidence intervals reveals interesting patterns and shows their usefulness for policy makers and for investors who need to know what other market participants anticipate about a market's future. where ⌰ is the domain to which q can belong.
For some of the models, the parameter estimation turned out to be difficult. In particular, if parameters need to be obtained in a systematic way such as in the timeseries framework, it becomes necessary to make sure that the algorithm does not diverge. In most cases, what did the trick was, first, to restrict parameters in certain intervals (such a restriction can be obtained by using a logistic transform) and, second, to force certain parameters to take values on a grid whereas the other parameters were obtained without restrictions. When a parameter was on a grid we eventually ran an unconstrained estimation using as starting values the estimates obtained over the grid that had a minimum error.
We encountered difficulties in the following cases: For the mixture of lognormals case we noticed that we often obtained parameter estimates in which all the weight was put on one density and yielding a degenerate density (with zero variance) for the density with no weight. Further experiments with this method revealed the existence of multiple minima. To mitigate this problem we decided to take the weight over a grid starting close to 0 and ending close to 1 and to estimate for each of the weights optimal parameters. We also decided to constrain, by using a logistic transform, the means of the various densities in a range deemed to be reasonable.
We encountered similar difficulties in estimating the stochastic volatility model. For this case, we forced the l parameter on a grid to take values between two bounds chosen sufficiently wide apart to cover a reasonable range of values. All other methods tended to be fast and stable.
