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Abstract
Time series forecasting is a fundamental prerequisite for decision-making processes
and crucial in a number of domains such as production planning and energy load
balancing. In the past, forecasting was often performed by statistical experts in
dedicated software environments outside of current database systems. However,
forecasts are increasingly required by non-expert users or have to be computed fully
automatically without any human intervention. Furthermore, we can observe an
ever increasing data volume and the need for accurate and timely forecasts over large
multi-dimensional data sets. As most data subject to analysis is stored in database
management systems, a rising trend addresses the integration of forecasting inside
a DBMS. Yet, many existing approaches follow a black-box style and try to keep
changes to the database system as minimal as possible. While such approaches are
more general and easier to realize, they miss significant opportunities for improved
performance and usability.
In this thesis, we introduce a novel approach that seamlessly integrates time series
forecasting into a traditional database management system. In contrast to flash-back
queries that allow a view on the data in the past, we have developed a Flash-Forward
Database System (F2DB) that provides a view on the data in the future. It supports
a new query type — a forecast query — that enables forecasting of time series data
and is automatically and transparently processed by the core engine of an existing
DBMS. We discuss necessary extensions to the parser, optimizer, and executor of a
traditional DBMS.
We furthermore introduce various optimization techniques for three different types
of forecast queries: ad-hoc queries, recurring queries, and continuous queries. First,
we ease the expensive model creation step of ad-hoc forecast queries by reducing the
amount of processed data with traditional sampling techniques. Second, we decrease
the runtime of recurring forecast queries by materializing models in a specialized in-
dex structure. However, a large number of time series as well as high model creation
and maintenance costs require a careful selection of such models. Therefore, we
propose a model configuration advisor that determines a set of forecast models for
a given query workload and multi-dimensional data set. Finally, we extend forecast
queries with continuous aspects allowing an application to register a query once at
our system. As new time series values arrive, we send notifications to the appli-
cation based on predefined time and accuracy constraints. All of our optimization
approaches intend to increase the efficiency of forecast queries while ensuring high
forecast accuracy.
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1. Introduction
Time series forecasting has been subject to intensive research for a long period of
time and still offers many open research problems (Gooijera and Hyndman, 2006).
Moreover, the data mining community identified time series mining as one out of
ten challenging research problems in data mining (Yang and Xindong, 2006). This
comes as no surprise as forecasting is crucial for a number of domains, ranging from
production planning, energy load balancing, and online display advertisement. The
Data Warehousing Institute (TDWI) surveyed about 400 IT professionals and data
analysts, where nearly 80% of the respondents said “reacting more quickly to chang-
ing market conditions is a business benefit they seek” (Stodder, 2012). The overall
business goals are often to use predictive insights to anticipate, rather than react
to customer behavior. About 31% of the respondents are implementing predictive
modeling to achieve this goal. Often any increase in forecast accuracy, even a very
small one, can lead to a huge financial benefit (Soares and Medeiros, 2008). As
models grow more sophisticated and several forecasting techniques are combined
(Mancuso and Werner, 2013), the quality of prediction increases but also becomes
more and more computational expensive.
In the past, time series forecasting was often performed by highly qualified sta-
tistical experts, with long experience in the company, who manually experimented
with different forecasting algorithms and parametrizations using dedicated statisti-
cal software environments (Kusters et al., 2006). Over the last few years, we are
experiencing a paradigm shift, which is not just related to forecasting but valid for
any kind of sophisticated statistical algorithm. We can observe the transition of
traditional database systems to big data stores where massive amounts of data ar-
rives continuously in real-time from vast data sources. This development results not
only in big challenges but also big opportunities for analyzing large data sets in real-
time, which further leads to better-informed business decisions (Kumar et al., 2013).
As a consequence, modern data analysis in database management systems involves
increasingly sophisticated statistical methods that go well beyond the roll-up and
drill-down over simple aggregates of traditional BI (Cohen et al., 2009). Accord-
ing to another TDWI Research survey, in-database analytics is the fastest-growing
option for high-performance data warehousing (Russom, 2012).
Moreover, sophisticated models and advances in autonomic model selection and
self-management make advanced data analytics more useful for users and appli-
cations. On the one hand, data mining is increasingly performed by people who
are not mathematicians or statistical experts. Many users do not want to concern
themselves with tasks like model selection and training and are satisfied with “good
enough” forecasts (Akdere et al., 2011). On the other hand, there is a frequent need
1
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for fully automatic forecasting without any human intervention (Hyndman et al.,
2002). In modern smart grids, for example, automatic forecasts of energy demand
and supply are required every few minutes or less for a very large number of time
series (Boehm et al., 2012).
Several research groups (e.g., Cohen et al. (2009), Kumar et al. (2013)) and major
database vendors (e.g., Milenova et al. (2005), Große et al. (2011)) are making an
effort towards integrating sophisticated statistical algorithms, such as time series
forecasting, into classical data management platforms. However, many existing ap-
proaches follow a black-box style and try to keep changes to the database system as
minimal as possible, for example, by using user-defined functions or by connecting
the database system with a statistical software environment. While such approaches
are more general and easier to realize, they miss significant opportunities for perfor-
mance improvements. Moreover, most approaches still think in terms of statistical
models and statistical algorithms, and try to get a database system to act like a
statistical software environment. Such approaches ignore the concept of declarative
database queries that do not care about the actual computation of query results.
Many years of research have resulted in sophisticated database systems that
provide abstraction levels, declarative query languages, and powerful mechanisms
for accessing, partitioning, filtering, and indexing data. Instead of ignoring existing
understandings and achievements, time series forecasting should be seamlessly
integrated into the existing infrastructure of a traditional database management
system. A tight coupling of the time series forecasting process with a database
management system exhibits three major advantages:
Consistency First, on a conceptual level, the integration avoids data redun-
dancy in databases and external functions or applications and helps in ensuring
consistency between data and models. Updates to base data are directly noticed
and can immediately trigger model maintenance, leading to up-to-date models at
all times.
Usability Second, along with the traditional ANSI/SPARC architecture of a
DBMS, which has the goal to separate a user’s view of the data from its physical
representation, forecast queries are handled transparently to the user by the
underlying database system, maintaining the declarative interface of a DBMS. This
enables forecasting for any user without statistical knowledge, leading to increased
usability of the forecasting process. On application level, this opens the possibility
to automatically process and forecast a large number of time series. Additionally,
declarative query languages allow the linkage of forecast results with other source
data within a DBMS (e.g., using joins).
Efficiency Third, in terms of efficiency, communication overhead and data
transfer to external components is avoided and, more importantly, existing database
infrastructure can be exploited. Query engines are based on the concept of logical
and physical database operators and corresponding cost models, allowing powerful
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query optimization techniques. Moreover, existing mechanism for accessing, index-
ing, and materializing data can be exploited and adapted to time series forecasting.
Along with the concept of materialized views and indexes, the preselection of
forecast models highly increases the efficiency of subsequent forecast queries.
Forecast models can be stored, indexed, and reused by multiple queries. Moreover,
the concept of a traditional view and index advisors can be exploited, enabling
smart selection strategies for forecast models.
Having these advantages in mind, in this thesis, we introduce a novel approach that
seamlessly integrates time series forecasting into an existing database management
system. In contrast to flash-back queries that allow a view on the data in the past,
we have developed a Flash-Forward Database System (F2DB ) that provides a view
on the data in the future. It supports a new query type — a forecast query — that
enables forecasting of time series data and is automatically and natively processed
by the core engine of an existing DBMS.
Summary of Contributions
Overall we make three major contributions: (1) we enable forecasting functionalities
within a DBMS, (2) we increase the efficiency and (3) the accuracy of forecast
queries exploiting database techniques. In more detail, our main contributions are:
 We survey the recent literature on approaches to integrate general statistical
methods as well as specific time series forecasting techniques into a DBMS.
As in-DBMS analytics pose quite a new research field, to the best of our
knowledge, there is no existing work that gives an extensive overview over the
current state-of-the-art (Fischer and Lehner, to appear 2014).
 We present a novel conceptual architecture that integrates the whole forecast-
ing lifecycle natively into a DBMS. Our architecture extends the traditional
ANSI/SPARC architecture with time series forecasting functionalities. We in-
troduce time series relations and forecast models as conceptual data entities
and explain their impact on all three levels of the traditional ANSI/SPARC
architecture (Fischer et al., 2012b).
 We extend the query processing engine of a traditional DBMS to be able to
process forecast queries. This includes SQL extensions for declarative fore-
cast queries, novel logical and physical operators, novel cost models for the
respective operators, and a unified execution model. The latter is based on
a generic forecasting method interface that allows the integration of arbitrary
forecasting methods, evaluation, and maintenance strategies into our database
system. We, furthermore, discuss the relationship of forecast operators with
existing relational operators and outline query restructuring and optimization
directions (Fischer et al., 2012d).
 We propose advanced optimization techniques for enumeration and aggrega-
tion forecast queries that decrease the execution time of ad-hoc forecast queries
3
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without loss in forecast accuracy. The optimization technique for enumeration
queries exploits the iterator-based execution model of a database to compute
an optimal history length based on early time series in plan, which is then
reused by subsequent time series. The optimization technique for aggregation
queries exploits sampling concepts to reduce the number of models that are
required for computing the forecast result of an aggregation forecast query
(Fischer et al., 2012e).
 We decrease the runtime of recurring forecast queries by materializing fore-
cast models. We propose a novel index structure that stores models built at
query runtime, efficiently finds existing models for a given forecast query, and
maintains materialized models as new time series data arrives (Fischer et al.,
2010).
 We further propose a forecast model advisor that reduces model maintenance
overhead and increases the accuracy of forecast queries. It is based on a unified
concept for reusing forecast models and, in the style of traditional materialized
view or index advisors, suggests a physical design of forecast models for a given
data set and query workload. The advisor is able to scale to large data sets
by heuristically selecting candidate models, for which models are built and
empirically evaluated (Fischer et al., 2011, 2013).
 We, finally, extend the original definition of forecast queries with continuous
aspects, allowing an application to register a query once at our system. As new
time series values arrive, we send notifications to the application based on pre-
defined time and accuracy constraints. Hereby, we focus on reducing the costs
of the application by optimizing the notifications sent to the application, i.e.,
by balancing the number of notifications and the notification length (Fischer
et al., 2012a,c).
Roadmap
Figure 1.1 illustrates the overall structure of this thesis. In the first part of this
thesis, we give the necessary background on time series forecasting and on our system
architecture. Chapter 2 starts with application examples for time series forecasting
and gives a brief introduction to the mathematical foundations of forecasting. The
chapter concludes with a set of requirements for a flash-forward database system. In
Chapter 3, we shift our attention to the actual integration of time series forecasting
inside a DBMS. We review and classify existing work on in-DBMS approaches of
arbitrary statistical methods as well as specific time series forecasting techniques.
Based on the limitations of existing work, we introduce the general architecture of
our flash-forward database system.
The second part of this thesis details the different components and optimization
techniques of the flash-forward database system. The proposed optimization tech-
niques address three different query types: ad-hoc forecast queries, recurring forecast
queries, and continuous forecast queries. In detail, Chapter 4 explains the neces-
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Chapter 2
Foundations of Time Series Forecasting
Chapter 3
In-Database Forecasting
Chapter 4
Processing Forecast Queries
State-of-the-Art and 
Background
Database Components and 
Optimization Techniques
Chapter 6
Subscription-Based Forecast Queries
Chapter 5
Materialization of Forecast Models
Ad-hoc Queries
Recurring Queries
Continous Queries
Figure 1.1.: Structure of this Thesis
sary extensions to the query engine of a DBMS, starting from the parser up to the
executor. Chapter 5 is dedicated to the preselection, materialization, and reuse of
forecast models. Finally, Chapter 6 extends forecast queries with continuous aspects,
enabling subscription-based forecast queries. Each chapter builds upon the results
of the previous chapters and concludes with respect to the defined requirements in
Chapter 2. Chapter 5 extends some of the core functionality defined in Chapter 4.
We finally conclude this thesis in Chapter 7 with a summary and a discussion of
open research challenges.
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2. Foundations of Time Series
Forecasting
Time series forecasting is an important instrument for manual and automatic de-
cision making processes in many domains. In this chapter, we set the foundations
of time series forecasting. We first introduce and discuss characteristics of three
applications that rely on time series forecasting for decision making (Section 2.1).
Subsequently, in Section 2.2, we survey the mathematical fundamentals of time se-
ries forecasting and define key terms that are required for understanding this thesis.
Based on the three application scenarios and the characteristics of the traditional
forecasting process, we conclude with requirements of time series forecasting in the
context of database management systems (Section 2.3).
2.1. Applications
Time series data appears in numerous domains and often forecasting of such data
is required for planning and decision making processes. Figure 2.1 shows a coarse-
grained classification of major application areas of time series forecasting as well as
some specific examples of forecasting targets in those areas. Application areas range
from agriculture, where the prediction of animal populations, yield outcomes, or
milk production is required, up to utilities, which include the prediction of energy,
water, or gas production and consumption. In this section, we discuss the charac-
teristics of time series forecasting on three selected application areas. We start with
production planning in Subsection 2.1.1 and the characteristics of forecasting sales
figures. Then, in Subsection 2.1.2, we discuss the challenge of balancing the electri-
cal grid by forecasting energy production and consumption. Finally, in Subsection
2.1.3, we introduce the area of online display advertisement, which requires accurate
prediction of user visits on web pages.
2.1.1. Production Planning
Production planning takes place within a manufacturing process and ensures that
sufficient raw materials, staff, and other necessary items are produced and ready
to create finished products according to a specified schedule. In this context, sales
forecasts are an essential input to logistic and supply chain management (Mentzer
and Bienstock, 1998). They help to make decisions about where to stage the raw
material necessary for the production of products or how to move finished products
7
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Industry
Politics
Agriculture Computing Crime Demography
Finance Health
- Election Outcomes
Sports
Meterology
Physics Utilities
Economic
Transport/Tourism
Chemistry
- Energy Balancing
- Gas Production
- Online Advertisement
- Query Processing
- Player Performance
- Team Performance
- Earthquakes
- Sunspots
- Animal Population
- Yield
- Robberies
- Drunkenness
- Population Rates
- Immigrants
- Stock Development
- Price Development
- Production Planning
- Inventory Planning
- Temperature
- Rainfall
- Infections
- Suicide Rate
- GDP
- Inflation
- Tourist Visits
- Airline Passengers
- Chemical 
Concentration
Figure 2.1.: Classification of Forecasting Applications
to a specific location. Furthermore, sales forecasts allow the analysis of market
trends and developments.
Typically, large volumes of historical sales data is stored in database management
systems and collected according to various characteristics of products, stores, and
customers. Often a multi-dimensional data model is used for such kind of appli-
cations, where different facts (often called measures) are organized along several
dimensions (Ramsak et al., 2001, Feng, 2011). The measures within a dimension
are further divided into hierarchies to support multiple granularities. The example
shown in Figure 2.2 is based on one fact table with three sales measures: turnover,
quantity, and price; and three different dimensions: customer, product, and time.
Each dimension is described by multiple hierarchies. For example, the customer
dimension has three hierarchies, where the first hierarchy is a geographical hierar-
chy grouping measures by cities, states, and countries. Thus, sales measures are
recorded together with the detailed location of the customer. In this context, an-
alytical database queries are not interested in single measures but in some form of
summarized data (e.g., sales in a certain area). The dimension hierarchies provide
the key navigation paths for interactive OLAP (Online Analytical Processing) on
the data, allowing for meaningful query formulation via drill-down, roll-up, or slice-
and-dice operations (Kimball and Ross, 2002). Such queries serve as input for sales
forecasting, which opens up many challenges in terms of computation efficiency and
forecast accuracy.
According to Mentzer and Bienstock (1998), a sales forecasting system should
follow several principles. First, sales forecasts should be provided in a central sys-
tem and tightly coupled with the database management system, allowing fast access
by various departments, such as production, distribution, and marketing. Second,
forecasts have to be available in various horizons (short-, mid-, and long-term) and
hierarchical levels, depending on the company’s needs. For example, supply chain
managers require long-term sales forecasts to plan production and storage facilities,
whereas short-term forecasts are required for timely transportation decisions. Third,
the complexity of forecasting should be hidden from a decision manager, which is
usually not an expert in the statistical area. Forecast results need to be provided in
an easy-to-use format. Fourth, a sales forecasting system should include a suite of
8
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Customer Dimension Product Dimension Time Dimension
Geography Hierarchy 2 Hierarchy 3 Classification Hierarchy 2
Country
State
City
Fact Table
Turnover, Quantity, Price
Level 2
Level 1
Level 2
Level 1
Level 3
Category
Family Level 1 Day
Month Week
Quarter
Time
Level 2
Figure 2.2.: Multi-Dimensional Organization of Sales Data
time series techniques and provide a combination of different techniques to benefit
from their specific advantages, where Mentzer and Bienstock see time series, regres-
sion, and qualitative techniques (see Section 2.2) as the most important approaches
in sales forecasting. Finally, the best forecasting techniques for a time series should
be selected automatically, by trying a number of different techniques and selecting
the technique that provides the best forecast accuracy.
2.1.2. Energy Load Balancing
As another application example, consider the energy market domain. One major
challenge is the constantly increasing capacities of renewable energy sources (RES)
due to governmental regulation efforts (e.g., climate saving propositions) and ex-
cessive funding policies (European Commission, 2011). Renewable energy sources
pose the challenge that production depends on external factors (wind speed and
direction, amount of sunlight, etc.). Hence, available power can only be predicted
but not planned, which makes it rather difficult for energy distributors to efficiently
include RES into their daily schedules. Several international projects address this
problem with different strategies (price control, energy storage, or balancing), e.g.,
Boehm et al. (2012), Meregio (2013), and Peeters et al. (2009). One example is the
MIRABEL project (Berthold et al., 2010, Boehm et al., 2012) that aims to balance
energy demand and supply based on user-defined time and amount flexibilities, ex-
pressed in so-called flex-offers. A typical use case for such kind of flex-offers is given
by electric vehicles. Often electric vehicles are parked at home in the evening and
have to be loaded until the morning. If, for example, the loading time lasts two
hours, the energy demand for loading the vehicle exhibits time flexibility and can be
expressed in a flex-offer. Mismatches of supply and demand can then be balanced by
a centralized scheduling component exploiting these flexibilities. The energy man-
agement of data centers poses another application area of such flexibilities, where
workloads are dynamically scheduled to maximize the usage of renewable energy
sources (Chen et al., 2013).
9
2. Foundations of Time Series Forecasting
Level 2
Traders
C
o
m
m
u
n
ic
at
io
n
Level 1
Prosumers
Level 3
System Operator
Node Business Logic
...
...
Storage Management
Scheduling
EDM
ForecastingFlex-Aggregation
Subscription 
Processor
Querying Interface
Query 
Processor
Flexible
Non-
Flexible
Figure 2.3.: Architecture of an Energy Data Management System
Load management and balancing are done by different roles (prosumers, traders,
system operators) in the hierarchically organized energy market and often based on
so-called energy data management (EDM) systems (Fischer et al., 2012c, Ulbricht
et al., 2013a). The main components of such an EDM system in the MIRABEL
project are shown in Figure 2.3. The storage management component handles non-
flexible time series data (energy demand and supply) as well as flexible data in
form of flex-offers. For this, Siksnys et al. (2012) present a unified schema that
contains data both at the level of the entire electricity network as well as the level
of individual consumer or producer nodes. Besides a traditional query processor
with an associated query interface, two main analytical components are available —
aggregation component and forecasting component. The aggregation component is
responsible for aggregating customer flexibilities to combined flexibilities, whereas
the forecasting component provides demand and supply forecasts. A subscription
processor notifies applications of changes in flexibilities or forecasts. Applications
like scheduling, which are responsible for balancing the energy grid, are situated on
top of the EDM system in the node’s business logic and exchange messages with
other nodes via a communication interface.
All balancing approaches in the energy domain share the common characteristic
that they require accurate forecasts. Such forecasts are often made by domain-
specific forecasting techniques specifically designed for energy demand (Ramanathan
et al., 1997, Taylor, 2009) or supply (Ulbricht et al., 2013b). To forecast energy
demand, for example, Ramanathan et al. (1997) propose a multi-equation forecasting
technique that creates a different statistical model for each hour of a day and includes
various variables that capture the seasonality of the data as well as external influences
(e.g., temperature).
In the past, energy balancing was typically done once per day at a specific time
and, accordingly, one-day ahead demand forecasts were calculated only on a daily
basis. The need for fast response times to react to new market situations (e.g.,
10
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weather changes) as well as the continuous streams of new demand and supply
measurements poses additional real-time demands on the forecasting process. Thus,
the runtime of forecasting is very critical and, more importantly, forecast models have
to be continuously adapted to changes in the time series behavior. A subscription
service is required that informs applications about the availability of new forecast
values. This approach prevents repeatedly polling forecast results from the database
by applications and subsequently high application costs. Trigger conditions, based
on time or data changes, allow applications to specify when new forecast values
should be provided. Finally, the hierarchical organization of the energy market
requires a careful selection of the forecasting granularity (e.g., single wind installation
vs. complete regions), the efficient handling of real-time mass prediction processes,
and the guarantee of consistency between hierarchy levels.
2.1.3. Online Display Advertisement
As a third example, online display advertisement allows advertisers to promote their
products to users by having publishers display their graphical ads (e.g., images,
videos) on web pages. For example, a brokerage firm may wish to target males from
California who visit a Finance web site, and show an ad promoting its special offers
to those users. Such kind of targeted ads are channeled to users via ad networks —
intermediates that package and sell ad space from multiple publishers’ websites. To
match ads to appropriate users, meet advertisers’ goals, and ensure that opportuni-
ties to serve advertising are not wasted, ad networks must solve complex planning
problems (Turner, 2012).
The main components of such an ad network system are illustrated in Figure 2.4
(Mehta and Mirrokni, 2011). Contracts with advertisers can be sold in two different
forms: guaranteed delivery and non-guaranteed delivery (planning). In guaranteed
delivery, an advertiser can purchase a certain number of targeted user visits several
months in advance, whereas in non-guaranteed delivery advertisers can bid in real-
time in a spot market for user visits. The central question that arises in the context
of online display advertisement is that of inventory allocation, i.e., determining how
to allocate supply (user visits) to demand (advertiser campaigns) so as to optimize
for various publisher and advertiser objectives (ad serving). Hereby, ads shown to a
11
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specific user should be chosen based on that user’s characteristics, e.g., demographic,
geographic, or behavioral (targeting). In order to be able to accept contracts and
allocate inventory, an ad network has to have access to reliable forecasts of user
visits as well as guaranteed and non-guaranteed ad demand. Overestimating user
visit volumes may result in penalties for the publisher if guarantees are not met,
whereas underestimating user visits may leave unsold user visits that often result in
substantial revenue loss.
The forecasting problem in online display advertisement has several challenges
(Agarwal et al., 2010). First, the data to be forecasted is very high-dimensional.
Specifically, each user visit is characterized by hundreds of attributes, including the
demographics of the user (e.g., age, gender, location), explicitly stated interests
of the user (e.g., travel locations), implicitly inferred interests of the user (e.g.,
planning a vacation), characteristics of the web page being visited (e.g., sports page,
travel page), and characteristics of the device being used by the user (e.g., PC vs.
mobile, IP address location). Second, as a consequence of the high dimensionality
of the data, the number of combinations that needs to be forecasted is of the order
of trillions. A forecast can be requested for any combination of the hundreds of
attributes using arbitrary forecasting methods, ranging from traditional time series
forecasting techniques up to latent class models (Cetintas et al., 2011). Several
queries are issued to the forecasting system within a short span of time to decide
if an advertiser’s contract should be acceptable. Nevertheless, forecasts have to be
returned in real-time, in the order of a few hundred milliseconds.
2.2. Mathematical Prerequisites
All three application areas are based on the traditional model-based time series
forecasting process, which we outline in this section. We first introduce the basic
idea and terminology of forecasting (Section 2.2.1) and describe existing forecasting
methods in the literature (Section 2.2.2). We then detail the three main steps of
forecasting, namely model creation (Section 2.2.3), model usage (Section 2.2.4), and
model maintenance (Section 2.2.5). We restrict our discussion to those parts of the
mathematical foundations that are relevant for this thesis. For further readings, we
refer to standard literature about time series analysis and forecasting, for example
Chatfield (2000), Brockwell and Davis (2002), and Box et al. (2008).
2.2.1. Basic Idea and Terminology
A time series is a sequence of observations xi taken sequentially in time, spaced at
equidistant time intervals. A time series up to the current time t is denoted as:
X = (x1, x2, ..., xi, ..., xt). (2.1)
In general, each point in time i might be associated with multiple observations xi,
where we distinguish dependent and independent observations or variables. Depen-
dent variables, also known as measure or output variables, are those variables we
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actually want to forecast (e.g., product sales, solar energy production). In contrast,
those variables that we believe influence the value of the dependent variables are
referred to as independent or explanatory variables (e.g., product price, sun radia-
tion). They should be independent of the dependent variables and ideally, in general,
independent of each other.
Forecasting refers to the estimation of values of a time series at future points in
time t+h with h > 0. These future values are called forecast values or short forecasts
x̂t+h. The forecasts x̂[t+1;t+h] in the interval from the next point in time t + 1 up
to time t + h are usually of most interest. The length of the interval is denoted as
forecast horizon h.
Note that the term prediction is often used in a more general sense and covers
different problem types, e.g., classification, recommendation, or moving object pre-
diction. In contrast, the term forecasting is only concerned with estimating the next
and future values of a sequence of values, i.e., a time series.
The quality of forecast values can be expressed by calculating prediction intervals,
which, for a certain probability, give an estimate of the interval in which forecast
values will fall. Prediction intervals should not be confused with confidence intervals,
which estimate the distribution of a parameter (instead of a random variable) such
as population mean. If new real data is available, the error of the forecasts can be
calculated by comparing forecasts with real time series data using an error metric,
e.g., the mean squared error (MSE).
A forecasting method is a procedure for computing forecasts from present and past
values. Most forecasting methods are based on a forecast model, which is learned
over historical training data and used to compute forecast values (model-based fore-
casting). Examples of approaches that do not belong to this class of methods are
judgmental or similarity-based forecasting methods. Judgmental forecasts are per-
formed manually and based on subjective judgment, intuition, or inside commercial
knowledge. Similarity-based methods try to find a similar situation to the current
one in the past (e.g., similar historical days) and then use weighting and extrapola-
tion to forecast the future. In this thesis, we only focus on model-based forecasting.
Definition 2.1 (Forecast Model). A forecast model consists of the following parts:
 definition of input and output time series,
 definition of the forecasting method, which determines how forecast values are
calculated,
 model parameters of the forecasting method that have to be determined in the
model estimation step, and
 model state, representing internal variables of the forecasting method that
change over time.
The input of a model consists of n dependent and m independent variables,
whereas the output yields from the associated forecasts of the n dependent vari-
ables. The model parameters and model state directly depend on the used forecast-
13
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Figure 2.5.: Model-Based Time Series Forecasting
ing method. The model state refers to interval variables of the forecasting method
that are computed based on the model parameters and time series values.
Finally, the different steps of forecasting can be summarized into a general model-
based time series forecasting process.
Definition 2.2 (Model-based Time Series Forecasting Process). Model-based fore-
casting consists of three phases (Figure 2.5):
1. Model Creation: A forecast model is created by defining input, output, as well
as the forecasting method ( model specification), and by estimating the model
parameters ( model estimation).
2. Model Usage: Forecast values based on the created forecast model are calculated.
3. Model Maintenance: The forecast model is evaluated by comparing real time
series data with forecast values ( model evaluation) and, optionally, model
adaption is triggered by recalculating the model parameters or choosing a new
model.
In what follows, we first discuss the characteristics of different forecasting methods
and describe two of them, which are relevant for this thesis, in more detail. We then
have a closer look at the three main steps of the forecasting process.
2.2.2. Overview Forecasting Methods
Numerous forecasting methods have been proposed in the literature, e.g., Gooijera
and Hyndman (2006) summarized over 940 papers in the period 1982-2005. Fore-
casting methods are often classified into time series methods (or univariate methods)
and causal methods (or multivariate methods) (Chatfield, 2000). Time series meth-
ods assume that forecasts depend only on present and past values of the single series
being forecasted, possibly augmented by a function of time such as linear trend. In
contrast, in causal methods, forecasts depend, at least partly, on one or more addi-
tional (independent) variables (e.g., price, weather). In addition to such statistical
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techniques, forecasting can be implemented by machine learning approaches that ex-
ploit artificial intelligence techniques, e.g., neural networks (Bontempi et al., 2013).
Machine learning approaches are not specifically designed for time series data and
might be applied for arbitrary predictive tasks, e.g., classification. Table 2.1 sum-
marizes the different forecasting methods and gives some literature examples where
these methods have been applied for time series forecasting.
Table 2.1.: Classification of Forecasting Methods
Time Series Methods Causal Methods Machine Learning
ARIMA
(Box et al., 2008)
Exponential Smoothing
(Holt, 2004)
Multiple Linear
Regression
(Ge and Zdonik, 2008)
Multivariate Linear
Regression
(Yi et al., 2000)
ARMAX
(Box et al., 2008)
Neural Networks
(Zhang et al., 1998)
Support Vector Machines
(Müller et al., 1997)
Bayesian Networks
(Zhang et al., 2004)
Decision Trees
(Meek et al., 2002)
Many extensions to the basic formulation of those forecasting methods have been
developed, including domain-specific methods that are specifically designed to solve
a prediction task in a certain domain. For example, in the energy domain, multi-
equation forecasting methods are often used that create a different model, e.g, a
linear regression model (causal method), for each hour of a day (Ramanathan et al.,
1997). Various studies have compared the accuracy of different forecasting methods
with varying results depending on the domain and forecasting target. Without
conceptual restrictions, in this thesis, we usually employ exponential smoothing
and ARIMA models. Both methods are frequently used in various domains, as
they are thoroughly examined (e.g., by Gooijera and Hyndman (2006)), have shown
empirically to be able to model a wide range of real-world time series (Makridakis
and Hibon, 2000), and are usually computationally more efficient than elaborate
machine learning approaches. The main idea of both approaches is sketched in the
following.
Exponential Smoothing
Exponential smoothing is a popular scheme to produce smoothed time series, where
past observations are weighted with exponentially decreasing weights (Gardner Jr.,
1985, 2006). In other words, recent observations are given more weight in forecast-
ing than older observations. Different variants of exponential smoothing have been
proposed, varying in characteristics of trend and seasonal components (Figure 2.6).
Hereby, the trend component can be incorporated into an additive or multiplicative
way, and might be linear or nonlinear, i.e., damped. Analog, a seasonal component
can be included, either additive or multiplicative. The most common variants of
15
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Figure 2.6.: Exponential Smoothing Methods
exponential smoothing are called Single Exponential Smoothing (SES), Double Ex-
ponential Smoothing (DES), and Triple Exponential Smoothing (TES).
Single Exponential Smoothing (SES)
Single exponential smoothing has only one weight parameter, also known as the
smoothing constant α. The smoothed value at is then the weighted average of the
current observation xt and the previous smoothed value at−1:
at = αxt + (1− α)at−1 with a0 = x0. (2.2)
The forecast of single exponential smoothing is a constant value based on the last
smoothed value at, independent of the forecast horizon h:
x̂t+h = at. (2.3)
This method is mainly used for stationary time series fluctuating around a constant
mean.
Double Exponential Smoothing (DES)
Single exponential smoothing does not deliver accurate results for time series con-
taining a trend component. Double exponential smoothing addresses this issue by
introducing an additional trend component bt. Double exponential smoothing with
linear additive trend incorporates a second smoothing constant β and is realized by
the following two equations:
at = αxt + (1− α)(at−1 + bt−1)
bt = β(at − at−1) + (1− β)bt−1. (2.4)
Forecasting combines both smoothing values (at, bt) and adjusts the trend component
bt with the forecast horizon h:
x̂t+h = at + hbt. (2.5)
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Triple Exponential Smoothing (TES)
Often seasonal behavior can be observed in time series data, e.g., monthly sales might
show a peak each year in December due to Christmas sales. A seasonal component
is introduced by triple exponential smoothing (also known as Holt-Winters (Holt,
2004)). This leads to a third smoothing constant γ and to the following set of
equations (exemplary for an additive season):
at = α(xt − ct−p) + (1− α)(at−1 + bt−1)
bt = β(at − at−1) + (1− β)bt−1
ct = γ(xt − at) + (1− γ)ct−p, (2.6)
where p represents the period of the seasonal component (12 in the previous ex-
ample). The forecast equation is now extended with the smoothed seasonal value
ct−p+h one period ago:
x̂t+h = at + hbt + ct−p+h. (2.7)
ARIMA Models
ARIMA models have been introduced by Box et al. (2008) and describe the behavior
of time series using an autoregression process. The mathematical concepts behind
ARIMA models are quite complex, so, in the following, we will only focus on their
basic idea. ARIMA models consist of three main parts, the autoregression part
(AR), the integration part (I), and the moving average part (MA).
The autoregressive part AR(p) is computed by a linear combination of previous
values xt−i up to a defined maximum lag (denoted p) combined with a random error
term εt:
xt =
p∑
i=1
φixt−i + εt. (2.8)
In contrast, the moving average part MA(q) describes a time series as a random
error term εt plus some linear combination of previous random error terms εt−i up
to a defined maximum lag (denoted q):
xt =
q∑
i=1
φiεt−i + εt. (2.9)
Hereby, the random error terms result from a white noise process, i.e., a set
of uncorrelated, normal-distributed, random variables with an assumed equal
variance. Most time series can not be described solely by an AR or MA forecast
model, as they show behavior of both models at the same time. For this reason,
a combination of both models is useful, leading to so-called ARMA(p,q) models.
However, with ARMA models only stationary time series can be expressed, where
stationary refers to a constant joint probability distribution of a stochastic process,
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meaning constant expected value and variance. The integrated part I adjusts the
model for non-stationary time series by differencing the respected time series, i.e.,
taking the differences between successive observations and then analyzing these
differences instead of actual observations. The order of differencing is specified by
the parameter d, which leads to three required parameters of an ARIMA(p,d,q)
model. This basic formulation of ARIMA models can be extended to include
seasonality (SARIMA), exogenous data (ARIMAX), or both (SARIMAX).
A variety of research has studied the relationship between exponential smoothing
and ARIMA models (Gardner Jr., 1985, Mills, 1991). In general, all linear expo-
nential smoothing methods have equivalent ARIMA models. For example, simple
exponential smoothing can be expressed via an ARIMA(0,1,1) process. In the past, it
has been argued that exponential smoothing methods should be disregarded because
they are just a special case of ARIMA models. In a more recent work, Hyndman
et al. (2002) expressed different exponential smoothing methods through a state-
space framework that is in fact broader than the ARIMA class by including also
nonlinear exponential smoothing models. Exponential smoothing is often preferred
over ARIMA due to its simplicity, robustness, and the surprising accuracy that can
be obtained with minimal effort in model creation.
2.2.3. Model Creation
Model creation is the process of defining (model specification) and training (model
estimation) a forecast model for given time series data. In this section, we discuss
each of these steps separately. However, in automatic model specification, these two
steps are often combined as models are estimated and evaluated iteratively.
Model Specification
Model specification requires the selection of the input time series and the selection
of the forecasting method.
Input Selection: The dependent variables of the input time series depend on
the aim of forecasting and have to be specified by the application, whereas the
independent variables might be manually or automatically selected. Hereby, the
goal is to find those variables (often called features) that are highly correlated and
significantly contribute to the time series to be forecasted. Statistical techniques,
such as principal component analysis, are often applied to find relationships between
different features and to reduce the number of features (Ganapathi et al., 2009).
Another issue in input selection is given by the time series history, e.g., how
much history should be used for model estimation. Hereby, existing research has
studied the minimal historical length required for specific forecasting methods
(Hyndman and Kostenko, 2007) as well as the influence of the history length on
forecast accuracy (Andersen et al., 1999) and runtime of the parameter estimator
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(Shalev-Shwartz and Srebro, 2008).
Forecasting Method Selection: For a given data set, we need to select the forecast-
ing method with the highest accuracy, which can be done manually or automatically.
The manual approach requires knowledge of statistical theory and uses diagnostic
tools such as the correlogram. Choosing a model manually is not possible if a large
number of time series is involved or if the forecast is done by non-experts in the
statistical area. In the automatic approach, the best model is selected empirically
according to the in-sample error or a model selection criteria such as the Akaike’s
Information Criterion (AIC). AIC chooses the model that maximizes the so-called
likelihood function and includes a regularization term, which basically avoids over-
fitting by increasing the training error with the number of parameters fitted in the
model. Hyndman et al. (2002) developed a state space framework for the class of
exponential smoothing methods, where the best method is chosen automatically
based on AIC. Heuristic model identification approaches for the class of ARIMA
models were proposed by Cortez et al. (2004) and Hyndman and Khandakar (2008).
All automatic approaches still have the drawback that they select a single model
that has to be best at all times. Ensemble approaches try to increase robustness
by combining forecasts of several models using simple averages or weighted linear
combinations (Gooijera and Hyndman, 2006).
Model Estimation
In model estimation, the parameters of the forecasting method (model parameters)
are fitted to a given training time series. Thus, model estimation tries to find the
best parameter combination for the training data. This process involves two main
components — an optimization function (to specify which parameter combination is
best) and an optimization approach (to control the search strategy for the optimal
parameter combination). Most common optimization approaches follow an iterative
search process based on the steepest descent or hill climbing technique. In each
iteration one or several parameter combinations are evaluated on the training data
using the optimization function and subsequently, based on the outcome of the
evaluation, a new parameter combination is chosen for the next iteration. After
termination, the best parameter combination according to the optimization function
is outputted (Figure 2.7).
The optimization function is composed of the forecasting method and the error
metric used to evaluate the forecast values. Commonly used error metrics are least
squares or maximum likelihood approaches. The least squares approach minimizes
the sum of squared residuals, which represent the difference between real values
and one-step ahead forecasts of the fitted model with the given parameters. In
contrast, the maximum likelihood approach maximizes the conditional probability
of reproducing the training data from the given parameters. Forecasts are usually
evaluated by examining the goodness-of-fit of the same data used to estimate the
model parameters (in-sample error). An alternative procedure to the in-sample error
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is to split the data into two portions; the first, called the training set, is used to fit the
model, whereas the second portion, called the test set, is used for checking forecasts
against real observations (out-of-sample error).
The selection of the next parameter combination in the illustrated iterative
process is controlled by the optimization approach. Existing optimization ap-
proaches are mainly distinguished into derivative-based and derivative-free algo-
rithms. Derivative-based methods (e.g., gradient descent, quasi-newton) exploit the
optimization function’s first or second derivation to move directly into the direction
of the steepest descent. If the optimization function is not derivable, gradient ap-
proximation techniques can be applied. In contrast, derivative-free algorithms (e.g.,
simulated annealing, nelder-mead) make only direct evaluations of the optimization
function, i.e., treat it as black-box. Finally, the optimization approach can be config-
ured with various parameters, such as maximum number of iterations or maximum
step size for selecting the next parameter combination.
2.2.4. Model Usage
Model usage applies the created model to forecast future values of the time series for
a given forecast horizon h. In model-based forecasting, the time-consuming part is
given by the model creation step, whereas model usage only requires the application
of a function with the trained parameters.
A more complex aspect of model usage concerns the aggregation of time series
data. Time series data may be aggregated either across time, called temporal aggre-
gation, or across several time series, called contemporaneous aggregation (Chatfield,
2000). For example, suppose we have sales figures of different products in successive
weeks. Such data may be quite volatile and difficult to forecast without some form
of aggregation, either across time (e.g., over successive 4-week periods) or across
products (e.g., over all products of the same brand). A common problem in pro-
duction planning (Section 2.1.1) is whether to develop a summary forecast for the
aggregate of a particular group of items and then allocate this forecast to individual
items based on their historical relative frequency, called the top-down approach, or
make individual forecasts for each item, called the bottom-up approach. This line of
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research is called hierarchical forecasting (Fliedner, 2001), where the majority of the
literature has focused on comparing the accuracy of both approaches. Some favor
the bottom-up approach (Dunn et al., 1976, Dangerfield and Morris, 1992), other
the top-down approach (Gross and Sohl, 1990, Fliedner, 1999), and some found no
method to be superior for their specific data set (Fliedner and Mabert, 1992). Barnea
(1980) investigates influencing factors of the superiority of one approach over the
other, e.g., quality of forecasting method, correlation between variables, and forecast
errors.
2.2.5. Model Maintenance
As time proceeds, new values of the time series are observable, which impact the
forecast model. First, the state of the model has to be updated to the current
time series values, which we refer to as model update. Second, the parameters of
the model or even the forecasting method might change, which is meant by the
term model maintenance. Complex seasonal patterns or unexpected changes in time
series’ characteristics (also called concept drift) like customers’ buying preferences or
the influence of weather predictions usually require such an adaption of the model.
Model maintenance exhibits two major challenges: (1) when to trigger forecast model
maintenance (model evaluation) and (2) how to efficiently adapt forecast model
parameters (model adaption).
Model Evaluation
Simple model evaluation approaches trigger model adaption independently of the ac-
tual time series data and might be time-based (after a time interval), update-based
(after a fixed number of new values), or event-based (after updating an exogenous
variable or on request). More advanced approaches monitor the temporal develop-
ment of the time series. For example, error-based approaches evaluate the forecast
error after each new real value and trigger adaption whenever the error surpasses a
predefined threshold (Dannecker et al., 2011a). Commonly known error metrics are
the mean absolute error (MAE) and mean squared error (MSE). Such error metrics,
however, depend on the scale of the time series values, are hard to judge, and do
not allow comparisons between time series of different scale or mean. In contrast,
percentage error metrics evaluate the error’s magnitude instead of its size. One
example is the symmetric mean absolute percentage error (SMAPE) (Makridakis,
1993), which was also used in the M3-competition — a mayor time series competition
in the business forecasting domain (Makridakis and Hibon, 2000).
The symmetric mean absolute percentage error uses the sum of the absolute errors
but normalizes them with the sum of real and forecast values. Precisely, the SMAPE
is defined as
SMAPE =
1
n
n∑
t=1
|xt − x̂t|
xt + x̂t
, with xt, x̂t ≥ 0 and SMAPE = 0 for xt = x̂t = 0.
(2.10)
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The value xt refers to the real value at time t and x̂t the corresponding forecast
value. The SMAPE ensures comparability of different time series as it is bound
to the interval [0, 1]. The introduced definition is already a modified version of
the original definition in Makridakis (1993), which can take negative values in the
presence of negative real or forecast values and might involve a division by zero.
However, in many use cases, non-negative real values can be assumed. Thus, we
restrict the definition to positive values and correct any negative values that might
be produced by the model: x̂t = 0 for x̂t < 0. Additionally, we define the SMAPE
to be 0 if both, real and forecasted value, are 0.
Besides evaluating the forecast error, other approaches use statistical information
about the time series like minimum and maximum values (Harries and Horn, 1995)
or statistical tests (e.g., Lazarescu et al. (2003)).
Model Adaption
A simple way to realize model adaption is by starting from scratch and by re-
executing the model estimation and, optionally, the model identification step as
done in the initialization. This can easily be improved by reusing previous infor-
mation, e.g., by providing the last parameters of the model as starting parameter
to the model estimation step. A more advanced approach was proposed by Dan-
necker et al. (2011b), where previous model parameters are stored in a decision tree
according to specific context information (e.g., type of day, temperature) and used
as starting point in the estimation step if the same context reoccurs. Another ap-
proach, proposed by Wagner et al. (2007), extends genetic algorithms with dynamic
features, where previously good models are given an advantage in future selection
rounds. Orthogonal approaches adapt the training set of the models and include
only recent observations in the model creating step, either employing fixed-size or
dynamic windows (Widmer and Kubat, 1996). All these approaches use offline pa-
rameter estimation, where parameters are fully reestimated. As an alternative, ap-
proximate online optimization algorithms (Zinkevich, 2003) may be applied, which
evaluate the objective function after each new time series value and alter the param-
eter estimate made so far accordingly. However, the parameters estimated by this
approach are only approximative and will deviate from parameter estimates pro-
duced by full optimization. Finally, the forecast model itself might be designed in
an adaptive way, which intends to completely avoid the need for recalculating model
parameters. Self-adaptive forecasting methods extend existing forecasting methods
with time-dependent parameters (Ramanathan et al., 1997). Ensemble forecasting
methods combine forecasts of several models and adapt the weights of the ensemble
members over time.
2.3. Analysis of Application Requirements
The central goal of this thesis is the construction of a forecast-enabled DBMS that
transparently integrates the traditional forecasting process. We, thus, want to inte-
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grate forecasting functionalities within a DBMS and support efficient and accurate
query processing. Furthermore, we need to support various application requirements,
as discussed in Section 2.1:
 We require a suite of forecasting techniques applicable for different use cases as
well as domain-specific forecasting methods (e.g., energy demand and supply
forecasting).
 Forecasting should be applicable by non-expert users that are unaware of a
specific forecasting methods (e.g., supply chain managers).
 Forecasts have to be provided over large multi-dimensionally and hierarchically
organized data sets (e.g., sales forecasts according to various products and
locations).
 Forecast queries have to be processed in real-time (e.g, a few hundred millisec-
onds in display advertisement).
 We need to support a subscription service that allows the registration of fore-
cast queries and automatically provides forecast results (e.g., automatic energy
load balancing).
 Forecast models have to be continuously and efficiently adapted to changes in
the time series behavior (e.g., weather changes in the energy domain).
Based on these application characteristics and general challenges of the forecast-
ing process (e.g, large variety of forecasting methods, long parameter (re-)estimation
times, importance of a smart maintenance strategy), we now define a set of require-
ments and objectives for a flash-forward database management system.
Transparent Integration The first set of requirements has the goal to enable time
series forecasting functionalities within a database system, to provide a new query
type for forecasting, and to integrate forecast models as first-class citizens.
 Declarative Forecast Queries: Non-expert database users and decision man-
agers require declarative forecast queries that hide complex internals of the
forecasting process. Forecast queries should allow a minimal set of language
constructs to make forecasting as simple as possible, e.g., including only fore-
casting objective and horizon. Optional hints allow advanced users to specify
more details, e.g., forecasting method or model parameters.
 Extensible Forecasting Method Catalog: Following various studies such as
Makridakis and Hibon (2000), time series methods (e.g., exponential smooth-
ing, ARIMA) have shown to be reliable, efficient, and robust. Thus, the system
has to provide a variety of time series method within a forecasting method cat-
alog. However, high accuracy demands of specific domains, such as the energy
domain, require domain-specific time series forecasting methods. Such meth-
ods should be easily addable to the existing forecasting method catalog.
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 Integrated Forecasting Lifecycle: The database system has to natively integrate
the whole time series forecasting lifecycle, including model creation, usage, and
maintenance.
 Model Independence: Data independence, introduced by the ANSI/SPARC
architecture, separates the user’s view of the data from its physical represen-
tation. A transparent integration of forecast models requires the application
of this concept and consists of two aspects. First, a forecast query should be
unaware of the underlying forecast model used to compute the forecast values
(logical model independence). Second, a forecast model can have a variety
of parametrizations, such as model parameters, optimization objective, or the
type of the parameter estimator (physical model independence).
 Relational Integration: Forecast queries should be integrated into standard
relational query processing in SQL, allowing arbitrary forecast queries (i.e.,
on arbitrary dimensional attributes and with arbitrary forecast horizons) as
well as queries on forecast query results (e.g., joins of forecasted and historical
data).
Efficient Query Processing Long parameter estimation times, large amount of
time series data, or real-time requirements demand the efficient processing of forecast
queries.
 Forecast Query Optimization: Traditional query optimization techniques have
to be extended with forecast-specific optimization rules. However, in contrast
to traditional optimization, forecast queries need to cope with a two dimen-
sional optimization objective — forecast accuracy versus query runtime.
 Subscription-Based Forecast Queries: Subscription-based forecast queries al-
low the efficient processing of continuous queries and release applications from
repeatedly polling new forecast values from the database system. An applica-
tion registers a query once at the database, along with notification conditions
that specify when new forecast values should be sent to applications.
 Model Storage and Reuse: Precomputed and materialized models are impor-
tant to speed up query processing in the context of a large number of model
parameters or a large number of time series. The system has to provide mech-
anism to persistently store models for later use.
Accurate Query Processing Despite all optimization approaches that increase the
efficiency of forecasting, a high accuracy of the forecast results has to be provided.
 Automatic Model Maintenance: A transparent integration of forecasting re-
quires automatic model maintenance to ensure up-to-date forecast models and
accurate forecast results. Similar to materialized view maintenance, the system
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must process new time series values and automatically trigger maintenance of
persistent models.
 Multi-Dimensional Auto Design: A larger number of time series, as typically
found in multi-dimensional settings, makes it impossible to materialize each
single model. Similar to materialized view selection, an automatic design ap-
proach is required that decides which models to create and materialize (e.g.,
depending on a given query workload), without sacrificing forecast accuracy.
Following these requirements, in the next chapter, we discuss the usability and
limitations of existing work in this area.
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This chapter gives an overview of existing work that addresses time series forecasting
in the area of database management systems (Fischer and Lehner, to appear 2014)
and introduces the general architecture of the flash-forward database system (Fischer
et al., 2012b,d). We start from a high-level point of view and discuss the integration
of analytical methods, but not necessarily time series forecasting, into database
management systems in Section 3.1. Subsequently, in Section 3.2, we review specific
database techniques that explicitly address forecasting of time series data. At the
end of both sections, we summarize existing techniques with respect to the defined
requirements in Chapter 2. Section 3.3 is devoted to database techniques that are
not directly related to forecasting but concerned with time series data management.
Following our discussion of existing work, we conclude in Section 3.4 with a flash-
forward database system that intends to address all of our requirements and forms
the basis of this thesis.
3.1. Architectural Integration
Data analysis in database management systems involves increasingly sophisticated
analytical methods that go well beyond the rollup and drilldown over simple aggre-
gates of traditional BI. For this reason, numerous works have addressed the integra-
tion of analytical methods inside a database management system. Often considered
advanced analytical methods include association rule mining, clustering, regression,
classification, and time series forecasting. In this section, we discuss different ap-
proaches that bring such analytical methods closer to the database system. We
review general solutions for the integration of any kind of analytical method and
outline to what extent they support or can be applied to time series forecasting.
We classify existing methods into (1) no-database integration approaches (Section
3.1.1), (2) partial integration approaches that try to keep changes to the database
as small as possible (Section 3.1.2), and (3) full integration approaches that actually
extend the functionality of a database system (Section 3.1.3).
3.1.1. No-Database Integration
No-database integration approaches refer to the use or integration of statistical ap-
proaches in other system categories, such as external software or Map-Reduce envi-
ronments.
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Statistical Software Environments
Traditionally, statistical computations have been performed outside the database
system by specialized software, which uses the DBMS primarily as backend data
server. Kusters et al. (2006) provide a survey of forecasting software up to the
year 2006. Probably the most well-known commercial software environments are
Matlab (Matlab, 2013), SAS (SAS, 2013), and SPSS (SPSS, 2013). All include a
large variety of specific forecasting methods including approaches for automatic and
ensemble forecasting.
A popular open-source statistical software package is the R framework (R Devel-
opment Core Team, 2013). With over 2,000 add-on packages, it is comparable to the
big commercial packages SAS and SPSS. In the context of time series forecasting,
it contains a wide variety of model types and parameter estimators. Model types
range from linear models, exponential smoothing models, and ARIMA models up
to machine learning approaches. Additionally, automatic model identification ap-
proaches for ARIMA and exponential smoothing models proposed by Hyndman and
Khandakar (2008) are available. A general-purpose optimization function including
five different optimization approaches (e.g., Nelder-Mead, Simulated Annealing) is
used to estimate the parameters of the various model types. As R is open-source,
it can be easily extended with new, domain-specific, forecasting methods. Further-
more, a number of approaches aims at improving the handling of large amount of
data in R (Schmidberger et al., 2009). The proposed techniques range from sim-
ple ones that require rewriting and adapting of existing scripts and functions up to
more complex ones that try to adapt the R environment in a transparent manner.
For example, Zhang et al. (2010) propose an approach called RIOT that focuses on
storing and querying arrays, and tries to make R more I/O efficient by introducing
a new expression algebra.
Map-Reduce Environments
Massive data sets and large clusters of machines have led to an increased interest
in implementing statistical algorithms on Map-Reduce environments. Map-Reduce
is a generic parallel programming paradigm used to do distributed computing
on clusters of computers. Several research has investigated the implementation
of scalable versions of machine learning algorithms on Map-Reduce, ranging
from proprietary (e.g., Panda et al. (2009)) and open-source implementations
(Apache, 2013). Declarative machine learning approaches try to avoid the low-level
implementations of specific algorithms on Map-Reduce required by most of the
existing work. For example, SystemML (Ghoting et al., 2011) provides a declarative
high-level language for writing machine learning algorithms, which is automatically
compiled and optimized into a set of Map-Reduce jobs. Another declarative
approach is MLbase (Kraska et al., 2013), which proposes an optimizer that selects
and dynamically adapts the choice of the learning algorithm.
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INSERT INTO YD
SELECT i,j,
sum((YV.val-
C.val)**2)
FROM YV,C
WHERE YV.l = C.l
GROUP BY i,j;
SELECT svm_regression(
'input_table',
'model_table',
parallel,
'kernel_func',
verb DEFAULT false,
eta DEFAULT 0.1,
nu DEFAULT 0.005,
slambda DEFAULT 0.05);
initialize(ModelCoef *w)
{ .... }
transition(ModelCoef *w,
Example e)
{ ...
wx = Dot_Product(w,e.x);
c = stepsize * e.y;
... }
terminate(ModelCoef *w)
{ .... }
(a) Computing the
Euclidean Distance
for K-Means
Clustering in SQL
(Ordonez, 2004)
(b) Training SVM model
in MAD (Cohen et al.,
2009)
(c) Implementation of SVM
in BISMARCK (Feng et al.,
2012b)
Figure 3.1.: Partial Database Integration with SQL and UDFs
All discussed approaches exhibit the general problem of being outside the database
system. This might be valid in application scenarios where data is stored in exter-
nal files or fits into main memory, and database characteristics such as transaction
management are not required. However, if data is managed in a traditional database
management system those approaches have several drawbacks. They require data
transfer from the database to the statistical software system and vice versa, might
lead to inconsistencies between data and models, and miss optimization potential
such as the reuse of models by multiple queries. Surely, some or all of this func-
tionality could be implemented in the external system. This, however, requires the
re-implementation of existing well-established concepts of a traditional DBMS and
will eventually lead to the design of a new database system.
3.1.2. Partial Database Integration
Partial database integration approaches try to leave the database system itself un-
changed or include advanced analytical functionality by keeping the changes to the
databases as small as possible. We distinguish three approaches in this area: SQL
extensions and UDFs, customized functions, and bi-directional communication ap-
proaches.
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Exploiting SQL and UDFs
The first set of approaches uses database query languages to express linear algebra
functions or even higher-level algorithms and, thus, tries to get a database system to
act like a statistical software environment. Such approaches either (a) use directly
SQL to implement data mining algorithms, (b) hide mining functionality behind user
defined functions and provide high-level SQL extensions to interact with mining
models and results, or (c) support the implementation of mining algorithms by
providing low-level language extensions (Figure 3.1).
(a) SQL Usage: First, SQL can be used to directly implement data mining algo-
rithms, such as Bayesian classifiers (Ordonez and Pitchaimalai, 2010) and clustering
approaches (Ordonez, 2004). Figure 3.1(a) shows an excerpt of the k-means cluster-
ing algorithm in SQL, namely the computation of the Euclidean distance between
the data points and the centroids.
(b) High-Level SQL Extensions: Second, high-level language constructs for spe-
cific mining tasks have been proposed. In the MAD approach, Cohen et al. (2009)
introduce a hierarchy of mathematical concepts in SQL that enable vector and ma-
trix operations, simple functions, as well as sophisticated analytical methods such
as ordinary least squares, conjugate gradient, or support vector machines (Figure
3.1(b)). They exploit advanced SQL operations such as vector addition and pro-
pose user-defined operators and functions using extension capabilities of DBMSs for
more complex operations. The Splash system (Fang and LeFevre, 2010) views sta-
tistical models, such as probability density functions, as SQL aggregation operations
and proposes extensions to the relational data model and SQL query language for
interaction with such models. Ordonez and Pitchaimalai (2011) propose a general
system that integrates statistical models such as correlation, linear regression, princi-
pal component analysis, and clustering into a database using SQL queries and UDFs.
Besides these general approaches, a large number of research papers has addressed
specific data mining methods. Examples include association rule mining (Meo et al.,
1996, Imieliński and Virmani, 1999) and sequential patterns (Sadri et al., 2001). All
approaches provide a high-level query language that hide statistical details from less
sophisticated users.
(c) Low-Level Language Extensions: In contrast, the ATLaS system (Wang et al.,
2003) introduces a lower-level language, where the user can integrate simple data
mining algorithms with user-defined aggregates by implementing three standard
functions in SQL — initialize, iterate, and terminate. The ATLaS language pro-
cessor optimizes and translates ATLaS SQL programs (e.g., decision tree classifier)
into C++ code. In another work, Feng et al. (2012b) propose a unified architecture
(called BISMARCK) for convex programming problems, such as support vector ma-
chines, where local solutions are always globally optimal. Their main component
is an in-RDBMS implementation of the incremental gradient descent optimization
approach that allows to solve a number of convex programming tasks in a unified
way. Analog to ATLaS, a developer can integrate analytic tasks by implementing
three standard functions using user-defined aggregates and any language supported
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SELECT
[ForecastModel].[ModelRegion],
PredictTimeSeries
([ForecastModel].[Quantity],6),
PredictTimeSeries
([ForecastModel].[Amount],6)
FROM [ForecastModel]
WHERE [ModelRegion]='M200 Europe'
OR [ModelRegion]='M200 Pacific'
DEFINE fcst.sales DECIMAL <month>
LIMIT month
TO year 'Yr95' 'Yr96'
FORECAST LENGTH 12
METHOD WINTERS
PERIODICITY 12
ALPHA .5, BETA .5, GAMMA .5
TIME month,
FCNAME fcst.sales, sales
(a) Forecasting using DMX in
SQLServer
(b) FORECAST Command in Oracle
Figure 3.2.: Forecasting Functionalities in SQLServer and Oracle
by the DBMS (Figure 3.1(c)). Additionally, performance optimizations, namely
partitioning and parallelization schemes, are studied in BISMARCK.
Exploiting SQL and UDFs for data mining algorithms has the advantage of be-
ing flexible: the analyst is able to develop algorithms independently on top of the
database and nevertheless is able to profit from performance gains by running an-
alytical methods inside the DBMS (Cohen et al., 2009, Ordonez and Pitchaimalai,
2011). However, SQL itself is not designed to express statistical computations. SQL
follows a declarative logic (e.g., it lacks a convenient syntax for iteration), whereas
statistical computing requires imperative and functional programming logic. This
leads to a high overhead of statistical computations and makes it impossible to ex-
press sophisticated time series methods in SQL. In contrast, UDFs allow arbitrary
programming languages supported by the DBMS and might be used to implement
advanced time series methods. However, within all approaches, models are explicitly
queried and not transparently processed as first-class citizens inside the DBMS (e.g.,
no automatic maintenance). Furthermore, within an UDF, all decisions have to be
made locally, whereas a DBMS exhibits a global view over all queries and opera-
tors, allowing joint optimization techniques such as model reuse and maintenance in
multi-dimensional data sets.
Customized Functions with Proprietary Languages
Instead of developing SQL extensions with standard means, another possible ap-
proach is to implement data mining functionality internally as customized black-box
functions and offer proprietary languages to the corresponding methods. This ap-
proach has been used by most commercial database management systems, which
provide advanced time series forecasting methods to some extend.
Microsoft SQL Server offers a Data Mining Extension (DMX) for creating models
for various mining tasks such as association rule mining, clustering, and also time
series forecasting (SQL Server, 2013). Two explicit time series forecasting methods
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are included, autoregressive trees and ARIMA models, which are by default com-
bined to a hybrid forecasting method. DMX supports a set of functions that allow to
query a forecast model for predictions and additional statistical information (Figure
3.2 (a)). Chaudhuri et al. (2002) propose optimizations for queries on classification
and clustering models in SQL Server. Using model-specific algorithms, predicates
on data mining models are transformed to simple selection predicates, which can
then be exploited for access path selection.
Oracle Data Mining (ODM) provides twelve data mining algorithms that address
classification, regression, association rules, clustering, attribute importance, and fea-
ture selection problems (Oracle, 2009). ODM provides PL/SQL and Java application
programming interfaces for model building and model scoring functions as well as the
Oracle Data Miner graphical user interface. Additionally, Oracles offers a FORECAST
command as part of its OLAP DML (Figure 3.2 (b)), which supports linear as well
as nonlinear regression methods or exponential smoothing (Oracle, 2008).
The IBM DB2 Warehouse data mining capabilities provide algorithms for min-
ing tasks such as clustering, classification, association rule mining, and regression
(Ballard et al., 2007), but no specific time series forecasting methods are supported.
Data mining models are represented using the Predictive Model Markup Language
(PMML) and stored in relational tables.
Commercial database systems increase the efficiency by pushing statistical com-
putation closer to the database and also offer some advanced time series forecasting
methods. However, the black-box approach makes it difficult to customize, extend,
and optimize data mining functionality, including the whole forecasting life cycle.
Subsequently, models are not handled as first-class citizens leading to same draw-
backs as discussed for UDFs.
Bi-directional Communication
Finally, a third possibility is to reuse existing statistical tools like R and improve
the cooperation between the database and the statistical software system.
Ricardo (Das et al., 2010) focuses on large-scale data management systems such
as Hadoop and proposes a system where large-scale computations are expressed in
JAQL, a high-level query interface on top of Hadoop, while R is called for smaller-
scale single-node statistical tasks. This requires the programmer to identify the
scalability of different components of an algorithm and re-express large-scale matrix
operations as JAQL queries.
A second example is the integration of R into the SAP in-memory computing
engine. Große et al. (2011) introduce a shared memory-based data exchange to
reduce the communication overhead between R and the database, and, additionally,
include R scripts as part of the database execution plan. The latter approach allows
multiple R runtimes in parallel processing advanced analytic functionality.
On the commercial side, Oracle R Enterprise (Oracle, 2012) embeds the runtime
of R inside the Oracle database. A transparency layer supports mapping of R data
types to Oracle Database objects and generates SQL from R expressions transpar-
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ently. Additionally, R scripts can be executed inside the database and the Oracle R
Connector for Hadoop enables R users to work with a Hadoop cluster.
Bi-directional communication approaches avoid the re-implementation of statisti-
cal functionality and reuse well established statistical software environments, which
usually provide advanced time series forecasting functionality. As proposed by Große
et al. (2011), R scripts can be encapsulated into a native database operator, allowing
the processing and optimization of statistical computations within the traditional
query execution plan. However, again, the whole statistical computation is treated as
black-box within the R operator and statistical models are hidden within R scripts.
Therefore, models can not be transparently precomputed, materialized, and man-
aged within the database system, and optimization possibilities on the forecasting
process itself are limited.
3.1.3. Full Database Integration
In contrast to partial integration approaches, full integration approaches change the
database system itself or even design a completely new database system.
A representative of a custom-made database system is SciDB (Brown, 2010), which
targets application domains that involve very large array data such as scientific ap-
plications. The SciDB database is organized as collections of n-dimensional arrays
and addresses challenges like array storage and partitioning as well as parallel pro-
cessing of array operations. SciDB supports query patterns such as array slicing and
dicing, array scans, and binary array operations, but no advanced analytical meth-
ods like time series forecasting. The approach of SciDB adapts and optimizes the
database system specifically to the target use case and goes far beyond the idea of
integrating analytical methods inside a traditional database system. Our goal is to
provide time series forecasting within traditional database processing for various use
cases and to benefit from existing database technologies, requiring a more general
full database integration approach.
The MauveDB project (Deshpande and Madden, 2006) integrates statistical mod-
eling inside a DBMS using so-called model-based views. Model-based views gener-
alize the view concept and allow the definition of views as statistical models using
extensions to SQL. Such views hide the irregularities of the underlying data (miss-
ing data, spatial, or temporal non-uniformity) and present a consistent view to the
user. In contrast to partial database integration approaches, model-based views en-
able the transparent maintenance of the statistical models. Figure 3.3 shows the
main components of the MauveDB system architecture. Views can be created by a
database administrator using novel language constructs based on a variety of models
such as linear regression or interpolation. The storage manager is responsible for
maintaining raw data as well as the materialized views. MauveDB provides different
maintenance strategies that keep models consistent with changes to the data, e.g.,
no, partial, or full materialization. Furthermore, views can be queried like traditional
views leading to two new classes of view access operators within the query processor.
A similar motivation follows FunctionDB (Thiagarajan and Madden, 2008), where
33
3. In-Database Forecasting
Query Processor
View Manager
Storage Manager
Materialized
Views
Raw Data
View
Updates
User
Sql Queries Query Results
Inserts
Catalog
View Declarations
Administrator
Model 
Creation/Update
CREATE VIEW RegView(time,x,y,temp)
  AS FIT temp USING time, x, y
  BASES 1, x, x2, y, y2
  FOR EACH time T
  TRAINING_DATA 
    SELECT temp, time, x, y
    FROM raw-temp-readings
    WHERE raw-temp-readings.time = T  
Figure 3.3.: Model-Based Views in MauveDB
mathematical functions are treated as first-class citizens inside a DBMS. Queries are
answered with discrete points that are computed from piecewise polynomial func-
tions, where the data is discretized as late as possible. These leads to various new
relational operations that operate directly on the symbolic representations of the
functions.
Akdere et al. (2011) expand the idea of MauveDB and propose a Predictive
Database Management System (PDBMS), called Longview, that enables declara-
tive predictive queries as well as automatic model training and selection. Longview
provides two interfaces for access to its predictive functionality. A direct interface
offers direct access to the functionality of the prediction models (regression and clas-
sification), whereas a declarative interface is used for high-level access by non-expert
users. Prediction models can be built using the CREATE PREDICTOR command and
then directly queried or referenced in traditional views. Internally, a model man-
ager is responsible for creating materialized models or selecting models in an ad-hoc
fashion. However, Akdere et al. (2011) provide only a high-level overview of such a
system and identify several open research aspects, including automatic selection of
materialized models for given cost and accuracy constraints as well as execution and
optimization of predictive queries.
Both projects, MauveDB and Longview, integrate statistical methods within a
database by viewing models as first-class citizens. However, they target statisti-
cal methods such as interpolation or classification, and not time series forecasting.
Forecasting requires specific time series forecasting methods as well specific model
identification, model evaluation, and model maintenance strategies. Furthermore,
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both approaches require the explicit selection of a model in a query and do not
realize declarative and transparent forecast queries.
In the area of data stream processing, Pulse (Ahmad et al., 2008) provides a
stream processing framework designed to handle declarative specification of queries
and models. In Pulse, continuous queries operate on piecewise polynomial models
instead of on a stream of discrete tuples. With this approach, the execution times of
queries over historical data can be reduced and, additionally, predictions of future
query results can be provided. A general framework is proposed that allows the
handling of other model types, including time series models such as ARIMA (Ahmad
and Çetintemel, 2007).
Besides these general approaches, a number of papers addresses database aspects
of specific mining models. For example, the HAZY project (Koc and Ré, 2011) builds
upon the work of Deshpande and Madden and proposes the incremental maintenance
of classification views. The Monte Carlo Database System (Jampani et al., 2008)
allows the creation of arbitrary stochastic models for uncertain data and focuses
on Monte Carlo analysis of such models. Simple regression methods have been
natively supported by relational database systems for about a decade, and have
been incorporated into the SQL language (Alur et al., 2002). Other approaches
focus on support vector machines (Milenova et al., 2005) and interpolation functions
(Grumbach et al., 2000).
3.1.4. Summary and Discussion
Table 3.1 summarizes the different database integration approaches with respect to
the requirements we have defined in Section 2.3 on page 22. We also include the
most relevant full integration approaches.
Non of the existing approaches support all ten requirements. No-integration ap-
proaches often contain a large number of statistical forecasting methods, but lack
database features such as declarative forecast queries, query optimization, or auto-
matic forecast model maintenance. Partial integration approaches take a first step
towards the integration of the forecasting lifecycle within a DBMS and integrate
forecasting into relational query processing to some extent. They, however, still
treat the forecasting process as a black-box approach, either within a user-defined,
a customized function, or within a R script. Subsequently, all decisions have to
be made locally within the specific function, allowing no query optimization, joint
model reuse, no automatic maintenance, or multi-dimensional physical design. In
contrast, models are handled as first-class citizens and automatically maintained by
some of the full integration approaches, such as MauveDB (Deshpande and Madden,
2006). However, existing approaches still do not support declarative forecast queries
as they require the explicit selection of a model in a query. Furthermore, existing
full integration approaches do not focus on time series forecasting techniques and
optimizations such as forecast-specific query optimization, forecast subscriptions,
and the physical design of forecast models.
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3.2. Time Series Forecasting Techniques
We now review dedicated time series forecasting techniques that can be classified as
full integration approaches. Such approaches usually address a specific forecasting
method or scenario and discuss individual aspects of the forecasting process inside
a database management system.
3.2.1. Model Creation
The processing of declarative forecast queries in traditional databases was first in-
troduced within the Fa System (Duan and Babu, 2007). The main contribution of
Duan and Babu is an automatic feature selection approach for forecasting multi-
dimensional time series. A query execution plan in Fa consists of a sequence of
transformers, which shift or remove attributes from the input data set; a builder,
which computes a forecast model from the transformed data set; and a predictor to
make the forecast itself. Fa’s plan search is based on an iterative algorithm. Each
iteration selects a set of attributes using several heuristics and empirically evaluates
five different forecasting methods (regression and machine learning approaches) for
the selected attributes, leading to more and more accurate plans over time.
Ge and Zdonik (2008) propose an automatic model selection approach for multi-
variate regression models. Their approach is based on the observation that the best
history length of the time series, in terms of accuracy and efficiency, varies according
to the requested forecast horizon h. An empirical approach iteratively increases the
history as well as the number of data points and uses statistical tests of hypotheses
to build a single regression model. A skip-list data structure supports the efficient
selection of the data at a certain granularity. Additionally, a randomized algorithm
is provided that chooses a set of forecast models for a given query workload and
maintenance constraints. In each iteration, a new forecast horizon is sampled from
the workload and a regression model is built, as discussed before, until the maximum
maintenance costs are reached.
In the area of data stream management, research investigates the joint forecasting
of multiple data streams. The MUSCLES method (Yi et al., 2000) uses multivariate
linear regression to forecast values of one stream based on the previous values of all
streams. MUSCLE is able to adapt to changing correlations among time sequences.
SPIRIT (Papadimitriou et al., 2005) finds correlations among data streams by com-
puting the principal components. An autoregressive model is built directly over the
principal components and used for forecasting and the estimation of missing values.
3.2.2. Model Usage
Model usage approaches address the interplay of forecast operators with traditional
operators, query optimization techniques for specific forecasting methods, as well as
forecasting of multi-dimensional data.
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Parisi et al. (2013) introduce a formal definition of a forecast operator and explore
the integration of forecast operators with standard relational operators. Specifically,
they identify simple plan restructuring rules for four relational operators: selection,
projection, union, and natural join.
Ge and Zdonik (2008) propose query optimization techniques for range, aggrega-
tion, and join queries exploiting the properties of regression models. To compute
a join over a future time range, for example, a simple approach would generate
all future data points using the regression models and then perform a traditional
join on the raw data. In contrast, the second relation could simply use the regres-
sion functions of the first relation and solve an equality condition to retrieve the
matching tuples. However, such optimization techniques can only be exploited by
simple regression functions and are not applicable to more sophisticated time series
methods, which require additional input data to compute the forecast values (e.g.,
autoregressive models).
Akdere et al. (2010) present optimization techniques for continuous prediction
queries using Bayesian Networks as forecasting method. Their approach is based
on the work of Bravo and Ramakrishnan (2007), who have shown that inference
in Bayesian Networks can be represented by functional relations and an extended
algebra. Akdere et al. (2010) model point and range-based prediction queries with
Dynamic Bayesian Networks as query plans and introduce different materialization
options within a plan. A plan selection approach finds an execution plan with
minimum computation costs for given memory constraints.
Agarwal et al. (2010) address the challenge of forecasting high-dimensional data.
In their setting, hundreds of attributes and trillions of attribute combinations have
to be forecasted, making it impossible to build a forecast model for each single time
series in the database. To solve this issue, only forecast models for a small subset
of attribute combinations are built, which are selected manually for seasonality and
historical importance. Forecasts for the remaining attributes are obtained by ex-
ploiting correlations between the attributes. Specifically, three different correlation
approaches are evaluated: a Näıve Bayes approach that assumes attribute inde-
pendence, a partwise independence approach that infers combinations of attributes
that are correlated, and a sampling-based approach that computes correlations for
a sample of the data.
3.2.3. Model Maintenance
The previous discussed Fa approach proposes an adaptive version of its plan search
algorithm for continuous forecast queries (Duan and Babu, 2007). Hereby, the Fa
system incrementally maintains the correlation coefficient between the output at-
tribute, i.e. the attribute to forecast, and the remaining attributes. If, according
to a user-defined threshold, significant changes are detected, the model is rebuilt or
incrementally updated.
The automatic model selection approach of Ge and Zdonik (2008) also considers
maintenance costs, where a model is rebuilt when a certain number of new time
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series values has arrived or when the model is used by some query. Maintenance
either involves rebuilding the regression model or choosing new properties of the
models, i.e., history length and data granularity, where the latter is done after a
fixed number of new time series values.
Rosenthal and Lehner (2011) introduce an incremental model adaption approach
for simple autoregressive models and propose a generic approach, called on-demand
estimation, for more complex ARIMA models. The parameters of ARIMA models
can be estimated using the maximum likelihood approach, which tries to maximizes
the probability of reproducing the training data from the given parameters. On-
demand estimation incrementally maintains the so-called likelihood function and
triggers model adaption if new time series values lead to significant changes in the
function’s optimum.
Maintenance issues are also discussed in the context of streaming databases and
sensor networks. Tulone and Madden (2006) propose an error-based model evalua-
tion strategy for autoregressive models. Model adaption is triggered based on two
thresholds, which distinguish outlier values and distribution changes in the data.
The latter suggests that re-learning the model might be necessary. In contrast, the
sensor data management architecture PRESTO (Li et al., 2006) retrain models peri-
odically. Ikonomovska et al. (2011) propose an incremental stream mining algorithm
for regression and model trees, including drift detection and model adaptation to
maintain accurate and updated regression models at any time. Finally, Dannecker
et al. (2013) propose an online forecasting process that rapidly provides forecast re-
sults based on a forecast model repository and then continuously refines the selected
models to incorporate changes in the time series behavior.
3.2.4. Summary and Discussion
Table 3.2 summarizes the previously discussed approaches in terms of the proposed
requirements in this thesis (Section 2.3 on page 22). We restrict this discussion to
the most important approaches that cover most of the requirements.
Duan and Babu as well as Ge and Zdonik both base their work upon the motiva-
tion of declarative forecast queries and discuss the whole forecasting lifecycle in this
context, including model creation, usage, and maintenance. However, both papers
lack technical details of the transparent integration and processing of forecast queries
inside a DBMS. Moreover, the approach of Ge and Zdonik is restricted to multivari-
ate regression. All approaches aim for a relational integration of forecasting within
traditional query processing, but details are only given by Parisi et al. and Akdere
et al. Initial query optimization techniques for arbitrary forecasting methods have
been introduced by Parisi et al., whereas Ge and Zdonik and Akdere et al. discuss
techniques, which are specific to the used forecasting method. None of the existing
work has considered the issue of forecast subscriptions. In Ge and Zdonik and Agar-
wal et al., models are precomputed and reused by queries. However, both papers
do not really focus on those aspects and omit details about storage structures and
efficient reuse strategies. Finally, Duan and Babu as well as Ge and Zdonik discuss
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Table 3.2.: Comparison of Time Series Forecasting Techniques
Duan
and
Babu
(2007)
Ge and
Zdonik
(2008)
Parisi
et al.
(2013)
Akdere
et al.
(2010)
Agarwal
et al.
(2010)
Declarative Queries o o - - -
Forecasting Methods - - o - o
Integrated Lifecycle o o - - -
Model Independence o o - - -
Relational Integration o o X X o
Query Optimization - o X o -
Forecast Subscriptions - - - - -
Model Reuse - o - - o
Automatic Maintenance o o - - -
Physical Design - - - - X
maintenance aspects, which focus on a single time series and a specific forecasting
method. The automatic handling of a larger number of materialized models has not
been discussed. However, Agarwal et al. consider the challenge of forecasting a large
number of time series by creating only a subset of the possible models.
To sum up, previous work has focused on various specific forecasting methods and
tasks, and proposed promising database techniques to increase forecast accuracy
and efficiency. There are, however, many open issues. First, most model creation,
optimization, and maintenance aspects are specific to a certain forecasting task or
method. No general approach has been given that allows the creation, usage, and
maintenance of arbitrary models. Second, although existing approaches promote
declarative forecast queries, they do not give details how to actually process and
optimize such queries. Last, most existing work focuses on a single time series and
does not consider automatic design of models in multi-dimensional data sets.
3.3. Management of Time Series Data
Time series data is the central data type for many applications and, thus, different
kind of research areas have addressed the storing, managing, and querying of time
series data. In this section, we discuss general system categories that are related
to and concerned with time series management (Section 3.3.1) as well as specific
index and storage structures (Section 3.3.2) that might be exploited for supporting
forecasting on time series data.
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3.3.1. Time Series Databases
Various systems require and support time series data to a different extend. First,
sequence databases are concerned with ordered data, but not necessarily time se-
ries data. Second, temporal databases model time series by introducing temporal
versions of the same database object. Third, in the area of data stream processing
and sensor networks, data streams represent a continuous and ordered sequence of
items, forming a time series per se.
Sequence Databases
Sequence databases address the storage, manipulation, and querying of sequences,
which simply correspond to ordered data. In contrast, a relation in a traditional
DBMS is seen as a set of tuples, i.e., an unordered collection of records, and, thus,
might be incapable of efficiently answering so-called sequence queries. In an early
work, Seshadri et al. (1996) propose a sequence database system, called PREDA-
TOR. Its query language SEQUIN includes a set of sequence operators for querying
and manipulating sequences as well as sequence optimization techniques. In another
work, Ramakrishnan et al. (1998) treat sequences as sorted relations, with features
in the query language that exploit the sort order, and propose a Sorted Relational
Query Language (SRQL). Their approach enables more integrated optimization and
evaluation, specifically queries on mixtures of sequences and relations. Lo et al.
(2008) combine the concept of sequence queries with traditional OLAP systems
leading to Sequence OLAP or S-OLAP, which supports pattern-based grouping.
As time series are just sequences ordered by time, some of the concepts, such as
ordered storage, may also be exploited for efficient time series forecasting. How-
ever, typical sequence queries perform tasks such as moving average computation,
similarity search, or subsequence matching, and, thus, exhibit different query access
patterns and challenges as required for time series forecasting.
Temporal Databases
Temporal databases keep track of the temporal development of the data stored in
the database and associate one or more dimensions of time with a data element.
The most common time dimensions are valid time, the time when a fact is valid
with respect to the real world, and transaction time, the time when a fact is stored
in the database. In comparison to traditional databases, where user-defined time
columns describe the temporal development of the associated data item (e.g., sales
units per months), temporal databases represent the temporal development of the
data itself (e.g., home address of a customer). Research in the area of temporal
databases has addressed temporal data models, temporal query languages, temporal
query processing and optimization, as well as transaction processing; see Ozsoyoglu
and Snodgrass (1995) for a survey. This has also led to the inclusion of temporal
data definition and manipulation aspects to the SQL:2011 standard. Additionally
specific storage structures have been proposed such as reverse chaining (all history
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versions for a key are linked in reverse order) or clustering (storing history versions
together on a set of blocks). In sum, temporal databases address a different aspect
of time and are orthogonal to the problem of time series forecasting. The temporal
development of a data item can be mapped to a time series, which, however, is non-
equidistant in most cases, making it hard to apply forecasting on temporal data.
Data Stream Processing
A data stream is a continuous, ordered (implicitly by arrival time or explicitly by
timestamps) sequence of items and, thus, forms a (possibly non-equidistant) time
series per se. Queries over streams run continuously over a period of time and
incrementally return new results as new data arrives. Research in this area addresses
continuous data and query models, streaming operators, continuous query processing
and optimization, and data stream mining (Golab and Özsu, 2003). Typical queries
on data streams are window-based, i.e., they work on an extract of the (infinite)
stream using a limited number of past values.
Time series forecasting is also an important analytical task in data stream pro-
cessing. We have discussed some techniques from this area in Section 3.2. Ex-
ample application areas of forecasting include network monitoring, runtime perfor-
mance monitoring of web servers, and sensor networks. In the latter, remote data
sources or sensors continuously push updates to a central stream processor, whose
job is to evaluate multiple continuous queries over the streamed data. To achieve
high-throughput performance, recent research has proposed methods to reduce the
amount of data delivered to the server (Ilarri et al., 2009). Often applications do not
require exact precision for their continuous queries leading to the use of statistical
models, which are deployed at the server and the remote data sources. The server
uses the statistical models to efficiently answer continuous queries by predicting fu-
ture or missing values, whereas the remote sources check if the predictions are still
within precision constraints. If the prediction errors exceed a user-defined threshold,
new real data, new model parameters, or both are submitted to the server. This
leads to specific challenges in data stream processing, e.g., efficient transmission of
model parameters (Arion et al., 2011) from one sensor to another.
3.3.2. Index and Storage Structures
Within this section, we review important categories of time series storage and index
structures and discuss how they might be exploited for time series forecasting.
The previously introduced forecasting approach of Ge and Zdonik (2008) uses a
skip-list data structure to efficiently select historical data points for model building.
A skip-list structure consists of a certain number of levels, where each level is rep-
resented by a linked list of sorted keys. A key at level i also appears at the next
level i+ 1 with a certain probability. In the original skip-list, only pointers to low-
level keys are stored, whereas Ge and Zdonik (2008) physically replicate key values
and store them contiguously in disk pages. The skip-list is then used to pre-build
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forecast models for various levels of the skip-list, i.e., for different data granularities.
The skip-list approach is only applicable for models that can handle non-equidistant
time series values such as linear regression models.
In contrast to designing an index structure for a single time series, multiple time
series might be indexed to efficiently retrieve data for model creation and mainte-
nance, especially if one model involves multiple time series, e.g., correlation-based
models, ensemble models, or models on aggregated data. Specific time series index
structures are usually designed for efficient similarity search to support mining tasks
such as clustering and classification. Such approaches first reduce the dimensional-
ity of the time series (e.g., through piecewise polynomial approximations) and then
apply traditional (e.g., R-Tree, KD-Tree, or KDB-Tree) or slightly modified index
structures (Faloutsos et al., 1994). Temporal range queries pose another use case for
specific time series index structures (JaJa et al., 2004). As model creation requires
access to the raw time series values, such indexing approaches for similarity search
are not suited for time series forecasting.
In the context of data cubes, a wide range of methods addresses the efficient stor-
age of multi-dimensional cubes. Analog to classical data cubes, time series data can
be organized along multiple dimensions, which determine the context of the time se-
ries (e.g, monthly sales per product). The time dimension is special in this context
as it, together with the measure, forms the time series itself. According to Morfo-
nios et al. (2007), data cube storage approaches can be partitioned into four main
categories: relational OLAP (ROLAP) methods use traditional materialized views;
multi-dimensional OLAP (MOLAP) methods use multi-dimensional arrays; graph-
based methods take advantage of specialized graph structures; and approximation
methods exploit various statistical in-memory representations.
Multi-dimensional arrays seem advantageous in the context of time series fore-
casting as they can incorporate the ordering of time series values into their storage
model. A multi-dimensional array is usually stored by partitioning the array into
sub-arrays called chunks. With this approach, empty cells can be discarded and only
relevant parts have to be read by a query. Different array storage approaches in the
literature have investigated array chunking strategies as well as the efficient support
of array operations (Soroush et al., 2011). Examples of array operations considered
in this context are array scans, range selection, array slicing and dicing, as well as
binary array operations.
Approximate methods store an approximate description of the data cube and
sacrifice accuracy for storage space reduction. Approximate methods considered in
this context include wavelet transformations, multivariate polynomials, data prob-
ability density distributions, sampling, and histograms. Some simple forecasting
methods like regression approaches can be exploited and used to compute exact
or approximate past values and future values simultaneously (Ahmad et al., 2008,
Khalefa et al., 2012). However, stochastic approaches, where future values are
based on previous ones, can not be applied for compressing past data.
To sum up, although there are many existing techniques that deal with the han-
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dling, storage, and indexing of time series data, only a few of them focus on or can
be exploited by time series forecasting.
3.4. A Flash-Forward Database System
The need for integrating analytical methods into traditional databases has been
identified by many existing research projects, addressing general approaches (Section
3.1.1) as well as specific forecasting methods (Section 3.2). However, none of the
existing approaches fulfill all of our requirements and provide a complete solution
for in-DBMS forecasting. In this section, we propose a general architecture that
integrates the whole forecasting lifecycle natively into an existing DBMS and meets
all requirements from Section 2.3 on page 22. In contrast to flash-back queries
that allow a view on the data in the past, we propose a Flash-Foreward Database
System (F2DB) that provides a view on the data in the future. We explain the
necessary extensions to a traditional DBMS from two angles. First, in Section 3.4.1,
we investigate changes to the different types of schemas of a DBMS, which are
usually described by the ANSI/SPARC architecture (Tsichritzis and Klug, 1978).
Subsequently, in Section 3.4.2, we discuss the actual implementation of a flash-
forward database management system.
3.4.1. ANSI/SPARC Architecture
The ANSI/SPARC architecture forms an abstract design standard for a database
management system and gives a general architecture for database functions, inter-
faces, and usage (left in Figure 3.4). The objective of the three-level architecture is
to separate the user’s view of the data from the way that it is physically represented.
Specifically, the use of the data is described in the external schema (first level), the
meaning of the data in the conceptual schema (second level), and the data storage in
the internal schema (third level), which further consists of logical and physical access
paths. Time series forecasting consists of two major data entities — time series and
forecast models — that have to be arranged within the ANSI/SPARC architecture.
We now systematically study each of the three levels of the architecture and discuss
where we have to add new concepts and where we can reuse existing concepts from
the ANSI/SPARC architecture (right in Figure 3.4).
External Schema
The external schema in the traditional ANSI/SPARC architecture consists of user-
defined data views, which can be seen as virtual tables storing the results of specific
queries. A view comprises attributes of multiple tables as well as predefined aggre-
gation or calculation results. Time series can be seen as a special view that ensures
the representation of the data as time series. A time series relation requires at least
a time attribute containing discrete points in time and another attribute exhibiting
the measurements (i.e., the dependent variable) at these moments, for example:
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Figure 3.4.: Integration of Forecasting within the ANSI/SPARC Architecture
CREATE VIEW timeSeriesRelation AS
SELECT YEAR(date) AS year, SUM(quantity) as salesunits
FROM facts f, products p
AND f.productID = p.productID
AND p.pgroup = 'audio'
GROUP BY year
ORDER BY year
We give further details on the specification of a time series relation in Section 4.1
on page 51. A time series relation can represent historical values, forecast values, or
both. If forecast values are involved, the time series relation has to be defined using
a forecast query. Over time, new real values replace the forecast values.
Conceptual Schema
The conceptual level includes a data schema that describes available entities, their
relationships, and contained attributes, and can be seen as an abstraction from the
internal data representation. Likewise, a composite forecast model (CM) is defined as
a conceptual abstraction from a concrete atomic forecast model (AM). A composite
model might directly refer to a single atomic forecast model in the internal schema,
representing a simple forecast of a time series, e.g., sales units of audio devices.
However, composite forecast models can also describe a (hierarchical) forecast model
composition. When forecasting sales units of audio devices in Germany, for example,
the forecasting can be decomposed into forecasts of sales units for all German states,
or further down in the hierarchy, sales units of all German cities. The composite
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forecast model can refer to further composite models on multiple hierarchy levels and,
on the leaf level, ultimately refer to atomic forecast models defined in the internal
schema. Multiple atomic forecast models, with different forecasting methods or
parameter combinations, might be referenced by one composite model on the leaf
level, enabling ensemble forecasting.
With respect to the external layer, each composite forecast model is linked with
a single time series relation from the external schema. It further defines a single
output, the composite forecast model output (CM output), which is a special table
complying to the same rules as the time series relation and exhibits the same hier-
archical forecast model composition as defined for the associated composite forecast
model. The forecast values, i.e., the composite forecast model output, are computed
by a weighted linear combination of the referenced forecast models according to the
defined forecast model composition.
An example of a forecast model composition hierarchy is shown in Figure 3.5.
The root composite forecast model CM123 is divided into three child models, which
further reference composite models as well as one or several atomic models. Each
branch is associated with a composition weight wi, which specifies the contribution
of the child model to the output of the parent model. Subsequently, the output of
CM123 is computed by w1 · CM1 + w2 · CM2 + w3 · CM3.
Internal Schema
The logical and the physical data access paths are defined in the internal schema of
the ANSI/SPARC architecture. Logical access paths refer to data organization as-
pects like partitioning and materialization (Roussopoulos, 1982), whereas the phys-
ical access paths define low-level access structures like indexes (Figure 3.4). Like-
wise, atomic forecast models are defined that represent a non-decomposable forecast
model. Along with Definition 2.1 on page 13, a single atomic forecast model is repre-
sented by input and output definitions, the forecasting method, model parameters,
and the current model state (see Figure 3.5). Here, the input is the data as defined
in the associated time series relation, referenced through the connected composite
forecast model. The forecasting method is chosen from a forecasting method catalog
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that represents all forecasting methods available in the DBMS and is predefined
with respect to the application domain. The output of atomic forecast models is
represented by a special data structure called atomic forecast model output (AM
Output). Optionally, additional attributes might be included in the model output
(e.g., prediction intervals).
Materialization is performed in traditional databases to precompute complex
database queries. Similarly, composite and atomic models can be materialized for
faster query response times. Materialized models might store composition rules,
model parameters, model states, or even the model output, i.e., forecast results.
Within the physical access paths, model-specific index structures might be applied,
as discussed in Section 3.3.2. Additionally, traditional or customized time series
index structures ensure efficient processing of time series data and access of time
series values in a subsequent order.
3.4.2. DBMS Architecture
In contrast to the ANSI/SPARC architecture, which mainly describes interfaces, we
now discuss the actual realization of a flash-forward database system. Figure 3.6
shows the main components of a database management system, exemplary on the
open-source DBMS PostgreSQL (PostgreSQL, 2013). Our extensions to traditional
database components are shown by grey boxes. In this section, we shortly sketch
the main components and extensions in PostgreSQL, which will then be detailed
throughout this thesis.
The parser is responsible for parsing an incoming query (or insert) and creating
an internal representation of the statement. Declarative forecast queries require
the extension of the parser so that forecast-specific keywords are recognized (Sec-
tion 4.1.4 on page 59). After parsing, the statement is identified as complex (e.g.,
select, insert, delete) or simple (e.g., create table) by the traffic cop. Simple util-
ity commands are processed by a dedicated component, which might also contain
forecast-model-specific utility commands (e.g., create model, drop model). This en-
ables a database administrator to explicitly create and delete models (Section 5.1.1
on page 96). Complex statements are planned by the optimizer, which determines
the best query plan as well as the best physical operators (e.g., hash joins vs. nested
loop join). Finally, the plan is passed to the executor for execution and the result
is returned to the client. Hereby, the existing optimizer is extended with (1) new
forecast-specific physical operators (Section 4.2.1 on page 60), (2) new cost models
for those operators (Section 4.2.2 on page 62) as well as (3) new optimizer rules.
Optimizer rules might include forecast-specific rewrite rules that speed up the
processing of ad-hoc forecast queries, e.g., by creating a model as late as possible
in the query plan (Section 4.1.3 on page 54). Furthermore, we exploit traditional
database sampling techniques to reduce the amount of processed data by the forecast
operators (Section 4.3 on page 68).
Additionally, materialized models are handled by two new components — model
matching (Section 5.1.3 on page 100) and model maintenance (Section 5.1.4 on page
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102). Model matching is responsible for finding suitable models for a given forecast
query, including atomic forecast models and potential model compositions. Depend-
ing on the query type, model matching can be accessed by either the optimizer or
executor. Specifically, simple forecast queries that require a single forecast model are
usually planned by the optimizer. In contrast, with more complex forecast queries,
the result of model matching depends on the retrieved data, e.g., the values of the
dimensional attributes in group-by queries. In the latter case, model matching is
delayed to query execution. In contrast to model matching, which is executed for
incoming forecast queries, model maintenance is performed after insert statements.
It is responsible for finding models that are based on those inserts. Model mainte-
nance includes a model update step, an evaluation step and, optionally, a parameter
re-estimation step.
The discussed query processing components are supported by other modules. The
catalog stores meta data about atomic and composite forecast models as well as the
previously mentioned forecasting method catalog (Section 4.2.1 on page 60). The
latter consists of a set of generic predefined functions that allow the integration of any
forecasting method within F2DB. Important time series forecasting methods such as
exponential smoothing and ARIMA are already available. As discussed in Section
3.4.1, access methods are extended with model-specific access structures, supporting
the model matching and model maintenance components (Section 5.1.2 on page 97).
Information about internal query structures and query plans are stored in nodes and
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lists in PostgreSQL. Thus, new nodes for forecast queries have to be added. The
remaining two components, the storage manager and utilities, containing support
functions, are not touched by our extensions. Traditional tables are used to store
time series data as well as models, which enables the direct reuse of the different
functionalities of a storage manager.
Besides the extension of internal components, two additional components, the
subscription processor (Chapter 6 on page 133) and the model configuration advisor
(Section 5.2 on page 105 and Section 5.3 on page 112) are available. Similar to
a traditional index or materialized view advisor, which proposes a physical design
of indexes and materialized views to the database system, the model configuration
advisor recommends a physical design of forecast models. Such a physical design
is then reviewed by a database administrator and loaded into the database system.
However, in contrast to traditional advisors, which usually focus on minimizing
the runtime of a given workload (optionally giving some storage constraints), the
optimization objective of the model configuration advisor is twofold — minimize the
query runtime and maximize the forecast accuracy. To achieve this goal, the model
configuration advisor is based on similar concepts like a traditional advisor, such as
heuristic-based configuration enumeration and simulation strategies.
The second component, the subscription processor, is a middleware realized on
application level. Subscription-based forecast queries can register at the subscription
processor and are continuously supplied with new forecast values. The subscription
processor releases applications from repeatedly polling new forecast values from the
database and optimizes the computational costs of those applications, based on
notification conditions specified by the application.
3.4.3. Summary and Discussion
The need for integrating analytical methods into databases has been identified by
many existing research projects, addressing general approaches as well as specific sta-
tistical methods. In this chapter, we provided a review of existing work and discussed
its applicability for supporting a transparent model-based database system, where
we specifically focused on forecast models. Based on the traditional ANSI/SPARC
architecture, we introduced a novel forecast-enabled database management system,
the flash-forward database system, and discussed extensions to the main compo-
nents of a DBMS. Our approach belongs to the class of full database integration
approaches and integrates the whole forecasting lifecycle. Most importantly, fore-
cast models are integrated as first-class citizens and transparently processed inside
the DBMS. Models are independent from a certain forecast query and can be mapped
to different physical representations. This enables declarative forecast queries that
are unaware of a specific model as well as a seamless integration of forecasting within
traditional query processing. Furthermore, we can exploit different query optimiza-
tion strategies transparently to the user. A general forecasting interface allows the
integration of arbitrary forecasting methods, automatic model selection approaches,
or maintenance strategies. Existing index structures of the database management
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system can be exploited to speed up time series access and new index structures
for time series data or models can be developed. In the remainder of the thesis, we
detail selected components of F2DB and discuss their relationship to our proposed
forecasting requirements.
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In this chapter, we discuss the basics of forecast query processing (Fischer et al.,
2012d) and propose optimization techniques for ad-hoc forecast queries (Fischer
et al., 2012e). Support for forecasting as a smoothly integrated process inside a
DBMS requires extensions at various points. Forecasting introduces a novel seman-
tic that is not covered by existing database operators. Based on existing input
tuples, representing a historical time series, new approximate tuples are outputted,
representing the future. This leads to a novel logical operator, the forecast opera-
tor, and interesting interaction schemes with existing operators. Most importantly,
as the output of the forecast operator is only approximate, we have to extend the
traditional semantic of equivalence of query plans. Analog to traditional operators,
the forecast operator can be mapped to different physical implementations, covering
the variety of available forecasting methods, including general techniques as well
as special forecasting methods for a variety of domains. Nevertheless, to enable
generally valid optimization techniques, we require a common execution and cost
model. In contrast to traditional queries in a database that are only judged by their
execution time, forecast queries are additionally judged by their forecast accuracy.
This gives us novel possibilities for query optimization. On the one hand, we might
increase execution time to increase the forecast accuracy. On the other hand, we
might be willing to accept slightly less accurate results for a decrease in execution
time. Handling this tradeoff is a challenging task of a flash-forward database system.
We start from a logical point of view and first detail the forecasting query model,
including the logical forecast operator (Section 4.1). We then turn our attention
to the physical level of a DBMS and introduce the forecasting execution model,
including physical forecast operators and associated cost models (Section 4.2). In the
last two sections, we detail two specific types of optimization techniques. The first
one increases the accuracy of aggregation queries by keeping the computational costs
as small as possible (Section 4.3.1). The second one addresses enumeration queries
that jointly forecast several time series and focuses on reducing the input data size
of the forecast operator (Section 4.3.2). We perform an end-to-end evaluation of
our system as well as a detailed analysis of the individual techniques in Section 4.4.
We conclude this chapter by reviewing our achievements with respect to the defined
requirements of a flash-forward database management system (Section 4.5).
4.1. Forecasting Query Model
Relational databases store any kind of data that fit into the relational model, not nec-
essarily time series data. As forecasting is only concerned with time series data, we
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first clarify how time series can be represented in the context of relational databases
(Section 4.1.1). We then define a relational forecast operator that receives and pro-
duces a time series relation (Section 4.1.2) and discuss algebraic equivalence rules
with respect to the novel forecast operator (Section 4.1.3). We conclude this section
by turning our attention to the actual implementation in a DBMS and the extension
of the SQL query language with forecast-specific keywords (Section 4.1.4).
4.1.1. Time Series Relation
Time series are characterized by a strict order over a time dimension. There is no
single way to represent time in a database (Ozsoyoglu and Snodgrass, 1995), so we
require a clear notion of time in the context of this thesis. The time dimension is
characterized by a set of time attributes AT1 , ..., ATn . The composed set of time
attributes {AT1 ×AT2 × ...×ATn} form the time domain T.
day
weekmonth
quarter
year
Figure 4.1.: Time
Hierarchy
The time domain might be the set of all inte-
gers, a temporal data type of the SQL standard,
or an arbitrary user-defined data type. Most
importantly, it has to define an order relation-
ship ≤T and can further define a time hierarchy
(see Figure 4.1 for example). A value in the
time domain corresponds to a single time in-
stance and is characterized by a time granularity,
i.e., the level in the time hierarchy. A set of
consecutive values in the time domain forms a
time interval I.
Definition 4.1 (Time Series). In the relational data model, a time se-
ries X with time interval I is formed by a set of tuples over a schema
S(AT1 , ..., ATn , AM1 , ..., AMo) consisting of
 Time attributes: Time(S) = {AT1 , ..., ATn} with n > 0 and dom(AT1 × AT2 ×
...×ATn) = T and
 Variable attributes that change over time, called measure attributes:
Measure(S) = {AM1 , ..., AMo} with o > 0 and dom(AM1), ..., dom(AMo) = R.
Mathematically, measure attributes can be either dependent or independent observa-
tions, as defined in Section 2.2.1 on page 12. Furthermore, a time series X satisfies
the following properties:
 (Complete) There are no null values in X.
 (Equidistant) The elements in the time domain of I are unique and equidistant
with respect to their granularity in the time hierarchy.
These two properties can be easily achieved in a database management system by
including additional interpolation algorithms, which is, however, out of the scope of
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country pgroup year month quantity price
Germany audio 2013 1 46.000 112.50
Germany audio 2013 2 50.000 112.55
Germany audio 2013 3 51.000 112.60
Germany phones 2013 1 4.200 89.00
Germany phones 2013 2 4.150 89.00
Germany phones 2013 3 4.200 89.00
France audio 2013 1 21.000 112.50
France audio 2013 2 20.500 112.55
... ... ... ... ... ...
Table 4.1.: Example Time Series Relation
this thesis. We assume that the data has already been preprocessed and now fulfills
the complete and equidistant property.
Several time series form a time series relation, which contains additional attributes
to clearly distinguish different time series.
Definition 4.2 (Time Series Relation).
A set of time series {X1, ..., Xj , ..., Xq} composes a time series relation R over
schema S(AT1 , ..., ATn , AM1 , ..., AMo , AC1 , ..., ACp), which has the following charac-
teristics:
 The attributes Category(S) =
{
AC1 , ..., ACp
}
are invariant with respect to
time and called category attributes, with p ≥ 0 and arbitrary domain.
 A time series Xj has equal values in all category columns, i.e., ∀t1, t2 ∈
Xj and ∀ACi : ACi [t1] = ACi [t2] with 1 ≤ i ≤ p. In other words, each dis-
tinct set of category attributes determines exactly one time series.
 Each time series Xj follows the properties of Definition 4.1.
In the remainder of this thesis, we also assume that each time series in a time
series relation has the same time interval, i.e., ∀X1, X2 ∈ R : IX1 = IX2 . The time
interval I of a relation R equals the time interval of each time series in R. Although
this is not a necessary condition in Definition 4.2 (and also not in our system), it
makes the following discussions of the forecast operator and algebraic rules easier.
Furthermore, all of our real-world data sets used in the experimental evaluation
satisfy this condition.
Example 4.1. Table 4.1 shows an example of a time series relation, containing
two category attributes (country, pgroup), two time attributes (year, month), and
two measure attributes (quantity, price). A time series is formed for each dis-
tinct combination of the attributes country and pgroup, for example, sales of audio
products in Germany. The granularity of the time domain is month.
A time series relation constitues a logical view on a traditional table and might
be constructed by an arbitrary query, whose result set follows Definition 4.2.
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4.1.2. Logical Forecast Operator
To support forecasting as a first-class construct, we require an additional logical
operator, the forecast operator (ψ). A general framework on relational forecast
operators was proposed by Parisi et al. (2013). They introduced three families of
forecast operators called deterministic, probabilistic, and possible world forecast op-
erators. Our forecast operator is similar to the first family of forecast operators,
the deterministic forecast operator, since it can be directly integrated within a tra-
ditional DBMS and does not require the extension of the relation algebra like the
other two operators.
Definition 4.3 (Forecast Operator). A forecast operator ψI is a mapping of a time
series relation R over the schema S to a relation R′ with time interval I over the
schema S′. It satisfies the following properties:
 Every tuple in R′ is associated with a time value in I, i.e., the forecast operator
only makes predictions for I.
 All tuples of R having a time value in I are preserved by the forecast operator.
 Forecasting is complete with respect to the timestamps in I and tuples in R,
i.e., a forecast value is outputted for each time value in I and each time series
in R. Every forecast tuple in R′ is linked to an original time series in R by
category attributes.
 The schema S might contain additional attributes that are not part of schema
S′, e.g., external variables. Analog, the schema S′ might contain new attributes
that are not part of schema S, e.g., prediction intervals.
Example 4.2. An example query plan is shown in Figure 4.2. The query plan
creates a time series relation using traditional operators in the first part and is
extended with a relational forecast operator ψ. The output schema looks exactly
like the schema shown in Table 4.1. However, instead of historical sales units, the
relation contains future sales units and associated timestamps.
4.1.3. Algebraic Rules
A key component of query optimizers are algebraic equivalence rules that enable
the transformation of query plans. The restriction of the forecast operator’s input
and output to a times series relation gives certain limitations on algebraic rules.
Furthermore, the equidistant property permits only relations that are sets rather
than bags, i.e., without duplicates.
A first study on exact equivalence rules — including selection, projection, union,
and natural join — was done by Parisi et al. (2013). However, forecasting has the
unique characteristics of producing approximate results. We, thus, extend the work
of Parisi and consider another semantic of equivalence.
Definition 4.4 (Approximate Equivalent). Two time series relations R1, R2 are
approximate equivalent, denoted as R1 ≈ R2, if they have identical schema S and
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ψ3months
γcountry,pgroup,year,month,SUM(quantity),SUM(price)
πcountry,pgroup,year,month,quantity,price
1cityID
1productID
σpgroup=phones∨ pgroup=audio
products
facts
regions
Figure 4.2.: Forecast Query Plan
time interval I as well as identical values for all category attributes. They might,
however, differ in the values of their measure attributes.
Figure 4.3 summarizes the main exact and approximate equivalence rules relevant
to forecasting for the basic as well as extended operations of the relational algebra
(Garcia-Molina et al., 2008). Note that these equivalence rules assume independence
of different time series, e.g., the sales forecast of audio devices are independent
of sales forecast of phones, and independence of measure attributes, i.e., we only
consider univariate time series methods.
Projection
We can not formulate any equivalence rules for the classical projection operator,
due to strict restriction of the forecast operator’s input and output to a time series
relation, which is defined by a fixed set of attributes. A quite other thing is the
extended projection operator, which allows arbitrary expressions in the projection
list. In that case, we can formulate an approximate equivalence rule on one or
more measure attributes (see first rule in Figure 4.3). Measure attributes are either
first forecasted and then processed according to the defined expression (forecast-
first plan), or, alternatively, first processed and then forecasted (forecast-last plan).
The forecast results of both plans might differ as a model is trained over either the
original time series or an already processed time series.
Example 4.3. Recall the time series relation in Table 4.1. Figure 4.4 shows two
possible execution plans for forecasting the monthly turnover (quantity ∗ price) of
audio devices in France. The forecast-last plan first performs the turnover computa-
tion and then directly forecasts the turnover, whereas the forecast-first plan forecasts
sales and quantity separately and computes the turnover of the forecast result.
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Projection on Measure: With R a time series relation over schema S and
E an expression on attributes in Measure(S)
πE(ψI(R)) ≈ ψI(πE(R))
Selection on Category: With R a time series relation over schema S and
P a selection condition on attributes in Category(S) filtering out whole time
series
σP (ψI(R)) ≡ ψI(σP (R))
Selection on Time: With R a time series relation over schema S and P1, P2
selection conditions on attributes in Time(S) restricting the history length
ψI(R) ≈ ψI(σP1(R)) ≈ ψI(σP2(R))
Set Operations: With R1,R2,...,Rn time series relations over schema S,
|Category(S)| > 0, and equal time intervals IX for all X ∈ Ri
ψI(R1) ∪ ψI(R2) ∪ ... ∪ ψI(Rn) ≡ ψI(R1 ∪R2 ∪ ... ∪Rn)
ψI(R1) ∩ ψI(R2) ∩ ... ∩ ψI(Rn) ≡ ψI(R1 ∩R2 ∩ ... ∩Rn)
ψI(R1)− ψI(R2)− ...− ψI(Rn) ≡ ψI(R1 −R2 − ...−Rn)
Join on Category: With R a time series relation over schema S, C an
equi-join condition on attributes in Category(S), and P a selection condition
ψI(R) 1C σP (T ) ≡ ψI(R 1C σP (T ))
ψI(R) 1C T ≡ ψI(R 1C T )
Join on Time: With R1,R2,...,Rn time series relations over schema S, equal
time intervals IX for all X ∈ Ri, C a join condition on attributes in
Time(S), and E an expression on attributes in Measure(S)
πE(ψI(R1) 1C ψI(R2) 1C ... 1C (Rn)) ≈ ψI(πE(R1 1C R2 1C ... 1C Rn))
Aggregation on Category/Time: With R a time series relation over
schema S and C a subset of grouping attributes in Category(S) and/or
Time(S)
ψI(γC(R)) ≈ γC(ψI(R))
Figure 4.3.: Algebraic Equivalence Rules
Selection
The second equivalence rule covers the selection operator with conditions on cate-
gory attributes, filtering out whole time series. Consequently, selection conditions
are of the form AC1 θ1 v1 AND/OR ... AND/OR ACp θp vp with AC1 , ..., ACp ∈
Category(S), θ1, ..., θp ∈ {<,≤,=,≥, >}, and v1 ∈ dom(AC1), ..., vp ∈ dom(ACp).
As such conditions filter out whole time series, a forecast-first plan yields in unnec-
essary forecasts for time series that have already been removed in the forecast-last
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ψ3months
πyear,month,quantity∗price
σcountry=France∧ pgroup=audio
sales
(a) Forecast-Last
πyear,month,quantity∗price
ψ3months
σcountry=France∧ pgroup=audio
sales
(b) Forecast-First
Figure 4.4.: Projection Example
ψ3months
σcountry=France∧ pgroup=audio
sales
(a) Selection on Category
ψ3months
σyear≥2009
sales
(b) Selection on Time
Figure 4.5.: Selection Example
plan. An example is shown in Figure 4.5(a). Essentially, we only want to forecast
sales of audio devices in France. Instead of applying the filtering condition first, as
done in Figure 4.5(a), we could push it above the forecast operator (not shown in
Figure 4.5).
Furthermore, the selection operation can be performed on time attributes, but
only if the condition leads to a restriction in the length of the forecast interval —
with the same end time. The results are then only approximately equivalent as the
model is trained over different data. Figure 4.5(b) displays an example for a selection
condition on time. We forecast the whole time series relation, but start the model
training from the year 2009. If we remove or change this condition, we get different
forecasts with different accuracy.
Set Operations
In case of several time series relations in one schema, we can express exact equivalence
rules for set operators. Per definition, set operations on relations require identical
sets of attributes as well as identical domains (Garcia-Molina et al., 2008). In addi-
tion, time series relations require identical time intervals for all time series involved.
Forecasts are computed separately, and possible unnecessarily, in the forecast-first
plan and jointly in one operator in the forecast-last plan. Both plans lead to exactly
the same result.
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ψ3months
γcountry,pgroup,year,SUM(quantity)
sales
(a) Temporal Aggregation
ψ3months
γcountry,year,month,SUM(quantity)
sales
(b) Contemporaneous Aggregation
Figure 4.6.: Aggregation Example
Join
Similar to a selection condition on category attributes, we can formulate an exact
equivalence rule for a foreign-key join, i.e., 1:N equi-join, with a join condition on
category attributes. Again, as the join realizes an implicit selection, a forecast-first
plan leads to a superset of the result of the forecast-last plan. We can also formulate
the equivalence law without a selection condition on the dimension table, which will
leave the cardinality of the output tuples unchanged. Surely, in case of a snowflake
schema, the join can involve more than one dimension table (not shown in Figure
4.3).
Second, similar to a selection condition on measure attributes, we can formulate
an approximate equivalence rule for a join over the time attribute of several time
series relations. Hereby, we require compatible time attributes as well as an identical
historical time interval in each time series relation. Along with the extended pro-
jection on one time series relation, measure attributes can be forecasted separately
or after they have been processed by the expression, leading to different forecast
results.
Aggregation
The final approximate equivalence rule involves the grouping operator. Grouping can
be performed over category attributes, time attributes, or both. Subsequently, the
aggregation operation is applied to all measure attributes in the time series relation.
Common aggregation operators in time series data sets are SUM or MAX. Depending
on involved grouping attributes, we can distinguish two types of aggregations. In
temporal aggregation, the grouping attributes are composed by a subset of time
attributes and all category attributes (Figure 4.6(a)). In that case, aggregation is
performed over the time hierarchy, leading to time series with a coarser granularity.
In contrast, in contemporaneous aggregation, the grouping attributes are composed
by a subset of category attributes and all time attributes (Figure 4.6(b)), which
corresponds to an aggregation across several time series. Both aggregation types
can be combined as long as valid time series relations are produced, i.e., the output
has to fulfill the equidistant property. We can now define an approximate equivalence
rule over the grouping operator, where a forecast-first plan computes forecast values
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FORECAST OutputColumns( ON) TimeColumns( )
SelectStmt
NUMBER
AS OF
Count
DateClause
ForecastingMethod
Figure 4.7.: Forecast Queries in SQL
directly over the time series relation and aggregates the forecasts, whereas a forecast-
last plan first aggregates measure attributes of the historical data and then computes
the forecasts based on the aggregate.
4.1.4. Forecast Queries in SQL
Based upon the relational algebra, SQL consists of a data definition and data ma-
nipulation language. Support for forecasting requires first of all the extension of
the SQL data manipulation language with forecast-specific keywords. Our query
language builds upon Oracle’s flashback technology (Oracle, 2008). In this context,
a flashback query retrieves data as it existed at some point in the past using the
AS OF clause. We use the same language construct to retrieve data as it will exist
in the future.
Example 4.4. The following forecast query requests the forecasts of the time series
relation in Table 4.1 for the next three months:
SELECT country, pgroup
YEAR(date) AS year, MONTH(date) AS month,
SUM(quantity) AS quantity, SUM(price) AS price
FROM facts f, regions r, products p
WHERE f.cityID = r.cityID
AND f.productID = p.productID
AND pgroup IN ('audio','phones')
GROUP BY country, pgroup, year, month
AS OF now() + interval '3 months'
A traditional SQL query is used to define the time series relation. The AS OF keyword
extends the SQL language to enable the specification of a forecast horizon. In the
example, now() refers to the last timestamp in the time series relation and the
horizon is specified by using a time interval.
Based on the definition of a forecast model (Definition 2.1 on page 13), the com-
plete syntax of a forecast query consists of the following elements (Figure 4.7):
 Input: A regular select statement (SelectStmt) specifies a valid time series
relation (with respect to Definition 4.2) and defines the input of the forecast
model.
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 Output: A user can explicitly name the output attributes (i.e., dependent
variables) with the FORECAST keyword. If no output columns are provided, the
system tries to automatically find appropriate ones.
 Time: Similar, the system tries to automatically find time attributes in the
select statement, or time columns can be specified with the ON keyword.
 Forecast Horizon: The forecast horizon is provided with the AS OF keywords
by either using a date interval or an explicit date value in the future. Alter-
natively, the NUMBER keyword gives a fixed number of values to forecast.
 Forecasting Method: Optionally, the user can explicitely specify the fore-
casting method and its parameters (e.g., seasonality, trend). The syntax
of the term ForecastingMethod is as follows: function <name> parameter
(<key=value, ...>).
Our goal is to keep the query language as minimal as possible, for which reason only
the AS OF keyword is mandatory. However, some users might want to give additional
information about input and output attributes, or the forecasting methods.
4.2. Execution Model and Physical Plan Operators
In common database query engines, a query execution plan is a tree of physical
operators based on a tuple-at-a-time execution model, often called Volcano iterator
model (Graefe, 1994). Query evaluation follows a “pull” model in which each op-
erator is called recursively to traverse the operator tree from the root downwards.
Each operator call produces one new tuple leading to a pipelining evaluation strat-
egy. Unfortunately, model creation is a blocking operation as it performs several
runs over the complete time series data, in which case, intermediate results have
to be materialized. We can, however, support incremental processing of the in-
dividual time series in a query and return the forecast results of each time series
progressively. Based on the open-source database system PostgreSQL (PostgreSQL,
2013), we detail this execution model as well as the resulting operators in the next
section. A prerequisite of our execution model forms the forecasting method inter-
face. It allows the integration of arbitrary forecasting methods and model creation
strategies into the generalized execution model and, thus, enables different physical
implementations of the operators. Furthermore, to include the new operators into
query optimization, we introduce a novel cost model (Section 4.2.2).
4.2.1. Internal Forecasting Method Interface
Forecasting methods are captured by a black-box style generic internal forecasting
method interface (FMI) that allows the addition of new methods by implementing
predefined functions and registering them in the system catalog (Table 4.2). Such
a black-box approach is not restricted to a particular class of forecasting methods
and allows the reuse of existing forecasting libraries behind the simple interface.
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Function Arguments Description
InitModel model pointer,
user parameters
initialize empty model
structure
ProcessModel model pointer, next
value
process new time series
values
FinalizeModel model pointer finalize model, estimate
parameters
ForecastModel model pointer, horizon compute forecast values
PredictionInterval model pointer, horizon,
confidence level
compute prediction intervals
Table 4.2.: Internal Forecasting Method Interface (FMI)
Following the general forecasting process, the interface decouples model creation
and model usage functionality and is exploited by two new physical plan operators
(Table 4.3).
Operator Name Input Output
CreateModel ordered time series
relation
set of forecast models
Forecast set of forecast models ordered time series
relation
Table 4.3.: Physical Operators for Time Series Forecasting
First, the CreateModel operator is responsible for model creation. It receives a
time series relation, containing historical time series values, as input and outputs a
set of forecast models, one for each individual time series in the time series relation.
As a prerequisite for the CreateModel operator the time series relation has to be
ordered on category and time attributes. This sorting has to be ensured by the
underlying physical plan operators, either by using order-preserving operators or by
including additional sort operators. The CreateModel operator then processes each
time series separately and incrementally outputs the created model over the current
series. Conceptually, the processing of a single time series consists of three phases
(Figure 4.8).
The model structure is initialized using the InitModel function of the forecasting
method interface (Table 4.2). The second step is in line with the volcano-style
pipeline processor of PostgreSQL. The create model operator receives time series
values once at a time and passes each individual time series value to the function
ProcessModel. Last, after all data has been read, the function FinalizeModel is
called.
Different physical implementations of the CreateModel operator are achieved by
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Init Process Finalize
Time series values
Forecast 
model
For each time series
Figure 4.8.: Phases of the Create Model Operator
instantiating these three functions of the FMI. Hereby, we can differentiate between
forecasting methods that require only one pass over the data (e.g., simple linear
regression, online learning algorithms) and more sophisticated forecasting methods
that need multiple passes over the time series data to estimate the model parame-
ters, as explained in Section 2.2.3 on page 18. One-pass forecasting methods incre-
mentally compute the model parameters in the function ProcessModel and simply
finalize them in FinalizeModel. In contrast, for multi-pass forecasting methods, Fi-
nalizeModel is much more time-consuming as it contains the estimation of the model
parameters. As explained before, parameter estimation requires an optimization
function, which depends on the forecasting method, and an optimization approach.
The optimization function is provided by the forecasting method, whereas the op-
timization approach is realized by the database system. For this, we integrated an
open-source library for nonlinear optimization (NLopt), which provides a common
interface for a number of different optimization routines (Johnson, 2013). This al-
lows a database administrator to quickly integrate new forecasting methods within
our framework. Furthermore, the FMI might integrate an automatic strategy to se-
lect an appropriate model type for a given forecasting method (e.g., Hyndman et al.
(2002)) or even from a set of forecasting methods. However, in this thesis, we do not
focus on the model specification part of the forecasting process. We exploit the ab-
straction interface of the FMI to integrate existing approaches from the forecasting
literature.
The second operator, the Forecast operator receives as input a set of forecast
models and outputs a time series relation containing the corresponding forecast
values. Again, each model is processed separately and forecast values are outputted
incrementally. Internally, the Forecast operator calls the function ForecastModel
to compute the forecast values for each time series and, optionally, the function
PredictionInterval to provide corresponding prediction intervals.
In case of ad-hoc forecast queries, these two operators appear jointly, with the
Forecast operator sitting on top of the CreateModel operator. However, the sepa-
ration of both operators enables the transparent reuse of models (see Chapter 5 on
page 95).
4.2.2. Cost Model
Existing physical operators provide cost estimates to enable cost-based query op-
timization techniques. Thus, we need to extend the existing cost model of the
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database system and provide cost functions for the new operators. Furthermore, we
can reuse the cost model later for estimating maintenance costs of a physical design
(see Section 5.2 on page 105). In traditional database systems, such as PostgreSQL,
the operator cost model consists of two parts — computational costs and I/O costs.
Hereby, we only focus on the computational part as both operators, CreateModel
and Forecast, process a single time series at a time and we assume that one time
series fits completely into the available main memory. In PostgreSQL, the distinc-
tion of CPU processing times is implemented as configurable weight factors (Wu
et al., 2013). The cost model accounts for three different processing patterns —
cost to process a tuple (cpu tuple cost), cost to process a tuple via index access
(cpu index tuple cost), and cost to call a function or perform an operation such as
hash or aggregation (cpu operator cost). The computational cost CO of an operator
O in a query plan is then computed by a linear combination:
CO = nt · cpu tuple cost+ ni · cpu index tuple cost+no · cpu operator cost, (4.1)
where nt represents the number of processed tuples, ni the number of processed
index tuples, and no the number of operations during the execution of the operator
O. The total estimated cost of a query plan is then the sum of the costs of the
individual operators in the query plan.
Forecast Operator
Within the Forecast operator, each time series is processed separately, so the total
costs are accumulated over the individual costs per time series:
CForecast = number of ts · forecast cost per ts. (4.2)
The number of time series is determined by the number of distinct values in
the category columns as well as by the number of output columns (assuming only
univariate time series):
number of ts = distinct values · number of outputs. (4.3)
The distinct values in the category columns are not known at query optimization
time so an estimation has to be provided, which is analog to the estimation done by
the group-by operator (see for example Beyer et al. (2007)).
The cost per time series are determined by the forecast horizon. For each future
value, the forecast is calculated using the ForecastModel function (cpu operator cost)
and the output tuple is produced (cpu tuple cost) including the values for time,
forecasts, categories, and prediction intervals:
forecast cost per ts = forecast horizon · (cpu operator cost+ cpu tuple cost).
(4.4)
Additional costs may arise if prediction intervals have to be computed, which depend
on the applied forecasting method and are not part of the presented cost model.
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Create Model Operator
Similar to the Forecast operator, the CreateModel operator is executed for each
time series:
CCreateModel = number of ts · creation cost per ts. (4.5)
Following our discussion of the general forecast model framework in Section 4.2.1,
the costs per time series consist of three main parts:
creation cost per ts = cpu operator cost
+ cpu operator cost · ts length
+ finalize model cost. (4.6)
First, the model is initialized using the InitModel leading to cpu operator cost once.
Then, each individual time series value is processed by the function ProcessModel
and optionally stored. In most cases, most of the work is done in the finalize step,
which involves the estimation of the runtime of the parameter estimator (final-
ize model cost).
Finalize Model Costs
The finalize model costs depend on the actual work done in the FinalizeModel func-
tion as well as on the data set and model characteristics. Analog to approaches
that predict performance metrics of traditional database queries (Ganapathi et al.,
2009), we exploit a learning-based approach to predict the costs of this function. We
introduce one example cost function that provides cost estimates for parameter esti-
mation of a single forecast model using an arbitrary forecasting method. Parameter
estimation is based upon the general process, presented in Section 2.2.3 on page 18
and, thus, focuses on iterative estimators that rely on the hill climbing techniques
and operate until some convergence criteria is fulfilled. Furthermore, we assume the
generalized case of no existing derivative function of the forecasting methods as well
as a fixed error metric and fixed estimation parameters. Removing these assumption
does not change the conceptual principles behind our cost model, but leads to more
complexity in the sense that we have to consider additional exceptional cases.
As again shown in Figure 4.9, parameter estimation is an iterative process, where
each iteration involves an evaluation of the optimization function (parameter eval-
uation) as well as a computation of the next parameter combination (parameter
selection).
The costs of the three parts of the parameter estimation process are influenced
by various factors such as the time series length and the time series characteristics,
the optimization function as well as the forecasting method and its parametrization.
The total costs are then accumulated over the total number of iterations, where
each iteration requires certain costs for parameter selection (selection cost) and
evaluation (evaluation cost):
finalize model cost = #iterations · (evaluation cost+ selection cost). (4.7)
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Figure 4.9.: Influencing Factors of the Parameter Estimation Process
In what follows, we describe each part in detail and derive corresponding cost
functions.
Parameter Evaluation Costs The evaluation of a parameter combination involves
one complete run over the whole time series and the consecutive evaluation of the
optimization function for each new time series value. The cost of this run is influ-
enced by the time series length, the forecasting method, and its parametrization.
To compute the parameter evaluation costs, we can either follow a white-box or a
black-box approach. The white-box approach requires the detailed analysis of the
layout and implementation of the forecasting method to capture the computational
costs of one parameter evaluation. However, this approach is quite error-prone and
complicated as forecasting methods can be arbitrarily complex. We, therefore, fol-
low a black-box approach, which estimates a cost function offline based on a training
time series. This approach is applicable for any kind of forecasting method without
accessing its implementation. The cost estimates derived from the training data are
then applied at execution time to estimate the costs of new time series.
We introduce an additional function f : N → Z, which specifies the costs of
processing one time series value. It is bound to a specific forecasting method M
and depends on its parametrization. The final parameter evaluation costs are then
computed by a multiple of the time series length:
evaluation cost = ts length · fM (#parameters). (4.8)
Figure 4.10 outlines the general procedure to determine the function
fM (#parameters). It receives as input an arbitrary time series with random values
and a forecasting method M .
In a first step, we need to determine a sample of optimization functions with
different numbers of parameters for which runtime measurements are collected. In
case of forecasting methods with a bounded number of parameters, such as expo-
nential smoothing (maximum of three parameters), we can just evaluate all possible
optimization functions (e.g., single, double, and triple exponential smoothing). For
forecasting methods with an open parameter space, such as ARIMA (arbitrary num-
ber of AR or MA terms), we only perform measurements for a few supporting points
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Input: An arbitrary time series T and a forecasting method M .
Output: A function of the form fM (#parameters).
(1) Determine a sample of optimization functions {H} with increasing number of
parameters.
(2) For each optimization function in {H}
(3) Perform several random parameter evaluations using the time series T .
(4) Measure average time.
(5) Calibrate measurements.
(6) Optional: Use standard techniques to approximate a function over all
measurements.
Figure 4.10.: Estimating the Parameter Evaluation Costs
over which we later approximate a function. We then perform several parameter eval-
uations with random parameter values using the selected optimization function and
the given time series. The execution time of each run is recorded and the average
execution time over all runs is computed.
Once we have recorded all execution times, we perform a normalization step (line
5 in Figure 4.10). This is necessary to align our cost model with existing operators.
Recall that operator costs are given by abstract costs rather than real execution
times. Related problems have been studied in the context of calibrating cost units
in the optimizer cost model (Wu et al., 2013). We build on this previous work
following their technique of using calibration queries. As suggested by Wu et al.,
we use a calibration query to obtain the real execution time of one CPU operation
(cpu operator cost), which specifies the costs of one integer addition or hash op-
eration in PostgreSQL. We then normalize the execution time of the optimization
function with respect to one CPU operation. We furthermore divide the measure-
ments by the time series length to retrieve the runtime of a single time series value.
Optionally, in the last step, we approximate a function over the recorded
measurements for forecasting methods with open parameter space. Hereby, we
apply a simple polynomial function. More complex functions or even interpolation
approaches are possible. Moreover, we could differentiate different parameter types
(e.g., AR or MA for ARIMA models) in our cost function. However, in our exper-
imental evaluation, this simple model has already delivered quite accurate estimates.
Number of Iterations An exact determination of the number of iterations is only
possible for very simple optimization approaches (e.g., grid search). In general,
there is no existing solution to exactly estimate the number of iterations of an
optimization approach. This would require very detailed information about the
problem, which could be then used to solve the problem itself. For some scenarios,
heuristic convergence tests might be applied (Anstreicher and Wolsey, 2009), which
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Input: A sufficiently large set of time series {T}, a forecasting method M , an
optimization approach O.
Output: A function of the form gM,O(#parameters).
(1) Determine a sample of optimization functions {H} with increasing number of
parameters.
(2) For each time series in {T}
(2) For each optimization function in {H}
(4) Execute a complete parameter estimation process.
(5) Measure number of iterations.
(6) Optional: Use standard techniques to approximate a function over all
measurements.
(7) Optional: Include an additional factor to capture several parameter
evaluations in one iteration.
Figure 4.11.: Estimating the Number of Iterations
however, require access to the time series data at optimization time. We again use an
empirical black-box approach to estimate the number of iterations offline based on
some training data. Our goal is to derive a fairly accurate estimate of the average
number of iterations of a certain forecasting method and optimization approach,
which is then applied for new data at query runtime.
In contrast to parameter evaluation, the number of iterations additionally depends
on the optimization approach itself as well as the characteristics of the time series
data. The latter impacts the applicability of the forecasting methods as well as the
shape of the parameter search space. In consequence, the number of iterations are
bound to a specific optimization approach O as well as forecasting method M and,
again, exhibit a function over the number of parameters g : N→ N:
#iterations = gO,M (#parameters). (4.9)
To cope with the influence of the time series characteristics on the number of iter-
ations, we average over several runs over a large set of time series data, as outlined
in Figure 4.11.
The estimation procedure for the number of iterations receives a set of training
time series {T}, a forecasting method M , and an optimization approach O as input.
It outputs a function of the form gM,O(#parameters). Ideally, the training data
should contain a large number of time series with different lengths and different
characteristics. One possibility is the data set from the M3-competition (Makridakis
and Hibon, 2000), which consists of 3003 time series from different domains. In
the first step, we again determine a set of optimization functions, depending on
the parameter characteristics of the forecasting method. Then, for each time
series in the training set and each optimization function, we execute a complete
parameter estimation process and record the number of iterations. For forecasting
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methods with open parameter space, we again approximate a function over the
selected supporting points. Otherwise, we just compute the mean over all measured
iteration counts. Finally, the optimization function can be called several times in
one iteration. For example, the Hooke-Jeeves (Hooke and Jeeves, 1961) approach
computes the error of trial points along each coordinate direction of the current base
point in each iteration. Moreover, gradient approximation techniques require several
calls to the optimization function to derive an estimation of the gradient. Thus, the
last step includes the number of function calls in one iteration as additional factor
in the cost function.
Parameter Selection Costs Finally, we also need to consider the parameter selec-
tion step, which, in general, composes additional costs in each iteration. However,
for derivation-free optimization approaches without gradient approximation, the
amount of those costs on the overall estimation costs is negligibly small, which we
have also proven experimentally. We, therefore, omit these costs in our cost model.
The instantiation of the cost model requires the determination of the discussed
functions for each forecasting method in the forecasting method catalog, which is
done at database compile time. Furthermore, whenever we add a new parameter
estimator or forecasting method to the forecasting method catalog, we need to com-
pute corresponding cost estimates once.
4.3. Sample-Based Query Optimization
The presented cost model as well as the equivalence rules from Figure 4.3 allow us
to do query optimization. However, the forecast operator itself is very costly and
often dominates the runtime. Let us first take a look at the exact equivalence rules.
In most cases, a forecast-last plan, which reduces the number of tuples before fore-
casting, will be preferred over a forecast-first plan. This was also observed by Parisi
et al. (2013), who concluded that query optimization should focus on reducing the
amount of data processed by the forecast operator. Thus, for exact equivalence rules,
we apply a simple heuristic that performs the forecast operator as late as possible
in a plan and turn our attention to more promising optimization opportunities.
In contrast to traditional query optimization, forecast queries are approximate
per se, which opens up novel approaches in query optimization. We can reduce the
amount of input data to the forecast operator and still compute valid results with the
same or a similar accuracy. Sampling-based methods reduce the amount of processed
data and have been successfully applied in a wide variety of scenarios in databases,
such as query selectivity estimation in query optimization, providing sampling as a
relational operation, and approximate query processing (Olken and Rotem, 1990).
In our case, we can apply sampling in two different manners (Figure 4.12). Vertical
sampling reduces the number of processed time series in a query, whereas horizontal
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(Section 4.3.1) 
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Figure 4.12.: Sample-Based Query Optimization
sampling reduces the length of the time series. Hereby, our optimization goal is to
reduce the processed data and subsequently the query runtime without or little loss
in forecast accuracy.
Although the general idea behind both sampling techniques is similar, they show
very different characteristics requiring different optimization techniques. Vertical
sampling results in missing time series in a query, which have to be estimated and
integrated into the overall query result. Hence, we need to focus on how to estimate
these missing time series (Section 4.3.1). In contrast to traditional sampling that
deals with single values, we sample whole time series. We develop novel estimators
that exploit this fact and are based on the time series history. Furthermore, we
introduce specific sample selection strategies that reduce the number of time series
required in a sample.
Horizontal sampling only reduces the history length, but does not remove interme-
diate time series values. Subsequently, the forecast value computation is exactly the
same, but might result in different accuracy. However, in contrast to vertical sam-
pling, an increasing sample size does not necessarily increase the forecast accuracy.
A longer history length might have no effect at all (depending on the forecasting
method) or even lead to an accuracy decrease. Hence, we introduce an empirical
optimization technique that evaluates several history lengths at runtime (Section
4.3.2) on a sample of time series.
4.3.1. Vertical Sampling
Vertical sampling reduces the number of processed time series in a query, which can
be exploited by aggregation forecast queries. Consider the simple time series relation
from Table 4.1 and the following forecast query:
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Figure 4.13.: Aggregation of Monthly Sales of Audio Devices
SELECT year, month, SUM(quantity)
FROM ts_relation
WHERE pgroup = 'audio'
GROUP BY year, month
AS OF now() + interval '1 month'
This query wants to retrieve forecast values for audio devices, sold in all countries,
for the next month. Figure 4.13 shows a graphical visualization of the time series
involved in this forecast queries.
The time series relation records monthly sales of audio devices according to dif-
ferent locations (bottom of Figure 4.13). In the following, we call the original time
series from the time series relation base time series. The forecast query requests
the aggregate forecast of audio devices over all locations (top of Figure 4.13). Based
on the last equivalence rule in Figure 4.3, we have two possibilities to provide the
result:
 Forecast-Last Plan (Aggregate → Forecast): First, we can aggregate all base
time series and build one model for the aggregated time series. The aggregate
forecast is then calculated using this model.
 Forecast-First Plan (Forecast → Aggregate): Second, we can build models for
all base time series and produce forecasts on base level. Those forecasts are
then aggregated to retrieve the aggregate forecast.
As obvious, the first possibility is much more efficient as it only requires the
creation of one forecast model. However, in terms of accuracy, the second possibility
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can actually lead to a higher accuracy of the aggregate forecast as it might be easier
to find good models for more fine granular elements. This was studied and examined
on different data sets in statistical and specific forecasting literature (Fliedner, 2001)
(see also Section 2.2.4 on page 20). However, creating a single model for each base
time series can be very expensive, especially if a large number of time series are
involved. Interestingly, we do not need all base models, a sample of base models can
still outperform the associated aggregate model. In the top right corner in Figure
4.13, we display an initial experiment using the real-world Sales data set for audio
devices (Appendix A on page 159). Our baseline is the forecast error of an aggregate
model created with the aggregated time series over all locations. We can observe
that the error is decreased by 25% if we aggregate the forecasts of all base models
instead. However, if we just use a 21% sample of base models, we achieve pretty
much the same accuracy as using all models. Thus, we need to create less than
a quarter of the models, but we do not loose any accuracy compared to using the
aggregate model.
In what follows, we propose different estimators to calculate an overall aggregate
forecast from a sample of base forecasts (sample estimation) and explain how to
design such a sample (sample selection). We conclude this section with a short
discussion of how to set the sample size within the database system.
Sample Estimation
Consider N base time series {Xi} and corresponding forecast values {x̂i,t+1}, where
1 ≤ i ≤ N . An aggregation forecast query wants to retrieve the aggregate forecast
ŷt+1, which can be calculated by
ŷt+1 =
N∑
i=1
x̂i,t+1. (4.10)
Our goal is to estimate the forecast value ŷt+1 of the aggregated time series from a
sample of base time series S = {Xi} of size n ≤ N . Horvitz and Thompson (Horvitz
and Thompson, 1952) introduced an estimator that can be used with any probability
design without replacement. The estimate of the sum is given by
ŷt+1 =
∑
Xi∈S
x̂i,t+1
πi,t+1
, (4.11)
where πi,t+1 denotes the first-order inclusion probability of x̂i,t+1. The higher the
probability of inclusion, πi,t+1, of a unit i to the sample, the less weight the corre-
sponding response x̂i,t+1 is given. Therefore, each value is scaled-up or “expanded”
by its inclusion probability. The main challenge is to choose good inclusion proba-
bilities.
Uniform Estimator If there is no additional information available, we choose a
uniform probability of inclusion. Therefore, we set πi,t+1 = n/N for all i and the
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aggregate forecast is estimated by
ŷt+1 =
N
n
·
∑
Xi∈S
x̂i,t+1. (4.12)
However, uniform estimation might lead to a strong under- or overestimation of the
aggregate value, because different base forecasts might contribute differently to the
aggregate forecast. For example, if we have a 50% sample, we would scale the sum
by two. However, our sample might contain many high forecast values, which are
in total much higher than half the aggregate forecast. Thus, we would strongly
overestimate the aggregate forecast. As we are in a time series context, we can
additionally use the information in the history of the time series to provide better
estimates. The key idea is to use the historical ratio of the base time series to the
overall aggregated series as inclusion probabilities.
Weighted Estimator We denote the historical ratio di,t+1 of a base value xi,t+1
and an aggregated time series value yt+1 as di,t+1 = xi,t+1/yt+1. Thus, these ratios
can take values between 0 and 1 and
∑N
i=1 di,t+1 = 1.
As we do not know the current ratio at time t + 1, we need to decide which and
how many past ratios to use as well as on an aggregation scheme. We can make two
observations. If the ratios highly fluctuate over time, we can choose a ratio close
to the current time t + 1 that might resemble the next ratio best. If the ratios are
approximately stable, the type of ratio probably has quite a low influence, so we can
choose a ratio close to the current time t+ 1 as well. However, in addition, it might
make sense to choose a ratio according to the seasonality of the data.
Example 4.5. Recall the aggregation example from Figure 4.13. Figure 4.14 dis-
plays the historical ratios di,t of base time series i = 4, containing sales of retailers
in Czech Republic. Assume we want to forecast the 30th month and the time series
i = 4 is part of our sample. Therefore, we need the ratio d4,30 as inclusion prob-
ability. It probably makes sense to use one of the recent ratios, for example, the
last ratio d4,29. In addition, we can see a strong seasonal effect in the ratios, which
is related to the seasonal effects in the time series itself. This is an annual effect
as people tend to show different shopping habits at different times of the year (e.g.,
Christmas). Therefore, it might also make sense to use the ratio 12 month before
d4,(30−12) = d4,18.
To conclude, we propose a combined strategy, where we use a mixture of past
ratios close to the current point in time and the ratio one season ago:
d̂i,t+1 = α ·
∑k−1
x=0 di,t−x
k
+ (1− α) · di,t+1−season. (4.13)
We therefore average over the last k ratios and include the ratio one season ago.
The seasonality is usually the same for the whole data set and known by the forecast
models. If it is not available, we just average over the last k ratios. The higher the
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Figure 4.14.: Calculation of Inclusion Probabilities
number of past values k, the more robust we are to outliers. However, we might
loose in accuracy. The parameter α determines the weight of the seasonal ratio.
The optimal setting of these parameters depends on the characteristics of the time
series data. We tried different parameters for k and α using the data sets from the
experimental evaluation (see Section 4.4). We observed that a value of k = 3 (using
the last three ratios) and α = 0.5 (uniform weighting) leads to a good accuracy in
most cases.
The final inclusion probabilities are calculated by summing over all probabilities
within the sample and normalizing with the sum over all probabilities (= 1). As a
result, the aggregate forecast ŷt+1 at time t+ 1 is estimated by
ŷt+1 =
1
∑
Xi∈S d̂i,t+1
·
∑
Xi∈S
x̂i,t+1, (4.14)
where the d̂i,t+1 are estimated using Equation 4.13.
Sampling Selection
We now discuss how to select a sample of base time series. Consider N time series,
our goal is to choose a sample S = {Xi} of base time series for a given sample size
n that minimizes the error of the one-step ahead aggregate forecast:
min
S
error(ŷt+1, yt+1). (4.15)
The aggregate forecast ŷt+1 is estimated by Equation 4.14.
In the näıve case, we could apply uniform sampling and choose the sample ran-
domly. However, uniform sampling has the well known disadvantage of ignoring the
variance in the data distribution (Chaudhuri et al., 2007). We can achieve a higher
accuracy if we use a weighted sampling scheme.
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Weighted Sampling In weighted sampling designs, the probability of an item in-
cluded into the sample varies among the items in the population (Hanif and Brewer,
1980). The challenge is to determine reliable weights in order to achieve a high
accuracy. Analog to our aggregation approach, we need to choose those time series
with a higher probability that contribute the most to the overall aggregate forecast.
We, thus, derive the sampling weights wi,t from the previous proposed computation
scheme for the inclusion probabilities (Equation 4.13):
wi,t = d̂i,t+1. (4.16)
Note, we could also sort the time series by their weights in descending order and
choose the top-n time series. This is a special case of our general weighted sampling
approach.
Weighted Sampling over Several Hierarchies Until now, we always discussed the
aggregation of base forecast values to one aggregate value. However, in reality, we
might have multiple aggregation hierarchies. For example, sales for products might
not only be aggregated according to locations of retailers but also according to
different product properties (e.g., color, brand, ...). Thus we have to deal with many
different aggregated time series. In this section, we want to extend our weighted
sampling approach to multiple hierarchies.
Given N time series {Xi}, our goal is to choose a sample that maximizes the
accuracy of forecasts of M aggregated time series {Yi}. Each aggregated time series
Yi is calculated by the sum over arbitrary base time series, which form an aggregation
group. Thus, a base time series might contribute to several aggregated time series.
Our optimization goal is the minimization of the error over those aggregate forecasts:
min
S
1
M
·
M∑
i=1
error(ŷi,t+1, yi,t+1) (4.17)
This seems similar to stratified sampling (Cochran, 1977). Stratified sampling
divides a population into strata in such a way that every item is contained in exactly
one stratum. A separate sample is then drawn independently from each stratum.
In our case, however, we have overlapping strata. For example, the sales for audio
devices in Austria can be either aggregated to total sales over all audio devices or
to total sales over all products in Austria. Therefore, we do not draw samples from
each aggregation group independently, but we propose a two-stage sampling scheme
(Algorithm 4.1). We denote the total weight of an aggregation group (groupweight)
as sum over all disaggregation weights of base time series that are within this group
and within our sample. Our core idea is to distribute the sample equally according
to the weight of aggregation groups in order to reduce the average forecast error.
The algorithm receives a sample size n ≥M as input, the base time seriesX1...XN ,
and the corresponding aggregated time series Y1...YM . We first initialize an empty
sample (line 1) and a vector, initialized with 0s, representing the current total weight
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Algorithm 4.1 Sampling over Several Hierarchies
Require: sample size n, base time series X = {X1....XN}, aggregated time series
Y = {Y1...YM}
1: sample← NULL
2: groupweights← repeat(0,M)
3: for i in 1 : M do
4: j ← sampling(Y [i],Y [i].weights, size=1)
5: sample← union(sample,X[j])
6: updateGroupWeights(groupweights,X[j],Y )
7: while size(sample) < n do
8: i← sampling(Y ,1/groupweights,size=1)
9: j ← sampling(Y [i],Y [i].weights,size=1,exclude=sample)
10: sample← union(sample,X[j])
11: updateGroupWeights(groupweights,X[j],Y )
of each aggregation group (line 2). In an initialization phase, we draw one item
from each group using our weighted sampling approach (line 3-6). Thus, the func-
tion sampling(...) receives the aggregation group (Y [i]), the associated weights
(Y [i].weights, Equation 4.16), and the number of items to sample (size = 1). It
returns a single item. We then add the item weight to the total weight of all associ-
ated groups. At the end of this initialization phase, we have a maximum sample size
of M as we have overlapping aggregation groups. Then, as long as the sample size
is smaller then the desired sample size n, we apply our two-stage sampling scheme.
We first sample an aggregation group (line 8), where we draw groups with a lower
total weight with a higher probability. The lower the group weight, the less items
are included in the sample of this group and, consequently, the lower the forecast ac-
curacy. Thus, to achieve a similar accuracy for all aggregation groups, we distribute
the sampled items among the aggregation groups equally. Second, we sample a new
item in the drawn aggregation group, where we exclude already sampled items (line
9). Finally, we update our sample and the group weights. The algorithm terminates
when the desired sample size is reached.
Choosing the Sample Size
We have shown how to choose a sample of time series for a given sample size that
minimizes the forecast error for a single or several aggregation hierarchies. Hereby,
the sample size n is an important parameter and determines the forecast query run-
time and accuracy. Intuitively, the query runtime increases linearly with increasing
sample size. Similarly, the forecast accuracy increases with increasing sample size.
However, the exact behavior of the forecast accuracy depends on many factors like
the general applicability and accuracy of the models, the stability of the inclusion
probabilities, or the characteristics of the time series itself (e.g., correlation between
aggregated and base time series). The accuracy of a model and successively of a
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sample of models cannot be determined mathematically (Dunn et al., 1976, Agarwal
et al., 2010). Thus, in our system, we fix the sample size based on an empirical eval-
uation on several real-world datasets (Section 4.4.3). Hereby, we follow a pessimistic
approach by selecting the maximum sample size over all data sets that achieves at
least the same accuracy as the näıve approach that uses all base time series. With
this approach, we ensure that we do not loose in accuracy due to our sampling ap-
proach. In Chapter 5, we reuse the findings of this sections, but circumvent the
problem of model selection by proposing an offline approach that empirically selects
an optimal set of models beforehand.
4.3.2. Horizontal Sampling
Recall the cost model of the CreateModel operator from the last section. The time
series length exhibits a major factor in the overall costs. Thus, decreasing the his-
tory length (i.e., horizontal sampling) can highly speedup the processing of forecast
queries, especially if a large number of time series are involved. Furthermore, it
reduces the amount of data that has to be read and processed. Based on the equiv-
alence rule with a selection operator on time (Figure 4.3), a smaller history length
will result in a valid query result, but with different forecast values. The influence
on the forecast accuracy depends on the time series characteristics (seasonality, fluc-
tuations) as well as query characteristics, i.e., the forecast horizon. Intuitively, a
short horizon requires a shorter time series history than a long forecast horizon.
Unfortunately, there is no way of knowing the best history length for an ad-hoc
forecast query without additional analysis effort. However, this effort will pay off if
a large number of time series is involved in a forecast query. In what follows, we first
discuss how to determine a proper history length for a given enumeration forecast
query that forecasts a large set of time series simultaneously. Furthermore, we need
to decide if it is even worth investing the time for analysis, which depends on the
number of time series involved in the query as well as the time series length. For
this, we apply cost-based planning based on the cost model introduced in Section
4.2.2.
Sample Selection
Our optimization techniques exploits the iterator-based characteristics of an execu-
tion plan. Specifically, we use a sample of time series in a plan to compute a proper
history length, which is then reused by subsequent time series. An implicit assump-
tion here is that the best history length is similar for all time series in a query. We
can apply this assumption for two reasons. First, the data in one query arises from
the same domain (we do not query sales figures together with energy consumption).
Second, the forecast horizon is identical for all time series in one query (Definition
4.3) and, as just discussed, highly influences the best history length.
The determination of the best history length is realized by a new HSampling
operator (Figure 4.15). It analyzes a stream of time series data step by step until
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Figure 4.15.: Horizontal Sampling
the best history length has been determined. The original CreateModel operator
is then parametrized with the selected history length and the plan is switched to
normal query execution. The HSampling operator iteratively increases the history
length of a single time series, creates a forecast model, and empirically computes
its forecast accuracy. After each iteration, we evaluate a stop criterion that checks
if we have found the best history length or if a further increase is necessary. Once
the history length has been determined, we retrieve the next time series and repeat
the iterative process. We stop when a pre-defined number of time series has been
analyzed. This approach is a generalization of the idea of Ge and Zdonik (2008),
who focused on the determination of a proper history length for a single time series
using multi-variate regression as forecasting method.
Create Model and Compute Accuracy To compute the accuracy of a given history
length li, we divide the time series into a training and test series (Figure 4.16). The
training series includes the most recent time series values up to a history length of
li. A model is created over this training series, whereas the accuracy of the model is
computed over the test series. To be aware of query characteristics, we include the
forecast horizon into the accuracy computation. We continuously compute forecast
values for the query horizon h using a sliding-window of size h until the end of the test
series (right of Figure 4.16). After each computation, we move the window one value
to the right and update the model state with the time series value to the left of the
window. We do not re-estimate the model parameters to reduce the computational
costs. In the end, the accuracy is computed by comparing the forecast values with
the real values of the test series, where we apply the sum of squared errors (SSE) as
error metric.
Evaluate Stop Criterion Intuitively, the forecast error decreases with increasing
history length and converges towards an optimal value. Consequently, a further
increase of the history length only leads to more computational effort without any
accuracy benefits. To decide if a higher history increase is beneficial, we need to
compare the forecast error of history length li−1 with the current forecast error of
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Figure 4.16.: Accuracy Computation for Horizontal Sampling
history length li. In the simplest case, we could just stop whenever the error of li is
similar or higher than the error of li−1. A higher robustness is achieved by applying
a model selection criterion such as the Akaike Information Criterion (AIC) or the
F-test (Ge and Zdonik, 2008).
Increase History Length As most time series data in data warehouse systems ex-
hibits some kind of seasonality (and models are trained over this seasonality), we
base the history length on seasonal effects and, therefore, use a multiple of the sea-
son length of the data as history length. The initial history length l0 depends on
the implementation of the forecasting method (Hyndman and Kostenko, 2007). For
example, exponential smoothing requires three seasons l0 = 3s (e.g., s=12 months),
two for the initialization of the internal model state and one for parameter evalua-
tion. After each iteration, we increase the history length li+1 = li+c with a multiple
of the season length s, where we set c = l0.
Parametrization Each analysis of a time series gives us a best history length for
this time series. We select the 0.8-quantile of these recorded history lengths as
history length for all subsequent time series. With this approach, we assure a good
accuracy but ignore outliers. As for parametrization, we have two possibilities. First,
we can only parametrize the CreateModel operator. In that case, the underlying
plan will still read all time series values from disk but only use the determined history
length for parameter estimation. Alternatively, we can parametrize the underlying
plan and directly restrict the time attributes. The latter will reduce the amount of
processed data by the underlying plan as well as the CreateModel operator, leading
to a greater overall benefit.
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Cost-based Planning
The computational costs of the HSampling operator are quite high as it performs
multiple parameter estimations over a single time series. If a query contains just a
few time series or very short ones, the HSampling operator might not be beneficial.
Furthermore, during execution of the HSampling operator, we might realize that the
reduction of the history length is too small and that further analysis only increases
the execution time of the query plan. We apply our cost model (Section 4.2.2) for
both cases, the offline planing at optimization time as well as the online planning at
execution time.
Offline To evaluate the usefulness of the HSampling operator, we apply an opti-
mistic strategy. It is based on the cost model of the HSampling operator:
CAnalyze = m·(n · (CCreateModel + evaluation cost)
+ (n− 1) · cpu operator cost)). (4.18)
The cost model contains the history analysis costs for each time series — with m
as the number of analyzed time series. In each iteration — with n as the number
of iterations — we create a model over the current history length (CCreateModel) and
evaluate the result using the sliding-window approach (evaluation cost). Further-
more, we charge one cpu operator cost for the test of the stop criterion, which is
performed after each iteration, starting from the second one.
The costs to evaluate a certain history length are accumulated over the sliding-
windows:
evaluation cost =(ts length− forecast horizon)
· (CForecast + cpu operator cost)
+ CForecast. (4.19)
In each step, we need to compute the forecast values with costs (CForecast) as de-
fined in Equation 4.2 and update the state of the model, for which we charge one
cpu operator cost. The number of windows is restricted by the length of the test
series and the forecast horizon. We do not need to perform an additional model
update step after the last sliding-window.
In the best case, the HSampling operator terminates after the second iteration of
the first cycle (n = 2), which we denote as COptAnalyze. The optimistic strategy now
compares the costs of an execution plan containing an analysis phase — and sub-
sequent model creations for the resulting (optimistic) history length COptCreateModel —
with the straightforward execution plan, which uses the full history length for all
time series CFullCreateModel. The HSampling operator is only included in the execution
plan, if the costs of the full execution plan are higher then the costs of the optimistic
execution plan:
CFullCreateModel > C
Opt
Analyze + C
Opt
CreateModel (4.20)
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Intuitively, if we can not save execution time in the best case, any analysis is a
waste of effort. The outcomes of Equation 4.20 depend on the query (number of time
series, forecast horizon), model (number of parameters etc.), and data characteristics
(time series lengths) as well as on the costs of the underlying operators (e.g., table
scan vs. index scan).
Online Similar to the offline approach, we evaluate the costs of the HSampling
operator in an online fashion. We abort the analysis phase, if we cannot expect
any cost reduction. For this, we incrementally maintain the costs of the HSampling
operator after each single time series (CCurAnalyze). We use the same cost formula as in
the offline case, to determine if any further analysis is beneficial:
CFullCreateModel > C
Cur
Analyze + C
Cur
CreateModel (4.21)
Whenever, the costs of the full execution plan are higher than the current analyze
costs plus the current expected model creation costs, we abort the analysis phase.
We can do this, as the best history length corresponds to the maximum history
length over all analyzed time series so far. Thus, we can only expect higher costs
if further time series are analyzed. Subsequently, in the the worst case, we paid
additional costs CCurAnalyze with respect to an unoptimized execution plan.
4.4. Experimental Evaluation
We conduct an experimental study to evaluate the performance and accuracy of
forecast queries. In summary, we observe the following results:
 The integration of forecasting inside the database leads to significant speedups
compared to external forecasting. Query runtime and forecasting accuracy is
further improved by applying sample-based optimization (Section 4.4.2).
 Vertical sampling requires at least a sample percentage of 50% to achieve the
same accuracy as all time series, resulting in a minimum speedup of 2. The
weighted estimator combined with weighted sampling shows a fast convergence
towards the best accuracy with increasing sample size (Section 4.4.3).
 Horizontal sampling leads to significant speedups (between 2 and 7 on our data
sets). The forecast accuracy is very close to the accuracy on the complete data
or, for some real-world data sets, is even better (Section 4.4.4).
 The cost model correctly reflects the general behavior of the real model creation
costs. Slight derivations from the estimated costs arise due to wrong estimates
of the number of iterations (Section 4.4.5).
We first provide details on the experimental setting (Section 4.4.1), before diving
into the experimental results.
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4.4.1. Experimental Setting
The experimental setup consists of a database server, which we extend with forecast-
ing functionalities, and a client application, which serves as our test environment.
Database Server
We integrate all described concepts into the open-source database system Post-
greSQL version 8.4.0 (Section 3.4.2 on page 47). We extend the parser, optimizer,
and executor of PostgreSQL to support forecast queries. The parser recognizes
forecast-specific keywords (Section 4.1.4) and annotates time, measure, and category
attributes. The optimizer supports the new operators (Section 4.2.1), integrates the
respective cost models (Section 4.2.2), and performs simple rule-based (Section 4.1.3
and 4.3) as well as more complex cost-based optimization techniques (Section 4.3.2
and Section 4.3.1). Finally, the executor processes the new operators and calls the
functions of the forecasting method interface (Section 4.2.1). The forecasting method
interface exploits the extension capabilities of PostgreSQL. A database administra-
tor can implement the predefined functions of the FMI in an arbitrary programming
language and just has to register them in the system catalog. For the experimental
evaluation of our prototype, we already integrate two representatives of forecasting
methods, exponential smoothing and ARIMA models (implemented in C). The de-
fault forecasting method is set to exponential smoothing. The database server is
deployed on an AMD Opteron System with 12 cores (each at 2.6 GHz) and 32 GB
RAM.
Client Application and Test Setup
We further implement a client application in Java 1.7. It is responsible for loading
different data sets into the database, for executing forecast queries, and for measuring
the executing times and the forecast accuracy. The client is run using a Lenovo
ThinkPad laptop with a Dual Core Intel Processor at 1.60 GHz and 4 GB RAM.
We use several real-world data sets from various domains and, additionally, gen-
erate synthetic data sets. An overview over all data sets can be found in Appendix
A on page 159. Throughout this thesis, we employ the real-world data sets to show
the accuracy of our techniques for various domains, whereas we use synthetic data
sets to prove the efficiency and scalability of our approaches. We will explain the
data sets in more detail at the respective experiments.
If not mentioned otherwise, all presented executions times include the actual ex-
ecution time at the database server as well as the JDBC and connection overhead,
which is, however, negligibly small. The forecast accuracy is measured using the
scale-independent error metric SMAPE, which takes values between 0 and 1 (see
Equation 2.10 on page 21).
For all data sets, we use about 70% of the time series data to train the forecast
models, i.e., as training data in a forecast query, and the remaining 30% to evaluate
our approaches. In detail, a presented forecast error is averaged over the whole
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evaluation time period using a sliding-window approach, which is analog to the
evaluation of different history lengths of the HSampling operator (see right in Figure
4.16 on page 78). We update the forecast models and additional statistical synopses,
e.g., historical ratios, after each computation within a window, i.e., before we move
the window one step further. Finally, a reported execution time or forecast error
represents an average over at least 100 runs.
4.4.2. End-to-End Comparison
We first compare the end-to-end performance of our in-DBMS implementation to
alternative integration approaches and evaluate the overall benefit of the proposed
optimization techniques. In the remaining sections of this chapter, we analyze the
accuracy of the optimization techniques on real-world data sets.
F-TPC-H Benchmark
For our end-to-end comparison, we adapt the classical TPC-H benchmark (TPC,
2013) to be able to process forecast queries, denoted as F-TPC-H. The TPC-H
benchmark constitutes a well-known and widely used benchmark in research and
industry. In the database community, the TPC-H benchmark is often used to ana-
lyze new performance improvements and new optimization techniques in database
management systems. Furthermore, existing work has extended the original TPC-H
benchmark to evaluate new functionalities added to database systems, e.g., tempo-
ral data models and queries (Al-Kateb et al., 2013). As the TPC-H benchmark is
centered around a data warehouse scenario with OLAP-style queries, it is well suited
for advanced analytics such as time series forecasting. The adaption of the TPC-
H benchmark requires changes to the data generation as well as query generation
components of the benchmark.
Data Generation: The data model represents the operations of a retail company
and consists of eight tables in a normalized data warehouse schema. Customers
submit orders, where each order contains a number of lineitems associated with a
supplier and supply part. The relationship between orders, supplier, and supply
part is stored in the lineitem table, which further contains the number of ordered
lineitems, price and discount values, and a variety of dates (e.g., ship date). The
order table stores, amongst other things, the customer id together with the order id,
price, and date. In the original TPC-H benchmark, all values are generated randomly
so that there is no dependency on time. In a real scenario, the ordered quantity
(l quantity) certainly has a dependency on time, representing seasonal effects or
trend developments (e.g., Christmas trees are mostly ordered in December).
To capture this effect, we adapt the original data generation of the TPC-H bench-
mark to generate time series data representing buying patterns of different cus-
tomers. This affects also other measure attributes as they are derived from the
ordered quantity, e.g., the total price (l extendedprice in the lineitem table). To
achieve equidistance, we assume that each customer submits an order at least once
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per month. Specifically, in the original TPC-H benchmark, each customer submits
15 orders on average, where the order date is set randomly. Every third customer
does not submit a order at all. Each order contains between 1 and 7 parts, where
the number of parts is randomly chosen between 1 and 50.
In the F-TPC-H benchmark each customer submits NUM MONTHS consecu-
tive orders (one order each month), where NUM MONTHS specifies the time series
length. A order is submitted by every third customer. Again, each order contains
between 1 and 7 parts. The number of ordered parts is generated by a SARIMA
process (Box et al., 2008) with a season size of 12 months. We randomly varied the
parameters of the SARIMA process modeling different seasonal and trend effects.
The F-TPC-H benchmark changes the cardinality of the orders table, whereas the
cardinality of the other tables is left unchanged. In detail, the cardinality of orders
table is now computed by SF · NUM MONTHS · 50,000 (original computation was
SF · 1,500,000), where SF is the scale factor of the TPC-H data set. Consequently,
for a time series lengths of 36 months, we are close to the cardinality of the original
TPC-H benchmark. A higher time series length will increase this cardinality.
Query Generation: Our initial idea was to analyze and rewrite the original
21 queries of the TPC-H benchmark to forecast queries. However, many of those
queries either do not contain any kind of time reference or do not allow a meaningful
transformation. Furthermore, they focus on querying historical data and do not vary
forecasting characteristics.
We thus decided to generate our own set of query templates. Along with the
original TPC-H benchmark, we generated different query templates that allow dif-
ferent parametrizations. Our 9 query templates can be grouped into three categories:
predicate queries (Q1, Q2, Q3), aggregation queries (Q4, Q5, Q6), and enumeration
queries (Q7, Q8, Q9). Predicate queries forecast a single time series restricted by
a certain number of predicates in the training data (e.g., the part type (Q1)). Ag-
gregation queries contain a subquery over which forecasts are computed. The query
output is then the aggregate over all inner forecast values (e.g., aggregated sales
quantities over all parts of a certain brand (Q4)). Enumeration queries forecast a
set of time series (e.g., sales quantities for a set of parts (Q7)). More details on each
query template can be found in Table A.2 on page 162. All query templates are
parametrizable with the forecast horizon, which is randomly set between 1 and 12
months.
Experimental Results
We measure the performance (error and runtime) for each of the nine F-TPC-
H queries in F2DB with a scale factor (SF) of 1 and a time series length
(NUM MONTH) of 84, leading to data over 7 years. We set the sample percentage
to 50% for vertical sampling and the percentage of analyzed time series to 5% for hor-
izontal sampling. We further measure the performance of two alternative integration
approaches. The first one calls R (version 2.15.1) instead of our native implementa-
tion of the FMI (partial integration). This is easily possible as PostgreSQL offers a
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Figure 4.17.: End-to-End Runtime Comparison of Integration Approaches
language extension, called PL/R, which allows PostgreSQL functions in the R lan-
guage. The second alternative approach represents the traditional way of performing
time series forecasting (no integration). The database system is just used to query
the training data and models are built outside the database system. To build the
model we use again R, which is called directly from our client application using the
Java/R interface JRI.
Figure 4.17(a) summarizes the runtime results of all 9 F-TPC-H queries. Displayed
is the relative execution time of the partial integration approach with R (partial), full
integration approach (full), and full integration approach with sample-based query
optimization (full+) with respect to the no-integration approach (external). A value
of 100% in Figure 4.17(a) corresponds to exact the same execution time as the no-
integration approach. A smaller value exhibits a smaller execution time. In absolute
terms, the execution time varies between 3 s(Q3, no integration) and 23 min(Q9, no
integration). In summary, we found the following:
 The FMI enables the integration of arbitrary statistical software packages in-
side the DBMS (partial). However, the overhead of calling R inside Post-
greSQL is quite high, which leads to almost no speedup with respect to the
external approach. For some of the queries, we even observe a slow-down.
 The full integration approach shows small performance improvements for sim-
ple predicate (Q1, Q2, Q3) and aggregation queries (Q4, Q5, Q6), whereas
enumeration queries involving the creation of a large number of models (Q7,
Q8, Q9) result in significant speedups.
 Vertical and horizontal sampling (full+) for aggregation (Q4, Q5, Q6) and
enumeration queries (Q7, Q8, Q9) further reduce query runtime.
 The forecast accuracy (not shown in Figure 4.17(a)) of the three integration
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approaches was similar as we used the same forecasting method and param-
eterization. Slight derivations are observable due to different optimization
approaches. We analyze the accuracy of the vertical and horizontal sampling
technique in more detail in the next two sections.
The runtime benefit of query processing inside the database depends on the
amount of processed data. The more time series data we process, the higher the
speedup with respect to no or partial integration approaches. Figure 4.17(b) shows
the speedup of query Q7, Q8, and Q9 over the no-integration approach. For each
query, we increase the number of processed time series by increasing the addressed
domain. For example, for query Q7, a value of 100% means that we compute fore-
casts for all time series for all parts in the database, whereas a value of 50% demands
only forecasts of half of the parts stored in the database. The higher the number
of processed time series in a query, the higher the speedup. The speedup does not
increase linearly with the number of time series as we require a fixed initial time
to scan the base data from disk, which also increases with the number of processed
time series.
4.4.3. Vertical Sampling
First, we present more detailed experiments to analyze and evaluate the performance
of vertical sampling. To evaluate the general effect on the forecast accuracy, we use
data sets from three different domains (see Appendix A for more details on these
data sets):
 The Sales (sal) data set, which consists of various time series according to two
dimensions (product and country).
 The Electricity (el) data set containing world-wide electricity generation for
different countries and products.
 The Tourism (to) data set composed of the number of tourists in Australia
according to purpose of visit and state.
To show the general benefit of our approach, we first provide an overview over all
real-world data sets and then discuss the characteristics of the optimization technique
on selected data sets.
Overview
With a first experiment, we intend to analyze the benefit of a forecast-first plan
that forecasts all base time series and then computes the aggregate forecast over a
forecast-last plan that first aggregates and then creates a single aggregate model.
Furthermore, we compare the complete forecast-first plan with a sample-based
forecast-first plan that forecasts a sample of base time series. Hereby, we do not
apply a fixed sample size. We rather measure the sample size that is required to
achieve the same accuracy as a complete forecast-first plan.
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Figure 4.18.: Data Set Comparison of Vertical Sampling
Figure 4.18 shows the forecast error of all real-world data sets for the forecast-
first and forecast-last plan. All data sets have several aggregation possibilities as
a time series is described by more than one attribute. We, therefore, provide the
best aggregation query with the highest error difference of a forecast-first over a
forecast-last plan (sal(b), el(b), to(b)) and the average error (sal(a), el(a), to(a))
over all aggregation queries.
We observe that the forecast-first plan improves the forecast accuracy for all real-
world data sets. On top of the errors in Figure 4.18, we depict the speedup of our
sampling approach over a complete forecast-first plan. This speedup is calculated by
applying the best sampling approach (weighted estimator with weighted sampling)
and the sample size that achieves the same accuracy as all base models. We permit
a 5% derivation of the approximate sample-based forecast from the “exact” forecast.
For all data sets, we achieve at least a speedup of 2. Thus, in general, we need
to build just half of the forecast models to reach the same accuracy as using all
base models. The Electricity data set performs best in terms of speedup (33.3) and
accuracy improvement.
Detailed Analysis
Figure 4.19(a) details the development of the forecast error for the Sales data set
using an aggregation query that demands sales quantities for audio devices over all
countries. The straight lines display the forecast error of the complete forecast-first
plan, whereas the dotted line corresponds to the error of the forecast-last plan. We
can see that aggregation of base forecasts leads to a higher accuracy than the forecast
of the aggregate model. In addition, the plot displays the accuracy of the uniform
estimator with uniform sampling (uniform+uniform) as well as the weighted esti-
mator (weight+uniform) with combined inclusion probabilities (Equation 4.13) and,
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Figure 4.19.: Detailed Analysis of Vertical Sampling
again, uniform sampling. The weighted estimator leads to high accuracy even with
small sample sizes. With a sample size of 30%, the accuracy is better than the accu-
racy of the aggregate model. In order to show the benefit of our suggested inclusion
probability approach, we compare the accuracy of the weighted estimator with a
näıve estimator that simply averages over all historical ratios (average+uniform).
Our combined strategy achieves a maximum improvement of about 40% compared
to the näıve estimator. Finally, we apply weighted sampling instead of uniform sam-
pling. Weighted sampling combined with the weighted estimator (weight+weight)
leads to a further improvement. Starting from a sample size of 10%, we reach a
better accuracy than the aggregate model.
Figure 4.19(b) shows the characteristics of our sampling approach over several
hierarchies. We use the Electricity data set as an example. A single error now
represents the mean error over all aggregation possibilities. Again, we observe that
we reach a lower mean forecast error by using base models instead of aggregate
models. Weighted sampling shows a high improvement over uniform sampling and
the mean error converges rapidly towards the mean error of all base models. We
notice similar characteristics for the other aggregation queries and data sets, and
thus omit further figures.
4.4.4. Horizontal Sampling
We now take a closer look at the benefit of the horizontal sampling technique. This
technique is beneficial if a large number of time series is involved in a query. To
evaluate the effect of horizontal sampling on the forecast accuracy and runtime in a
real-world scenario, we use three different real-world data sets (see again Appendix
A for more details):
 The DemandS1 data set consists of 86 energy demand time series of length
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Figure 4.20.: Data Set Comparison of Horizontal Sampling
5,808 in an hourly resolution.
 The DemandS2 data set consists of 658 energy demand time series of length
35,041 in a 15 minute resolution
 The Electricity data set consists of 1,586 energy supply time series of length
31 in a yearly resolution.
We first provide an overview over all data sets and then discuss individual aspects
of the horizontal sampling technique on selected data sets.
Overview
For all data sets, we submit a forecast query that requests the one-step for each
individual time series. The percentage of analyzed time series in the HSampling
operator was set to 5%. We record the execution time and forecast error for (1)
query execution without horizontal sampling and (2) query execution with horizontal
sampling. To be more robust to outliers, the forecast error is measured over several
forecast queries for different points in time (see also Section 4.4.1). Figure 4.20(a)
displays the average error distribution of each individual time series in the respective
data set. Figure 4.20(b) shows the speedup of query execution with horizontal
sampling over query execution without horizontal sampling.
We observe a very similar accuracy of both approaches. The accuracy slightly
decreases for the DemandS2 and Electricity data set and increases for the DemandS1
data set. Furthermore, we see a speedup of 2 for the Electricity data set and a
speedup of about 7 for the DemandS1 and DemandS2 data sets. The time series
length of theses data sets is much higher than for the Electricity data set, leading
to a greater overall benefit of the horizontal sampling approach. To sum up, with
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Figure 4.21.: Influence of Analyzed Time Series on Horizontal Sampling
our horizontal sampling technique, we can achieve significant speedups, with no or
only a small decrease in forecast accuracy.
Analyzed Time Series
In a second experiment, we vary the percentage of analyzed time series in the
HSampling operator. We use the DemandS1 data set and fix the forecast hori-
zon to h = 1, i.e., 1 hour. Figure 4.21(a) displays the forecast error, whereas the
relative speedup is shown in Figure 4.21(b).
As expected, the more time series we analyze, the lower the speedup. The error
distribution slightly improves as the analyzed time series are increased from 2% to
5%, and almost stays constant from 5% to 10%. Thus, with a time series percentage
of 5%, we can already compute a good estimate of the best history length.
Forecast Horizon
Third, we vary the forecast horizon of the DemandS1 data set and, again, record
the forecast error distribution and execution time (Figure 4.22).
As expected, a longer forecast horizon increases the forecast error. In addition, we
observe a higher accuracy improvement of the horizontal sampling technique (Figure
4.22(a)), whereas the speedup slightly decreases (Figure 4.22(b)). This is reasoned
by the fact that horizontal sampling determines a longer history length for longer
horizons leading to higher execution times. We observe similar effects for the other
data sets and, thus, omit detailed figures.
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Figure 4.22.: Influence of the Forecast Horizon on Horizontal Sampling
Cost Analysis
The benefit of horizontal sampling increases with an increasing number of time series
in a query. Figure 4.23 displays an experiment where we vary the number of time
series in the DemandS2 data set and measure the execution time of a forecast query.
We display three different measurements: (1) query execution without horizontal
sampling, (2) query execution with optional horizontal sampling (based on the cost
model in Equation 4.20), and (3) query execution with forced horizontal sampling.
All measurements are obtained outside the optimizer from our client application in
Java.
As expected, the execution time without horizontal sampling shows a linear be-
havior and strongly increases as the number of time series increase. The jump in
the execution times occurs as the time series data does not fit into main memory
anymore, leading to higher sort costs. Horizontal sampling shows a higher execu-
tion time in the beginning, but then significantly reduces the execution time as the
analysis effort pays off. Our cost-based approach balances this tradeoff between full
model creation and analysis costs. Subsequently, in the beginning, horizontal sam-
pling is avoided until a certain number of time series is reached. We do not meet
exactly the turning point, although we are very close to it. Our cost model is based
on cost and cardinality estimates of the underlying database system, i.e., the costs
of the underlying query plan as well as the number of distinct items of category
and time attributes. Hence, we can only be as accurate as the estimates from the
database system. Furthermore, we might have derivations in the cost estimates of
the CreateModel operator (see next section).
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Figure 4.24.: Example Cost Model Instantiation
4.4.5. Cost Model Evaluation
Finally, we perform a more detailed evaluation of the cost model for the CreateModel
operator. We first illustrate the instantiation of the cost model and then compare
the estimated costs with the real execution times.
Instantiation
We instantiate the cost model as described in Subsection 4.2.2. We use a synthetic
time series to learn the parameter evaluation costs and the M3 data set (see Ap-
pendix A for more details) to estimate the number of iterations. We learn the cost
functions for two different model types — exponential smoothing and the autore-
gressive model AR(p) — and two different types of parameter estimators — L-BFGS
(Byrd et al., 1995) and Nelder-Mead (NelderNelder and Mead, 1965).
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Figure 4.25.: Cost Model Evaluation
Figure 4.24 exemplifies the estimated functions for the number of iterations (Equa-
tion 4.9) using the Nelder-Mead estimator. The plots display a violin plot, which
is similar to a box plot, but also shows the probability density of the data. In
the simplest case this could be read as an upside-down histogram. The red lines
mark the medium of the corresponding distributions and show the final estimated
number of iterations. Since the autoregressive model can have an arbitrary number
of iterations, a function is estimated, whereas exponential smoothing just contains
three single estimation values — one for single exponential smoothing, one for double
exponential smoothing, and one for triple exponential smoothing. Sometimes the
estimator aborts very early as the model is not suitable for the data. This can be
seen in the distribution for single exponential smoothing. With increasing number
of parameters, we observe an increasing number of iterations as well as an increased
scattering of the measurements. Hence, we can expect less accurate cost estimates
for a larger number of parameters.
Evaluation
The evaluation of the cost model is based on another real-world data set. We use
the DemandUK data set (Appendix A on page 159) since it contains a long time
series, which is suited for different model types. This allows us to evaluate the
effect of different time series lengths and model complexities. Figure 4.25 shows
the estimated costs as well as real execution times with increasing time series length
(number of parameters = 5) and increasing number of parameters (time series length
= 140,000). We applied the autoregressive model and Nelder-Mead estimator.
As expected, the time series length shows a linear effect on the model creation
costs (Figure 4.25(a)). The cost model correctly reflects the linear slope of the real
execution times. The increase of the number of parameters leads to a super-linear
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behavior (Figure 4.25(b)), which is also reflected by our cost model.
4.5. Summary
In this chapter, we have systematically studied the integration and processing of
forecast queries inside a database system. Table 4.4 summarizes our achievements
with respect to the requirements defined in Section 2.3 on page 22.
Table 4.4.: Fulfilled Requirements after Chapter 4
Integrated
Life Cycle
Extensible
Catalog
Declarative
Queries
Model Inde-
pendence
Relational
Integration
o X X X X
Query Opti-
mization
Forecast
Subscriptions
Model Reuse Automatic
Maintenance
Physical
Design
X - - - -
The first part of this chapter enables forecasting functionalities within the
database and sets the foundations for subsequent techniques in this thesis. Up to
now, we have focused on the first two parts of the forecasting life cycle, model cre-
ation and model usage. Both steps are supported by new physical operators inside
the database system. The operators are based on a forecasting method interface
that allows the support of arbitrary forecasting methods inside the database. A
simple SQL extension enables the specification of declarative forecast queries that
are independent of a specific forecast model. Hereby, we did not focus on the model
selection step itself, which can be realized by integrating existing techniques within
the forecasting method interface. Instead, we explored possibilities to create a fore-
cast model within a query plan producing different forecast models and results for
a given declarative forecast query. Furthermore, in our experimental evaluation, we
adapted the traditional TPC-H benchmark and showed that we can support arbi-
trary types of forecast queries. In comparison with the traditional way of forecasting
in external statistical software environments, the integrated processing of forecast
queries decreases query runtime without loss in accuracy.
In the second part of this chapter, we were concerned with the optimization of
ad-hoc forecast queries. We have developed a cost model for the novel physical
operators and detailed two optimization approaches, one for enumeration and one for
aggregation forecast queries. Both approaches exploit sampling techniques. The first
optimization approach reduces the time series history length based on the analysis of
a small subset of time series. We observed significant speedups with no or only a little
loss in accuracy. The second optimization approach demonstrates that a sample of
low-level forecast models reaches a higher accuracy than a single aggregate forecast
model.
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In this chapter, we turn our attention from ad-hoc to recurring forecast queries.
Specifically, our goal is to decrease the runtime and increase the accuracy of forecast
queries by preselecting and materializing forecast models (Fischer et al., 2010, 2011,
2013).
On the user side, the preselection of a forecast model enables statistical experts
to store their knowledge in F2DB and enables decision managers to profit from
this knowledge. Nevertheless, we want to release decision managers from explicitly
stating a model instance created by a statistical expert. Our goal is to retain the
transparent processing of forecast queries from the last chapter, which requires a
mechanism to transparently find existing models in the database. In fact, models
are indexed in a specialized index structure that efficiently finds suitable models for
a given forecast query. Following the materialization of models, model maintenance
is required to provide a logical consistency between a time series and the models that
are based on it. Hence, we again require techniques to efficiently find models that
are affected by new tuples added to the database and we need to support forecast
model maintenance inside F2DB.
However, forecast model maintenance poses additional overhead to the database
system. Selecting and maintaining a model for each single time series is infeasible for
large multi-dimensional data sets as found in typical data warehouse environments.
Existing forecasting literature already provides some initial techniques to reuse mod-
els, for example, by using low-level models to compute forecasts for aggregated time
series data. Interestingly, those techniques do not only reduce the number of models
in a physical design, they can even increase the accuracy of the forecast result. Such
approaches go far beyond current state of the art in forecast query processing in the
database area, which mostly focuses on selecting and optimizing a forecast model
for a single(!) given time series. In the style of traditional materialized view and
index advisors, in this chapter, we introduce a forecast model advisor that suggests
a physical design of forecast models for a given query workload. The technical chal-
lenge of the advisor comes from the fact that there are no known ways to estimate
the accuracy of a physical design of forecast models without actually deploying and
querying it. Hence, conventional optimization frameworks based on cost models are
inapplicable here. Furthermore, deploying a physical design is costly since statistical
models can take a long time to build, especially for a large number of time series. We
need algorithms that converge to a fairly accurate design by trying as few physical
designs as possible.
The remainder of this chapter is structured as follows: In Section 5.1, we discuss
the foundations of forecast model materialization inside F2DB. Subsequently, in Sec-
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CREATE MODEL Name
ON TimeColumns TRAINING_DATA SelectStmtFORECAST OutputColumns
ForecastingMethod
FROM ModelNames
WEIGHTS Values
EVALUATE Strategy REFRESH Strategy Atomic Model
Composite Model
Figure 5.1.: Create Forecast Model Statement
tion 5.2, we outline the challenge of selecting a physical design of forecast models in
multi-dimensional data sets and introduce the forecast model advisor in Section 5.3.
We prove the efficiency and accuracy of our concepts in an experimental evaluation
in Section 5.4 and revise our initial requirements in Section 5.5.
5.1. Integration of Forecast Models
In the previous chapter, models were implicitly created and used by forecast queries.
We now separate models from the query processing itself, allowing the reuse of
models by multiple different queries. As every other database object, forecast models
can be added and deleted from the database system using SQL DDL commands
(Section 5.1.1). Models are stored inside the database and indexed using a novel
in-memory index structure (Section 5.1.2). Subsequently, changes to forecast query
(Section 5.1.3) and insert processing are necessary (Section 5.1.4). The latter triggers
model maintenance based on new time series values.
5.1.1. Model Specification in SQL
Following the extension of the ANSI/SPARC architecture, as discussed in Section
3.4.1 on page 44, we distinguish atomic and composite forecast models. Recall that a
composite forecast model is a conceptual abstraction from a concrete atomic forecast
model. Atomic and composite forecast models are both created and stored using
the CREATE MODEL statement (Figure 5.1).
Both require the specification of the following elements:
 Model Name: A forecast model represents a new database object, similar to
a view. As every other database object, each model is identified by an unique
name.
 Input and Output: Similar to the specification of a forecast query in Sec-
tion 4.1.4 on page 59, the input of a forecast model is specified in form of a
time series relation using a traditional select statement (TRAINING_DATA). The
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Figure 5.2.: Model Index for Matching and Maintenance
FORECAST keyword determines the output column(s) of a model, whereas the
ON keyword specifies the time column(s).
Atomic forecast models represent non-decomposable forecast models and are de-
fined as follows:
 Forecasting Method: The forecasting method and its parameters is specified
with the same syntax as for forecast queries (Section 4.1.4 on page 59).
 Maintenance: Each forecast model has to be maintained if the underlying
data changes. The maintenance strategy is specified using the EVALUATE and
REFRESH clauses. The first strategy determines if parameter reestimation is
necessary, whereas the time of parameter reestimation (e.g., immediate or
deferred) is specified by the second strategy (see Section 5.1.4).
In contrast, a composite forecast model is linked to an arbitrary number of atomic
or composite forecast models leading to a hierarchical forecast model composition
(see Figure 3.5 on page 46):
 Source Models: Composite forecast models specify one or several source fore-
cast models. A source model can be either an atomic or a composite forecast
model and is identified by its name.
 Weights: Optionally, composition weights can be specified that state the con-
tribution of each source model to the forecast result of the composite model.
If no weights are specified, they are automatically calculated based on the his-
tory of source and target data. Composition weights are further detailed in
Section 5.2.2.
Created forecast models are automatically stored and indexed inside the database.
Models can be removed using the DROP MODEL <Name> command.
5.1.2. Model Storage
Materialization of forecast models is realized by two new data structures (Figure
5.2). The model pool contains all currently existing atomic and composite forecast
models. Each model is associated with meta data, which can be distinguished into
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static meta data that is fixed at model creation time (e.g., output and time variables,
time granularity, forecasting method/source models) and dynamic meta data that
might change during the lifetime of a model (e.g., model parameters, model state,
last timestamp). The model pool can be kept in main memory, as most time series
forecasting methods just require a few floating point numbers as parameters.
A second data structure, the model index, identifies matching models for incom-
ing query and update transactions. It has to support three main functionalities.
QueryMatching is called for an incoming forecast query and finds suitable model(s)
for answering that query. Matching may return atomic as well as composite fore-
cast models. Similarly, whenever new tuples are inserted (assuming append-only
semantics), a matching step is required to find the models that are based on those
(TupleMatching). Finally, new models can be added to the model pool using the
StoreModel function.
The index is kept as in-memory structure, as it needs to be accessed for every
forecast query and every insert transaction. The key of the model index is the input
data of the model (TRAINING_DATA in Figure 5.1), whereas the model itself is the
value. The model is associated with all remaining information, stored as static and
dynamic meta data, as explained previously.
The model index has to process forecast queries to find suitable models as well
as individual tuples (representing new time series values) to find affected models
that require maintenance. The latter task is related to other areas such as publish-
subscribe systems, database triggers, or streaming systems. All of them require some
kind of predicate index that identifies matching subscriptions for incoming events
(Fabret et al., 2001), executable triggers for new database tuples (Carnes et al.,
1999), or routing plans for streaming tuples (Madden et al., 2002). However, as
only tuples are probed against these structures, they can not be directly applied to
our use case. In contrast, query indexing and searching has been done in multi-
query optimization and view-based query optimization. One common approach to
query indexing is bottom-up graph search, which performs one-by-one string match-
ing through one query graph after another (Zaharioudakis et al., 2000). Goldstein
and Larson (2001) apply a top-down rule-based filtering approach, which identifies
sharable views by filtering out irrelevant ones with different fine-tuned tests. In this
section, we combine approaches from both areas, i.e., predicate and query indexing,
and introduce a model index that allows filtering out relevant models for new time
series values as well as exact query string matching.
Following this discussion, the model index consists of two parts (Figure 5.3).
A predicate index is responsible for finding predicates that satisfy certain query
conditions or tuple values, which are then further matched against signatures of
where expressions to actually identify the affected models.
The first part, the predicate index, stores atomic predicates of queries. A predicate
can be either a selection predicate or a join predicate. Selection predicates are triples
of an attribute, a value, and a relational operator: attribute θ v, where θ ∈ {=, <,>}.
Join predicates are restricted to 1:N inner joins of the form attribute1 = attribute2.
Such foreign-key relationships are most common in typical OLAP scenarios and they
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Figure 5.3.: Detailed Model Index Structure
ensure valid time series relations as specified in Definition 4.2 on page 53 (e.g., no
null values, only one observation at one point in time).
The root of the predicate index (left in Figure 5.3) is linked to a set of relations,
which reference a set of attributes. For each attribute, we keep four data structures:
a greater-than B-tree, a less-than B-tree, an equality hash-table, and a list of pointers
to join attributes (similar to the approach of Madden et al. (2002)). Note that each
part of the model index is only built as needed.
The second part of the model index links atomic predicates together and stores
a signature of the where expression of the input data (right in Figure 5.3). Where
expressions are normalized to a conjunctive normal form:
(p11 OR p12 OR ... OR p1N ) AND ... AND (p21 OR p22 OR ... OR p2M ),
where each pij corresponds to an atomic predicate. Each group of disjuncts
(pi1 OR pi2 OR ... OR piN )
has to refer to a single relation. This restriction limits disjunctions to inlists.
Each connection node (OR, AND) has exactly two parents. Additionally, all nodes
in the model index can point to a list of forecast models that fulfill the predicates up
to that point. This allows arbitrary forecast queries with arbitrary where expressions
and enables expression sharing of different queries. The latter is ensured by sorting
each where expression according to the relation and attribute name of each disjunct.
Example 5.1. Figure 5.4 shows the (conceptual) state of the model index after
indexing all models that are necessary for answering the forecast query in Example
4.4 on page 59.
As three tables are referenced in the query, we have three relation nodes. In the
first part of the index, the predicates on product group (pgroup) and country are
indexed as well as the join predicates. The predicates are connected in the lower
part using conjunction and disjunction nodes. Each value in the category column
country requires the creation and indexing of a forecast model Mi.
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5.1.3. Query Processing
Forecast query processing can now take two different routes. On the one hand, if
a model is available, forecast values are directly computed from this model without
accessing the base data on disk. On the other hand, if no model is found, we create
a new model as done in the previous chapter. In addition, we store the model in the
model index; so it can be reused by subsequent queries.
A conceptual outline of forecast query processing with the model index is shown in
Figure 5.5. Following an optional rewrite query step, we search for an existing model
in the model index (query matching). Such a model might be either a composite
model or a simple atomic model. If an existing model has been found, forecast
values are computed for each atomic model within the given composite model and
composed according to the stored composition weights. If no model has been found,
we retrieve and process the time series data, create a single atomic forecast model,
and store it in the model index. In case of category columns, a query might contain
multiple time series, one for each distinct set of category values. Subsequently, the
process in Figure 5.5 is executed for each individual time series.
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Rewrite Query
The query matching step for a query containing a single time series, i.e., no category
columns, is performed by the optimizer. Based on the matching result, a plan is gen-
erated containing either a CreateModel and Forecast operator or just a Forecast
operator. In contrast, query matching for a query with category columns has to be
handled by the executor. This is necessary as we do not know the values of the
category columns at query planning time. Hereby, we can either follow a pessimistic
or an optimistic approach.
The pessimistic approach generates an ad-hoc query plan assuming that there are
no existing forecast models. Then, the executor searches a suitable forecast model
for each individual time series. If a model has been found, time series values are
ignored and the model is used for forecast value computation. Otherwise, all time
series values are processed and a model is created on the fly as planned originally.
This approach has the disadvantage that we might spend unnecessary time in data
retrieval, i.e., in the operators below the CreateModel operator. Especially if the
query plan contains a blocking sort operator, which is often necessary to ensure a
valid time series relation, the pessimistic approach can pose a considerable overhead
on query execution.
Therefore, the optimistic approach rewrites the original query to a distinct query
that only retrieves the values for the category columns. Those values are sufficient
to perform query matching and retrieve an existing forecast model. However, if we
can not find a suitable model, we need to read the original time series values from
disk. Since the optimistic approach requires an additional distinct query, it is worse
than the pessimistic approach if we can not find most of the required models.
To decide for one of the two approaches, we perform an initial (quick) lookup in
the model index, which consists of a sequence of heuristic tests. Basically we check
if (1) there exists a model index, (2) if we can find a relation node for each relation
involved in the query, (3) if we can find an attribute node for each column involved
in the query, and (4) if we can find a partial match for the where expression of
the query. The last test can only perform a partial check as we do not know the
values of category columns. If all four tests evaluate to true, we apply the optimistic
approach, otherwise the pessimistic approach is executed.
Query Matching
We now turn our attention to the query matching step (Algorithm 5.1), which is
executed for each individual time series in a query.
Query matching receives the where expression (whereExpr) of the input data, i.e.,
of the time series, as well as additional meta data (e.g., time and output variables)
and returns either a suitable forecast model or NULL if no model has been found. We
first transform the where expression to conjunctive normal form (line 3). The con-
junctive normal form is sorted by relation and attribute name, predicate type, and
predicate value. The algorithm then iterates through all conjunctive and disjunctive
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Algorithm 5.1 Model Search for Query Processing
Require: ModelIndex MI
1: procedure QueryMatching(SelectStmt whereExpr, MetaData modelInfo)
2: Node *n = NULL
3: transformToCNF(whereExpr)
4: for AndClause c1 in whereExpr do
5: if isNull(n) then
6: findOrAddPredicate(n, c1→ left)
7: findOrAddPredicate(n, c1→ right)
8: findOrAddConnection(n, c1, AND)
9: for Model m in n→ models do
10: if matchesMetaData(m, modelInfo) then return m
return NULL
clauses of the where expression and searches for matching subexpressions, i.e., pred-
icates and connection nodes (line 4-8). If no match is found, the missing nodes are
automatically created. As each conjunction node has exactly two parent nodes, we
start by comparing the left predicate of the first node. Afterward, we always check
for a matching right predicate as well as a matching connection node. Analog, the
function findOrAddPredicate might further compare disjunction nodes. In the end,
we obtain a pointer to either a predicate or connection node, which matches exactly
the given where expression. Finally, we traverse through the attached list of models
and compare the meta data (line 10). In any case, the time and output variables
have to match. Furthermore, we accept models that have a lower time granularity
than the target time granularity. We then perform an additional aggregation over
the output values. In case of a match, we return the first model found. If no suitable
model has been found, a new model is created at query runtime.
5.1.4. Insert Processing
As new time series values arrive, we need to identify and maintain all affected models.
First of all, this involves the update of the internal model state to the current time
series values, which is a fast and incremental operation. However, updates may also
reflect changes in the time series behavior and these can only be incorporated by
reestimating the model parameters. Since this step is computationally expensive,
we propose several possibilities to reduce the effort for full maintenance.
Figure 5.6 gives a general overview of the maintenance loop, which is based on the
mathematical foundations of the forecasting process (Definition 2.2 on page 14).
First, tuple matching finds all models that are affected by an insert transaction.
Incremental maintenance then updates the internal state of the model, based on
predefined functions of the forecast method interface (FMI). Subsequently, model
evaluation checks the need for full maintenance (i.e., parameter reestimation), where
we support different evaluation strategies. Full maintenance can be scheduled im-
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Figure 5.6.: Maintenance of Materialized Models
mediately or deferred to a later point in time (estimation scheduling). Analog to
incremental maintenance, full maintenance calls a predefined function of the FMI.
We detail each step in the following.
Tuple Matching
Each new insert transaction triggers the execution of the matching algorithm that
finds affected models in the model index. To enable efficient traversal of the model
index, we use two additional data structures: a memo structure for conjunction and
disjunction nodes (top right in Figure 5.6) and a traditional unique join index on
each join column for all dimension tables. Algorithm 5.2 details the implementation
of the TupleMatching procedure.
Algorithm 5.2 Model Search for Maintenance
Require: ModelIndex MI, Memo connectionIDs
1: procedure TupleMatching(Tuple newTuple, List modelList)
2: for Attribute a in getRelationNode(newTuple) do
3: evaluateAtomicPredicates(a, newTuple)
4: for each true predicate p do
5: evaluateConnections(p,modelList)
6: for each join node n in a do
7: jTuple = GetJoinTuple(n→ parent, newTuple)
8: TupleMatching(jTuple,modelList)
return modelList
It receives a new database tuple as input as well as an empty list of forecast
models, which is then filled with all found models. We first retrieve the associated
relation node and iterate over all child attribute nodes. For each attribute node,
we check the incoming tuple against atomic predicate nodes: =, >, and < (line
3). For each predicate that is fulfilled, we need to evaluate possible connections
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to other predicates (line 5). Note, for greater- and less-than predicates, a whole
subtree might be returned. To avoid visiting and possibly returning the same node
multiple times, the search procedure must remember which nodes have been visited.
Therefore, we use a recursive algorithm with memoization. Every time we find a
new conjunction or disjunction node, we add its ID to a memo structure. The memo
structure consists of node ids, node types (conjunction or disjunction), and a flag
indicating whether this node has been visited. For disjunction nodes, we evaluate
the underlying subtree. When we enter a disjunction node a second time, we do not
need to evaluate the subtree again. For conjunction nodes, we do nothing. When
we enter a conjunction node a second time, we remove it from the memo structure
and evaluate its subtree. We can do this since every conjunction node has exactly
two parents. Every time we find a model as a child of a node, we add it to the result
(modelList). Additionally, for each join node, we need to retrieve the corresponding
tuple from the joined table in order to check additional predicates on this table (line
7). For this, we always have an index on each join column. Since we only consider
1:N joins, we can retrieve the joined tuple with a fast lookup. We now enter our
index structure with the new tuple at the entry point of the dimension table (line 8).
Once the algorithm is finished, the result (modelList) contains all affected models
by the inserted tuple.
Example 5.2. Recall the model index in Figure 5.4. Assume, the following
insert transaction is submitted: INSERT INTO facts(year, month, productID,
supplierID, cityID, quantity, price) VALUES (2013, 12, 1, 1, 34, 251,
5.99). As there are no predicates directly associated with the fact table, the
maintenance search algorithm retrieves a tuple for productID=1 and cityID=34
via the join index from products and regions. Assume pgroup equals audio, so
the child OR node of the audio node and consecutively all child AND nodes are
added to the memo structure. Then, when country equals Germany, the AND node
is found in the memo structure and therefore model M1 is maintained.
The model index can also contain models for aggregated time series. In that
case, a model can only be maintained if values for all child nodes are available. To
address this issue, we currently batch inserts until a new value is available for each
base time series in the fact table. We then advance time in the whole model index by
processing all inserts at once and summing all inserts of models based on aggregated
time series. Afterward, the next step (incremental maintenance) is performed in the
overall maintenance process.
Incremental and Full Maintenance
Maintenance of a single forecast model depends on the underlying forecasting method
and requires an extension of the forecasting method interface, introduced in Section
4.2.1 on page 60. In addition to the previously discussed functions, each forecasting
method has to implement two new maintenance functions (Table 5.1).
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Function Arguments Description
IncrementalMaintenance model pointer,
new value(s)
update model state
FullMaintenance model pointer reestimate parameters
Table 5.1.: Model Maintenance Functions of the FMI
After an insert transaction, we only want to perform cheap and incremental main-
tenance operations, implemented by the function IncrementalMaintenance. For
most forecasting methods only the model state, i.e., the internal history, is updated
in this function. However, in case of simple one-pass, i.e., non-iterative, forecast-
ing methods such as linear regression, the parameters itself can be calculated here.
Parameter reestimation of multi-pass forecasting methods is then realized by the
function FullMaintenance.
Model Evaluation
To determine the need for full maintenance, the model is evaluated using the updates
of the time series relation. For this purpose, we have integrated different evaluation
strategies from the existing forecasting literature, ranging from simple strategies,
e.g., time-based (Ge and Zdonik, 2008) or by using an error threshold (Dannecker
et al., 2011a), to more sophisticated ones that assess the need for parameter reesti-
mation based on the synopsis that can be maintained incrementally (Rosenthal and
Lehner, 2011).
Estimation Scheduling
Similar to materialized view maintenance techniques, full forecast model mainte-
nance can be performed immediately (Zhuge et al., 1995) after an insert or deferred
(Zhou et al., 2007) to a later point in time. The latter can be realized by differ-
ent strategies, e.g., asynchronously, manually using a refresh command, or at query
time. We currently support a simple deferred strategy that delays full model main-
tenance until it is referenced by a query. Thus, if model evaluation recommends full
maintenance, we mark the model as “dirty”. Subsequently, we adapt the processing
of forecast queries (Figure 5.5). If a matched model is dirty, we retrieve the original
time series data and trigger full maintenance. Only in this case, queries have to pay
for estimation efforts in terms of longer response times.
5.2. Optimization of Model Configurations
Up to now, we have viewed forecast queries as single entities and focused on opti-
mizing each query separately. However, in typical application areas, as discussed in
Section 2.1 on page 7, the time series data to forecast is organized along multiple
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Figure 5.7.: Forecast Queries in Multi-Dimensional Data Sets
dimensions. Similar to classical materialized view selection, we have multiple possi-
bilities to materialize models and reuse models between several time series. In other
words, instead of creating a separate atomic forecast model for each query, we turn
our attention to composite forecast models that enable the reuse of atomic models.
Our goal is to find “good” candidate atomic models that provide a high accuracy for
multiple composite models to support a workload of forecast queries.
In what follows, we detail the challenge of selecting model configurations in multi-
dimensional data sets, including the conceptual data model (Section 5.2.1) and the
composition of forecast values (Section 5.2.2). We then discuss the evaluation of a
model configuration (Section 5.2.3) and possible configuration selection strategies
(Section 5.2.4).
5.2.1. Multi-Dimensional Data Model
The data set consists of a set of points in a multi-dimensional space. Along with our
definition of a time series relation (Definition 4.2 on page 53), one of the dimensions
is the time attribute, one dimension is the measure attribute, and the remaining
dimensions are category attributes. An ordered sequence of measure values according
to the time dimension that have identically values in all categorical dimensions form
a base time series. Arbitrary aggregations over categorical dimensions are possible
and lead to aggregated time series.
Example 5.3. Consider the example of forecasting sales data with sales quantity
as measure and time, product, city, and region as dimensional attributes (Figure
5.7). The dimension time together with the measure forms time series for different
products and locations. Forecast Query 1 in Figure 5.7 queries the future of the base
time series representing the dashed area, i.e., sales forecasts of product P4 in city C4
over the next day. Forecast Query 2 (dashed and dotted area) requests forecasts of
product P4 in region R2 (containing cities C3 and C4) and, thus, is an example of
forecasting an aggregated time series. Further forecast queries are possible, including
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Figure 5.8.: Graph Representation of Multi-Dimensional Time Series Data
interactive navigation of forecast results via drill-down or roll-up operations (Feng
et al., 2012a).
There might exist functional dependencies between some of the categorical at-
tributes, e.g., city and region in the presented example, which constrain the ag-
gregation possibilities. In the remainder of this thesis, we only consider SUM as
aggregation function, which is most common in our application scenarios. However,
our approach can be extended to support other aggregation functions.
Conceptually, we can organize the aggregation possibilities of categorical at-
tributes as a directed time series hyper graph, where a node v represents a time
series and an edge assigns multiple time series to an aggregated time series (making
it a hyper graph). In contrast to the aggregation lattice of the classical data cube
(Harinarayan et al., 1996), this representation focuses on the instance level of the
data.
Example 5.4. Consider again the data set in Figure 5.7, i.e., a data set with three
categorical dimensions — city(C), region(R), and product(P) — and a functional de-
pendency between city and region. Figure 5.8 shows the graph representation of this
data. For the sake of simplicity, we reduced the number of products to two (P3 and
P4); thus, the graph represents the right half of the cube in Figure 5.7. The nodes
in the lowest level represent base time series, whereas higher-level nodes stand for
aggregated time series. We denoted the aggregated values with a star (∗). The top
node incorporates the aggregation over all time series data and thus represents the
total sum over all measures.
Note that our data model exhibits a logical model and might be represented dif-
ferently in an actual implementation. The hyper graph contains three important
properties: (1) it is complete in the sense that it contains all aggregation possibil-
ities according to the values of the categorical dimensions, (2) one time series can
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contribute to several aggregated time series, e.g., the leftmost node C1R1P3 can be
either aggregated to the node C1R1∗ or to the node ∗R1P3 and (3) it explicitly en-
codes functional dependencies, e.g., C1*P3 is not an aggregation possibility of the
previous example.
A query describes one or several nodes in the hyper graph. For example, Query
1 in Figure 5.7 references node C4R2P4, whereas the node ∗R2P4 is described by
Query 2.
5.2.2. Composition of Forecast Models
Each node v in the hyper graph may potentially be associated with a forecast model,
using an arbitrary forecasting method. A node can utilize any models that exist in
the hyper graph (including its own node) to calculate its forecast values.
Definition 5.1 (Composition Scheme). Forecasts of a target node t can be derived
from any number of sources nodes S:
S
k−→ t. (5.1)
We call the calculation rule (S, t, k) a composition scheme, where k presents the
composition weight.
The forecasts of node t are then calculated by the sum over the forecast values of
S multiplied with the composition weight k, which is based on the history of source
and target time series values.
Let hss be the sum over the whole time series history of a node s, the composition
weight ks→t for deriving t from s can be calculated (Gross and Sohl, 1990) by
ks→t =
hst
hss
. (5.2)
If we have multiple source nodes S
k−→ t, we sum over the history of all source
nodes:
kS→t =
hst∑
i hs
i
s
, (5.3)
where hsis represents the time series sum of the i-th node in the vector S.
The weight calculation is based on the assumption that the historical share in
the past holds for the future as well. This is similar to the weighted estimator of
the vertical sampling approach (Section 4.3.1 on page 69), which can be used as an
alternative to Equation 5.2.
The composition scheme, presented in Equation 5.1, can be seen as a generalization
of existing composition schemes in the literature. Figure 5.9 shows some intuitive
examples of composition schemes and corresponding composition weights.
First of all, a node might utilize a model at its own node (Figure 5.9 (a)). In this
case, the composition weight equals one. Second, a node might exploit the model
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Figure 5.9.: Composition of Forecast Models
of its parent node and apply disaggregation (Gross and Sohl, 1990) to calculate its
forecast (Figure 5.9 (b)). Hereby, the weight represents the ratio of the child node on
the parent node to scale down the forecast of the (aggregated) parent node. Third,
a node might utilize models at child nodes and retrieve its forecast by aggregation
of child forecasts, which corresponds to the classical aggregation operation (Figure
5.9 (c)). Hereby, the sum over all single node weights equals one. Consequently,
analog to the vertical sampling approach, a node can also aggregate over a subset of
its child nodes and scale-up the aggregated forecast values (Figure 5.9 (d)). Finally,
a node might exploit similar nodes (e.g., a sibling node) and derive its forecast from
those nodes (Figure 5.9 (e)).
Example 5.5. Consider our running example to calculate the forecasts of Query
2, we might utilize node ∗R2P4 (direct), node ∗R2∗ or ∗ ∗ ∗ (disaggregation), nodes
C3R2P4 and C4R2P4 (aggregation), node C3R2P4 or C4R2P4 (sample-aggregation)
as well as node ∗R3P4 (similarity). Arbitrary other composition schemes are possible.
5.2.3. Physical Design
Conceptually, the user expects a forecast model for every time series queried. How-
ever, based on the discussed composition schemes, we can have different physical
designs in a multi-dimensional data set. We call an assignment of models and com-
position schemes to nodes a model configuration:
Definition 5.2 (Model Configuration). A model configuration C = (M,D) consists
of a set of models M = {s} and a set of composition schemes D = {(S, t, k)}. A
model is assigned to each source node s ∈ S in D.
The benefit of a model configuration depends on the query workload. For example,
a model at a higher level might support long-term forecasts as the general trend of
the data is captured. We therefore consider a workload trace of forecast queries for
a given period of time.
Definition 5.3 (Forecast Query Workload). A workload W consists of target nodes
t, their relative frequency f , and the requested forecast horizon h: W = {t, f, h}. A
configuration CW = (M,D) for a given workload W contains a composition scheme
(S, t, k) for each node t in W .
A node t can be described by base or aggregated forecast queries, as shown in
Figure 5.7. However, queries might also address several nodes (e.g., disjunctive,
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join, or group-by queries). In that case, we only store the individual elements in our
workload model.
Based on the query workload, a model configuration can be judged by two mea-
sures: forecast error E and model costs B.
Definition 5.4 (Configuration Forecast Error). The configuration forecast error
EW is the sum over all single node errors in the query workload, weighted with their
respective relative frequencies:
EW =
∑
(t,f,h)∈W
f · error(t, h) (5.4)
Calculating the error of a single node error(t, h) requires the division of the time
series into a training part, over which models and weights are created, and a testing
part for the error calculation itself. Using the assigned composition scheme for t and
forecast horizon, we compute the average error of a node t over the whole testing
part. Hereby, we apply the SMAPE as error metric (Equation 2.10 on page 21).
The configuration model costs refer to the maintenance costs that are required
to maintain all forecast models in C. As discussed in Section 2.2.5 on page 21, the
maintenance costs of a model depend on the time series characteristics (how strongly
fluctuates the time series) as well as the maintenance strategy (when and how often
are model parameters required to be reestimated). To be able to account for any
time series and maintenance strategy, our cost model is based on the worst-case
assumption, i.e., parameters have to be reestimated after every new value added to
the time series.
Definition 5.5 (Configuration Model Cost). The model costs of a configuration BW
are the sum over the model creation costs over all models in the configuration:
BW =
∑
s∈M
cost(s). (5.5)
The model creation costs of a single model cost(s) might be either empirically mea-
sured or theoretically calculated using the previously introduced cost model (Section
4.2.2 on page 62). Note that composition weights can be maintained incrementally
and are neglected in our cost model.
It is obvious that the number of possible model configurations is exponential in
the number of nodes in the graph. Specifically, for each single node, we have 2N − 1
possible composition schemes, where N is the total number of nodes in the time
series graph. This leads to (2N − 1)N possible model configurations.
5.2.4. Configuration Selection
Based on the previously defined two evaluation measures, our goal is to find a model
configuration that exhibits a low forecast error while ensuring low model costs. Ex-
isting research in the forecasting literature and from the database field can be divided
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Approach Composition Schemes Error Costs
Static
Direct Direct ? ↓
Top-Down Disaggregation ? ↑
Bottom-Up Aggregation ? →
Middle-Out Aggregation, Disaggregation ? →
Bottom-Up (Models) Aggregation ? →
Dynamic
Clustering ? → →
Optimal Combination Arbitrary ↓ ↑
Table 5.2.: Comparison of Configuration Selection Approaches
into static approaches that fix a configuration independent from the data and dy-
namic approaches that empirically choose a configuration based on training data.
Table 5.2 lists existing approaches and evaluates them with respect to the applied
composition schemes and expected configuration error and model costs.
The näıve direct approach creates a model for each node in the time series graph
and uses the model to directly calculate the forecasts of the corresponding node. The
most commonly applied method in forecasting literature is the bottom-up approach
(e.g., Dunn et al. (1976), Zellner and Tobias (2000)), where forecasts for base time
series are created and aggregated to produce forecasts for the whole time series
graph. Another commonly applied method is the top-down approach (e.g., Fliedner
and Mabert (1992), Fliedner (1999)), where the most common form distributes the
forecasts of the top node down the hierarchy based on the historical proportions of
the data. Finally, both methods — top-down and bottom-up — can be combined to a
middle-out approach, where forecasts are obtained for each series at an intermediate
level of the graph, and then aggregation is used to obtain forecasts at higher levels
and disaggregation is used to obtain forecasts at lower levels.
Instead of aggregating forecast values, another line of research proposed the aggre-
gation of statistical models. Statistical models studied under this paradigm include
linear regression (Chen et al., 2002), general multiple linear regression (Liu et al.,
2003, Chen et al., 2006), logistic regression (Xi et al., 2009), autoregressive models,
linear prediction filters (Chen et al., 2006), and domain-specific models for forecast-
ing energy demand (Lorenz et al., 2013). Additionally, machine learning approaches
such as naive Bayesian classifiers (Chen et al., 2005) have been explored. All work
in this directions tries to derive high-level models from low-level models without or
minimal loss in forecast accuracy. In contrast, we intend to decrease the number of
models and increase the forecast accuracy by allowing models on any level in the
time series graph.
All static approaches act independently from the underlying time series data.
Thus, we can not judge the forecast accuracy of those approaches as the error de-
pends on the characteristics of the data itself. Several studies in the forecasting
literature, comparing top-down and bottom-up approaches, prove this statement.
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Some studies argue for the bottom-up approach (Dunn et al., 1976, Dangerfield and
Morris, 1992), others for the top-down approach (Gross and Sohl, 1990, Fliedner,
1999), and some found no method to be superior for their specific data set (Fliedner
and Mabert, 1992). Barnea (1980) investigated influencing factors of the superior-
ity of one approach over the other, e.g., quality of forecasting method, correlation
between variables, and forecast errors.
In terms of model costs, the direct approach is the most expensive one as a model
is used for every node in the graph. In contrast, the top-down approach exhibits
the lowest costs as it requires only one model at the root node. The costs of the
bottom-up and middle-out approach depend on the characteristics of the time series
graph, i.e., number of base time series and aggregation possibilities.
On the dynamic side, clustering approaches cluster individual base time series
based on the similarity of forecast models (Maharaj and Inder, 1999) or forecast
values (Kumar and Patel, 2010). Then, a common forecast for each cluster of time
series is computed. Clustering approaches ignore the existing structure in the multi-
dimensional data set, i.e., a new time series graph based on time series clusters is
created. In consequence, they lack a strategy how forecasts of existing nodes are
calculated. However, clustering might be used as a preprocessing step in combina-
tion with other approaches. Hyndman et al. (2011) proposed a general hierarchical
forecasting framework that independently forecasts all series at all aggregation levels
of the hierarchy and computes a regression model to optimally combine and recon-
cile these forecasts. This approach leads to a low forecast error due to the exact
computation of the optimal composition schemes, but constitutes high model costs
as models for all nodes in the graph are used. In addition, it is only applicable for
a small number of time series due to the computation of the regression matrix.
In what follows, we propose a scalable advisor that tries to find a model configu-
ration that exhibits a low forecast error while ensuring low model costs.
5.3. Model Configuration Advisor
We start by giving an overview of our solution (Section 5.3.1) and by describing our
core concept, so-called indicators, that describe the expected benefit of a model in
a configuration (Section 5.3.2). We then detail the different execution phases of the
model configuration advisor (Section 5.3.3).
5.3.1. Overview
The model configuration advisor receives a time series graph and associated query
workload as input. It iteratively outputs a model configuration as well as associated
forecast error and model costs (Figure 5.10). Ideally no further parametrization
input should be needed when running the advisor.
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Figure 5.10.: Configuration Model Advisor
Execution Model
The execution of the advisor is based on an iterative process that in each iteration
adds new models to the configuration and, optionally, removes models. In detail,
the advisor consists of the following five phases:
 Prepare: In the first phase, internal data structures are initialized and forecast
models might be built, depending on the strategy of the advisor.
 Candidate Selection: In the starting phase of the iterative cycle, the advisor
determines a set of candidate models that might be added or deleted from the
configuration. Hereby, the advisor might utilize heuristics, so-called indicators,
that estimate the benefit of a model in a configuration.
 Evaluation: In the evaluation phase, the benefit of adding or deleting can-
didate models is empirically evaluated by deploying new forecast models and
executing the given query workload. A decision is made utilizing several evalu-
ation criteria (e.g., based on the configuration error improvement — Equation
5.4). At the end of this phase, a new model configuration is present.
 Update: In the update phase, internal variables are updated as well as pa-
rameters are adjusted to optimize further iterations. Parameters are regulated
taking data characteristics, model creation time, and the hardware platform
(e.g., number of processors) into account.
 Output: Finally, one or several stop criteria are evaluated. Hereby, the advi-
sor either continues (and optionally outputs an intermediate configuration) or
terminates outputting the final configuration.
This iterative process ensures that the advisor can be canceled at any time, if
either (1) the forecast error is acceptable or only shows slight improvements with
more models or (2) the maximum acceptable model costs are reached.
113
5. Materialization of Forecast Models
Greedy Approach
A simple greedy instantiation of this general process works as follows:
 Prepare: Create a forecast model for each node in the workload.
 Candidate Selection: Add all nodes to the candidate pool that do not have
an assigned forecast model s /∈M . Thus, no heuristics are used in this simple
greedy approach, all remaining nodes are selected as candidates.
 Evaluation: For each node in the candidate pool, assign a model and evalu-
ate the resulting configuration. Choose the configuration that minimizes the
evaluation criterion.
 Update: Update the current configuration with the chosen model.
 Output: Stop when no new model improves the evaluation criterion. Drop all
models, which are not part of the best configuration.
This approach is greedy in the sense that in each iteration it chooses a single model
that leads to the smallest value of the evaluation criterion. Models are never re-
moved. However, the main drawback of this approach constitutes the runtime of the
preparation and evaluation phase. In the preparation phase, models for all nodes
in the graph are created, which poses a high overhead for larger graphs, containing
thousands of nodes, and complex forecasting methods. Furthermore, as all remain-
ing nodes compose possible candidates, the evaluation phase is expensive as a high
number of configurations is executed and evaluated.
We address this issue by heuristically selecting candidate nodes, based on so-called
indicators. Forecast models are only created and evaluated for those nodes that are
selected as candidates.
5.3.2. Indicators
To find model candidates, we use indicators that heuristically indicate the expected
benefit of a model without removing or, more importantly, building it. The calcu-
lation of these indicators should be efficient (in comparison to model creation) and
accurate (to correctly reflect the benefit). Obviously, as our indicators are supposed
to judge the benefit of a possible model, we can not use any information about the
model itself. We can only use heuristics that are based on the available historical
time series data. Such heuristics might either focus on a single time series or on the
relationship of time series. Especially for large data sets, the accuracy of composition
schemes is very important as we can not build a model for each single time series.
To allow such scalability, our indicators are based on the accuracy of composition
schemes, i.e., on time series relationships. To reduce the number of models in a
configuration, we prefer composition schemes from a single source node s.
Historical Error: First, we can use the time series history to evaluate the historical
error of a scheme s
k−→ t. As we do not know a model for node s, we can only assume
perfect accuracy and use the real historical values of s as forecast values. Those
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values together with the composition weight ks→t compute the forecast values of t,
which are compared with the real values of t.
Similarity: A second important factor in the accuracy of composition schemes
is the similarity of time series (Fliedner, 1999). Obviously, a scheme will be quite
accurate if the corresponding time series are very similar. However, as as the number
of possible composition schemes might be very high, we need an efficient measure
to capture this similarity. One possibility is the analysis of the composition weights
ks→t. Constant weights indicate a high similarity and consistent relationship between
nodes s and t. In contrast, if weights strongly fluctuate over time, the corresponding
scheme is quite unstable and leads to low accuracy. This stability is captured by
computing the derivation (i.e., the error) of the weights from the average weight over
the entire time series history.
Other indicators are possible, but within our experimental evaluation we show
that these indicators have a strong correlation with the real forecast error. However,
the concrete indicator type is independent from our framework and new indicators
can easily be added.
These indicators are combined into a single accuracy measure, where a low in-
dicator value (i.e., low historical error and low weight error) corresponds to a high
composition accuracy. A local indicator array for a source node s can be created,
where each entry indicates the composition error of target node t from source node
s in the scheme s
k−→ t (see Figure 5.11 (a)). The indicator value of a node with itself
is zero. A global indicator is retrieved by computing the minimum over all currently
existing local indicators. Analog, the global indicator contains an entry for each
node in the graph indicating the minimum error over all composition schemes.
5.3.3. Execution Phases
We now detail each of the five phases of the advisor. Our core idea is to begin with
a start configuration that contains a single model. We use the previously discussed
indicators to reduce the search space and to select promising nodes that might benefit
from a model. To compute the real effect on the forecast error, we then create and
evaluate a model for each candidate node and, optionally, add the model of this
node to the current configuraton.
Example 5.6. We illustrate the core idea of each step with a simplified example
using a smaller version of the time series graph from Figure 5.8. It contains four
nodes (see Figure 5.11) — the top node represents aggregated sales in region R1,
whereas each leave node covers individual sales of a certain city (C1, C2, C3).
Prepare
We start with a configuration that assigns a single model to the root node of the
graph. Thus, in the preparation phase, a forecast model and a local indicator array
for the root node is created. The global indicator is computed, which equals exactly
the local indicator at the beginning, as there are no other local indicators. Hereby
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Figure 5.11.: Example Iteration of the Configuration Advisor
only those nodes are included in the local and global indicators which are part of
the given workload W .
Example 5.7. In our running example, a forecast model is created and assigned
to the root node R1, and the initial local and global indicators are computed (Fig-
ure 5.11 (a)). We assume a query workload that requests each node exactly once.
Additionally, the real configuration error and costs of this initial configuration are
computed (top right corner of Figure 5.11 (a)).
Candidate Selection
In the candidate selection phase, we utilize the indicators to choose a set of positive
nodes VA that might benefit from a model as well as a set of negative nodes VR where
a model should be removed (preselection). We then examine these candidates more
closely by creating new local indicators and rank them according to their expected
benefit in a configuration (Algorithm 5.3).
Preselection: In the preselection step, we examine the current status of the
configuration using the global indicator. The core idea is to select nodes with a
high error, i.e., a high value in the global indicator I, as positive candidates VA.
We want to examine these nodes more closely to check if a model can reduce this
error. We therefore add all nodes above the average of the global indicator E(I)
to the set of positive candidates VA (line 5–6). The parameter γ together with the
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Algorithm 5.3 Candidate Selection Phase
Require: time series graph G, global indicator I, parameter γ
1: VA → {} . positive candidates
2: VR → {} . negative candidates
3: procedure Preselection(VA,VR)
4: for Node v in G do
5: if I[v] > E(I) + γ · σ(I) then
6: VA.append(v)
7: else if I[v] = 0 then
8: VR.append(v)
9: procedure Ranking(VA,VR)
10: SA → {} . global indicators of pos candidates
11: SR → {} . global indicators of neg candidates
12: for Node v in VA do
13: if !v.hasLocalIndicator() then
14: v.createLocalIndicator()
15: SA.append(I.add(v.getLocalIndicator()))
16: for Node v in VR do
17: SR.append(I.remove(v.getLocalIndicator()))
18: sort(VA, by=SA, direction=dec)
19: sort(VR, by=SR, direction=asc)
standard deviation σ(I) of the global indicator is used to regulate the number of
positive candidates and set in the control phase. With this approach, we are able to
reduce the number of positive candidates for large time series graphs.
Analog, nodes with low indicator values are chosen as negative candidates VR.
Intuitively, we want to correct earlier decisions and evaluate if a model is still bene-
ficial for those nodes. In our current indicator approach, the indicator value of a
node with a forecast model is always zero. We, therefore, add all nodes with an
indicator value of zero to the set of negative candidates VR (line 7–8).
Example 5.8. Assume the parameter γ is set to zero. In Figure 5.11 (b), the two
nodes C1 and C3 are higher than the average indicator value (E(I) = 2.5) and are
added to the positive candidates VA, whereas the node R1 with an indicator value of
zero is added to the negative candidates VR.
Ranking: Within the ranking step, we examine all positive candidates VA more
closely. To reduce the model costs in a configuration, we want to prioritize those
nodes that enable many accurate composition schemes. We therefore create a local
indicator (if not already present) for each candidate node (line 13–14). A new global
indicator is created and stored including the respective node (line 15). We then rank
the set VA by those global indicators in decreasing order, arranging nodes with the
highest benefit first (line 18).
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Example 5.9. Figure 5.11 (c) visualizes the ranking step. A local indicator was
created for the nodes C1 and C3 and subsequently for each node a new (temporary)
global indicator was computed, which constitutes the minimum over the current global
indicator and the local indicator of the corresponding node. The global indicator of
node C1 shows on average lower indicator values than node C3 and therefore takes
the first place in the ranked queue of candidate nodes.
Similar, we examine all negative candidates by removing the local node indicator
from the current global indicator. We rank the nodes in the set VR based on these
indicators in ascending orders, arranging nodes which lowest benefit to the current
configuration first (line 16–17, 19).
Evaluation
In the evaluation phase, we evaluate the nodes in the set VA and VR to decide whether
they should be added to or deleted from the configuration. Hereby, we explicitly
create and deploy forecast models for positive candidates VA. We then evaluate the
real forecast error and benefit of a model in the configuration and decide whether a
new model should be accepted to the configuration or deleted.
Model Creation: From the ranked set of positive candidates VA, the top n
nodes are chosen, for which a model is created. The number of nodes n is restricted
by the number of available processors. For creation itself, the time series history is
divided into a training part, over which the model is created as well as an evalu-
ation part, over which forecast values are calculated. Note that a model is always
created over a single time series of a node s. The forecast values are then utilized
to calculate the effect of this model on the multi-dimensional data cube by comput-
ing the accuracy of the model at its own node as well as in composition schemes.
Hereby, each node in the current configuration knows its current best forecast error
and associated composition scheme. If the new model improves the forecast error of
a node, it replaces the old error and composition scheme, leading to a new overall
configuration error Enew.
Example 5.10. In Figure 5.11 (d), we choose to build a model for the first node in
the ranked set VA. After creating this model, we can compute the new error and costs
of the configuration. The model costs have increased as there are now two models in
the configuration. In contrast, the forecast error has decreased.
Acceptance: To decide whether a model should be accepted to the config-
uration, we need to compare the new configuration error Enew with the previous
configuration error Eold. A simple acceptance criterion might just compare both
errors and, if the error is lower, the model gets accepted:
Enew < Eold. (5.6)
Additionally, we allow to reject models that achieve only a small error improve-
ment in favor of more beneficial models. A generalized acceptance criterion sets the
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error improvement in relationship with the overall configuration costs Bnew:
α Enew + (1− α) Bnew < α Eold + (1− α) Bold, (5.7)
where α ∈ [0, 1] regulates the influence of the model costs. If α = 1, the accep-
tance criterion equals the error-based criterion. Configuration error and costs are
computed with respect to the given query workload (see Section 5.2.3).
Furthermore, the latter acceptance criterion requires a normalization so that error
and costs are comparable, for which we normalize both with the maximum. For the
maximum error, we utilize the forecast error of the start configuration, which just
contains one model at the top node of the graph. Maximum model costs occur if a
model is used for each node in the graph, which we can only approximate by scaling
the current model costs with the number of nodes.
If a model gets accepted, it is added to the current configuration, the configuration
error and costs are updated as well as the global indicator values (Algorithm 5.4, line
3–5). If a model is rejected according to the acceptance criterion and additionally
does not improve the forecast error, it is marked so that it will not get selected again
as positive candidate (line 9).
Algorithm 5.4 Evaluation Phase
Require: time series graph G, global indicator I, α
1: procedure Acceptance(Node v)
2: Gtmp = G.addModel(v)
3: if Gtmp.getAC(α) < G.getAC(α) then . accept
4: G = Gtmp . permanently add model
5: I = I.add(v) . update global indicator
6: else . reject
7: rejectCount++
8: if Gtmp.getError() > G.getError() then
9: v.setDisable(true) . never use model
Example 5.11. As the new model decreases the configuration error, it is accepted
according to the criterion in Equation 5.6. Subsequently, we update the global indi-
cator value, configuration error, and configuration costs (Figure 5.11 (e)).
Deletion is handled similarly by examining the effect of deleting the top node in
the sorted list VR. A node is deleted if this improves the configuration according the
defined acceptance criterion (Equation 5.7). This approach removes nodes that have
been added too greedily to the configuration, but do not contribute significantly to
the overall accuracy.
Example 5.12. In Figure 5.11 (f) the model at node R1 has been deleted. While
the configurations costs have decreased by one, the configuration error has slightly
increased. However, this slightly higher configuration error might be acceptable due
to the lower costs. Finally, the global indicator has been updated and includes now
just the local indicator array of node C1.
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Update
The control phase has two main functionalities. First, it regulates the search space
and search time by setting the advisor parameters. Second, it utilizes the available
hardware to search for additional composition schemes in the background.
Parameter Settings: Our advisor utilizes three important parameters, the size
of the indicator arrays |I|, the number of positive candidates, regulated by γ, and
the acceptance threshold α.
Setting |I|: Searching the whole space of composition schemes is time- and
memory-consuming and not possible for larger data sets. A smaller indicator size
|I| requires less memory and less computing time in the candidate selection phase,
but might also reduce the forecast accuracy as less composition possibilities are
considered. Our current strategy includes memory space and restricts the indicator
size |I| so that indicators for all nodes fit into the available main memory. The local
indicator of a node s is then constructed by including those nodes which are closest
to s in the time series graph.
Setting γ: The parameter γ regulates the number of candidates that are chosen in
the preselection step. The more candidates are selected, the higher the runtime of the
candidate selection step as each candidate requires the creation of a local indicator
in the ranking step. However, selecting more candidates might also increase the
accuracy of the configuration as we analyze more nodes. Nevertheless, the candidate
selection phase should not be more expensive than the evaluation phase; otherwise,
we could just invest the time to directly create forecast models, which is always the
most accurate approach. Based on these considerations, our strategy to regulate γ
takes the indicator creation time as well as the model creation time into account.
In detail, we assume a normal distribution of the indicator value and set γ initially
so that the number of candidates roughly equals the number of processors on the
machine. In each iteration, we compare the time spent in the candidate selection
phase with the time spent in the evaluation phase and either increase or decrease γ.
Setting α: The parameter α determines the error improvement a model has to
achieve in order to be accepted to the configuration and sets it in relationship with
the costs of the model. If α is quite small, only models that achieve a high error
improvement are accepted, whereas the higher the parameter α the more models
get accepted. With α = 1 all models are accepted that lead to an improvement of
the configuration, independently of the model costs. Initially, α is set to a low value
(usually 0.1) and then continuously increased (until α = 1). The parameter α is
increased if either (1) a certain number of rejects has occurred, (2) the maximum
number of iterations is reached, or (3) the error improvement is too small. This
approach allows a reasonable runtime of the advisor even for larger data sets as the
user can stop the advisor at any point in time, knowing that the most beneficial
models are included in the current configuration.
Optimizations: The introduced indicators consider only composition schemes
from single source nodes. Although initial experiments have shown that these
schemes are most important and have the highest impact on the configuration error,
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composition schemes from multiple source nodes might further increase the forecast
accuracy. We therefore integrated an additional asynchronous component that ad-
dresses this task. It iteratively selects a target node and a random number of source
nodes from the time series graph, where the possibility of selecting a source node
decreases with increasing distance from the target node. The composition accu-
racy of the selected nodes is then evaluated and applied to the configuration if the
configuration accuracy is improved.
Output
The model configuration advisor continuously outputs the forecast error as well as
the model costs of the currently best configuration. Thus, a user can interrupt
the advisor at any point in time if the forecast error is acceptable, shows only
slight improvements with more models, or the maximum acceptable model costs are
reached. Additionally, the user can set predefined stop criteria to trigger automatic
termination of the advisor. Again, these can be error-based, either by giving an
absolute error or relative error with respect to the initial configuration, or cost-
based, either by absolute or relative costs. If no stop criterion are given, the advisor
will continuously increase the parameter α and stop when α > 1.
Example 5.13. After finishing one iteration of the advisor, we retrieve the config-
uration in Figure 5.11 (f). We can now continue with a new iteration or we can
output this configuration along with its error and costs.
5.4. Experimental Evaluation
We run a set of experiments to evaluate the performance of the model index (Section
5.4.1) and the model configuration advisor (Section 5.4.2). We observe the following:
 The model index leads to significant speedups in forecast query processing.
The overall speedup depends on the query type, i.e., the number of processed
time series, and the size of the requested domain.
 The model index efficiently and accurately maintains models as time proceeds
and new time series values are available. It shows a negligible overhead during
insert processing, while ensuring a high forecast query accuracy.
 The model configuration advisor significantly increases forecast accuracy and
reduces model costs for a given forecast query workload. It outperforms exist-
ing static and dynamic configuration selection approaches.
 The advisor efficiently finds a model configuration even for large multi-
dimensional data sets. Furthermore, we are able to load and index a model
configuration in F2DB in less than a minute and efficiently process forecast
queries on an existing configuration.
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5.4.1. Model Index
We start by evaluating the effect of the model index on query and insert processing.
Setup
We extend the initial database server described in Section 4.4.1 on page 81 and inte-
grate the proposed model index structure (Section 5.1.2). Depending on the query
type, model matching is either performed in the optimizer or executor (Section 5.1.3).
If we are able to find all necessary models in the optimizer, the Forecast opera-
tor is directly parametrized with the resulting models. Otherwise the CreateModel
operator is responsible for either finding an existing model or creating a new one.
The model maintenance loop (Section 5.1.4) is called in the executor — analog to
AFTER INSERT triggers — after a new tuple has been added to the fact table. We
again deploy the database server on an AMD Opteron System with 12 cores (each at
2.6 GHz) and 32 GB RAM; and use a Java application as experimental environment,
as described in Section 4.4.1 on page 81.
The foregoing evaluation is based on the F-TPC-H benchmark (see Section 4.4.2
on page 82 and Appendix A on page 159) with a scale factor of 1 and a time
series length of 84. The experiments focus on query and insert runtime rather than
forecast accuracy. The accuracy depends on the data set, query characteristics, and
maintenance strategy, which is independent from the model index.
Query Processing
We first evaluate the overall benefit of the model index with respect to ad-hoc
forecast queries in F2DB (Section 4.4.2 on page 82). We execute each of the nine F-
TPC-H queries twice (with equal parametrization) and monitor the execution time
for the first run, where a model is created on the fly, and for the second run, where
a materialized model is searched and reused.
Figure 5.12(a) displays the improvement of the second run over the first run.
 We achieve a very high speedup for forecast queries with no category columns,
i.e., a single output time series (Q1, Q2, Q3). In that case, no access to the
base data is necessary, query processing just requires a lookup in the model
index.
 The runtime improvement for forecast queries with category columns varies
and is influenced by the time required to retrieve the category values as well
as the number of processed time series and model creation time. The low
execution time of Query Q7 results from the fact that it contains an additional
predicate on the category column itself, allowing a fast index lookup without
any distinct query.
The benefit of the model index depends on the repetition frequency of forecast
queries. Figure 5.12(b) shows the results of an experiment where we vary the
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Figure 5.12.: Query Execution Time with Materialized Models
parametrization for query Q1 and record the execution times of 5,000 queries. This
query forecasts the sold quantities for a certain part. We vary the number of dis-
tinct items (i.e., the size of the domain) of the l partkey field and, thus, influence
the repetition frequency of a certain query. We set the number of distinct items
to low (0.2 times the number of executed queries = 1,000), medium (0.5) and high
(0.8). When we start the system with an empty model index, we need an initial
phase where forecast models are built. With a low number of distinct items, the
executed queries find a reusable model soon, so the execution time decreases fast.
We also show the execution times, when no index is used and, thus, models are built
for every single query. Due to caching effects, the execution times decrease slightly
in the beginning but stay constantly high until the end.
Insert Processing
In a second experiment, we test the performance of our maintenance algorithm.
We continuously insert new tuples into the lineitem table and continuously execute
query Q1. Each insert transaction consists of 250,000 single inserts, covering the
period of a whole month. Figure 5.13(a) displays the forecast error development of
query Q1, whereas Figure 5.13(b) shows the average runtime of the executed insert
transactions as well as the average runtime of forecast query Q1.
The forecast error is recorded after each new insert transaction either without any
model index, i.e., ad-hoc query processing, or by using a precomputed model stored
in the index. Although the ad-hoc case performs complete parameter estimation for
each query, we achieve pretty much the same accuracy with the model index. The
model index performs incremental model updates after each insert transaction and,
optionally, re-estimates model parameters.
Furthermore, as expected, query execution is much faster with the model index
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Figure 5.13.: Accuracy and Overhead of Model Maintenance
than without (Figure 5.13(b)). In contrast, the execution time of insert transactions
is very similar, as we perform fast incremental model updates. Model adaption, i.e.,
full maintenance, is only triggered if necessary and delayed to query exeuction.
Model Index Structure
Finally, we examine the model index more closely on query templates Q1 (simple
predicate), Q2 (conjunctive predicate), Q3 (join predicate), and Q7 (disjunctive
predicate). We vary the parameters of the query templates and index 1,000 models
for each template. We then measure the lookup time in our index (Figure 5.14(b))
for query matching (model usage) and tuple matching (model maintenance). Note
that all execution times are in the order of micro-seconds, so the overhead is really
small. The longest lookup time is found for query Q3, as it contains a join predicate
and needs to retrieve tuples from dimension tables.
In a second experiment, we submit 5,000 consecutive queries using the same query
templates and monitor the storage requirements of the model index (Figure 5.14(b)).
As we set the number of distinct items to medium, the size of the model index
increases faster in the beginning than in the end. After 5,000 queries have been
executed, the size of the model index is below 2 MByte for query Q1, Q2, and Q3.
For query Q7, we end up with a size of 10 MByte, as each inlist of size n requires
the creation of n− 1 OR-nodes.
5.4.2. Configuration Advisor
We conduct an experimental study on several real-world and synthetic data sets to
evaluate (1) the performance (forecast accuracy and model costs) of the advisor with
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Figure 5.14.: Index Lookup Time and Size for Different Query Types
respect to alternative approaches, (2) the influence of the advisor’s parameters, (3)
the runtime behavior of the advisor, and (4) the runtime of forecast queries in F2DB
on a preconfigured model configuration.
Setup
We implement the advisor as a stand alone component in Java 1.7 — outside of
PostgreSQL. It is responsible for building the time series graph, selecting a model
configuration, and, finally, loading the result in the database. The time series graph
might be either explicitly given or can be automatically derived from the data (e.g.,
by foreign-key relationships). During execution the advisor utilizes the forecasting
capabilities of F2DB to build models for certain nodes in the evaluation phase and
retrieve their accuracy. In the end, models are loaded into the database via the SQL
extension defined in Section 5.1.1.
To evaluate the performance of the model configuration advisor, we use four dif-
ferent real-world data sets, namely the Tourism, Sales, DemandS2, and Electricity
data sets (Appendix A on page 159). All of them consist of several time series and
1, 2, or 3 dimensional attributes, i.e., category attributes. Furthermore, to evaluate
the scalability of the advisor, we generate a dedicated synthetic data set, denoted as
GenX (Appendix A). We increase the number of base time series X up to 100,000.
The resulting time series graph contains three category attributes for X < 1,000,
four attributes for 1,000 ≤ X < 10,000, five attributes for 10,000 ≤ X < 100,000
and six attributes for X ≥ 100,000.
We fix the workload for each of the five data sets. We assume that each
element in the graph is queried once requesting a one-step ahead forecast, so
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W = {(Sij , 1/ |S| , 1)} for i=1 ... #levels, j=1 ... #elements of level i and |S|
is the total number of elements in the whole time series graph. Therefore, we ana-
lyze the worst case, where every element is considered equally. A different workload
would only reduce the search space.
The selection and evaluation of the model configuration advisor requires the divi-
sion of the data set into three parts. The first part (about 60% of the data) is used
for model creation, the second part (20%) for selecting a model configuration, and
the last part (20%) for evaluating a model configuration. Thus, all shown forecast
errors in the following paragraphs are computed over the last 20% of the data sets.
Performance Analysis
In a first series of experiments, we compare the performance of the advisor to several
alternative configuration selection strategies. In detail, we select the direct, top-
down (TD), and bottom-up (BU) approaches as representatives for static approaches
(Section 5.2.4). As dynamic approaches, we use the greedy approach (Section 5.3.1)
as well as the advisor.
Figure 5.15 shows the final error distribution for each of the five approaches and
for all four real-world data sets. The corresponding model costs are displayed in
Figure 5.16. As the maximum model costs depend on the data set, we illustrate the
relative model costs with respect to the direct approach.
The top-down (TD) approach shows the worst forecast accuracy for all data sets,
but also exhibits the lowest model costs as it only requires one model for the root
node of the graph. Bottom-up (BU) and the direct approach both improve the fore-
cast accuracy, but pay with high model costs. The greedy and advisor approaches
further improve the accuracy and reduce the costs of the bottom-up approach. By
using the proposed generalized composition scheme, both approaches exploit inter-
esting model compositions that increase the forecast accuracy. In addition, unneces-
sary models are ignored and do not cause maintenance costs. The greedy approach
yields to a slightly better forecast accuracy than the advisor as it scans a larger
search space and does not use heuristics. However, this also leads to higher costs.
Parameter Analysis
In a second series of experiments, we more closely analyze the different parameters
of the model configuration advisor.
Indicator Accuracy: First, we investigate the applicability of our two indicators.
For this, we analyze the correlation between the indicators and the real forecast
errors for two selected data sets. Ideally, the indicator and error values should be
exactly the same and positioned on the straight line in Figure 5.17(a). For the Sales
data set, most of the points are very close to the ideal line showing a good correlation
of the indicator with the real forecast error. The Tourism data set exhibits more
outliers, but in general shows a good correlation as well. Therefore, our approach
to calculate the indicators is valid and heuristically captures the real errors.
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Figure 5.15.: Accuracy Comparison of Configuration Selection Approaches
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Figure 5.17.: Evaluation of Indicator Accuracy and Indicator Size
Indicator Size: The size of the indicators |I| regulates the number of nodes that are
considered in composition schemes. Figure 5.17(b) shows the configuration forecast
error in relationship with the indicator size |I|. The error decreases with increasing
indicator size as more composition schemes are possible. Our strategy includes the
closest nodes in the indicators if the size |I| is restricted. For that reason the highest
error decrease can be observed in the beginning as nearby nodes (exhibiting similar-
ities in some dimensional attributes) are more suitable for forecast compositions.
Candidate Selection: The parameter γ affects the number of positive candidates in
the candidate selection phase. To analyze the effect of γ, we disable the automatic
tuning through the model advisor and manually increase the parameter. We use
the DemandS2 data set and artificially vary the time that is required to create a
single forecast model (<1s, 1s, 10s). We then measured the runtime of the advisor
with varying parameter γ (Figure 5.18(a)). The advisor runtime increases in the
beginning. This is reasoned by the fact that more models have to be built as we
spend a shorter time in the analysis phase. At some point, the runtime decreases
rapidly. Since we choose less and less models in the preselection phase, the model
selection is very inaccurate and the advisor converges towards a local optimum.
The effect of γ on the forecast error is shown in Figure 5.18(b). In general, we
observe a higher forecast error with higher values of γ. With a large γ, we select
and analyze less candidates in the preselection phase and thus scan a smaller search
space of possible solutions. The Electricity data set shows a different behavior. The
forecast error first decreases and then increases again. This is reasoned by the fact
that the indicator values of this data set are biased and contain a large number of
indicator values above the mean. Thus, a higher gamma reduces the search space
to the most important candidates.
Acceptance Criterion: Our goal of adding most beneficial models first to a con-
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Figure 5.18.: Influence of γ on Advisor Runtime and Forecast Accuracy
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Figure 5.19.: Influence of α on Forecast Accuracy and Model Costs
figuration is regulated by the parameter α. Figure 5.19(a) shows the development
of the configuration forecast error with increasing α. As the advisor chooses most
beneficial models first, the highest error decrease can be observed in the beginning.
For larger α’s, only small error improvements are visible. For α = 0.5, most data
sets exhibit a configuration error very close to the lowest possible error. In Figure
5.19(b) the corresponding relative number of models are displayed. To achieve the
error of α = 0.5 less than 15% of the models are necessary. Even for the highest
value of α, indicating the best possible configuration, the percentage of models does
not exceed 40%. Thus, with only a fraction of the available models, we can achieve
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Figure 5.20.: Advisor and Forecast Query Runtime
very high accuracy, allowing us to reduce the number of models we need to maintain.
Runtime Analysis
Scalability: In a final series of experiments, we analyze the runtime of the model
configuration advisor. We use the synthetic data set GenX and vary the number of
base time series X ∈ {1k, 10k, 20k, 30k, 40k, 100k}. We measure the total time that
is required to create a configuration for all approaches. For the model configuration
advisor, we set α to 0.5, since the previous experiments have shown an already good
forecast accuracy with such a choice of α. As seen in Figure 5.20(a), the direct and
bottom-up approaches increase linearly with the data size as the configuration cre-
ation consists only of model creation costs, where the bottom-up approach exhibits
a lower runtime as only models for base nodes in the time series graph are created.
In contrast, the top-down approach shows a constant runtime as it only creates
one model for the top node. The runtime of the Greedy approach strongly increases
with increasing number of time series as in each iteration the benefit of a model for
each node, which does not contain a model, is analyzed. In contrast, our advisor
only analyzes the nodes chosen in the candidate selection phase and, thus, shows a
better runtime than all other approaches, except for the top-down approach. The
dominant factor in the runtime of the advisor is given by the creation of the forecast
models, which leads to a linear behavior as well.
Model Configuration: Finally, we load the model configuration into F2DB, using
the Gen10k data set for two different values of α (0.5 and 1.0). The loading time
is less than one minute including storing and indexing the time series graph, com-
position schemes, as well forecast model and weight calculation. We then generate
random forecast queries for base and aggregated time series. The average accuracy
of these forecast queries confirm with our measurements from Figure 5.15. Figure
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5.20(b) shows the average runtime of a forecast query, where we vary the proportion
of forecast queries and inserts (representing new time series values) over a period of
10 points in time. We start with one forecast query per insert (query/insert ratio =
1), which results in about 150,000 forecast queries and 150,000 inserts. We increase
the number queries per insert up to 10 leading to approximately 1,500,000 queries
and 150,000 inserts. As visible in Figure 5.20(b), the average runtime of a single
forecast query is very low as models are already precomputed and just maintained if
necessary. We can observe a slightly higher runtime for a configuration with α = 1
than for α = 0.5, as in the second case fewer models are stored. Additionally,
the average runtime decreases with increasing number of queries per insert as less
maintenance is necessary.
5.5. Summary
This chapter completes the integration of the forecasting life cycle into F2DB (Ta-
ble 5.3). We focused on providing forecast models as first-class citizens inside the
database and discussed model reuse, model maintenance, and the design of a model
configuration.
Table 5.3.: Fulfilled Requirements after Chapter 5
Integrated
Life Cycle
Extensible
Catalog
Declarative
Queries
Model Inde-
pendence
Relational
Integration
X X X X X
Query Opti-
mization
Forecast
Subscriptions
Model Reuse Automatic
Maintenance
Physical
Design
X - X X X
In the first part, we presented the novel concept of a model index that stores
models in main memory, enabling the transparent reuse of models. It allows the
storage of precomputed models by decision experts as well as the implicit storage of
automatically created models by ad-hoc forecast queries. Furthermore, it efficiently
finds and maintains models affected by new time series values. We extended the
forecasting method interface from Chapter 4 with maintenance functions and pre-
sented a generalized maintenance concept. Our experiments illustrate a significant
improvement in query execution and a negligible overhead for insert transactions.
In the second part of this chapter, we developed a model configuration advisor that
returns a configuration of forecast models for a given time series data set in multi-
dimensional data cubes. By deriving and combining forecasts for a time series from
one or multiple forecast models based on other time series, we are able to increase
forecast accuracy as well as save model costs. Our general framework is based on an
iterative process that selects a set of candidate time series in each iteration for which
a model should be built and analyzed. Parameters of the advisor like the number of
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candidate models are automatically tuned in a control phase. Our evaluation shows
that the advisor is able to achieve a higher forecast accuracy than other approaches
and that we are able to calculate a configuration in reasonable time even for larger
data sets and complex models. Finally, we are able to load a model configuration
into F2DB and efficiently process forecast queries.
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In this chapter, we extend forecast queries with continuous aspects, allowing an
application (subscriber) to register a query once at F2DB. We call such kind of
queries subscription-based forecast queries (Fischer et al., 2012a,c). As new time
series values arrive, we send notifications to the application based on time and
accuracy constraints.
Subscription-based forecast queries arise when an application continuously re-
quires forecast values for further processing. Such kind of queries are important in
energy load balancing (Section 2.1.2), where applications like scheduling subscribe
at the energy data management system to receive forecasts on a regular basis. These
forecasts are used to balance demand and supply and are crucial to reduce penalties
paid for any kind of imbalances, i.e., remaining differences between demand and
supply. Forecast queries contain the unique characteristic that they can provide
an arbitrary number of forecast values. However, with each new actual value the
underlying model is updated and better forecasts might be available. A dependent
application could obtain these values by repeatedly polling from the database. This
is very inefficient if forecasts have changed only marginally, especially if the applica-
tion executes a computationally expensive algorithm based on the received forecasts.
In the example of energy load balancing, it is important to update scheduling just
with significant new forecast values to ease the computational expensive job of energy
balancing. The subscriber therefore wishes to be notified only when forecast values
have changed relevant to the application. We focus on reducing the costs of the
subscriber by optimizing the notifications sent to the subscriber, i.e., by balancing
the number of notifications and notification length.
After highlighting the main challenges (Section 6.1), we discuss the foundations
of subscription-based forecast queries, including their specification and processing
model (Section 6.2). We also introduce a generic cost model to capture arbitrary
subscriber cost functions and discuss different optimization objectives. As a con-
sequence, in Section 6.3, we propose different computational approaches to reduce
the subscriber costs while ensuring constrained forecast value deviations. Our ex-
perimental evaluation shows the validity of our approach with low computational
costs (Section 6.4). We again conclude in Section 6.5 with respect to our defined
requirements.
6.1. Overview and Challenges
Subscription-based forecast queries may be seen as continuous forecast queries associ-
ated with constraints guiding notifications to the subscriber. As shown in Figure 6.1,
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an application submits a subscription-based forecast query and registers at a mid-
dleware, the subscription processor, which communicates with our forecast-enabled
database system F2DB to build forecast models and retrieve forecast values. Notifi-
cations are sent continuously to the subscriber by the subscription processor, contain-
ing forecast values for the registered forecast query. Each notification is processed
by the subscriber leading to subscriber costs (e.g., execution time of the scheduling
algorithm). The subscriber costs usually depend on the notification length, i.e., the
forecast horizon, and can be communicated to the database system. Our overall
goal in this chapter is the optimization of those notifications (frequency and length)
in order to reduce the costs of the subscriber.
In contrast to traditional forecast queries, a subscription-based forecast query is
marked by the NOTIFY keyword. This keyword implies that the subscriber holds
the specified forecast horizon (e.g., 24 in Figure 6.1) at all times. Thus, whenever
the subscriber has less than the specified forecast horizon, a notification has to be
sent to the subscriber. We call such events horizon violations. However, if each
notification contains only the specified forecast horizon, we would have to sent a
new notification after each new measurement added to the database system. This
leads to high communication costs, but, more importantly, to high costs at the
subscriber site, as the subscriber has to process all these notifications. Subscription-
based forecast queries therefore allow to extend the forecast horizon and send more
forecast values than the minimal horizon constraint. Hereby, the subscriber might
specify a maximum forecast horizon restricting the maximum number of forecast
values he wants to process. However, in consequence, as we send forecast values with
a very long horizon, we might send forecasts with low accuracy. With each incoming
actual value, these forecast values could be improved by model maintenance. For
this reason, the subscriber specifies a threshold (e.g., 10%) stating when the accuracy
of previously sent forecasts is not adequate any more. Whenever the threshold is
exceeded, which we call a threshold violation, a notification is sent with new forecast
values.
Our objective is the reduction of the processing costs of the subscriber by trading
the number of notifications against the notification length (Figure 6.2). On the one
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Figure 6.2.: Influence of Notification Length
hand, we can choose a short notification length (i.e., a short forecast horizon). With
this approach, we achieve a low forecast error (Figure 6.2(a)), but we need to send
notifications more frequently (Figure 6.2(b)). On the other hand, we can choose
a large notification length, resulting in much less notifications, but in a high error
for forecasts far from current time. Both extreme cases result in a high overhead
at the subscriber side. The first one requires repeated processing of new notifica-
tions, the second one needs to process very long notifications as well as reprocess
many notifications containing improved forecasts. To solve this problem, we need
to increase the notification length just as far as to ensure accurate forecasts that
require a small number of notifications. Surely, the optimal notification length de-
pends on the subscription parameters, the model quality, and the subscriber cost
model, i.e., the relationship between subscriber costs and notification length. This
poses an important but challenging optimization problem of reducing the costs of
the subscriber.
Subscription-based forecast queries differ from traditional publish-subscribe
queries (Liu and Jacobsen, 2004, Chandramouli et al., 2007) and continuous queries
(Liu et al., 1999, Chen et al., 2000). Both approaches focus on historical notifica-
tions and query processing, whereas we send notifications about predictive values.
Furthermore, the goal in publish-subscribe systems is usually the processing and
management of a large number of subscribers, whereas we reduce the costs of the sub-
scriber. The problem of tracking a value over time has also been investigated in the
area of function tracking (Cormode et al., 2011, Yi and Zhang, 2012). An observer
monitors a — possibly multi-valued — function and keeps a tracker informed about
the current function value(s) within a predefined distance. Yi and Zhang (2012)
also suggest to use predictions in order to further reduce communication costs. Our
work differs in the sense that we already deal with predictions of arbitrary horizons.
Hence, in addition to the number of notifications, we reduce individual notification
lengths in terms of number of forecast values. The usage of statistical models to
reduce communication between two or more entities is applied in a wide range of
areas, e.g., sensor networks (Deshpande et al., 2004, Ilarri et al., 2009), bounded
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approximate caching (Olston and Widom, 2000), or mobile objects (Chen et al.,
2010). For example, within sensor networks, energy requirements as well as query
processing times are reduced by utilizing statistical models in combination with live
data acquisition. In the area of bounded approximate caching, cached copies of data
are allowed to become out of date according to specified precision constraints. One
challenge is then the cost minimization of refreshing the cache while still guarantee-
ing precision constraints. However, all these approaches significantly differ from our
problem statement and solutions. First, we consider only time series data, where
future values depend on past ones, requiring different statistical models. Second, we
use statistical models to estimate future values of the time series instead of missing
real values, which leads to specific notification conditions (horizon- and threshold-
based) and notification characteristics. Finally, instead of reducing communication
costs between entities, we reduce the costs of applications that process the forecast
values. Thus, the cost function of the application algorithm needs to be taken into
account.
To sum up, the requirement of continuous notifications for forecast queries leads
to a new query paradigm and a new optimization problem, which we discuss in detail
in the following sections.
6.2. Foundations
In this section, we set the foundations of subscription-based forecast queries. We
start with discussing the parameters of such a query (Section 6.2.1), followed by
introducing our general processing model that leads to two different kinds of noti-
fications to the subscriber (Section 6.2.2). We then explain our cost model, which
captures the costs of the subscriber depending on the number of notifications and
notification length (Section 6.2.3). Finally, we introduce our optimization objective
of reducing the overall subscriber costs (Section 6.2.4).
6.2.1. Query Specification
We first extend the simple forecast query from the last section and formally define
the parameters of subscription-based forecast queries.
Definition 6.1 (Forecast-Based Subscriptions). A forecast-based subscription
S = (X,h, α,w, g, kmax) (6.1)
consists of a time series description X, a minimum continuous forecast horizon h, a
threshold α, an aggregation window w, an aggregation function g, and a maximum
horizon extension kmax.
The time series description X = (x1, x2, ..., xt) can be an arbitrary SQL query that
specifies the time series to forecast (Section 4.1.4 on page 59). The minimum contin-
uous forecast horizon h specifies the minimum number of forecast values x̂[t+1,t+h]
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Figure 6.3.: Development of Forecast Values
and implies that, at each time t, the subscriber holds at least h forecast values. In
addition, each subscription specifies a relative threshold α. At time t, we must notify
the subscriber with new forecast values if these new forecast values x̂[t+1,t+w] deviate
more than α from the old values sent to the subscriber, using a window w and an ag-
gregation function g. Thus, the deviation is computed over the whole window w and
evaluated with the aggregation function g. Examples for aggregation functions are
mean (average deviation in window above threshold) or max (maximum deviation
in window above threshold), where the decision depends on the intended sensitivity
to deviations.
Example 6.1. Figure 6.3 shows a real-data set example (DemandUK data set, Ap-
pendix A on page 159). A forecast model was created at time t = 0, using the triple
seasonal exponential smoothing model (Taylor, 2009). The solid line displays fore-
cast values x̂[1,96] created at time t = 0 with a horizon of h = 96. At each time step
t+ i with i > 0, new real data arrives and we can update the forecast model. At time
t = 24, we can create new forecast values x̂[25,96] that capture the history better and
now slightly differ from the original ones (line with crosses). A subscriber wants to
be notified whenever new forecast values deviate by more than 10% from the old ones
(dashed lines). We see that at time t = 24 some forecast values x̂[25,96] are outside
this threshold. Using an aggregation window of w = 72 and the aggregation function
max, we need to send a notification.
Finally, the maximum horizon extension is kmax is specific to our processing model
and thus explained in the following.
6.2.2. Processing Model
At subscription registration time, we send at least h forecast values to the subscriber.
From that point in time, notifications are caused by one of the following two rea-
sons. First, new forecast values are sent whenever the subscriber has less than h
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forecast values (horizon violation Ht), where we need to send at least the missing
values. However, we can additionally send k values — the horizon extension — in
order to avoid a lot of horizon violations. There, the subscriber specifies the max-
imum number of additional forecast values kmax. Second, we send a notification if
the threshold is violated at time t (threshold violation Dt). In this case, we consider
all sent forecast values as invalid and we resend forecast values with a horizon h plus
the horizon extension k. A different approach would be to resend only values that
violate the threshold. However, this might lead to systematic errors since forecast
values are often based on each other.
Example 6.2. Figure 6.4 shows an example subscription. At time t = 0, we create
a subscription S = (X,h, α,w, g, kmax) with h = 6. The horizon extension is set
to k = 2. Initially, we send a notification m0 with h + k = 8 forecast values. At
time t = 3, the subscriber has only h− 1 = 5 forecast values (horizon violation H3).
Hence, we send a notification m3 with 1+k = 3 forecast values. We do not overwrite
sent values as these are still valid (below the subscription threshold) but send missing
values (one value plus k = 2 values). Then, at time t = 5, the subscriber threshold α
is violated according to the aggregation window w and function g (threshold violation
D5). We send a notification m5 with h+ k = 8 new values, which override all sent
values.
We define the total number of sent values h + k or k + 1 as notification length.
The parameter k has high influence on the number of notifications and individual
notification lengths and therefore on the subscriber costs. If we set k quite low, we
send many notifications because the horizon is violated. Thus, the subscriber needs
to repeatedly process new forecast values leading to high costs. If we set k quite
high, the notification length increases and we need to resend a lot of values if the
threshold is violated. Thus, the subscriber needs to reprocess many updated forecast
values. In the next section, we introduce a cost model that allows the quantification
of this influence.
6.2.3. Subscriber Cost Model
The subscriber cost function can be arbitrary and might be unknown. We therefore
assume a black-box function that contains the costs for arbitrary notification lengths.
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Internally, this might be a known analytical function or existing techniques might
be used to learn these costs online (Shivam et al., 2006). However, the costs might
be different for h + k new values (threshold violation) or k + 1 additional values
(horizon violation). Depending on the horizon h and the horizon extension k, we
distinguish two cost functions. First, FC denotes the costs of a complete restart
of the subscriber algorithm as necessary for threshold violations, where all forecast
values are resent. Second, FI denotes the costs of an incremental version of the
subscriber algorithm that is used for horizon violations, where the subscriber only
processes additional values.
These considerations lead to our cost model that calculates the costs between two
successive threshold violations Dt and Dt+i:
Definition 6.2 (Threshold Violation Costs). Assume a horizon extension k. The
costs in a threshold violation interval ∆D = [Dt, Dt+i) are defined as:
Ck,∆D = FC(h+ k) +
⌊
∆D
k + 1
⌋
· FI(k + 1). (6.2)
As explained before, whenever a threshold violation Dt occurs, we send h + k
values leading to complete costs of FC(h + k). Additionally, a certain number of
horizon violations occur until the next threshold violation Dt+i, each leading to
incremental costs of FI(k+ 1). The number of horizon violations equals the number
of times k + 1 fits in the threshold violation interval ∆D as we send notifications
until the end of the interval. If k+ 1 is greater than ∆D, no additional incremental
costs occur.
Example 6.3. Consider again Example 6.2, the first threshold violation occurs at
D5, so according to our definition ∆D = 4. In this interval, we require once complete
costs FC(h+ k) at the start of the interval and once (b4/(2 + 1)c = 1) incremental
costs FI(k) until the threshold violation D5. At D5 a new threshold violation interval
begins, which again starts with complete costs.
The total costs Ck,∆D in one threshold violation interval strongly depend on the
subscriber cost functions FC and FI .
Example 6.4. Figure 6.5 illustrates the influence of different cost functions. It
shows the theoretical costs according to different horizon extensions k for a fixed
minimum horizon h = 24 and threshold violation interval ∆D = 44. We used three
different cost functions: constant (150), linear (64x+150), and quadratic (x2), where
the same cost function is applied for FC and FI . For a quadratic cost function,
long notifications are very expensive, so it is best to send many small notifications
(k = 0). If the cost function only contains setup cost (constant), the goal is to
reduce the number of notifications. Hence, we would choose the highest possible
horizon extension in order to avoid any horizon violation. The linear function shows
a possible cost function between these two extremes. The dips in the linear cost
function arise when k+ 1 is a divisor of ∆D. Thus, all horizon violations fit exactly
in the interval and no values are sent unnecessarily.
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The threshold violation cost formula makes the simplifying assumption that the
threshold violation interval ∆D and the horizon extension k are independent of
each other. This might not always be the case as k influences the accuracy of the
forecast values and thus also the threshold violation interval. However, preliminary
experiments have shown that the impact of k on ∆D is very low.
Based on the defined costs of a single threshold violation interval, we are now able
to calculate the total costs of a sequence of threshold violation intervals.
Definition 6.3 (Total Subscriber Costs). Given the subscriber cost functions FC ,
FI , and a sequence of horizon extensions {k1, . . . , kn}, the total costs of a sequence
of threshold violation intervals {∆D1, . . . ,∆Dn} are defined as:
Ctotal =
n∑
i=1
Cki,∆Di . (6.3)
Our overall goal is the minimization of the total subscriber costs. Thus, we want
to find the best horizon extension that minimizes the costs defined in Equation
6.3. This best horizon extension depends on the subscriber cost function as well as
the forecast accuracy, i.e., the frequency of threshold violations, which leads to a
hierarchy of optimization problems.
6.2.4. Optimization Problems
Our general optimization objective is the reduction of the total subscriber costs. Fur-
thermore, our optimization approach is to choose the best horizon extension, which
can be done for different time granularities (offline-static, offline-dynamic, online).
This inherently leads to three different optimization problems. These problems are
independent of any computational approach and presented separately. Furthermore,
they are complete in the sense that additional problems are conceptual composites
of them.
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The most coarse-grained problem is to choose a single horizon extension for the
whole time series, i.e., the sequence of threshold violation intervals (static).
Optimization Problem 1 (Offline-Static). Assume a sequence of threshold viola-
tion intervals {∆D1, . . . ,∆Dn} and a maximum horizon extension kmax. The objec-
tive is to minimize the total subscriber costs by choosing a single horizon extension
k:
φ1 : min
0≤k≤kmax
n∑
i=1
Ck,∆Di . (6.4)
For some data sets, we observe different average threshold violation intervals at
different time intervals, where a single horizon extension might fail.
Example 6.5. Figure 6.6 shows a real-world time series over six days consisting
of aggregated UK energy demand (DemandUK — Appendix A on page 159). One
important observation is that forecasting energy demand during the week is more
accurate than during the weekend. The reason is that private households and industry
follow fairly regular schedules during the week, while the private behavior at weekends
is more flexible. As a result, more threshold violations (vertical lines in Figure 6.6)
occur at the weekend than during the week. Assuming a linear cost function, we
would use large horizon extensions during week days (resend only few notifications)
but small horizon extensions at weekends.
Hence, the second optimization problem is more fine-grained as it intends to find
a sequence of horizon extensions for a sequence of time slices, i.e., time intervals.
Optimization Problem 2 (Offline-Dynamic). Assume a sequence of time slices
{∆T1, . . . ,∆Tm} and a sequence of threshold intervals {∆D1, . . . ,∆Dn}, where n ≥
m. Each ∆Di is assigned to exactly one ∆Tj, where lj is the total number of ∆Dis
in time slice ∆Tj. The objective is to minimize the total subscriber costs by choosing
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a sequence of horizon extensions {k1, . . . , km}:
φ2 : min
0≤kj≤kmax
m∑
j=1
lj∑
i=1
Ckj ,∆Di . (6.5)
Finally, the most-fine-grained optimization problem is an adaptive online formula-
tion. An online approach is beneficial if either the time series model evolves leading
to different threshold violation points or the cost function evolves leading to changed
costs FC and FI .
Optimization Problem 3 (Online). Assume a history of threshold violation in-
tervals {∆D1, . . . ,∆Dn}, horizon extensions {k1, . . . , kn}, and related costs. The
objective is to minimize the total subscriber costs by choosing the next kn+1:
φ3 : min
0≤kn+1≤kmax
Ckn+1,∆Dn+1 . (6.6)
As the cost function is given by the subscriber or monitored, we ”only” need to de-
termine ∆D in order to calculate the best horizon extension. However, ∆D depends
on many aspects, e.g., time series characteristics, model accuracy, forecast horizon
or subscription parameters. In reality, we do not know when the next threshold
violation occurs. However, we can analyze past threshold violation intervals and use
them to predict future threshold violations.
6.3. Computational Approaches
Regarding the defined optimization problems, we now discuss related computational
approaches. As a foundation, we first present our general subscription maintenance
algorithm (Algorithm 6.1) as a conceptual framework for arbitrary computational
approaches. Subscription maintenance is realized by a middleware on top of F2DB,
which submits forecast queries to F2DB if required. The subscription maintenance
algorithm includes two major procedures:
First, RegisterSubscriber is called when creating a new subscription S. We
first add the new subscription to the list of subscribers on the requested time series
(line 2). To store the list of subscribers itself, we use a simple array structure.
However, more advanced data structures can be utilized if the number of subscribers
increases (e.g., Chandramouli et al. (2007)). Then, we start an analysis phase (line
3). In an offline context, we evaluate single (static) or multiple (dynamic) horizon
extensions. In an online context, we only determine the initial horizon extension.
For all three cases, we implicitly interact over a callback interface — implemented
by each subscriber — to retrieve the costs FC and FI . Finally, we send the first
notification to the subscriber with h+ k forecast values (line 4). Forecast values are
retrieved from F2DB via the function predict. Clearly, subscriptions can also be
de-registered if not required anymore (not shown in Algorithm 6.1).
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Algorithm 6.1 Forecast Subscription Maintenance
Require: model, subList, currentT ime
1: procedure RegisterSubscriber(S)
2: subList← add(subList, S)
3: S.k ← analyzeK(S)
4: notify(predict(currentT ime, S.h+ S.k))
5: procedure ProcessInsert(newtuple)
6: for S in subList do
7: pmodnew ← predict(currentT ime, S.w)
8: div ← calculateDiv(pmodnew, S.forecasts)
9: if div > S.threshold then
10: S.k ← updateK(S)
11: notify(predict(currentT ime, S.h+ S.k))
12: else if isHorizonViolated(S) then
13: notify(predict(currentT ime+ S.h, S.k + 1))
k k1 k2 k1 k2 k1 k2 k3 k4
t t t
analyzeK analyzeK analyzeK updateK updateKupdateK
(a) Offline-Static
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Figure 6.7.: Comparison of Computational Approaches
Second, ProcessInsert is called when a new tuple has been added to the time
series in F2DB . For each subscriber, we query new forecast values and check if the
threshold is violated over the aggregation window (lines 7 - 11). If so, we adapt the
next horizon extension according to the used strategy (dynamic, online). Finally,
we notify the subscriber with h + k new forecast values. If no threshold violation
occurs, we check if the horizon is violated and we notify the subscriber with the
missing values plus the horizon extension (lines 12 - 13). Here, the interaction with
the subscriber is also done via the callback interface.
The following computational approaches are based on two observations. First, the
best horizon extension in the past can be used to determine the best horizon ex-
tension for the future. We therefore propose predictive approaches that analyze the
history of threshold violation intervals. Second, there is the problem that threshold
violation points strongly fluctuate and we would need to predict the trend of predic-
tion errors. We therefore focus on robust and simple approaches rather than highly
dynamic analytical approaches. Figure 6.7 shows an overview of our computational
approaches, which are discussed in the following.
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6.3.1. Offline-Static
The first computation approach addresses the coarse-grained Optimization Prob-
lem 1, where the objective is to choose a single horizon extension.
Overview: The static approach determines one horizon extension during the
analysis phase of our general algorithm (line 3). This horizon extension is then used
during the whole lifetime of a subscription (Figure 6.7(a)). Hence, function updateK
has no effect for this approach (line 10).
Computation: To determine the horizon extension, we first empirically monitor
the threshold violation points over the whole history of the time series. For each
tuple in the time series history, we execute an adapted version of the procedure
ProcessInsert (Algorithm 6.1), where we do not notify the subscriber and just
monitor whenever a threshold violation occurs. In order to be independent from
the horizon extension and horizon violations, we set the horizon extension to the
number of remaining tuples in our test data set. Given the resulting sequence of
threshold violation intervals {∆D1, . . . ,∆Dn}, we calculate the costs for different
horizon extensions using our cost model (Equation 6.3). This leads to the functions
shown in Figure 6.5. If the subscriber cost function is unknown, this requires a
callback to the subscriber to retrieve the costs for different horizon extensions k.
The granularity of k can be adjusted to the amount of time it takes to retrieve the
costs from the subscriber and to the amount of time we want to spend in the analysis
phase. If the cost function is known, we can calculate the costs analytically. Finally,
we choose the k with minimum cost on our training data set (Equation 6.4).
6.3.2. Offline-Dynamic
The second approach solves the Optimization Problem 2 to find a sequence of horizon
extensions for a sequence of time slices.
Overview: During the analysis phase (line 3), we determine a sequence of horizon
extensions for periodic time slices (Figure 6.7(b)). Whenever a threshold violation
occurs during execution (line 10), we set the current horizon extension to the horizon
extension of the current time slice.
Computation: The computation approach is similar to the static approach. We
again execute an adapted version of the procedure ProcessInsert for each tuple
in the time series history and monitor the threshold violation intervals. In addition,
we remember in which time slice the threshold violation occurred, where we assign
overlapping threshold violation intervals to the last related time slice. The result
is a sequence of ∆Ds for each time slice (∆Tj , {∆D1, . . . ,∆Dlj}). Then, for each
time slice, we calculate the costs for different horizon extensions kj and choose the
kj with minimum cost.
Determination of Time Slices: The main challenge is the determination of
time slices, where we have two essential possibilities. First, we can use domain
knowledge about seasonal effects in the data. For example, we might divide the
data set according to week and weekend days. Especially, for energy time series such
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domain knowledge is often available. Second, we can empirically evaluate different
types of time slices (over the history of the time series) and choose the time slice
that performs best. This approach takes into account that different time slices might
be beneficial according to different subscription parameters. For example, for large
subscription thresholds larger time slices should be used as well.
6.3.3. Online Approach
Finally, the last computation approach solves Optimization Problem 3 of finding the
next best horizon extension.
Overview: The online approach is repeatedly executed during the lifetime of a
subscription to determine the next horizon extension (Figure 6.7(c)). At registration
time, we need to determine an initial horizon extension (line 3). This can be either
some predefined parameter or we can use our static approach (Section 6.3.1). The
main work is done in the function updateK after each threshold violation, where we
determine the next horizon extension (line 10) online.
Computation: Whenever a threshold violation occurs, we monitor the associated
∆D over a predefined window. In the simplest case, this window is the whole history
of the time series. In the function updateK, we determine the need for recalculating
the horizon extension. If the recalculation is required, we again compute the costs
for different horizon extensions using the monitored sequence of ∆Ds and we choose
the horizon extension with minimal costs. This requires that the subscriber costs
can be retrieved efficiently or we have a (possibly changing) known analytical cost
function. Otherwise, we adapt the best k incrementally, i.e., by trying different ks
and monitoring the resulting costs.
Time of Recalculation: We might recalculate the horizon extension after every
threshold violation (online threshold). If the costs are retrieved from the sub-
scriber, this can be very inefficient. Hence, as an alternative, we use a static hori-
zon extension but switch to a different horizon extension if the cost function has
changed (online cost). We therefore internally store the current costs of the sub-
scriber FI(|m|) and FC(|m|). For each notification sent, we compare the actual
subscriber costs with the stored costs. Only if these two costs differ significantly (by
some predefined threshold), we recalculate the horizon extension.
6.3.4. Computational Costs
The costs of all three approaches depend on (1) the time series length n, to evaluate
the history of threshold violations, (2) the number of possible horizon extensions
m, to retrieve the subscriber costs, and (3) the number of threshold violations d, as
the total costs are calculated by the sum over the cost of one threshold violation
interval. For the offline approaches, the number of threshold violations d is calculated
over the whole history (n represents the whole time series length); for the online
approach, only the specified window is used (n equals the window size). Following
these considerations, the time complexity of all approaches equals O(n+m · d).
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6.4. Experimental Evaluation
We conduct an experimental study on three real-world data sets to evaluate (1)
the performance (subscriber costs) of our approach, (2) the influence of subscription
parameters, (3) the computational costs of our approach in relation to the subscriber
costs, and (4) the validity of our cost model. The evaluation shows the following:
 Our learning-based approach significantly reduces the subscriber costs and
outperforms two näıve approaches as well as an adaptive approach.
 The Offline-Dynamic approach further improves the Offline-Static approach,
if the time series shows seasonal behavior. The Online approach improves the
Offline approaches in case of changing cost functions.
 The optimal notification length depends on the data set, cost function, and
subscription parameters.
 Our approach exhibits a low computational effort, which is significantly smaller
than the processing time of the subscriber.
 The cost model shows a very accurate estimate of the real subscriber costs.
We first describe our experimental setting (Section 6.4) before detailing the experi-
mental results.
Experimental Setting
We implement the subscription processing middleware using the statistical com-
puting software environment R. Queries are submitted to F2DB via the R pack-
age RPostgreSQL. The middleware runs on the same hardware environment as the
database server, i.e., on an AMD Opteron System with 12 cores and 32 GB RAM
(see Section 4.4.1 on page 81).
The data sets consist of three real-world time series from the energy domain.
Specifically, we use two energy demand and one energy supply data set (see also
Appendix A on page 159):
 The DemandUK time series includes aggregated energy demand of the United
Kingdom.
 The DemandS1 data set contains energy demand of individual households.
We randomly choose one time series from this data set and aggregate it to an
hourly resolution.
 The Wind time series consists of aggregated wind energy supply from the US.
We apply a domain-specific extension of triple exponential smoothing as forecast-
ing method, which is tailor-made for short-term energy forecasting (Taylor, 2009).
It includes additional equations to model three types of seasonality patterns. We
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Figure 6.8.: Performance of Computational Approaches
use all three seasonalities (daily, weekly, and annual) for the DemandUK and Wind
data set and two seasonalities (daily and weekly) for the DemandS1 data set. The
DemandS1 data set contains just one year of data, making it impossible to train
an annual seasonal effect. We use the first 6 years for DemandUK, 10 months for
DemandS1, and 2 years for Wind to train the forecast models. The remaining data
is used for forecasting and evaluation of our approaches.
Evaluation of Computational Approaches
In a first series of experiments, we analyze the accuracy of our three computational
approaches using fixed subscription parameters, i.e., h = 1 day, w = 12 hours, α =
0.15, g = mean, and kmax = 3 days (Section 6.2.1). As subscriber cost function, we
apply the linear function from Example 6.4.
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Offline-Static We start with comparing our static approach to näıve and adaptive
approaches (Levis et al., 2004). The first näıve approach never sends more forecast
values than requested (k = 0). The second näıve approach sends as many forecast
values as possible (k = kmax). The adaptive approach is independent of the time
series history but reacts to notification events. It therefore is a representative of an
online approach. Obviously, if a notification occurred due to a horizon violation, the
horizon extension was too small. Hence, the adaptive approach increases the horizon
extension. In contrast, if a threshold violation occurred, the horizon extension was
too high and, thus, the horizon extension is decreased. We evaluate different strate-
gies to increase/decrease the horizon extension, where a simple strategy performs
best that starts with k = 1 and doubles or halves the horizon extension depending
on the notification event.
Data Set Comparisons: Figure 6.8(a) shows the result of the four approaches for
all three data sets. As all data sets exhibit different total costs, we normalize the
cost with the estimated best cost if we would exactly know the threshold violation
sequence. We first notice that our static approach always outperforms the two näıve
approaches (min horizon and max horizon) and the adaptive approach. The reason
is that the static approach includes the subscriber cost function into optimization,
whereas the other three approaches act independently from the subscriber costs. In
addition, we observe that the data sets exhibit different characteristics leading to
different performance behvaiour of the näıve approaches. For the given subscription
parameters, the forecast values of the Wind data set deviate fast from the old values,
leading to a small threshold violation interval on average and to a better performance
of small horizon extensions. In contrast, the forecast values of the other two data
sets are more accurate leading to larger optimal horizon extensions.
Cost Function Comparisons: Furthermore, we use one data set (DemandUK) and
analyze the effect of the different cost functions from Example 6.4: constant, linear,
and quadratic. Figure 6.8(b) shows the results normalized by the estimated best
cost. As expected from Figure 6.5, our static approach always performs equal or
better than the näıve approaches. In addition, the static approach clearly outper-
forms the adaptive approach as it reacts to different cost functions. As the constant
cost function is independent of the notification length, the higher the notification
length the lower the total costs. A horizon extension of zero therefore leads to very
high cost. As the quadratic cost function includes the notification length quadrati-
cally, low horizon extensions perform better leading to very high costs for k = 3h.
Thus, finding the right horizon extension makes a big difference. Reasoned by our
independence assumption, for the quadratic cost function, the derivation from the
estimated best cost is negative. Ideally, the deviation from the estimated optimum
should be zero as k = 0 would be the best horizon for the quadratic cost function.
When using low horizon extensions, the average threshold violation interval might
increase, due to models with high up-to-dateness. However, the difference is very
small, supporting our assumption of independence.
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Offline-Dynamic For our second computation approach, we only use the
DemandUK and Wind data set as these data sets are long enough to build meaningful
time slices. We analyze four kinds of time slices: quarter, month, weekday/weekend,
and day. Thus, we use different horizon extensions for different time slices, e.g., for
every quarter of the year. Figure 6.8(c) shows the results in terms of the improvement
over the static approach by subtracting the estimated best costs and normalizing
with the costs of the static approach. For our best case, the DemandUK data set,
all four time slice approaches lead to an improvement over the static approach. We
observe the highest improvement for daily time slices, which cover the behavior of
customers at different days of a week. The Wind data set does not contain a ty-
pical seasonal behavior. It therefore represents a worst-case example and shows no
improvement for all four time slice approaches.
Online Approach We now relax the assumption of static cost functions and change
these functions over time. We use the DemandUK data set and our linear cost
function, where we vary the slope of the cost function [10; 1,000]. Figure 6.8(d)
shows the improvement of the different approaches over the static approach for
different numbers of workload shifts. A workload shift switches from the maximum
slope to the minimum slope and vice versa. We analyze two different versions of
the online approach. The first one recalculates the horizon extension only if the
cost function changes (online cost). The second online approach recalculates the
horizon extension after every threshold violation (online threshold). Both of our
online approaches clearly outperform the adaptive approach that is even worse than
the static approach as it acts independently of the subscriber costs. For no workload
shifts, the static and online (cost) approach show exactly the same performance as
the online approach is never triggered. In contrast, the online (threshold) approach
slightly improves the static approach. For a higher number of workload shifts, we
yield high improvements over the static approach, because the static approach just
determines one horizon extension at the beginning. The online (cost) approach
performs very similar to the online (threshold) approach for this use case.
Influence of Subscription Parameters
In a second series of experiments, we investigate the influence of different subscription
parameters, i.e., h, α, w, g, and kmax. We again use a linear cost function and set
the parameters by default to h = 1 day, α = 0.15, w = 12 hours, g = mean, and
kmax = 3 days. In the following, we vary one parameter at a time and examine the
influence on the best horizon extension k.
Increasing the threshold α leads to longer threshold violation intervals and
thus larger horizon extensions (Figure 6.9(a)). There is a larger increase for the
DemandUK and DemandS1 data sets than for the Wind data set. Both data sets
constitute more robust forecast values than the Wind data set leading to few thresh-
old violations with high α.
Figure 6.9(b) shows the influence of the aggregation window w on the horizon
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Figure 6.9.: Influence of Subscription Parameters
extension. We see a strong increase for the DemandS1 data set, whereas the hori-
zon extensions for the DemandUK and Wind data sets stay almost constant. This
is caused by the customer-level granularity of the DemandS1 data set with many
fluctuations. Longer aggregation windows weaken this effect, leading to more robust
forecast values and a larger horizon extension.
Figure 6.9(c) shows the best k for the aggregation functions mean and max, where
it is consistently larger for mean (with w > 1). The DemandUK and Wind data set
show only slight differences, whereas the DemandS1 data set has a larger difference
in the best horizon extension, because their forecasts exhibit large fluctuations and
the use of max triggers threshold violation notifications immediately.
Finally, Figure 6.9(d) displays the influence of the maximum horizon extension
kmax. Small maximum horizon extensions will restrict the optimization opportuni-
ties of our approach and will lead to higher subscriber costs. Thus, the best horizon
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Figure 6.10.: Computational Costs
extension increases with increasing maximum horizon extension until it reaches its
optimal value. Then, the best horizon extension stays constant.
To summarize, the impact of the subscription parameters on k depends strongly
on the data set, which validates our approach of analyzing the time series history to
determine the best horizon extension.
Computational Costs
In this section, we analyze the computational costs of our approach as well as the
overall relationship to the subscriber costs. For this experiment, we use a real cost
function from our major use case, the energy domain. This real cost function includes
runtime costs of the MIRABEL energy balancing approach (Boehm et al., 2012) and
shows a super-linear behavior with increasing forecast horizon. We again fix the sub-
scription parameters to h = 1 day, w = 12 hours, g = mean, and kmax = 3 days; and
vary the subscriber threshold α. To determine the best horizon extension, we use
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Figure 6.11.: Cost Model Validation
our static approach. Figure 6.10 shows the trade-off between number of sent noti-
fications, the total resulting subscriber costs, and the total time to produce these
notifications. Clearly, with increasing threshold α, the number of sent notifications
decreases as forecasts can have a larger deviation before a notification needs to be
sent (threshold violation) and thus the notification length increases (Figure 6.10(a)).
Analog, the subscriber costs decrease as less notifications need to be processed (Fig-
ure 6.10(b)). The runtime of our approach is nearly independent from the number
of notifications but depends on the data set, i.e., length, granularity, and general
accuracy (Figure 6.10(c)). The DemandS1 data exhibits the lowest runtime as it
consists of hourly data over ten months. In contrast, the Wind data set shows the
longest runtime as it is available in a 10 min resolution and hard to forecast. We
displayed the overall time to produce all notifications to be comparable with the
total subscriber costs. As it can be seen, the runtime of our approach is much lower
than the total subscriber runtime and thus the subscriber costs form the dominant
factor. Note that the average time to produce a single notification equals less than
10 ms for all data sets. This time is measured in a local setting and includes forecast
model maintenance, subscription evaluation, and sending a notification if required.
Cost Model Validation
Finally, we validate our cost model, where we use again the real-world cost function
described in the previous experiment. To evaluate our cost model, we divide the
DemandS1 data set into two parts of equal size (additionally to the training data
used for creating the forecast models). On the first part, we estimate the total
subscriber costs using our cost model defined in Equation 6.3. On the second part,
we measure the real subscriber costs for different notification lengths h+ k. Figure
6.11 shows the resulting total subscriber costs for three different kinds of queries
with increasing complexity (Q1 - Q3), i.e., increasing balancing time. Note that
the minimum notification length is determined by the forecast horizon, which is
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h = 1 day. For all three queries, our cost model is very accurate for small notification
lengths but deviates from the real costs with increasing length. Small notification
lengths result in many horizon violations, which are simple to estimate as they are
time dependent. With larger notification lengths, more threshold violations occur,
where our cost model can never achieve perfect accuracy as we do not know the
future. However, most importantly, for all three queries, the minimum of estimated
and real costs are roughly the same leading to the same best horizon extension k.
For the DemandUK data set, our cost models performs much better than for the
DemandS1 data set as this time series and, thus, the threshold violation intervals
are easier to predict. In contrast, for the Wind data set our cost model performs
slightly worse than for the DemandS1 data set as wind data is very fluctuating.
6.5. Summary
We introduced the concept of subscription-based forecast queries. Their main char-
acteristic is a twofold notification condition: horizon- and threshold-based. This
results in two different goals of increasing the notification length to avoid horizon-
based notifications and reducing the notification length to avoid resending values if a
threshold-based notification occurs. We focused on optimizing these notifications to
reduce the costs of the subscriber. This problem is hard to solve as threshold-based
notifications can be arbitrary. We approached this problem by formulation three
optimization problems, which all use the time series history to determine a suitable
notification length. The first one intends to determine a static notification length.
The second one determines different notification lengths according to different time
slices. Finally, the third one determines the next notification length online. Our
experimental evaluation shows the superiority of our computational approaches over
alternatives, a significant reduction of the subscriber costs with low computational
overhead, and the validity of our cost model in real-world situations.
With this chapter, we have fulfilled our last requirement (Section 2.3 on page 22)
and completed our proposed flash-forward database system (Table 6.1).
Table 6.1.: Fulfilled Requirements after Chapter 6
Integrated
Life Cycle
Extensible
Catalog
Declarative
Queries
Model Inde-
pendence
Relational
Integration
X X X X X
Query Opti-
mization
Forecast
Subscriptions
Model Reuse Automatic
Maintenance
Physical
Design
X X X X X
In addition to one-time forecast queries, we are now able to process subscription-
based forecast queries that register once at F2DB and are continuously supplied with
forecast values.
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7. Conclusions
Forecasts are important to decision-making and risk assessment in many domains.
Often, forecasting is required by non-expert users on large multi-dimensional data
sets expecting short response times. However, as current traditional database sys-
tems support forecasting only in a limited and non-declarative way, it is usually
performed outside the database system by specially trained experts.
In this thesis, we proposed the deep integration of forecasting within a traditional
database management system. We introduced a novel forecast-enabled database
management system, the flash-forward database system (F2DB), and discussed ex-
tensions to the main components of a database management system. Declarative
forecast queries enable forecasting for any user, especially those not trained in statis-
tics. Arbitrary forecast queries allow the processing of the forecast itself inside the
DBMS and, thus, the association with other source data (e.g., through joins). Fore-
cast models are handled as first-class citizens and transparently processed inside the
DBMS. This allows the materialization and reuse of models by multiple queries as
well as transparent query optimization.
More specifically, we first considered the basics of forecast query processing and
proposed extensions to the query language, optimizer, and executor of a DBMS.
We observed the dependency of the accuracy of forecast queries on the query plan.
We therefore developed two advanced query optimization techniques that decrease
forecast query runtime without or only little loss in forecast accuracy. We then
turned our attention to the materialization of forecast models and proposed a novel
index structure that enables the storage, reuse, and maintenance of forecast models.
To ease the task of model selection, we developed a model configuration advisor. Its
key property is the exploitation of model derivations to increase forecast accuracy
and reduce maintenance costs. With this approach, we are able to balance accuracy
and costs, depending on the application needs. We finally extended our initial
definition of a forecast query with continuous aspects, allowing an application to
register a query once in our system and continuously retrieve forecast results. We
optimized the notifications sent to the application based on given accuracy and time
constraints.
Future Work in Time Series Forecasting
In this thesis, we have set the foundations of a flash-forward database system and
opened up a new research field in this specific area of time series forecasting. We
see a lot of open challenges and list a few of them that we consider most interesting
to look at:
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 Query Optimization: We discussed two optimization techniques that speed up
ad-hoc forecast queries. Based on the definition of algebraic equivalence rules
in Section 4.1.3 on page 54, further optimization techniques can be developed.
For example, the impact of multi-variate time series methods on query runtime
and forecast accuracy might be explored.
 Online Physical Design: We presented a model configuration advisor that
computes a physical design of forecast models in an offline fashion. A logi-
cal follow-up research direction is the maintenance of a model configuration
as time series characteristics change. Online physical design of forecast mod-
els requires incremental algorithms that avoid a complete re-execution of the
forecast model advisor and efficiently handle the possibly large search space.
A major challenge is the selection and, possibly asynchronous, scheduling of
maintenance tasks.
 Parallel Forecast Operators: Our forecast operators are based on the Volcano
iterator model and process one time series at a time. Analog to traditional op-
erators such as a join or aggregation, we can speed up ad-hoc forecast queries as
well as maintenance tasks by exploiting parallelization strategies. The model
creation step is well suited for parallelization as it often involves a high number
of independent computations. One interesting question is the degree or level
of parallelization. For example, we could parallelize the parameter estimation
process of a single model, of multiple models over a single time series, or of
multiple models over multiple time series. Furthermore, we can exploit differ-
ent types of parallelization of modern hardware environments, e.g., graphical
processing units.
 Data Lineage: We proposed declarative forecast queries that provide an ab-
straction from a concrete model or derivation strategy. However, some users
might want to try different configurations and receive an explanation of the
origin or reliability of the query result. Data lineage describes where data
comes from and is used in current database systems for data verification or
confidence computation in probabilistic settings. Applying this concept to
forecast queries is another interesting direction for future work.
Towards a Model-Based Database Systems
Whereas traditional data warehouse systems assume that data is complete or has
been carefully preprocessed, increasingly more data is imprecise, incomplete, and in-
consistent. This is especially true in the context of big data, where massive amounts
of data arrives continuously in real-time from vast data sources. Nevertheless, we
can observe the requirements for sophisticated ad-hoc queries that extract high-level
information out of the vast and incomplete data sets. This leads to tremendous chal-
lenges of dealing with missing (past, present, and future) data that arrives at a later
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point in time or might even never be available. In the end, time series forecast-
ing is just one technique from the statistical field that deals with incomplete data.
Examples for other mining techniques are imputation, interpolation, extrapolation,
or recommendation. In this context, manual statistical modeling approaches are
infeasible or even impossible for large data sets that grow and evolve at a rapid
pace. We envision a transparent model-based database system, which provides a
complete view of the data at any point in time, independent of the data characteris-
tics. Incomplete, inconsistent, and imprecise data is represented through statistical
models. Traditional SQL queries are automatically and transparently processed by
the DBMS, hiding data irregularities from the user. Such a transparent model-based
database impacts existing database systems in three major areas: database design,
query processing, and maintenance:
 Database Design: We have to deal with large amounts of data incorporating
real-time data streams from many data sources. There are loads of existing
statistical models, ranging from very simple to rather complex ones with many
parameter and tuning opportunities. Both aspects, data size and parameter
possibilities, pose high challenges to the design of such a model-based database
system. Based on a given data set and query workload, we need to design a
configuration of statistical models that exhibits a low memory footprint, low
maintenance costs, and high precision.
 Query Processing: Second, new query processing, optimization, and execution
techniques are required that work with models instead of real data. Incomplete
data should be handled transparently by the query engine, enabling queries
that retrieve a complete view of the database at any point in time — past,
present, and future. Furthermore, we can speed up query processing by pro-
viding only approximate answers and accessing statistical models instead of
raw data. However, we have to ensure that we meet, possibly varying, user
constraints on error and confidence.
 Database Maintenance: Finally, new data has to be efficiently incorporated
into the existing model configuration. Data characteristics as well as query
workloads are rapidly changing requiring a self-adaptive and self-tuning ap-
proach. Hereby, we have to develop strategies that efficiently integrate new
data according to different model types and model objectives (e.g., interpola-
tion, extrapolation, or forecasting).
Although we specifically focused on forecast models in this thesis, we believe
that many of the discussed concepts might be generalized and transferred to these
challenges. We have taken a first step towards such a model-based database system
and opened up interesting opportunities for further research.
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A. Data Set Summary
Table A.1 summarizes all data sets used throughout this thesis, including their name,
time interval, time series resolution, time series length, number of base time series,
total number of time series, and number of dimensional attributes. Details on each
data set are given in the following.
Sales The Sales data set is an excerpt of a large data set from a market research
company. It contains 27 time series of monthly sales from February 2004 to May
2009 according to two dimensions — product (audio devices, memory cards, plasma
TVs) and country (Germany, England, Switzerland, Belgium, Netherlands, Portu-
gal, Italy, Sweden, Spain).
DemandUK The DemandUK dataset consists of a single time series of aggregated
energy demand in the United Kingdom (UK) and is publicly available (Nationalgrid
UK, 2013). It includes energy demand from April 2001 to December 2009 in a 30 min
resolution.
DemandS1 This first private data set was obtained by EnBW, a publicly traded
electric utilities company, during the Meregio project (Meregio, 2013). It contains
energy demand of 86 individual households, from November 2009 to June 2010, in
an hourly resolution.
DemandS2 A similar second private data set was provided by EnBW. It contains
energy demand of 658 individual households, from January 2011 to December 2011,
in a 15 min resolution.
Electricity The Electricity data set includes metered world-wide energy supply gen-
eration from the U.S. Energy Information Administration (U.S. Energy Information
Administration, 2013). It consists of 1344 time series according to two dimensions —
location and supply type — for the years 1980 to 2008 in an annual resolution. The
location dimension further forms a hierarchy, consisting of various countries classi-
fied into five regions (North America, Central and South America, Europe, Asia,
Africa and Oceania). The type dimension consists of seven distinct values (biomass,
wind, solar, geothermal, hydroelectric, pumped storage, fossil fuels).
Wind The Wind data set consists of energy supply data in the form of the publicly
available NREL wind integration data sets (National Renewable Energy Laboratory,
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2013). These include the Eastern and Western data sets of 6,461 and 32,043 US wind
plants, both from 2004 to 2006. We aggregated the Eastern data set to a single time
series with 10 min resolution.
Tourism The Tourism data set was already used in several papers in the fore-
casting literature (Athanasopoulos et al., 2009, Hyndman et al., 2011) and contains
quarterly observations on the number of visitors for the Australian domestic tourism
indicating the tourism activity in Australia. The sample consists of 32 base time
series from 2004 to 2011 according to two dimensions — purpose of visit (holiday,
business, visiting friends and relatives, other) and state (Tasmania, Western Aus-
tralia, Australian Capital Territory, South Australia, Victoria, New South Wales,
Queensland, Northern Territory) (Tourism Research Australia, 2013).
M3 The 3003 series of the M3-Competition (Makridakis and Hibon, 2000) — a
mayor time series competitions in the business forecasting domain — include various
types of time series data from different domains (micro economics, industry, macro
economics, etc.) and different granularities (yearly, quarterly, monthly). The time
series length varies between 14 and 126.
SyntheticX We generated synthetic time series data for a certain number of base
time series X. These are then summed to obtain the aggregated data for the levels
above. To create the time series graph, we use three levels if X < 1, 000, four levels
for 1, 000 ≤ X < 10, 000, five levels for 10, 000 ≤ X < 100, 000 and six levels for
X ≥ 100, 000. The time series data itself was generated by a SARIMA process (Box
et al., 2008) using the statistical computing software environment R.
F-TPC-H The F-TPC-H benchmark adapts the original TPC-H benchmark (TPC,
2013) to be able to process forecast queries (see also Section 4.4.2 on page 82). It
consists of monthly orders per customer, starting from January 1992, with a mini-
mum size of 36 months. Subsequently, a base time series exists for each customer,
whereas the number of base series depends on the scale factor (SF) of the F-TPC-H
benchmark.
Table A.2 summarizes the characteristics of all F-TPC-H query templates. The F-
TPC-H queries are classified into three different types: (1) simple predicate queries
(pred) that forecast a single time series, (2) aggregation queries (agg) that compute
the aggregate of a subquery, and (3) enumeration queries (enum) that forecast a set
of time series. Table A.2 furthermore outlines measure, time, category, predicate,
and aggregation attributes of the respective queries.
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