This theorem establishes a reduced exhaustive search method for a MAXPOL of any given degree. One searches all k, the ml, and the mj such that k > 0, r = k + 2(Zmi + Xmj), mi > 1, mj > 3, and mi # mj. Compute the exponent by e = [log, k] [lcm ((2"' + 1),(2"j -l)}] i,j and keep the combination that yields the maximum e. (1x1 denotes the upper integer part of .x.) This search was programmed in a simple APL routine that produced the list in Table II of one MAXPOL per given degree. We observe that the MAX-POL exponents are very near to 2('+3)/2 for which we have no explanation at this time.
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In a rate R = 3 binary convolutional code, the information sequence iO,il ,i2, l . . is encoded as the sequence t0 (f),to(2),tl(l),t1(2),tZ(l),t2(2), . . .
The parameter 1M is the code memory and
for k = 1,2, are the code generators. The code is systematic when
QLI codes have some advantages in recovering the information sequence from the encoded sequence compared to general nonsystematic codes. We shall find it convenient to write q0,n-J = (to (l),to(2),t1(l),t1(2), . . . ,t,(l),t, (2)) for the encoded path containing the first yt + 1 "branches" of the encoded sequence. The encoded path t[()M1 is called the first constraint length of the code. The jth order column distance [2] dj is the minimum Hamming distance between some tco jl resulting from an information sequence with i. = 1 and some tLo,jl with i. = 0. By linearity, dj is also the minimum of the Hamming weights of the paths tco j] resulting from information , sequences with i. = 1.
The quantity & is called the minimum distance of the convolutional code and determines the guaranteed error-correcting capability when the code is decoded by a "feedback decoder" [3] . The quantity & is called the free distance of the code and has been found to be the principal determiner of decoding error probability when maximum-likelihood (or nearly so) decoding is used, i.e., for Viterbi decoding or sequential decoding [l 1, [4] .
It has also been observed [l ] that for good computational performance with sequential decoding, the column distances should "grow as rapidly as possible." We are led then to define the distance profile of the code as the (M + 1).tuple
and to say that a distance profile d is superior to a distance profile d' when there is some n such that j = 0, l,a**, n -1 .I = n .
Thus d > d' implies that the "early growth" of dj with j is greater than that of dj' with j. (It could, of course, happen that for sufficiently large j, dj < dj'.) We notice that only in the range 0 5 j 5 1M is each branch on a path tco,j3 affected by a new portion of the generator as one penetrates into the tree. The great dependence of the branches thereafter militates against the semi-infinite choice da = 1, as does the fact that d* is probably a description of the remainder of the column distances, which is quite adequate for all practical purposes.
We shall say that a code is an optimum minimum distance (OMD) code (or an optimum jkee distance (OFD) code or an optimum distanceprofile (ODP) code) when its minimum distance (or free distance or distance profile) is equal to or superior to that of any code with the same memory.
In Tables I-V we report the results of computer searches for binary convolutional codes that are robustly-optimal, i.e., optimal for one of the preceding distance measures and optimal or near-optimal for the other two. In cases where the optimum code is not unique, we have chosen a code with the fewest number of low-weight paths for the distance measure in question, e.g., the fewest number of paths +,M1 with Hamming weight dM resulting from information sequences with i0 = 1 when dM is the distance measure in question. In Table I we list ODP systematic codes for the range 1 5 2M i 14. In all the tables we write the generators in the octal -form where the first octal digit denotes [gO(k),gl(k),gz(k)], the second denotes [g3'k', gqtk) ,gstk)], etc. (It should be noted that the "customary" octal notation for generators [5] uses [g,,,g,_ IgM] for the last octal digit, etc., so that the generators [llll ] and.
[llllol ] become 17 and 75, respectively. In the notation here these would be 74 and 75, which we think better shows the fact that the former is a truncation of the latter.) In case of ties not resolved by the number of weight dM paths, we have chosen for Table I a code with the greatest d,. The codes in Table I are all OMD codes as well as ODP codes. Since the "truncation" to smaller memory of an ODP code must give an ODP code for the reduced memory, the 2M = 14 code in Table I can be used to obtain an ODP code for all 2M 5 14 but not necessarily one with the least number of low-weight paths.
For 2M = 15, we have found that an ODP code has d15 = 8 whereas an OMD code has d15 = 9 so there is no code that The excellence as regards dM of the systematic ODP codes in of Table IV appear attractive for use with Viterbi decoders for  Tables I and II can be seen from Fig. 1 in which we have plotted 1 2 1M 5 5. dM for these codes and for the best of the codes found previously
In Table V , we list ODP general nonsystematic convolutional by Bussgang [6] , and Forney [7] . For comparison, codes with ties resolved first according to da and then according we have also plotted the Gilbert lower bound [3] on dM. To to dM. The codes for 1M 5 10 and 1M = 13 are all OFD codes show the excellence of their d,, we have also plotted da for the [5] , and it is surprising that the ODP property can be obtained ODP systematic codes and for the systematic codes found by over such a wide range at no sacrifice in free distance. Costello [2] .
The excellence as regards do0 of the codes in Table V can be It should be mentioned that, in Table II (as well as later in seen from Fig. 2 where we have plotted their do0 as well as that Table III ), a notation of L indicates that d,l which is a lower of the "complementary codes" found earlier by Bahl-Jelinek bound on drx, is actually given rather than dm, which is unknown.
[9]. The codes of Table V are attractive candidates for use with It is likely, however, that dT1 = d, in most, if not all, of these Viterbi decoding when the QLI feature is of no interest. The cases. 1M = 5 code in Table V is quite remarkable being simultaneously  In Table III , we list the ODP QLI codes we have found for optimal for all three distance measures and also being QLI. 1 < IM 5 23. These codes, except when 1M = 1, are nonsystem--To illustrate the importance of the ODP property for sequential atic. QLI codes can generally achieve a greater dm for a given IM decoding computation, we have simulated the performance of a than is possible with systematic codes. stack sequential decoder [lo] on a binary symmetric channel The excellence of the ODP QLI codes of Table III as regards (BSC) for 1) the ODP QLI code with 1M = 23, do0 2 dql = 19, dM and do0 can be seen from Fig. 2 where we have plotted dM and dM = 11 of Table III ; 2) the 1M = 23 Massey-Costello QLI code [l ] with da 2 dyl = 17 and dM = 9, which is currently being used by NASA in several deep-space programs; and 3) the 1M = 23 with dm = 24 and dM = 10. The results of decoding 1000 frames of 256 information bits in length for each of these codes are given in Tables VI and VII Table III appear very attractive for use with sequential decoding since 1) their QLI structure guarantees easy recovery of the information sequence from the encoded sequence with small "error amplification" [l ] ; 2) their ODP property ensures good computational performance; and 3) their large d, ensures a small decoding error probability.
In Table IV , we list the QLI codes that we have found to have the greatest da for any QLI codes for 1 ,( M 5 13. For 1M 5 5 these codes are also OFD, but for 1M 2 6 larger dm is possible only with more general nonsystematic codes. Ties were resolved using first dco and then dM as further optimality criteria. The codes
