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Resumen: Los modelos orientados a bloques han mostrado ser u´tiles y eﬁcaces como representaciones no
lineales en muchas aplicaciones. Son modelos simples y a la vez va´lidos en una regio´n ma´s amplia que
un modelo lineal invariante en el tiempo. En cuanto a su estructura, consisten en una cascada integrada
por una dina´mica lineal y un bloque esta´tico no lineal.
Si bien existen en la literatura numerosos trabajos que abordan la identiﬁcacio´n nominal de estos
modelos, el problema de identiﬁcacio´n robusta en presencia de incertidumbre no ha sido cabalmente
tratado.
En este trabajo, se consideran dos clases de modelos orientados a bloques: modelos Wiener y Ham-
merstein. Empleando una representacio´n parame´trica, se propone describir la incertidumbre como
un conjunto de para´metros, cuyos valores se obtienen resolviendo un problema de optimizacio´n. El
algoritmo de identiﬁcacio´n desarrollado se ilustra mediante ejemplos de simulacio´n.
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1. INTRODUCCIO´N
El proceso de identiﬁcacio´n consiste en obtener una repre-
sentacio´n del sistema a partir de los datos disponibles del mis-
mo. Dado un registro de entradas (u = {u0, u1, · · · , uK}) y
de salidas (y = {y0, y1, · · · , yK}), el objetivo es hallar un
modelo matema´tico que aproxime dichos datos. Generalmente
esta tarea se lleva a cabo en dos etapas. La primera, basada en
conocimiento previo del proceso, esta´ dedicada a seleccionar el
“tipo de modelo”:
yˆk+1 = f(yˆk, · · · , yˆk−Ny , uk, · · · , uk−Nu , θ) (1)
donde la salida predicha en el instante k + 1 depende de las
entradas previas y del conjunto de para´metros (θ) a determinar.
En un segundo paso, se calculan los θ que minimizan la dife-
rencia entre las salidas del proceso y las del modelo (yk − yˆk).
Es posible hacer esta determinacio´n mediante un algoritmo de
optimizacio´n. Al conjunto de para´metros que se obtienen se lo
denomina para´metros nominales θN .
Una situacio´n ma´s realista es que exista cierta incertidumbre
asociada a ese modelo nominal, para lo cual se propone deﬁnir
un conjunto de posibles modelos que representen el compor-
tamiento incierto del modelo.
Para ello, se busca obtener un conjunto Θ, tal que cuando se
empleen los para´metros θ ∈ Θ, la totalidad del conjunto de
entradas u del proceso sean mapeadas en un conjunto de salidas
que a su vez este´n contenidas en el conjunto de datos y. De
esta manera, la incertidumbre se modela mediante una familia
de modelos, todos de igual estructura, pero que diﬁeren en los
valores de sus para´metros. Esto se ilustra en la Figura 1.
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Figura 1. Modelo sujeto a incertidumbre
Los modelos orientados a bloques conforman un tipo especial
de modelos no lineales (Pearson and Pottmann, 2000). Con-
sisten en dos bloques en serie: una dina´mica lineal (L) y un
bloque esta´tico no lineal (N ). Las ventajas que ofrecen estos
modelos es que demandan un bajo esfuerzo computacional en la
identiﬁcacio´n y son convenientes para disen˜o de controladores.
Dos modelos orientados a bloques tı´picos son el Hammerstein
(donde N esta´ seguido por L) y el Wiener (donde L precede
a N ). Estas estructuras esta´n presentes en una amplia variedad
de aplicaciones, tales como el campo de las comunicaciones
(Huang et al., 1998; Hadjiloucas et al., 2004; Stapleton and
Bass, 1985), ingenierı´a quı´mica (Kalafatis et al., 1995; Pajunen,
1987, 1992; Fruzzetti et al., 1997; Norquay et al., 1998; Wi-
gren, 1993; Zhu, 1999; Visala et al., 1999), biologı´a (Hunter
and Korenberg, 1986) y medicina (Celka and Colditz, 2002).
Existen numerosos trabajos reportados sobre modelos orien-
tados a bloques, el enfoque ma´s difundido en lo que respec-
ta a construccio´n del modelo, es la descripcio´n parame´trica
(Hagenblad and Ljung, 2000; Go´mez and Baeyens, 2004). Sin
embargo, aunque en una menor proporcio´n, la formulacio´n no
parame´trica tambie´n ha sido abordada (Greblicki, 1994, 1997).
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Aunque existen numerosos trabajos en la literatura dedicados a
la identiﬁcacio´n de modelos Wiener y Hammerstein, la identiﬁ-
cacio´n de los mismos en presencia de incertidumbre no ha sido
muy tratada.
En lo que respecta a la estructura Hammerstein, Belforte y Gay
(2001) abordaron el problema de identiﬁcacio´n caracterizando
el error de medicio´n en un contexto de conjunto de membresı´a.
El bloque esta´tico se supone descrito por polinomios genera-
lizados, y el lineal representado por estructuras tipo ARX. El
trabajo de Falugi et al. (2005) estima el conjunto de para´metros
factibles en una situacio´n de peor caso. Utiliza una te´cnica
de proyeccio´n sobre subespacios, seguida por una fase de
optimizacio´n. Se determinan ası´ intervalos de incertidumbre
para los para´metros. Se basa en la hipo´tesis de ruido aditivo
de medicio´n de la salida, y requiere el conocimiento de alguna
cota del mismo (norma l2 o l∞).
Una estrategia para identiﬁcacio´n robusta de modelos Wiener
con aplicacio´n en control predictivo fue presentada por Lusso´n
Cervantes et al. (2003a). Se propone una representacio´n lineal a
tramos (PWL) para la no linealidad esta´tica; la incertidumbre es
absorbida exclusivamente por la parte no lineal, para lo cual se
determinan dos modelos PWL extremos (cotas inferior y supe-
rior). Avances sobre este enfoque, con aplicaciones concretas
en procesos, se reportan en Lusso´n Cervantes et al. (2003b).
En Skrjanc et al. (2005) se trata el problema de identiﬁcacio´n
robusta de un modelo difuso por intervalos y se aplica para un
modelo Wiener. La te´cnica introducida combina identiﬁcacio´n
difusa con teorı´a de programacio´n lineal a ﬁn de estimar los
para´metros del modelo difuso en cada dominio considerado.
Se obtienen modelos extremos (cotas inferior y superior) que
deﬁnen el intervalo de conﬁanza de los datos muestreados.
Este enfoque se emplea para aproximar la incertidumbre que se
supone concentrada en la no linealidad esta´tica de la estructura
Wiener.
En un artı´culo reciente (Kozek and Sinanovic, 2007), se identi-
ﬁcan los para´metros de un modelo de Wiener representado por
una funcio´n de transferencia discreta seguida de una no line-
alidad tipo PWL. El enfoque utiliza modelos lineales locales
basados en un criterio de optimizacio´n fundado en propiedades
estadı´sticas para los residuos. Se obtiene un modelo global que
contiene un nu´mero mı´nimo de modelos locales y el resultado
contempla el nivel de ruido incluido en la medicio´n.
Un trabajo muy reciente (Sznaier, 2009), conﬁrma que la iden-
tiﬁcacio´n robusta de modelos Wiener y Hammerstein es motivo
de investigacio´n en curso. En e´l se analiza la complejidad com-
putacional asociada a la identiﬁcacio´n de estos modelos cuando
se emplean algoritmos que adoptan el enfoque de conjunto de
membresı´a. En este artı´culo, Sznaier concluye que la diﬁcultad
que presenta la identiﬁcacio´n, es inherente al me´todo utilizado
(conjunto de membresı´a). Esto conlleva a un costo computa-
cional elevado, tanto en el caso Wiener como Hammerstein,
cuando el modelo involucra una no linealidad esta´tica no in-
vertible.
El presente trabajo aborda el problema de identiﬁcacio´n de un
modelo Wiener o Hammerstein de tipo parame´trico. En estos
casos, la no linealidad esta´tica deﬁne completamente la carac-
terı´stica de estado estacionario del modelo. Tambie´n se supone
que hay una fuente de incertidumbre de naturaleza desconoci-
da. La metodologı´a es robusta dado que el conjunto de datos
utilizados para realizar la identiﬁcacio´n puede ser reproducido
por al menos uno de los modelos del conjunto. Los para´metros
se obtienen resolviendo un problema de optimizacio´n, y se
asegura la existencia de un conjunto convexo de modelos que
representan la totalidad de los datos medidos del proceso.
Este trabajo esta´ organizado del siguiente modo. En la Sec-
cio´n 2, se aborda la identiﬁcacio´n de un modelo nominal, refe-
renciando resultados reportados previamente en la literatura. El
problema de identiﬁcacio´n robusta del modelo incierto se trata
en la Seccio´n 3. E´sta es la principal contribucio´n del trabajo:
un me´todo para caracterizacio´n e identiﬁcacio´n del modelo
incierto. En la Seccio´n 4, se evalu´an resultados sobre la base de
ejemplos de simulacio´n. Las conclusiones ﬁnales se presentan
en la Seccio´n 5.
2. IDENTIFICACIO´N DE MODELOS ORIENTADOS A
BLOQUES
Los modelos orientados a bloques que se desean identiﬁcar, se
suponen descritos por las siguientes parametrizaciones (Falugi
et al., 2005; Go´mez and Baeyens, 2004):
Bloque lineal
L(q) =
M∑
i=1
hiBi(q−1), h = [h1, · · · , hM ]T , (2)
donde Bi(q−1) es una base racional (Laguerre, Kautz,
ortonormal, etc.) 1
Bloque no lineal
N (x) =
N∑
i=1
pigi(x), p = [p1, · · · , pN ]T , (3)
donde gi(.) :  →  son un conjunto de funciones base
especiﬁcadas (tales como polinomial, trigonome´trica, fun-
ciones lineales por tramos, etc.).
En la identiﬁcacio´n de estos modelos existe un factor de escala
que puede ser arbitrariamente distribuido entre el bloque lineal
y el no lineal sin afectar las caracterı´sticas de entrada-salida del
modelo (Pottmann and Pearson, 1998). Se supondra´ p1 = 1,
dado que cualquier otro valor de esta ganancia puede incluirse
en el bloque lineal. Luego, la tarea de identiﬁcacio´n incluira´ la
determinacio´n de M + N − 1 para´metros desconocidos.
2.1 Identiﬁcacio´n nominal: modelo Wiener
La Figura 2 ilustra la estructura general de un Modelo Wiener,
que consiste en un sistema L, lineal invariante en el tiempo,
seguido de una no linealidad esta´tica Nw. En este caso, el mo-
delo L mapea la secuencia de entrada {u(k)} en una secuencia
intermedia {v(k)}, y la salida del modelo global coincide con
la salida del bloque no lineal, esto es y(k) = Nw(v(k)). El
algoritmo de identiﬁcacio´n propuesto requiere que la no li-
nealidad esta´tica sea invertible. Esta restriccio´n esta´ relacionada
con el hecho que la sen˜al que conecta ambos sub-sistemas no es
medible. Entonces, asumiendo la invertibilidad deNw, la sen˜al
v(k) se puede escribir como:
v(k) = N−1w (y(k)) =
N∑
i=1
pigi(y(k)), (4)
Note que el bloque no lineal ha sido representado en (3), donde
N = N−1w y x = y(k).
1 Notar que q−1 es el operador atraso.
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Figura 2. Modelo Wiener
Segu´n la Figura 2, esta sen˜al tambie´n se puede escribir como la
salida del bloque lineal:
v(k) =
M∑
i=1
hiBi(q−1)u(k), (5)
Luego, la variable v es generada a partir de u, segu´n una
expansio´n ﬁnita de funciones base ortonormales. Este modelo
se suele denominar “ﬁltro de Laguerre”, el cual permite la
incorporacio´n del conocimiento de un polo real. La expresio´n
que corresponde al i-e´simo ﬁltro es (Nelles, 2001):
Bi(q) =
√
1− a2
q − a
(√
1− a q
q − a
)i−1
, (6)
Si bien en (6) q simboliza el operador adelanto, es trivial
reescribir el ﬁltro Bi en funcio´n de q−1 y reemplazarlo en la
ecuacio´n 5. 2
Si se igualan ambos miembros de las ecuaciones 4 y 5, con-
siderando p1 = 1 e incluyendo una funcio´n (k) para contem-
plar errores de modelado, se obtiene:
(k) =
N∑
i=2
pigi(y(k)) + g1(y(k))−
M∑
i=1
hiBi(q−1)u(k) (7)
que es una regresio´n lineal en los para´metros. Al deﬁnir θ y
φ(k) como:
θ = [p2, · · · , pN , h1, · · · , hM ]T (8)
φ(k) = [ g2(y(k)), · · · , gN (y(k)),−B1(q−1)u(k),
· · · ,−BM (q−1)u(k) ]T , (9)
la ecuacio´n (7) se puede escribir como
(k) = θTφ(k) + g1(y(k)) (10)
Una estimacio´n θˆ de θ se puede calcular minimizando con
criterio cuadra´tico, los errores de prediccio´n (k) (Go´mez and
Baeyens, 2004). Luego:
θˆ =
(
ΦKΦTK
)−1
ΦKΓ, (11)
donde
Γ = − [g1(y(1)), · · · , g1(y(K))]T (12)
y
ΦK = [φ(1), · · · , φ(K)] (13)
utilizan el conjunto de K datos disponibles. La condicio´n
experimental de identiﬁcabilidad implica que Φ debe ser de
rango completo.
2 Por ejemplo, si a = 0 los ﬁltros Laguerre resultan Bi(q−1) = q−1
(equivalente a un modelo FIR), y entonces la expresio´n para v(k) es v(k) =
h1 u(k − 1) + · · ·+ hM u(k −M).
Figura 3. Modelo Hammerstein
En esta instancia, es posible calcular estimaciones para los
para´metros pˆi (i = 2, · · · , N ) y hˆi (i = 1, · · · ,M ), mediante
particio´n de θˆ, siguiendo la deﬁnicio´n de θ en (8).
2.2 Identiﬁcacio´n nominal: modelo Hammerstein
La estructura de un modelo Hammerstein se ilustra en la Figu-
ra 3. Consiste en una no linealidad esta´tica Nh seguida de un
sistema L(q) lineal e invariante en el tiempo. En este caso,
la salida ﬁnal del modelo se puede escribir como: y(k) =
L(q) v(k) = L(q) Nh(u(k)). Luego, mediante la repre-
sentacio´n parame´trica de las ecuaciones 2 y 3, y(k) es:
yˆ(k) =
(
M∑
i=1
hiBi(q−1)
) ⎛⎝ N∑
j=1
pjgj(u(k))
⎞
⎠
=
M∑
i=1
N∑
j=1
hipjBi(q−1)gj(u(k)) (14)
Como en el caso Wiener, sin pe´rdida de generalidad, se consi-
derara´ que p1 = 1. Segu´n Go´mez y Baeyens (2004) es posible
formular la siguiente regresio´n lineal:
yˆ(k) = θTφk (15)
donde
θ = [p1h1, p2h1, · · · , pNh1, p1h2, · · · , pNhM ]T (16)
φk =
[
B1(q−1)g1(u(k)), B1(q−1)g2(u(k)), · · · , B1(q−1)
gN (u(k)), B2(q−1)g1(u(k)), B2(q−1)g2(u(k)), · · · ,
BM (q−1)gN−1(u(k)), BM (q−1)gN (u(k))
]T
. (17)
Un estimado θˆ de θ puede calcularse minimizando con criterio
cuadra´tico (k) = y(k) − θTφk (Go´mez and Baeyens, 2004).
Esta solucio´n es similar a la ecuacio´n (11), pero en este caso:
Γ = [y(1), y(2), · · · , y(K)]T (18)
ΦK = [φ1, · · · , φK ] (19)
Notar que la dimensio´n del vector θ es N.M , mientras que en
el caso Wiener la dimensio´n es N + M − 1.
Por u´ltimo, los para´metros pˆi (i = 2, · · · , N ), y hˆi (i =
1, · · · ,M ) se deben estimar a partir de θˆ. En Go´mez y Baeyens
(2004) se provee una solucio´n basada en Descomposicio´n en
Valores Singulares (SVD).
3. IDENTIFICACIO´N ROBUSTA DE MODELOS
ORIENTADOS A BLOQUES
En esta Seccio´n se desarrollara´ una metodologı´a para carac-
terizar las incertidumbres del modelo nominal obtenido en la
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Seccio´n 2. Para realizar esto, se introducen un conjunto de
para´metros H para el bloque lineal dina´mico y un conjunto P
para los para´metros del bloque no lineal (es decir, N−1w para el
modelo Wiener y N para el modelo Hammerstein):
H = {h : hli ≤ hi ≤ hui , 1 ≤ i ≤ M} (20)
P = {p : pli ≤ pi ≤ pui , 1 ≤ i ≤ N} (21)
donde los subı´ndices i indican el i−e´simo elemento de un
vector.
3.1 Modelo Wiener incierto
Sea la siguiente hipo´tesis:
Hipo´tesis 1: El bloque no lineal N−1w =
∑N
i=1 pigi es una
funcio´n invertible ∀ p ∈ P .
Esta suposicio´n implica que es posible obtener el bloque no
lineal Nw como la inversa de la funcio´n no lineal surgida de
la identiﬁcacio´n, no so´lo para el modelo nominal, sino tambie´n
para cualquier modelo descrito por los para´metros de P .
El objetivo es ahora hallar cotas para los para´metros del modelo
Wiener. Sea la entrada uk, el sistema lineal incierto dado por los
para´metros enH mapea esa entrada del siguiente modo:
Vu =
{
v : v(k) =
M∑
i=1
hiBi(q−1) u(k), h ∈ H
}
(22)
Dada la entrada u(k), el i-e´simo te´rmino de la sumatoria
Bi(q−1) u(k)
es un nu´mero real, y
Vu = {v : vl ≤ v(k) ≤ vu} .
Por otro lado, considerando la descripcio´n incierta de los
para´metros en P , una cierta salida y(k) correspondiente al
instante de tiempo k, se mapea segu´n (ver Figura 4):
Vy =
{
v : v(k) =
N∑
i=1
pi gi(y(k)), p = [p1 . . . pN ]T ∈ P
}
(23)
A ﬁn de obtener un modelo incierto, se pretende que cada
muestra u(k), sea transformada por el modelo en la correspon-
diente salida y(k). De la Figura 4, se tiene que el conjunto de
para´metros que se ajusta a la descripcio´n de incertidumbre de
la Seccio´n 1 es aque´l que permite que Vy ∩ Vu 
= ∅ para todo
k. De este modo, la entrada u(k) se mapea sobre Vu a trave´s
de los modelos generados por H. Dado que Vy ∩ Vu 
= ∅, la
variable intermedia v(k) generara´ y(k) a trave´s de la inversa de
N−1w deﬁnida por la Hipo´tesis 1.
El siguiente paso es calcular las cotas sobre los para´metros que
satisfacen esta condicio´n. Para ello, se emplea la totalidad de
los datos de entrada/salida disponibles.
Es importante notar que las bases lineales Bi(q−1) son un
conjunto de nu´meros reales para cada entrada u(k). Sea
B(q−1) u(k) el vector cuyo i-e´simo elemento es la base lineal
Bi(q−1) u(k). Como los elementos de B(q−1) u(k) pueden
u(k)
V u V y
)()(ˆ 1
1
kuqBh i
M
i
i



))((ˆ
1
kygp i
N
i
i

y(k)
Figura 4. Conjuntos Vu y Vy en el modelo Wiener
ser positivos o negativos, es posible plantear una particio´n del
vector. Para ello, se deﬁne B+(u(k))

= ma´x(B(q−1)u(k), 0)
y B−(u(k))

= mı´n(B(q−1)u(k), 0) y se forma el nuevo vector
γB(k)

=
[
(B−(u(k)))T , (B+(u(k)))T
]T
. (24)
Luego, la construccio´n del vector B−(u(k)) implica mantener
todos los elementos negativos en el vector y hacer cero los
restantes, mientras queB+(u(k)) mantiene todos los elementos
positivos en el vector y hace cero los restantes.
Ana´logamente, como las bases no lineales gi(y(k)) son nu´meros
reales para cada y(k), es posible deﬁnir
γg(k)

=
[
(g−(y(k)))T , (g+(y(k)))T
]T
(25)
donde
g+(y(k))

= ma´x(g(y(k)), 0) (26)
y
g−(y(k))

= mı´n(g(y(k)), 0). (27)
Teorema 1: Las cotas sobre los para´metros inciertos hl, hu, pl,
pu se pueden obtener mediante resolucio´n del siguiente proble-
ma de optimizacio´n
mı´n
hl,hu,pl,pu
(
α
M∑
i=1
(hui − hli) + (1− α)
N∑
i=2
(pui − pli)
)
(28)
sujeto a[
(hl)T , (hu)T ,−(pu)T ,−(pl)T ] [ γB(k)
γg(k)
]
≥ 0; (29)
[
(hu)T , (hl)T ,−(pl)T ,−(pu)T ] [ γB(k)
γg(k)
]
≤ 0; (30)
con k = 1, · · · ,K. El para´metro α ∈ (0, 1) es un factor de
peso, de manera de distribuir la incertidumbre entre los bloques
lineal y no lineal. Note que la condicio´n de identiﬁcacio´n
robusta Vy ∩ Vu 
= ∅ se debe cumplir ∀k.
Prueba: Para demostrar este teorema es necesario comprobar
que las restricciones (29) y (30) se veriﬁcan. Luego, la condi-
cio´n Vy ∩ Vu 
= ∅ se satisface. Dado que Vy,Vu ⊂ , el
problema de identiﬁcacio´n se puede interpretar gra´ﬁcamente
como un problema de interseccio´n (Figura 5). Sea
Vu = {v : B ≤ v ≤ A} (31)
Vy = {v : D ≤ v ≤ C} . (32)
donde A,B,C,D son valores reales.
De la Figura 5, surge que la cota superior de Vu como fun-
cio´n de H esta´ dada por A = [(hl)T , (hu)T ] γB . Y se
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Figura 5. Interpretacio´n gra´ﬁca de la interseccio´n
tiene que: B =
[
(hu)T , (hl)T
]
γB , C =
[
(pl)T , (pu)T
]
γg y
D =
[
(pu)T , (pl)T
]
γg .
Basados en esta deﬁnicio´n, la condicio´n Vy ∩ Vu 
= ∅ sera´ sa-
tisfecha si y so´lo si la cota superior de Vu es mayor que la cota
inferior de Vy (o sea A ≥ D), y si la cota inferior de Vu es
menor que la cota superior de Vy (o sea B ≤ C). La restriccio´n
A − D ≥ 0 es la expresada en (29). De manera similar, la
formulacio´n matema´tica para C −B ≥ 0 esta´ dada en (30).
Es ası´ que la solucio´n del problema de optimizacio´n en (28)-
(30) dara´ origen a un modelo incierto que minimiza la magnitud
de la incertidumbre y a la vez asegura la inclusio´n de todos los
datos relevados del proceso.
⊙
Es importante destacar que este enfoque para resolver el proble-
ma de identiﬁcacio´n, permite transformarlo en un problema de
Programacio´n Lineal con regio´n factible convexa. El num´ero
de variables de optimizacio´n duplica la cantidad de para´metros
del modelo y el nu´mero de restricciones duplica el de datos
del proceso. Por lo tanto, esta formulacio´n permite hallar la
solucio´n de manera eﬁciente.
3.2 Modelo Hammerstein incierto
Para identiﬁcar la incertidumbre presente en un modelo Ham-
merstein, se propone un procedimiento en dos pasos. Primero,
segu´n la regresio´n de (15), se calcula un conjunto de para´metros
inciertos sobre la base de θ:
Θ =
{
θ : θl ≤ θ ≤ θu} . (33)
Luego, en un segundo paso, basado en la deﬁnicio´n en (16), el
conjunto Θ se traslada a la descripcio´n para´metrica dada por
(20)-(21).
A ﬁn de resolver este primer paso, se formula el siguiente
problema:
Problema 1: Dados dos conjuntos de datos u(k) e y(k) para
k = 1, 2, · · · ,K, se pretende calcular un conjunto de para´me-
tros Θ tal que y(k) ∈ Y:
Y = {y : yk = θTφk, θ ∈ Θ} . (34)
El regresor φk ∈ N M y depende de la entrada u(k). Como
los elementos de φk pueden ser positivos o negativos, resulta
conveniente armar los nuevos vectores φ+k y φ
−
k , de acuerdo
con las siguientes deﬁniciones:
φ+k

= ma´x(φk, 0) (35)
φ−k

= mı´n(φk, 0) (36)
y ası´ formar el vector:
Φk =
[
(φ−k )
T , (φ+k )
T
]T
. (37)
Teorema 2: Las cotas θl, θu para los para´metros inciertos Θ se
obtienen resolviendo el siguiente problema de optimizacio´n:
mı´n
θl,θu
NM∑
i=1
(θui − θli) (38)
sujeto a [
(θl)T , (θu)T
]
Φk ≥ yk; k = 1, · · · ,K (39)[
(θu)T , (θl)T
]
Φk ≤ yk; k = 1, · · · ,K (40)
que es solucio´n del Problema 1.
Prueba: Es semejante a la prueba del Teorema 1. En este caso,
es fa´cil ver que la veriﬁcacio´n de las restricciones en (39)
implica la satisfaccio´n de una cota superior para los datos y(k)
y la veriﬁcacio´n de (40) implica la satisfaccio´n de una cota
inferior para los datos.
⊙
Un segundo problema para la identiﬁcacio´n del modelo Ham-
merstein incierto consiste en obtener el conjunto de para´metros
H y P acorde con las ecuaciones (20)-(21), a partir de las
cotas en los para´metros θ (ecuacio´n 33). Esto se formula como
Problema 2.
Problema 2: Dado el conjunto Θ de para´metros θ deﬁnido
como ecuacio´n (33), determinar los conjuntos de para´metros
H y P tales que
P ⊗H ⊃ Θ, (41)
donde el conjunto P ⊗H se deﬁne como
P ⊗H =
{
θ : θ =
[
pTh1, p
Th2 · · · , pThM
]T}
(42)
con p ∈ P;h ∈ H.
La relacio´n bilineal entre los para´metros desconocidos es tı´pi-
ca de modelos Hammerstein (Falugi et al., 2005; Go´mez and
Baeyens, 2004). El objetivo es hallar conjuntos H y P que
ajusten a Θ. Esta situacio´n se pone de maniﬁesto en la Figura 6.
El sistema fı´sico (de estructura conocida pero para´metros des-
conocidos) se excita con la secuencia de entrada u(k), para dar
y(k). En un primer paso, se hace la identiﬁcacio´n de Θ. Como
se trata de identiﬁcacio´n robusta, las salidas que se generan con
los datos de entrada del proceso y el Θ identiﬁcado, contienen
a los datos reales de salida colectados. En un segundo paso, se
emplea Θ para hallar el conjunto P⊗H. El me´todo de identi-
ﬁcacio´n robusta propuesto es conservativo y, en consecuencia,
el conjunto de salidas generadas P⊗H contendra´ aque´llas
generadas mediante Θ.
Ahora, con la deﬁnicio´n de θ (16) y las cotas θl y θu, se pueden
hallar las cotas para los para´metros hl, hu, pu y pl.
Para continuar, se considera la siguiente particio´n del vector θ:
θ =
[
θT1 , θ
T
2 · · · , θTM
]T
(43)
donde
102 Identificación en lazo cerrado y ajuste de reguladores Identificación robusta de modelos Wiener y Hammerstein ...
Figura 6. Conjuntos de salida generados por P ⊗H y Θ
θi

= p hi, con i = 1, · · ·M. (44)
Luego, para hallar solucio´n al Problema 2 se introduce el
siguiente Teorema.
Teorema 3:
Las cotas hl, hu, pl, pu para los para´metros inciertos h y
p se pueden calcular resolviendo el siguiente problema de
optimizacio´n:
mı´n
hl,hu,pu,pl
(
α
M∑
i=1
(hui − hli) + (1− α)
N∑
i=2
(pui − pli)
)
(45)
sujeto a
pl ≤ p ≤ pu, (46)
hl ≤ h ≤ hu, (47)
ma´x
hl
i
,hu
i
,pu,pl
(p hi) ≥ θui i = 1, . . . ,M (48)
mı´n
hl
i
,hu
i
,pu,pl
(p hi) ≤ θli i = 1, . . . ,M (49)
con α ∈ (0, 1) un factor de disen˜o que permite particionar la
incertidumbre entre los dos bloques del modelo. La solucio´n
del problema formulado en (45)-(49) resuelve el Problema 2.
Prueba: Mediante el planteo y solucio´n del Problema 1 se
resolvio´ la identiﬁcacio´n robusta de los para´metros θ. Esto
proporciona las cotas inferior y superior θli y θ
u
i . Por la deﬁni-
cio´n de la ecuacio´n (16) se tiene θi = p hi. Basado en estos
resultados parciales, se desea hallar las mejores cotas para los
para´metros originales del modelo Hammerstein (h y p). Esto
implica la optimizacio´n formulada en (45). El criterio conserva-
tivo expresado en (41), proporciona las siguientes restricciones:
θui ≤ (p hi)u, i = 1, . . . ,M (50)
θli ≥ (p hi)l, i = 1, . . . ,M (51)
Debido a la bilinealidad en p hi, y la posible presencia de
elementos negativos, los te´rminos de la derecha en (50)-(51)
se pueden encontrar en el conjunto generado por combinatoria
de las cotas individuales para p y hi. Entonces:
(p hi)u = ma´x
hl
i
,hu
i
,pu,pl
(p hi), i = 1, . . . ,M (52)
(p hi)l = mı´n
hl
i
,hu
i
,pu,pl
(p hi), i = 1, . . . ,M (53)
lo cual genera las ecuaciones (48)-(49).
⊙
En consecuencia, la formulacio´n general del problema de iden-
tiﬁcacio´n robusta se transforma en uno de optimizacio´n no
lineal. De esta manera, hallar la solucio´n al Problema 2 puede
resultar complicado y demandante en cuanto a tiempo de
co´mputo.
Ası´ surge un enfoque simpliﬁcado para la identiﬁcacio´n de
cotas sobre p y h, que puede ser u´til y aplicable bajo ciertas
suposiciones 3 . La principal ventaja es que transforma el pro-
blema original en uno de Programacio´n Lineal.
Teorema 4: Se deﬁne πi

= 1/hi (Falugi et al., 2005), luego, las
cotas sobre los para´metros inciertos πl, πu, pu y pl se calculan
resolviendo el siguiente problema de optimizacio´n:
mı´n
πl,πu,pu,pl
(
β
M∑
i=1
(πui − πli) + (1− β)
N∑
i=1
(pui − pli)
)
(54)
sujeto a
(pj)− θuπji ≥ 0 para algu´n pj ∈ P,
1
πji
= hji , h
j ∈ H (55)
(pk)− θlπki ≤ 0 para algu´n pk ∈ P,
1
πki
= hki ,
hk ∈ H, con j 
= k (56)
pli ≤ pi ≤ pui , i = 1, . . . , N (57)
πli ≤ πi ≤ πui , i = 1, . . . ,M (58)
donde el para´metro β ∈ (0, 1) es ana´logo a α en el Problema 2.
Prueba:
Si se realiza la misma particio´n para las cotas que aquella
realizada para el para´metro θ, y se considera el objetivo de
representar toda la posible incertidumbre en Θ, luego se escribe
las condiciones del Problema 2 como:
p hi ≥ θui , (59)
p hi ≤ θli, (60)
para i = 1, · · ·M . Con la deﬁnicio´n πi = 1/hi, y dado hi ≥ 0,
se tiene:
p ≥ θui πi, (61)
p ≤ θliπi, (62)
o, en forma equivalente:
p − θui πi ≥ 0, (63)
p − θliπi ≤ 0. (64)
Sin embargo, si hi < 0, luego las desigualdades cambian a:
p − θui πi ≤ 0, (65)
p − θliπi ≥ 0. (66)
Notar que, en tal caso, tambie´n se modiﬁcan las ecua-
ciones (55)-(56).
Luego, las desigualdades se mantienen ∀pi, hi tal que pli ≤
pi ≤ pui (i = 1, · · · , N) y πli ≤ πi ≤ πui (i = 1, · · · ,M).⊙
3 Una limitacio´n de este enfoque ocurre cuando alguno de los para´metros hi
cambia el signo, o sea cuando sign(hli) = sign(hui ).
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3.3 Comentarios sobre el me´todo de identiﬁcacio´n
Se debe remarcar que el me´todo para identiﬁcacio´n del modelo
Hammerstein incierto involucra dos pasos. En el primero, se
determinan valores extremos para un conjunto de para´metros
“ﬁcticios”(los θi) deﬁnidos a partir de los para´metros ver-
daderos (hi y pi). Con este resultado, en un segundo paso, se
calculan las cotas para los para´metros originales del modelo.
La ventaja es que el primer paso del proceso permite reducir
sustancialmente el problema de optimizacio´n, pues se calcula
un conjunto reducido de para´metros usando toda la informacio´n
suministrada por los datos, es decir, las K muestras [uk, yk].
Luego, el problema de optimizacio´n no lineal correspondiente
al segundo paso, queda tambie´n reducido, ya que usa los resul-
tados del paso anterior para determinar las cotas de los para´me-
tros verdaderos del modelo.
Otro aspecto a destacar es que, si bien en la formulacio´n del
problema de identiﬁcacio´n de modelos Wiener y Hammerstein
se supuso p1 = 1, resulta igualmente va´lido reemplazar la
condicio´n de identiﬁcabilidad estructural por h1 = 1.
4. EJEMPLOS
4.1 Ejemplo 1
Para ilustrar el enfoque de identiﬁcacio´n propuesto, se consi-
dera un modelo Wiener reportado para una va´lvula de con-
trol (Wigren, 1993). El mismo tiene la siguiente descripcio´n
matema´tica:
v(k) =
0,1044 q−1 + 0,0883 q−2
1− 1,4138 q−1 + 0,6065 q−2 u(k) (67)
y(k) =N (v(k)) = v(k)√
0,10 + 0,90 v2(k)
(68)
donde u(k) es la salida del controlador y la posicio´n del va´stago
es v(k). El ﬂujo a trave´s de la va´lvula esta´ dado por y(k). Para
construir la entrada acorde con el ejemplo de Wigren, gener-
amos una sen˜al aleatoria de media nula con valores entre -0.5 y
0.5. La entrada u(k) la construimos manteniendo cada valor de
la secuencia anterior durante seis intervalos de muestreo.
Se supone un modelo dado por un sistema de Laguerre seguido
de una no linealidad de tipo polinomial. Para el bloque lineal,
se consideran tres te´rminos de Laguerre con polo dominante en
−0,6. Para llevar a cabo la identiﬁcacio´n, se considera M = 3
y N = 3. Se especiﬁca la condicio´n para identiﬁcabilidad
estructural h1 = 1. La solucio´n del problema de optimizacio´n
en (28)-(30) arroja el resultado que se muestra en la Tabla 1.
Tabla1. Cotas en los para´metros del modelo
PARA´METRO COTAS
h1 [1,0000, 1,0000]
h2 [−0,0875, 0,0683]
h3 [0,8095, 0,8095]
p1 [1,2075, 1,7172]
p2 [1,2289, 1,5159]
p3 [−1,2018,−0,6426]
La Figura 7 ilustra las cotas sobre los conjuntos Vu y Vy . Se
puede observar que para este ejemplo se veriﬁca la restriccio´n
Vu ∩ Vy 
= ∅.
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Figura 7. Cotas sobre Vu (punteado) y cotas sobre Vy (continuo)
4.2 Ejemplo 2
El sistema Hammerstein aquı´ considerado es semejante al re-
portado por Falugi et al. (2005). En este caso, se supone una
no linealidad polinomial seguida de un sistema con respuesta
al impulso ﬁnita (FIR). Los para´metros del modelo “real” son:
p = [1 3 2]T , h = [1 2 0,3 4 1 1 0,5]T . Luego, N = 3 y
M = 7.
Para colectar los datos experimentales, se excito´ el sistema
Hammerstein con una sen˜al aleatoria con valores entre -0.5 y
0.5, de media nula y con distribucio´n uniforme.
Tras resolver el Problema 1, se obtuvieron las siguientes cotas
para θ:
θl = [1,3222 2,9843 1,6597 2,0068 5,7604 3,9391 0,1322
0,8124 0,7763 3,9319 11,9125 8,0932 0,8725 3,2395
2,2254 1,0569 3,0748 1,7546 0,2850 1,6632 0,9446]T
θu = [1,3222 2,9843 1,6597 2,3526 5,7604 3,9391 0,2869
0,8124 0,7763 3,9692 11,9125 8,0932 0,9134 3,2395
2,2254 1,3216 3,0748 1,7546 0,6263 1,6632 0,9446]T
Resta resolver el Problema 2. Sin pe´rdida de generalidad, se
elimina un grado de libertad haciendo p1 = 1. Luego, se
obtienen las cotas de la Tabla 2 para los para´metros hi y pi.
Tabla 2. Cotas en los para´metros del modelo
PARA´METRO COTAS
h1 [0,9600, 1,3222]
h2 [1,9013, 2,3526]
h3 [0,1322, 0,2869]
h4 [3,9319, 3,9692]
h5 [0,8725, 1,0692]
h6 [1,0149, 1,3216]
h7 [0,2850, 0,6263]
p1 [1,0000, 1,0000]
p2 [3,0297, 3,0297]
p3 [1,7289, 2,7059]
La Figura 8 ilustra que los datos registrados esta´n entre las cotas
inferior y superior obtenidas mediante identiﬁcacio´n robusta.
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Figura 8. Datos de salida y cotas robustas
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Figura 9. Cotas sobre θ y extremos para hi y pi
La Figura 9 muestra las cotas sobre θ y los valores extremos que
se obtienen con los para´metros identiﬁcados hi y pi. Se observa
que se veriﬁcan las restricciones impuestas por las ecuaciones
(48)-(49).
4.3 Ejemplo 3
Ahora consideraremos un ejemplo de modelo Hammerstein
reportado en la literatura (Go´mez and Baeyens, 2000). Se
asume que el bloque no lineal verdadero es:
N (u(k)) = 0,8585u(k) + 0,0149u2(k) (69)
−0,5113u3(k)− 0,0263u4(k)
y el sistema lineal es dado por
L(z) = z
2 + 0,7 z − 1,5
z3 + 0,9 z2 + 0,15 z − 0,002 (70)
Como en Go´mez y Baeyens (2000), se considera la siguiente
excitacio´n del sistema
u(k) = sin(0,00057πk) + 0,5sin(0,0015πk) (71)
+ 0,3sin(0,0025πk) + 0,1sin(0,0035πk).
Para realizar la identiﬁcacio´n proponemos el siguiente modelo
Hammerstein,
N (u(k)) =
N∑
i=1
pi u
i(k) (72)
L(q) =
M∑
i=1
hi Bi(q−1) (73)
con N = 3 y M = 3. Para el bloque lineal seleccionamos un
modelo Laguerre con un polo dominante ubicado en −0,01.
Luego de resolver el Problema 1, se obtienen las siguientes
cotas sobre θ:
θl = [4,8191 0,1374 4,1631 − 8,2553 − 0,3125
−9,2320 3,5180 0,1738 5,0191]T
θu = [4,8231 0,1374 4,1631 − 8,2553 − 0,3125
−9,2320 3,5180 0,1738 5,0191]T
Entonces, se obtiene la solucio´n del Problema 2, considerando
la restriccio´n de identiﬁcabilidad p1 = 1. La solucio´n del
problema de optimizacio´n no lineal deﬁnido por el Teorema 3
se muestra en la Tabla 3.
Tabla 3. Cotas en los para´metros del modelo mediante
programacio´n no lineal
PARA´METRO COTAS
h1 [3,6999, 4,8231]
h2 [−8,4129,−7,9207]
h3 [3,5180, 4,4062]
p1 [0,9999, 1,0000]
p2 [0,0371, 0,0394]
p3 [1,1251, 1,1391]
Adema´s el problema se soluciona mediante el problema de
programacio´n lineal (Teorema 4), cuyos resultados se reportan
en la Tabla 4.
Tabla 4. Cotas en los para´metros del modelo mediante
programacio´n lineal
PARA´METRO COTAS
h1 [3,8091, 4,8231]
h2 [−8,6612,−8,2553]
h3 [3,5180, 4,5923]
p1 [0,9999, 1,0000]
p2 [0,0360, 0,0378]
p3 [1,0929, 1,0929]
La Figura 10 describe las simulaciones temporales de los datos
y las obtenidas con las cotas sobre los para´metros θ. De este
gra´ﬁco resulta claro que los datos esta´n dentro de la banda de
incertidumbre.
La Figuras 11 y 12 muestran las cotas de los para´metros θ
obtenidos por el problema 1 y los obtenidos mediante los
valores de hi y pi cuando se calculan por el procedimiento no
lineal y lineal, respectivamente.
5. CONCLUSIONES
Los modelos orientados a bloques constituyen una interesante
alternativa para la representacio´n de sistemas no lineales en di-
versos campos de aplicacio´n. Un caso particular son los mode-
los Wiener y Hammerstein, los cuales han sido ampliamente
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Figura 10. Cotas sobre θ y extremos para hi y pi obtenidos con
programacio´n no lineal
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Figura 11. Cotas sobre θ y extremos para hi y pi obtenidos con
programacio´n no lineal
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Figura 12. Cotas sobre θ y extremos para hi y pi obtenidos con
programacio´n lineal
utilizados. En este trabajo se presento´ un algoritmo no iterativo
para la identiﬁcacio´n de modelos Wiener y Hammerstein con
incertidumbre. El me´todo se basa en la identiﬁcacio´n de cotas
en los para´metros de dichos modelos. El enfoque adoptado
permite hacer una identiﬁcacio´n robusta, en el sentido que la
totalidad de los datos puede ser reproducida por la familia de
modelos obtenida. Cabe sen˜alar que si bien se abordo´ el pro-
blema para sistemas SISO, la metodologı´a puede ser extendida
a sistemas MIMO. Esta extensio´n sera´ abordada en un trabajo
futuro.
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