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Abstract: Some new continued fractions for incomplete gamma functions y( a, z) and F( a, z). with a and I complex, 
are derived. For many of these expansions, it is shown that the approximants can be evaluated by a numerically stable 
backward recurrence algorithm. Truncation error bounds for these approximations are discussed u-ith applicable 
references cited. Consideration is given to important special cases such as the error and complementary error functions 
and exponential integrals. In connection with the error function we discuss the ‘anomalous convergence’ of general 
T-fractions (two-point Padt approximants) first pointed out and studied by Gautschi. 
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1. Introduction 
Many analytic functions can be represented in the complex domain by means of continued 
fractions 
f(z) = +Jz),l) + y f+ 
+ + + ’ . . . 
where the elements a,(z) are functions of a complex variable z. The n th approximant 
+) 44 L(z)+- - %I(4 1 + 1 +a.*+ 1 
(1.1) 
(1.2) 
provides an approximation for the computation of f(z), which can be evaluated efficiently by the 
Backward Recurrence (BR-) algorithm as follows: Set G,!:)r = 0. Compute 
G:“‘=a,(n)/(l+Gp2,), k=n,n-l,..., 1. (1.3) 
We then have f,(z) = G j”). The above procedure is an effective method for computing f(z), 
provided the continued fraction converges reasonably fast and the BR-algorithm is numerically 
stable. 
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A simple example illustrates the fact that the BR-algorithm can be unstable and that it may be 
possible to avoid the instability by making a suitable modification. The continued fraction 
expansion 
1 e’=i_i+ ,z! 1-z -- 1-z 2 - 3 22 +4-5+6-T+... 2z 3z 32 
(1.4) 
is valid for all z E C. If z is a large positive real number, then the BR-algorithm will be highly 
unstable since the tail 
Z 1-z 1-z 22 2z -- 
-i+ 2 - 3 +4--T+... 
of (1.4) will be very close to - 1. (By an equivalence transformation, (1.4) can be expressed in the 
form (l.l).) The instability can be avoided by using one of the expansions 
r-l 
Zk ez=~_-zT1 .-z- - 
[ 
1-z (r+l)z 22 (r+ 2)z 
&_a/?! r! 1- r+l + r+2 - r+3 + r+4 - r+5 +*-* I 
(1.5) 
valid for z E Q= and r = 0, 1, 2,. . . . Here and from now on the empty sum convention will be 
used. Thus the sum in (1.5) is taken to be zero if r = 0; in this case (1.5) reduces to (1.4). In 
Section 3 it is shown that, for each given z E C, there exists an r 2 0 such that the BR-algorithm 
is stable when applied to the continued fraction in (1.5). In the following we refer to (1.4) as a 
basic continued fraction expansion and to (1.5) as an additional (or extended) expansion. 
This paper deals mainly with continued fractions for computing the incomplete gamma 
functions y(a, I) and T(a, z) (and the closely related Kummer function M(l, a + 1, z)) with 
complex a and z. In Section 2 we give six different sequences of continued fraction expansions of 
these functions; some of these are well known but some are believed to be new. In some cases the 
QD-algorithm could have been used to derive the continued fraction, since their approximants lie 
in the Pad6 or two-point Pad6 table. We have employed, however, an easier and more elementary 
method which makes use of a known basic continued fraction such as (1.4) and relationships 
between different Kummer functions (Lemmas 2.1 and 2.3). An interesting aspect of this study is 
that there appear to be more types of continued fraction expansions for the incomplete gamma 
functions than for any other special functions that we know of. We do not claim that all of the 
expansions given in Section 2 are useful for computation. Some of them are included for 
completeness in applying the method. 
Conditions that insure numerical stability of the BR-algorithm are given in Section 3. Use is 
made there of work reported in [14]. In Theorem 3.1 we extend those results to include continued 
fractions (1.1) whose elements lie in the Worpitzky circle ]a,,( z)l G a. Also discussed are results 
from [14] in which the a,(z) lie in parabolic regions and, in particular, on a ray emanating from 
the origin (Stieltjes’ case). By a fortunate coincidence, the same conditions that insure numerical 
stability of the BR-algorithm are also useful in obtaining estimates of the truncation error 
]f( z) -fm( z)] and of the speed of convergence of {f,(z)}. These results are discussed briefly in 
Section 4. 
In Section 5 we consider some important special cases of incomplete gamma functions. 
Included are the error and complementary error functions, and the exponential integrals. 
Application of continued fractions to form algorithms and software for the computation of these 
functions have been treated in a number of papers. The incomplete gamma functions y( a, x) and 
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r( a, x), for real arguments x 2 0 and - 30 < a < x, are studied by Gautschi in [8] and [lo]. 
Computation of the complex error function is dealt with by Thacher [18] and Gautschi [5,6 and 
71. McCabe has discussed three continued fraction expansions of Dawson’s integral [17]. The 
results of the present paper add to the existing knowledge about continued fraction expansions of 
y( a, z) and T(a, z), particularly when the parameter a is complex. 
For use in later sections we summarize some basic facts about incomplete gamma functions. 
y(a, z) is defined by 
J 
Z 
y(a, z) := e-‘t”-‘dr, Rea>O, ZEC, (1.6) 
0 
where the principal branch is taken for ta-’ [4]. We also have the representation 
y(a, z)=a-lzue-ZM(l, a+l, z), a4 [0, -1, -2 ,... ] 
in terms of Kummer’s function 
(1.7) 
‘x1 (ah zk M(a, b, z):= c -- 
k-0 (bh k! ’ 
b4 [0, -1, -2 ,... 1, ZEC, (1.8) 
where (a),:=l, (a)k=(a)(a+l)~~~(a+k-l) for ~EC. Again za in (1.7) denotes the 
principal branch. If a is a positive integer, then y(a, z) is an entire function of z; if a is not an 
integer, then y( a, z) is holomorphic in z in the cut plane S,,, where S, := [z E C: ]arg z] < 01. If z 
is held fixed in S,,, then y( a, I) is holomorphic in a, for all a E [0, - 1, - 2,. . . 1. M(1, b, z) has 
the asymptotic expansion, for 0 < E < $r, 
m (l-‘)’ M(1, b, z) = - c 
k=l (-Z)” ’ 
asz+cc 7 ]arg(- )I<&-E z 2 (1.9) 
(see, for example, [ll, Theorem 8.8b]). The regular C-fraction corresponding to the convergent 
power series M(1, 6, z) at z = 0 is 
KC,@, z):= 4. ’ &_ bz 22 (b+ 1)z 
1 -b + b+l - b+2 + b+3 - b+4 + . . . - 
(1 .lOa) 
The ci in (l.lOa) is used to distinguish K’l(b, I) from another regular C-fraction given in 
(1.14b). It is well known [15, Theorem 6.3 and (6.1.34)] that 
zM(1, 6, z) = K’l(b, z), b4 [0, -1, -2 ,... 1, ZEQ=, (1 .lOb) 
the continued fraction in (l.lOa) converging uniformly on every compact subset of C. The 
approximants of (l.lOa) form a staircase in the Padt table of M(1, 6, z) (c.f., [15, Theorem 5.91). 
A general T-fraction corresponding to zM(1, b, z) at z = 0 and to the divergent asymptotic series 
in (1.9) multiplied by z at z = cc is 
KT(b, z) := 
(b-l)z 1-z 22 32 
b-l-z + b-z + b+l-z + b+2-z + ... * 
(llla) 
It is well known [15, Corollary 7.251 that 
zM(1, b, z) = KT(b, z), be [LO, -1, -2 ,... 1, ZEC, (Lllb) 
the convergence of the continued fraction being uniform on every compact subset of Q=. The 
approximants of (l.lla) form the main diagonal in the two-point Pade table of the two 
corresponding series. 
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The complementary incomplete gamma function r( a. z) is defined by 
J 
3c 
r( a, z) := e-‘rum’dt, UEC, zE&, 
Z 
(1.12) 
where the path of integration is the ray t = z + T, 0 G T < cc and where t“-’ is the principal 
value. For every fixed u E C, r( a, z) is holomorphic in z E .S,; for every fixed z E S,, r( a, z) is 
entire in a. The two incomplete gamma functions are related to each other by 
r(a) = Yb, 4 + Qa, 4, utz[O, -1. -2 ,... 1, zE&. (1.13) 
r( a, z) has the representation 
r( u, z) = z0 e-ZKC2(u, z), ufZ[O, -1. -2 ,... 1, ZEST (1.14a) 
where KQ( a, z) denotes the regular C-fraction in z-l 
KCZ(a, z) := z 
-’ (1-u)z-’ 1-z-’ (Z-u)z-’ 22-l 
1 + 1 + 1 + 1 + 1 +***’ 
(1.14b) 
For each fixed a, P(u, z) converges uniformly on every compact subset of S, (see, for 
example, [15, (9.6.17)] and [21, Section 921). We note the asymptotic expansion [ll. (11.5-S)] 
e’r(u, z) 
ZU 
= _ g (1 -&-I 
k-l (-z)” ’ 
z+ 32, jarg zI < $r. (1.15) 
The continued fraction (1.14b) corresponds at z = cc to the divergent asymptotic series (1.15). If 
a < 1 (a real), then (1.14b) is an S-fraction. 
2. Additional continued fraction expansions 
Three basic continued fraction representations related to incomplete gamma functions were 
given in Section 1 (c.f., (l.lO), (1.11) and (1.14)). From these basic expansions and some 
elementary relationships between Kummer functions (Lemmas 2.1 and 2.3) we now obtain a 
number of additional expansions. 
Lemma 2.1. Let r >, 0 be a non-negative integer. Then: 
(A) For b 4 [0, - 1, -2,. . .] and z E C, 
r-l 
- - 
M(1, b, Z)= kFo (i;, + (l’,M(l, b+r, Z). 
(B) Forbe[r, r-l, r-2,...] undzEQ=, 
M(l, b, z) = - c 
’ (l-b), + (l-b),M(lsb_r z) 
k-l (-If (-zy ’ * 
(2.1) 
(2.2) 
Proof. (A) By (1.3) 
r-l r-l 
Zk 
-- 
M(L b, Z) = k;. & + kco e = kgo (;ik + 
(i;r $0 (b+“)k 
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since ( b)r+k =(b),(b+r),, for r>o, ka0. 
(B) We assume r 2 1 since (2.2) clearly holds if r = 0. Multiplying (2.1) by (b),/z’ and 
rearranging the equation gives 
=- 
since (6),=(6),(6+k),_,, k=O, l)..., r - 1. Now setting j = r - k in the latter sum and 
setting c := b + r, we obtain 
M(L c, 4’ - c r (C-j)i + (C-r)rM(l,c_r zj z) 3 7 
j-1 
Zr 
from which (2.2) follows since (c - j)j = ( - l)j(l - c),. •I 
By applying (1.10) and (1.11) to Lemma 2.1, we obtain the additional continued fraction 
representations in the following: 
Theorem 2.2. Let r >, 0 be a non-negative integer. Then: 
(4 For b 4 [0, - 1, -2,. . .] and z E C, 
r-l 
- - M(1, b, z) = k;O (;ik + ;b):K”(b + r, z). 
(W ForbG[l,O, -1, -2 ,... ] andzEC, 
r-1 
- - M(1, b, z) = k;. (ii, + ;b):KT(b+ r, z). 
((2 Forbe[r, r-l, r-2 ,... ] andzEQ=, 
M(1, b, z) = - i (’ - b)k + 
k=l (-z)” 
‘t_ ;!‘K’l(b - r, z). 
Z 
CD) ForbG[r+ 1, r, r- l,... ] andzEQ=, 
M(1, b, z) = - k (’ - b)k + (’ - b)r KT(b - r, z). 
k-l (-z)” (-z)r+l 
(2.3) 
(2*4 
(2.5) 
(2.6) 
Here the continued fractions Kc 1 and KT are defined by (l.lOa) and (l,.lla) respectively. Each of 
these continued fractions converges uniformly on every compact subset of the z-plane (for fixed 
permissible values of b and r). 
In view of (1.7), Theorem 2.2 gives four sequences of continued fraction expansion of y(a, z). 
An application of (1.7) and (1.13) together with Lemma 2.1 yields: 
Lemma 2.3. Let r 2 0 be a non-negative integer. Then: 
(A) ForaEC such that (a),#0 andforzES,,, 
$3 
r-l 
a, z) = - C - k_O (a;:+, + 6 &T(a + rl z). (2.7) 
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(B) Fora~C andz~S,,, 
r (1 -&C-t a, z) = - c + (1-u), e’ qa_ r) 
k=, (-Z)k (-z)’ ZU--’ ’ . 
Now applying (1.14) to Lemma 2.3 yields: 
Theorem 2.4. Let r 2 0 be a non-negative integer. Then: 
(A) Forallae[-r+l, -r+2, -r+3,...] andzES,,, 
e’T(a, z) r-l - - 
La 
= - k;. (g+, + (;;rK’.b+r. 4. 
(B) ForallaG[r+l, r+2, r+3 ,... ] andzE.S,,, 
e’r(u, z) 
Zn 
= _ i (l-4/4 + (‘-4KE.(a_r z) 
k=l (-z)” (-z)’ ’ * 
(2.8) 
(2.9) 
(2.10) 
The notation KC2( a, z) is defined by (1.14b). The continued fractions in (2.9) and (2.10) converge 
uniformly in z on every compact subset of S,. 
3. Numerical stability 
For the discussion of stability of the BR-algorithm, we assume that arithmetic operations are 
made by a computer with machine unit o = (i)lO’-‘, where Y is the number of digits carried in 
the mantissa of a machine floating decimal representation. We also assume that the relative error 
(due to machine roundoff) in all arithmetic operations is not greater than w in magnitude. Let 
Lik( z) denote the computed value of uk( z) and let 
a,(z) = a,(~)(1 + a,(z)), k = 1, 2, 3 ,..., (3.1) 
so that CQ( z) is the relative error in cik( z) and Iak( z)l< w. Let din) denote the computed value 
of Gp) (see (1.3)) and let 
G:“‘=G!“)(l+ep’), k=l,2 ,..., n, (3.2) 
so that &“) is the relative error of Gp). We set Gi:), = Gj:), = .$‘!!, = 0. Let 
‘k(‘)(’ + y?> , 
1+6:“’ 
k = 1 
7 
2 
,..*, n, (3.3) 
so that y/l”) denotes the relative error (due to roundoff) in the computation of Gin’ from cik(z) 
and G$‘!,. By assumption ly”“l< w. Let 
gi”)= Gp+‘,/(l + Gp,‘,), k = 1, 2,. . . , n. 
Now if 
lgL”‘l <q(n), k=l,2 ,..., n 
and 
n-l -1 
w<min 64-l, 2+6 c q(n)’ 
i [ 1 i , (3.4) j-1 
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then it follows from [14, Theorem 3.11 that 
n-1 
I&;“‘1 < 3w c q(n)‘. 
J=o 
(3.5) 
Throughout the following it is tacitly assumed that (3.4) holds. Here el”) is the relative error due 
to roundoff in the approximation C?, . (n) Thus numerical stability can be insured if the bounds 
q(n) of ]gi”‘] are sufficiently small. In particular, 
W’i < 3wn if lgLn’l G v(n) G 1, k=l ,*.*, n, n=l,2,3 ,..., (3.6) 
and 
if Igi”‘/ < 77 < 1, k=l,2 ,..., n, n=l,2,3 ,.... (3.7) 
The BR-algorithm is therefore completely stable if (3.7) holds and almost stable if (3.6) holds. 
The following is useful in obtaining upper bounds for the ]gi”‘]. Suppose there exist subsets 
V ,,...,I/,ofe:=CU[oo]suchthat 
OE V,, and a,(~)/(1 + V,) E Vk_,, k = 1, 2 ,..., n. (3 .g) 
Here a,(~)/(1 + V,):= [w = a,(~)/(1 + u): u E V,]. Let 
A’“‘:= m;~~[la,(r)l], SC”‘:= ,Fji,d(-1, v,) 
and 
(3.9a) 
M’“‘:= m%~[]U]: UE v,/(1+ v,)], (3.9b) 
where d( - 1, V,) dinotes the distance from - 1 to V,. Then it follows from [14, Theorem 4.31 
that 
Ig~“‘l<&‘“‘/(6’“‘)2 and Ig:“)l<M(“), k=l,2,...,n. (3.10) 
Theorem 3.1. Let ~4”) denote the relative error (due to roundoff) in the computation of the nth 
approximant (1.2) of the continued fraction (1.1) by the BR-algorithm (1.3). Let w denote the 
machine unit of the computer employed. Then: 
(A) (Worpitzky Case) If la,,(z)] < a for n = 2, 3, 4,.. ., then ]&in)] Q 3wn, n = 1, 2, 3,.. . . 
(B) (Restricted Worpitzky Case) If ]a,( z)] < R < a, n = 2, 3, 4,. . . , then 
Irj”‘lC&,n=l,2,3 ,..., 
where 9 := p/(1 - p) and p := t( 1 - dm) < $. 
(C) (Parabolic Case) If, for - f n < I/J < HIT, a,(z) E P+ := [w E Q=: ]w] - Re( w eeizrL) 
<$cos$],n=2,3,4 ,..., thenforn=1,2,3 ,... 
n-1 
le{“‘l Q 3w C 17(n)‘, 
j=O 
where ~(n):=4~~~xnIa,(z)I/cos 4. 
(D) (Stieltjes Case) For k = 1, 2, 3,. . . , suppose that uk(z) = akz, where ak > 0, 101 -Z IT, 0 - 
Arg z, p := It]. Then: 
(D.l) If IS] d $r, then ]ei”‘] ( 3wn, n = 1, 2, 3,.. . . 
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(D.2) If 101~ $r and lakl G A < CO for k = 2, 3, 4,. . . , then for n = 1, 2. 3,. . . , 
IEY)l < 5, whereq:=Ap(l +2Ap~o~e+AZp’)-~‘~<l. 
(D.3) If $r<lOl<?; andA(n max,,,,,,la,I, then 
n-l 
]&{“‘I < 38 c q(n)‘, n = 1, 2, 3 ,..., 
j=O 
where 
T+):=A(n)p(l+ 2A(n)p cos e+A(n)2p2)-1 if/f(n)p < -cos e, 
&+=A(+(1 +2A(n)p cos e++2)2p2)-“2 if --OS ed(+G -set 19, 
q(n):=A(n)p c0sec2B, ifA(n)p> -set 8. 
Proof.LetO<R<+ begivenandsupposethat laJz)l<R, k=2,3,4,....Fork=1,2,3,..., 
let 
V,:= Y:= [K ]u] ap] where p := i(l - dm). 
By a simple computation one can show that (3.8) holds for n > 2 and that S”“:= d( - 1, V) = 1 
- p. Since R = p(1 - p), it follows from (3.9) that for i < k < n and n = 1, 2, 3,. . . , 
1 gP’/ Q A’“‘/( P’)* = p/(1 - p) =: ?j. 
If R = a, then p = i and q= 1. Hence (A) follows from (3.6). If R < $, then p < f and 71 < 1. 
Hence (B) follows from (3.7). (C) and (D) were proved in [14, (5.26) and Theorem 5.11. They were 
included here for later use. 0 
To apply Theorem 3.1 to the expansions in Section 2, it is convenient to express those 
continued fractions in the form (1.1). This can be done by equivalence transformations. The 
results are stated in the following: 
Lemma 3.2. L.-et r be a given integer. Then: 
(A) for all b E C such that the coefficients a,*( b + r) are defined, 
IP(b+r, I)= g (a:(b+r)z/l) 
n-1 
(3.11a) 
where 
a:( b + r) I= 1, a;,+i( b + r) := 
(2m+b+r-liZm+b+r-2)’ (3.11b) 
m=l,2,3 ,..., 
a:(b+r)= 2, az,,,(b + r) = 
-(m+b+r-2) 
(2m+b+r-2)(2m+b+r-3)’ (3.11c) 
m = 2, 3, 4,. . . . 
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Ifb~lJ!, b+r>O. thenja,*(b+r)lg(b+r+l)-‘. n=2,3.4,.... 
(B) For all b, z E Q= such that the elements c,*( b + r, z) are defined, 
K’(b+r, z)= $c:(b+r. z)/l) 
(3.12) 
(3.13a) 
where 
(b+r-1)~ 
c:(b+r, z):= b+r_l_z, (3.13b) 
c,*(b+r, z):= 
(n - 1)z 
(b+r+n-3-z)(b+r+n-2-z)’ n=2’3’4”‘.* 
(3.13c) 
(C) For all a E Q= such that the coefficients d,*( a + r) do not vanish, 
KCZ(a + r, z) = ng, (d,*(a + r)z-l/l) (3.14a) 
where 
d:(a+r):=l, d!,+,(a + r):= m, m=l,2,3 ,..., (3.14b) 
d:,(a+r):=m-a-r, m=l,2,3 ,.... (3.14c) 
We come now to the main theorem of this section. It asserts numerical stability of the 
BR-algorithm for many of the continued fractions in Section 2. 
Theorem 3.3. For each of the continued fractions considered below, let &in) denote the relative error 
(due to roundoff) in the computed value of the n th approximant obtained from the BR-algorithm. We 
assume that the computer employed has machine unit w. Then: 
(A) Consider K”( b + r, z). For each given b, z E Q=, there exists an integer r and a number 71 
such that 
(ein)I< 5, O<n<l, n=l,2,3 ,.... (3.15) 
In particular, if b E Iw and b + r >, 0, then (3.15) holds for some q if 
raIzl/R-b-l,O<R<$. (3.16) 
(B) Consider K ‘( b + r, z). For each given 6, z E C, there exists an integer r such that (3.15) 
holds for some q. In particular, (3.15) holds if 
bGlW and r>41zj+l-b. 
(C) Consider K ‘* (a + 
an S-fraction in z- ’ 
r, z) where 1 Arg z-’ ( < IT. If a E Iw and r < 1 - a, then K”( a + r, z) is 
and hence Theorem 3.1(D) can be applied. More generally, if a E Q=, then an 
integer r can be chosen so that the elements d,*( a + r)z-* 
Theorem 3.1(C) with I+ = Arg z-l. 
of (3.14a) lie in the parabolic region P+ of 
Hence the results of Theorem 3.1(C) apply. 
Proof. (A) follows from an application of Theorem 3.1(A) to Lemma 3.2(A). (B) follows from an 
application of Theorem 3.1(A) to Lemma 3.2(B). (C) follows from an application of Theorem 
3.1(C) to Lemma 3.2(C). •I 
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4. Truncation error analysis 
There is an extensive literature giving estimates of the truncation error jf,( z) -f( .z)l obtained 
when a continued fraction f(z) is replaced by its n th approximant f,(z). Most of this work has 
been done during the past twenty years; much of it is quite recent. For brevity we do not state 
explicit error bounds here, but rather cite references where results can be found for each of the 
expansions considered in Section 2. 
As seen in Lemma 3.2(A) and (B), the continued fractions P( b + r, z) and KT( b + T, z), 
when expressed in the form (ll), are both limit-periodic with lim a,(z) = 0. Sharp bounds for 
the truncation error of these continued fractions have been given in [2]. In addition to giving both 
a posteriori and a priori bounds, they show that from a certain approximant on, these two 
continued fractions converge at the rate ]f( z) - f,( z)j < C( D/( n + 2))“-2. One problem is that 
this ‘super-geometric’ onvergence may not begin until n is quite large. 
If r < 1 - a, r E R, then Kc*( a + r, z) is an S-fraction in z- ‘. Truncation error bounds for 
these are given in [1,3,12 and 20). If a is complex (not real), then an integer r can be chosen so 
that the partial numerators (3.14b,c) of KC2( a + r, z) lie in a parabolic region P+ of the form in 
Theorem 3.1(C), with 2JI = arg z -l. Truncation error bounds for such continued fractions can be 
found in [13,16 and 191. 
5. Examples 
In the final section we discuss some of the important special cases of the continued fraction 
representations derived in Section 2. 
Example 1. For the exponential function eZ = M(1, 1, z), the expansion (1.5) is an immediate 
consequence of Theorem 2.2(A) with b = 1. 
Example 2. The entire function 
erf(z) := +Je-%Il, z EC. 
is called the error function. We consider the normalized function 
f(z):==+~ze’*erf(z)=~~lM(l, 2, z2)= $z e’*y($, z’). 
From Theorem 2.2(A) we have, for all r = 0, 1, 2,. . . , z E C, 
where 
P(r+ $, z2)= g (a,*(r+ j)z2/1) 
n-1 
z2 z2 1 *z2 (r+%)z2 2z2 (r+$)z2 =- P - 
1 --+++r++ r+$ +r+; - r+y +...’ 
(5.1) 
(5.2) 
(5.3a) 
(5.3b) 
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u:(r+ $) := 1, a;,+,( r + :) := 
m 
(2m+r+9(2m+r-9’ 
m= 1,2, 3 ,..., 
(5.3c) 
-1 
a;(r+ $):= - r+;’ a;&+ +) := 
-(nz+r- 4) 
= 
(2 
m+r- 
9(2m+r- 
;)’ m 1, 3, 4,. . . . 
(5.3d) 
From Theorem 2.2(B) we obtain for r = 0, 1, 2,. . . , z E C, 
where 
KT(r+ ?, z)= &Jc;(r+ 2, z2)/1) 
(r+ +)z’ 
= 
r++-z* 
c:(r+ 2, z*):= 
c,*(r+ 2, z2):= 
1 *z* 2z2 32* 
+ r+$-z* + r+$-z* + r+$-z* +***’ 
(r+ +)z* 
r+t-z* 
(5.4a) 
(5.4b) 
(5.4c) 
(n - l)z* 
(n+r-+-z*)(n+r--t-z*) 
n=2,3,4 ).... (5.4d) 
The continued fractions in both (5.3) and (5.4) converge uniformly on every compact subset of C. 
Nevertheless, the speed of convergence of these two expansions (for a given r) is very different. 
The situation is illustrated here for r = 0 by means of contour maps of the number.of significant 
decimal digits SD( f,,, ( z )) o an approximation f,,,(z) of f(z). The approximations we consider f 
are of the form 
(5.5) 
and 
(5 -6) 
where C,fn( z) and T,*,(z) are the n th approximates of the continued fractions (5.3b) and (5.4b), 
respectively. To compute SD(w) we use the approximation 
SD( ti) = SD( I%-) := - log,, - 0.301, 
where I%’ is an approximation of W. For the value of W= f( z) we have used the 200th 
approximant of the continued fraction in question. The computations were made in double 
precision by a CDC Cyber computer, so that approximately v = 28 decimal digits were carried in 
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Im AXIS 
-20~“““““““““““““““““““““““” 
-20 20 
Fig. 1. Number of significant digits SD(f,,,(z)) in the approximation of l(z)= ihz e’*erf(z) by the Pad6 
approximant f0,20( z). 
Im AXIS 
+ 
-20 llllllllll’lt”““““““““““““““““’ 
-20 20 
Fig. 2. Number of significant digits SD(j&,(z)) in the approximation of f(z) = jfiz e” erf(z) by the Padt 
approximant fO,4o ( z ). 
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Im AXIS 
Fig. 3. Number of significant digits SD(f,,,(r)) in the approximation of f(z) = i\/;;z e’* erf(z) by the Pade 
approximant fO.sO( I). 
Im AXIS 
Fig. 4. Number of significant digits SD(g,,,,( z)) in the approximation off(z) = i&z eL* erf( z) by the two-point Padt 
approximant gO,lO(z). 
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Im AXIS 
t 
“““““““““““~“““““““““” 
-20 20 
Fig. 5. Number of significant digits SD( g,., (z)) in the approximation of f(z) = ifiz e’* erf( I) by the two-point Pade 
approximant g,,,( 2). 
Im AXIS 
-2oe 
-20 
Fig. 6. Number of significant digits SD(g,,,( z)) in the approximation off(z) = i\/;;z eZ2 erf( z) by the two-point PadC 
approximant g,,,(z). 
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the floating decimal mantissa. The machine unit was therefore w = ($)10-27. In Figs. 1, 2, 3 are, 
respectively, the maps of SD( j&( z)) for n = 20, 40, 80. The maps are given for the region [z: 
]Rez) ( 20, ]Im z] < 201. It can be seen that SD increases as z approaches the origin. Moreover, 
the approximations f,,,(z) are better near the imaginary axis than near the real axis. In any case, 
f,.,(z) is a good approximation of j(z) only near the origin. This is expected, since the f,.,(z) are 
Pade approximants, interpolating to f(z) only at the origin. In Figs. 4, 5, 6 are given the maps of 
SD&.(z)), n = 10, 20, 40, respectively. From these it can be seen that g,.,(z) is a good 
approximation of f(z) for small ]z] and for large lz]. This is, of course, expected since the g,.,(z) 
are two-point PadC approximants of f(z), interpolating to f(z) at both z = 0 and z = a. It can 
also be seen that there are two regions L, and L, (symmetric with respect to the origin, in which 
g,,,(z) is a bad approximation of f(z). L, lies approximately in the region bounded by the lines 
Re z = Im z, Im z = 0 and the circles ]z] = 1 and ]z] = 10. This situation illustrates rather well the 
so-called ‘anomalous convergence’ discovered and investigated by Gautschi [9]. We can give here 
a partial explanation for the difficulty incurred in regions L, and L,. The general T-fraction 
KT( $, z) in question (which converges to f(z) for all z E C) corresponds at z = 0 to the 
convergent Taylor series z*A!(l, $, z2); thus the nth approximant g,.n( z) interpolates n times to 
this series at the point z = 0. Since this series is convergent, g,,(z) approximates f(z) well in a 
circular neighborhood of the origin. On the other hand, KT($, z) corresponds at z = cc to the 
divergent series 
O” ki)k L*(z)- -z2 c 
k=l (-z”)” 
=: (- +),F,(l, f ; -l/z*). 
It can be seen from (1.9) and (5.2) that, for 0 < E < $71, 
f(z)=‘.*(z), asz+co, zET,:=[z:Iargz+f~l<a~-E. 
(5 -7) 
(5.8) 
The region T, excludes the two regions L, and L, in which the approximations ga,( z) of f(z) 
are not good. Thus the information about f(z) being used to form the g,,,(z) approximants (via 
contact with L*(z)) is not helpful in L, and L,. It seems therefore all the more remarkable that 
the approximations g,,n( z) are good for ]z] > 10. Further experimentation is needed to determine 
whether the g, .(z), r > 0, give better approximations in L, and L, than g, ,,( z). It would also 
be interesting to experiment with f,,,(z), r > 1, and with approximations obtained from Theorem 
2.2(C) and (D). 
Example 3. The complementary error function is defined by 
erfc(z):=l -erf(z)= 2 
J;;!: 
?“e-fdt, ZEC (5 -9) 
where the path of integration is t = z + 7, 0 < 7 < cc. Since erfc(z) = (l/J;;)r(t, z*) for 
Re z > 0, we obtain from Theorem 2.4(B) and (3.14) that, for r 2 0, 
J- z2 r (t>,-, +erfc(z)= - C (% 
k-l (-z’)” 
+ t_z2)rKc2(f -r, z’), Re z>O (5.10a) 
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where 
Kc+ -r, 2”) = 2 (d,*(f - r)z-2/l) 
n==l 
‘1’ + (r+ gz-2 1.2-2 (r+ gz-2 22-2 
=- 1 + 1 + 1 +l+...’ (5.10b) 
q(+-r):=l, d2*m+i(++=m, d;,(+r):=m+r-+, m = 1, 2, 3,. . . . 
(5.1Oc) 
Gautschi [7] has developed an efficient algorithm for computing I = e-” erfc( - iz) by use of 
(5.10) with r = 0. Thacher [18] has made some experiments with continued fractions of the type 
(5.3) and (S.lO).Some further experiments with all of the types of continued fractions described in 
this paper may be needed to determine whether more efficient algorithms can be found. 
Example 4. The exponential integrals are defined by 
E,(z) := lmem’tm’dt, zES:= [z: ]argz( CT] 
and 
(5.11a) 
E,(z)--[me-“t-“dt, Rez>O, n=l,2,3 ,.... 
Since 
E,(z) = z"-'I-(1 - n, z), zE$, n=l,2,3 ,..., 
we obtain from Theorem 2.4(B) that, for r 2 0, z E S,,, 
(5.11b) 
(5.12) 
e’&(z)= - C - ’ MC-1 + _k&“(1 _n _r z) 
k-1 (-z)” (-z)’ 
7 7 n=l,2,3 )...) (5.13a) 
where 
KCZ(l - n - r, z) = ,cI (d,*(l - n - r)z-l/l) 
Z 
-1 (n + r)z-l 1-z-l (n + r + l)z-’ 2z-’ =- 
l+ 1 +l+ 1 + 1 +...’ 
(5.13b) 
d:(l - n-r):=l, d~,+l(l-n-r):=m, dz,(l-n-r):=m+n+r-1, 
m=l,2,3 ,.... (5.13c) 
The continued fractions (5.10b) and (5.13b) are both S-fractions (in z-* and z-l, respectively) 
for all r > 0. In both cases the coefficients of the S-fraction grow as r increases. The effect of this 
is to slow the convergence. Thus there may be some interest in studying the continued fractions 
based on Theorem 2.4(A), since then the coefficients would decrease as r increases. This, in turn, 
might speed the convergence. 
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