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Abstract
Gaussian processes are among the most useful tools in modeling continuous
processes in machine learning and statistics. The research presented provides advancements in uncertainty quantification using Gaussian processes from two distinct
perspectives. The first provides a more fundamental means of constructing Gaussian
processes which take on arbitrary linear operator constraints in much more general
framework than its predecessors, and the other from the perspective of calibration of
state-aware parameters in computer models.
If the value of a process is known at a finite collection of points, one may use
Gaussian processes to construct a surface which interpolates these values to be used for
prediction and uncertainty quantification in other locations. However, it is not always
the case that the available information is in the form of a finite collection of points.
For example, boundary value problems contain information on the boundary of a
domain, which is an uncountable collection of points that cannot be incorporated into
typical Gaussian process techniques. In this paper we construct a Gaussian process
model which utilizes reproducing kernel Hilbert spaces to unify the typical finite case
with the case of having uncountable information by exploiting the equivalence of
conditional expectation and orthogonal projections. We discuss this construction in
statistical models, including numerical considerations and a proof of concept.
State-aware calibration is a novel approach in describing the relationship beii

tween properties of a system and experimental data by allowing calibration parameters to vary across the input domain as functions rather than remaining constant.
Typical formulations in literature on the subject assume that it is already known
whether calibration parameters are state-aware, but this is likely not the case in
practice. Making incorrect assumptions on whether parameters are state-aware can
produce confounding which misrepresents properties of a system and increases prediction error. We propose a means of determining the state of parameters which
leverages the effect of the covariance function of Gaussian processes on their variation throughout the parameter space. We then apply the methodology to the analysis
of interphase properties of composite materials and compare our results with previous
studies
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Introduction
Gaussian process metamodels are a very popular means of approximating high
fidelity processes where limited information is available, or pointwise computation
carries a high computational expense. For example, suppose one is interested in
a function f which can be computed from the approximate solution to a partial
differential equation based upon a collection of tuning parameters specified before
solving the equation. Since partial differential equations carry a notoriously high
computational expense, evaluating the function directly can be infeasible directly. In
this scenario, Gaussian process metamodels can be employed by evaluating f on a
grid of tuning parameters and training hyperparameters which represent properties
of the process, e.g. smoothness, or variation. The application of Gaussian process
regression to approximate functions dates back to the work of Daniel Krige in a
geospatial application to determine the distribution in the amount of gold across
mines in South Africa in 1951 [Krige, 1951], and the theory was later introduced more
formally by Matheron in the 1960s [Matheron, 1963]. However, Gaussian processes
were not introduced in a more broad context until the work of Sacks [Sacks et al.,
1989b], who constructed the more modern formulation of Gaussian process regression
seen today.
Computer experiments are a popular application for Gaussian process regression, due to their wide applicability for experimental design [Jones et al., 1998,
1

Williams et al., 2011], quantifying model bias [Kennedy and O’Hagan, 2001b, 1998],
and effectiveness in regression settings to speed up complex computer simulations.
Within the broad umbrella of computer experiments, uncertainty quantification is
an important concept which one may consider as the characterization or process of
reducing uncertainties that exist in a given system, and includes concepts such as
model calibration and model inadequacy. The focus of this dissertation addresses
both of these topics from two separate vantage points.
Part I of this dissertation addresses model inadequacy in Gaussian process regression, and provides a novel method of imposing complex constraints that standard
kriging methods are not equipped to handle. Recent work in the area of constraining Gaussian processes has included imposing upper and lower bounds, monotonicity
constraints, differential equation constraints, and boundary constraints [Swiler et al.,
2020]. Our work was dedicated to providing a significantly more general framework
for imposing linear operator constraints (e.g. differential equation, boundary, or otherwise) using theory from Reproducing Kernel Hilbert Spaces, which was then validated through a series of numerical examples. This part is broken into two separate
chapters, the first of which provides a characterization of boundary constraints from
the standpoint of conditional probability. This chapter was inspired by a Gaussian
process regression application involving predicting material properties of composite
materials [Arp et al., Submitted], where the solution of the material model was explicitly known on one particular boundary of the parameter space. The second chapter
pf Part I is dedicated to providing a much more general framework which extends
to arbitrary linear operator constraints, and also provides a more computationally
accessible methodology for the practitioner.
While Part I addresses the incorporation of constraints upon Gaussian processes in computer models, Part II is dedicated to aiding in providing a more general
2

framework in which computer models can be calibrated. Computer model calibration
involves the estimation of unobservable parameters of a system in a way which maximizes the predictive capability of computer code to reality. This idea dates back to
the work of Berman and Nagy Berman and Nagy [1983] in 1983, but was not popularized by statisticians until the seminal work of Kennedy and O’Hagan Kennedy
and O’Hagan [2001b] in 2001. More recent research in the domain of computer model
calibration has involved allowing calibration parameters to vary as functions of input
parameters, rather than being constant. These parameters are said to be ”stateaware”. There are many cases in which the phenomenon of non-constant calibration
parameters have been observed and accounted for, resulting in great improvements in
predictive capability Atamturktur et al. [2015], Chodora et al. [2020], Plumlee et al.
[2015], Pourhabib et al. [2015], Ezzat et al. [2018].
However, all research performed using state-aware calibration parameters has
made the assumption that the constant parameters and the state-aware parameters
are known a priori. The research in Part II aims to remove this requirement in
state-aware calibration models, and perform a selection routine which identifies each
parameter as state-aware or constant in conjunction with performing calibration.
Included in this work are several numerical examples, as well as a case study involving
the inference of material properties of composite materials Arp et al. [Submitted]
illustrating the utility of this methodology in practice.
Lastly, conclusions are made regarding the applications of the research in Parts
I and II, and future directions of research are discussed.
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Part I
Functionally Constrained Gaussian
Processes

4

Chapter 1
A Kernel-Based Approach for
Modelling Gaussian Processes with
Functional Information
1.1

Introduction
Gaussian processes [Rasmussen et al., 2006] are popular tools among statisti-

cians and engineers for modeling complex problems because of their flexibility, simplicity, and their ability to quantify uncertainty. As Gaussian processes have become
more popular in practice, there is an increased demand to modify Gaussian processes
to possess certain characteristics. Swiler et. al. Swiler et al. [2020] give several such
possibilities to implement bound constraints, monotonicity constraints, differential
equation constraints, and boundary condition constraints.
In differential equations, boundary constraints on the actual values of the solution are called Dirchlet boundary conditions (as opposed to, e.g., Neumann boundary
conditions which specify values of the derivatives). This is a common setting for mod5

eling GPs. In a more general scenario, however, one may simply have knowledge of a
process on a subset of the domain. This does not necessarily fit under the umbrella of
“boundary conditions”, as the knowledge of the process may not be on the boundary
and/or the process may not to be known to satisfy a differential equation. In this
paper we propose a novel adaptation of a large class of Gaussian processes which have
known, fixed values on an arbitrary subset of the domain. For simplicity, we will refer
to this notion throughout the paper as “boundary constraints” while recognizing that
the methodology is not limited to the boundary.
As motivation, consider the following materials science application. Finite
element models can be used to predict the strength of composite materials consisting
of a polymer matrix and a filler material consisting of embedded spherical particles
[Arp et al., Submitted]. There are seven parameters contributing to variations in
strength, six of which determine properties of the filler and interactions between the
filler and the matrix. The code to run the finite element model is too expensive to
run directly, so Gaussian process models can serve as an approximation of the model
given model runs throughout the domain. However, when there is no filler in the
material, the strength of the composite is simply the strength of the polymer, which
is a control parameter. Therefore, the strength of the composite is already known
on a six-dimensional subset of the seven-dimensional domain. In an ideal setting one
would be able to use that information in totality to improve the Gaussian process
model. This information, though, cannot be captured via conditioning on a finitedimensional multivariate Gaussian distribution.
Given that infinitely many points are available in this scenario, one may suggest selecting a sufficient number of discrete points so that prediction error on this
subset is below a certain threshold. For instance, the standard rule of thumb for
choosing the sample size in a computer experiment is 10d where d is the dimension
6

of the domain Loeppky et al. [2009]. However, this rule is given in the context of
computer experiments, where computing computer model runs can be very time consuming. Given the application stated above where there is no computational cost
associated with the information, this may not be the best approach. A more tailored
approach to choosing the necessary sample size given an error threshold is given by
Harari et al. [2017], who consider sample size as a a random variable whose distribution is determined by the prior distribution on the parameterization of the covariance
kernel family used. Though useful from a theoretical perspective, practically this
would require strong prior knowledge of the parameter values, which is not likely to
be known. Ultimately, one may simply check the prediction accuracy based upon various sample sizes and choose an appropriate sample size based upon trial and error.
However, this still raises the question of how these points are distributed throughout the domain. Our interest here is thus a method for using Gaussian processes to
capture information on an arbitrary subset of the domain in a more principled way.
There exist in the literature several proposed approaches for solving simplified
versions of this problem. Solin and Särkkä [2019] suggested modifying an analytic
stationary covariance function by approximation with a collection of functions which
vanish on the boundary of the domain. The basis functions used were solutions to
the eigenvalue problem for the homogeneous Laplace equation. Lange-Hegermann
[2020] used pushforward mappings to modify Gaussian processes to satisfy homogeneous linear operator constraints, including boundary constraints. One particular
pushforward of a Gaussian process X is of the form ρX, where ρ : Rd → [0, 1]. The
author suggested choosing ρ so that ρ ≡ 0 on the boundary as a means of satisfying
the constraint. Tan [2016] several years earlier developed an explicit construction
representative of the reasoning from Lange-Hegermann [2020], and developed a mean
function which permits nonzero constant boundary conditions. Though these meth7

ods have proven reasonable and effective under certain circumstances, none are able
to handle truly general boundary conditions.
The reasoning behind our construction follows from a more probabilistic perspective, in which fixing the value of a Gaussian process at certain points can be
considered as computing the conditional distribution. For Gaussian distributions,
computing conditional distributions is very straightforward in finite dimensions. But,
for cases in which the value is assumed to be fixed on an uncountable subset containing infinitely many points, it is not straightforward to compute the conditional
distribution. Our approach is to consider conditional expectation as an orthogonal
projection, and so computing the conditional distribution reduces to explicitly identifying the form of the projection, which we are able to do.
As an illustration, consider the following example. Let T ⊂ Rd , and define
X0 = {Xs0 ; s ∈ T } to be a Gaussian field with mean function µ and covariance kernel
k. Define T0 ⊂ T to be a finite collection of points, T0 = {t1 , ..., tn }. It is well known
that the stochastic process Xn = {Xsn ; s ∈ T } where Xsn = Xs0 |(Xt1 = xt1 , ..., Xtn =
xtn ) is a Gaussian process with mean function µ
µ0 (s) = µ(s) + k(s, t)k(t, t)−1 (x − µ(t)),

(1.1)

k0 (s, s) = k(s, s) − k(s, t)k(t, t)−1 k(t, s),

(1.2)

and covariance kernel

where t = (t1 , . . . , tn )> and s ∈ T . This can be shown using orthogonal projections
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and properties of Hilbert spaces. Define




X1 
X= ∼N
X2



  


µ1  Σ11 Σ12 
 ,
 ,
>
µ2
Σ12 Σ22

Recalling that conditional expectation is an orthogonal projection, we can write X1 =
(X1 − P X2 ) + P X2 , for some linear operator P so that Cov(X1 − P X2 , X2 ) = 0. In
the finite dimensional case, P is simply a matrix. Expanding this covariance out, we
see
0 = Σ12 − P Σ22 ,
Thus, P is the solution to Σ12 = P Σ22 . In the finite dimensional case, assuming X2
is nondegenerate, we see P = Σ12 Σ−1
22 . Then, it follows that

E[X1 |X2 = x2 ] = E[X1 − P X2 |X2 = x2 ] + P E[X2 |X2 = x2 ] = µ1 − P µ2 + P x2
= µ1 + P (x2 − µ2 ),
V (X1 |X2 = x2 ) = V (X1 − P X2 ) = Cov(X1 , X1 − P X2 ) − Cov(P X2 , X1 − P X2 )
= Cov(X1 , X1 − P X2 ) = Σ11 − Σ12 P > .

In the finite dimensional case, projection matrices typically can be computed
explicitly. However, for infinite dimensional function spaces, projections are not as
tractable. Therefore, our goal is to identify the distribution of a Gaussian process
X0 conditional on X0 |T0 = g0 with an orthogonal projection from one function space
to another, describe the projection operator in a more meaningful way, and use it to
compute the conditional distribution. Then, we discuss how one might derive this
result from conditioning on a representative set of points, providing an avenue for
showing that our results do indeed represent the conditional distribution.
9

This paper is organized as follows: Section 2 introduces some of the relevant
information and notation that will be used throughout the paper, while Section 3
describes the construction of the mean and covariance of the process and illustrates
how it can be derived by limits. Section 4 provides some probabilistic credence to
the derivation in Section 3 including the connection to conditional expectation, and
Section 5 is dedicated to illustrating how one might actually employ this approach
in the context of more complex statistical models, as well as the notion of inexact or
noisy information on T0 . Lastly, Section 6 discusses computational implementation,
including several examples. We draw on several fundamental results from probability,
functional analysis, and Reproducing Kernel Hilbert space theory that can be found
in Kallenberg [1997], Lax [2002], and Paulsen and Raghupathi [2016] respectively.

1.2

Preliminaries
Construction of a conditional distribution revolves around the covariance func-

tion, which for the case of Gaussian processes will be studied as an element of a function space. As conditional expectation is an orthogonal projection in a Hilbert space,
we need the covariance function to satisfy more properties than simply continuity
or continuous differentiability. In this section we breifly review reproducing kernel
Hilbert spaces (RKHS) and universal kernels, which play fundamental roles in our
proposed construction. We use K to denote the integral operator in L2 (T ) associated
with k, defined by
Z
Kx(t) =

k(s, t)x(s)ds,
T

where T ⊂ Rd , denote the range of K as R(K), and define h· , ·i to be the standard
inner product on L2 .

10

1.2.1

Reproducing Kernel Hilbert Spaces
For t ∈ T , define δt to be the Dirac functional which maps a function f to f (t).

The collection {δt }t∈T are known as the evaluation functionals. These are commonly
seen defined on the continuous functions (C(T ), || · ||∞ ) where || · ||∞ denotes the
supremum norm. As elements of the dual space, the evaluation functionals correspond
to Dirac measures. The motivation behind reproducing kernel Hilbert spaces (RKHS)
is to construct a Hilbert space so that the evaluation functionals are bounded, and
thus identify uniquely with an element of the space itself. This is different from an
L2 space that contains congruence classes of functions in which two classes are equal
if their representives are equal almost surely. Under this construction, the evaluation
functionals are not even well-defined. Thus, to guarantee these functionals exist
and are bounded, clearly the Hilbert space must contain only continuous functions.
Therefore, a RKHS on T is defined to be a collection of functions (H(T ), h·, ·iH(T ) )
such that the evaluation functionals are bounded.
A kernel k defined on T × T has the reproducing property on H(T ) if the
representation of δt in H(T ) is kt := k(·, t) for each t ∈ T . Thus, it follows that
the inner product h·, ·iH(T ) satisfies f (t) = hf, kt iH(T ) , for any f ∈ H(T ), t ∈ T . By
the Moore-Aronszajn Theorem, each RKHS is identified uniquely with a kernel [2.14
Paulsen and Raghupathi, 2016, Theorem ]. The space H(T ) is constructed via closing
the span of the functions {kt }t∈T under || · ||H(T ) , which implies {kt }t∈T ⊂ H(T ). In
addition, the norm of kt can be calculated explicitly by
1/2

||kt ||H(T ) = hkt , kt iH(T ) = k(t, t)1/2 .

11

Furthermore, for s, t ∈ T ,

||ks − kt ||2H(T ) = hks − kt , ks − kt iH(T ) = k(s, s) − k(s, t) − k(t, s) + k(t, t)
Using this, we may note that if k is γ-Hölder continuous, then ||ks − kt ||2H(T ) ≤
B|s − t|γ , for some constant B > 0. This fact plays an important role in showing
weak convergence of Gaussian processes to a limit in Section 4.
Mercer’s theorem [Lax, 2002, pp. 343-344] plays a fundamental role in the
theory of RKHS, which states that if k is a continuous kernel, then for any s, t ∈ T ,
there exists a non-negative sequence {λn } and an orthonormal basis {en } such that

k(s, t) =

∞
X

λn en (s)en (t),

n=1

which as a series converges absolutely and uniformly. In addition, it can be shown
that for f, g ∈ H(T ),
hf, giH(T ) =

∞
X
hf, en ihg, en i
n=1

λn

,

P
hf,en i2
< ∞. Therefore, we can generalize
and thus any f ∈ H(T ) must satisfy ∞
n=1
λn
P
2
√an
this to write H(T ) = { ∞
n=1 an en : { λn } ∈ ` }.
Consider the square root operator K 1/2 of the integral operator K. Observing
R
P
that ∞
λ
=
k(s, s)ds < ∞, it follows that K 1/2 is a bounded, compact, selfn
n=1
T
adjoint operator [Lax, 2002], and can be represented by

K

1/2

x=

∞
X

λn1/2 hx, en ien .

n=1
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Since for x ∈ L2 (T ),

||K

1/2

x||2H(T )

= hK

1/2

x, K

1/2

xiH(T ) =

∞
X
hK 1/2 x, en i2
n=1

=

∞
X

λn

√
∞
X
( λn hx, en i)2
=
λn
n=1

hx, en i2 ≤ ||x||2L2 ,

n=1

where the last inequality is an application of Bessel’s inequality, we see that im(K 1/2 ) ⊂
H(T ). Thus, K 1/2 is bounded with respect to || · ||H(T ) . In particular, if K has a trivial nullspace, the eigenvectors {en } span L2 (T ), which allows us to substitute the
inequality with an equality. If this is the case, K 1/2 is an isometric isomorphism
between L2 (T ) and H(T ). Hence, K −1/2 exists and is bounded, and for f, g ∈ H(T ),

hf, giH(T ) = hK −1/2 f, K −1/2 gi.

As motivated in the previous section, the projection occurs in both the mean
and the covariance, meaning that the mean function should be an element of the
RKHS. If the mean function is zero, this is trivially the case. Otherwise, it is difficult
to check if a function is an element of H(T ). As stated before, H(T ) ⊂ C(T ),
but the converse is not true in general. For example, it has been shown that the
RKHS associated with the square exponential kernel given by k(s, t) = exp{−|s−t|2 }
does not contain any constant functions or polynomials in general [Ha Quang, 2010].
Ideally, the mean function is an element of the RKHS, but in the case which it is
not, it is important that it can be well approximated by an element of the RKHS.
The notion of universality is an important concept which describes the “coverage” of
a kernel with respect to the continuous functions.

13

1.2.2

Universal Kernels
Since the space of uniformly continuous functions does not form a Hilbert

space, there cannot exist a kernel such that H(T ) = C(T ). Thus, the universality
of a kernel refers to the ability of the associated RKHS to approximate continuous
functions. In particular, a kernel is said to be universal if H(T ) is dense in C(T )
under the supremum norm || · ||∞ , i.e. if any continuous function can be approximated to arbitrary precision by an element of H(T ). Uninversal kernels were covered
extensively by Micchelli et al. [2006], and our insight stems from this paper.
In statistics and machine learning, it is typical for one to use translationinvariant or stationary kernels when defining Gaussian processes, i.e kernels k̃ such
that k̃(s, t) = k(s − t) for some function k. Bochner’s theorem [Lax, 2002, pp. 141147] provides that k̃ is a kernel if and only if there exists a unique Borel measure ν
on Rd satisfying for any s ∈ Rd ,
Z

ei(s,t) ν(dt),

k(s) =
Rd

where (· , ·) denotes the dot product on Rd . Defining φ to be so that φ(s)(t) = ei(s,t) ,
we see that
Z
k(s1 − s2 ) =

i(s1 ,t) −i(s2 ,t)

e
Rd

e

Z
φ(s1 )(t)φ(s2 )(t)ν(dt) = hφ(s1 ), φ(s2 )i.

ν(dt) =
Rd

Since φ does not depend on k, the properties of universality are completely determined
by the measure ν.
Micchelli et al. [2006] show that if ν is absolutely continuous with respect to
Lebesgue measure, then k̃ is universal. In this sense, any characteristic function of a
continuous, symmetric probability distribution is universal. This fact alone provides
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that since the square exponential kernel is the characteristic function of a zero mean
Gaussian distribution, and the Matérn kernel is the characteristic function of the
t-distribution, any square exponential and Matérn kernel is universal. Furthermore,
any kernel of the form

k(s − t) = C exp

−

d
X


`i |si − ti | , C, `i , pi > 0
pi

i=1

is universal, as these are the characteristic functions of a subclass of symmetric stable distributions. Furthermore, non-stationary universal kernels may be constructed
using the idea presented below.
Proposition 1.2.1. Suppose k is a universal kernel, and q is a kernel of the form

q(s, t) = σ(s)σ(t)k(s, t),

where σ is a continuous function on T satisfying 0 < m ≤ σ(s) ≤ M < ∞ for some
m and M for each s ∈ Rd . Then, q is universal.
Proof. Since k is universal, R(K) is dense in C(T ). Now, define Q : L2 (T ) → L2 (T )
by
Z
Qx(t) =

Z
q(s, t)x(s)ds = σ(t)

X

k(s, t)σ(s)x(s)ds.
X

Thus, we observe that Iσ = {σf : f ∈ R(K)} ⊂ R(Q). Therefore, it suffices to show
that Iq is dense in C(T ) under || · ||∞ . So, let g ∈ C(T ). Then,

g
σ

∈ C(T ). So, for

 > 0, choose f ∈ R(K) so that ||f − σg ||∞ < /M . Then, for any s ∈ T ,
|σ(s)f (s) − g(s)| = |σ(s)| f (s) −
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g(s)
< .
σ(s)

Thus, one may combine translation invariant kernels such as those given
above with non-homogeneous variance conditions to generate a general class of nonstationary universal covariance kernels. In practice, working with a universal kernel
is important since it is often not realistic to assume the function one is interested in
estimating is in H(T ). In the next section, the importance of universal kernels will
become clear, as the solution relies on the computation of an RKHS inner product.

1.3

Deriving the Mean and Covariance
In this section, we define a mean and covariance for a Gaussian process X that

results from the limit of mean and covariance functions obtained via conditioning on
finitely many points in a subset of the domain. Section 4 will discuss the implications
these results from a probabilistic perspective.

1.3.1

Derivation
Let T ⊂ Rd be compact, and T0 ⊂ T be an arbitrary set on which we assume

information about a particular function g is known. Any Gaussian process which
is fixed on T0 must have a covariance function k0 satisfying k0 (s, t) = 0, if one of
s, t ∈ T0 . Denote by H(T ) to be the RKHS associated with continuous and universal
kernel k, and define
H0 = {f ∈ H(T ) : f |T0 ≡ 0}.
It can be verified that H0 is a closed subspace of H(T ), which implies that there exists
an orthogonal projection P : H(T ) → H0 . H0 is also a RKHS with reproducing kernel
k0 (s, t) = (P k)(s, t) = hP ks , kt iH(T ) [Paulsen and Raghupathi, 2016, Theorem 2.5].
Furthermore, by properties of orthogonal projections, any function f ∈ H(T ) which
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satisfies f = g on T0 must be of the form

f = h0 + g⊥ ,

where g⊥ ∈ H0⊥ is so that g has the unique representation g = g0 + g⊥ , where
g0 , h0 ∈ H0 . The Kolmogorov existence theorem permits the existence of a Gaussian
process given a mean µ and kernel function k provided that the k is symmetric and
positive semi-definite [Kallenberg, 1997, pp. 92]. As a corollary, we have the following
result.
Theorem 1.3.1. For a continuous covariance function k given, and µ ∈ H(T ), there
exists a Gaussian process X = {Xt ; t ∈ T } with mean µ0 = P µ + g⊥ and covariance
P k. In addition, Xt = g⊥ (t) a.s. for each t ∈ T0 .
Though such processes are guaranteed to exist, this result by itself is not very
useful from a practical standpoint since it is unclear how one might compute P f for
arbitrary f ∈ H(T ). Note that

H0⊥ = Span({ks ; s ∈ T0 }).
Hence, in the remainder of this section, we use H0⊥ for computations, as the elements
of this RKHS are more naturally described.
Let k⊥ be the reproducing kernel for H0⊥ . Since H(T ) = H0 ⊕ H0⊥ , it follows
that k = k0 + k⊥ [Paulsen and Raghupathi, 2016, Corollary 5.5], and therefore k0 =
k − k⊥ . Naturally, one may compute k⊥ (s, t) = h(I − P )ks , kt iH(T ) . However, in this
section, we will find a more tractable expression for k⊥ which does not require the
use of a projection operator.
First, suppose T0 = {t1 , . . . , tn }, and define Q to be the orthogonal projection
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onto H0⊥ = Span({kt1 , . . . , ktn }). Although computing the conditional distribution
in this case is trivial, we provide an alternative derivation which extends directly
to a more general setting. Without loss of generality, assume that {kt1 , . . . , ktn } is
a linearly independent set so that the matrix k(t, t) = (k(ti , tj ))ni,j=1 has full rank.
Then, any f ∈ H(T ) can be decomposed uniquely as f = f0 + Qf , where Qf0 ≡ 0,
and
Qf =

n
X

ai (f )kti ,

i=1

where Qf (ti ) = f (ti ) for each i = 1, . . . , n [Paulsen and Raghupathi, 2016, Corollary
3.5]. In turn, this implies the vector a(f ) = (a1 (f ), . . . , an (f ))> satisfies
a(f ) = k(t, t)−1 f (t).

Therefore, for f1 , f2 ∈ H(T ), the inner product on H0⊥ for Qf1 , Qf2 is computed as

hQf1 , Qf2 iH(T ) =

n
DX

ai (f1 )kti ,

i=1

=

n X
n
X

n
X

aj (f2 )ktj

j=1

E
H(T )

=

n X
n
X

ai (f1 )aj (f2 )hkti , ktj iH(T )

i=1 j=1

ai (f1 )aj (f2 )k(ti , tj ) = a(f1 )( t, t)a(f2 ) = f (t)> k(t, t)−1 f2 (t).

i=1 j=1

Using this formula, we see for s1 , s2 ∈ T that
k⊥ (s1 , s2 ) = hQks1 , Qks2 iH(T ) = k(s1 , t)k(t, t)−1 k(t, s2 ),

which implies that

k0 (s1 , s2 ) = k(s1 , s2 ) − k(s1 , t)k(t, t)−1 k(t, s2 ).

By setting P = I − Q, noting that g⊥ = Qg, and using the reproducing property, we
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may write

µ0 (s) = [(I − Q)µ](s) + g⊥ (s) = µ(s) + [Q(g − µ)](s) = µ(s) + hQks , Q(g − µ)iH(T )
= µ(s) + k(s, t)k(t, t)−1 (g(t) − µ(t)).

Note the formulae for µ0 and k0 correspond with those for the conditional distribution
of Xs |(Xt1 = g(t1 ), . . . , Xtn = g(tn )), as expected.
Define the mapping ψ : H0⊥ → Rn by ψ(f ) = f (t). Equipping Rn with the
inner product
hf1 , f2 i0 = f1 0 k(t, t)−1 f2 ,
it is clear that ψ is an isometry. This observation is emphasized because of the fact
that even though elements of H0⊥ are functions on T , they are completely determined
by their values on T0 . In fact, (Rn , h·, ·i0 ) is itself an RKHS with kernel k(t, t), which
is congruent to k|T0 ×T0 . Therefore, in some sense one can think of ψ as a restriction
to the set T0 . This is a key feature of our construction, one that holds true in the
general case.
Now suppose T0 is an arbitrary subset of T , and define H(T0 ) to be the RKHS
generated by k of functions defined on T0 . Although this space is different than H0⊥ ,
one can also write
H(T0 ) = Span({ks |T0 : s ∈ T0 }),
so in some sense H(T0 ) and H0⊥ are generated by the same functions, which leads to
an important result.
Theorem 1.3.2. There exists an isometric isomorphism between H0⊥ and H(T0 ).
Proof. Define ψ : Span({ks ; s ∈ T0 }) → H(T0 ) by f 7→ f |T0 . Clearly ψ is well-defined
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and linear. Additionally, for arbitrary n ≥ 1, {t1 , . . . , tn } ⊂ T0 , and f =

Pn

i=1

ai kti ,

we have

hf, f iH(T ) =
=

n X
n
X

ai aj hkti , ktj iH(T ) =

i=1 j=1
 X
n

ψ

n X
n
X

ai aj hψ(kti ), ψ(ktj )iH(T0 )

i=1 j=1



ai kti , ψ

i=1

n
X

aj ktj



= hψ(f ), ψ(f )iH(T0 ) .

H(T0 )

j=1

Therefore ψ is an isometry. Since Span({ks ; s ∈ T0 }) is dense in H0⊥ , there exists
an isometry ψ̃ : H0⊥ → H(T0 ) [Rudin, 1973, pp. 205] which is defined by limits, and
therefore must also map f 7→ f |T0 . Clearly ψ̃ is one-to-one since ψ̃f ≡ 0 implies that
f |T0 ≡ 0, meaning that f ∈ H0 . Since f ∈ H0⊥ , f ≡ 0.
Now, suppose h ∈ H(T0 ). Then, there exists a Cauchy sequence {hn } ⊂
Span({ks |T0 ; s ∈ T0 }) which converges to h. One may define {fn } ∈ H0⊥ so that
ψ̃fn = hn . Since ψ̃ is an isometry, {fn } is Cauchy and therefore has a limit f ∈ H0⊥ .
Then,


ψ̃f = ψ̃ lim fn = lim ψ̃fn = lim hn = h,
n

n

n

which completes the proof.
Thus, defining Q to be the projection from H(T ) to H0⊥ , we have

Qf (s) = hQf, ks iH(T ) = hf |T0 , ks |T0 iH(T0 ) .

Therefore, in the more general case, for s1 , s2 ∈ T , one may write

µ0 (s1 ) = µ(s1 ) + hks1 |T0 , (g − µ)|T0 iH(T0 ) ,
k0 (s1 , s2 ) = k(s1 , s2 ) − hks1 |T0 , ks2 |T0 iH(T0 ) .
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(1.3)
(1.4)

Referring back to series representation of the RKHS inner product, the inner product
h·, ·iH(T0 ) , is much more tractable than the inner product h·, ·iH0⊥ due to the fact that
the kernel on H(T0 ) is known explicitly, whereas the kernel k⊥ for H0⊥ is computed
via a projection which is less tractable from a numerical perspective. In the Section
1.6, we show that this formulation can be used in a numerical setting.

1.3.2

Limits
As mentioned in Section 1, one potential method of approximating the distri-

bution of a Gaussian process conditional on all of T0 is by conditioning on a representative finite subset of T0 . We will now show that the conditional mean and covariance
computed from this method converge to µ0 and k0 given by (3-4) as the number of
points conditioned on increases. By Theorem 3.2, it is acceptable to consider functions on T0 . Assume any function defined in this section is done so on T0 unless
otherwise specified. Let D = {tn } be a countable dense subset of T0 , and consider
KD := Span({kt ; t ∈ D}). Note that since D is dense, for arbitrary s ∈ T0 , there
exists a subsequence {tnj } ⊂ D so that ks = limj→∞ ktj . Therefore,

{ks ; s ∈ T0 } ⊂ KD ⊂ H(T0 ).

which implies that KD = H(T0 ). As a consequence, for a given f ∈ H(T0 ) and for
 > 0, there exists an N0 so that any interpolating approximation fN by {ktn }N
n=1 of
f satisfies
||fN − f ||H(T0 ) < , if N ≥ N0 .
By defining QN as the orthogonal projection on Span({ktn }N
n=1 ), this is statement is
equivalent to saying that QN f → f for any f ∈ H(T0 ).
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N
Now, define µN
0 and k0 as the mean and covariance resulting from conditioning

on {t1 , . . . , tN }. Recalling the derivation of hQN f1 , QN f2 iH(T0 ) , and noting that

hQN f1 , QN f2 iH(T0 ) → hf1 , f2 iH(T0 ) ,

it follows that for s1 , s2 ∈ T
µN
0 (s1 ) = µ(s1 ) + hQN ks1 , QN (g − µ)iH(T0 ) → µ(s1 ) + hks , g − µiH(T0 ) = µ0 (s1 )
(1.5)
k0N (s1 , s2 ) = k(s1 , s2 ) − hQN ks1 , QN ks2 iH(T0 ) → k(s1 , s2 ) − hks1 , ks2 iH(T0 ) = k0 (s1 , s2 ).
(1.6)
Observe also that

k0N (s1 , s2 ) − k0 (s1 , s2 ) = hks1 , ks2 iH(T0 ) − hQN ks1 , QN ks2 iH(T0 )
= h(I − QN )ks1 , (I − QN )ks2 iH(T0 ) ,
which implies that k0N − k0 is a positive kernel. In the sense of stochastic processes,
this property implies that k0 is a further reduction of variance from k0N . In fact,
equations (5-6) correspond directly to equations (1-2) respectively. The next section
we address the question of stochastic convergence.
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1.4

Weak Convergence and a Probabilistic Perspective
One of the highlights of the previous section was showing that the finite di-

mensional distributions of a Gaussian process conditioned on N points converges to
a limiting process provided that the mean function µ is in the RKHS associated with
the covariance kernel and the dense set of points defines a function g which is also
contained in the RKHS. Define the sequence of Gaussian processes {XN } so that XN
N
has mean and covariance µN
0 and k0 , and define X to be a Gaussian process with

mean and covariance µ0 and k0 . To show that the limit of the finite dimensional
distributions defines a Gaussian process X such that XN ⇒ X, it remains to show
that {XN } is tight.
As the setting for many applications desires continuous processes, it is important to ensure that sample paths of {XN } are almost surely continuous for each
N ≥ 0.
Lemma 1.4.1. Suppose that X is a Gaussian process with mean µ and covariance
kernel k. If µ is continuous and k is γ−Hölder continuous on Rd × Rd , then there is
a version of X which almost surely continuous.
Proof. We will use the Kolmogorov-Chentsov theorem [Kallenberg, 1997, pp. 35-36]
which states that X has a continuous version on Rd taking on values in a complete
metric space (S, ρ) if there exists a, b > 0 such that

E[ρ(Xs , Xt )a ] ≤ |s − t|d+b , s, t ∈ Rd .

Assume that X has zero mean and covariance as specified above. Define ρ to be the
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Euclidean norm on R, and recall that for any zero mean Gaussian random variable
Z and any even integer a,
E[Z a ] = Ca E[Z 2 ]a/2 ,
where Ca =
than

2d
,
γ

Qa/2

i=1 (2i

− 1). Defining a to be the smallest even integer strictly larger

we see for any s, t ∈ Rd ,


a/2
E[ρ(Xt , Xs )a ] = E[(Xt − Xs )a ] = Ca E[(Xt − Xs )2 ]a/2 = Ca k(t, t) − 2k(t, s) + k(s, s)
≤ C|s − t|γa/2 = C|s − t|d+(γa/2−d) .

Thus, selecting b = γa/2 − d, and scaling ρ appropriately, we get the result for a
zero mean process. Lastly, the non-zero mean process can be achieved by translating
the process by the mean, repeating the procedure above, and noting that the sum of
continuous functions is continuous.

It is indeed the case that {XN } is tight if the conditions for the KolmogorovChentsov theorem stated above are met uniformly on N [Kallenberg, 1997, pp. 3536]. The theorem below provides conditions for the tightness of {XN } to a Gaussian
process X with mean function µ0 and covariance kernel k0
Theorem 1.4.2. If the covariance kernel k is γ−Hölder continuous, k is universal
on T0 and g|T0 , µ|T0 ∈ H(T0 ), then {XN } is tight in (C(T ), || · ||∞ ).
Proof. Recall the remark in Section 3 in which the mean and covariance of XN written
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µN and k N can be defined as

µN
0 (s) = µ(s) + hQN ks , QN (g − µ)iH(T0 ) ,
k0N (s, t) = k(s, t) − hQN ks , QN kt iH(T0 ) .

Now, observe that for s0 ∈ T ,
|k0N (s0 , s) − k0N (s0 , t)| ≤ |k(s0 , s) − k(s0 , t)| + |hQN ks0 , QN (ks − kt )iH(T0 ) |
≤ C|s − t|γ + ||QN ks0 ||H(T0 ) ||QN (ks − kt )||H(T0 )
≤ C|s − t|γ + ||ks0 ||H(T0 ) ||ks − kt ||H(T0 )
≤ C|s − t|γ + ||ks0 ||H(T0 ) ||ks − kt ||H(T )
≤ C|s − t|γ + C 0 |s − t|γ/2 ≤ C̃|s − t|γ/2 ,

where the first inequality follows frome the triangle inequality, the final inequality
follows form the boundedness of T , and C̃ does not depend on s0 or N . Since k
itself is γ−Hölder continuous, it follows that k0N is γ/2−Hölder continuous on T × T
uniformly in N . Furthermore, µN → µ uniformly where we again use the fact that
K̃ is uniformly γ/2−Hölder continuous on {QN (g − µ)}. Therefore, {XN } is tight.

Therefore, it follows that XN ⇒ X if the original mean function is continuous,
and the covariance kernel is Hölder continuous. In particular, X is the Gaussian
process X0 conditioned on X0 |D = g. One would like to extend this result to say that
X is the Gaussian process conditioned on X0 |T0 = g. Since conditional expectation
is determined by the σ−fields generated by the random elements, it suffices to show
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that


σ {Xt0 ; t ∈ D} = σ {Xt0 ; t ∈ T0 } .
This follows directly from the fact that for any sequence {tnj } such that tnj → t,

Xtnj → Xt , a.s.
Furthermore, since measurability under limits of functions is preserved, for any t ∈ T0 ,

Xt is σ {Xt0 ; t ∈ D} -measurable. Thus, X is a version of the original stochastic
process conditioned on X0 |T0 = g. To more aptly discuss the significance of this

result, denote F0 = σ {Xt0 ; t ∈ T0 } . Then, defining Fg = {Xt0 = g(t); t ∈ T0 } ∈ F0 ,
we may simply define X by Xt = Xt0 |Fg .
Now, speaking in more broad terms, suppose we define Xt = E[Xt0 |F0 ]. Since
X0 is continuous, there exists a unique process up to a nullset N whose elements
are defined above [Kallenberg, 1997, pp. 34]. Furthermore, X is an F0 -measurable
process which can be thought of as an predictor of X0 rather than g, which allows us
to discuss the notion of optimality in prediction.
Theorem 1.4.3. For any F0 -measurable process X̂, it follows that for any t ∈ T ,




E (Xt0 − X̂t )2 ≥ E (Xt0 − Xt )2 .

The proof of this follows directly from the definition of conditional expectation. To illustrate the value of this observation, consider a simple Gaussian process
model given by X 0 (x) = µ(x) + W (x), where W is a centered Gaussian process with
covariance kernel k, where it is of interest to predict X 0 . Then, given the information of X0 on any subset of its domain, the predictive process containing the prior
information of X0 which minimizes the mean square prediction error is X.
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1.5

Inexact Solutions and Noise
Throughout the past two sections, it has been assumed that g and µ constricted

to T0 are contained in H(T0 ). Though necessary for our computations, this is actually
a very limiting assumption as in general H(T0 ) is very small relative to C(T0 ) [Vaart
and Zanten, 2011]. We will see in the next section that this does not play much of a
factor in a more practical setting provided that H(T0 ) is dense in C(T0 ). Nevertheless,
the model presented in the previous two sections is confined to a very basic Gaussian
process model, and it is unclear based upon the previous sections how one may apply
our method to more involved statistical models. This section is dedicated to showing
how one might modify our approach when complexity is added into a Gaussian process
model, illustrated through several different examples.
It is commonplace for Gaussian process computer models to have more than
one source of uncertainty. For example, one may model correlated data y 0 as

y 0 (x) = µ(x) + δ 0 (x) + ε0 (x),

µ is a deterministic computer model, δ 0 refers to zero mean model bias [Kennedy and
O’Hagan, 2001b], and ε0 refers to zero mean error associated with collecting data,
with δ 0 and ε0 independent Gaussian processes. Suppose that the output y 0 is known
explicitly on T0 and is described by the function g. This would correspond to ε0 = 0
and δ 0 = g − µ on T0 with zero variance. If ε0 represents uncorrelated error, then one
may use this information to update y 0 so that

y(x) = µ0 (x) + δ(x) + ε(x),

where µ0 is defined as in Section 3, δ(x) has mean zero and covariance k0 , and ε
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is a zero mean white noise Gaussian process whose variance on T0 is zero. If ε0 is
correlated error, then one may perform the same modification on ε0 as done for δ 0
provided that the covariance function for ε0 is continuous.
As one can see, considering slight alterations in the overall structure of the
model does not significantly alter our methodology if one assumes that the information on T0 is known exactly. Now, we will consider more complicated case where
information on T0 is known less explicitly.

1.5.1

Handling information up to a white noise
Now, suppose the information on T0 is known up the white noise ε at each point

which is independent of X0 . In other words, we want to compute the distribution of
X where X|T0 = g̃ = g + ε. There are several reasons for adding the white noise term,
with the first being that it may not be the case that information is known completely
on T0 . Another common reason to consider is that covariance matrices constructed
from very smooth kernels (e.g. square exponential) can be very ill-conditioned, and
so one adds a ”nugget” term ensure stable computations [Ranjan et al., 2011]. Using
this formulation, one may derive very similar results as in Section 3.
In either case, the covariance function becomes k̃(s, t) = k(s, t) + σ 2 I(s = t).
Since this kernel is not continuous, the theory of RKHS cannot apply here in the sense
that has been described in the previous sections. For t = (t1 , . . . , tn ), the covariance
matrix generated by k̃ is of the form k(t, t) + σ 2 In , where In is the n × n identity
matrix. One may naturally extend this to L2 by defining the operator K̃ = K + σ 2 I,
where K is the standard integral operator and I is the identity operator, which are
both defined on L2 (T0 ). However, here it is important to note that K̃ maps to L2 (T0 )
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rather than a RKHS. Now, recall the representation of the RKHS inner product as

hf, giH(T0 ) = hK −1/2 f, K −1/2 g̃iT0 ,
where h·, ·iT0 denotes the L2 inner product on T0 . Using previous notation, eigenvalues
and eigenvectors of K̃ are {λn + σ 2 } and {en }, and so one may represent K̃ as

K̃(·) =

∞
X
(λn + σ 2 )h · , en iT0 en .
n=1

Therefore, K̃ −1/2 can be represented by

K̃

−1/2

(·) =

∞
X

√

n=1

1
h · , en iT0 en .
λn + σ 2

Replacing K −1/2 with K̃ −1/2 , we may define a new inner product for f1 , f2 ∈ L2 (T0 )
by
hf1 , f2 iK̃ = hK̃

−1/2

f1 , K̃

−1/2

f2 iT0

∞
X
hf1 , en iT0 hf2 , en iT0
.
=
λn + σ 2
n=1

Since any continuous function defined on T0 is also an element of L2 , this definition is
valid. Using this, it follows that X is Gaussian with posterior mean µ̃0 and posterior
covariance k̃0 , which are defined in the same way as µ0 and k0 , but replacing h·, ·iH(T0 )
with h·, ·iK̃ . Therefore, we define µ̃0 and k̃0 by

µ̃0 (s1 ) = µ(s1 ) + hks1 , g̃ − µiK̃ ,
k̃0 (s1 , s2 ) = k(s1 , s2 ) − hks1 , ks2 iK̃ .

Note here that g̃ is a stochastic process, so in fact this definition is not only conditional
on X0 |T0 , but on ε as well.
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1.5.2

Handling Stochastic Information
Lastly, we consider the more general case where the information on T0 is

known up to a zero mean Gaussian process δ with covariance kernel q, which is again
independent of X0 . One may write this as finding the distribution of X where X|T0 =
gδ = g + δ. Then, again the covariance matrix in the finite case is given by k(t, t) +
q(t, t), and the associated RKHS with k + q is the sum Hk+q (T0 ) = H(T0 ) + Hq (T0 ),
where Hq (T0 ) is the RKHS associated with q. In general H(T0 ) ∩ Hq (T0 ) 6= {0}, so
the sum is not direct, which makes determining the inner product on Hk+q (T0 ) as the
sum of its constituents nontrivial. However, it is the case that any element of H(T0 )
or Hq (T0 ) is also an element of Hk+q (T0 ), and therefore the mean and covariance are
again defined as in (5-6), but replacing h·, ·iH(T0 ) with h·, ·iHk+q (T0 ) . Therefore, we
define µ0 and k0 by

µ0 (s1 ) = µ(s1 ) + hks1 , gδ − µiHk+q (T0 ) ,
k0 (s1 , s2 ) = k(s1 , s2 ) − hks1 , ks2 iHk+q (T0 ) .
As mentioned in Section 5.1, this definition also is conditional on δ as well as X0 |T0 .

1.6

Numerical Implementation
The previous sections have shown that one may construct a Gaussian process

which has zero variation on an arbitrary select subset T0 of the domain, and define
its mean and covariance functions in terms of an RKHS inner product. However, in
practice, the RKHS inner product in the general case cannot be computed exactly.
Here we discuss techniques for computing the inner products, followed by examples.
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1.6.1

Computation of RKHS Inner Product
Recall that the RKHS norm is given in terms of the spectral decomposition

{(λn , en )} of the integral operator KT0 , which in general must be computed numerically. Then, the inner product h·, ·iH(T0 ) is approximated via the bilinear form aN (·, ·),
given by
N
X
hf, en iT0 hg, en iT0
.
aN (f, g) =
λn
n=1

Naturally, the form of aN (·, ·) does not permit a convergence independent of
the selection of arbitrary f, g ∈ H(T0 ). However, a uniform-type convergence can be
established for the family K := {kt : t ∈ T }.
Proposition 1.6.1. The collection of bilinear forms {aN } converge uniformly to
h·, ·iH(T0 ) on K × K.
Proof. Define FN , F : T × T → R by FN (s, t) = aN (ks , kt ) and F (s, t) = hks , kt iH(T0 ) .
It is clear that FN → F pointwise, so it suffices to show that {FN } is equicontinuous.
Defining QN to be the projection from H(T0 ) to Span({en }N
n=1 ), it is clear that

FN (s, t) = hQN ks , QN kt iH(T0 ) ,

and so equicontinuity follows directly from the fact that F is Hölder continuous {QN }
are uniformly bounded by the identity operator.

Thus, given a function µ ∈ H(T0 ), and a tolerance , one may select N so that

|aN (f, g) − hf, giH(T0 ) | < ,

for f, g ∈ K ∪ {µ}, which suggests that using this methodology in an application
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setting is indeed stable. Naturally, {(λn , en )}N
n=1 need to be computed, and are done
so by solving the eigenvalue problem

Kf = λf.

Oya et al. [2009] discuss various methods of computing RKHS inner products using this formulation, and suggested using a Ritz-Rayleigh (RR) approach to
compute the approximate spectral decomposition of K and inserting the approximate
values {(λ̃n , ẽn )} to compute the inner product. To summarize this approach, suppose
that A ∈ Rn×n is positive semidefinite, and V ∈ Rp×n has orthonormal row vectors
{v1 , . . . , vp }, where p < n. Then, the matrix
AV = V AV ∗ ∈ Rp×p
is a positive semidefinite matrix, which can be written as AV = U Dα U ∗ for an
orthonormal matrix U and a diagonal matrix of eigenvalues Dα . This matrix has the
property that if an eigenvalue ei of A is in the span of V , then there is a corresponding
eigenvector u of AV such that
ei = V ∗ u
with u∗ AV u = e∗i Aei . This algorithm also applies in an arbitrary Hilbert space, and
is the basis for many numerical methods in applied mathematics. Naturally, the
effectiveness depends upon the function basis used.
In the case of symmetric kernels, one may actually define the RKHS inner
product in terms of Fourier transforms. Let k̃(s − t) = k(s, t), and define F to be the
Fourier operator. Then, for f, g ∈ H(T0 ) Berlinet and Thomas-Agnan [2004] define
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the RKHS inner product by

hf, giH(T0 )

1
=
(2π)d0 /2

Z
Rd0

F[f ](ω)F[g](ω)
dω.
F[k̃](ω)

Direct computations of hf, giH(T0 ) using this approach can potentially be expensive, but discrete Fourier approximations may prove useful in this scenario.

1.6.2

Numerically Verifying the Reproducing Property
Although the RKHS inner product cannot be explicitly calculated for arbitrary

functions, the accuracy of any approximation method can be verified by utilizing the
reproducing property. For example, it is always the case that for f ∈ H(T ),

hf, kt iH(T ) = f (t).

As shown in Section 3, one may approximate the inner product by computing
the mean function of a Gaussian process conditioned on its value at several points
in the domain. So, it also of interest to know how more spectral approaches such as
those given in Section 6.1 compare with the interpolation method of reproducing f .
As previously mentioned, it is unlikely that any continuous function f is an element
of H(T ). Thus, it is worth considering the effects of reproducing functions which are
not elements of H(T ) as well as those which are.
Assume that T = [−1, 1], and k(x, x0 ) = exp{−|x − x0 |2 }. Define f1 , f2 ∈
C[−1, 1] to interpolate the points {(xj , yj )}Jj=1 (which are assumed to be unknown),
where f1 does so using the kernel as a basis, and f2 does so using a polynomial
basis. Thus, f1 , f2 should have a similar appearance, but f1 ∈ H(T ), whereas f2 is
not. J is selected to be 6, {xj } are selected to be equidistant on [−1, 1], and {yj }
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are randomly selected in [−1, 1]. Figure 1.1 indicates, as one may expect, that the
difference between f1 and f2 in this type of setup is negligible. However, Figure 1.2
indicates that the RR method described in Section 6.1 significantly outperforms the
standard interpolation method for f2 , suggesting that this method perhaps is better
for reproducing functions which are not necessarily in the RKHS.

Figure 1.1: Plot showing f1 , f2 constructed as described above. As one can see, the
difference between the two functions is negligible.

Figure 1.2: Plot showing the convergence rates of reproducing f1 and f2 via the RR
method and the typical interpolation method seen in Gaussian process regression.
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1.6.3

Numerical Examples

1.6.3.1

Boundary Conditions

As a basic application, let T = [−1, 1]2 and define f by
 πt 
 πt 
1
2
2
1
2
f (t1 , t2 ) = e.2(t1 −.5) sin
+ e−t2 cos
.
2
2
2
Assume that the value of f is known at M points of the domain, as well as on

T0 = ∂T.

Since T0 has dimension one, one may define a parameterization ` : [−1, 1) → T0 so
that computations may be performed in one dimension. One practical issue with
this however is that the function f is continuously differentiable on T , whereas the
function f ◦ ` is not differentiable on {−1, −1/2, 0, 1/2}.
To assess the accuracy of the method for different numbers of basis functions,
the test data used is a collection of points on the set T = {(.9t, .9s) : (t, s) ∈ ∂T }
and measure discrepancy based upon the the loss function

L(f, g) = max |f (t) − g(t)|.
t∈T

We select M = 10, where the points on the interior are chosen via a Latin Hypercube
sampling scheme. Figure ?? shows the error as the number of basis functions increases.
Observe that the log error flattens out, unlike what is observed in Figure 1.2 from
reproducing the function. This can be thought of as a phenomenon where essentially
all of useful information from the boundary has been extracted, leading to diminishing
returns on predictive power with additional basis functions.

35

1.6.3.2

Diagonal Conditions

As mentioned previously, T0 is not limited to the boundary, and can be any
subset of T . In this example, assume that T = [−1, 1]2 , and let T0 be the diagonal of
T , i.e. T0 = {(t, t) : t ∈ [−1, 1]}. Define f by

f (t1 , t2 ) = t2

√

 π(t − t )

2
1
2
1 + t1 cos(πt2 ) sin
+ 1 e.5(t1 +t2 )
2

Selecting M = 10 as before, and choosing test points on the set T = T ∩ {(t, t ±

.1) : t ∈ [−1, 1]} , we again compute the maximum predictive error as a function
of the number of basis functions for each method. Figure ?? suggests that all of
the information from the diagonal is extracted very quickly using the RR method,
whereas the convergence is much slower using the standard interpolation method to
approximate the RKHS norm. This is likely due to the fact that a parameterization
of the diagonal is differentiable whereas a parameterization of the boundary is not.
The results from these two examples indicate that our adopted approach in
computing RKHS inner products has proven effective for incorporating information
from more general subsets of the domain into a predictive Gaussian process model.
Additionally, the method appears to be even more valuable in the case where the
information available does not exist in the RKHS generated by the covariance kernel,
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which is certainly the case for the parameterized boundary in the first example, and
likely the case in the complicated example given in the second example.

1.7

Conclusions and Future Directions
The goal of this paper was to construct Gaussian processes which are capable

of using information from arbitrary connected subsets of the domain in a way which
required minimal assumptions to be made. Using the theory of Reproducing Kernel
Hilbert Spaces, we were able to explicitly define the conditional mean and covariance of Gaussian processes via orthogonal projections in an RKHS, prove that such
processes exist, and show that the processes are optimal in the sense of minimizing
pointwise mean square error given the initial assumptions made. In addition, we
provided several numerical examples to exhibit the practical nature of our construction, which included evidence that one need not assume the functional information
available is an element of a RKHS. Future work in this area includes extending the
theory to more naturally handle the case where functional information is available on
disjoint subsets of the domain. Another interesting avenue to extend this research is
to provide a similar framework for including more general linear operator constraints,
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e.g. differential operator constraints.
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Chapter 2
A Feature Space Characterization
of Gaussian processes with
Functional Information
2.1

Introduction
As noted in the previous chapter, the method of computing the conditional

distribution where T0 does not possess a differentiable parameterization may not lead
to as accurate results. In addition, the case where T0 is a disconnected set written by

T0 =

L
G

T0` ,

`=1

where T0` are disjoint despite being valid under our construction, is not considered
directly, and may pose a problem under our method of computing conditional distributions from a practical standpoint.
Defining H` (T0 ) = Span{ks |T0 ; s ∈ T0` }, it is not the case that {H` (T0 )} is an
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orthogonal set of subspaces. Therefore, defining the kernel of H(T0 ) from {H` (T0 )} is
not at all straightforward. Breaking this down into orthogonal subsets would be very
complex, requiring iterated projections, and would not be by any means practical
even in the case where L = 2. However, suppose one can find orthogonal Hilbert
spaces {H` } which identify with each RKHS. Then, one may potentially perform
calculations on this less complex collection of Hilbert spaces and use them to describe
elements of {H` (T0 )}. For example, consider the subspaces of L2 (T0 ) denoted L2` (T0 )
which contains elements only having support on T0` . These subspaces are orthogonal,
which makes reconstructing elements in L2 (T0 ) straightforward. Therefore, if one
can define an isometric mapping between L2` (T0 ) and H` (T0 ), the simplicity of the
L2 spaces may be exploited for easier computations. Thus, we will now explore the
connection between RKHS’, Gaussian processes, and arbitrary Hilbert spaces.

2.2

Derivation via Isonormal Gaussian Processes
Let T ⊂ Rd , and k a kernel function on T . In addition, let H be a separable

Hilbert space such that one can find a mapping γ : T → B(R, H) such that

hγs∗ , γt∗ iH = k(s, t), ∀s, t ∈ T,
where γs∗ refers to the Riesz representation of the adjoint of γs . The adjoint operator
in this context will refer to the Hilbert adjoint unless otherwise specified. Let H(T )
denote the RKHS generated by k on T , and H0 ⊂ H(T ) a closed subspace. Define
the linear operator AT : H → H(T ) by
AT (h)(t) = hγt∗ , hiH .
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One may note that AT is well-defined since AT can be extended from the inverse
⊥
image of H(T ) in AT by defining AT h = 0 for any h ∈ A−1
. Then,
T H(T )
AT is a well-defined partial isometry, and A∗T AT is the orthogonal projection onto
(ker AT )⊥ [Carmeli et al., 2006, Proposition 2.4]. Thus, it follows that hh1 , h2 iH =
hAT (h1 ), AT (h2 )iH(T ) , which implies that AT (γt∗ ) = k(t, ·), which we will denote kt .
In particular, h ∈ N (AT ) iff hγt∗ , hiH = 0, ∀t ∈ T , where N (·) denotes the nullspace.
Without loss of generality, let us assume that N (AT ) = {0}, or in other words
that AT is an isometric isometry. Now, define P0 to be the orthogonal projection
from H(T ) onto H0 , and define A0 = P0 AT : H → H(T ).
Theorem 2.2.1. A0 is a partial isometry from H to H0 , with feature map φ : T → H0
which satisfies
φ∗t = A∗0 A0 γt∗ , ∀t ∈ T.
Moreover, ∃ H0 ≤ H, a projection operator Q0 : H → H0 , and a isometric isometry
U0 : H0 → H0 such that the diagram below commutes.
H
Q0

H0

AT

H(T )
A0

U0

P0

H0

Proof. Define {φt } ⊂ H so that for each t ∈ T ,
φ∗t = A∗T P0 AT γt∗ = A∗T P0 kt = A∗0 kt .

Therefore, for h ∈ H, t ∈ T ,

(A0 h)(t) = (P0 AT )h(t) = h(P0 AT )(h), kt iH(T ) = hAT (h), P0 kt iH(T ) = hh, (A∗T P0 )kt iH
= hh, (A∗T P0 AT )γt∗ iH = hh, φ∗t iH .
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Therefore, A0 is a partial isometry onto the RKHS with reproducing kernel given by
k0 (s, t) = hφ∗s , φ∗t iH = hP0 ks , P0 kt iH(T ) .

By Theorem 2.5 from Paulsen and Raghupathi [2016], k0 is the reproducing kernel
for H0 . It follows from Proposition 2.4 [Carmeli et al., 2006, Proposition 2.4] that
Q0 = A∗0 A0 which is an orthogonal projection. Furthermore, by defining U0 = A0 Q∗0 ,
we see that U0 is a partial isometry, since A0 is an isometry on H0 , and is injective
since Q0 is self adjoint. This completes the proof.
Thus, one may note that any subspace of H(T ), has an associated feature
space which is obtained via an equivalent orthogonal projection on H. Equivalently,
one may define a projection on the feature space and obtain an equivalent subspace of
H(T ). Since no assumption was made on the form of P0 , the same holds for AT − A0
and H0⊥ . Now, define W = {W (h); h ∈ H} to be a zero mean iso-normal Gaussian
process so that
E[W (h1 )W (h2 )] = hh1 , h2 iH .
Then, the process X = {Xt ; t ∈ T } defined by Xt = W (γt∗ ) is a zero mean
Gaussian process with zero mean and covariance kernel k, and define F0 by


F0 = σ {W (h); h ∈ (ker A0 )⊥ } = σ {W (h); h ∈ H0 } .

This definition makes sense as a σ-algebra, but it may not necessarily be clear how
to describe the elements of F0 . However, we may note that for almost all ω ∈ Ω, one
can consider W (·)(ω) a bounded linear functional on H, and therefore is equivalent
to some function hω ∈ H by the Riesz representation theorem. This indeed is the
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case provided that
hhω , hiH = W (h)(ω), ∀h ∈ H.
Therefore, for A ∈ B(R), one has {W (h) ∈ A} = {ω ∈ Ω : hhω , hiH ∈ A}.
The conditional expectation E[W (h)|F0 ] is actually quite simple to compute.
Given that W (h) ⊥ F0 for h ∈ N (A0 ), and the fact that W (h) has zero mean, one
may compute

E[W (h)|F0 ] = E[W (h0 )|F0 ] + E[W (h⊥ )|F0 ] = W (h0 ) + E[W (h⊥ )] = W (h0 ),

where h = h0 + h⊥ , with h0 ∈ H0 and h⊥ ∈ H0⊥ . This result is not surprising given
the connection between orthogonality in H and independence in W.
Now, let g ∈ H0 , and let hg ∈ H0 satisfy A0 (hg ) = g, and ||hg ||H = ||g||H(T ) .
Denote
Fg = {W (h) = hhg , hiH ; h ∈ (ker A0 )⊥ } ∈ F0 ,
which is measurable due to the fact that H is separable.
Theorem 2.2.2. The distribution of W (h)|Fg is Gaussian with mean and covariance
µW
g (h) = hQ0 h, hg iH ,
kgW (h1 , h2 ) = h(I − Q0 )h1 , (I − Q0 )h2 iH = h(I − Q0 )h1 , h2 iH

In particular, for s, t ∈ T , we have

∗
µW
g (γt ) = hkt , giH0 ,

kgW (γs∗ , γt∗ ) = k(s, t) − hks , kt iH0 .
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Proof. First, note that for any h0 ∈ H0 , W (h0 )(ω) = hh0 , hg iH for any ω ∈ Fg . As
before, decompose h ∈ H as h = h0 +h⊥ , where h0 = Q0 h ∈ H0 , h⊥ = (I−Q0 )h ∈ H0⊥ .
Now, observe

E[exp{iαW (h)}|Fg ] = E[exp{iα(W (h0 ) + W (h⊥ )}|Fg ]
= E[exp{iα(hh0 , hg iH + W (h⊥ ))}|Fg ]
= exp{iαhh0 , hg iH }E[exp{iαW (h⊥ )}]
= exp{iαhh0 , hg iH − α2 /2hh⊥ , h⊥ iH }.

Thus, W (h)|Fg is Gaussian with mean hh0 , hg iH , and variance hh⊥ , h⊥ iH . The multivariate case is tedious, but follows the same steps as the univariate case, so it is
omitted.

Thus, we are able to recover the process X̃ = X|Fg by setting µg : T → R by
∗
∗
W
∗
t 7→ µW
g (γt ) and kg : T × T → R by (s, t) 7→ kg (γs , γt ).

2.3

Approximating Processes
In the earlier sections, we set H0 = Span({ks ; s ∈ T0 }), showed that H0 =

Span({ks ; s ∈ D}), where D = {tn } is a dense subset of T0 , and proved that
the finitely conditional processes from {ks ; s ∈ T0 } converge weakly to the process
X|{Xt = g(t) : t ∈ T0 } under non-constrictive regularity assumptions. We can
rephrase this solution in terms of what was done in the previous section by noting
that {γt∗ : t ∈ D} is a spanning set for (kerA0 )⊥ . This follows from the fact that
every element in {γt∗ : t ∈ D} identifies uniquely through A0 with an element in
{kt : t ∈ D}, and the fact that A0 is a partial isometry.
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Let {hn } ⊂ H satisfy Span({hn }) = (ker A0 )⊥ from Theorem 2.7.1. Then,
Span({A0 (hn )}) = H0 . Now, define PN : H0 → H0 to be the orthogonal projection
N
→ I strongly. Now define HN N to be the
onto Span({A0 (hn )}N
n=1 ). Then, clearly P

matrix with ijth element hhi , hj iH , and HN (h) = (hhn , hiH )N
n=1 , for h ∈ H.
For f, g ∈ H0 , let hf , hg be the inverse images of f, g respectively in (ker A0 )⊥ .
Then,
hPN f, PN giH0 = hPN f, giH0 = HN (hf )0 HN−1N HN (hg ).
This can also be written in terms of the inner product h·, ·iH0 , but the notation used
above is more practically convenient if one selects H to be a Hilbert space with a
more tractable inner product. Using the same reasoning as in Section 2.3 and 2.4, it
is easy to see the same limit results shown originally hold in this more general case,
as well as the weak convergence and conditional expectation results.
This grants us the ability to approximate the RKHS inner product from a
more variational perspective without having to concern ourselves with approximating
the RKHS inner product directly. However, this does not exclude the notion of
conditioning on particular points. To see this, simply select hn = γt∗n for {tn } ⊂ H0 .
Then, (HN N )ij = hγt∗i γt∗j iH = k(ti , tj ), and we get a more typical approach to Gaussian
process regression.

2.4

A Natural Variational Approach
dense

Suppose one has a collection of elements {fn } ⊂ L2 (T0 ). Assuming X has
R
continuous sample paths, one may note that Xt = g(t) for t ∈ T0 iff T0 Xt fn (t)dt =
R
R
g(t)fn (t)dt, for each n. Thus, by defining Zn = T0 Xt fn (t)dt, one may derive the
T0
conditional distribution of Xt |{Zn }N
n=1 directly for any N . This approach allows a
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lot of flexibility and convenience from a practical standpoint, since it removes the
necessity of computing the solution of an integral equation. Our goal is to show that
this formulation fits into the framework given above.
Define L2 (P) = L2 (Ω, A, P) to be a probability space. Let W be defined as
above, H = L2 (T0 ) and define I = {I(h); h ∈ H} for h ∈ H by
Z
I(h) =

h(t)Xt dt.
T0

One may treat W and I not only as stochastic processes, but as mappings from H to
L2 (P). Thus, we may discuss the connection between the two mappings.
Proposition 2.4.1. Let K be the integral operator on T0 associated with k. Then, I
and WK 1/2 are indistinguishable.
Proof. By the separability of H, it suffices to show that for h ∈ H,
h
2 i
E I(h) − W (K 1/2 h)
= 0.

First, observe that one can write K 1/2 h(t) = hγt∗ , hiT0 , for h ∈ H. Now, note that
E[I(h)2 ] = hKh, hiT0 = E[W (K 1/2 h)2 ].

Thus, we have



E I(h)W (K

1/2



Z



h(t)W (υt∗ )W (K 1/2 h)dt

h) = E
Z T0
=
h(t)Kh(t)dt = hKh, hiT0 ,
T0

which completes the proof.
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Z
=
T0

h(t)hυt∗ , K 1/2 hiT0 dt

The proof is elementary, but if one assumes that k is universal, one may define
conditions in terms of I rather than W, which allows one to compute inner products
using k rather than the feature maps on L2 (T0 ), thus alleviating the need to perform
a spectral decomposition of K on T0 . Considering the spanning set {fn }, to use the
approach in 6.2, we need to set {hn } to be so that hn = K 1/2 fn , which also forms
a spanning set of H since K is injective (due to k being universal). This may seem
problematic as employing K 1/2 would likely require a spectral decomposition, but
when computing inner products,

hK 1/2 f, K 1/2 giT0 = hKf, giT0

by the self adjointness of K, so this detail does not pose an issue. Of course, one
drawback is that if one chooses an orthogonal set as a starting point, it is likely that
HN N will be a fully dense matrix. Ideally, one would select {fn } to be a linearly
independent set so that HN N has full rank.

2.5

A Proof of Concept
Returning to the original problem introduced at the beginning of the section,

we can see that rather than dealing with ∂T as a whole, we may deal with the
individual sides and merely consider interactions between basis functions on differing
sides, and note that since
L (T0 ) ∼
=
2

4
O

L2 (T0` ),

`=1

a basis for L2 (T0 ) can be constructed from bases for each L2 (T0` ). Moreover, since the
topology of each is the same, a reparameterization of the same basis functions can be
used for each side. An additional important note is that under a Lebesgue measure
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space on T , T0 has measure zero, so an orthogonal projection from L2 (T ) to elements
whose support is concentrated on T0 is equivalent to the zero operator. Thus, a
straightforward approach as done in 6.2 is not valid. However, in this scenario,
a solution is to start with two separate isonormal processes WT , and WT0 which
are defined on L2 (T ) and L2 (T0 ) respectively. Define γt∗ ∈ L2 (T ) for t ∈ T , and
υs∗ ∈ L2 (T0 ) for s ∈ T0 as in 6.2 so that for each s ∈ T0 ,
WT (γs∗ ) = Xt = WT0 (υs∗ ).
Hence we are able to connect L2 (T ) and L2 (T0 ) in some sense by mapping to L2 (P).
Therefore, we see that although WT is the stochastic process of interest, we are able
to do most of the work on WT0 which is more convenient.
Note that the construction

2.6

An Application
Consider the problem given in Section 6.4. In this section, the goal is to

show that this can be implemented numerically using the approach in Section 6.3 to
approximate a function f defined on T whose information on ∂T is known. So, let
T = [−1, 1]2 and define f by
√

f (t) = t2 1 + t1 cos

 πt 
2

2


sin π(t1 − t2 ) .

We assume that the value of f is known at M interior points of the domain, where
N ≥ 0. The choice of basis functions is likely to be dependent upon the smoothness
of f . If f is smooth, using a polynomial or trigonometric basis may be preferable,
whereas if f has a lot of variation, a wavelet basis may be preferable. In any case,
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denote {h1n } to be a basis of L2 (T01 ), where T01 = {(x, −1) : x ∈ [−1, 1]}. Let T0`
denote the other sides of T0 , and {h`n } the same basis as {h1n }, but altered to be
defined on T0` . Note that h`n can easily be extended to an L2 function on T0 by
allowing it to have support only on h`n . Then, using the approach from 6.3, and the
notation from 6.2, one may approximate the covariance function k0 as
k0N (s, t) = k(s, t) − HN0 (ks )HN−1N HN (kt ),

where
Z
HN (ks )`N +n =
T0`

and (HN N )`N +n,qN +j =

R

T0`

R

T0q

h`n (t)k(s, t)dt,

h`n (s)hqj (t)k(s, t)dtds. Thus, given M points on the in-

terior of the domain, one may use the updated mean function and updated covariance
function as a prior distribution to perform Gaussian process regression.
Factors which influence the accuracy of the approximation to f are the type
of kernel, the type of basis functions, and the number of basis functions used. In this
example, the kernel k(s, t) = σ 2 exp{−(s − t)0 Λ(s − t)} is chosen where Λ is a positive
diagonal matrix. Several different bases are selected in order to compare efficiency.
It is assumed that each side of T0 will have N basis functions, yielding a total
of 4N basis functions. The bases which will be compared are Legendre and Chebyshev
polynomials, trigonometric bases, and the feature maps (which is equivalent to simply
conditioning on various values). Since in many cases it is important to report actual
function values, the supremum norm is approximated as a measure of goodness of fit
for each method, for values of N varying from 5 to 15, corresponding to 8 to 60 total
basis functions describing the behavior of f on T0j .
For the case of choosing the feature maps, the points are selected to be equidis-
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tant for each value of N . Thus, for each N , there is a completely new set of points
at which the feature map is evaluated, which is likely to be a sub-optimal procedure.
The test points where selected to be close to the boundary in order to more directly
observe the effect of the boundary information on the prediction accuracy. Figure 2.1
illustrates the superior efficiency of the two polynomial bases chosen over the feature
map and trigonometric bases. However, it may be the case that strategic selection of
feature maps would improve the performance of using a feature map basis.
One may observe that after a certain number of basis functions, the error
plateaus, which suggests that no more information can be extracted from the boundary information given.

Figure 2.1: Comparison of the efficiency of various basis functions based upon the
approximate supremum norm.
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Part II
State-Aware Calibration

51

Chapter 3
Identification of State Aware
Parameters in Computer Model
Calibration
3.1

Introduction
In recent history, technology and computing power has played a significant role

in understanding complex phenomena in which information is limited and observed
data is the primary source of understanding. Complex scientific and engineering models are often insufficient in describing reality, or carry with them a high computational
expense, and physical experiments can be expensive or potentially hazardous. Computer models have proven to be an excellent surrogate to correct observed bias induced
by an incomplete model, or reduce the computational burden associated with a high
fidelity deterministic model or physical experiment while minimizing information loss.
In addition to providing a means of prediction of unknown behavior, computer models
can be used for other tasks, such as design of experiments, or estimating unknown
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qualities of a given system.
In the context of computer models, estimation of such unknown qualities of
a system is referred to as calibration. Calibration parameters are components of a
computer model which are generally considered unobservable and cannot be controlled
as inputs. They play a role in tuning computer models for predictive purposes, but
are often useful in gaining a further understanding of a physical system. Bayesian
methods of calibrating parameters assume a prior probability distribution selected via
background information, and typically assume parameters to be a collection of scalars
which are then estimated via computer output and physical data. The posterior
distribution of calibration parameters can then be utilized for determining credible
regions in which a parameter lies, or determining point estimates.
However, treating calibration parameters as scalars independent of control inputs can often be insufficient and yield misleading results, which has been observed
in models of plastic deformation [Atamturktur et al., 2015, Chodora et al., 2020], the
study of ion channels for cardiac cells [Plumlee et al., 2015], buckypaper manufacturing [Pourhabib et al., 2015], and resistance spot welding, [Ezzat et al., 2018].
These works have indicated that allowing calibration parameters to vary as
functions of control inputs naturally can improve the predictive power of computer
models, and yield a more complete understanding of a system. However, in making
this generalization, calibration parameters exist in a function space, which makes
their estimation more difficult, particularly in non-linear models. The methods of
Plumlee et al. [2015], Brown and Atamturktur [2016] suggest non-parametric approach in which parameters are defined a priori as Gaussian processes (GP). GP’s
are a popular choice for computer models because they do not assume any form
of the function except for mean square continuity [Santner et al.], and have proven
effective for smaller sample sizes, which is a common feature of experiments neces53

sitating computer models. However, incorrectly assuming a parameter is functional
introduces greater computational costs as well as potential sources of confounding
between variables, so naively treating all calibration parameters as state-aware is not
the best approach. Of course, state-aware and constant parameters can be chosen
prior to calibration, which was assumed in Brown and Atamturktur [2016]. These
determinations can often be elicited via expert opinion on the subject matter, but in
general such properties of calibration parameters are unknown. This paper will make
contributions to the work in functional calibration by outlining a methodology for
identifying state-aware calibration parameters.
The proposed model is similar in nature to variable selection, which is a wellresearched topic. For instance, Spike-and-Slab regression is a well known Bayesian
variable selection technique in which marginal posterior distributions of parameters
have mass at zero with positive probability [Linkletter et al., 2006, Savitsky et al.,
2011]. Alternatively, Stochastic Search Variable Selection (SSVS) [George and McCulloch, 1993] defines parameters as a weighted average of a Gaussian distribution
tightly bound to zero and a more diffuse Gaussian distribution, and do not allow a
point mass at zero. These methods are used as inspiration for exploring methods of
identifying state-aware calibration parameters in this paper.
More recently, Barbillon et al. [2021] developed a framework which determines
control settings contributing to model bias via an assessment of the correlation parameters which utilized the SSVS method. However, this is not the first attempt
which has been made in mixing Gaussian processes with other models. Gramacy and
Lee [2008] developed a model which determines whether a stochastic process follows
a Gaussian process or a classical linear model with uncorrelated error through means
similar to that of [George and McCulloch, 1993]. Combining this model with the
Bayesian treed model [Chipman et al., 2002], Gramacy and Lee [2008] developed a
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model which allowed output to take different levels of complexity in different locations
of the domain. This was achieved via the correlation function, which in a classical
linear model is simply white noise. Although the proposed model is similar in concept
to that of Gramacy and Lee [2008], the model was designed as a surrogate, and not
for calibration parameters. In addition, a constant Gaussian process with nonzero
variance has the correlation function equivalent to 1, which is significantly different
than a white noise error model over a continuous domain.
One concern involved with Gaussian processes with correlation function ρ ≡ 1
is the notion that any covariance matrix generated by ρ has rank one, and therefore
is not invertible. Thus, a density does not exist, making likelihood based MCMC
methods infeasible when approached directly. Section 2 will discuss strategies to
overcome this obstacle so that likelihood based MCMC methods can be employed to
produce samples of posterior distributions.
Additionally included in Section 2 is a full outline of the model which address further the strategies and concerns related to the formulation, and Section 3
will discuss the strategies in calculating the posterior distributions of the parameters.
Section 4 will provide a basic proof of concept of the model and analyze the effectiveness of the method when considering sample size, and sensitivity of the parameters to
the data. Section 5 involves a case study using data from an application in materials
science [Arp et al., Submitted]. Lastly, section 6 discusses conclusions and potential
future directions of research.
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3.2
3.2.1

Model
Background
The process of calibrating computer models involves using physical data in

conjunction with computer model output to select unobservable quantities associated
with a given system so that the computer model most accurately reflects the physical
data. This notion dates back at least as early as Berman and Nagy [1983], but was not
studied extensively by statisticians until the work of Kennedy and O’Hagan [2001a].
The computer model is defined by the function η, and represents either evaluations
from a physical model, or in the case of higher fidelity models, a Gaussian process
emulator Sacks et al. [1989a] based upon training data. The framework provided
by Kennedy and O’Hagan defined the computer model by η, taking in parameters
(x, t), where x and t represent control parameter and calibration parameter settings
respectively. The true response y(·), representing the physically measured data can
then be written as
y(x) = η(x, θ) + δ(x) + ε(x),
where δ represents the bias associated with the computer model with the true (not
measured) physical model, and ε represents random noise associated with imperfectly
measured data. This formulation is then compiled under a Bayesian framework, where
y, δ are defined to be Gaussian processes, is typically defined to be a white noise
Gaussian process, and θ is a vector of scalars whose prior distribution is elicited by
subject matter expertise. Calibration is then carried out by maximizing the posterior
distribution of θ while estimating δ as well.
A particular extension of interest of this framework involve calibration via
the entire posterior distribution as opposed to the marginal distribution of θ and δ
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[Higdon et al., 2004], which is how calibration will be performed in the methodology
given in this paper.
The treatment of functional parameters in this paper is derived from the work
of Plumlee et al. [2015], Brown and Atamturktur [2016]. Using the notation in the
Kennedy O’Hagan framework, the model for the response will be given by

y(x) = η(x, θ(x)) + ε(x),

where θ(x) is a vector of Gaussian processes. In this particular application, concerns
of poor identifiability has driven the decision to remove the model bias term. The
model bias term in the case of constant calibration parameters results non-unique
estimates from the data [Kennedy and O’Hagan, 2001a], and this concern needless
to say would be exacerbated in the case of functional calibration parameters. This
decision from a modeling perspective can be explained when considering the fact that
the increased flexibility can potentially drive the model bias to zero.

3.2.2

Framework
To keep the framework relatively simple, we consider a model in which uni-

variate data y = (y1 , ..., yn )T is available with control inputs x = (x1 , ..., xn )T and
calibration parameters θ = (θ1 , ..., θp )T . As typically upper and lower bounds are
set for each parameter based upon prior knowledge, we will assume without loss of
generality that x ∈ [0, 1]n , θ ∈ [0, 1]p . The goal is to design a statistical model under a Bayesian framework which determines whether the calibration parameters are
functional. The formulation of the model is given below:
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y|θ, λy ∼ N(η(x, θ(x)), λ−1
y I),
λy ∼ G(, ),
indep

θi (·)|ρi , λi ∼ GP(0, λ−1
i Ri (·, ·)), i = 1, ..., p
λi ∼ G(ω, ω),

and we define Ri as
|xj −xk |r

(Ri (x, x0 ))j,k = ρi

, r ∈ [1, 2], i = 1, ..., p,

where r is fixed. Although it is commonly assumed for r = 2 due the nice L2 properties
it imposes on the Gaussian process such as infinite differentiability and is preferable
for calibration due to its smoothness, r = 1 is selected for the particular purpose of
this problem, as the end goal is not to estimate the process itself. In fact, selecting
r = 1 will express the effect on different values of ρi more significantly since by our
assumption, |xi − xj | < 1 which implies that the covariance matrix is more sensitive
to small changes in ρi when ρi is sufficiently far away from zero. After determining
the state of the parameters, one may select r = 2 to perform standard calibration as
in Brown and Atamturktur [2016].
Note that as ρi approaches 1, the matrix Ri (x, x) can become very ill-conditioned
(particularly when r = 2), so it may be necessary to add a ”nugget” to the matrix Ri ,
i.e. construct an approximation R̃i (x, x) = I + Ri (x, x). This sets an upper bound
for the condition number of the covariance matrix, ensuring that computations can
be accurately performed [Ranjan et al., 2011].
η is assumed to be a continuous function from which calculations are inexpen58

sive. This can be achieved via either the form of η or an emulator. In many computer
model settings, the function η is typically very accurate, so the prior distribution of
λy is therefore selected to have high precision, which is important since θ needs to be
estimated well to determine its state. Potential confounding effects in the design are
the interplay between the hyperparameters ρi and λi . Since the primary interest is
in the posterior distributions of ρi , it is advantageous to select the prior distribution
for λi in a way that minimizes its effect on the model so that ρi can be the driving
source of variation. Another possibility of mitigating the effect of λi is to marginalize
the process θi over λi so that ρi is the only parameter affecting θi . The resulting
distribution in this case is derived in Section 3.
The hierarchical structure of the model makes Markov Chain Monte Carlo
(MCMC) a leading candidate as a method of drawing a sample from the posterior
distributions. It is assumed that each calibration parameter is uniquely identifiable,
which may be enforced by including strong prior information typically available via
expert opinion. This suggests that the number of calibration parameters p considered
should be reasonably small. If this is not the case, variable selection may need to be
performed a priori to ensure all calibration parameters are needed in the model [see
Savitsky et al., 2011].
It is also assumed that for a given sample size N , the function evaluation
locations {xi }N
n=1 are dispersed in a way that a function of interest f is not misrepresented as constant. To illustrate the importance of this assumption, imagine that
one is testing whether f ≡ sin(·) is functional via a collection of points, but uses
evaluations at the points {nπ}N
n=1 . One would likely then incorrectly determine that
f ≡ 0. Naturally, this assumption is not directly verifiable, but assuming that N is
sufficiently large and the evaluation points are distributed non-sequentially will likely
suffice for practical purposes. The effect of sample size on performance for several
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test models will be demonstrated in Section 4.
Before describing the prior distribution for ρi , we will first explain our rationale
for choosing ρi to be the driving force behind idenitfying a parameter as state aware.
Let y(·) on X be a Gaussian process with constant mean and nonzero variance.
Then, y(·) is constant iff Corr(y(x1 ), y(x2 )) = 1, for any x1 , x2 ∈ X . In particular,
y(·) ≡ Y almost surely for a scalar, Gaussian random variable Y . Defining k to be
the covariance function of y(·), this is also equivalent to saying k ∝ 1. Letting k be
an element of the parameterized family of covariance functions defined in our model
|x−x0 |r

formulation, k(x, x0 ) = λ−1 ρi

∝ 1 iff ρi = 1. Thus, one may determine if y(·) is

state-aware by checking this condition.
The driving component in correctly identifying which parameters are state
aware is the distribution of ρi . The design is similar to approaches used for variable
selection [see Linkletter et al., 2006, Savitsky et al., 2011, George and McCulloch,
1993], as one can think of θi as having two distinct modes similar to how a variable
can either be included or excluded from the model. Such methods can be consolidated
into the following general framework:

ρi |γi ∼ γi Beta(α0 , β0 ) + (1 − γi )F, i = 1, ..., p
indep

γi ∼ Bernoulli(πi ),

where F is a distribution function with support on [0, 1] which is designed to represent
the case where ρi = 1. α0 and β0 are selected to be to be reasonably small as
to encourage exploration but large enough to discourage values around zero and one.
This represents a prior distribution selection in the case where θi is a Gaussian process.
We would like for γi = 0 to correspond to ρi = 1, so therefore selecting F as the
Dirac measure at 1 is a natural selection. This would correspond to a spike-and-slab
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approach. The other option is to select F so that its weight is heavily concentrated
at one, e.g. F ∼ Beta(α, β), where α  β, which corresponds to an SSVS approach.
Each approach has potential pitfalls. The covariance operator has full rank if
ρi < 1, regardless of how close it becomes, but if ρi = 1, the covariance operator has
rank one. In the latter case, any finite dimensional distribution of the process does not
have a density, which makes performing likelihood-based MCMC techniques infeasible
directly. An SSVS approach would require careful considerations when selecting F ,
as approximating very smooth functions with GP’s may require ρi to be close to 1.
Thus, state-aware calibration parameters having very smooth relationships with the
input may be incorrectly determined as constants.
An alternative means of performing MCMC in this scenario under the spikeslab paradigm is to employ approximate Bayesian computation (ABC) methods,
which do not require existence or evaluation of a likelihood. However, ABC methods
generally don’t consider properties such as smoothness [Wilkinson, 2014], which is a
major disadvantage in the context of this problem. Therefore, it is not considered in
the construction of this model.
In order to apply a spike-and-slab approach, one must slightly alter the distribution in order so that the density exist for the case of ρi = 1. One possibility
is to reduce the Gaussian distribution to a univariate Gaussian, but the log-density
of the univariate Gaussian random variable for ρi = 1 will be significantly smaller
than the log-density for nearly constant vectors with ρi ≈ 1, due to the fact that the
smoothness of the kernel is taken into account in the multivariate case with − log |Ri |
being considered, which diverges as ρi ↑ 1. Thus, likelihood based MCMC methods
would not be appropriate in this scenario.
Another possibility is to add a nugget term as previously mentioned to the
singular covariance matrix, i.e. R̃i = 11T + I when ρi = 1 so that the matrix is
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invertible. The resulting log-likelihood as a function of ρi does not yield desirable
results. To illustrate this point, denote f (y|ρi ) ∼ MVN (0, R̃i (x, x)), and suppose
δ = 10−3 . Figure 3.1 plots f (y|ρi ) as a function of ρi for y ≡ .3. Thus, even when
the observed data is constant, it is not reflected in the log-likelihood resulting from
R̃i . Thus, we will proceed employing an SSVS approach, setting F ∼ Beta(α, β) as
described above.

Figure 3.1: Plots f (y|ρi ) as function of ρi .

3.3

Methodology
Before discussing the sampling from the posterior distribution of each compo-

nent in our formulation, let us write down the sampling distribution

π(θ(x), λ, ρi , λy |Y ) ∝ π(Y |θ(x), λy )π(λy )

2 h
Y

i
π(θi (x)|ρi , λi )π(ρi |γi )π(γi )π(λi ) ,

i=1

where we assume p = 2 for the sake of simplicity. As the canonical decision metric under the SSVS paradigm is simply the posterior distribution of γi [George and
McCulloch, 1993], the primary focus is effectively sampling from the posterior dis62

tribution of γi . Since γi ∼ Bernoulli(π), it’s posterior distribution can be explicitly
calculated. Indeed, we have

P (γi |Y, θ(x), ...) ∝ p(ρi |γi , θi (x))p(γi ),

and since the support is concentrated on two values we can simply calculate
p(ρi |γi = 1, θi (x))p(γi = 1)
.
P (γi = 1|Y, θ(x), ...) = P1
p(ρ
|γ
=
j,
θ
(x))p(γ
=
j)
i
i
i
i
j=0
As suggested in Savitsky et al. [2011], the joint posterior distribution of (γi , ρi )
is considered, which is given by

p(γi , ρi |Y, ...) ∝ p(θi (x)|ρi , λi )p(ρi |γi )p(ρi ).

From this calculation, it is clear that θi is a sufficient statistic for (γi , ρi ). Therefore,
it is important that θi is accurately estimated. It is also noteworthy that the prior
distribution of ρi |γi will play a significant role in the posterior distribution of γi .
Figure 3.2 gives evidence of this, as the difference between the posterior distributions
of γi |ρi assumes completely different forms depending on different hyperparameters
of the prior distribution of ρi . In this case, it is desired that the form is as given on
the right, and so for this to occur, it is necessary that α0 < α.
As inspiration from the ”Add-Delete-Swap” method of Savitsky et al. [2011],
the sampling strategy involved drawing (ρi , γi ) jointly rather than separately. However, rather than selecting a uniform proposal for ρi in the case where γi = 1, the
proposal distribution of ρi is posed as conditional on the proposed γi as follows:

ρi |γi ∼ γi Unif(0, 1) + (1 − γi )Unif(a, 1), a ∈ (0, 1),
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Figure 3.2: Above shows the two plots for the posterior distribution of γi , where each
different curve corresponds to a different prior distribution on γi . The left plot the
case where α0 > α, whereas the right plot considers the case where α0 < α. Clearly
as ρi gets small, we would like for π(γi = 1) to be close to 1. However, if α0 < α, this
is not the case. The plot on the right gives a much more desirable representation of
an appropriate posterior distribution.
where a is selected to be close to 1. For the studies conducted in Section 4 and the
application in Section 5, a is set to be 0.99. Note that the proposal distribution
of γi depends upon the previous value of (γ1 , γ2 ) [see Savitsky et al., 2011]. The
probability of adding, deleting, or swapping is constructed to not favor a particular
state or calibration parameter.
Given that ρi has compact support, a uniform mixture is capable of exploring
the entire parameter space. Note that the marginal proposal distribution of ρi is
discontinuous assuming that πi 6∈ {0, .5, 1} and a 6= .5, but this actually lends itself
to the idea of an extension of a spike and slab proposal distribution, considering the
Unif(a, 1) converges to δ1 as a → 1. However, for a 6= 1, there is still no mass at
one, so we bypass the issue of a singularity at one that would occur in a typical
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spike-and-slab method.
As mentioned in the previous section, marginalizing λi out of the model will
allow ρi to be the primary source of variation in the distribution of θi ≡ θi (x),
which will be shown to improve mixing of the posterior distribution of ρi . Under the
assumption that λi ∼ Gamma(ω, ω), the marginalized prior p(θi |ρi ) is computed as
∞

∞


h
1 T −1 i
p(θi |ρi ) =
p(θi |ρi , λ)p(λ)dλ ∝
λ
exp − λ ω + θi Rρi θi dλ
2
0
0
h
i
i
h
−(ω+n/2)
1
1 T −1 −(ω+n/2)
∝ ω + θiT Rρ−1
θ
∝
1
+
,
θ R θi
i
i
2
2ω i ρi
Z

Z

ω+n/2−1



which only depends on ρi . As one may expect, this distribution is in the multivariate
t-distribution family, and thus θi |ρi as a stochastic process can be thought of as a
Student’s t-process [Shah et al., 2014]. However, since λi is no longer an element
of the distribution, its prior parameters play a more significant role in the shape of
the distribution, particularly for smaller sample sizes. Thus, priors must be carefully
chosen. Each θi is sampled according to its respective full conditional distribution
while marginalizing over λi (as shown above). This is achieved via a Metropolis Hastings algorithm, using a multivariate Gaussian random walk with a smooth covariance
function. Additionally, the order in which θi is updated is randomized as to remove
any potential dependency induced by the order in which the parameters are updated,
which has been showed to not affect convergence of the Markov chain [Liu et al.,
1995] (though it may affect the rate of convergence).
The white noise variance parameter is updated separately via a Gaussian random walk proposal distribution in a Metropolis Hastings scheme.
As mentioned before, the criterion which is used to determine whether a parameter is state aware is the posterior of distribution of γi . A simple way of estimating
this parameter is by simply averaging all values of γi found via MCMC. However, not65

ing that
p(ρi |γi = 1)p(γi = 1)
P (γi = 1|Y, θ(x), ρi ) = P2
,
j=1 p(ρi |γi = j)p(γi = j)
and recalling that (γi , ρi ) are drawn jointly, one can approximate P (γi =
1|Y, θ(x)) with
M
1 X
(m)
P (γi = 1|θ(x), ρi ),
M m=1

where we use the fact that





P (γi = 1|Y, θ(x)) = E[γi |Y, θ(x)] = E E[γi |Y, θ(x), ρi ] = Eρi P (γi = 1|Y, θ(x), ρi )

Furthermore, given that the formulation does not permit ρi = 1 with positive probability, there is no true point at which γi = 1 with probability one a posteriori.
Therefore, one may conclude that θi is constant provided that P (γi = 1|Y, θ(x)) is
sufficiently small, and is state-aware otherwise. Since the criterion is dependent upon
(m)

drawing good samples of ρi , it is very important that the samples {ρi } have good
(m)

mixing properties. In particular, as the series {P (γi = 1|Y, θ, ρi )} is of primary
interest, the sample autocorrelation is used as a visual diagnostic for determining
the strength of mixing. Figure 3.3 illustrates the improved mixing as a result of
marginalizing over λi .
Although we assume throughout the paper that the control settings are onedimensional, this may be easily extended to more than one dimension by simply
modifying the correlation kernel R. As done in Savitsky et al. [2011], one may consider
a product kernel
0

Ri (x, x ) =

d
Y
j=1
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|xj −x0j |r

ρij

.

Figure 3.3: Autocorrelation functions for ρ1 , ρ2 MCMC samples from the first example in Section 4. The top two figures show illustrate the poor mixing when not
marginalizing out the variance parameter, whereas the bottom two figures show the
improved mixing as a result of marginalization.
However, since Ri is constant only if ρi1 = · · · = ρid = 1, the individual values of
each ρij are not as relevant. In this sense, it may be more reasonable to consider an
isotropic kernel of the form
||x−x0 ||r2

Ri (x, x0 ) = ρi

where || · ||2 denotes the Euclidean norm, since one is simply looking for dependence
of any kind in the calibration parameter throughout the domain. Additionally, other
distance functions might be useful in this context such as the maximum norm, but
further exploration is necessary to make an evaluation of this proposition.

3.4
3.4.1

Simulation Studies
Model Validation
Before assessing the ability of the model to identify state aware parameters

in a more practical setting with multiple calibration parameters possessing potential
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interactions, the efficacy of the model is first illustrated in a simplified kriging setting,
where η is the coordinate map associated with the calibration parameter θ1 (x). By
validating the methodology in the simplest case, we may then attribute potential
insufficiencies in posterior inference to more common issues in functional calibration
and address those in a different setting.
For convenience, denote Rρi to be a correlation matrix associated with ρi . In
particular, for control inputs x = (xi )N
i=1 , select θ1 so that
θ1 (x) = Rρi0 (x, x)1/2 u,

where ρi0 ∈ (0, 1), and u is a realization from a MVN (0, I) distribution. Now,
observe that


1
1
log |Rρi | + (ω + N/2) log 1 +
θ1 (x)∗ Rρ −1
i θ1 (x)
2
2ω

1
1 ∗ 1/2 −1 1/2 
∝ log |Rρi | + (ω + N/2) log 1 +
u Rρi0 Rρ i Rρi0 u ,
2
2ω

− log π(ρi |θ) ∝

where we abuse notation by writing Rρi in place of Rρi (x, x) for brevity. The work of
Zaytsev et al. [2014] showed empirically that − log π(ρi |θ) should be minimized near
ρi0 , which is not surprising given that θ1 (x) is select so that a posterior distribution
generated by these points with the covariance Rρi0 is in the RKHS generated by
Rρi0 for any N (as well as the limiting case). A simulation study was performed
for N = 5, 10, 15, 20, 25, with θ1 (x) chosen as above for ρi = 0.3 for the state-aware
case, and ρi = 1 for the state independent case, and credible intervals are given in
Figure 3.4. Bias for the ρi = 0.3 case is likely due to the specification of the prior
distribution, as well as the variability in θ1 , both of which dissipate as N becomes
larger. Nevertheless, the method given is capable of differentiating between the two
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classes of parameters. As the posterior distribution of γi is simply a function of the
ρi , the estimates for γi will reflect the class separation seen from the estimates for ρi .
(give a nod to Linkletter and Savitsky)
However, it is important to consider that the parameters considered above are
contained in the RKHS generated by a kernel in the specified family. This is in general not the case for an arbitrary assumed continuous function of interest. Therefore,
it very likely that the kernel used to approximate a parameter is misspecified. For
example, it is a well known fact that if k is r times differentiable, all elements of its
RKHS are as well [Zhou, 2008]. Thus, the RKHS generated by the square exponential
kernel only contains analytic functions, which is a very small subset of the continuous
functions, with the additional caveat that it does not contain all analytic functions.
Ideally, it is desirable in the very least that the differentiability of the parameter
corresponds to the differentiability of the covariance function to avoid cases where
parameterizations could suggest the calibration parameter is constant when in reality
the covariance family is not smooth enough to describe the behavior. Thus, alternative covariance functions such as Matern may prove to be preferable given their
more flexibile nature in terms of differentiability compared to the Gaussian kernels.
However, as the basis of this paper is to develop methodology, the appropriateness of
various covariance families is not explored any further.

3.4.2

Examples
To effectively assess the validity of the model, it is important to test it with

considerations to parameter sensitivity, parameter identifiability, and sample size.
These components of our model are explored by constructing two toy examples, one
of which is expected to have strong identifiability, but lower sensitivity, and the
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Figure 3.4: Credible intervals for posterior distribution of ρi for ρi = 0.3, and ρi = 1.
other which has poorer identifiability, but higher sensitivity, and each are tested at
sample sizes 5, . . . , 25. These features are determined by computing the first and
second order Sobol indices, where the R package sensitivity [Iooss et al., 2020] is
used. Effectiveness is assessed by computing the posterior mean of γi for 100 separate
simulations via the method described in Section 3 and observing 95% credible intervals
constructed from the posterior means. In each example, no assumptions will be made
apriori regarding which parameter is functional or constant.
For simplicity, only two calibration parameters and one control parameter are
used in each example, but the model can easily be extended to an arbitrary number
of calibration and control parameters. The first example considered is given with

y(x) = η1 (x, θ(x)) + ε
η1 (x, z) = z1 sin(2πx) + z2 cos(2πx),
θ1 (x) = 0.25,
θ2 (x) = exp{−(4x − 1)/4}.

The reasoning for selecting η1 of this form is that since sin(2πx), cos(2πx)
are orthogonal in L2 ([0, 1]), the identifiability of the parameters is guaranteed. This
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represents a very idealistic scenario in which the model should produce the correct
results. The second example considered is given with

y(x) = η2 (x, θ(x)) + ε
n xz o √
z
1
η2 (x, z) = exp
z 2 − log(1 + z2−xz1 )
1 + z2 1
θ1 (x) = x,
θ2 (x) = 0.8.

This example is obviously more complicated due to the fact that each term in η2 is not
separable with respect to the calibration and control parameters, and the calibration
parameters have much more interaction. This example is therefore not expected to
perform as well.
Table 3.1 shows the predicted L2 error for performing calibration considering
all parameters as constant, and also considering all parameters as state-aware, for
both examples provided above. The improved performance yielded from considering
both θ1 and θ2 as state-aware is evident, and suggests that the proposed methodology
should indicate at least one parameter is state-aware. A further exploration into the
performance of the method is given later.
Example 1
n State-Aware Constant
5
.037
.194
15
.017
.177
25
.010
.177

Example 2
State-Aware Constant
.117
.490
.120
.982
.067
.822

Table 3.1: L2 error observed from calibrating with both state-aware and constant
parameters for various sample sizes, for both examples provided above.
The first and second order Sobol indices for η1 and η2 are approximated in
Table 3.2, as well as the total Sobol indices. As one can see, for η1 , the z parameters
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have very little interaction, which suggests strong identifiability. For η2 , the z but
their interaction is very large, so we predict that the results will be less consistent
than those for η1 .
Component
η1
η2
x 0.776 0.133
z1 0.019 0.699
z2 -0.013 0.440
xz1 0.096 -0.156
xz2 0.122 -0.186
z1 z2 -0.001 -0.190
Total
η1
η2
x 0.995 0.056
z1 0.116 0.620
z2 0.108 0.330
Table 3.2: Sobol indices of η1 and η2 .
Plots of the HPD intervals of γ1 , γ2 for n = 5, 10, 15, 20, 25 (first example then
second example) are given in Figure 3.5. Observe that there appears to be some mean
shift in the posterior distributions for the functional parameters. It is possibly the
case that this is the result of the functions θ(x) = x and θ(x) = exp{−(4x − 1)/4} not
belonging to the RKHS generated by any members of the covariance family given in
Section 2 as suggested in Section 4.1, or in the case of η2 , a result of poor identifiability.
Nevertheless, for η1 , the model clearly distinguishes between and correctly identifies
state-aware and constant calibration parameters. For η2 , the identification is less
strong, although it does appear to identify the constant parameter reasonably well as
N gets larger.
To summarize, the results suggest that the methodology is indeed valid under
some assumptions, but potentially lacks the robustness to handle less well-posed
calibration problems well without a large amount of data relative to the size of the
domain. In the next section, we will use the presented method to aid in determining
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Figure 3.5: 95% credible intervals for each parameter considered at various sample
sizes for the first example.
relationships between various parameters describing composite materials.

3.5

Application: Interphase Properties of Composite Materials
Composites are defined as materials consisting of at least two chemically dis-

tinct components which, when combined, result in a material with different characteristics than the individual materials, and have become widely popular due to their
tunable characteristics. Composites typically consist of a matrix embedded with filler
material, and properties of the material are determined by the interaction between
the materials. These areas within the material are called the interphase, and are very
difficult to observe accurately. However, high fidelity finite element software can be
used to predict material properties of composites, but rely on interphase properties
as inputs. Explicitly defined physics based models are available, but are not nearly
as accurate as they do not incorporate as much information [Arp et al., Submitted].
Given a filler material and a matrix, the construction of a composite material
still requires tunable properties such as the proportion of material composed of the
filler (volume fraction), and the size of each filler particle which is parameterized by
the radius. The effect of volume fraction on material properties (in this case tensile
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strength) is well-studied, and included in the finite element software, but the effect
of the filler particle size is not as well understood from a theoretical perspective, and
it unclear whether it has an impact on interphase properties for larger particle sizes
(< 1µm). Given that the finite element software provided is unit-less, particle size
cannot be directly considered, and therefore its effect must be ascertained entirely
from experimental data.

Figure 3.6: A visual representation of a section of composite material with spherical
particles [Arp et al., Submitted].
So, the control parameters for the finite element model are volume fraction,
interphase relative thickness, and interphase modulus, but the interphase absolute
thickness is considered for the experimental model, as absolute thickness is a preferable measurement for comparison. In the work of Arp et al. [Submitted], interphase
modulus was assumed to be a function of particle size and was treated independently for each size, and a simple linear regression model was constructed to describe
the relationship between particle size and absolute thickness. Thus, in this formulation, determining whether interphase thickness depends upon particle size reduced
to checking if zero was not a credible value for the posterior distribution of the slope
parameter. Potential issues arise in this context if interphase modulus is actually
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state-aware, or if interphase thickness does not linearly depend on particle size.
A subset of the data given in Vollenberg and Heikens [1989] is used which corresponds to three different matrix materials Polycarbonate (PC), Styrene-Acrylonitrile
Copolymer (SAN), and Polypropylene (PP), with embedded spherical glass particles
of sizes 4, 30, and 100 microns (µm). In our analysis, we will treat both calibration
parameters as potentially state-aware as given in Section 2, and determine the validity of the assumptions made for interphase modulus as well as compare conclusions
for the interphase thickness. So, define θ1 (x) to be the interphase modulus at particle
size x and θ2 (x) to be the absolute interphase modulus at particle size x, meaning
that θ2∗ (x) = x−1 θ2 (x) describes the relative interphase thickness at particle size x.
Note that θ2 being constant does not correspond to θ2∗ being constant, so one must
be sure when sampling to draw from θ2 and then scale by particle size.
The comparison of considering state-aware calibration is summarized in Table
3.3, where the WAIC [Gelman et al., 2013] as well as the RMSE are compared using
a fully constant approach, to a fully state-aware approach. One may note an improvement in using our method for the Glass SAN and Glass PP systems, but not for
the Glass PC system. Therefore, it is much more likely that our method selects constant parameters for the Glass PC system, and much more likely to select state-aware
parameters for the other two systems.
Constant
State-Aware
Material
Glass PC -33.5 (.069) -26.5 (.041)
Glass SAN -15.1 (.087) -26.9 (.059)
Glass PP -7.8 (.164) -15.0 (.098)
Table 3.3: This table compares the effect of selecting calibration parameters to be
constant versus state-aware during calibration. The metrics given are WAIC on the
left and RMSE in parentheses in each cell.
The results are summarized in Figure 3.7, where the first row of plots refer to
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the posterior distribution of ρi for the Interphase Modulus calibration parameter, and
the second row refers to the posterior distribution of ρi for the Absolute Interphase
Thickness calibration parameter. The spike at one refers to the proportion of ρi
samples which were associated with γi = 0, and the density refers to the approximate
posterior density for the ρi samples associated with γi = 1.
One limitation in the methodology in this setting is the lack of variation in
particle sizes. The impact of poor identifiability may be exponentiated in this context
given that there are only three different points to distinguish between the two different parameters. This is evidenced from the simulation study performed in Section
4.2. However, it is notable that the results agree with those in Arp et al. [Submitted],
depending on the threshold for concluding a parameter is state-aware or constant.
The results suggest that Interphase modulus is state aware with respect to particle
size in all of the systems, and that Interphase thickness is state-aware in each system other than Glass-Polycarbonate. Therefore, despite the potential identifiability
issues associated with state-aware calibration, the results align with more standard
techniques of determining variable dependence, and the framework additionally is
much more robust.

3.6

Conclusions and Future Work
In this paper, we have presented a methodology for identifying state aware

parameters in a nonparametric setting by exploiting the parameterization for a widely
used family of covariance functions and utilizing strategies in variable selection within
Gaussian process regression and otherwise. We have also illustrated under certain
conditions that this methodology can be effectively employed for relatively small
sample sizes, though its applicability is limited by the identifiability of parameters,
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Figure 3.7: Posterior distributions of ρi for Interphase Modulus (top) and Interphase
Thickness (bottom) for each composite material.
which is a major hurdle to overcome in the field of state-aware calibration in itself.
Improvements in this methodology will likely include strategies of mitigating poor
identifiability in the context of state-aware calibration. Additional considerations for
future work may also include further exploration of the connection between sensitivity
and results, and perhaps using sensitivity analysis to influence prior distributions of
calibration parameters.
The framework we have constructed admittedly is not a final solution to this
problem, but rather an initial step in the direction of performing more effective,
and efficient analysis in the area of state-aware calibration. This may present itself in
improving predictive power of computer models, or aiding in appropriately simplifying
assumptions for running computationally expensive deterministic models to improve
efficiency.
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Conclusion
The research presented in the previous chapters addresses two distinct approaches for improving the quantification of uncertainty using Gaussian processes.
The research involving constrained Gaussian processes previously was ad hoc, disjointed, and limited in the cases of linear operator constraints and boundary conditions. The research in chapters 1 and 2 provided a significantly more general approach
for which imposing these types of constraints both from a theoretical and practical
standpoint, and additionally made suggestions regarding implementation from a modeling and computational perspective. It is also noteworthy that the methodology fits
naturally into a Bayesian formulation given that the constraints are imposed based
upon conditional Gaussian distributions. The research in chapter 3 provides a new
element to the state-aware calibration research which allows one to remove initial
assumptions made on the state of calibration parameters, which can lead to a better
understanding of a physical system.
As the research in chapters 1 and 2 are related directly to Gaussian process
regression, the method of applying constraints has wide applicability. In the case of
computer models, our method may be useful to improve the efficiency of simulations
where the output is known on an arbitrary subset of the input space. Additional
applications may include solving differential equations (including coupled differential
equations) or integral equations, as well as providing uncertainty quantification for
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each. The research in chapter 3 has wide applicability in the calibration of computer
models, particularly in the presence of model bias with respect to experimental data.
The ability to identify state-aware parameters in a computer model may also be used
to assess initial assumptions made when the computer model was constructed. For
example, if the computer model gives output to a partial differential equation using
a collection of calibration parameters, our method can be used to identify which
are state-aware, which may indicate where model simplifications can be made to
improve efficiency. Additionally given the computational complexity of computing
Gaussian process likelihoods, in the case of abundant experimental data, our method
has shown to be effective when using a subset of the data (see 3.4.2), which may
be useful in reducing computational costs. Lastly, in the case of a high dimensional
calibration parameter space, our method can be useful in reducing computational
costs associated with computing Gaussian process likelihoods for a large number of
state-aware parameters.
As the two research projects presented are novel work in their respective fields,
there are several future directions that will improve the applicability of each project.
The primary weakness of the research in chapters 1 and 2 are the potential computation burden associated with numerical integration, which was required in both chapter
1 and 2. The examples given in each chapter both had two-dimensional domains, and
the computations were actually performed in one-dimension, where numerical integration is straightforward. In higher dimensional or more complicated domains, numerical integration using Gaussian quadratures can require a large number of points
for equivalent precision, and may be difficult to implement in the case of more complicated domains. It is possible that Monte Carlo sampling will be necessary as a
surrogate, or perhaps using simplified basis functions rather than orthogonal polynomials in numerical integration is preferable. Other possibilities may include sampling
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strategies which bypass the need for implementing numerical integration entirely. Future directions for the research in chapter 3 involve testing the methodology for larger
calibration parameter spaces, as this has not been tested yet. A particularly complicated difficulty to overcome which is present not only in our methodology but in
computer model calibration as a whole is identifiability of parameters. This can pose a
concern in calibration with constant parameters, and the increased flexibility of stateaware models further complicates the identifiability of parameters. Possible avenues
of overcoming this include parameter transformation and strong prior information.
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