The paper develops valuation of multi-name credit derivatives, such as collateralized debt obligations (CDOs), based on a novel multivariate subordinator model of dependent default (failure) times. The model can account for high degree of dependence among defaults of multiple firms in a credit portfolio and, in particular, exhibits positive probabilities of simultaneous defaults of multiple firms. The paper proposes an efficient simulation algorithm for fast and accurate valuation of CDOs with large number of firms.
INTRODUCTION
A collateralized debt obligations (CDO) is a financial claim to the cash flows generated by a portfolio of debt instruments. Cash CDOs are based on portfolios of corporate bonds, sovereign bonds, loans, mortgages, etc. CDO tranches are notes of varying seniority issued against the underlying credit portfolio and deliver cash flows to investors based on the cash flows from the assets in the portfolio. Synthetic CDOs are based on portfolios of credit default swaps (CDS). A CDS is essentially an insurance contract in which a buyer of credit protection makes fixed periodic payments until contract expiration, such as five years. If there is a default on the underlying reference bond during that period, then the buyer of protection has the right to give the defaulted bond to the protection seller and receive the full face value of the bond in exchange. In effect, the value of the CDS payoff in the event of default is equal to the loss given default (LGD) on the reference bond.
Important examples of synthetic CDO contracts (also called tranche swaps) are CDOs based on the most liquid U.S. corporate credit derivative index, the Dow Jones CDX North America Investment Grade Index. It is based on a basket of CDS contracts on 125 U.S. firms with investment grade debt. The CDX index itself trades just like a single-name CDS (index default swap), with a defined premium based on the equally weighted basket of its 125 constituents. Index CDO tranches of varying seniority are issued tied to the CDX index. The iTraxx index is a similar index of 125 European investment grade firms. While CDOs based on major indexes such as CDX and iTraxx are the most liquid CDOs, a CDO can be based on any credit sensitive portfolio. A wide variety of customized (bespoke) CDOs have been issued prior to the global credit crisis of [2007] [2008] [2009] , some of them on highly risky portfolios, such as subprime mortgages. The key to CDO valuation is the understanding and modeling of dependence among default events in the credit portfolio. Underestimating default dependence and, hence, the probability of multiple defaults occurring in a short period of time (default clustering) would result in major underestimation of risk and, hence, major mispricing of senior tranches. This is what happened in years preceding the credit crisis, when financial institutions, credit rating agencies and investors often used simplified models with weak default dependence that implied very low probabilities of multiple defaults that resulted in significant misestimation of risk and misvaluation of CDOs. As is now well known, some senior CDO tranches rated AAA by credit rating agencies (the highest rating for safety and low risk of a credit instrument) suffered major losses during the credit crisis.
CDO valuation models generally fall into one of two categories -bottom-up or top-down. In a bottom-up approach, one models default dynamics of each individual obligor in the credit portfolio, and then aggregates the component losses to construct the portfolio loss process. The dependence structure of defaults across different obligors is modeled in a number of ways. Copula-based models (Embrechts (2009) gives an excellent introduction to the copula approach.) couple marginal distributions via preselected joint distributions. For example, Li (2008) proposes Gaussian copula, where the preselected joint distribution is multidimensional Normal distribution. The model was once considered industry standard, but was shown to significantly underestimate portfolio risk, because it fails to generate correlated large losses and default clustering in particular. By constructions, these models are also static in a sense that they do not model the credit dynamics of each obligor. In a different approach, intensity-based bottom-up models describe dependence structure by modeling stochastic and correlated default intensities (stochastic default arrival rates) of obligors in the portfolio. The default time of one firm is modeled as the first jump time of a doubly stochastic Poisson process with stochastic arrival rate. The single name intensity-based models are introduced by Jarrow and Turnbull (1995) , Lando (1998) , and Duffie and Singleton (1999) , and stemming from them, the multi-name intensity-based model was originally proposed by Duffie and Gârleanu (2001) and extended by Mortensen (2006) and many others. Generally speaking, the bottom-up approach based on correlated stochastic default intensities offers a consistent dynamic framework to model both single-name as well as portfolio dynamics, which makes hedging and managing risk consistent. The drawback is that intensity based models have difficulties producing high levels of default correlation and, in particular, the probability of simultaneous defaults of multiple obligors vanishes. This is intuitively clear since even if the default intensities of two firms simultaneously experience significant upward jumps, their integrals (hazards) will take some time to "feel" that increase in the integrand and, hence, the probability of simultaneous default of two obligors in the correlated intensity model vanishes. Another drawback is computational, requiring significant computational resources to simulate each individual obligor's dynamics and aggregate to the portfolio level.
In contrast, top-down approaches directly model the portfolio loss process. Representative works are Errais, Giesecke, and Goldberg (2007) , Cont and Minca (2007) , Giesecke and Kim (2007) , and Longstaff and Rajan (2008) , among others. The top-down approach models portfolio loss dynamics rather than individual losses. As a result, the size of the portfolio have little influence on the computational effort, as the dimension of the problem is effectively reduced to several factors included in the model of a one-dimensional portfolio loss process. The drawback is that the consistency with single-name dynamics is generally lost. That creates difficulties with hedging multi-name and single-name credit derivatives consistently.
During the credit crisis, multiple defaults occurred in the fall of 2008 in the very short period of time. It is interesting to point out that, just prior to the credit crisis, a number of researchers, Jorion and Zhang (2007) , Das, Duffie, Kapadia, and Saita (2007) and Longstaff and Rajan (2008) among others, have provided empirical evidence of default clustering phenomena and pointed out that the existing models used in the industry at the time failed to take it into account and, more generally. The credit crisis reinforced the need to incorporate strong enough default dependence and the possibility of default clustering in credit modeling. From the bottom-up perspective, original intensity-based models are incapable to capture some excess correlation that exists due to default clustering, as shown in Das, Duffie, Kapadia, and Saita (2007) . To incorporate richer dependency, Zheng (2009) propose to change default intensities of firms if one firm Sun, Mendoza-Arriaga, and Linetsky defaults. Peng and Kou (2009) , Mai and Scherer (2009) and Mendoza-Arriaga and Linetsky (2010) extend the intensity-based models and incorporate default clustering by modeling the hazard process directly as a jump process, rather than modeling the intensity. When the hazard processes of multiple obligors jump above their thresholds at the same time under the influence of a common factor experiencing a shock, simultaneous defaults of multiple obligors occur in such models.
In the present paper we apply the model proposed by Sun, Mendoza-Arriaga, and Linetsky (2010) , where the authors use multidimensional Lévy subordinators to provide an alternative construction of the celebrated Marshall-Olkin (MO) multivariate exponential distribution proposed by Marshall and Olkin (1967) as a model for failure times with the possibility of simultaneous failure (default). The Marshall-Olkin class of distributions has been studied in reliability literature, and it has a number of attractive features to model dependent lifetimes of components in a system, including the possibility of simultaneous failures. But in order to sample from an n-dimensional MO distribution, according to the original MO fatal shock construction, one needs to simulate 2 n independent exponential random variables. That drastically limits the applicability to small dimensional problems only. In a typical credit portfolio, the number of obligors could be from hundreds to thousands, thus making general MO distributions infeasible to simulate. Sun, Mendoza-Arriaga, and Linetsky (2010) prove that every n-dimensional MO distribution whose parameters satisfy a certain condition can be constructed as the distribution of the first passage times of coordinates of an n-dimensional Lévy subordinator process above n independent unit mean exponential random variables. This new construction of the class of MO distributions breaks the curse of dimensionality and facilitates efficient simulation.
The present paper applies the results of Sun, Mendoza-Arriaga, and Linetsky (2010) to the modeling and valuation of CDOs. The default time of each obligor is modeled as the first passage times of the corresponding coordinate of a multidimensional subordinator above a unit mean exponential random variables. Each coordinate of the multidimensional subordinator serves as the hazard process of the corresponding obligor. Each coordinate of the multidimensional subordinator is a linear combination of several independent one-dimensional subordinators, with which we represent different risk factors. The model shows explicit and rich dependence structure that, we believe, is large enough in any credit risk application. In this framework, simultaneous defaults happen when different coordinates of the multivariate subordinator jump and pass their respective thresholds at the same time due to a jump in a common factor. The marginal and joint survival probabilities can be easily expressed in closed form in terms of the Laplace exponent of the Lévy subordinator. Nevertheless, for large portfolios like CDX and iTraxx, the explosion of combinatorial terms in the sums entering the expressions makes it infeasible to value CDO tranches analytically. In contrast, the efficient simulation in this model is straightforward, with the computational effort growing linearly in the number of obligors in the CDO's reference portfolio.
The rest of the paper is organized as follows. In section 2, we survey multi-dimensional subordinator processes and, in particular, discuss the linear factor model -a class of n-dimensional subordinators that can be written as linear combinations of independent one-dimensional subordinators. In section 3, we introduce our model for dependent defaults based on the linear factor model and discuss its properties. Section 4 introduces CDO contracts, gives the CDO tranche pricing formulas, and shows the efficient simulation algorithm. In section 5, we provide a simulation experiment, where we simulate CDO tranche spreads derived on a group of 125 obligors.
MULTIVARIATE SUBORDINATORS
An n-dimensional subordinator is a Lévy process in R n + = [0, ∞) n starting at the origin that is nondecreasing in each of its coordinates. That is, each of its coordinates is a one-dimensional subordinator, a one-dimensional non-decreasing Lévy process starting at zero. Recall that a Lévy process is a process with right-continuous with left limits sample paths, with stationary and independent increments, and continuous in probability. The (n-dimensional) Laplace transform of an n-dimensional subordinator is given by the Sun, Mendoza-Arriaga, and Linetsky Lévy-Khintchine formula (here u i ≥ 0 and u, v = ∑ n i=1 u i v i ):
with the Laplace exponent given by:
where γ ∈ R n + is the drift of the subordinator and the Lévy measure ν is a σ -finite measure on R n concentrated on R n + \{0} such that R n + ( s ∧ 1)ν(ds) < ∞. Thus, the multivariate subordinator is a process with positive jumps in each of its coordinates governed by the Lévy measure ν and with non-negative drift γ. The integrability condition means that the Lévy measure is integrable away from the origin, while the singularity at the origin is such that s ν(ds) is integrable.
A class of multi-dimensional subordinators convenient for applications can be constructed as follows. Let S a t be m independent one-dimensional subordinators and A an n × m matrix with non-negative entries A i,a ≥ 0. Define
Then the R n + -valued process T t is an n-dimensional subordinator. In this structure, each independent subordinator S a contributes to each coordinate T i of the n-dimensional subordinator T . The coefficient A i,a is the corresponding loading coefficient. We call this class of multi-dimensional subordinators the linear factor model. The Laplace exponent is given by:
where φ a (v) are the Laplace exponents of the m independent one-dimensional subordinators S a . The drift vector and Lévy measure of T are:
where γ a and ν a are the drift and Lévy measure of S a , and G a = {s a ≥ 0 : A(0, ..., s a , ..., 0) ∈ G}, where s a is in the ath place. The matrix A defines the covariance:
where −φ a (0)t is the variance of the ath independent subordinator S a t . Further examples of multi-dimensional subordinators can be found in Barndorff-Nielsen and Sato (2001) .
A family of one-dimensional subordinators important in applications is defined by the following three-parameter family of Lévy measures:
with C > 0, η ≥ 0, and α < 1. For α ∈ (0, 1) these are the so-called tempered stable subordinators (exponentially dampened versions of the stable subordinators with ν(ds) = Cs −α−1 ds). The special case with α = 1/2 is the inverse Gaussian (IG) subordinator (see Barndorff-Nielsen (1998) ). The limiting case α = 0 is the gamma subordinator (see Madan and Seneta (1990) and Madan, Carr, and Chang (1998) ). The
Sun, Mendoza-Arriaga, and Linetsky processes with α ∈ [0, 1) are infinite activity processes. The processes with α < 0 are compound Poisson processes with gamma distributed jump sizes (in particular, with exponential jumps when α = −1). The Laplace exponent is given by:
where Γ(x) is the gamma function. The parameter C affects the intensity of jumps of all sizes simultaneously. The parameter η controls the decay rate of large jumps. The parameter α controls the relative importance of small jumps in sample paths of the subordinator. Further information on subordinators can be found in Bertoin (1996)), Sato (1999) and Schilling, Song, and Vondracek (2010) . For applications in finance see Boyarchenko (2002) , Cont and Tankov (2004) and Schoutens (2003) .
In general, the transition function of the subordinator with a given Laplace exponent has to be recovered numerically by inverting the Laplace transform. In special cases of gamma, inverse Gaussian, and compound Poisson subordinators with gamma distributed jumps the transition functions are known in closed form. In particular, the state S t of the gamma subordinator at time t > 0 has the gamma density:
The state of the IG subordinator at time t > 0 has the IG density:
The linear factor model (2) defines a special class of multi-dimensional subordinators convenient for simulation. In this class the dependence structure is explicitly described by the matrix A that decomposes the n-dimensional subordinator into m independent factors S. If the independent factors are subordinators with known transition densities, then the simulation of the n-dimensional subordinator is reduced to the simulation of m independent one-dimensional subordinators with known densities. For general subordinators, their dependence structure can be described by the Lévy copula introduced by Kallsen (1986) .
THE MULTIVARIATE SUBORDINATOR MODEL OF DEPENDENT DEFAULT TIMES

Model Set-Up
Consider a credit portfolio of n firms. We use the linear factor model (2) to describe dependence structure among defaults of the n firms as follows. Let S c t , c = 1, . . . , m be m independent one-dimensional subordinators representing common factors affecting multiple firms in the portfolio. Let S i t , i = 1, ..., n, be n independent one-dimensional subordinators representing idiosyncratic (firm-specific) factors affecting only the ith firm. Define an n-dimensional subordinator as follows:
where A i,c ≥ 0, c = 1, . . . , m are the factor loadings of the common factors. Define the time of default of the ith firm as follows:
where T i t is the i-th coordinate of the previously defined n-dimensional subordinator T , E i are i.i.d exponential unit mean random variables and independent of S c t and S i t , and f i (t), i = 1, . . . , n are deterministic functions of time needed to calibrate to any given single-name term structure of CDS spreads for each individual firm.
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Model Properties
The default dependence structure among obligors is explicit and rich in this model. As shown in (4), the correlation structure is captured by A i,c and S c t . By choosing the loading coefficients, one controls the influence of the common factors S c t on different firms in the portfolio. The common factors may include systematic (economy-wide), industry-specific or geographic-specific factors, which can all be incorporated as multiple subordinators. Different types of subordinators may be used to model specific feature. For instance, subordinators with large but less frequent jumps are suitable to model systematic factors that proxy for major market shocks affecting everyone, while those with small and frequent jumps are suitable to model firm-specific factors.
As proved in Sun, Mendoza-Arriaga, and Linetsky (2010), when f i = 0, the distribution of the random vector (τ i ) of default times is a Marshall-Olkin multivariate exponential distribution with parameters expressed in terms of the Laplace exponents of subordinators and loading coefficient A. As such, the distribution has singular components that model simultaneous defaults of multiple obligors. In particular, the probability of simultaneous default of two obligors i and j is given explicitly by (in the general case with possibly non-zero f i and f j ):
where
The model can match arbitrary marginal survival probabilities of every obligor, thus facilitating explicit calibration to single-name CDS data. The joint survival probabilities can then be easily calculated in closed form. Let φ c (·) and φ i (·) be the Laplace exponents of S c t and S i t . The marginal survival probability q i (t) is given by
where ϕ i is defined above. Note that without f i (t), the single name default time follows exponential distribution. By adding f i (t), we can match arbitrary marginal default time distributions. Given a set of common and firm-specific subordinators, f i (t), i = 1, . . . , n are chosen equal to − ln q i (t) − tϕ i to match single-name default probabilities. Let Θ be some subset of K obligors in the portfolio with indexes i k , k = 1, . . . , K. Then the joint survival probability for this subset of obligors is:
Another useful feature of this model specification is conditional default independence conditional on common factors S c t . This allows for significant computational efficiency in CDO valuation. Instead of explicitly specifying idiosyncratic subordinators S i t , as well as f i (t), we can directly take single-name survival probabilities as model inputs. This is similar to the approach taken in Peng and Kou (2009) in a different model specification with common and idiosyncratic factors. On one hand, single-name and multi-name credit instruments can be modeled in one framework, hence facilitating hedging and risk management. On the other, marginal (risk-neutral) survival probabilities can be easily extracted from market quotes of single name CDS. More precisely, given common factors S c t , c = 1, . . . , m, firms will default independently, and the conditional survival probability is given by:
Comparing (12) to (10), we immediately derive the relationship of the conditional survival probability and the unconditional survival probability. That is,
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This is particularly useful in Monte Carlo simulation, because we can independently simulate the status of firms.
Application to Modeling Credit Portfolios
Define the default indicator process D i t = 1 {τ i ≤t} , which indicates if the company i has defaulted or not by time t. Then the cumulative portfolio loss process L t is given by:
where LGD i is the loss given default on the ith obligor's debt, and w i is the corresponding portfolio weight (total exposure to the ith obligor). To simplify notion and without loss of generality, throughout this paper we assume that the total portfolio notional amount is N = 1. CDO tranches can be viewed as contingent claims on the loss process L t and, hence, on default indicators. In principle, the expectation of any function of D i t can be written down in closed form in terms of the summation taken over 2 n possible realizations of the binary random variables D i t with probabilities calculated by using joint survival probabilities (11). As portfolio size increases, this method quickly becomes infeasible. In contrast, our model specification provides a direct way to simulate the loss process.
First, we specify the one-dimensional subordinators as those with closed form transition probability functions, such as gamma, inverse Gaussian, and compound Poisson with gamma distributed jumps, so that they can be easily simulated at any given time t. We then simulate unit mean exponential random variables and compare them to the subordinator coordinates plus f i (t), which lead to the knowledge of default indicators D i
t . An additional efficiency arises from the observation that one does not actually need to specify firmspecific subordinators S i t and functions f i (t), i = 1, . . . , n. Rather, single name marginal survival probabilities can be used as the direct model input. The common factors S c t , c = 1, . . . , m are simulated first. Conditional on that, derive the conditional survival probabilities through (13) for all i. The indicator D i t follows the Bernoulli(1 − q c i (t)) distribution. Thus, single-name survival probabilities are used as direct model input, resulting in consistency of the multi-name valuation model with single-name CDS. Instead of simulating n firm specific subordinators and n exponential random variables, we generate n Bernoulli random variables. In the next section, we will discuss the details of this simulation algorithm for CDO valuation.
PRICING COLLATERALIZED DEBT OBLIGATIONS
Introduction to CDO Markets
In this paper we focused on synthetic CDOs (also called tranche swaps) on credit indexes. To give an example, we describe index tranche swaps tied to the most liquid U.S. corporate credit derivatives index, the Dow Jones CDX North American Investment Grade Index (CDX.NA.IG). It is based on a basket of CDS contracts on 125 U.S. firms with investment grade debt. The CDX index itself trades just like a single-name CDS contract (index default swap), with a defined premium based on the equally weighted basket of its 125 constituents. Every six months in March and September, the index is revised and reissued with some downgraded and illiquid firms being dropped from the index and some new ones added. The first CDX.NA.IG index was issued in 2003, and since then the indexes are numbered sequentially. The CDO tranches are divided into intervals 0%-3%, 3%-7%,7%-15%,15%-100% of the total losses on the index portfolio. The most junior tranche experiences no losses if the total losses of the underlying portfolio are zero, and experiences the loss of 100% of the tranche notional amount if the total losses on the underlying portfolio equal or exceed 3% of the portfolio principal. If the underlying portfolio losses are between zero and 3%, the corresponding junior tranche losses are linearly interpolated between zero and one. The second most junior tranche (junior mezzanine) with the attachment level of 3% and the detachment level of 7% experiences no loss if the underlying portfolio losses do not exceed 3% of portfolio principal (as those Sun, Mendoza-Arriaga, and Linetsky losses are absorbed by the equity tranche). The losses are 1.00 or 100% if the total losses on the underlying portfolio equal or exceed 7% of the portfolio principal. The most senior tranche with the attachment level of 15% and the detachment level of 100% experiences no loss if underlying portfolio losses do not exceed 15%. For underlying portfolio losses between 15% and 100%, the corresponding tranche losses are linearly interpolated between zero and one.
The iTraxx index is a similar index for 125 European investment grade firms. iTraxx CDOs are structured similarly to CDX CDOs, but have different attachment points. CDX and iTraxx credit index families also include other indexes, such as CDX High Yield North America and similar iTraxx indexes based on European lower rated obligors. Although CDOs based on major indexes are the most liquid synthetic CDOs, a synthetic tranche can be based on any portfolio.
CDO Tranche Spreads Valuation Formula
The mathematical formulation of the CDO tranche pricing problem is as follows. Let the interval [0, 1] be partitioned into J contiguous tranches [ε j−1 , ε j ), j = 1, . . . , J, with ε 0 = 0 and ε J = 1 (corresponding to 100%). So for the jth tranche, ε j−1 and ε j are the attachment and detachment points respectively. The normalized cumulative loss up to time t of the tranche j is defined as:
where L t is the cumulative portfolio loss process defined in Eq. (14). It is normalized so that the loss is equal to one (100% of the principal) when L t ≥ ε j . A CDO contract specifies the maturity T and a set of payment dates 0 < t 1 < t 2 < . . . < t K = T . Typically, the payment is made quarterly. At each t k , k = 1, . . . , K, the protection seller receives a fixed premium payment from the protection buyer at the rate of S [ε j−1 ,ε j ) per annum on the remaining notional 1 − L [ε j−1 ,ε j ) t k of the tranche j. In exchange for this premium payment, the protection buyer (CDO issuer) is covered for the loss incurred between time t k−1 and t k . Therefore, at time t 0 = 0, the present value of the premium leg of the tranche j is given by
where DF(0,t) is the risk free discount factor from t to time 0. The present value of the protection leg of the tranche j is:
The spread of tranche j is obtained by setting the present value of the premium leg equal to the present value of the protection leg:
In some CDO contracts the premium is paid via an upfront fee payment, U [ε j−1 ,ε j ) , as well as the running annual spread S [ε j−1 ,ε j ) . In that case, at each payment date, the protection buyer pays a fixed running spread S [ε j−1 ,ε j ) that is fixed in the contract, such as 100 basis points per year, and a quoted upfront fee. In that Sun, Mendoza-Arriaga, and Linetsky case, the upfront fee is equal to:
CDO tranche swaps based on different indexes have different quoting conventions. For example, in CDOs based on CDX.NA.IG, starting with Series 15, the equity tranche 0-3% is traded with upfront fee plus 500bps, 3-7 and 7-10 tranche will trade on a running coupon of 100bps + upfront payment and 15-100 tranche trades fee plus a running spread of 25bps.
CDO Valuation by Monte Carlo Simulation
The practical difficulty with evaluating the valuation formulas (18) and (19) analytically is the curse of dimensionality in evaluating the expectations. As an alternative, we simulate the underlying subordinator model and the resulting portfolio loss process. In the linear factor subordinator model (7), S c t , c = 1, . . . , m and S i t , i = 1, . . . , n are independent one-dimensional subordinators, where we assume that each subordinator has an explicitly known transition function (cf. Eqs.(5-6) for the gamma or inverse Gaussian subordinators). We also exploit the property of conditional independence of defaults given the common factors, as discussed previously. For the valuation of CDOs, we need to simulate default indicators D i t on a grid of payment dates 0 < t 1 < . . . , < t K = T . For each replicate at t k , k = 1, . . . , K, we simulate default indicators, and compute portfolio loss L t k , k = 1, . . . , K as in Eq.(14). We thus have the following simulation algorithm to evaluate CDOs. Algorithm 1 (CDO Simulation)
1. For each independent common subordinator S c t , c = 1, . . . , m, generate samples paths S c t k , k = 1, . . . , K on a discrete grid of time points corresponding to the payment dates (e.g., quarterly). 2. For each i = 1, . . . , n, compute the conditional survival probability q c i (t k ), k = 1, . . . , K as in Eq.(13), using the unconditional survival probabilities, simulated common subordinators S c t k , and the Laplace exponents of the common subordinators.
Generate default indicators
Compute the cumulative portfolio loss L t k at each time t k , k = 1, . . . , K. 5. Compute tranche spreads (18) or upfront fees (19) according to the contract specification.
Executing the simulation algorithm provides the estimate and the confidence interval of the running spread or the upfront fee for each CDO tranche. The computational effort requires to simulate a total of n independent Bernoulli random variables, and m × K random variables required to simulate the common subordinators S c t on the discrete grid of time points t k , such as gamma or inverse Gaussian.
CALIBRATION TO MARKET DATA
In this section we show an example of consistent joint calibrating our subordinator model to market spreads of 5 year CDO based on CDX.NA.IG, as well as individual 3 year and 5 year CDS spreads of the 125 constituent companies in the index. We use the market quotes on Nov 02 2010, when Series 15 is the on-the-run index. The tranche swaps are quoted in 4 tranches. The equity tranche 0-3% is traded with a quoted upfront fee payment plus the fixed 500 bps annual running spread, the two mezzanine tranches 3-7% and 7-10% are traded with running annual of 100 bps plus the quoted upfront payment, and the senior 15-100% tranche is traded with an upfront fee plus a running spread of 25 bps. The portfolio is equally weighted, and to simplify analysis we assume that all obligors have the same loss-given-default Sun, Mendoza-Arriaga, and Linetsky 4. Applying algorithm 1 to calculate CDO tranche spreads by simulation. 5. Repeat from step 2 to minimize the tranche pricing error. That is, search for w r H,1 , w r H,2 , w r G , r = 1, 2 and Ω so that the root mean square error of the model produced spreads and market quoted spreads is minimized.
The calibration result is presented in table 1, based on 100,000 replications in the simulation algorithm. The estimated spreads from the model are not only within bid-ask spreads, but within 2 basis points of the middle quotes for all tranches. This illustrates that the dependence structure of the model is rich enough to capture the correlation structure implied in the market quotes for CDO tranches. Calibrated parameters of systematic and group subordinators as well as weight coefficients are presented in table 2.
CONCLUSION
The paper develops valuation of multi-name credit derivatives, such as collateralized debt obligations (CDOs), based on a novel multivariate subordinator model of dependent default (failure) times. The default times of individual firms are modeled as first passage times of coordinates of the multidimensional subordinator above independent unit-mean exponentially distributed levels. The model can account for high degree of dependence among defaults of multiple firms in a credit portfolio and, in particular, exhibits positive probabilities of simultaneous defaults of multiple firms. The paper proposes an efficient simulation algorithm for fast and accurate valuation of CDOs with large number of firms and applies it to the calibration of this class of models to CDX market data.
