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ON THE MARTINGALE PROBLEM FOR DEGENERATE-PARABOLIC
PARTIAL DIFFERENTIAL OPERATORS WITH UNBOUNDED
COEFFICIENTS AND A MIMICKING THEOREM FOR ITOˆ PROCESSES
PAUL M. N. FEEHAN AND CAMELIA POP
Abstract. Using results from our companion article [26] on a Schauder approach to existence
of solutions to a degenerate-parabolic partial differential equation, we solve three intertwined
problems, motivated by probability theory and mathematical finance, concerning degenerate
diffusion processes. We show that the martingale problem associated with a degenerate-elliptic
differential operator with unbounded, locally Ho¨lder continuous coefficients on a half-space is well-
posed in the sense of Stroock and Varadhan. Second, we prove existence, uniqueness, and the
strong Markov property for weak solutions to a stochastic differential equation with degenerate
diffusion and unbounded coefficients with suitable Ho¨lder continuity properties. Third, for an
Itoˆ process with degenerate diffusion and unbounded but appropriately regular coefficients, we
prove existence of a strong Markov process, unique in the sense of probability law, whose one-
dimensional marginal probability distributions match those of the given Itoˆ process.
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1. Introduction
Consider a time-dependent, degenerate-elliptic differential operator defined by unbounded co-
efficients (a, b) on the half-space H := Rd−1 × (0,∞) with d ≥ 1,
Atv(x) :=
1
2
d∑
i,j=1
xdaij(t, x)vxixj(x) +
d∑
i=1
bi(t, x)vxi(x), (t, x) ∈ [0,∞)×H, (1.1)
and a = (aij), b = (bi), and v ∈ C2(H). The operator At becomes degenerate along the boundary
∂H = {xd = 0} of the half-space. In this article, motivated by applications to probability theory
and mathematical finance [2, 18, 28, 39], we apply the main result of our companion article1 [26]
to solve three intertwined problems concerning degenerate diffusion processes related to (1.1).
We show that the martingale problem §1.1.1 for the degenerate-elliptic operator with un-
bounded coefficients, At, in (1.1) is well-posed in the sense of D. W. Stroock and S. R. S. Varad-
han [44]. In addition, as discussed in more detail in §1.1.2, we prove existence, uniqueness, and
the strong Markov property for weak solutions, X̂ , to a degenerate stochastic differential equation
with unbounded coefficients,
dX̂(t) = b(t, X̂(t))dt + σ(t, X̂(t))dŴ (t), t ≥ s,
X̂(s) = x.
(1.2)
when the coefficient σ is a square root of the coefficient matrix xda in At in (1.1), that is, when
σσ∗ = xda on HT , where HT := (0, T ) × H is the open half-cylinder with 0 < T < ∞. Lastly,
suppose we are given a degenerate Itoˆ process,
dX(t) = β(t)dt+ ξ(t)dW (t), t ≥ 0,
X(0) = x,
(1.3)
whose possibly unbounded coefficients (ξ, β) are related to those of (1.2) as explained in §1.1.3.
When the coefficients (σ, b) in (1.2) are determined by the coefficients (ξ, β) in (1.3) as described
in §1.1.3, we show that the weak solution X̂ to (1.2) “mimics” the Itoˆ process (1.3) in the sense
that X̂(t) has the same one-dimensional marginal probability distributions as X(t), for all t ≥ 0
if X̂(0) = X(0) ∈ H. Our mimicking theorem complements that of I. Gyo¨ngy [28], who assumes
that (1.2) is non-degenerate with bounded, measurable coefficients, that of G. Brunick and S. E.
Shreve [12, 14], who allow (1.2) to be degenerate with unbounded, measurable coefficients, and
1Our longer previous manuscript [24] combined [26] with the present article.
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those of A. Bentata and R. Cont [10] and M. Shi and J. Wang [43, 45] who prove mimicking
theorems for a discontinuous semimartingale process with a non-degenerate diffusion component
and bounded coefficients.
1.1. Summary of main results. We describe our results outlined in the preamble to §1.
1.1.1. Existence and uniqueness of solutions to the martingale problem for a degenerate-elliptic
operator with unbounded coefficients. We define an analogue of the classical martingale problem
([44, p. 138], [31, Definition 5.4.5 & 5.4.10]) when Rd is replaced by the closed half-space H.
For x, y ∈ R, we denote x ∧ y = min{x, y}, x ∨ y = max{x, y}, x+ = max{x, 0}, and x− =
min{x, 0}. The space Cloc([0,∞);H) of continuous functions, u : [0,∞) → H, endowed with the
topology of uniform convergence on compact sets is a complete, separable, metric space. We
denote by B(Cloc([0,∞);H)) the Borel σ-algebra induced by this topology. As in [31, Problem
2.4.2], we see that B(Cloc([0,∞);H)) is also the σ-algebra generated by the cylinder sets (1.4).
Following [31, Problem 2.4.2, Equation (5.3.19) & Remark 5.4.16], we consider the filtration
{Bt(Cloc([0,∞);H))}t≥0 given by
Bt(Cloc([0,∞);H)) := ϕt
(
B(Cloc([0,∞);H))
)
, ∀ t ≥ 0, (1.4)
where ϕt : Cloc([0,∞);H)→ Cloc([0,∞);H) is defined by
ϕt(ω) := ω(t ∧ ·), ∀ω ∈ Cloc([0,∞);H).
We then have the
Definition 1.1 (Solution to a martingale problem for an operator on a half-space). Given (s, x) ∈
[0,∞) ×H, a probability measure P̂s,x on
(Cloc([0,∞);H),B(Cloc([0,∞);H))
is a solution to the martingale problem associated to At in (1.1) starting from (s, x) if, for every
v ∈ C20 (H),
Mvt (ω) := v(ω(t)) − v(ω(s))−
∫ t
s
Auv(ω(u)) du, t ≥ s, ω ∈ Cloc([0,∞);H),
is a continuous P̂s,x-martingale with respect to the filtration Gt+, where Gt is the augmentation
(in the sense of [31, Definition 2.7.2. (ii)]) under P̂s,x of the filtration {Bt(Cloc([0,∞);H)}t≥0,
and Gt+ is its right-continuous version (in the sense of [31, p. 89]), and P̂
s,x obeys the initial
condition,
P̂s,x
(
ω ∈ Cloc([0,∞);H) : ω(t) = x, 0 ≤ t ≤ s
)
= 1. (1.5)
We note that Gt+ in Definition 1.1 satisfies the usual conditions [31, Definition 1.2.25].
Remark 1.2 (Reduction to usual filtration). [31, Remark 5.4.16] By modifying the statement and
solution to [31, Problem 5.4.13] (that is, replacing Rd by H), we see that if Mvt is a martingale
with respect to the filtration {Bt(Cloc([0,∞);H)}t≥0, then it is a martingale with respect to the
enlarged filtration Gt+ in Definition 1.1.
Theorem 1.3 (Existence and uniqueness of solutions to the martingale problem for a degener-
ate-elliptic operator with unbounded coefficients). Suppose the coefficients (a, b) in (1.1) obey the
conditions in Assumption 2.2. Then, for any (s, x) ∈ [0,∞)×H, there is a unique solution, P̂s,x,
to the martingale problem associated to At in (1.1) starting from (s, x).
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When the initial condition (s, x) is clear from the context, we write P̂ instead of P̂s,x. For
brevity, when the initial condition is (0, x), we sometimes write P̂x instead of P̂0,x.
Remark 1.4 (Well-posedness of the classical martingale problem in [44])). Standard results which
ensure existence of solutions to the classical martingale problem associated with At
Atv(t, x) :=
1
2
d∑
i,j=1
αij(t, x)vxixj(x) +
d∑
i=1
bi(t, x)vxi(x), (t, x) ∈ [0,∞)× Rd, (1.6)
require that the coefficients
α : [0,∞)× Rd → Sd,
b : [0,∞)× Rd → Rd.
(1.7)
be bounded and continuous [31, Theorem 5.4.22], [44, Theorem 6.1.7]; here, Sd ⊂ Rd×d denotes
the closed, convex subset of non-negative definite, symmetric matrices and α = (αij), b = (bi).
Standard results which ensure uniqueness of solutions require, in addition, that the coefficients
(α, b) are Ho¨lder continuous and that the matrix α is uniformly elliptic (see [31, Theorem 5.4.28,
Corollary 5.4.29, and Remark 5.4.29] for the time-homogeneous martingale problem). Strict
ellipticity of the second-order coefficients matrix is required for the uniqueness of the martingale
problem to hold, as in [44, Theorem 7.2.1].
Remark 1.5 (Approaches to proving uniqueness in the classical martingale problem). Strong
uniqueness of solutions to stochastic differential equations as (1.2) is guaranteed when the coef-
ficients, b(t, x) and σ(t, x), are locally Lipschitz continuous in the spatial variable [31, Theorem
5.2.5]. We also recall the result of Yamada and Watanabe that pathwise uniqueness of weak
solutions implies uniqueness in the sense of probability law [31, Proposition 5.3.20]. Our article is
closer in spirit to a third approach to proving uniqueness of solutions to the classical martingale
problem [31, §5.4] which consists in proving existence of solutions in C([0, T ]×Rd)∩C2((0, T )×Rd)
to the terminal value problem for the parabolic partial differential equation,{
ut + Atu = 0 on (0, T )× Rd,
u(T, ·) = g on Rd,
where g ∈ C∞0 (Rd) and At is given by (1.6). Here, C2((0, T )×Rd) denotes the space of continuous
functions, u, such that ut, uxi and uxixj are also continuous on (0, T )× Rd.
Remark 1.6 (Comments on uniqueness). While [31, Remark 5.4.31] might appear to provide a
simple solution to the uniqueness property asserted by Theorem 1.3 when the nonnegative definite
matrix-valued function xda is in C
2(H;Sd), that is not the case. Although we might extend the
coefficient, xda, as a nonnegative definite matrix-valued function x
+
d a or |xd|a in C0,1(Rd;Sd),
such extensions are not in C2(Rd;Sd), as required by [31, Remark 5.4.31].
Remark 1.7 (Comments on the regularity of the coefficient matrix, a). Our proof of Theorem 1.3
involves an appeal to [27, Lemma 6.1.1] to find a square root, ς ∈ Cloc([0,∞) × H;Rd×d), such
that ςς∗ = a on [0,∞) × H. That appeal is valid since a ∈ Cloc([0,∞) × H;Sd) and is strictly
elliptic on [0,∞) ×H. More generally, if a is Cm,α (respectively, Cm), for an integer m ≥ 0 and
α ∈ (0, 1], then one may choose a square root, ς, which is also Cm,α (respectively, Cm). If the
matrix, a(t, x), is merely non-negative for all (t, x) ∈ [0,∞) ×H but a is C2 on [0,∞) ×H, then
one may choose a square root, ς, which is Lipschitz on [0,∞) × H, according to [27, Theorem
6.1.2].
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1.1.2. Existence and uniqueness of weak solutions to a degenerate stochastic differential equation
with unbounded coefficients. We start by describing the conditions imposed on the coefficient
functions (σ, b) which define a degenerate stochastic differential equation (1.2).
Assumption 1.8 (Properties of the coefficients of the stochastic differential equation). The
coefficient functions (σ, b) in (1.2) obey the following conditions.
(1) There is a function ς ∈ Cloc([0,∞)×H;Rd×d) such that
σ(t, x) =
√
xdς(t, x), ∀ (t, x) ∈ [0,∞)×H. (1.8)
(2) If we define a : [0,∞) ×H→ Sd by
a(t, x) := ς(t, x)ς∗(t, x), ∀ (t, x) ∈ [0,∞) ×H, (1.9)
then the coefficient functions (a, b) obey the conditions in Assumption 2.2.
The constraints on the coefficients (σ, b) implied by Assumption 1.8 are mild enough that they
include many examples of interest in mathematical finance.
Example 1.9 (Heston stochastic differential equation). The conditions in Assumption 1.8 are
obeyed by the coefficients of the R2-valued log-Heston process [29] with killing,
dX1(t) =
(
r − q − 1
2
X2(t)
)
dt+
√
X2(t)dW1(t),
dX2(t) = κ(θ −X2(t))dt+ ζ
√
X2(t)
(
̺dW1(t) +
√
1− ̺2dW2(t)
)
,
(1.10)
where q ∈ R, r ≥ 0, κ > 0, θ > 0, ζ 6= 0, and ̺ ∈ (−1, 1) are constants.
Example 1.10 (Parabolic Heston partial differential equation). The conditions in Assumption
2.2 are obeyed by the coefficients of the parabolic Heston partial differential operator,
− Lu = −ut + x2
2
(
ux1x2 + 2̺ζux1x2 + ζ
2ux2x2
)
+
(
r − q − x2
2
)
ux1 + κ(θ − x2)ux2 − ru, (1.11)
where the coefficients are as in Example 1.9.
The following theorem does not follow by the classical results [20, Theorem 5.3.3, Theorem
4.4.2 and Corollary 4.4.3] because our operator is not time-homogeneous as is required in the
hypotheses of the cited results.
Theorem 1.11 (Existence, uniqueness, and strong Markov property of weak solutions to a degen-
erate stochastic differential equation with unbounded coefficients). Suppose that the coefficients
(σ, b) in (1.2) obey the conditions in Assumption 1.8. Let (s, x) ∈ [0,∞)×H. Then,
(1) There is a weak solution, (X̂, Ŵ ), (Ω,F ,P), {Ft}t≥s, to the stochastic differential equa-
tion (1.2) such that X̂(s) = x, P-a.s.
(2) The weak solution is unique in the sense of probability law, that is, if
(X̂i, Ŵ i), (Ωi,F i,Pi), (F it )t≥s, i = 1, 2,
are two weak solutions to the stochastic differential equation (1.2) started at x at time s,
then the two processes X1 and X2 have the same law.
(3) The unique weak solution, (X̂, Ŵ ), (Ω,F ,P), {Ft}t≥s, has the strong Markov property.
When the initial condition (s, x) is not clear from the context, we write Xs,x instead of X. For
brevity, when the initial condition is (0, x), we sometimes write Xx instead of X0,x or X.
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Remark 1.12 (Non-exploding solutions). In the one-dimensional case, [31, Remark 5.5.19] can
be applied to show that solutions to (1.2) are non-exploding; [20, Theorem 5.3.10] may also be
applied to give this conclusion, noting that the moments of order 2m (m ≥ 1) are bounded via
(3.17).
1.1.3. Mimicking one-dimensional marginal probability distributions of a degenerate Itoˆ process
with unbounded coefficients. Let X be an Rd-valued Itoˆ process as in (1.3), where W is an Rr-
valued Brownian motion on a filtered probability space, (Ω,F ,P, {Ft}t≥0), satisfying the usual
conditions [31, Definition 1.2.25], β is an Rd-valued, adapted process, and ξ is a Rd×r-valued,
adapted process satisfying the integrability condition,
E
[∫ t
0
(|β(s)| + |ξ(s)ξ∗(s)|) ds
]
<∞, ∀ t ≥ 0. (1.12)
We assume that X(0) is non-random, with
X(0) = x0 ∈ H, (1.13)
and that for all t ≥ 0 we have
X(t) ∈ H, P-a.s., (1.14)
that is, H is a state space for the process, X(t).
We can now state the main result of this article which is the analogue of [28, Theorem 4.6] for
but for an Itoˆ process (1.3) with degenerate, unbounded diffusion coefficient, ξ(t), and possibly
unbounded drift coefficient, β(t).
Theorem 1.13 (Mimicking theorem for degenerate Itoˆ processes with unbounded coefficients).
Let X(t) be an Itoˆ process as in (1.3), with coefficients ξ(t) and β(t), and which obeys (1.14). We
define deterministic functions, measurable with respect to the Lebesque measure on [0,∞)×H, by
b(t, x) := E [β(t)|X(t) = x] , (1.15)
xda(t, x) := E [ξ(t)ξ
∗(t)|X(t) = x] , (1.16)
and assume that the coefficient functions, (a, b), satisfy Assumption 2.2. If σ is a coefficient
function obeying (1.8) and (1.9), then the unique weak solution, X̂, to the stochastic differential
equation (1.2), with initial condition X̂(0) = X(0) = x0 ∈ H¯, given by Theorem 1.11, has the
same one-dimensional marginal distributions as X.
Remark 1.14 (Mimicking stochastic differential equation). We call (1.2) the mimicking stochastic
differential equation defined by the Itoˆ process (1.3) when its coefficients (σ, b) are as in the
statement of Theorem 1.13.
1.2. Connections with previous research on martingale and mimicking problems. We
briefly survey previous work on uniqueness of solutions to the martingale problem for degenerate
differential operators, uniqueness and the strong Markov property for solutions to degenerate
stochastic differential equations, and mimicking problems.
1.2.1. Mimicking theorems. Gyo¨ngy [28, Theorem 4.6] proves existence of a mimicking process as
in Theorem 1.13 — although not the uniqueness or strong Markov properties — with conditions
on the coefficients (σ, b) which are both partly weaker than those of Theorem 1.13, because the
functions b : [0,∞) × Rd → Rd and σ : [0,∞) × Rd → Rd×d are only required to be Borel-
measurable, but also partly stronger than those of Theorem 1.13, because the functions (σ, b) are
required to be uniformly bounded on [0,∞) × Rd and σσ∗ is required to be uniformly positive
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definite on [0,∞)×Rd. Since Gyo¨ngy only requires that the coefficients (σ, b) of the correspond-
ing mimicking stochastic differential equation (1.2) are Borel measurable functions, he uses an
auxiliary regularizing procedure to construct a weak solution X̂ to (1.2). Uniqueness of the weak
solution is not proved under the hypotheses of [28, Theorem 4.6] and the main obstacle here is
the lack of regularity of the coefficients (σ, b).
The hypotheses of [28, Theorem 4.6] are quite restrictive, as we can see that they would exclude
a process, X, such as that in Example 1.9, even though the coefficients of its mimicking processes,
X̂, can be found by explicit calculation [4] (see also [2]). Moreover, N. Nadirashvili shows [37]
that uniqueness of stochastic differential equations with measurable coefficients satisfying the
assumptions of non-degeneracy and boundedness in [28, Theorem 4.6] does not hold in general
when d ≥ 3.
Brunick and Shreve [12, Corollary 2.16], [14] prove an extension of [28, Theorem 4.6] which
relaxes the requirements that σσ∗ be uniformly positive definite on [0,∞) × Rd and that the
functions σ and b are bounded on [0,∞) × Rd. Moreover, they significantly extend Gyo¨ngy’s
theorem [28] by replacing the non-degeneracy and boundedness conditions on the coefficients of
the Itoˆ process, X, by a mild integrability condition (1.12). Using purely probabilistic methods,
they show existence of weak solutions to stochastic differential equations of diffusion type which
preserve not only the one-dimensional marginal distributions of the Itoˆ process, but also certain
statistics, such as the running maximum or average of one of the components. More recently,
Brunick [13] establishes weak uniqueness for a degenerate stochastic differential equation with
applications to pricing Asian options.
Bentata and Cont [10] and Shi and Wang [43, 45] extend Gyo¨ngy’s mimicking theorem to dis-
continuous, non-degenerate semimartingales. Under assumptions of continuity and boundedness
on the coefficients of the process and non-degeneracy condition of the diffusion matrix or of the
Levy´ operator, they prove uniqueness of solutions to the forward Kolmogorov equation associated
with the generator of the mimicking process. In this setting, they show that weak uniqueness to
the mimicking stochastic differential equation holds and that the mimicking process satisfies the
Markov property.
M. Atlan [4] obtains closed-form solutions for the mimicking coefficients when the Itoˆ process
X has the form in Example 1.9, where the volatility modeled by a Bessel or Cox-Ingersoll-Ross
(that is, a Feller square root) process. This is possible because explicit, tractable expressions
are known for the distribution of Bessel processes and the Cox-Ingersoll-Ross process can be
obtained from a Bessel process by a suitable transformation (the Cox-Ingersoll-Ross process is
a deterministic, time-changed Bessel process, multiplied by a deterministic function of time [4,
Lemma 2.4]).
1.2.2. Uniqueness and strong Markov property of solutions to degenerate stochastic differential
equations. There are counterexamples to uniqueness of weak solutions to degenerate stochastic
differential equations such as (1.2); see [15], [31, §5.5], and [42]. Moreover, as noted in [12, Exam-
ple 2.2.10], the Markov property of solutions to (1.2) is not guaranteed; see also [15, Example 3.10]
for another example of non-Markov process arising as the solution to a one-dimensional stochastic
differential equation. Sufficient conditions for weak solutions of degenerate stochastic differential
equations such as (1.2) to be Markov are provided by [38, Theorem 7.1.2], the combination [31,
Theorems 5.2.9 & 5.4.20], [33] and elsewhere.
1.2.3. Uniqueness of solutions to degenerate martingale problems. Uniqueness for solutions to the
classical martingale problem ([44, p. 138], [31, Definition 5.4.5 & 5.4.10]), for suitable coefficients
(a, b), is proved in [44, Chapter 7] (see [44, §7.0] for a comprehensive outline), via uniqueness of
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solutions to a certain Kolmogorov backward equation. Special cases of uniqueness for solutions to
the martingale problem are established in [44, Theorem 6.3.4] (via uniqueness of weak solutions
to a stochastic differential equation in [44, Theorem 5.3.2]), [44, Corollary 6.3.3] (via existence
and uniqueness of solutions to a parabolic partial differential equation in [44, Theorem 3.2.6]);
as Stroock and Varadhan observe [44, §6.3], their special cases do not cover situations where σσ∗
is only non-negative definite. Their general uniqueness result [44, §7.0] does not apply to the
differential operator in Example 1.10 or other differential operators with similar degeneracies.
Similarly, while uniqueness results for solutions to the martingale problem for certain degenerate
elliptic differential operators is described by S. N. Ethier and T. G. Kurtz in [20, Theorem
8.2.5], their results do not apply to the differential operator in Example 1.10 or other differential
operators with similar degeneracies. Well-posedness of the martingale problem for certain time-
homogeneous, degenerate operators was established in [3], [7], [8] and [6], but their results do not
apply to our operator (1.1) under the hypotheses of our Theorem 1.3.
The following example of Stroock and Varadhan shows that solutions to degenerate martingale
problems can easily fail to be unique.
Example 1.15 (Non-uniqueness of solutions to certain degenerate martingale problems). [44,
Exercise 6.7.7] Consider the one-dimensional generator, A u(x) = (|x|α ∧ 1)u′′(x), for u ∈ C2(R),
with 0 < α < 1. The operator A is degenerate at x = 0 and uniqueness in law for solutions to
the martingale problem for A fails. See [19] and [31, §5.5] for additional details. 
Additional examples of non-uniqueness of solutions to the (sub-)martingale problem are pro-
vided by R. F. Bass and A. Lavrentiev [6], along with suitable boundary conditions designed to
achieve uniqueness.
The well-known Yamada criterion [46, p. 115] can be used to provide existence and uniqueness
of strong solutions to one-dimensional stochastic differential equations with non-Lipschitz coeffi-
cients [46, p. 117]. A simple generalization was noted long ago by N. Ikeda and S. Watanabe [30,
Theorem IV.3.2 and footnote 1, p. 182], for coefficients σ : R+×Rd → Rd×r and b : R+×Rd → Rd
of a stochastic differential equation such as (1.2) with d > 1 and r = 1. However, the case d > 1
and r > 1 is considerably more difficult. While there are more substantial generalizations of Ya-
mada’s theorem due to Luo [36], Altay and Schmock [1], and references cited therein and though
V. I. Bogachev, N. V. Krylov, M. Ro¨ckner, and X. Zhang [11, 41] also provide related uniqueness
results, they do not cover the situation to which our Theorem 1.11 applies.
1.3. Future research. It would be useful to establish sufficient conditions on the coefficients of
the Itoˆ process, X, which would ensure that our Assumption 2.2 on the mimicking coefficients is
satisfied, or relax these assumptions further.
Because the coefficients of the stochastic differential equation (1.2) are Ho¨lder continuous, it
is natural to ask whether pathwise uniqueness for the weak solutions to the mimicking stochastic
differential equation holds and so conclude that the weak solutions are actually strong. Positive
answers to this question for certain degenerate stochastic differential equations are obtained by
R. F. Bass, K. Burdzy and Z. Q. Chen [5].
Given an arbitrary Itoˆ process with coefficients (ξ, β), it is difficult to determine, in general,
whether the coefficients (σ, b) of the mimicking stochastic differential equation possess any further
regularity than measurability. Bentata and Cont [10] assume that the coefficients of the mimicking
process are continuous and they provide a sufficient condition under which this assumption is
satisfied. Specifically, if the Itoˆ process is a one-dimensional process given in the form
X(t) = f(Z(t)), ∀ t ≥ 0,
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where f : Rd → R is a C2 function with bounded derivatives, fxd 6= 0, and Z is a “nice”, Rd-valued
Markov process, then the mimicking coefficients are continuous functions. This construction is
useful when one wants to reduce the dimensionality of a Markov process. In our future work,
we hope to relax the local Ho¨lder regularity condition on the mimicking coefficients and the
conditions under which one can still recover the weak uniqueness of solutions.
We also plan to explore to what extent our techniques can be used in the presence of other
types of degeneracy occurring in the diffusion matrix, for example, a¯ij(t, x) = x
α
daij(t, x), with
α 6= 1, where a(t, x) is uniformly elliptic. By Example 1.15, we expect that weak uniqueness will
not hold for arbitrary values of α, and then one may consider the question of Markovian selection
of a weak solution that mimics the one-dimensional marginal distributions of the Itoˆ process.
1.4. Outline of the article. In §2, we define the Ho¨lder spaces required to prove Theorem 2.5
(existence and uniqueness of solutions to a degenerate-parabolic partial differential equation on
a half-space with unbounded coefficients) and provide a detailed description of the conditions
required of the coefficients (a, b, c) in the statement of Theorem 2.5. Section 3 contains the
proofs of Theorems 1.3, 1.11, and 1.13. In §3.1, we prove existence of solutions to the degenerate
martingale problem and degenerate stochastic differential equation specified in Theorems 1.3 and
1.11, while in §3.2, we prove uniqueness and the strong Markov property in Theorems 1.3 and
1.11. Lastly, in §3.3, we prove our mimicking theorem for a degenerate Itoˆ process, namely,
Theorem 1.13.
1.5. Acknowledgments. We are very grateful to Gerard Brunick and Mihai Sˆırbu for useful
conversations and suggestions regarding the mimicking theorem and also to the anonymous referee
for a careful reading of our manuscript, comments and suggestions, corrections, and an alternative,
shorter proof of Proposition 3.5.
2. Weighted Ho¨lder spaces and coefficients of the differential operators
In §2.1, we introduce the Ho¨lder spaces required for the statement and proof of Theorem 2.5,
while in §2.2, we describe the regularity and growth conditions required of the coefficients (a, b, c)
in Theorem 2.5. In §2.3, we recall the statement of our previous result, Theorem 2.5 in [26],
which establishes existence and uniqueness of solutions to the Cauchy problem for the parabolic
operator −∂t + At.
2.1. Weighted Ho¨lder spaces. For a > 0, we denote
Ha,T := (0, T )× Rd−1 × (0, a),
and, when T = ∞, we denote H∞ = (0,∞) × H and Ha,∞ = (0,∞) × Rd−1 × (0, a). We denote
the usual closures these half-spaces and cylinders by H := Rd−1 × [0,∞), HT := [0, T ]×H, while
Ha,T := [0, T ]×Rd−1×[0, a]. We write points in H as x := (x′, xd), where x′ := (x1, x2, . . . , xd−1) ∈
Rd−1. For x0 ∈ H and R > 0, we let
BR(x
0) :=
{
x ∈ H : |x− x0| < R} ,
QR,T (x
0) := (0, T )×BR(x0),
and denote their usual closures by B¯R(x
0) := {x ∈ H : |x − x0| ≤ R} and Q¯R,T (x0) := [0, T ] ×
B¯R(x
0), respectively. We write BR or QR,T when the center, x
0, is clear from the context or
unimportant.
A parabolic partial differential equation with a degeneracy similar to that considered in this
article arises in the study of the porous medium equation [16, 17, 32]. The existence, uniqueness,
10 P. M. N. FEEHAN AND C. POP
and regularity theory for such equations is facilitated by the use of Ho¨lder spaces defined by the
cycloidal metric on H introduced by P. Daskalopoulos and R. Hamilton [16] and, independently,
by H. Koch [32]. See [16, p. 901] for a discussion of this metric. Following [16, p. 901], we define
the cycloidal distance between two points, P1 = (t1, x
1), P2 = (t2, x
2) ∈ [0,∞) ×H, by
s(P1, P2) :=
∑d
i=1 |x1i − x2i |√
x1d +
√
x2d +
√∑d−1
i=1 |x1i − x2i |
+
√
|t1 − t2|. (2.1)
Following [34, p. 117], we define the usual parabolic distance between points P1, P2 ∈ [0,∞)×Rd
by
ρ(P1, P2) :=
d∑
i=1
|x1i − x2i |+
√
|t1 − t2|. (2.2)
Remark 2.1 (Equivalence of the cycloidal and parabolic distance functions on suitable subsets of
[0,∞) × H). The cycloidal and parabolic distance functions, s and ρ, are equivalent on sets of
the form [0,∞) × Rd−1 × [y0, y1], for any 0 < y0 < y1.
Let Ω ⊂ (0, T ) × H be an open set and α ∈ (0, 1). We denote by C(Ω¯) the space of bounded,
continuous functions on Ω¯, and by C∞0 (Ω¯) the space of smooth functions with compact support
in Ω¯. For a function u : Ω¯→ R, we consider the following norms and seminorms
‖u‖C(Ω¯) = sup
P∈Ω¯
|u(P )|, (2.3)
[u]Cαs (Ω¯) = sup
P1,P2∈Ω¯,
P1 6=P2
|u(P1)− u(P2)|
sα(P1, P2)
, (2.4)
[u]Cαρ (Ω¯) = sup
P1,P2∈Ω¯,
P1 6=P2
|u(P1)− u(P2)|
ρα(P1, P2)
. (2.5)
We say that u ∈ Cαs (Ω¯) if u ∈ C(Ω¯) and
‖u‖Cαs (Ω¯) = ‖u‖C(Ω¯) + [u]Cαs (Ω¯) <∞.
Analogously, we define the Ho¨lder space Cαρ (Ω¯) of functions u which satisfy
‖u‖Cαρ (Ω¯) = ‖u‖C(Ω¯) + [u]Cαρ (Ω¯) <∞.
We say that u ∈ C2+αs (Ω¯) if
‖u‖C2+αs (Ω¯) := ‖u‖Cαs (Ω¯) + ‖ut‖Cαs (Ω¯) + max1≤i≤d ‖uxi‖Cαs (Ω¯) + max1≤i,j≤d ‖xduxixj‖Cαs (Ω¯) <∞,
and u ∈ C2+αρ (Ω¯) if
‖u‖C2+αρ (Ω¯) = ‖u‖Cαρ (Ω¯) + ‖ut‖Cαρ (Ω¯) + max1≤i≤d ‖uxi‖Cαρ (Ω¯) + max1≤i,j≤d ‖uxixj‖Cαρ (Ω¯) <∞.
In other words, a function u belongs to C2+αs (Ω¯) if u and its first-order derivatives are Ho¨lder
continuous with respect to the cycloidal distance function, s, on the closed set Ω¯, and the second-
order derivatives of u multiplied by the weight, xd, are Ho¨lder continuous with respect to the
cycloidal distance function, s, on Ω¯.
We denote by Cαs,loc(Ω¯) the space of functions u with the property that for any compact set
K j Ω¯, we have u ∈ Cαs (K). Analogously, we define the spaces C2+αs,loc(Ω¯), Cαρ,loc(Ω¯) and C2+αρ,loc(Ω¯).
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We prove existence, uniqueness and regularity of solutions for a parabolic operator (2.11) whose
second-order coefficients are degenerate on ∂H. For this purpose, we will make use of the following
Ho¨lder spaces,
C
α(HT ) :=
{
u : u ∈ Cαs (H1,T ) ∩ Cαρ (HT \H1,T )
}
,
C
2+α(HT ) :=
{
u : u ∈ C2+αs (H1,T ) ∩ C2+αρ (HT \H1,T )
}
.
We define C α(H) and C 2+α(H) in the analogous manner.
The coefficient functions xdaij(t, x), bi(t, x) and c(t, x) of the parabolic operator (2.11) are
allowed to have linear growth in |x|. To account for the unboundedness of the coefficients, we
augment our definition of Ho¨lder spaces by introducing weights of the form (1+ |x|)q , where q ≥ 0
will be suitably chosen in the sequel. For q ≥ 0, we define
‖u‖
C 0q (H)
:= sup
x∈H
(1 + |x|)q |u(x)|, (2.6)
and, given T > 0, we define
‖u‖
C 0q (HT )
:= sup
(t,x)∈HT
(1 + |x|)q |u(t, x)|. (2.7)
Moreover, given α ∈ (0, 1), we define
‖u‖
Cαq (HT )
:= ‖u‖
C 0q (HT )
+ [(1 + |x|)qu]Cαs (H1,T ) + [(1 + |x|)
qu]Cαρ (HT \H1,T )
, (2.8)
‖u‖
C
2+α
q (HT )
:= ‖u‖
C αq (HT )
+ ‖ut‖Cαq (HT ) + ‖uxi‖Cαq (HT ) + ‖xduxixj‖Cαq (HT ). (2.9)
The vector spaces
C
0
q (HT ) :=
{
u ∈ C(HT ) : ‖u‖C 0q (HT ) <∞
}
,
C
α
q (HT ) :=
{
u ∈ C α(HT ) : ‖u‖C αq (HT ) <∞
}
,
C
2+α
q (HT ) :=
{
u ∈ C 2+α(HT ) : ‖u‖C 2+αq (HT ) <∞
}
,
can be shown to be Banach spaces with respect to the norms (2.7), (2.8) and (2.9), respectively.
We define the vector spaces C 0q (H), C
α
q (H), and C
2+α
q (H) similarly, and each can be shown to be
a Banach space when equipped with the corresponding norm.
We let C 2+αq,loc (HT ) denote the vector space of functions u such that for any compact setK ⊂ HT ,
we have u ∈ C 2+αq (K), for all q ≥ 0.
When q = 0, the subscript q is omitted in the preceding definitions.
2.2. Coefficients of the differential operators. In our companion article [26], we used a
Schauder approach to prove existence, uniqueness, and regularity of solutions to the degenerate-
parabolic partial differential equation,{
Lu = f on HT ,
u(0, ·) = g on H, (2.10)
where
−Lu = −ut +
d∑
i,j=1
xdaijuxixj +
d∑
i=1
biuxi + cu, ∀u ∈ C2(HT ). (2.11)
Observe that
−Lu = −ut + Atu+ cu,
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where At is given in (1.1), provided we absorb the factor 1/2 into the definition of the coeffi-
cients, aij. Unless other conditions are explicitly substituted, we require in this article that the
coefficients (a, b, c) of the parabolic differential operator L in (2.11) satisfy the conditions in the
following
Assumption 2.2 (Properties of the coefficients of the parabolic differential operator). There are
constants δ > 0, K > 0, ν > 0 and α ∈ (0, 1) such that the following hold.
(1) The coefficients c and bd obey
c(t, x) ≤ K, ∀ (t, x) ∈ H∞, (2.12)
bd(t, x
′, 0) ≥ ν, ∀ (t, x′) ∈ [0,∞)× Rd−1. (2.13)
(2) On H2,∞ (that is, near xd = 0), we require that
d∑
i,j=1
aij(t, x)ηiηj ≥ δ|η|2, ∀ η ∈ Rd, ∀ (t, x) ∈ H2,∞, (2.14)
max
1≤i,j≤d
‖aij‖C(H2,∞) + max1≤i≤d ‖bi‖C(H2,∞) + ‖c‖C(H2,∞) ≤ K, (2.15)
and, for all P1, P2 ∈ H2,∞ such that P1 6= P2 and s(P1, P2) ≤ 1,
max
1≤i,j≤d
|aij(P1)− aij(P2)|
sα(P1, P2)
≤ K,
max
1≤i≤d
|bi(P1)− bi(P2)|
sα(P1, P2)
≤ K,
|c(P1)− c(P2)|
sα(P1, P2)
≤ K.
(2.16)
(3) On H∞ \H2,∞ (that is, farther away from xd = 0), we require that
d∑
i,j=1
xdaij(t, x)ηiηj ≥ δ|η|2, ∀ η ∈ Rd, ∀ (t, x) ∈ H∞ \H2,∞, (2.17)
and, for all P1, P2 ∈ H∞ \H2,∞ such that P1 6= P2 and ρ(P1, P2) ≤ 1,
max
1≤i,j≤d
|x1daij(P1)− x2daij(P2)|
ρα(P1, P2)
≤ K,
max
1≤i≤d
|bi(P1)− bi(P2)|
ρα(P1, P2)
≤ K,
|c(P1)− c(P2)|
ρα(P1, P2)
≤ K.
(2.18)
Remark 2.3 (Local Ho¨lder conditions on the coefficients). The local Ho¨lder conditions (2.16) and
(2.18) are similar to those in [35, Hypothesis 2.1].
Remark 2.4 (Linear growth of the coefficients of the parabolic differential operator). Conditions
(2.15) and (2.18) imply that the coefficients xdaij(t, x), bi(t, x) and c(t, x) can have at most linear
growth in x. In particular, we have
d∑
i,j=1
|xdaij(t, x)|+
d∑
i=1
|bi(t, x)|+ |c(t, x)| ≤ K(1 + |x|), ∀ (t, x) ∈ H∞, (2.19)
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for a sufficiently large positive constant, K.
2.3. Existence and uniqueness of solutions to a degenerate-parabolic partial differen-
tial equation with unbounded coefficients. We now recall our main result from [26]. The
existence of solutions asserted by Theorem 2.5 is used in Proposition 3.6 to prove uniqueness of
the one-dimensional marginal distributions of solutions to the mimicking stochastic differential
equation (1.2), and is used in Theorem 1.13 to prove that the one-dimensional marginal distribu-
tions of the Itoˆ process (1.3) match those of the solution to the mimicking stochastic differential
equation (1.2) satisfying the same initial condition.
Theorem 2.5 (Existence and uniqueness of solutions to a degenerate-parabolic partial differential
equation with unbounded coefficients). [26, Theorem 1.1] Assume that the coefficients (a, b, c) in
(2.11) obey the conditions in Assumption 2.2. Then there is a positive constant p, depending only
on the Ho¨lder exponent α ∈ (0, 1), such that for any T > 0, f ∈ C αp (HT ) and g ∈ C 2+αp (H), there
exists a unique solution u ∈ C 2+α(HT ) to (2.10). Moreover, u satisfies the a priori estimate
‖u‖
C 2+α(HT )
≤ C
(
‖f‖
Cαp (HT )
+ ‖g‖
C
2+α
p (H)
)
, (2.20)
where C is a positive constant, depending only on d, α, T , and the constants K, ν, δ in Assump-
tion 2.2.
We note that in Theorem 2.5 it is not necessary to specify a boundary condition along the
portion (0, T )×∂H of parabolic boundary of the domain (0, T )×H in order to obtain uniqueness.
See the introductions to [21, 22, 23] for more detailed discussions and examples illustrating this
feature of ‘boundary-degenerate’ parabolic operators.
3. Martingale problem and the mimicking theorem
In this section, we prove Theorem 1.11 concerning the degenerate stochastic differential equa-
tion with unbounded coefficients (1.2), and establish the main result, Theorem 1.13. Our method
of proof combines ideas from the martingale problem formulation of Stroock and Varadhan [44]
and the existence of solutions in suitable Ho¨lder spaces, C 2+α(HT ), to the homogeneous version
of the initial value problem established in Theorem 2.5. In §3.1, we prove existence of weak
solutions to the mimicking stochastic differential equation (1.2) and the existence of solutions to
the martingale problem associated to At. In §3.2, we establish uniqueness in law of solutions
to (1.2) and to the martingale problem for At, thus proving Theorems 1.11 and 1.3; in §3.3, we
establish the matching property for the one-dimensional probability distributions for solutions to
(1.2) and of an Itoˆ process, thus proving Theorem 1.13.
3.1. Existence of solutions to the martingale problem and of weak solutions to the
stochastic differential equation. In this subsection, we show that (1.2) has a weak solution
(X̂, Ŵ ), (Ω,F ,P), {Ft}t≥0 [31, Definition 5.3.1], for any initial point x ∈ H, by proving existence
of solutions to the martingale problem associated to At (Definition 1.1).
We begin with an intuitive property of solutions to (1.2) defined by an initial condition in H.
For this purpose, we consider coefficients defined on [0,∞) × Rd, instead of [0,∞) × H. While
Proposition 3.1 could also be proved using the generalized Itoˆ’s formula [31, Theorem 3.7.1 (v)]
applied to the convex function ϕ(x) = x+d , for all x ∈ Rd, rather than the smooth function ϕ in
(3.5) in our proof below, we would also need to study the properties of the local time of X̂d(t)
at zero. The fact that the local time of X̂d(t) at zero is trivial is proved in [9, Lemma 6.6] for a
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simpler process. The simple proof we give below avoids the need to consider the local time of the
process X̂d(t).
Proposition 3.1 (Solutions started in a half-space remain in a half-space). Let
σ˜ : [0,∞)× Rd → Rd×d,
b˜ : [0,∞)× Rd → Rd,
be Borel measurable functions. Assume that
σ˜(t, x) = 0 when xd < 0, (3.1)
and b˜ satisfies
b˜d(t, x) ≥ 0 when xd < 0. (3.2)
If (X̂, Ŵ ), (Ω,F ,P), {Ft}t≥0 is a weak solution to
dX̂ = b˜(t, X̂(t))dt+ σ˜(t, X̂(t))dŴ (t), t ≥ s,
such that X̂(s) ∈ H, then
P
(
X̂(t) ∈ H
)
= 1, ∀ t ≥ s. (3.3)
Proof. It is sufficient to show that for any ε > 0, we have
P
(
X̂d(t) ∈ (−∞,−ε)
)
= 0, ∀ t ≥ s. (3.4)
Let ϕ be a smooth cutoff function on R such that
0 ≤ ϕ ≤ 1 and ϕ′ ≤ 0 on R, ϕ(x) = 1 for x < −ε, ϕ(x) = 0 for x > 0, (3.5)
and |ϕ′| is bounded on R. Itoˆ’s formula [31, Theorem 3.3.3] implies that
ϕ(X̂d(t)) = ϕ(X̂d(s)) +
∫ t
s
d∑
i=0
σ˜di(v, X̂(v))ϕ
′(X̂d(v)) dŴi(v)
+
∫ t
s
[
b˜d(v, X̂(v))ϕ
′(X̂d(v)) +
1
2
(σ˜σ˜∗)dd(v, X̂(v))ϕ
′′(X̂d(v))
]
dv,
and so, because suppϕ ⊂ (−∞, 0] and σ˜ obeys (3.1), we have
ϕ(X̂d(t)) = ϕ(X̂d(s)) +
∫ t
s
b˜d(v, X̂(v))ϕ
′(X̂d(v)) dv.
By (3.2), (3.5) and the fact that |ϕ′| is bounded on R, the integral term in the preceding identity is
well-defined and is non-positive. Therefore, we must have ϕ(X̂d(t)) ≤ 0 and hence ϕ(X̂d(t)) = 0,
for any choice of ε > 0, from where (3.4) and then (3.3) follow. 
Remark 3.2 (Weak solutions are independent of choice of extension of coefficients to lower half-s-
pace). Let
b˜i : [0,∞)× Rd → Rd, i = 1, 2,
be measurable functions which satisfy condition (3.2), and assume
b˜1 = b˜2 on [0,∞)×H. (3.6)
Let σ˜ be a measurable function as in the hypotheses of Proposition 3.1. Let X̂ be a weak solution
to
dX̂(t) = b˜1(t, X̂(t))dt+ σ˜(t, X̂(t))dŴ (t), ∀ t ≥ s, (3.7)
MARTINGALE PROBLEM FOR DEGENERATE-PARABOLIC PARTIAL DIFFERENTIAL OPERATORS 15
such that
P
(
X̂(s) ∈ H
)
= 1.
Then, Proposition 3.1 shows that X̂(t) remains supported in H, for all t ≥ s. By (3.6), it follows
that X̂ is a weak solution to
dX̂(t) = b˜2(t, X̂(t))dt+ σ˜(t, X̂(t))dŴ (t), ∀ t ≥ s. (3.8)
This simple observation shows that, under the hypotheses of Proposition 3.1, any weak solution
started in H to (3.7) is a weak solution to (3.8), and vice versa.
We have the following consequence of the existence theorem [20, Theorem 5.3.10] of weak
solutions for stochastic differential equations with unbounded, continuous coefficients. The main
difference between [20, Theorem 5.3.10] and Theorem 3.3 is that the coefficients, b and σ, in (1.2)
are defined on [0,∞)× H¯, while the coefficients of the stochastic differential equation considered
in [20, Theorem 5.3.10] are defined on [0,∞)× Rd.
Theorem 3.3 (Existence of weak solutions to a stochastic differential equation with continuous
coefficients). Assume that the coefficients σ and b in (1.2) are continuous on [0,∞) ×H, that
σ(t, x) = 0, ∀ (t, x) ∈ [0,∞)× ∂H, (3.9)
bd(t, x) ≥ 0, ∀ (t, x) ∈ [0,∞)× ∂H, (3.10)
and that σσ∗ and b have at most linear growth in the spatial variable, uniformly in time, that is,
there is a positive constant, C, such that
|σ(t, x)σ∗(t, x)|+ |b(t, x)| ≤ C(1 + |x|), ∀ (t, x) ∈ [0,∞)×H. (3.11)
Then, for any (s, x) ∈ [0,∞)×H, there exist weak solutions (X̂, Ŵ ), (Ω,F ,P), (Ft)t≥s, to (1.2)
such that X̂(s) = x.
Proof. Because σ is continuous on [0,∞) × H and satisfies condition (3.9), we may extend σ as
a continuous function to [0,∞) × Rd such that (3.1) is satisfied. We denote this extension by
σ˜ ∈ Cloc([0,∞)×Rd). Similarly, using (3.10), we can choose an extension, b˜ ∈ Cloc([0,∞)×Rd),
of the coefficient b in (1.15), such that (3.2) is satisfied. By [20, Theorem 5.3.10], there is a weak
solution, (X̂, Ŵ ), (Ω,F ,P), (Ft)t≥s, to the stochastic differential equation
dX̂ = b˜(t, X̂(t))dt+ σ˜(t, X̂(t))dŴ (t), t > s, X̂(s) = x.
Because we assume X̂(s) = x ∈ H¯, Proposition 3.1 shows that P(X̂(t) ∈ H¯) = 1, for all t ≥ s,
and so, we see that (X̂, Ŵ ) is also a weak solution to (1.2). 
We obtain the following consequence of Theorem 3.3
Theorem 3.4 (Existence of weak solutions to a martingale problem with continuous coefficients).
Assume that the coefficients a and b in (1.1) are such that
a ∈ Cloc([0,∞) ×H;Sd),
b ∈ Cloc([0,∞) ×H;Rd).
In addition, we assume that a(t, x) is a positive definite matrix for every (t, x) ∈ [0,∞)×H, that
bd satisfies condition (3.10), and that (xda, b) satisfy condition (2.19). Then, for any (s, x) ∈
[0,∞) × H, there is a solution, P̂s,x, to the martingale problem associated to At defined by (1.1)
such that (1.5) holds.
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Proof. Because a is a positive definite matrix and it is continuous, by [27, Lemma 6.1.1], we may
choose ς ∈ Cloc([0,∞) ×H;Rd×d) such that (1.9) holds. Now, by defining
σ(t, x) :=
√
xdς(t, x), ∀ (t, x) ∈ [0,∞) ×H, (3.12)
we see that (1.8) and (3.9) hold. Since
σ(t, x)σ∗(t, x) = xda(t, x), ∀ (t, x) ∈ [0,∞)×H, (3.13)
we see that (3.11) is also obeyed (because of (2.19)) and hence that the hypotheses on (σ, b) in
the statement of Theorem 3.3 are satisfied. Let P̂s,x be the probability measure on
(Cloc([0,∞);H),B(Cloc([0,∞);H)))
induced by the weak solution X̂ to (1.2) with coefficients (σ, b) and initial condition (s, x), given
by Theorem 3.3. Then, [31, Problem 5.4.3] implies that P̂s,x is a solution to the martingale
problem associated to At and satisfies (1.5). 
3.2. Uniqueness of solutions to the martingale problem and of weak solutions to the
stochastic differential equation. We show that uniqueness in the sense of probability law
holds for the weak solutions of the stochastic differential equation (1.2), with initial condition
x ∈ H, and we establish the well-posedness of the martingale problem associated to (1.2). First,
we prove that uniqueness of the one-dimensional marginal distributions holds for weak solutions
to (1.2), and then the analogue of [31, Proposition 5.4.27] is used to show that uniqueness in law
of solutions also holds.
We begin with the following version of the standard Itoˆ’s formula (compare [31, Theorem 3.3.6])
which applies to Itoˆ processes which are solutions to (1.2). The standard Itoˆ’s formula cannot
be applied directly to a solution v to the terminal value problem (3.30) because the function v
is not C2 up to the boundary (we only know that xdD
2v is continuous up to the boundary). So
we shall apply the standard Itoˆ’s formula to the shifted processes X̂ε defined as in (3.16), let ε
tend to zero, and use condition (3.14) to prove the appropriate convergence. An alternative proof
of Proposition 3.5 which does not appeal to [40, Theorem IV.2.32] is given in the proof of [25,
Proposition 3.4], in an earlier version of this article.
Proposition 3.5 (Itoˆ’s formula for functions which are not C2 up to the boundary). Assume
that the coefficients σ and b of (1.2) are continuous on [0,∞)×H, that σ obeys condition (1.8),
the coefficient matrix a defined by (1.9) is continuous on [0, T )×H, and σσ∗ and b satisfy (3.11).
Let v ∈ Cloc([0,∞) ×H) satisfy
vt, vxi , xdvxixj ∈ Cloc([0,∞) ×H), for 1 ≤ i, j ≤ d. (3.14)
Let (X̂, Ŵ ) be a weak solution to (1.2) on a filtered probability space (Ω,P,F ), {Ft}t≥0, such
that X̂(0) ∈ H, P-a.s. Then, the following holds P-a.s., for all s ≤ t ≤ T ,
v(t, X̂(t)) = v(s, X̂(s)) +
∫ t
s
d∑
i,j=1
σij(u, X̂(u))vxj (u, X̂(u)) dŴj(u)
+
∫ t
s
(
vt(u, X̂(u)) +
d∑
i=1
bi(u, X̂(u))vxi(u, X̂(u))
+
d∑
i,j=1
1
2
X̂d(u)aij(u, X̂(u))vxixj (u, X̂(u))
 du.
(3.15)
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Proof. Without loss of generality, we may assume s = 0 and it is sufficient prove (3.15) for s = 0.
We choose ε ≥ 0 and let
xε := (x1, . . . , xd−1, xd + ε),
X̂ε(u) :=
(
X̂1(u), . . . , X̂d−1(u), X̂d(u) + ε
)
, ∀u ≥ 0. (3.16)
The proof follows by applying the standard Itoˆ’s formula, [31, Theorem 3.3.6], to the processes
X̂ε defined as in (3.16), for ε > 0, and taking limit as ε tends to zero. This will require the use
of condition (3.14). Consider the stopping times
τn := inf
{
u ≥ 0 : |X̂(u)| ≥ n
}
∀n ≥ 1.
Since the coefficients σσ∗ and b satisfy (3.11), we obtain by [31, Problem 5.3.15], that for all
m ≥ 1 and t ≥ 0, there is a positive constant C = C(m, t,K, d) such that
E
[
max
0≤u≤t
|X̂(u)|2m
]
≤ C (1 + |x|2m) . (3.17)
Then, it follows by (3.17) that the non-decreasing sequence of stopping times {τn}n≥1 satisfies
lim
n→∞
τn = +∞ P-a.s. (3.18)
If this were not the case, then there would be a deterministic time t > 0 such that
lim
n→∞
P (τn ≤ t) > 0. (3.19)
But, P (τn ≤ t) = P
(
sup0≤u≤t |X̂(u)| ≥ n
)
and we have
P
(
sup
0≤u≤t
|X̂(u)| ≥ n
)
≤ 1
n2
E
[
max
0≤u≤t
|X̂(u)|2
]
≤ C(1 + |x|
2)
n2
, (by (3.17)).
Since the preceding expression converges to zero, as n goes to ∞, we obtain a contradiction in
(3.19), and so (3.18) holds. By (3.18), it suffices to prove (3.15) for the stopped process, that is
v(t ∧ τn, X̂(t ∧ τn)) = v(0, X̂(0)) +
∫ t∧τn
0
d∑
i,j=1
σij(u, X̂(u))vxj (u, X̂(u)) dŴj(u)
+
∫ t∧τn
0
(
vt(u, X̂(u)) +
d∑
i=1
bi(u, X̂(u))vxi(u, X̂(u))
+
d∑
i,j=1
1
2
X̂d(u)aij(u, X̂(u))vxixj (u, X̂(u))
 du.
(3.20)
By Proposition 3.1, we have
X̂(u) ∈ H P-a.s. ∀u ∈ [0, T ]. (3.21)
Since v ∈ C2loc([0, T ] × Rd−1 × [ε/2,∞)), we may extend v to be a C2loc function on [0, T ] × Rd.
Then we can apply the standard Itoˆ’s formula, [31, Theorem 3.3.6] and, taking into account the
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fact that X̂d(t) + ε ≥ ε, P-a.s., for all t ≥ 0, we obtain
v(t ∧ τn, X̂ε(t ∧ τn)) = v(0, X̂ε(0)) +
∫ t∧τn
0
d∑
i,j=1
σij(u, X̂(u))vxj (u, X̂
ε(u)) dŴj(u)
+
∫ t∧τn
0
(
vt(u, X̂
ε(u)) +
d∑
i=1
bi(u, X̂(u))vxi(u, X̂
ε(u))
+
d∑
i,j=1
1
2
X̂d(u)aij(u, X̂(u))vxixj (u, X̂
ε(u))
 du.
(3.22)
Our goal is to show that, by taking the limit as ε ↓ 0, the left-hand and the right-hand side in
(3.22) converge in probability to the corresponding expressions in (3.20).
Since v ∈ Cloc(HT ), we have for all 0 ≤ u ≤ T ,
v(u ∧ τn, X̂ε(u ∧ τn))→ v(u ∧ τn, X̂(u ∧ τn)) P-a.s. when ε ↓ 0. (3.23)
The terms in (3.22) containing the pure Itoˆ integrals can be evaluated in the following way. We
define, for all i, j = 1 . . . , d and ε ≥ 0,
Hεij(u) := σij(u, X̂(u))vxj (u, X̂
ε(u))1{|X̂(u)|≤n}, ∀u ∈ [0, T ].
Because σ and vxj are continuous on [0,∞) ×H by (3.14), we see that the sequence {Hεij}ε≥0 is
uniformly bounded on [0, T ], and converges P-a.s. to H0ij, for all u ∈ [0, T ]. Then [40, Theorem
IV.2.32] implies that, as ε ↓ 0,∫ t
0
Hεij(u) dŴj(u) −→
∫ t
0
H0ij(u) dŴj(u),
where the convergence takes place in probability, as ε tends to zero. Using the fact that∫ t∧τn
0
σij(u, X̂(u))vxj (u, X̂
ε(u)) dŴj(u) =
∫ t
0
Hεij(u) dŴj(u), ∀ ε ≥ 0,
we see that∫ t∧τn
0
σij(u, X̂(u))vxj (u, X̂
ε(u)) dŴj(u) −→
∫ t∧τn
0
σij(u, X̂(u))vxj (u, X̂(u)) dŴj(u), (3.24)
where the convergence takes place in probability as ε tends to zero.
For the du-term on the right-hand side of (3.20) we consider, for all u ∈ [0, T ] and all ε ≥ 0,
Gε(u) :=
(
vt(u, X̂
ε(u)) +
d∑
i=1
bi(u, X̂(u))vxi(u, X̂
ε(u))
+
d∑
i,j=1
1
2
X̂d(u)aij(u, X̂(u))vxixj (u, X̂
ε(u))
 1{|X̂(u)|≤n}.
Using again the fact that aij and xdvxixj are continuous on [0,∞) × H and the fact that X̂ has
continuous paths, by writing
X̂d(u)aij(u, X̂(u))vxixj (u, X̂
ε(u)) =
X̂d(u)
X̂εd(u)
aij(u, X̂(u))X̂
ε
d(u)vxixj(u, X̂
ε(u)),
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we see that, as ε ↓ 0,
X̂d(u)aij(u, X̂(u))vxixj (u, X̂
ε(u)) −→ aij(u, X̂(u))X̂d(u)vxixj (u, X̂(u)),
where the convergence takes place P-a.s., for all u ∈ [0, T ], as ε ↓ 0. Combining this with the fact
that bi, vt, and vxi are continuous on [0,∞) ×H by (3.14), we see that the sequence {Gε}ε≥0 is
uniformly bounded on [0, T ], and converges P-a.s. to G0, for all u ∈ [0, T ]. Then [40, Theorem
IV.2.32] implies that∫ t
0
Gε(u) du −→
∫ t
0
G0(u) du in probability as ε ↓ 0. (3.25)
The convergence in (3.25) is equivalent to the fact that the du-term on the right-hand side of
(3.20) converges in probability to the du-term on the right-hand side of (3.15). By combining
the latter convergence in probability with (3.23) and (3.24), we find that the right-hand side of
(3.22) converges in probability to the right-hand side in (3.20), as ε tends to zero. This concludes
the proof of the proposition. 
The next result is based on the existence of a solution in C 2+α(HT ) to the homogeneous initial
value problem considered in Theorem 2.5. While it is not important in the proof of Proposition
3.6 that the solution to problem (2.10) is unique, it is important that a solution is is smooth up
to the boundary ∂H in the sense of (3.14).
Proposition 3.6 (Uniqueness of the one-dimensional marginal distributions). Assume the hy-
potheses of Theorem 1.11 hold. Let (X̂k, Ŵ k), defined on filtered probability spaces (Ωk,Pk,F k),
{F kt }t≥0, k = 1, 2, be two weak solutions to (1.2) with initial condition (s, x) ∈ [0,∞)×H. Then
the one-dimensional marginal probability distributions of X̂1(t) and X̂2(t) agree for each t ≥ s.
Proof. We apply a duality argument as in the proof of [31, Lemma 5.4.26] with the aid of Theorem
2.5 and Proposition 3.5 but indicate the differences in the proof provided here. Without loss of
generality, we may assume that s = 0. By Proposition 3.1, it is enough to show that for any
T > 0 and g ∈ C∞0 (H), we have
EP1
[
g(X̂1(T ))
]
= EP2
[
g(X̂2(T ))
]
, (3.26)
where each expectation is taken under the law of the corresponding process. For this purpose,
we consider the parabolic differential operator,
− L˚w(t, x) := −wt(t, x) +
d∑
i=1
bi(T − t, x)wxi(t, x) +
d∑
i,j=1
1
2
xdaij(T − t, x)wxixj (t, x), (3.27)
for all (t, x) ∈ HT and w ∈ C2(HT ). Let u ∈ C 2+α(HT ) be the unique solution given by Theorem
2.5 to the homogeneous initial value problem,{
L˚(t, x) = 0, for (t, x) ∈ (0, T )×H,
u(0, x) = g(x), for x ∈ H. (3.28)
Define
v(t, x) := u(T − t, x), ∀ (t, x) ∈ [0, T ]×H. (3.29)
Then, v ∈ C 2+α(HT ) solves the terminal value problem,{
vt(t, x) + Atv(t, x) = 0, for (t, x) ∈ (0, T )×H,
v(T, x) = g(x), for x ∈ H, (3.30)
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where the differential operator At is given by (1.1). Moreover, any function v belonging to
C 2+α(HT ) obeys the boundary regularity property (3.14) by the definition of C
2+α(HT ) in §2.1.
Therefore, Proposition 3.5 gives us, for k = 1, 2,
EPk
[
v(T, X̂k(T ))
]
= v(0, x) + EPk
[∫ T
0
(vt + At) v(t, X̂
k(t)) dt
]
+ EPk
∫ T
0
d∑
i,j=1
σij(t, X̂
k(t))vxj (t, X̂
k(t)) dŴ kj (t)
 . (3.31)
Recall that vxi ∈ C(HT ) and that the coefficients σij satisfy (2.19). Inequality (3.17) applied
with m = 1, gives
EPk
[∫ T
0
∣∣∣σij(t, X̂k(t))vxj (t, X̂k(t))∣∣∣2 dt] ≤ C(1 + |x|2)‖vxi‖2C(HT ),
and so, the Itoˆ integrals in (3.31) are square-integrable, continuous martingales, which implies
EPk
[∫ T
0
σij(t, X̂
k(t))vxj (t, X̂
k(t)) dŴ kj (t)
]
= 0.
Using the preceding inequality and (3.30), we see that (3.31) yields
EPk
[
g(X̂k(T ))
]
= v(0, x), k = 1, 2, (3.32)
and so the equality (3.26) follows. 
Next, we recall
Proposition 3.7 (Uniqueness of solutions to the classical martingale problem). [31, Proposition
5.4.27] [20, Theorem 4.4.2 & Corollary 4.4.3]. Let
b˜ : Rd → Rd,
σ˜ : Rd → Rd×d,
be Borel measurable functions that are bounded on each compact subset in Rd. Define a differential
operator by
Gu(x) :=
d∑
i=1
b˜i(x)uxi +
d∑
i,j=1
1
2
a˜ij(x)uxixj , ∀x ∈ Rd,
where a˜ := σ˜σ˜∗ and u ∈ C2(Rd). Suppose that for every x ∈ Rd, any two solutions Px and Qx
to the time-homogeneous martingale problem associated with G have the same one-dimensional
marginal distributions. Then, for every initial condition x ∈ Rd, there exists at most one solution
to the time-homogeneous martingale problem associated to G .
We have the following consequence of Propositions 3.6 and 3.7; the difference between [31,
Proposition 5.4.27] and our Corollary 3.8 is that the coefficients in [31, Proposition 5.4.27] do not
depend on time, while our coefficients do depend on time. The proof of Corollary 3.8 proceeds
by reducing the problem to one which Proposition 3.7 may be applied.
Corollary 3.8 (Uniqueness of solutions to the martingale problem associated to At). Assume
that the hypotheses of Theorem 3.4 are satisfied. Suppose that for every x ∈ H and s ≥ 0, any two
solutions Ps,x and Qs,x to the martingale problem in Definition 1.1 associated to At in (1.1) with
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initial condition (s, x) have the same one-dimensional marginal distributions. Then, for every
initial condition (s, x) ∈ [0,∞) × H, there exists at most one solution to the martingale problem
associated to At.
Proof. Just as in the proof of Theorem 3.4, we can find a matrix-valued function, σ ∈ Cloc([0,∞)×
H;Rd×d), obeying (3.13). As (1.2) is time-inhomogeneous with initial condition (s, x) ∈ [0,∞)×H,
rather than time-homogeneous with initial condition x ∈ Rd, as assumed by Proposition 3.7, we
first extend the coefficients, σ(t, x) and b(t, x) as functions of (t, x) ∈ [0,∞) × H, to coefficients
σ˜(t, x) and b˜(t, x) as functions of (t, x) ∈ Rd+1 by setting, for 1 ≤ i, j ≤ d,
σ˜ij(t, x) :=
{
σij(t, x) for (t, x) ∈ [0,∞)×H,
0 otherwise,
b˜i(t, x) :=
{
bi(t, x) for (t, x) ∈ [0,∞) ×H,
0 otherwise,
(3.33)
The coefficients σ˜ij and b˜i defined in (3.33) are Borel measurable functions and need not be
continuous. To obtain a time-homogeneous differential operator, as in Proposition 3.7, we re-
gard time, t, as an additional space coordinate and consider the following stochastic differential
equation,
dY0(r) = dr, ∀ r ≥ 0,
dYi(r) = b˜i(Y (r))dr +
d∑
j=1
σ˜ij(Y (r))dWj(r), i = 1, . . . , d, ∀ r ≥ 0.
(3.34)
Now, let G denote the time-homogeneous differential operator,
Gu(y) := uy0 +
d∑
i=1
b˜i(y)uyi +
d∑
i,j=1
1
2
a˜ij(y)uyiyj , ∀ y ∈ Rd+1,
where u ∈ C2(Rd+1).
For x ∈ H and s ≥ 0, let Ps,x and Qs,x be two solutions to the martingale problem associated to
At with initial condition (s, x). We now extend the probability measures, P
s,x and Qs,x, from the
measurable space Cloc([0,∞);H) to measures P˜s,x and Q˜s,x the canonical space Cloc([0,∞);Rd+1).
We write functions ω in Cloc([0,∞);H) and ω˜ in Cloc([0,∞);Rd+1), respectively, as
ω = (ω1, . . . , ωd) and ω˜ = (ω˜0, ω˜1, . . . , ω˜d) .
We define the probability measure P˜s,x so that the distribution of the components (ω˜1, . . . , ω˜d)
under the measure P˜s,x is equal to the distribution of the components (ω1, . . . , ωd) under the
measure Ps,x, that is
P˜s,x
(
ω˜ ∈ Cloc([0,∞);Rd+1) : (ω˜1(ri), . . . , ω˜d(ri)) ∈ Bi, i = 1, . . . ,m
)
:= Ps,x
(
ω ∈ Cloc([0,∞);H) : (ω1(ri), . . . , ωd(ri)) ∈ Bi, i = 1, . . . ,m
)
,
(3.35)
for allm ≥ 1, and 0 ≤ r1 ≤ r2 ≤ · · · ≤ rm, and Bi ∈ B(Rd), where i = 1, . . . ,m. Let ζs(r) := r+s,
for all r ≥ 0, be the shifted coordinate function. Keeping in mind (3.34), we set
P˜s,x
{
ω˜ ∈ Cloc([0,∞);Rd+1) : ω˜0 = ζs
}
:= 1, (3.36)
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so that
P˜s,x
{
ω˜ ∈ Cloc([0,∞);Rd+1) : ω˜0 6= ζs
}
= 1− P˜s,x
{
ω˜ ∈ Cloc([0,∞);Rd+1) : ω˜0 = ζs
}
= 0 (by (3.36)).
In the same way, we define an extension, Q˜s,x, of Qs,x from Cloc([0,∞);H) to Cloc([0,∞);Rd+1).
Notice that P˜s,x and Q˜s,x are both solutions to the classical time-homogeneous martingale
problem (in the sense of [31, Definition 5.4.15]) associated to G , with initial condition (s, x) ∈
[0,∞) × H ⊂ Rd+1. Therefore, the probability measures Ps,x and Qs,x will coincide if their
extensions P˜s,x and Q˜s,x coincide. But, by Proposition 3.7, the probability measures P˜s,x and
Q˜s,x will coincide if, for any y = (y0, . . . , yd) ∈ Rd+1 and any two solutions P˜yi , i = 1, 2, to
the classical time-homogeneous martingale problem associated to G with initial condition y, the
one-dimensional marginal distributions of P˜y1 and P˜
y
2 coincide. We now appeal to [31, Proposition
5.4.6 & Corollary 5.4.8] to obtain a weak solution, (Y i,W i), (Ω,F i, P˜yi ), {F ir}r≥0 for i = 1, 2,
to (3.34) with initial condition Y i(0) = y such that the law of Y i is given by P˜yi . Since the
one-dimensional marginal distributions of the probability measures P˜y1 and P˜
y
2 agree if and only
if the one-dimensional marginal distributions of the processes Y 1 and Y 2 agree, it is enough to
show that the latter holds. For this purpose, we consider two cases.
Case 1 (yd < 0 or y0 < 0). In this case, the coefficients b˜ and σ˜ defined in (3.33) are identically
zero on a neighborhood of y in Rd+1, and so the unique solution, Y , to (3.34) with initial condition
Y (0) = y is given by
Y (r) = y, ∀ r ≥ 0. (3.37)
Thus, Y 1 = Y = Y 2 and so the one-dimensional marginal distributions of the processes Y 1 and
Y 2 trivially agree.
Case 2 (yd ≥ 0 and y0 ≥ 0). We claim that any weak solution, (Y (r))r≥0, to (3.34) with initial
condition Y (0) = y, has the property,
Yd(r) ≥ 0 (almost surely), ∀ r ≥ 0. (3.38)
Indeed, if this were not so, then there would be a constant ε > 0 such that Yd reached the level
−ε with non-zero probability at some stopping time τε. Because Yd has continuous paths, the
process Yd would have hit −ε/2 at a stopping time τε/2 < τε, and from (3.37) in Case 1, we would
have
Yd(r) = −ε/2, ∀ r ≥ τε/2.
But this contradicts our assumption that Yd hits −ε at some time τε > τε/2, and therefore (3.38)
holds, as claimed.
Any weak solution, (Y (r))r≥0, to (3.34) with initial condition Y (0) = y induces a weak solution,
(X̂(t))t≥y0 ,
X̂(t) := (Y1(t− y0), Y2(t− y0), . . . , Yd(t− y0)) ∀ t ≥ y0, (3.39)
to the stochastic differential equation
dX̂i(t) = b˜i(t, X̂(t))dt+
d∑
j=1
σ˜ij(t, X̂(t))dWj(t), i = 1, . . . , d, ∀ t ≥ y0,
with initial condition
X̂(y0) = (Y1(0), . . . , Yd(0)) = (y1, . . . , yd) ∈ H.
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Moreover, X̂(t) remains in H, for all t ≥ y0, by (3.38). The probability law of the process
(X̂(t))t≥0 coincides with the probability law of the process (Y1(r), . . . , Yd(r))r≥0, by (3.35) (with
y = (s, x) and s = y0) since, by definition, (Y (r))r≥0 is an extension of (X̂(t))t≥0. By the hypoth-
esis of Corollary 3.8, for every x ∈ H and s ≥ 0, any two solutions Ps,x and Qs,x to the martingale
problem in Definition 1.1 associated to At in (1.1) with initial condition (s, x) have the same
one-dimensional marginal distributions. Therefore, the one-dimensional marginal distributions
of the process (X̂(t))t≥0 are uniquely determined, which implies that the one-dimensional mar-
ginal distributions of the process (Y1(r), . . . , Yd(r))r≥0 are uniquely determined. Hence, the one-
dimensional marginal distributions of the probability measures P˜y1 and P˜
y
2 agree for all y ∈ Rd+1
such that y0 ≥ 0 and yd ≥ 0.
By combining the conclusions of Cases 1 and 2, we see that the one-dimensional marginal
distributions of the probability measures P˜y1 and P˜
y
2 agree for all y ∈ Rd. Proposition 3.7 implies
that P˜y1 = P˜
y
2, for all y ∈ Rd+1. From (3.35), we have Ps,x = Qs,x, for all (s, x) ∈ [0,∞)×H, which
yields the desired uniqueness, and so the martingale problem associated to At is well-posed. 
Finally, we have
Proof of Theorem 1.3. Theorem 3.4 asserts the existence of solutions to the martingale problem
associated to At. We now describe how uniqueness of solutions to the martingale problem asso-
ciated with At follows from Proposition 3.6 and Corollary 3.8. Let P̂
s,x
i , i = 1, 2, be two solutions
to the martingale problem associated with At with initial condition (s, x) ∈ [0,∞) × H. Let σ
be defined as in (3.12) in the proof of Theorem 3.4, where we showed that σ satisfies (1.8), and
let b be as in (1.1). From Assumption 2.2 (a hypothesis of Theorem 1.3) we see that the coeffi-
cient functions (σ, b) satisfy the conditions in Assumption 1.8, and so we may apply Proposition
3.6 to conclude that any two weak solutions to (1.2) with initial condition (s, x) have the same
one-dimensional marginal distributions for t ≥ s. Let X̂i, i = 1, 2, be the weak solutions to (1.2)
with initial condition X̂i(s) = x such that the law of X̂i is given by P̂
s,x
i (see [31, Proposition
5.4.6 & Corollary 5.4.8]). Consequently, the one-dimensional marginal distributions agree for the
probability measures, P̂s,xi , i = 1, 2, since they agree for the stochastic processes, X̂i, i = 1, 2.
We now apply Corollary 3.8 to conclude that the probability measures, P̂s,xi , i = 1, 2, coincide
and so we obtain the desired uniqueness of solutions to the martingale problem associated with
At. Therefore, the martingale problem associated to At is well-posed, for any initial condition
(s, x) ∈ [0,∞)×H. 
Proof of Theorem 1.11. By Theorem 3.3, we obtain existence of weak solutions to (1.2). Since
each weak solution induces a probability measure on Cloc([0,∞);H) which solves the martingale
problem associated to At, Theorem 1.3 implies that the probability law of the weak solutions to
(1.2) is uniquely determined.
The fact that the weak solutions to (1.2) satisfy the strong Markov property can be shown to
follow by the same argument applied in the time-homogeneous case in [20, Theorem 4.4.2 (b) &
(c)]; an alternative argument is provided below.
To prove the strong Markov property of weak solutions to (1.2), we consider again the time-
homogeneous stochastic differential equation (3.34) arising in the proof of Corollary 3.8. The
same argument as the one used in the proof of Corollary 3.8 to conclude that the martingale
problem associated to At is well-posed can be used to conclude that the classical martingale
problem associated to the stochastic differential equation (3.34) is well-posed. Therefore, by [31,
Theorem 5.4.20], we see that for any y ∈ Rd+1, the (necessarily unique) weak solution Y = Y y
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to (3.34) started at y possesses the strong Markov property, that is, for any stopping time τ of
{Bt(Cloc([0,∞);Rd+1))}t≥0, Borel measurable set B ∈ B(Rd+1), and u ≥ 0, we have
P˜y(Y (τ + u) ∈ B|Bτ (Cloc([0,∞);Rd+1)) = P˜y(Y (τ + u) ∈ B|Y (τ)), (3.40)
where P˜y denotes the probability law of the process Y started at y. Let (s, x) ∈ [0,∞) × H and
let X̂ = X̂s,x be the unique weak solution to (1.2) with initial condition X̂s,x(s) = x. Observe
that
Y s,x(r) =
(
r + s, X̂1(r + s), . . . , X̂d(r + s)
)
r ≥ 0,
is the (unique) solution to (3.34) with initial condition Y s,x(0) = (s, x). Therefore, (3.40) can be
rewritten in terms of the probability law Ps,x of X̂s,x,
Ps,x(X̂(τ + u) ∈ B|Bτ (Cloc([0,∞);H)) = Ps,x(X̂(τ + u) ∈ B|X(τ)), (3.41)
for any stopping time τ of {Bt(Cloc([0,∞);H))}t≥0, any Borel measurable set B ∈ B(H) and
u ≥ s. Thus, X̂s,x satisfies the strong Markov property. 
3.3. Matching one-dimensional marginal probability distributions. We can now com-
plete the proof of Theorem 1.13.
Proof of Theorem 1.13. The existence of coefficient functions, (σ, b), satisfying Assumption 1.8
follows by the same argument employed at the beginning of the proof of Corollary 3.8.
Let X̂ be the unique weak solution to the mimicking stochastic differential equation (1.2) with
coefficients (σ, b) and initial condition X̂(0) = X(0) = x0, given by Theorem 1.11. As in the
proof of Proposition 3.6, using assumption (1.14), we need to show that for any deterministic
time T ≥ 0 and function g ∈ C∞0 (H), we have
E
[
g(X̂(T ))
]
= E [g(X(T ))] . (3.42)
Notice that it is enough to consider functions, g, with support in H because both the Itoˆ process,
X, and the solution to (1.2), X̂, are supported in H by (1.14) and Proposition 3.1, respectively.
Let v ∈ C 2+α(HT ) be defined as the unique solution to the terminal value problem (3.30).
Then, (3.32) gives
E
[
g(X̂(T ))
]
= v(0, x0). (3.43)
We wish to prove that (3.43) holds with X(T ) in place of X̂(T ). We proceed as in the proof
of Proposition 3.6. We apply the standard Itoˆ’s formula to v(t,Xε(t)), where Xε is defined in
(3.16) with the role of X̂ now replaced by X. We cannot apply the version of Itoˆ’s formula
proved in Proposition 3.5 to the process X because it is an Itoˆ process and it does not necessarily
have the special structure of X̂ (see Assumption 1.8) whose coefficients satisfy the hypotheses of
Proposition 3.5, a fact which is directly used in the proof of Proposition 3.5. We obtain
dv(t,Xε(t)) =
vt(t,Xε(t)) + d∑
i=1
βi(t)vxi(t,X
ε(t)) +
d∑
i,j=1
1
2
(ξξ∗)ij(t)vxixj(t,X
ε(t))
 dt
+
d∑
i,j=1
ξij(t)vxi(t,X
ε(t))dWj(t).
The dWj(t)-terms in the preceding identity are square-integrable, continuous martingales, because
[0, T ] ∋ t 7→ vxi(t,Xε(t))
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are bounded processes since vxi ∈ C([0, T ]×H), and ξ(t) is an adapted process which is square-
integrable by (1.12). Therefore,
E [v(T,Xε(T ))] = v(0, xε0) + E
[∫ T
0
(
vt(t,X
ε(t)) +
d∑
i=1
βi(t)vxi(t,X
ε(t))
+
1
2
d∑
i,j=1
(ξξ∗)ij(t)vxixj (t,X
ε(t))
 dt
 .
Using conditional expectations, we may rewrite the preceding identity as
E [v(T,Xε(T ))] = v(0, xε0) +
∫ T
0
E
[
E
[(
vt(t,X
ε(t)) +
d∑
i=1
βi(t)vxi(t,X
ε(t))
+
1
2
d∑
i,j=1
(ξξ∗)ij(t)vxixj(t,X
ε(t))
∣∣∣∣∣∣Xε(t)
 dt
= v(0, xε0) +
∫ T
0
E [ vt(t,X
ε(t)) +
d∑
i=1
E [βi(t) |Xε(t)] vxi(t,Xε(t))
+
1
2
d∑
i,j=1
E [(ξξ∗)ij(t) |Xε(t)] vxixj (t,Xε(t)) ] dt,
and thus, using (1.15), (1.16) and (1.1), we see that
E [v(T,Xε(T ))] = v(0, xε0) + E
[∫ T
0
(vt(t,X
ε(t)) + Atv(t,X
ε(t))) dt
]
. (3.44)
But vt(t, x) + Atv(t, x) = 0, for all (t, x) ∈ HT , by (3.30). Therefore, by letting ε ↓ 0 in the
identity (3.44), we obtain
E [g(X(T ))] = v(0, x0),
and by (3.43) this concludes the proof. 
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