Possible Flexoelectric Origin of the Lifshitz Transition in
  LaAlO$_3$/SrTiO$_3$ Interfaces by Raslan, Amany & Atkinson, W. A.
Possible Flexoelectric Origin of the Lifshitz Transition in LaAlO3/SrTiO3 Interfaces
Amany Raslan and W. A. Atkinson∗
Department of Physics & Astronomy, Trent University, Peterborough Ontario, Canada, K9L 0G2
(Dated: August 14, 2018)
Multiple experiments have observed a sharp transition in the band structure of LaAlO3/SrTiO3
(001) interfaces as a function of applied gate voltage. This Lifshitz transition, between a single
occupied band at low electron density and multiple occupied bands at high density, is remarkable
for its abruptness. In this work, we propose a mechanism by which such a transition might happen.
We show via numerical modeling that the simultaneous coupling of the dielectric polarization to the
interfacial strain (“electrostrictive coupling”) and strain gradient (“flexoelectric coupling”) generates
a thin polarized layer whose direction reverses at a critical density. The Lifshitz transition occurs
concomitantly with the polarization reversal and is first-order at T = 0. A secondary Lifshitz
transition, in which electrons spread out into semiclassical tails, occurs at a higher density.
LaAlO3 (LAO) and SrTiO3 (STO) are band insula-
tors; however, when four or more monolayers of LAO
are grown on top of a STO substrate, a mobile two-
dimensional electron gas (2DEG) forms on the STO side
of the interface [1, 2]. One compelling feature of these
interfaces is that the character of the 2DEG changes dra-
matically with the application of a gate voltage. Indeed,
for (001) interfaces there is a narrow doping range over
which the superconducting transition temperature [3–7],
the spin-orbit coupling [7–10], and the metamagnetic re-
sponse [11] change by an order of magnitude. Further-
more, the superconducting gap and resistive transition
appear at different temperatures at low electron densi-
ties, n2D, but track each other closely at high n2D [12].
This qualitative distinction between low and high doping
has also been seen in quantum dot transport experiments,
which reveal a crossover from attractive to repulsive pair-
ing interactions with increasing n2D [13]. While there is
general agreement that the sensitivity to doping is con-
nected to an observed Lifshitz transition [5, 14–17] be-
tween a single occupied band at low density and multiple
occupied bands at high density [6, 17–24], the mechanism
by which this transition happens is not established.
Density functional theory (DFT), while instrumental
in establishing fundamental interface properties [25–28],
finds electron densities that are an order of magnitude
larger than the Lifshitz transition density nL ∼ 0.02–
0.05 electrons per 2D unit cell, and cannot easily be
tuned through the transition. Schro¨dinger-Poisson calcu-
lations, for which n2D can be continuously tuned, persis-
tently find multiple occupied bands even for n2D  nL
[5, 15, 29–31]. Indeed, we showed previously that, be-
cause of STO is close to a ferroelectric (FE) quantum
critical point[32], electrons become deconfined from an
ideal interface as n2D → 0, and form a dilute quasi-three-
dimensional (quasi-3D) gas extending far into the STO
substrate [33]. This result is incompatible with experi-
ments and raises the question, why is only a single band
occupied at low n2D?
Furthermore, the evolution of the band structure with
n2D is highly unusual. Early work [14] showed that the
filling of the lowest band is constant for n2D > nL, and
recent experiments have found geometries in which its
filling decreases [15–17]. In the latter case, the first band
actually empties itself into higher energy bands with in-
creasing chemical potential. This cannot be understood
within rigid-band models.
Moving beyond rigid bands, intra-atomic Coulomb
(Hubbard) interactions [6, 24] have been invoked as a
possible explanation for the unusual band filling [14, 16];
however, as we show below, these are too weak to be
relevant. We suggest that a purely electronic explana-
tion for the Lifshitz transition is unlikely, and focus in-
stead on STO’s unique dielectric properties. In particu-
lar, STO’s proximity to a FE transition allows for a large
coupling between the dielectric polarization and lattice
strains [34]. This makes STO interfaces qualitatively dif-
ferent from conventional metallic interfaces, and as we
show enables a novel switchable state involving the lat-
tice polarization and the 2DEG.
Strains arising from direct application of pressure or
from lattice misfits between a thin film and its substrate
form the basis of “strain engineering”. By such meth-
ods, one can modify the dielectric response [35, 36], and
even stabilize ferroelectricity [35, 37], in STO. Further-
more, strains applied to metallic LAO/STO interfaces
can be used to tune their carrier density and subband
occupations [38–40]. We distinguish between these ex-
trinsic bulk strains, and the intrinsic strain that arises
from c-axis relaxation (perpendicular to the interface)
within a few nm of the LAO/STO interface. Because
the LAO cap layer is grown on top of the STO sub-
strate, the transverse (parallel to the interface) strain in
the STO vanishes; however, there is a longitudinal strain
η(z) ∼ 0.01–0.03 extending four or five layers into the
STO [41, 42]. This strain couples to the polarization P
through an electrostrictive contribution [35], −g11ηP 2,
and a flexoelectric contribution [34], −f11P∂zη, to the
lattice free energy.
While flexoelectric effects are typically negligible in
bulk materials, they appear to be a generic feature of
nanometer structures in FEs—including domain walls
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FIG. 1. Schematic LAO/STO interface showing the interface
geometry, the electron potential energy φ(z) and electron den-
sity n(z).
[43, 44], grain boundaries [45], and cracks [46]—where
the strain gradient ∂zη is often enormous. Flexoelectric-
ity substantially affects the performance of nanocapac-
itors [47], and numerous proposals for flexo-mechanical
devices have been made [34]. Whereas nearly all previ-
ous work has focused on insulating FEs, we show here
that flexoelectricity fundamentally alters the 2DEG at
STO interfaces.
We consider a model (001) interface between a STO
substrate and a LAO cap layer [Fig. 1]. Several doping
mechanisms, including electronic reconstruction [48], a
nonstoichiometric LAO surface[49, 50], and top-gating,
contribute to the 2DEG in the STO substrate. For our
purposes, these doping mechanisms can be modeled by
a positive charge density en2D on the LAO surface, and
overall neutrality requires a 2D charge density of −en2D
in the STO substrate. The 2DEG forms on the STO side
of the interface owing to the wide LAO band gap [51],
and is confined by a potential φ(z) that depends on n2D
and on the dielectric screening in the substrate. Doped
electrons reside on the Ti t2g orbitals.
The t2g bands are obtained from a tight-binding Hamil-
tonian that has been fitted to Shubnikov-de Haas mea-
surements in bulk STO [52], and the lattice polariza-
tion is obtained from a Landau-Devonshire free energy
that has been fitted to bulk measurements of the dielec-
tric function [30] (see the Supplemental Material [53]).
The polarization and electronic eigenstates are coupled
through the electric field, which is obtained from the
Poisson equation. The model has a planar geometry, so
that the polarization, electric field, etc., depend only on
the distance z from the interface; we discretize the model,
so that there are L layers of STO with, e.g. Pi denoting
the polarization in the ith layer.
The Landau-Devonshire free energy is
U = 1
2
∑
i,j
PiD˜ijPj −
∑
i
E˜iPi + quartic terms, (1)
where i and j are layer indices, and E˜i and D˜ij are linear
and quadratic coefficients of the free energy expansion.
The quartic terms in Eq. (1), which are parameterized by
a coefficient γ [53], are generally negligible in the doping
range explored here [29, 30], but can be important when
flexoelectric effects are included.
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FIG. 2. The ideal interface. The confining potential and 3D
charge density are plotted as functions of distance zi from the
interface for (a) low (n2D = 0.01) and (b) high (n2D = 0.1)
electron density. [n2D and n(z) are per 2D and 3D unit
cell, respectively.] Curves labeled “with Hubbard” include
intra-atomic interactions, with U0 = 4 eV, U = 2.4 eV, and
J = 0.8 eV [53]; all other results have U0 = U = J = 0.
The corresponding band structures (without Hubbard inter-
actions) are shown in (c) and (d). Unless otherwise stated,
all results in this work are at T = 1 K and for L = 100 layers.
Figure 2 illustrates the absence of a Lifshitz transition
in an ideal interface. In this case, D˜ is equal to the ma-
trix D of stiffness constants for bulk STO, and E˜i = Ei
is the total electric field in layer i. Figures 2(a) and 2(b)
show the electron potential energy φ(z) and 3D density
n(z) for low and high values of n2D. The key point is
that the depth of the potential well confining the 2DEG
is approximately proportional to n2D, and at low density
is too shallow to create 2D bound states. Thus, while
most of the charge lies within ∼ 20 unit cells (8 nm) of
the interface when n2D = 0.1, it spreads far into the sub-
strate when n2D = 0.01, with n(z) decaying as a power
law [33]. (Densities are per 2D or 3D unit cell, as ap-
propriate.) The electron confinement at high density is
because a large fraction of the 2DEG occupies a single
2D band (“1xy”), while the deconfinement at low den-
sity is because the electrons are shared amongst a nearly
continuous spectrum of subbands. That multiple bands
are occupied at low n2D is inconsistent with experiments.
The situation is not substantively changed when
Hubbard-like interactions are included, and indeed the
charge distributions with and without Hubbard interac-
tions are nearly the same [Fig. 2(a) and Fig. 2(b)].
The shortcomings of the ideal interface are corrected
3if strain is included. For a layer-dependent strain ηi,
D˜ij = Dij − 2δi,jg11ηi, E˜i = Ei + f11 ∂η
∂z
∣∣∣∣
z=zi
, (2)
with g11 and f11 the coupling constants, and δi,j the
Kronecker delta-function. We adopt an empirical expres-
sion that qualitatively fits experimental measurements of
the strain profile [41, 42], ηi = η1 exp[−(zi/d)4], with
η1 ∼ 0.01–0.03 the strain at the top STO layer and
d = 4a0. On general grounds, a piezoelectric term,
−e(zi)ηi should also be added to E˜i, where the coupling
constant e(zi) vanishes away from the interface [43]. Be-
cause e(zi) is unknown, and because it plays the same
qualitative role as flexoelectricity, surface piezoelectric-
ity will not be considered explicitly.
Key to Eq. (2) is that, because ∂zη is negative, the
effective field E˜i can be negative when the electric field
Ei is sufficiently small, provided f11 > 0. In this case, the
polarization at the interface will point oppositely to the
external field, and towards the interface. This allows for
a switchable polarization as a function of gate voltage.
Unless otherwise stated, we adopt the bulk value g11 =
0.118−10 , with 0 the permittivity of free space [35, 53].
The appropriate value of f11 is harder to asses [54–56],
first because it is difficult to measure, even in bulk [56],
second because surface corrections should be comparable
to the bulk value [43], and third because screening by
the 2DEG modifies the lattice response to a longitudinal
strain gradient. f11 is thus the only unknown parameter
in our model. One empirical guide is a recent observation
that the STO surface polarization in ungated samples
points towards the interface [42], implying f11 > 0. We
then take f11 of order a few V [34], which is typical for
perovskites.
Figure 3(a) shows the filling of the four lowest bands
as a function of n2D, along with the total filling of the re-
maining bands making up the tails of the charge distribu-
tion. There is a clear Lifshitz transition at nL1 ≈ 0.0154
at which the slope of n1xy (the filling of the 1xy band) is
discontinuous: all electrons reside in the 1xy band when
n2D < nL1, and n1xy is nearly constant over an extended
region when n2D > nL1. That such a transition emerges
naturally from the model without any parameter tuning,
and that the predicted transition lies close to the exper-
imental value of nL, is remarkable.
There is a second transition at nL2 ≈ 0.025; this has a
small effect on n1xy, and is primarily a redistribution of
electrons from the 1xz/yz and 2xy bands into the quasi-
3D tails. Although no more than 20% of the charge
occupies the tails, their 2D density of states is orders-
of-magnitude larger than that of the 1xy band, which
makes them a highly effective charge reservoir.
The transition at nL1 is sharp, suggesting that there
are two competing ground states, and indeed the first-
order nature of the transition is illustrated by Fig. 3(b),
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FIG. 3. Effects of strain on the 2DEG. (a) The fillings of
the lowest four bands are shown individually, along with the
cumulative filling of the remaining bands (“tail”) and the total
electron density (dashed line), as a function of n2D. Bands are
labeled jα, with j the band index and α the band symmetry.
There are two Lifshitz transitions, at nL1 and nL2. (b) The
chemical potential is plotted versus n2D (symbols). Black
and magenta lines are linear fits to the regions n2D < nL1
and nL1 < n2D < nL2, highlighting the discontinuity in slope
at nL1. Any discontinuity at nL2 is too weak to see. The
(c) polarization and (d) electron density are plotted for the
top 20 STO layers for n2D below and above the transitions.
A positive polarization points away from the interface. The
corresponding band structures are shown in (e) and (f). In
(f), the 2xy band is obscured by the 1yz band. The tail bands
in (a) correspond to the dense spectrum of unlabeled bands
in (f). Here, f11 = 2 V and η1 = 0.02.
which shows a discontinuity in the inverse isothermal
compressibility κ−1T ∝ dµ/dn2D. There is, presumably,
a second discontinuity at nL2; however it is too small to
resolve in our data.
To characterize the states on either side of the transi-
tion, we show in Fig. 3(c) and Fig. 3(d) the lattice polar-
ization and electron distribution, respectively. The main
feature of this figure is that for n2D < nL1, there is a thin
layer of negative polarization that extends over the re-
gion 3a0 ≤ zi ≤ 6a0, where the strain gradient is largest.
In this region, the polarization points towards the inter-
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FIG. 4. Factors influencing the band filling. The 1xy band
filling is shown for different values of (a) the interfacial strain,
(b) the coefficient of the quartic term in Eq. (1), (c) the flexo-
electric constant, and (d) the electrostrictive constant. In (e),
cases with and without Hubbard-like interactions are com-
pared. The “with Hubbard” calculations assume U0 = 4 eV,
U = 2.4 eV, and J = 0.8 eV. In (f), n1xy is shown for different
temperatures. Default model parameters are as in Fig. 3 and
γbulk = 2750 eVA˚
5e−4 is the estimate for γ in bulk samples
reported in [30].
face, and opposite to the electric field. This enhances the
confining potential, and pulls electrons into a narrow 2D
layer sandwiched between the interface and the region
of negative polarization [Fig. 3(c)]. When n2D > nL1,
the electric field is strong enough to overcome flexoelec-
tric effects, and the polarization switches abruptly to be
positive everywhere. In this regime, the electrons move
away from the interface and begin to occupy other bands.
When n2D > nL2, the tail states become occupied, and
the polarization develops a power-law decay into the sub-
strate [33]. The corresponding band structures show a
transition from a single occupied dxy band at low density,
to multiple occupied bands at high density [Figs. 3(e) and
3(f)].
Figure 4 shows different factors affecting n1xy. Both
the interfacial strain [Fig. 4(a)] and the flexoelectric cou-
pling constant [Fig. 4(c)] have a strong impact on the
critical doping, consistent with our earlier assertion that
the polarization switches direction at the value of nL1
where the electric field exceeds the flexoelectric term in
Eq. (2). That nL1 depends on strain provides a natural
explanation for the observed variability between samples
of the critical doping.
Conversely, neither the quartic coefficient γ [Fig. 4(b)]
nor the electrostrictive coupling constant g11 [Fig. 4(d)]
has a significant effect on nL1. Rather, they determine
the behavior of n1xy on the high-density side of the tran-
sition. The quartic term, which progressively reduces the
dielectric screening as n2D grows, is responsible for an up-
turn in n1xy at large n2D, while g11 principally affects the
slope on the high density side of the Lifshitz transition,
with large values of g11 actually leading to a decline in
n1xy with increasing n2D.
The slope of n1xy above the Lifshitz transition is also
strongly affected by the doping-dependence of the interfa-
cial strain. In Fig. 4(a), the strain is fixed for each curve;
however, the strain is not constant in real interfaces and,
for example, shrinks with increasing LAO thickness [42].
The effects of gating have not been reported; however,
one may infer from Fig. 4(a) that if the strain were to
relax with increasing n2D, the slope above the transition
would be negative, as found in some experiments [15–17].
Figure 4(e) shows that the inclusion of intra-atomic
interactions has a small quantitative effect on n1xy, but
does not change qualitative features of the transition.
This is consistent with our general finding that electron
densities are too small for Hubbard-like interactions to
have a significant effect.
Figure 4(f) shows the evolution of n1xy with T . While
temperature appears directly in the calculation of the
band fillings, the most important effect is in the stiff-
ness coefficients Dij , which reflect STO’s strongly T -
dependent dielectric function [53]. In Fig. 4(f), the tran-
sition changes very little for T <∼ 20 K, over which range
Dij is nearly constant, and then is gradually wiped out
as the temperature is further raised. The mechanism for
the wipeout is straightforward; as T increases, the lattice
stiffens (i.e. the permittivity decreases), and the sponta-
neously polarized layer near the interface disappears.
The predictions made here can be directly tested by
atomic-resolution probes that can resolve the interface
polarization. Notably, Lee et al. [42] observed a “head-
to-head” arrangement of LAO and STO polarizations in
ungated samples, which they associated with the inter-
facial doping mechanism. In their measurements, the
reversed polarization on the STO side of the interface ex-
tends ∼ 5 unit cells into the substrate, similar to what we
find. In this regard, it would be extremely interesting to
see whether the measured polarization can be switched
by an external gate voltage, and to determine whether
this correlates with a Lifshitz transition.
In summary, we have argued that LAO/STO interfaces
can be thought of as a metallic system with ferroelectric
characteristics arising from interfacial strains. This is
reminiscent of an earlier proposal that the 2DEG at in-
terfaces beween LAO and a bulk ferroelectric, BaTiO3,
should exhibit a switchable metallic state [57]; in that
case, the external electric field due to the LAO cap layer
5was ultimately shown suppress switchability [58]. The
current model differs in two key respects: here, (i) switch-
ability is a consequence of the competition between flexo-
electric effects and the external field, and (ii) the switch-
able region extends over only a few unit cells.
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7SUPPLEMENTAL MATERIAL FOR: POSSIBLE
FLEXOELECTRIC ORIGIN OF THE LIFSHITZ
TRANSITION IN LAALO3/SRTIO3 INTERFACES
Electronic Hamiltonian
The electronic Hamiltonian is
Hˆ = Hˆ0 + HˆV + HˆU . (3)
In this expression, Hˆ0 is the kinetic energy portion of
the Hamiltonian, HˆV describes the potential energy due
to the long-range Coulomb interaction, obtained by solv-
ing the Poisson equation, while HˆU contains short-range
(intra-atomic) Coulomb contributions of the Hubbard
type.
We adopt a layered geometry consistent with the struc-
ture of STO interfaces; we assume a (001) interface, such
that there is translational invariance in the x-y plane,
and quantities such as the charge density, lattice polar-
ization, and electrostatic potential depend only on the
distance z from the interface. For this geometry,
Hˆ0 =
∑
ijk
∑
ασ
c†αkiσt
α
ij(k)cαkjσ, (4)
where i and j label TiO2 layers, and k = (kx, ky) is the
2D wavevector describing the motion of electrons paral-
lel to the interface. The operator cαkjσ annihilates an
electron with orbital type α, spin σ, and wavevector k in
layer j. The matrix element tαij(k) is a hopping matrix
element between orbitals of type α.
There are two distinct hopping processes: hopping be-
tween neighboring orbitals of type α is large if the elec-
tron moves in the plane parallel to α (e.g. the x-y plane
for dxy orbitals), and small if it moves perpendicular to
α. The matrix elements are denoted by t‖ and t⊥, re-
spectively, and values are given in Table I. We thus have
txyij (k) = −2(t‖cx + t‖cy)δi,j − t⊥δ〈i,j〉, (5)
txzij (k) = −2(t‖cx + t⊥cy)δi,j − t‖δ〈i,j〉, (6)
tyzij (k) = −2(t⊥cx + t‖cy)δi,j − t‖δ〈i,j〉, (7)
where cn ≡ cos(kna0) with a0 the lattice constant, and
δ〈i,j〉 is one if i and j are nearest-neighbor planes, and
zero otherwise.
Coulomb Potential
The long-range Coulomb term is
HˆV =
∑
iασ
φinˆαiσ, (8)
where nˆαiσ = N
−1
2D
∑
k c
†
αkiσcαkiσ is the electron number
operator for orbital type α and spin σ in layer i, with
Model parameters
t‖ 0.236 eV
t⊥ 0.035 eV
a0 3.9 A˚
D0 5.911× 10−3−10
D1 1.200× 10−3−10
D2(T = 0) 0.312× 10−3−10
α1 1.15a0
α2 5a0
γbulk 2750 eVA˚
5e−4
∞ 5.50
g11 0.118
−1
0
f11 1–3 V
TABLE I. Model parameters used in our calculations. Hop-
ping matrix elements t‖ and t⊥ are from tight-binding fits [1]
to Shubnikov-de Haas measurements in bulk STO [2]. Dielec-
tric parameters D0, D1, D2, α1, α2, and γbulk are obtained
from fits to the dielectric function.[3, 4], while g11 is obtained
from Ref. [5]. 0 is the permittivity of free space and −e is
the electron charge.
N2D the number of 2D unit cells. HˆV contains a potential
energy φi ≡ φ(zi) with contributions from three distinct
interactions: electron-electron interactions between free
carriers in the STO, electron-lattice interactions between
free carriers and the STO polarization, and interactions
between free carriers and the LAO surface charge.
The electrostatic potential energy (in SI units) is ob-
tained by solving Poisson’s equation,
∞∇ ·E(z) = ρ(z)−∇ ·P(z), (9)
where E(z), P(z), and ρ(z) are, respectively, the electric
field, the lattice polarization, and the charge density, and
∞ is the optical dielectric constant. The charge density
includes contributions from both the free carriers in the
STO substrate and LAO surface charges. In the planar
geometry, the polarization and electric field vectors are
parallel to the z-axis, with E(z) = E(z)zˆ, P(z) = P (z)zˆ.
Then, the potential energy is obtained from
φ(z) = φ(0) + e
∫ z
0
dz′E(z′). (10)
Integrating Eq. (9) from a point outside the LAO sur-
face (where E and P vanish) to layer i inside the STO
substrate yields
∞Ei = en2D − e
a20
∑
j<i
∑
ασ
nαjσ − Pi. (11)
Equation (10) then gives the potential energy,
φi =
e2
∞
n2Dzi −∑
j<i
ασ
nαjσ
a20
(zi − zj)
− ea0
∞
∑
j≤i
Pj ,
(12)
8where φ(0) is set to zero.
We solve a discrete version of these equations, in which
E(z)→ Ei, P (z)→ Pi, and
ρ(z) = en2Dδ(z − zsurf)− e
a20
∑
αiσ
nαiσδ(z − zi). (13)
Here, zsurf is the location of the LAO surface, zi = (i −
1)a0 is the location of the ith layer measured relative to
the interface, and
nαiσ = 〈nˆαiσ〉. (14)
is the occupation of a single orbital (α, σ) in layer i.
The short-range Coulomb interaction on the Ti sites
takes the form [6],
HˆU =
∑
ασi
U0nαiσ + ∑
β 6=α,σ′
(U − Jδσ,σ′)nβiσ′
 nˆαiσ,
(15)
where σ = −σ and with the constraint
U0 = U + 2J. (16)
In this expression, U0 is the intra-orbital Hubbard inter-
action, and U and J are inter-orbital Hartree and ex-
change interactions. We constrain our calculations to
eliminate the possibility of ferromagnetism, and require
that nαi↓ = nαi↑.
From the form of HˆU [Eq. (15)], it is clear that min-
imization of the intra-orbital Coulomb energy favors a
spreading-out of charge between orbitals if U0 and J are
large, and the collapse of charge into a single orbital type
if U is large. Indeed, we find that our calculations fa-
vor occupation of dxy orbitals over dxz and dyz orbitals
when J < U0/5, and favor occupation of multiple or-
bital types when J > U0/5. The representative example
shown in the manuscript takes U0 = 4 eV, and J = 0.8 eV
(so J = U0/5) and from the constraint (16), we obtain
U = 2.4 eV. We have explored other J-values, and find
that while details of the band structure change, our basic
conclusions do not.
Dielectric Model at Zero Temperature
Dielectric screening comes from a soft optical phonon
mode with a large dipole moment. The Landau-
Devonshire free energy for this mode is
U = 1
2
∑
i,j
PiD˜ijPj −
∑
i
E˜iPi + quartic term (17)
where i and j are layer indices, and E˜i and D˜ij are linear
and quadratic coefficients of the free energy expansion.
The quartic term is discussed below.
In bulk STO, E˜i is equal to the electric field Ei; adja-
cent to the interface, inversion symmetry is broken and
E˜i picks up additive corrections that extend over the first
few STO layers. Similarly, the coefficients D˜ij equal their
bulk values Dij away from the interface, but may be dif-
ferent near the interface.
Following our earlier work, we take the bulk coefficients
Dij =
{
D0, i = j
−D1e−z2ij/2α21 −D2e−z2ij/2α22 , i 6= j
(18)
where zij = zi − zj . Values for D0, D1, D2, α1, and α2
that are valid at low T are given in Table I.
For a given electric field, the polarization P` is ob-
tained by setting ∂U/∂P` = 0. In a bulk crystal with
uniform electric field E and polarization P , this yields
P = E/Dq=0 where Dq=0 =
∑
j Dij . The bulk dielec-
tric constant is then
 = ∞ +
∂P
∂E
≈ D−1q=0. (19)
The final approximate equality arises because ∞ = 5.50
while D−1q=0 ∼ 1040 at low T (0 is the permittivity of
free space). In this dielectric model, the large value of 
comes from a near cancellation of the local (i = j) and
nonlocal (i 6= j) contributions to Dq=0.
Electrostrictive coupling through the term propor-
tional to g11 modifies the matrix D˜ such that it has one or
two negative eigenvalues, depending on the magnitude of
the strain. In this instance, the quartic terms in Eq. (17)
are required to stabilize the polarization. We find that
the numerics are most easily controlled if we work in a
basis in which D˜ is diagonal. Letting Λn and S be the
eigenvalues and the matrix of eigenvectors of D˜, we make
the ansatz
U =
∑
n
[
1
2
ΛnP2n − EnPn +
γ
4
P4n
]
, (20)
where En =
∑
i E˜iSin and Pn =
∑
i PiSin. The first two
terms in Eq. (20) are formally equivalent to Eq. (17),
while the final term is an ansatz. The advantage of
Eq (20) is that it is diagonal in the mode index n, and one
can minimize each term in the sum analytically. Once Pn
is known, then Pi is obtained from Pi =
∑
n SinPn.
At low electron densities, En is sufficiently weak that
the quartic term is negligible provided Λn is positive and
not too small; then, Pn = En/Λn, to a good approxima-
tion. For the one or two eigenmodes where Λn is close
to zero or negative, γ cannot be neglected and the cubic
equation obtained from setting
∂U/∂Pn = ΛnPn − En + γP3n = 0 (21)
must be solved, with the solution that minimizes the en-
ergy of that eigenmode being selected.
9Dielectric Model at Nonzero Temperature
The temperature dependence of the dielectric function
comes through the matrix elements Dij , and our ap-
proach follows Raslan et al. [3]. The T -dependence is
obtained in two steps. First, the measured dielectric sus-
ceptibility [4]. χ(T ) is fitted to an empirical formula
χq=0(T ) =
(
T0
Ts coth(Ts/T )
)ξ
, (22)
where Ts = 15 K is the saturation temperature below
which χ(T ) becomes constant, and T0 = 1.46 × 104 K
and ξ = 1.45 are fitting parameters. Next, using
χq=0(T ) =
1
0Dq=0
, (23)
allows us to obtain the temperature dependent parame-
ters in Dij . We write
Dq=0 =
∑
j
Dij
≈ D0 −D1
(
1−
√
2piα1
a0
)
−D2
(
1−
√
2piα2
a0
)
.
(24)
Comparing Eq. (24) and Eq. (22) allows us to determine
the T -dependence of our model parameters. Following
Ref. [1], we make the ansatz that D2 is T -dependent,
while D0 and D1 are constant.
Numerical Solution of the Model
In most cases, the model can be solved using a straight-
forward iterative procedure to obtain self-consistent val-
ues for the polarization Pi and the electron density ni.
Given an input potential energy φi, we calculate the
charge density nαiσ by diagonalizing Hˆ and the polar-
ization Pi by minimizing U . The charge density and
polarization are then used to generate an updated po-
tential energy. The cycle is repeated until the input and
output potentials are the same. This cycle is unstable to
charge-sloshing, and we therefore use Anderson mixing
to stabilize the iterative process.[7]
In some of the cases, the iterative scheme described
above is unstable because the flexoelectric contribution
to E˜ can lead to a rapid switching of the polarization
direction from one iteration to the next. To stabilize the
numerics, we rearrange Eq. (21) such that the depolar-
izing fields are explicitly grouped with Λn. Thus, from
Eq. (11) it is possible to write Ei = −Pi/∞ + Eotheri ,
from which it follows that Eq. (21) is
(Λn + 
−1
∞ )Pn − Eothern + γP3n = 0. (25)
In our calculations, Λn > −−1∞ and this rearrangement
of terms thus helps stabilize the iterative cycle.
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