Local learning of sparse image models has proven to be very effective to solve inverse problems in many computer vision applications. To learn such models, the data samples are often clustered using the K-means algorithm with the Euclidean distance as a dissimilarity metric. However, the Euclidean distance may not always be a good dissimilarity measure for comparing data samples lying on a manifold. In this paper, we propose two algorithms for determining a local subset of training samples from which a good local model can be computed for reconstructing a given input test sample, where we take into account the underlying geometry of the data. The first algorithm, called Adaptive Geometry-driven Nearest Neighbor search (AGNN), is an adaptive scheme which can be seen as an out-of-sample extension of the replicator graph clustering method for local model learning. The second method, called Geometrydriven Overlapping Clusters (GOC), is a less complex nonadaptive alternative for training subset selection. The proposed AGNN and GOC methods are shown to outperform spectral clustering, soft clustering, and geodesic distance based subset selection in an image super-resolution application.
I. INTRODUCTION
M ANY image restoration problems such as superresolution, deblurring, and denoising can be formulated as a linear inverse problem, by modeling the image deformation via a linear system. Such problems are generally ill-posed and the solutions often rely on some a priori information about the image to be reconstructed. Research in the recent years has proven that adopting an appropriate sparse image model can yield quite satisfactory reconstruction qualities. Sparse representations are now used to solve inverse problems in many computer vision applications, such as superresolution [1] , [2] , [3] , [4] ; denoising [1] , [5] , [6] ; compressive sensing [7] , [8] , [9] ; and deblurring [1] , [2] . While several works assume that the image to be reconstructed has a sparse representation in a large overcomplete dictionary [4] , [5] , it has also been observed that representing the data with small, local models (such as subspaces) might have benefits over a single and global model since local models may be more adaptive and capture better the local variations in data characteristics [1] , [2] , [10] . The image restoration methods in [1] and [2] propose a patch-based processing of images, where the training patches are first clustered and then a principal component analysis (PCA) basis is learned in each cluster.
When learning local models, the assessment of the similarity between image patches is of essential importance. Different J. C. Ferreira is with the Goiano Federal Institute of Education, Science and Technology, Urutai, 35790-000 Brazil. e-mail: ferreira@ieee.org. E. Vural and C. Guillemot are with INRIA, Rennes, 35000 France. e-mail: elif.vural@inria.fr, christine.guillemot@inria.fr similarity measures lead to different partitionings of data, which may eventually change the learned models significantly. Many algorithms constructing local models assess similarity based on the Euclidean distance between samples. For example in [1] and [2] image patches are clustered using the K-means algorithm, where patches having a small Euclidean distance are grouped together to learn a PCA basis. Test patches are then reconstructed under the assumption that they are sparsely representable in this basis.
However, patches sampled from natural images are highly structured and constitute a low-dimensional subset of the highdimensional ambient space. In fact, natural image patches are commonly assumed to lie close to a low-dimensional manifold [11] , [12] . Similarly, in the deconvolution method proposed in [10] , image patches are assumed to lie on a large patch manifold, which is decomposed into a collection of locally linear models learned by clustering and computing local PCA bases. The geometric structure of a patch manifold depends very much on the characteristics of the patches constituting it; the manifold is quite nonlinear especially in regions where patches have a rich texture. When evaluating the similarity between patches on a patch manifold, care should be taken especially in high-curvature regions, where Euclidean distance loses its reliability as a dissimilarity measure. In other words, in the K-means based setting of [1] and [2] , one may obtain a good performance only if the local PCA basis agrees with the local geometry of the patch manifold, i.e., the most significant principal directions should correspond to the tangent directions on the patch manifold so that data can be well approximated with a sparse linear combination of only a few basis vectors. While this easily holds in low-curvature regions of the manifold where the manifold is flat, in high-curvature regions, the subspace spanned by the most significant principal vectors computed from the nearest Euclidean-distance neighbors of a reference point may diverge significantly from the tangent space of the manifold if the neighborhood size is not selected properly [13] , [14] . This is illustrated in Figure 1 , where the first few significant principal directions fail to approximate the tangent space because the manifold bends over itself as in Figure 1(b) , or because the curvature principal components dominate the tangential principal components as in Figure 1 In this work, we focus on image restoration algorithms solving inverse problems based on sparse representations of images in locally learned subspaces, and we present geometrydriven strategies to select subsets of data samples for learning local models. Given a test sample, we address the problem of determining a local subset of the training samples, i.e., a neighborhood of the test sample, from which a good local (a) (b) (c) Fig. 1 . PCA basis vectors computed with data sampled from a neighborhood on a manifold. In (a), the two most significant principal directions correspond to tangent directions and PCA computes a local model coherent with the manifold geometry. In (b), PCA fails to recover the tangent space as the manifold bends over itself and the neighborhood size is not selected properly. In (c), as the curvature component is stronger than the tangential components, the subspace spanned by the two most significant PCA basis vectors again fails to approximate the tangent space.
model can be computed for reconstructing the test sample, where we take into account the underlying geometry of the data.
Training subsets for learning local models can be determined in two ways; adaptively or nonadaptively. In adaptive neighborhood selection, a new subset is formed on the fly for each test sample, whereas in nonadaptive neighborhood selection one subset is chosen for each test sample among a collection of training subsets determined beforehand in a learning phase. Adaptive selection has the advantage of flexibility, as the subset formed for a particular test sample fits its characteristics better than a predetermined subset. In return, the complexity of the reconstruction phase is smaller in nonadaptive subset selection. In this work, we study both the adaptive and the nonadaptive settings and propose two different algorithms for geometry-aware local neighborhood selection.
We first present an adaptive scheme, called Adaptive Geometry-driven Nearest Neighbor search (AGNN). Our method is inspired by the Replicator Graph Clustering (RGC) [15] algorithm and can be regarded as an out-of-sample extension of RGC for local model learning. Given a test sample, the AGNN method computes a diffused affinity measure between each test sample and the training samples in a manner that is coherent with the overall topology of the data graph. The nearest neighbor set is then formed by selecting the training samples that have the highest diffused affinities with the test sample.
The evaluation of the AGNN method in superresolution experiments suggests that it yields a quite satisfactory image reconstruction quality. Meanwhile, as AGNN is an adaptive method repeating the neighborhood selection process for each test sample, it may not be optimal for applications where the speed of reconstruction is particularly critical. For this reason, we also propose a nonadaptive scheme called Geometry-driven Overlapping Clusters (GOC), which seeks a less complex alternative for training subset selection. The method computes a collection of training subsets in a prior learning phase in the form of overlapping clusters. The overlapping clusters are formed by first initializing the cluster centers and then expanding each cluster around its central sample by following the K-nearest neighborhood connections on the data graph. What really determines the performance of the GOC method is the structure of the clusters, driven by the number of neighbors K and the amount of expansion. We propose a geometry-based strategy to set these parameters, by studying the rate of decay of PCA coefficients of data samples in the cluster, thereby characterizing how close the cluster lies to a low-dimensional subspace.
Note that, while the proposed AGNN and GOC algorithms employ similar ideas to those in manifold clustering methods, our study differs from manifold clustering as we do not aim to obtain a partitioning of data. Instead, given a test sample to be reconstructed, we focus on the selection of a local subset of training data to learn a good local model. We demonstrate the performance of our methods in superresolution applications and show that the proposed similarity assessment strategies can provide significant performance gains compared to the Euclidean distance, especially for superresolving images with rich texture where patch manifolds are highly nonlinear. When applying the proposed method in the superresolution problem, we select the NCSR algorithm [1] as a reference method, which currently leads the state of the art in superresolution. We show that the performance of NCSR is improved when the proposed neighborhood selection methods are used for local model learning instead of the K-means algorithm used in the original method [1] . The proposed AGNN and GOC methods also generally outperform reference subset selection strategies such as spectral clustering, soft clustering, and geodesic distance based neighborhood selection. Finally, we perform comparative experiments with the NCSR [1] , ASDS [2] , and SPSR [16] superresolution algorithms, which suggest that the proposed methods can be successfully applied in superresolution for taking the state of the art one step further.
The rest of the paper is organized as follows. In Section II we give an overview of manifold-based clustering methods. In Section III we formulate the neighborhood selection problem studied in this paper. In Section IV we discuss the proposed AGNN method. Then in Section V we describe the GOC algorithm. In Section VI we present experimental results, and in Section VII we conclude.
II. CLUSTERING ON MANIFOLDS: RELATED WORK
As our study has close links with the clustering of lowdimensional data, we now give a brief overview of some clustering methods for data on manifolds. The RGC method [15] , from which the proposed AGNN method has been inspired, first constructs a data graph. An initial affinity matrix is then computed based on the pairwise similarities between data samples. The affinity matrix is iteratively updated such that the affinities between each sample and the other samples converge to the collective affinities obtained by taking into account all paths between that sample and the other samples on the graph. Spectral clustering is another well-known algorithm for the graph-based clustering of data [17] , [18] . The data is clustered with respect to a low-dimensional embedding given by the functions of slowest variation on the graph, which correspond to the eigenvectors of the graph Laplacian matrix. This encourages assigning neighboring samples with strong edge weights to the same cluster. The Laplacian eigenmaps method [19] builds on the same principle; however, it targets dimensionality reduction.
Geodesic clustering provides an extension of the K-means algorithm to cluster data lying on a manifold, where the Euclidean distance is replaced with the geodesic distance [20] , [21] . In [22] , a method is proposed for clustering data lying on a manifold, which extends the graph-based semi-supervised learning algorithm in [23] to a setting with unlabeled data. The diffusion matrix that diffuses known class labels to unlabeled data in [23] is interpreted as a diffusion kernel in [22] , which is then used for determining the similarity between data samples to obtain clusters. The works in [24] , [25] also use the geodesic distance as a dissimilarity measure. They propose methods for embedding the manifold into the tangent spaces of some selected reference points and perform a fast approximate nearest neighbor search on the space of embedding.
While the above algorithms consider all data samples to lie on a single manifold, several other methods model lowdimensional data as samples from multiple manifolds and study the determination of these manifolds. An expectation maximization approach is employed in [26] to partition the data into manifolds. The points on each manifold are then embedded into a lower-dimensional domain. The manifold clustering method in [27] computes a sparse representation of each data sample in terms of other samples, where the locality is also taken into account by encouraging high coefficients for nearby samples. Once the sparse coefficients are computed, data is grouped into manifolds simply with spectral clustering. The method in [28] extends several popular nonlinear dimensionality reduction algorithms to the Riemannian setting by replacing the Euclidean distance in these methods with the Riemannian distance. It is then shown that, in a setting with multiple manifolds, if most data connections lie within the manifolds rather than between them, the Riemannian extensions of nonlinear dimensionality reduction methods result in a clustering of data such that each cluster corresponds to a different manifold.
Finally, the generation of overlapping clusters in the GOC algorithm is also linked to soft clustering [29] . Rather than strictly partitioning the data into a set of disjoint groups, a membership score is computed between each data sample and each cluster center in soft clustering. The cluster centers are then updated by weighing the data samples according to the membership scores. In [30] , an extension of soft clustering is proposed for manifold-modeled data, where the membership scores are computed with a geodesic kernel instead of the Euclidean distance.
III. PROBLEM FORMULATION
Given observed measurements y, the ill-posed inverse problem can be generally formulated in a Banach space as
where Θ is a bounded operator, x is an unknown data point and ν is an error term. In image restoration y is the vectorized form of an observed image, Θ is a degradation matrix, x is the vectorized form of the original image, and ν is an additive noise vector. There are infinitely many possible data points x that explain y; however, image restoration algorithms aim to reconstruct the original image x from the given measurements y, often by using some additional assumptions on x.
In image restoration with sparse representations, x can be estimated by minimizing the cost function
where Φ is a dictionary, α is the sparse representation of x in Φ, and λ > 0 is a regularization parameter. It is common to reconstruct images patch by patch and model the patches of x as sparsely representable in Φ. Representing the extraction of the j-th patch x j of x with a matrix multiplication as x j = R j x, the reconstruction of the overall image x can be represented via the operator • as shown in [1] , [2] . If the dictionary Φ is well-chosen, one can efficiently model the data points x using their sparse representations in Φ. Once the sparse coefficient vector α is estimated, one can reconstruct
While a global model is considered in the above problem, several works such as [1] , [2] , [31] propose to reconstruct image patches based on sparse representations in local models. In this case, one aims to reconstruct the j-th patch x j of the unknown image x from its degraded observation y j by selecting a local model that is suitable for y j . The problem in (2) is then reformulated aŝ
where y j is the j-th patch from the observed image y, Φ j is a local (PCA) basis chosen for the reconstruction of y j , andα j is the coefficient vector. The unknown patch x j is then reconstructed asx j = Φ jαj . The optimization problem in (4) forces the coefficient vectorα j to be sparse. Therefore, the accuracy of the reconstructed patchx j in approximating the unknown patch x j depends on the reliability of the local basis Φ j , i.e., whether signals are indeed sparsely representable in Φ j . The main idea proposed in this paper is to take into account the manifold structure underlying the data when choosing a neighborhood of training data points to learn a local basis. Our purpose is to develop a dissimilarity measure that is better suited to the local geometry of the data than the Euclidean distance and also to make the neighborhood selection procedure as adaptive as possible to the test samples to be reconstructed.
be a set of m training data points d i ∈ R n lying on a manifold M and let Y = {y j } M j=1 be a set of M test data points y j ∈ R n . As for the image reconstruction problem in (4) , each test data point y j corresponds to a degraded image patch, and the training data points in D are used to learn the local bases Φ j . The test samples y j are not expected to lie on the patch manifold M formed by the training samples; however, one can assume y j to be close to M unless the image degradation is very severe.
We then study the following problem. Given an observation y j ∈ Y of an unknown image patch x j , we would like to select a subset S ⊂ D of training samples such that the PCA basis Φ j computed from S minimizes the reconstruction error x j −x j , where the unknown patch x j is reconstructed aŝ x j = Φ jαj , and the sparse coefficient vector is given bŷ
Since the nondeformed sample x j is not known, it is clearly not possible to solve this problem directly. In this work, we propose some constructive solutions to guide the selection of S by assuming that y j lies close to M. As the manifold M is not known analytically, we capture the manifold structure of training data D by building a similarity graph whose nodes and edges represent the data points and the affinities between them. In Sections IV and V we describe the AGNN and the GOC methods, which respectively propose an adaptive and a nonadaptive solution for training subset selection for local basis learning from the similarity graph.
IV. ADAPTIVE GEOMETRY-DRIVEN NEAREST NEIGHBOR SEARCH
In this section, we present the Adaptive Geometry-driven Nearest Neighbor search (AGNN) strategy for selecting the nearest neighbors of each test data point within the training data points with respect to an intrinsic manifold structure. Our subset selection method builds on the RGC algorithm [15] , which targets the clustering of data with respect to the underlying manifold. The RGC method seeks a globally consistent affinity matrix that is the same as its diffused version with respect to the underlying graph topology. However, the RGC method focuses only on the initially available training samples and does not provide a means of handling initially unavailable test samples. We thus present an out-of-sample generalization of RGC and propose a strategy to compute and diffuse the affinities between the test sample and all training samples in a way that is consistent with the data manifold.
In the RGC algorithm, given a set of data points D, an affinity matrix A = (a il ) is first computed. The elements a il of A measure the similarity between the data points d i and d l . A common choice for the similarity measure is the Gaussian kernel
where · denotes the 2 -norm on R n and c 1 is a constant. Then, the initial affinities are updated with respect to the underlying manifold as follows. The affinities are diffused by looking for an A matrix such that each row A i of A maximizes
Since the maximization problem on the right hand side of (7) is solved by an eigenvector of A, the method seeks an affinity matrix such that the similarities between the data sample d i and all the other samples in D (which are given by the row A i ) are proportional to the diffused version of the similarities in A i over the whole manifold via the product AA T i ; i.e., an affinity matrix is searched such that A T i ∝ AA T i . The optimization problem in (7) is solved with an iterative procedure based on a game theoretical approach to obtain a diffused affinity matrix A * . The diffusion of the affinities are constrained to the s nearest neighbors of each point d i .
In our AGNN method, we first compute the affinities among the training samples in D and diffuse them with the above procedure as proposed in [15] . This gives us a similarity measure for the training samples that is coherent with the global geometry of the manifold. Meanwhile, unlike in RGC, our main purpose is to select a subset S ⊂ D of training samples for a given test sample y j ∈ Y. We thus need a tool for generalizing the above approach for test samples.
We propose to compute the affinities between y j and D by employing the A * matrix as follows. Given a test data point Algorithm 1 Adaptive Geometry-driven Nearest Neighbor search (AGNN) 1: Input:
: Set of training samples y j ∈ Y: Test sample c 1 , c 2 , κ: Algorithm parameters 2: AGNN Algorithm: 3: Form affinity matrix A of training samples with respect to (6) . 4: Diffuse the affinities in A to obtain A * as proposed in the RGC method [15] . 5: Initialize the affinity vector a between test sample y j and the training samples as in (8) . 6: Diffuse the affinities in a to obtain a with respect to (10) . 7: Determine set S of nearest neighbors of y j by selecting the training samples with the highest affinities as in (11). 8: Output:
S : Set of nearest neighbors of y j in D.
y j ∈ Y, we first compute an initial affinity vector a whose i-th entry
measures the similarity between y j and the training sample d i . We then look for an update on the affinity vector as follows.
Denoting the entries of the diffused affinity matrix A * by a * il , we first observe that the product a * il a l should give the component of the overall affinity between y j and d i that is obtained through the sample d l : if there is a sample d l that has a high affinity with both d i and y j , this means that the affinity between d i and y j should also be high due to the connection established via the intermediate node d l (see the illustration in Figure 2 ). Note that the formulation in (7) also relies on the same idea. We thus update the affinity vector a such that its i-th entry a i becomes proportional to m l=1 a * il a l
i.e., the total affinity between samples d i and y j obtained through all nodes d l in the training data graph. This suggests that the initial affinities in the vector a should be updated as A * a, which corresponds to the diffusion of the affinities on the graph. Repeating this diffusion process κ times, we get the diffused affinities of the test sample as
where a i gives the final diffused affinity between y j and d i . This generalizes the idea in (7) to initially unavailable data samples; and hence, provides an out-of-sample extension of the diffusion approach in RGC. The parameter κ should be chosen in a way to permit a sufficient diffusion of the affinities. However, it should not be too large in order not to diverge too much from the initial affinities in a. In our experiments we have observed that κ = 2 gives good results in general.
Once the affinities a are computed, the subset S consisting of the nearest neighbors of y j can be obtained as the samples in D whose affinities to y j are higher than a threshold
where 0 < c 2 < 1. The samples in S are then used for learning a PCA basis to reconstruct y j . In the occasional situation that S contains too few samples for PCA computation, the threshold c 2 can be adapted to increase the number of samples or a sufficient number of points with highest affinities can be directly included in S. The proposed AGNN method for determining training subsets gets around the problem depicted in Figure 1(b) , since in a region where the manifold twists onto itself, points lying at different sides of the manifold have a small diffused affinity and are not included in the same subset. A summary of the proposed AGNN method is given in Algorithm 1.
V. GEOMETRY-DRIVEN OVERLAPPING CLUSTERS
As we will see in Section VI, the AGNN method presented in Section IV is efficient in terms of image reconstruction performance. However, it may have a high computational complexity and considerable memory requirements in settings with a large training set D, as the size of the affinity matrix grows quadratically with the number of training samples and the subset selection is adaptive (repeated for each test sample). For this reason, we propose in this section the Geometrydriven Overlapping Clusters (GOC) method, which provides a computationally less complex solution for obtaining the nearest neighbors of test samples in a geometry-aware manner.
The GOC algorithm computes a collection {S k } C k=1 of subsets S k ⊂ D of the training data set, which are to be used in local basis computation. Contrary to the AGNN method, the subsets S k ⊂ D are determined only using the training data and are not adapted to the test samples. However, the number C of subsets should then be sufficiently large to have the desired adaptivity for capturing arbitrary local variations. Due to the large number of subsets, S k are not disjoint in general; hence, can be regarded as overlapping clusters. In the following, we first describe our method for forming the clusters and then propose a strategy to select some parameters that determine the size and the structure of the clusters.
Given the number of clusters C to be formed, we first determine the central data point µ k ∈ D of each cluster S k . In our implementation, we achieve this by first clustering D with the K-means algorithm, and then choosing each µ k as the point in D that has the smallest Euclidean distance to the center of the k-th cluster given by K-means.
The training data points µ k are used as the kickoff for the formation of the clusters S k , which is guided by the neighborhood relations on the data graph. The generation of the clusters with the GOC method is illustrated in Figure  3 . Given the central sample µ k , the cluster S k is formed iteratively as follows. We first initialize S k as where N K (µ k ) denotes the set of the K-nearest neighbors of µ k in D. Then in each iteration l, we update the cluster S l k as
by including all samples in the previous iteration as well as their K-nearest neighbors. Hence, the clusters are gradually expanded by following the nearest neighborhood connections on the data graph. This procedure is repeated for L iterations so that the final set of clusters is given by
The expansion of the clusters is in a similar spirit to the affinity diffusion principle of AGNN; however, is computationally much less complex.
In the simple strategy presented in this section, we have two important parameters to set, which essentially influence the performance of learning: the number of iterations L and the number of samples K in each small neighborhood. In the following, we propose an algorithm to adaptively set these parameters based on the local geometry of data. Our method is based on the observation that the samples in each cluster will eventually be used to learn a local subspace that provides an approximation of the local tangent space of the manifold. The local tangent space is not analytically known in a setting where only discrete samples are available. However, it is known that an appropriately selected cluster S k should lie close to a low-dimensional subspace in R n , so that the samples to be reconstructed with the local basis Φ k computed from S k can be assumed to have a sparse representation in Φ k . We characterize the concentration of the samples in S k around a low-dimensional subspace by the decay of the coefficients of the samples in the local PCA basis.
We omit the cluster index k for a moment to simplify the notation and consider the formation of a certain cluster S = S k . With a slight abuse of notation, let S L,K stand for the cluster S that is computed by the algorithm described above with parameters L and K. Let Fix parameter L = L 0 at an initial value L 0 .
6:
for K = 1, · · · , K max do 7:
Form cluster S k = S L0,K as described in (12)- (14) . 8: Evaluate decay rate functionĨ(L 0 , K ) given in (16) . 9: end for 10:
Set K as the K value that minimizesĨ(L 0 , K ).
11:
for L = 1, · · · , L max do 12: Form cluster S k = S L ,K as described in (12)- (14) . 13: Evaluate decay rate functionĨ(L , K) given by (16) . 14: end for 15: Set L as the L value that minimizesĨ(L , K).
16:
Determine cluster S k as S L,K with the optimized parameters. 17 : end for 18: Output:
{S k } C k=1 : Set of overlapping clusters in D.
denote the shifted version of d i where η S = |S| −1 di∈S d i is the centroid of cluster S. We define
which gives the smallest number of principal vectors to generate a subspace that captures a given proportion c 3 of the total energy of the samples in S, where 0 < c 3 < 1. We propose to set the parameters L, K by minimizing the function I(L, K), which gives a measure of the concentration of the energy of S around a low-dimensional subspace. However, in the case that S contains m ≤ n samples where n is the dimension of the ambient space, the subspace spanned by the first m − 1 principal vectors always captures all of the energy in S; therefore I(L, K) takes a relatively small value; i.e., I(L, K) ≤ m − 1. In order not to bias the algorithm towards reducing the size of the clusters as a result of this, a normalization of the function I(L, K) is required. We definẽ
where | · | denotes the cardinality of a set. The denominator min{ |S L,K | − 1, n} of the above expression gives the maximum possible value of I(L, K) in cluster S L,K . Hence, the normalization of the coefficient decay function by its maximum value prevents the bias towards small clusters.
We can finally formulate the selection of the parameters L, K via the below optimization problem (L, K) = arg min
where Λ is a bounded parameter domain. The optimization problem in (17) is not easy to solve exactly. One can possibly evaluate the values ofĨ(L, K) on a two-dimensional grid in the parameter domain. However, in order to reduce the computation cost, we approximately minimize (17) by optimizing one of the parameters and fixing the other in each iteration. We first fix the number of iterations L at an initial value and optimize the number of neighbors K to minimizeĨ(L, K). Then, updating K and considering it as a fixed variable, we optimize L.
The computation of the parameters L and K with the above procedure determines the clusters as in (14) . The samples in each cluster S k are then used for the computation of a local basis Φ k . The proposed GOC method is summarized in Algorithm 2. Since the proposed GOC method determines the clusters not only by taking into account the connectivity of the data samples on the graph, but also by adjusting the size of the clusters with respect to the local geometry, it provides a solution for both of the problems described in Figures 1(b)  and 1(c) .
In the proposed GOC method, contrary to AGNN, we need to define a strategy to select the PCA basis that best fits a given test patch. Given a test patch y j , we propose to select a basis Φ k by taking into account the distance between y j and the centroid µ k of the cluster S k (corresponding to Φ k ), as well as the agreement between y j and the principal directions in Φ k . Let Φ r k = [φ 1 . . . φ r ] denote the submatrix of Φ k consisting of the first r principal vectors, which give the directions that determine the main orientation of the cluster. We then choose the basis Φ k that minimizes
where γ > 0 is a weight parameter. While the first term above minimizes the distance to the centroid of the cluster, the second term maximizes the correlation between y j − µ k (relative position of the test patch with respect to the cluster center) and the most significant principal directions. Once the basis index k is determined as above, the test patch y j is reconstructed based on a sparse representation in Φ k .
VI. EXPERIMENTS
We verify the performance of our proposed methods with extensive experiments on image restoration based on sparse representations. We demonstrate the benefits of our neighborhood selection strategies in the context of the NCSR algorithm [1] , which leads to state-of-the-art performance in image superresolution.
The NCSR algorithm [1] is an image restoration method that reconstructs image patches by selecting a model among a set of local PCA bases. This strategy exploits the image nonlocal self-similarity to obtain estimates of the sparse coding coefficients of the observed image. The method is based on learning local PCA bases with a set of training patches and reconstructing test patches with the local bases, where the training patches are initialized as the test patches in the beginning of the algorithm and then gradually updated as test patches are superresolved. The method first clusters training patches with the K-means algorithm and then adopts the adaptive sparse domain selection strategy proposed in [2] to learn a PCA basis for each cluster from the estimated high-resolution (HR) images. After the patches are coded, the NCSR objective function is optimized with the Iterative Shrinkage Thresholding (IST) algorithm proposed in [32] . For more details about the NCSR algorithm, please see [1] .
The clustering of training patches with the K-means algorithm in [1] is based on adopting the Euclidean distance as a dissimilarity measure. The purpose of the experiments in this section is then to show that the geometry-based nearest neighbor selection methods we propose in this paper can be used for improving the performance of an image reconstruction algorithm such as NCSR.
We now describe the details of our experimental setting for the superresolution problem. In the inverse problem y = Θx + ν in (1), x and y denote respectively the lexicographical representations of the unknown image X and the degraded image Y . The unknown image X is of size
where q is a downsampling scale factor, and ν is an additive noise. The degradation matrix Θ = DH is composed of a down-sampling operator D with a scale factor of q = 3 and a Gaussian filter H of size 7 × 7 with a standard deviation of 1.6. We aim to recover the unknown image vector x from the observed image vector y.
In our experiments, we evaluate the proposed algorithms on the 10 images presented in Figure 4 , which differ in their frequency characteristics and content. For color images, we apply the single image SR algorithm only on the luminance channel and we compute the PSNR and SSIM [33] only on the luminance channel for coherence. Besides PSNR and SSIM, the visual quality of the images is also used as a comparison metric.
Overlapping patches of size 6 × 6 are used in the experiments. The original NCSR algorithm initializes the training set D by extracting patches from several images in the scale space of the HR image. However, in our implementation we initialize the set of training patches by extracting them only from the low-resolution image; i.e., the m initial training
are extracted from the observed low-resolution (LR) image vector y. We learn online PCA bases using the training patches in D with the proposed AGNN and GOC methods. In the original NCSR method, in every P iterations of the IST algorithm, the training set D is updated by extracting the training patches from the current version of the reconstructed imagex and the PCA bases are updated as well by repeating the neighborhood selection with the updated training data. In our experiments, we use the same training patches D for the whole algorithm.
The superresolved test imagex is estimated iteratively. As in the original NCSR, in every P iterations of the IST algorithm, the set Y of test patches is also updated such that Y = {y j } = {x j } M j=1 are extracted from the current estimationx of the HR image vector. The M test patchesx j ∈ R n have the same size as the training patches. Since the HR image vector is not known, in the beginning of the algorithm,x is initialized by applying a bicubic interpolation on the LR image vector y. The updates of the bases and test sets are repeated ξ times during the whole algorithm, such that the total number of iterations is given by T = ξP . We use the same parameters as in [1] in the IST algorithm for solving the l 1 -minimization problem.
In Section VI-A, we evaluate our methods AGNN and GOC by comparing their performance to some other clustering or nearest neighbor selection strategies in superresolution. In Section VI-B, we provide comparative experiments with several widely used superresolution algorithms and show that our proposed manifold-based neighborhood selection techniques can be used for improving the state of the art in superresolution.
In Sections VI-A and VI-B, the results for the algorithms in comparison are obtained by using the software packages made publicly available by the corresponding authors 1 .
A. Performance Evaluation of AGNN and GOC
We now compare the performance of the AGNN and the GOC methods with some other reference algorithms for training subset selection. We compare the proposed methods with 4 different clustering algorithms; namely, the K-means algorithm (Kmeans), Fuzzy C-means clustering algorithm (FCM) [29] , Spectral Clustering (SC) [17] , Replicator Graph Clustering (RGC) [15] ; and also with K-NN search using geodesic distance (GeoD). Among the clustering methods, Kmeans and FCM employ the Euclidean distance as a dissimilarity measure, while SC and RGC are graph-based methods that consider the manifold structure of data. When testing these four methods, we cluster the training patches and compute a PCA basis for each cluster. Then, given a test patch, the basis of the cluster whose centroid has the smallest distance to the test patch is selected as done in the original NCSR algorithm where K-means is used. In the GeoD method, each test patch is reconstructed with the PCA basis computed from the nearest neighbors of the test patch with respect to the geodesic distance, where a numerical approximation of the geodesic distance is obtained with Dijkstra's algorithm [34] . The idea of nearest neighbor selection with respect to the geodesic distance is also in the core of the methods proposed in [24] and [25] . Note that the four reference clustering methods and GOC provide nonadaptive solutions for training subset selection, while the GeoD and the AGNN methods are adaptive.
The parameters of the AGNN algorithm are set as s = 35 (number of nearest neighbors in the diffusion stage of RGC [15] ), κ = 2 (number of iterations for diffusing the affinity matrix), c 1 = 10 (Gaussian kernel scale), and c 2 = 0.9 (affinity threshold). The parameters of the GOC algorithm are set as C = 64 (number of clusters), c 3 = 0.5 (threshold defining the decay function), γ = 150, and r = 8 (parameters for selecting a PCA basis for each test patch). The number of clusters in the other four clustering methods in comparison are also set to the same value as C = 64. The size of the clusters with the FCM algorithm are selected roughly the same as the cluster sizes computed with K-means. The number of iterations and the number of PCA basis updates are chosen as T = 1000 and ξ = 4 in the NCSR algorithm.
We evaluate the GOC algorithm in three different settings. In the first setting the cluster size parameters L and K are estimated adaptively for each cluster with the strategy proposed in Algorithm 2, which is denoted as aGOC. In the second setting, denoted avGOC, the parameters L and K are not adapted to each cluster; all clusters are formed with the same parameter values, where L and K are computed by minimizing the average value of coefficient decay functioñ I(L, K) over all clusters of the same image. The parameters are thus adapted to the images, but not to the individual clusters of patches of an image. Finally, in the third setting, denoted mGOC, the parameters L and K are manually entered and used for all clusters of the same image. The parameter values provided to the algorithm for each image are set as the ones that yield the best reconstruction quality for that image, which are obtained with an exhaustive search. Therefore, mGOC can be considered as an oracle setting.
The results are presented in Figure 5 and Table I . Figure 5 provides a visual comparison between the image reconstruction qualities obtained with the K-means clustering algorithm and the proposed AGNN method for the Butterfly and the Hat images. It is observed that AGNN produces sharper edges than K-means. Moreover, the visual artifacts produced by K-means such as the phantom perpendicular bands on the black stripes of the butterfly and the checkerboard-like noise patterns on the cap are significantly reduced with the AGNN algorithm. The efficiency of AGNN for removing these artifacts can be explained as follows. When image patches are clustered with the K-means algorithm, the similarity between patches is measured with the Euclidean distance. Therefore, when reconstructing a test patch, the algorithm tends to use a basis computed with patches that have similar intensity values. The nonuniformity of the pixel intensities along the black stripes of the LR Butterfly image thus propagates to the reconstructed HR image as well, which produces the phantom bands on the wing (due to the too low resolution, the black stripes on the LR image contain periodically appearing clear pixels contaminated by the yellow plain regions on the wing). Similarly, in the Hat image, the clusters used in learning a basis for reconstructing the plain regions on the cap contain also patches extracted from the wall, which have a similar intensity with the cap. This reproduces the shadowy patterns of the wall also on the cap. On the other hand, the AGNN method groups together patches that have a connection on the data graph. As the patches are extracted with overlapping windows shifting by one pixel, AGNN may have a stronger tendency than K-means for favoring patches from nearby or similar regions on the image that all share a common structure. The graph-based similarity assessment employed in AGNN yields local bases better fitted to the characteristics of patches, therefore, less artifacts are observed.
In Table I the performance of the compared clustering methods are measured with the PSNR and the SSIM metrics. The results in Table I show that graph-based methods generally yield a better performance than clustering methods based on Euclidean distance. This confirms the intuition that motivates our study; when selecting neighborhoods for learning local models, the geometry of the data should be respected. As far as the average performance is concerned, the AGNN method gives the highest reconstruction quality and is followed by the GOC method. The performance difference between AGNN and GOC can be justified with the fact that the training subset selection is adaptive to the test patches in AGNN, while GOC is a nonadaptive method that offers a less complex solution. After the proposed AGNN and GOC methods, the best average performance is given by the GeoD method. While this adaptive method ensures a good reconstruction quality, it requires the computation of the geodesic distance between each test patch and all training patches. Therefore, it is computationally very complex. Although several works such as [24] and [25] provide solutions for fast approximations of the geodesic distance, we observe that in terms of reconstruction quality AGNN performs better than GeoD in most images. This suggests that using a globally consistent affinity measure optimized with respect to the entire graph topology provides a more refined and precise similarity metric than the geodesic distance, which only takes into account the shortest paths between samples.
Besides the average performance, it is also interesting to study and compare the performances of the clustering methods on the individual images. One of the most remarkable conclusions of our study is that geometry-based methods yield a better performance especially for images that contain patches of rich texture. One can observe that the AGNN and GOC methods provide a performance gain of respectively 0.64 dB and 0.4 dB over the K-means algorithm (used in the original NCSR method) for the Butterfly image. Meanwhile, all clustering methods give similar reconstruction qualities for the Girl image. This discrepancy can be explained with the difference in the characteristics of the patch manifolds of these two images. As seen in Figure 4 , the patches of the Butterfly image are highly textured. The high-frequency components of these patches cause the patch manifold to have a large curvature (see, e.g., [35] for a study of the relation between the manifold curvature and the characteristics of images generating them). Consequently, the proposed methods adapted to the local geometry of the patch manifold perform better on this image. On the other hand, the Girl image mostly contains weakly textured low-frequency patches, which generate a rather flat patch manifold of small curvature. The Euclidean distance is more reliable as a dissimilarity measure on flat manifolds compared to on curved manifolds; for instance, in the extreme case where the manifold has zero curvature, the Euclidean distance becomes equal to the geodesic distance. The smooth structure of patches provides an explanation for why the performance gain of geometry-based methods over the Kmeans algorithm is much smaller on the Girl image compared to the Butterfly image.
Next, the comparison of the three modes of the GOC algorithm shows that aGOC and avGOC yield reconstruction qualities that are close to that of the oracle method mGOC. This suggests that setting the parameters L and K with respect to the PCA coefficient decay rates as proposed in Algorithm 2 provides an efficient strategy for the automatic determination of cluster sizes. While the average performances of aGOC and avGOC are quite close, one can interestingly observe that aGOC performs better than avGOC on the Butterfly and Leaves images. Both of these two images contain patches of quite varying characteristics; highly textured regions formed by repetitive edges as well as weakly textured regions are present in both images. As the structures of the patches change significantly among different clusters in these images, optimizing the cluster size parameters individually for each cluster (as in aGOC) has an advantage over using common cluster size parameters for all clusters (as in avGOC). A small cluster may be preferable to a large cluster in regions where the patch manifold has high curvature, whereas a relatively large cluster may work better where the patch manifold is flat. This observation provides interesting evidence for the intuition that respecting the geometry of data may improve the performance of image reconstruction.
B. Improvements over the State of the Art in Superresolution
In this section, we present an experimental comparison of several popular superresolution algorithms; namely, the bicubic interpolation algorithm, ASDS [2] , SPSR [16] , and NCSR [1] . We evaluate the performance of the NCSR algorithm under three different settings. We test the original NCSR algorithm where the local bases are computed with the K-means clustering algorithm, and two variations on NCSR where the local bases are computed with the proposed AGNN and GOC methods. The GOC method is used as in Algorithm 2 (denoted as aGOC in the previous experiments).
The experiments are conducted on the same images as in the previous set of experiments. The number of iterations and the number of PCA basis updates of the NCSR algorithm are selected as T = 960 and ξ = 6, while the other parameters are chosen as before. The results are presented in Table II , which show that the state of the art in superresolution is led by the NCSR method of Dong et al. [1] . The performance of the NCSR method is improved when it is coupled with the AGNN and GOC strategies for selecting local models in patch reconstruction. Hence, the main conclusion drawn from Table  II is that the geometry-based neighborhood selection methods proposed in our study can be successfully used for improving the state of the art in image superresolution. [16] ; ASDS (DONG ET AL.) [2] ; NCSR (DONG ET AL.) [ 
VII. CONCLUSION
In this paper, we have focused on the problem of selecting local subsets of training data samples that can be used for learning local models for image reconstruction. This study has been motivated by the observation that the Euclidean distance may not always be a good dissimilarity measure for comparing data samples lying on a manifold. We have proposed two methods for such data subset selection which takes into account the geometry of the data assumed to lie on a manifold. Although the addressed problem has close links with manifold clustering, it differs by the fact that the goal here is not to obtain a partitioning of data, but instead select a local subset of training data that can be used for learning a good model for sparse reconstruction of a given input test sample. Methods have also been described for setting the parameters of the proposed algorithms based on the local manifold geometry. The performance of the methods has been demonstrated in a super-resolution application leading to a novel singleimage super-resolution algorithm which outperforms reference methods.
