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Summary
Historically, science filmmakers have created new forms of image-based scientific data through 
techniques such as stop-motion and timelapse, predominantly using optical instrumentation. 
These techniques enable direct observation via the lens of cameras and microscopes without 
further augmenting the human senses. However, these optical imaging techniques cannot 
capture suprasensible phenomena — those that cannot be directly perceived without further 
translation. These phenomena are the subject of much modern scientific study and their 
observation and representation must be technologically mediated on multiple levels via 
instrumentation, hardware and software. 
My project explores technological mediation through cinematographic, scientific and video 
editing techniques that engage with suprasensible nanoscale phenomena. I have experimented 
with audio, visual and tactile presentations of nanoscientific data to create several experimental 
moving image works. My experimental practice has been informed by theorists in the areas 
of postphenomenology and technological mediation (Don Ihde, Robert Rosenberg, Peter-Paul 
Verbeek and Helena De Preester); in the moving image (Vivian Sobchack and Laura Marks); and 
in philosophy of science and technology (Lorraine Daston, Peter Galison and James Elkins). My 
practice is also informed by the work of artists such as Semiconductor, Paul Thomas, Victoria 
Vesna and James Gimzewski.
My research contributes to the processes of making scientific moving image artworks, and 
provides new applications and aesthetics of scientific data. The research offers up new 
understandings for science artists of the visualisations and data that they work with from 
scientific instruments, and also a set of techniques for making moving images with the Atomic 
Force Microscope. 
The project consists of a series of interconnected science-media experiments, some of which are 
resolved into moving image installations. They were produced both in scientific laboratories (at 
the Micro Nano Research Facility at RMIT University) and in spaces of media making (behind a 
camera or in video and audio editing software). The experiments were also at times carried out in 
collaborations with scientists and a sound designer. 
I use the term “experiment” due to the scientific nature of the work, and in homage to the 
lineage of experimental filmmakers and artists who have inspired me. “Experimental” to me 
as a filmmaker means multiple, normally inductive, iterations of a particular work and finding 
ways to challenge media practices. The term implies a practice that reflexively is about practice, 
process and technique. “Experimental” to me as a scientist means multiple iterations grounded in 
rigorous documentation and repeatability with revising of hypotheses as the work progresses. As 
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a researcher, I combine these notions of the experimental to serve the interdisciplinary endeavour.
To my interdisciplinary mind an experiment can be part of moving toward proof of a hypothesis, 
or, toward an unknown outcome. Even given the traditional methodological approaches of each 
discipline, both art and science can proceed using either impetus. In my research, the oscillation 
between science and art has provided much of the rhythm and forward movement of the work. 
Moving between seeking an outcome hypothesised through prior experience, and playing or “just 
trying something”, has become a dialogic call and response within my practice. This process has 
uncovered the research questions, which grapple with the role of nanoscientific visualisations in 
moving image practice. 
Throughout the dissertation, where I write “moving image work”, I refer to the individual 
resolved creative outcomes of my project. However, the terms “practice” and “project” also 
include the processes of audiovisual experimentation, the use of scientific instruments, and the 
manipulation of scientific data that were key to the development of the research. 
This dissertation is submitted with the desired intent that it be read prior to the examination 
exhibition.
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1Introduction
Beginnings: Touching with the eye 
A mirage of fluorescent colour swims into focus. I am in a dark, quiet, cold room staring down the 
barrel of a confocal microscope. This microscope fires lasers at biological samples that have been 
selectively stained with fluorescent molecules in order to visualise their cells and proteins. I am 
looking at a mouse retina that, when visualised with this type of microscope, appears coloured 
with bright green, blue, orange and pink (see figure 1). But under my gaze, the image begins to 
fade… the lasers are denaturing the fluorescent molecules. 
This is, and by design must be, an ephemeral viewing experience. On a good day, I will have had 
the time to shift from the microscope to the computer screen and capture some focussed images. 
On a bad day, I will glimpse the perfect image only to have it fade away in front of my eyes before I 
can capture it. Sometimes, the beauty of what I see down the microscope holds me there too long, 
considering the wonder of gazing upon a retina — looking through my eyes, my glasses and the 
microscope’s optical lenses at the anatomical organ of sight. And in that moment what I sense, 
in my dark sensorium, blinkered and removed from the visual and aural stimuli that normally 
surround me, is a sensation of the surface of this tissue. On a computer screen this effect is 
reduced, but through the microscope, my eye touches the tissue in a visual-tactile collusion that 
elicits a profound perceptual experience.
I have always had a keen awareness of the multisensory nature of scientific images and the 
embodiment of imaging technologies. My background is one that, although it has spanned 
the practices of science and film, has revolved around images and optical techniques in both 
disciplines. While I was studying filmmaking, I was also working as a biomedical scientist, 
spending hours a day at the microscope. After graduating I worked in camera departments as a 
camera assistant, focus puller and cinematographer, and I also began making short non-fiction 
films. I completed a Masters degree in practice-based documentary research, while working 
in retinal neuroscientific research, which gave me ample opportunity to reflect on visual sense 
perception. My PhD research then emerged out of a desire to intersect facets of scientific image-
making with moving image practice. In designing a practice-led project at this nexus, I question 
how scientific images are multisensorial, and how imaging systems, both scientific and cinematic, 
might work with the body to facilitate this multisensoriality. I chose the nanoscale in particular 
to work within because nanoscientific instrumentation performs an extreme augmentation of 
human sight, in a way that vastly differs from light microscopy.
2Figure 1. On the Other Side of a Molecular Divide (Fluorescent Retina) (Rassell 2013).
3Next, I will describe the project more extensively, and then situate my creative practice by 
introducing the two pillars of my methodology: practice-led research (PLR) and ArtScience. In the 
rationale, I address the perceptual challenges created by human interaction with the nanoscale, 
including an introduction to nanoscientific imaging and the physics of light and optics. Following 
that, I describe the key instrumentation used in this research, the Atomic Force Microscope (AFM), 
and the small number of creative works that have generated a multisensory experience of the 
nanoscale. I then introduce the concept of technological mediation, which is the lens through 
which I examine my experiences of making moving images using the AFM, and which is therefore 
instrumental in the findings of this research. I close the introduction with the outcomes of the 
research and a summary of subsequent chapters of the dissertation.
The project: Wildly Oscillating Molecules
The project consists of a series of interconnected science-media experiments, some of which 
are resolved into experimental videos and moving image works. I created these works in both in 
scientific laboratories and in spaces of media making (behind a camera or within post-production 
software), collaborating, at times, with a sound designer and scientists. Specifically, I carried out 
this research with the Functional Materials and Microsystems research group, who perform 
research into flexible electronics and devices, two-dimensional materials and nano-devices, in 
the Micro Nano Research Facility (MNRF). The MNRF is a multidisciplinary research hub with 
cleanroom laboratories for the fabrication, metrology (measurement) and characterisation of 
nano-devices. “Nanoscience” is a broad term that includes a range of disciplines working at the 
scale of 0.1-100 nanometres (nm). The research undertaken within the laboratory represents work 
from the disciplines of engineering, electronics, physics, chemistry, biology, medicine and art. 
To put the scale in perspective a human hair is 50 000 nm in diameter and one nanometer is a 
billionth of a metre (see figure 2 for a diagram of relative scale).
Figure 2. Relative scale (Rassell 2015).
4My research project is a series of explorations in making moving image works using 
nanoscientific instrumentation. This includes experimentation with constructing audio from 
nanoscientific data, and experimentation with incorporating scientific visualisation techniques 
with filmic technique (specifically cinematographic and editorial). This occurs in four phases: 
first, the exploration of technologies within the MNRF, and training in the use of these 
technologies; second, experiments in the construction of moving image assets, i.e. video and 
audio, from a selected few instruments; and third, development of moving image works that 
form the key creative outputs of this research. The project culminates in the exhibition — named 
Wildly Oscillating Molecules — of six works that include screen-based works and moving image 
installations. The major works are the moving image installation Movement I (Nanomorphology) 
and the experimental making-of documentary Wildly Oscillating Molecules of Unanticipated 
Momentum. The exhibition also presents three short screen-based experiments: Movement 
II (Phosphorene), Movement III (Phosphorene) and Movement IV (Morse Code) in addition to the 
microscopically mediated moving image installation, We are Silently Surveilling One Another. 
Together, these works document the creative practice, and the developed artworks showcase the 
use of nanoscientific instrumentation and data in creating a multisensorial connection to the 
nanoscale. 
Methodology 
Established by the physiologist and artist Robert Root-Bernstein along with several artists, 
ArtScience is a methodology established to enable beneficial outcomes for both the art and 
science disciplines (Root-Bernstein et al. 2009). The methodology forms symbiotic relationships 
between distinct fields that connect ideas and make discoveries through integrative practice, in 
contrast to art practices that are used as tools for scientific visualisation or illustration. In my 
research ArtScience sits alongside the PLR method. Creative practice methodologist Linda Candy 
describes PLR as a method where the research is focused on the nature of the practice (2006), 
and where the research creates new perspectives and understandings of this practice (2018). The 
merging of the ArtScience and PLR methods creates a framework for a collaborative practice 
at the nexus of nanoscience and the moving image, while allowing the creative practice to 
iteratively open up new forms of questioning, delivering the outcomes back into both the moving 
image and nanoscientific fields. 
As mentioned, prior to this research project my practice was as a filmmaker and scientist, but 
also as a science artist. I define a science artist as one who engages with critical and philosophical 
discourses of science and who uses scientific data and instrumentation in the production of 
creative works. In my case these are moving image works. Two of my previous works were an 
experimental film that revisited analogue scientific techniques to visualise the flow of liquid 
around objects, and a documentary about body donorship into medical education programmes. 
In this research, I shift my focus toward the merging of my scientific and creative practices to 
further interrogate how science and its technologies create relationships with phenomena that 
are outside of our umwelt1, i.e. those phenomena that we could not experience without using 
technology to expand our sensory abilities. 
         1  An umwelt describes the world as a particular organism experiences it. We are limited by the wavelengths of light our visual 
system can see, for example, whereas bees have a much larger spectrum of light they can perceive.
5In response to this perceptual conundrum, I selected postphenomenology as an additional 
framework with which to interrogate my practice. Classical phenomenological analyses of 
technology, as in the work of Martin Heidegger, positioned technology ‘as a broad, social, 
and cultural phenomenon, with a special focus on the ways in which technology alienates 
human beings from themselves and from the world they live in’ (Rosenberger & Verbeek 
2015, p. 10). In contrast, Robert Rosenberger and Peter-Paul Verbeek describe their studies in 
postphenomenology as addressing: 
technology in terms of the relations between human beings and technological 
artifacts, focusing on the various ways in which technologies help to shape 
relations between human beings and the world. They [postphenomenologists] 
do not approach technologies as merely functional and instrumental objects, 
but as mediators of human experiences and practices. Second, they all combine 
philosophical analysis with empirical investigation. 
              (2015, p. 9)
Importantly, postphenomenology focuses on the relations and mediations between humans and 
technology. It does so without creating binary distinctions of subject and object or human and 
machine. I use this framework to compare my experience of technology in cinematography and 
microscopy, with new, unfamiliar scientific environments and technologies.
Through my moving image practice and laboratory explorations, I developed the following main 
research question: How can a creative moving image practice use nanoscientific instrumentation 
and data to help create a multisensorial connection to the nanoscale for both maker and viewer? The 
following sub-question developed from my embodied experiences of cameras, and wondering 
how nanoscientific instrumentation might be differently embodied: What is the relationship 
of philosophies of technological mediation to a scientific moving image practice? These questions 
engage the perception of the moving image maker experiencing the use of complex nanosci-
entific instrumentation. They evolved as my practice took me deeper into the laboratory, and as 
I intuitively selected areas of interest and found challenges to, and opportunities for, a moving 
image practice. The more I understood the limitations of nanoscopic instrumentation, the 
more I understood how my practice could assist in one of nanoscience’s biggest conundrums 
— communicating a sense of imperceptible scales and phenomena. This understanding is 
critical to nanoscientists trying to work within a specific physical and environmental context, 
and to the commercial and public understandings of nanoscience. The challenge of nanoscale 
imperceptibility is embodied by the complexity of the design of scientific instruments that 
mediate, and make possible, our interaction with this infinitesimal scale.
Rationale: The perception of the nanoscale 
In 1959 Richard Feynman gave a lecture titled There’s Plenty of Room at the Bottom. In it, he 
discussed the nanotechnologies that he was among the first to theorise. Feynman foresaw a 
future where atoms and molecules would be the building blocks for nano-sized machines and 
other technologies. However, this infinitesimally small scale has been problematic for humans 
to perceive. Among audiovisual media, animation is the most relied upon moving image form 
because it provides visualisation in the wake of our inability to record live-action video of the 
nanoscale. Documentaries commonly incorporate these animations and laden the frame with 
text and diagrams. In classrooms, solid, static three-dimensional models attempt to represent 
6ephemeral phenomena. In many museums, nanoscale phenomena are made large and solid, 
and therefore ask an audience to understand them based on their experience of human scale 
perception and Newtonian physics. In contrast, my project aims to provide experiences and 
interpretations of nanoscientific data that shift the perception of the viewer from the human 
scale to the nanoscale. 
Newtonian physics, or classical mechanics, describes ‘how macroscopic objects behave in the 
absence and presence of forces’ (Yale National Initiative n.d., para. 3) and at the human, or 
macroscopic scale, the major force is gravity. The nanoscale, however, is devoid of any of the 
physical forces we experience. Gravity is a negligible force at this scale, dwarfed instead by 
Brownian motion2, which is caused by ultra-fast interactions and reactions between nanoscopic 
phenomena such as molecules. These movements occur at a speed and scale that humans simply 
cannot perceive. The works that comprise the Wildly Oscillating Molecules exhibition highlight 
the difficulties that arise when trying to visually examine and represent a scale that we cannot 
interact with optically nor conceive of physically. The shift from optical images to “micrographs” 
constructed by a contraption that mediates via invisible mechanisms and translated data means 
that media-makers (and engineers and instrumental designers) have an increasingly interpretive 
role, particularly with regard to the mapping of data from one sensory modality to another. The 
moving image practice in my research includes a number of experiments that interrogate the 
sensory mode of interaction between the instrument and the nanoscale environment — where 
the visual sense cannot be directly used. 
Moving image makers have traditionally worked with optical images, that is, images constructed 
using the detection of photons of light reflected off a subject3. Contemporary scientific imaging 
technologies regularly use non-optical forms of detection that instead rely upon numerical data 
to construct micrographs4. Within certain media practices data generated images are the norm 
— cinematic computer-generated images for example, or glitch art, where existing image data 
is hacked and aesthetically manipulated. However, unlike in my project, few of these generative 
practices begin with scientific data as a starting point. 
In my research, I explore nanoscientific instrumentation in order to generate new creative 
practices for moving image works constructed using scientific data, and also to offer new ways to 
communicate scientific principles at the nanoscale. The project identifies nanotechnologies that 
can be disrupted and extended and used to produce audiovisual assets. Throughout the project, I 
use these media making processes to understand human perceptual connections with nanoscale 
phenomena. In the process, this project extends my previous practices while deepening my skills 
in the areas of scientific visualisation and experimental moving image making. Simultaneously, 
the project contributes to the growing body of science art practice, and methodologically, it 
promotes the integration of artistic approaches with scientific methods and techniques. It also 
contributes to the issue of the public perception of nanoscale phenomena, in particular by 
designing new forms of engagement with scientific data. 
         2  Brownian motion describes the forces atoms and molecules enact on one another at the nanoscale. At this scale, it replaces 
gravity as the major physical force.
         3  This process can hold true for both analogue and digital images, so this is not a simple distinction between the analogue and 
the digital.
         4 This process is discussed in depth in Chapter 1.
7Atomic Force Microscopy
During the research project, described in depth in Chapter 3, I became fascinated with one 
particular instrument — the AFM — which I used to develop the creative works in the Wildly 
Oscillating Molecules exhibition. The design of the mechanism, and the computational system that 
creates visualisations, seemed to embody all of the issues that the nanoscale presented in relation 
to optical microscopy and visual perception. Microscopic imaging is traditionally a direct optical 
image-capture process. Light waves are reflected off an object and are amplified via lenses in the 
microscope allowing the viewer to directly observe the phenomena in a magnified state. However, 
this process does not work for nano-phenomena, as light waves in the visible spectrum are too 
large to strike and therefore cannot be reflected by objects under 400 nm5 in size (Tarr & Weiss 
2012). The AFM uses an alternative method of detection — a probe that functionally resembles a 
stylus on a record player (see figure 3), to scan and “feel” its way across a sample. The sharpness 
of the probe tip, typically a few nanometres wide, determines the resolution of the micrograph6, 
allowing visualisation of phenomena smaller than anything that could be detected optically.
     Figure 3. AFM probe (Bruker Corporation n.d.).
         5  This is the lower limit of the visible spectrum. The “Abbe diffraction limit” holds that the optical observation of things smaller 
than half the wavelength of light would not be possible, however in 2014 the Nobel Prize was awarded to Eric Betzig, Stefan Hell 
and William Moerner for the development of super-resolved microscopy, an optical microscopic technique that circumnavigates 
the limit.
         6  By definition a micrograph is any image taken by means of a microscope. I use it here to differentiate between images, which 
have a direct optical pathway to their subject, and are therefore representative images, and non-optical, non-representational 
micrographs created using the AFM.  
8The AFM is commonly used in nanoscience to characterise surfaces of nanomaterials or biolog-
ical samples to gauge things like roughness, or their mechanical or electrical properties. The 
spatial data the instrument produces — x, y and z values corresponding to depth, width and 
height — are translated via a number of instrumental and computational processes to visually 
perceptible micrographs. To create a micrograph, the data must be translated into the optical 
realm, and this process substitutes visual data for tactile data.
The AFM was developed in a lineage of topographical microscopes that had mechanical “fingers”. 
Its origins are found in Stylus Profilers, instruments that acted similarly to the AFM in that 
they also had a probe that moved across a surface. The main difference was that these probes 
are much larger and therefore, although they still magnify at over 1000×, their micrographs are 
much lower in resolution than those produced by an AFM (Azo Materials 2006, The Historical 
Development of Atomic Force Microscopes).
In 1981 the Scanning Tunneling Microscope (STM) was invented, followed in 1986 by the 
AFM. While the STM was considered a scientific breakthrough in its own right, it had limited 
application as it could only be used on electrically conductive material. In contrast, the AFM 
enabled high resolutions, and offered multiple modes for the characterisation of various 
materials. For example, in contact mode the AFM probe stays in contact with the material’s 
surface during imaging. However, in tapping mode the probe taps continuously over the sample 
surface, protecting biological samples which might otherwise be damaged by the probe dragging 
across their surface (Hansma Research Group n.d., A short history of AFM).
As engineered tactile devices, the STM and AFM enable a method of perceiving the nanoscale 
where other sensory approaches, namely optics, fail. In this instrumental evolution, leveraging 
the tactile sense helped to establish the study of the nanoscale environment. However, tactile data 
is in an intermediary stage within scientifically produced media, as scientific systems currently 
rely on translations to visual representations. It follows that any creative media that evolve in 
concert with nanoscientific instrumentation like the AFM have the opportunity to expand their 
sensorial repertoire beyond the audio and the visual. 
Creative works: A nanoart community of practice 
The community of practice — a survey of works that have similarities to this PLR project — is 
dispersed throughout the dissertation in order to link it with the relevant discussions of 
theoretical concepts and reflections on my creative process. True to the nature of my practice, 
these contextual works are moving image works, video art and science films and exclude visual 
art modalities such as painting and sculpture. The works are created from nanoscale data or 
instrumentation, transcend scale and make the invisible visible. Two installations are included 
that engage the AFM.
There are several key practitioners that I refer to throughout the dissertation: Semiconductor; 
media artist Victoria Vesna and nanoscientist James Gimzewski; and artist Paul Thomas. In 
this section I begin to discuss the work of Vesna, Gimzewski and Thomas, all of whom use 
nanoscientific technologies or data in their works. 
Semiconductor are leading artists in collaborative science moving image commissions and their 
processes provide a collaborative model for my project. Semiconductor is Ruth Jarman and Joe 
Gerhardt, a moving image and data art duo that have held residencies at prestigious laboratories 
around the world including CERN (European Organization for Nuclear Research) and NASA 
9(National Aeronautics and Space Administration). Semiconductor’s practice, although not directly 
related to nanoscience, provides essential moving image context to the processes that I use in 
this project. Their work is similarly concerned with the presentation and perception of scientific 
data, and like the works I create here, they develop unique methods of data sonification. Their 
work is discussed in situ in further detail in Chapter 1 and Chapter 3. 
Other important creative works I will discuss are: the stop motion animation A Boy and His 
Atom: The World’s Smallest Movie (2012), where scientists used a Scanning Tunneling Microscope 
to drag individual di-atomic7 molecules across a substrate to generate the forms in the video; 
Chromosome and Kinetochore (2013) by molecular animator Drew Berry; and the video artwork 
De-Extinction (2014) by Pierre Huyghe. These two works, in conjunction with Semiconductor’s 
Earthworks (2014), will be used to help frame the sonic elements I use in the Wildly Oscillating 
Molecules exhibition.
In this section, however, the review describes key works from the artistic field of nanoart. It draws 
on works that use tactile and topographic scientific data, and that investigate technological 
mediation. It also discusses techniques and aesthetics of scale and tactility within moving image 
works.  
Not to be confused with the nanoscientific technique NanoART (Nanoformulated Anti- 
Retroviral Therapy), nanoart is a field of art where creative works use nanoscientific instrum-
entation or data in their construction or address nanoscientific concepts. The field grew from 
aesthetic images of nano-phenomena created by scientists. Several artists operating within this 
field have created works concerned with the multisensory perception of the nanoscale: Vesna 
and Gimzewski; Christa Sommerer and Laurent Mignonneau; and Thomas. As discussed, human 
perception in relation to the nanoscale is extremely limited. The pioneering nanoart collaborators 
Vesna and Gimzewski identify the lack of human ability to perceive the nanoscale as one of the 
opportunities for the field of nanoart: ‘When working on this kind of scale, we immediately reach 
the limits of rational human experience, and the imaginary takes over’ (Gimzewski & Vesna 
2003, p. 9). 
Vesna and Gimzewski have staged the two largest exhibitions of nanoart, and both reflect their 
concern with an embodied, multisensorial engagement with the nanoscale. The retrospective 
exhibition, Morphonano (2012), collected the installations of Vesna and Gimzewski into one large 
sensorium. In general, sometimes representative nano-objects are enlarged to the human scale, 
to allow the viewer a chance to interact directly with them, and at other times the viewers’ 
perception is encouraged to shift to the nanoscale. The latter approach finds its effect within the 
sensorium created in the Morphonano exhibition — a dark serene environment where the point of 
focus is the phenomena the artists choose to put before the viewer. David Familian, writing about 
entering the gallery space, describes the viewer being made instantly aware of their movements 
as embodied (2015). For example, in the work Blue Morph (2007-present), which exhibited in 
Morphonano, the viewer’s movements elicit increasingly magnified images of a butterfly’s wing, 
right down to electron micrographs of the wing structure. The audiovisual components respond 
to the viewer’s movements creating an embodied experience (Familian 2015).
         7   Molecules with two atoms.
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                 Figure 4. Nano-Scape (Mignonneau & Sommerer 2002).
Further, the embodied, multisensory approach of these collaborations has included tactile 
elements. The exhibition project NANO (Los Angeles County Museum of Art 2003-2004), led by 
Vesna, Gimzewski and the posthumanist N. Katherine Hayles, was conceived as an exhibition 
for collaborative works between media artists and nanoscientists, and as a space for events 
on the theme of “nano”. At the entrance of the exhibition, artist Anne Niemetz describes, rails 
connected to bass shakers acted as a vibrating, tactile interface for the audience to experience 
the exhibition’s sound (2004). To create a tactile interface with the nanoscale in the installation 
Nano-Scape (2002), Sommerer and Mignonneau modelled a set of atoms to simulate the AFM’s 
use of touch. They say:
Our goal was not so much to show pure data or facts, but to let users intuitively 
experience aspects of nanotechnology through a haptic user interface and to 
show how intricate and complex interactions on a nano-scale level can be.
              (Mignonneau & Sommerer 2010)
In the work, which was a simulation of 120 reacting atoms rather than based on data collected 
from scientific experiments, the audience could feel an invisible sculpture through the wearing 
of a magnetic ring (see figure 4). Nano-Scape emphasises our current instrumental reality — that 
while the nanoscale cannot be seen it can be felt. 
Thomas also interrogates the act of touch in his installation Midas (2007), made with electronic 
artist Kevin Raxworthy. Midas is, in a sense, a meta-exploration of nanoscale touch, through 
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its use of the AFM, which Thomas says ‘mimics the use of touch’ (2009, p. 187), and in its 
interrogation of transference in the interstitial space between skin and gold. Midas is installed 
in a small, dark room. In the centre of the room, a three-dimensional (3D) modelled 9-karat 
gold-coated metal cast of a skin cell expanded to 50cm x 50cm sits on a plinth. The touch of the 
viewer’s finger, as in figure 5, completes an electrical circuit and triggers a sonic vibrational 
soundscape, which is created using the AFM data.
           Figure 5. Midas (Thomas 2007).
The accompanying data projection is generated from a single AFM micrograph of a skin cell, 
which is in turn degraded by algorithmic processes triggered by each touch, making the viewer 
complicit in the process of decay (Thomas 2009). Thomas notes: 
The particle exchange that takes place between the skin and materials… allows 
us to examine scale within the human context and to explore below the cellular 
level. At the atomic level, the body may be envisaged as having no spatial 
boundaries. 
          (2009, p. 186) 
The practice and interpretation of nanoart swiftly comes up against the issues of boundaries and 
materiality, aspects which Thomas discusses at length in his book Nanoart: The Immateriality of 
Art (2013). The act of touch is about materiality, the denseness of a thing, the spaces in between, 
the solidity manifested in definable boundaries, the absence as much as the presence of a thing 
or its components. At the nanoscale, the boundaries of the finger (or other biological organs 
of the tactile sense) and the phenomena being touched break down, and molecules flow more 
freely than is our common experience of the world. To touch becomes an act of merging, or 
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of exchange (Thomas 2009). Where Thomas’ work is a key foundation in the discourse of the 
phenomenology of nanoart, my work begins from a formal position, and by exploring how moving 
image works can be made at this scale, it shifts nanoart into a temporal space with its own set of 
phenomenological issues, which will be discussed in Chapter 4.  
There are relatively few works of nanoart, and they range across different disciplines — painting, 
interaction design and media art — and address the nanoscale with a different material 
approach, as can be seen here with the examples from Vesna and Gimzewski, Mignonneau and 
Sommerer and Thomas. What these works have in common is that they strive to understand the 
nanoscale, although with varying levels of engagement with the instrumentation. In creating 
an experience of unperceivable phenomena, some works are more connected to the practices of 
gathering scientific information than others. For example, Mignonneau and Sommerer’s work 
uses a simulation of nanotopography, whereas Thomas’ work was produced in conjunction with 
an AFM operator. 
However, for my project it was important for me to be in direct contact with the AFM, allowing 
me to incorporate insights from my technological interaction. I also set myself apart from the 
nanoartists described here with my use of nanotechnological instruments to create moving 
images. Where the aforementioned works use various media and approaches, none of them 
create time-based moving images with the AFM like the ones produced in my project. In contrast 
to Semiconductor, who are practitioners of the highest calibre in regard to scientific data and 
their representations, I generate moving image processes that bring the temporal dimension 
to the nanoscale. In the realm of perceiving nano-phenomena, movement is important because 
comprehension of scientific phenomena often shifts once it is understood in the context of 
movement. 
The moving image and haptic visuality 
What happens when what you see, even though from a distance, seems to touch 
you with a grasping contact, when the manner of seeing is a sort of touch, when 
seeing is a contact at a distance.
                 (Clarke 1997, p. 8) 
As we saw in the previous section, approaches to the multisensorial, and especially the tactile, are 
diverse within interactive art forms. In a moving image practice such as mine, these approaches 
are limited by the medium — ostensibly to the visual and the audible. However, multisensory 
percepts do occur in response to audiovisual media.
The art of cinematography provides insight into how the moving image is used to stimulate 
a broader sensual experience than just audiovisual. Cinematographers use formal or textual 
qualities to evoke a multisensory experience, for example: grainy, unclear images; sensuous 
imagery that evokes memory of the senses (i.e. water, nature); close-to-the-body camera positions 
and panning across the surface of objects; changes in focus; under and overexposure; decaying 
film and video imagery; densely textured images; and extreme close ups. These techniques lend 
themselves to what media theorist Laura Marks calls “haptic visuality” (2000). Haptic visuality 
can perhaps be most simply described as “touching with the eye”, however the haptic sense 
includes both the tactile sense (which is stimulated by temperature, pressure, skin stretch and 
vibration) and the kinaesthetic sense (which is stimulated by the spatial position of the body 
through the movement of joints, muscles, tendons and weight-bearing). In addition to the specific 
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stimuli listed here, an array of physiological, visceral and haptic responses can also be triggered 
by audiovisual stimuli.
When our eyes rove across textured surfaces, sometimes pausing but seldom focusing, they are 
simulating the act of touch (Grant 2011). Cinema theorist Vivian Sobchack describes a process 
where:
Our fingers, our skin and nose and lips and tongue and stomach and all the 
other parts of us understand what we see in the film experience. As cinesthetic 
subjects, then, we possess an embodied intelligence that opens our eyes far 
beyond their discrete capacity for vision, opens the films far beyond its visible 
containment by the screen, and opens language to a reflective knowledge of its 
carnal origins and limits. This is what, without a thought, my fingers know at 
the movies.
          (2004, p. 84)
Haptic visuality is part of this “carnal knowledge”, however, it is not a single visual experience. 
The art historian Alöis Reigl made the distinction between two types of visual experience, the 
optic and the haptic, which Marks draws on for her concept of haptic visuality8. Riegl described 
the optical as providing an account of “distinguishable objects in deep space” and the haptic as 
that ‘which feels its way along or around a world conceived as an infinitely variable surface, alert 
to texture rather than outline’ (cited in Trotter 2004, p. 38). This experience of haptic visuality 
works together with optical visuality — the two oscillate backward and forward (Marks 2000). 
This oscillation is one between visual comprehension, i.e. literal understanding and a loss of 
reference and control, i.e. succumbing to the abstract9. For Marks, few media works are ever 
completely haptic, but rather depend on this oscillation between haptic and optical visuality — 
they slide into one another, forming different relations depending on the media object at hand 
(2000). 
For me, this slippage between the optic and haptic is embodied in two of Bill Morrison’s films, 
Decasia: The State of Decay (2002) and Dawson City: Frozen Time (2016). For example, in figure 
6a and 7a we clearly see the human figures at centre frame — an optic engagement with the 
material. In figure 6b and 7b, however, the figures are obscured by the decay of the film, creating 
a more haptic rather than cognitive engagement with the image. Dawson City: Frozen Time is 
constructed from an archive of silent film footage found buried and decayed under the town 
of Dawson City, while Decasia: The State of Decay is constructed from decaying archived film. 
Morrison’s slowing of the archival footage allows the viewer time to grasp the form of the filmic 
decay and thus emphasises this shifting back and forward between the two modes of viewing, 
because Morrison’s slowing of the archival footage allows the viewer time to grasp the form of 
the filmic decay.
         8  Riegl used the term haptic rather than tactile, to distinguish this type of looking from actual literal touching. Marks’ book The 
Skin of the Film, however, re-energised the tactile nature of the term, referring to surfaces and the tactile sense as well as the 
spatial interface between the film and the spectator.
         9  Scientific micrographs (as opposed to scientific images) are often abstract, textural forms where the features are unrecog-
nisable to the untrained eye. The resultant micrographs in Wildly Oscillating Molecules, for example, present nano-phenomena 
that are unfamiliar in form and shape. I use the term abstract to refer to the AFM micrographs because they contain materials 
familiar at the human scale yet wholly unfamiliar — abstracted — when encountered at the nanoscale.
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Figures 6a & 6b. Consecutive frames from Decasia: The State of Decay (Morrison 2002).
In watching these films, I experience haptic visuality as the unfamiliar, abstract shapes formed by 
the degradation of the film stock threaten to overwhelm the entire image, before shifting to optic 
visuality as the sequence returns to show less impaired, more familiar forms. Optical images, 
says Marks, portray figures for a viewer to identify with, and therefore a space to exist within. 
In contrast, haptic images interfere with our ability to see — because a space or a figure cannot 
be definitively identified, our haptic look rests on the surface of the image. We sense it with our 
bodies, i.e. through our haptic senses, treating this other surface as another skin (Marks 2000).
Figures 7a & 7b. Consecutive frames from Dawson City: Frozen Time (Morrison 2016).
Like Marks’ “skin of the film”, where the film is seen to have a membranous quality, a surface that 
acts as a material for our gaze to rest upon and rove over, nanotopographies are contoured and 
three-dimensional — that is, these nanotopographic micrographs simulate something that can 
be touched (as illustrated by Sommerer and Mignonneau’s Nano-Scape). Moving image works 
created with nanotopographies enable a phenomenological mode of engaging with micrographs 
that activates the micrographs as tactile agents within a moving image practice. Both confocal 
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images (for example see figure 1) and nanotopographic micrographs can be positioned as 
forms of conceptual skin. However, the micrograph holds up better to haptic visuality than the 
confocal microscope’s ephemeral fluorescent molecules. When using the confocal microscope, 
the gaze can fall into darkness between the fluorescent molecules of the image, whereas with 
nanotopographies, the layers are consistent, more complete, and so provide a more material 
surface for the scanning of the eye. Haptic visuality provides a phenomenological position 
in relation to the moving images I produce with the AFM. In centring around technological 
mediation, postphenomenology provides a complementary framework that contextualises 
haptics in my process of making moving images with the AFM. 
Technological mediation
My experience of contemporary cameras, i.e. digital cameras with an LCD screen, and 
contemporary scientific instrumentation, i.e. those mediated by a computer screen, is that they 
disrupt my ability to perceptually embody them. In comparison to my use of film cameras, I 
spend more time looking at a digital camera’s LCD screen rather than pressing my eye up against 
the viewfinder. Though inherent in traditional microscopic technique, the human embodiment 
of technology is disconnected in the increasingly complex technological mediation pathways 
involving layers of instrumentation, hardware and software. In contrast, light microscopes are 
direct extensions of the hands, (through the knobs that control stage movement and coarse and 
fine focus), the eyes (through the two ocular eyepieces) and the body curved over into an enfolding 
position over the microscope. However, the bodily position in relationship to much modern 
scientific imaging instrumentation is such that an instrument on one side of a room is connected 
to a computer — through which the instrument is operated — on the other10. 
In Technics and Praxis (1979), the philosopher of science and technology Don Ihde builds upon 
the theories of phenomenologist Maurice Merleau-Ponty, who described the shift in perception 
that occurs when a human uses a simple technology like a blind man’s cane (Merleau-Ponty 
1962). The point of perception does not reside between the hand and the cane but shifts to the 
interface of the cane and the ground. Ihde takes this concept of technological mediation and 
applies it to increasingly complex scientific technologies. He devises three forms of mediation. 
Analogue mediation applies to technologies that directly interface with the world, such as a 
telescope; translation mediation applies to technologies that require data translations, such as 
a telescope that senses light outside the visible spectrum; and hermeneutic mediation relies on 
the interpretative act of a technology, such as a thermometer, where cold is interpreted using a 
numerical scale (Ihde 2011). Nanoscientific instrumentation has multiple layers of action that 
cut across these categories — the AFM is simultaneously a tool of translation, abstraction 
and interpretation. I use Ihde’s work to discuss the translational pathways in the AFM system, 
and to understand how the AFM mediates for us to create temporospatial connections and 
disconnections for the human body and human perception. 
Outcomes
The key contributions of this research are relevant to creators of scientific moving image works 
as well as to nanoscientists — I make the technical processes I create available to nanoscientists 
         10  While the field of Human Computer Interaction has much to say about the computer interface, this aspect is outside the 
practical scope of this project, and will not be discussed in any detail.
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for use in their work (see Appendix A, methods section, and Appendix B for moving image 
procedures). Through the process of creation, I develop an understanding of the AFM 
micrographs from the perspective of a moving image maker. I also experience the AFM 
as a mediating force, and reflect upon this mediation, drawing on existing theories from 
postphenomenology. 
The contributions of my research are embedded in a range of outcomes. These are: reflections 
about making moving images with non-optical, complex mediating instrumentation; under-
standings of the nature of nanoscientific micrographs in terms of their representative and 
tactile qualities; strategies for producing media assets with said instrumentation; strategies for 
presenting the nanoscale environment within a media and gallery context in a tactile manner; 
and the exhibition of six moving image works. Within the experience of the creative works there 
is a shift in technological mediation, that is, a return to the original phenomena that is obscured 
by the AFM’s style of technological mediation, this too is a sharing of knowledge. Altogether, my 
research generates new perspectives on understanding the nanoscale environment, and how 
the technologies that we use to perceive this infinitesimal world both create and manipulate our 
experience of this otherwise unknowable scale.
From the perspective of the moving image, the nature and status of the image shift dramatically 
when they are constructed by nanoscientific instrumentation. The image changes in its 
relationship to authenticity and representation, and most importantly, the image ultimately 
becomes, not an endpoint, but a functioning object in itself that can be leveraged in myriad 
ways to act as a scientific or a media tool. This provides moving image practitioners ample 
opportunity to use these image-tools to create works that interact with a body moving in space 
and that leverage the three-dimensionality of spatial data. I have limited this project to moving 
image works in order to constrain the interrogation to the relationship between maker and 
instrument, instrument and nano-phenomena, and also to ensure the research benefits from the 
tacit knowledge generated through my prior practice in this area. This is instead of exploring the 
relationship between the viewer and the creative representation of the nanoscale. However, in my 
experience as a maker interacting with the nanoscale, I act as a proxy for human perception.
Ultimately, my project contributes a sense of what these micrographs are and how they behave, 
and misbehave, in the traditional context of video. Through the project, I have also developed an 
understanding of the embodied practices of moving image making and how they can advance and 
shift in response to data driven micrographs and the collection of the data that makes up these 
visual-tactile forms.
Dissertation structure 
The journey of this interdisciplinary, creative practice-based research project has been a multi-nodal 
beast. The components of this dissertation, the introduction, four chapters and conclusion, will 
iteratively revisit aspects of my creative practice, connecting them to various theoretical concepts 
and the creative work of others. Chapter 1 will take invisibility and the nature of nanoscientific 
micrographs as its topic. It will trace a brief history of the moving image and situate AFM micro-
graphs in relation to moving images, therefore providing part of the research context. In discussing 
AFM micrographs I will draw on notions of invisibility, representation and abstraction in media 
using the work of the art historian James Elkins and historians of science Lorraine Daston and 
Peter Galison.
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Chapter 2 will detail my methodology, where I draw together approaches from ArtScience 
and PLR. ArtScience is a research method that promotes interdisciplinary knowledge making 
practices, and is complementary to PLR, the combination of which informs my experimental 
creative practice research design.
I will describe the three major project phases, and the creative processes that have been 
undertaken, in Chapter 3. Phase 1 will explain the initial explorations of nanoscience and 
nanoscientific instrumentation, phase 2 will describe the creation of audiovisual assets with the 
AFM, and phase 3 will detail the development of moving images works in the Wildly Oscillating 
Molecules exhibition.
Lastly, in Chapter 4 I will discuss the relationship of philosophies of technological mediation to 
my scientific moving image practice, focussing on the postphenomenological theories of Ihde, 
Rosenberg, Verbeek and Helena De Preester. 
The dissertation will conclude by summarising the findings of the research, including the 
nature of AFM micrographs, the moving image techniques developed during the research, the 
characterisation of the temporospatial mediation of the AFM and the embodied experience of 
working with the AFM as a cinematographic tool. I also propose future directions and summarise 
the relevance of the research to moving image makers who engage with scientific data and 
images, to nanoscientists.
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Chapter 1: Pictures from the Atomic 
Force Microscope 
At the outset of my research, I formed a simple question to address what became a complex 
challenge: how does a moving image maker in a scientific context create video without optical 
images? My attempts to answer this question led to a project where I deconstruct, disrupt and 
extend the AFM’s functionality to reveal new moving image processes. AFM micrographs exist 
within a series of numerical and sensorial translations and transformations. I adopt and extend 
these processes in order to forge new relationships between nanoscientific micrographs and 
the moving image. Interrogating the nature of AFM micrographs of imperceptible phenomena 
therefore establishes the background context for my project. 
In this chapter, I present a review of scientific moving image works that grapple with invisibility 
and imperceptible phenomena. By examining the works of the Eameses and Semiconductor, 
I highlight where my works sit on a spectrum between highly designed aesthetics and data 
driven moving image works, and contextualise my approach to working at an infinitesimally 
small scale. In the absence of other nanoartists who work with the moving image, I discuss the 
practitioners of scientific moving images Étienne-Jules Marey, Jan Cornelius Mol, Eadweard 
Muybridge and Jean Painlevé and their approaches to making phenomena visible or perceptible, 
to help contextualise my work. These figures were part of the development and invention of 
microphotography, microcinematography and timelapse photography, and I build upon their 
innovations in my research. What follows is a description of the optical imaging challenges that 
the AFM responds to, and how it visualises phenomena that are imperceptible to humans. I then 
examine the current use of AFM micrographs in science. This is contrasted against my own 
use of AFM micrographs, as rather than using AFM micrographs as statistical constructions to 
be analysed, my creative work will dissect and repurpose them to create an embodied, tactile 
experience of the data.  
Invisibility, imperceptibility and the moving image
Moving images evolved via a series of technologies: from flipbooks, the zoetrope, photographic 
cameras and the cinematograph, to motion picture cameras11 (Enticknap 2005). From the 
community of science filmmakers of the late 19th and early 20th Centuries, I have chosen four 
figures to illustrate the ways that imaging technologies captured the invisible and imperceptible. 
Marey’s work illustrates historic translations of one form of sensory occurrence to diagrammatic 
         11  As well as the chromotrope, the phenakistoscope, the praxinoscope, Muybridge’s zoopraxiscope, and some would include the 
camera obscura.
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and graphic data. The work of Mol and Muybridge are examples of early approaches to capturing 
temporality and the importance of the moving image in arresting or speeding up phenomena 
that were too fast or slow for the human visual system. These works frame the temporal state of 
the works I make with the AFM, which I will discuss further in Chapter 4. Painlevé, on the other 
hand, exemplifies the moving image makers who were not only creating new modes of scientific 
imaging, but also merged creative tropes, such as the use of avant-garde soundtracks.
Figure 8. Untitled (A Man Walking at the Physiological Station of Paris) (Marey 1883).
A physiologist, Marey’s contraptions enabled the graphical inscription of movements that fell 
outside of human perception (for example, see figure 8). These graphic data show physiological 
events and motions that are imperceptible to humans. Marey might have been speaking about 
the AFM when he said of his instruments: 
Not only are these instruments sometimes designed to replace the observer, and 
in such circumstances to carry out their role with an incontestable superiority, 
but they also have their own domain where nothing else can replace them. 
 (Marey quoted in Snyder 1998, p. 380)
Like the AFM, without these contraptions, the phenomena would remain imperceptible to 
humans, as would the motion of flowers blooming that were captured by the Dutch amateur 
photographer Mol.
Mol used timelapse photography to make films of botanical phenomena such as Opening Flower 
(1928) (Wahlberg 2006). This film captured flowers blooming, a process that occurs so slowly 
that it is invisible to even the most patient of human eyes. The perception of the camera (stable 
across long periods of time) outdoes the human visual system, which has an inability to remain 
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still, or to hold minute momentary shifts in mind. At the opposite end of the scale, Muybridge 
was famous for developing what cultural theorist Erin Manning calls his “rapid-movement stills” 
(2009). Muybridge designed a high-speed electronic shutter and timer system for a technique 
of motion sequence photography, using them in concert with up to 24 cameras. His contraption 
captured movement in a series of still photographs that showed what the human visual system 
was too slow to see in real-time (see figure 9). 
 
              Figure 9. The Horse in Motion (Muybridge 1878).
Lastly, Painlevé also made the invisible visible, by making avant-garde films about sea creatures 
with customised camera casings for shooting underwater. He revealed phenomena never seen 
before by the human eye using microscopes, timelapse and high-speed photography (Berg 
2000). Later in his career, Painlevé worked on capturing certain molecular structures, including 
caffeine, urea and acetic acid. The film Liquid Crystals (Cristeaux Liquids) (1978) resulted from 
this work, showing crystals that changed colour under the microscope in response to changes in 
temperature or light.
His films were unusual for the time, combining experimental musical compositions with 
scientifically observed behaviours and phenomena. Others had preceded Painlevé in making 
science films — Marey, Lucien Bull (a student of Marey’s) and Dr Jean Comandon (the doctor and 
biologist who invented photomicrography) to name a few — but Painlevé was unique in that he 
travelled extensively to screen his work and discuss marine biology (Berg 2000). He used film 
to share science with the general public, and this is one of the roles I see scientifically themed 
moving image works as having today, and his approach has influenced me in the ways I distribute 
my work. For example, I have disseminated my scientific moving image works via online science 
film journals [In]Transition and Labocine, in film festivals for specialist audiences such as the New 
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York Imagine Science Film Festival as well as for general audiences at the New Zealand International 
Film Festival. 
For makers of the moving image, working with invisible or imperceptible phenomena raises 
particular questions. Do you, or how do you, communicate scale for example? How do you refer 
to the original phenomena, i.e. do you adhere to scientific authenticity, and how much aesthetic 
control do you take? Below, I discuss several influential moving image works that grapple with 
these core concerns. 
               Figure 10: Still from Powers of 10 (Eames & Eames 1977).
Powers of 10: A Film Dealing with the Relative Size of Things in the Universe and the Effect of Adding 
Another Zero (henceforth referred to as Powers of 10) is a paean to scale that depicts phenomena 
of the largest and smallest kinds. This seminal Eames film, made under commission for IBM, 
influenced generations of science filmmakers, designers and molecular animators. After 
seemingly zooming out in powers of ten 102, 103 and so on… into the universe, the camera comes back 
down to earth and begins to zoom into microscopic space and beyond 10-2, 10-3 
and so on… 
down to the 
nanoscale at 10-9. In doing so, the film deftly addresses the challenge of communicating scale. It 
uses three techniques: a descriptive voiceover; the simulation of continuous zooming out and in, 
which connects objects of recognisable size to objects of unrecognisable size, for example, a hand 
to a piece of DNA; and graphical overlays — a scale box and text showing the frame size in meters 
are located on screen to constantly orient the viewer across scale (see figure 10). These types of 
technique help to locate the viewer, improving our understanding of the relative size of nanoscale 
phenomena such as molecules that often appear abstract and unfamiliar in scientific images. 
They provide the viewer with a visual reference point and create an intellectual relationship 
between objects of different scales, rather than providing an immersive or sensorial experience of 
the phenomena. 
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In contrast to Powers of 10, which is built upon the designers’ tightly controlled aesthetic and 
highly designed presentation of scientific material, Semiconductor’s work is more specifically 
focused on scientific phenomena. Their work is also more experimental and less driven by the 
requirements of scientific communication than the Eameses’. Semiconductor’s works are multi-
platform moving images, commonly presented as installations rather than linear screen-based 
media. In making works that ‘explore the material nature of our world, how we experience it 
and how we create an understanding of it — questioning our place in the physical universe’ 
(Semiconductor 2013, para 1), they have an aversion to graphical information that declares scale, 
relinquishing any “narrative” control to the data with which they work. 
Formally, this manifests in a technique they are well-known for — using scientific data to drive 
animations. In many of their moving image works sound or data is used to create motion by 
animating still images, or animating over still images. Using custom coding and animation, the 
sound becomes a sculptural tool or a physical material (Semiconductor 2013). For example, in 
the large scale installation Earthworks (2004) (see figure 11), which showed at Sónar in Barcelona 
in 2016, Jarman and Gerhardt used seismic data from sites of glacial, earthquake, volcanic and 
man-made seismic activity and have translated this data into sound to form the soundtrack of 
the work. These soundwaves then animate layers of coloured particles, leveraging a scientific 
technique called analogue modelling. ‘The data as sound directly generates the image, re-
animates the landscape, and reflects the symbiotic relationship between landscape formation 
and seismic vibrations.’ (Semiconductor n.d., para 3). Large screens installed in the gallery show 
colourful, jerky animations that are generated by the rumbling, crackling audio. 
Figure 11. Earthworks (Semiconductor 2016).
Magnetic movie (2007) shows animated magnetic fields in a NASA laboratory (see figure 12), with 
scientists’ voiceovers discussing magnetic phenomena on the surface of the sun and on Mars. The 
animated phenomena illustrate what the scientists are describing, yet they appear in unexpected 
23
places, under tables and coming out of walls and instrumentation. For example, where the 
voiceover describes the magnetic loops of a corona (a plasma aura of the sun and other stars), 
the video shows magnetic loops extending from laboratory instrumentation. The video sparked 
discussions around the authenticity of the images (Semiconductor 2008). Prominent scientists 
mistook the computer-generated visuals as depictions of real data recorded as part of a scientific 
experiment.
In response to this controversy, Semiconductor created Black Rain (2009). It is created from 
heliospheric imagers aboard two solar mission satellites, and is presented on screen in edited 
form, but importantly has no other post-production processes applied — no animation, motion 
graphics, text, colour grading, cropping, or sound editing. Semiconductor avoid altering the 
image in favour of revealing the immediacy of the raw data through its anomalies and artefacts 
(Kahn 2010). Experimental animation scholar Lilly Husbands describes the aesthetic approach 
normally taken by scientists for this type of data: 
These images are most often conveyed to the general public cleaned up and 
coloured in ways that conform more closely to our preconceptions of what they 
should look like (red, orange and yellow for the sun, etc.). 
           (2013, p. 206)
The aesthetics Husbands refers to are chosen in part to enable the visualisation of otherwise-
invisible phenomena, which are therefore open to aesthetic intervention, however Semiconductor 
refuse to familiarise the image in the same way as scientists, and often other artists, do. As such, 
the absence of scientific, functionally aestheticised images in Black Rain is as critically important 
as what we do see. Husbands says ‘the static glitches, anomalies and artefacts in Black Rain 
reinstate the presence of human observation through exposing technology’s contingency and 
frailty’ (2013, p. 106).
The creative processes Semiconductor have developed embody a contemporary shift to a new 
presentation of scientific data — a still image is chosen based on scientific model or tool, and 
then the data are used to control or generate subsequent processes in the artwork. The artistic 
intervention is then in the digital realm — in this case generative coding and animation — and 
these methods become complicit in the scientific visualisation process. The focus of their artistic 
intervention on this stage of moving image making, rather than at the more superficial level of 
colour, form and aesthetic, is what allows Semiconductor’s work to critique scientific imaging 
processes. It is also why their work sets an interventional precedent for other scientific moving 
image practitioners, myself among them.
This is not to say that aesthetics are not influential and important too. Drew Berry, a molecular 
animator, has created large-scale installations in addition to animations that communicate 
biological mechanisms, and he also worked on Bjork’s interactive concept album Biophilia (2011). 
In contrast to Semiconductor’s approach, Berry has created a style of animation of the molecular 
scale that stays as close to the data as possible. However, he manipulates aesthetics to help 
communicate otherwise obscure complex systems and processes, and this includes the use of 
soundtracks that are not created from data. Berry established WEHI TV at the Walter and Eliza 
Hall Institute of Medical Research, a world-class, one-of-a-kind media production studio within a 
medical research organisation, and his work has influenced a generation of biological animators.
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Figure 12. Still from Magnetic Movie (Semiconductor 2007).
The collection of works analysed above provides a cross-section of practitioners and techniques 
that contextualise and historisise the practice of making the invisible visible in the moving 
image. From the photographers, scientists and filmmakers who first grappled with biological and 
botanical movement, using mechanical contraptions and new uses of still photography, to moving 
image makers who use sophisticated animation techniques to visualise tectonic geological 
shifts, the works discussed here begin to outline the approaches taken to capture invisible and 
imperceptible phenomena. 
Seeing nanoscale “things”: Visible images to suprasensible micrographs 
Things that are invisible cannot be seen with the unaided human eye. They are invisible due to 
being outside the range of human visual perception. For example, a skin cell, because of its small 
size, can be made visible with the use of a microscope, or the rapid movement of a hummingbird 
beating its wings can be made visible through high-speed photography. Conversely, the things 
detected by the AFM cannot be given the status of either visible or invisible. Rather than invisible, 
these nano-phenomena can be understood to be suprasensible — that is, imperceptible to the 
human sensory system, no matter what the magnification, or temporal alteration12. 
         12  Phenomena examined at the nanoscale, even those that appear to endure through time at the macroscale, are dynamic or 
ephemeral by their very chemical or electronic nature, that is, they are routinely exchanging elements of themselves — atoms. 
Silver for example, appears to be unchanging at the macroscale (just as chemicals have different states, liquid, solid and gas, 
so too do substances have different scale-states), yet at the nanoscale it is frantic — constantly reacting with oxygen and 
chemically unstable. This is the antithesis of what defines a thing, that is, something with individual characteristics: a boundary 
and a strict set of particular features, in a specific place and time (Elkins 2008) and something present in a continuous, 
enduring form (Agazzi 2014).      
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Although scientific imaging utilised still photography prior to the development of the moving 
image, the practices of scientific imaging and the moving image co-evolved alongside optical 
instrumentation, such as cameras and light microscopes. However, contemporary physics 
has moved beyond the optical to investigate suprasensible phenomena that are unresponsive 
to technologies reliant on the direct reflection of light. Scientific images constructed from 
numerical data are distinguished from optical images in that they are not constructed from 
photons striking a sensor (whether this sensor is a strip of film or a digital sensor)13. Instead, 
these non-optical imaging processes, as will be shown next in this chapter, consist of a series of 
translations that are necessary to make the suprasensible perceptible14. 
                         Figure 13. Spectrum of light showing the range visible to humans (Rassell 2018).
Light visible by humans, or optical detection systems, is too large to be reflected off nano-
phenomena (see figure 13). This is why the AFM uses a probe that moves across a defined area to 
create a set of three-dimensional spatial data that are translated to a topographic map. A probe is 
         13  Optics is a branch of physics that deals with light, its properties and models and the instrumentation that detects it. It follows 
that optical imaging processes are lens-based processes where photons of light travel directly from the phenomena being 
observed, through an instrument to the eye or onto film or a camera sensor. For example, in photography, lenses enable the 
focusing of photons onto a film substrate or a digital sensor. Microscopy similarly used lenses to focus light and magnify 
microscopic phenomena. 
         14  Light is still routinely expressed in non-optical images even though physics, and the current state of imaging technologies, 
mean light is unable to be directly used in their construction. In computer-generated imagery, for example, a light source and 
its illumination are determined algorithmically. 3D computer-generated imagery is more comprehensible if the system of 
lighting is similar to the real world. The concept of sunlight, and its directionality, helps to make the micrograph intelligible for 
a human visual system that has evolved to understand that sunlight comes from above. AFM micrographs — indeed images 
of any sort — must have contrast and therefore must represent a light source. The Biological Force Microscope (BFM), for 
example, incorporates this design — using a normalised position of light to aid human perceptual understanding. For example, 
when a digital light source is positioned above and to the right, and we get a sense that the object is raised. However, in reality, 
scientific images and their abstract subjects have no reference to real world lighting.
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mounted on a visible and tangible cantilever that is then used as a reflector for a laser15 
(see figure 14), in order to detect the movement of the probe (Section for Nanostructure Physics 
n.d., Atomic Force Microscopy section). The cantilever is attached to the larger instrument at one 
end, and therefore the initial, raw data that is collected is not measuring a shift in vertical height, 
but the angle of deflection of the cantilever on which the probes sits (Nanostructure Physics n.d., 
Procedures to Interpret Data in a Height Image). This raw data16 must be translated to present 
the information that the instrument is generally understood to collect — that is, the height of the 
phenomena.
       Figure 14. Relationship between AFM cantilever, laser and detector (Rassell 2018).
Because the AFM laser is reflected onto a detector (see figure 14), rather than directly using 
optics to interact with their subject, the AFM micrographs can be defined as what historian of 
science Galison calls “logic-tradition pictures” (1997). In contrast, “image-tradition pictures” use 
optical forms of imaging and are naturalistic, that is, they can be considered representations as 
they retain the form of things as they appear in the world (Galison 1997). Additionally, the AFM 
micrographs are a form of digital image, however, they are also what art historian Elkins (2008) 
refers to as statistical images. The AFM probe scans one spatial point at a time, before moving 
to the next location and gathering data for the next pixel. Each line of a sample is then scanned 
multiple times, meaning each pixel comprises multiple detections. More commonly, digital 
         15  Note that laser light is involved in the detection of cantilever movement, so AFM imaging does involve light in its measurement 
process. However, because this light cannot directly interface with nano-phenomena, I describe the AFM as using a non-optical 
imaging process. This distinguishes AFM microscopy from microscopy where light can directly interface with the phenomena 
of interest.
         16  This raw data, as far as I have discovered, is inaccessible to the user. Tellingly, in the manufacturer’s manual this raw data is 
referred to as the LSB — the Least Significant Bit (LSB) (Nanostructure Physics n.d., “Value Parameters” section).
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images are a collection of pixels captured all at once17, whereas statistical images ‘record the 
iterated results of long sequences of individual events’ (Elkins 2008, p. 158). Put simply,  
AFM micrographs can be understood as aggregated collections of numbers that are collected 
over time.
Current use and understanding of AFM micrographs
Scientific visualisations, such as AFM micrographs, are seen by scientists as part of a sequence of 
scientific products that include graphs, images, and text-based interpretations, which together 
lead to a cohesive understanding of the nature of scientific phenomenon (Galison 2002, Latour 
2014). Inscriptions, as Latour liked to collectively call graphs, images and interpretive text, are 
part of a succession of traces that transform the preceding inscription, and inform the following 
inscription (Latour 2014). Statistical logic tradition scientific images, then, precisely because of 
their origins, are not “just” images. 
In nanotechnology, for example, the manipulation of visualisations is part of the production of 
nano-devices (Daston 2014). The micrograph is a tool or a technology in itself, a digital image 
that has been devised to be bisected, cut up, shifted, coloured (Daston 2014), or to act as a surface 
that has quantitative information deposited onto it (Elkins 2008). Although scientific images 
are excised from the process and upheld as proof of this or that hypothesis (Latour 2010), for 
scientists, AFM micrographs are more commonly thought of as an interpretive tool rather than 
as a visual representation or illustration of a phenomenon. 
This alternative perspective on AFM micrographs is problematic, because suprasensible 
phenomena, including those visualised with the AFM, cannot be seen with the unaided eye, 
they therefore cannot have their representative qualities compared to the scientific image. 
Representation aims to present again what already is (Daston & Galison 2007, p. 382), and there-
fore the representation of an object in science relies upon a direct optical system —whether 
this is the human eye or a camera — and visible light. Light manages to specify the shape of a 
thing, the surface, its substance, its colour and its motion (Gibson 1986). Touch, on the other 
hand, cannot convey all of these properties, and the AFM is limited to providing information 
about shape and texture. The AFM system employs certain techniques to translate data to an 
understandable visualisation, the use of contrast to depict height and shadow for example. 
However, it will never achieve, representationally, what is possible using optical imaging systems 
that are available for larger objects. 
For scientists, it is a given that visualisations of suprasensible phenomena that have become so 
complex in their mathematical and statistical forms of construction are neither indexical, nor 
representative. However, one concern is the ensuing conflation of image with the material object 
in the absence of visible phenomena (Gibson 1986). With increasingly long interpretative series 
of inscriptions, scientific visualisations depart from an intuitive realm to one of pure calculation 
(Black 2014). I might recognise a cell, or an astronomical image, the type of image if not the 
subject of the image itself, but most statistical images have no recognisable subject matter. When 
the AFM is used to explore something like graphene an intuitive understanding of the substance
         17  The term capture itself denotes the simultaneous collection of all pixels in an image at once. AFM micrographs on the other 
hand are collected across time. This causes temporal anomalies that have implications for moving images makers, which will be 
discussed in Chapters 3 and 4.
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is difficult to grasp. Whether the two-dimensional image can aid in an intuitive comprehension 
of the phenomena is reliant on whether the viewer has a conceptual understanding of the 
phenomena and its physical environment18. The presentation of graphene by the AFM system, for 
example, relies upon a chemical understanding — that the carbon atoms that comprise graphene 
are more strongly bound in one direction than the other19 — as much as it does the data collected. 
The AFM imaging system perpetuates a lack of intuitive understanding of the phenomena — the 
topographies and the two-dimensional micrographs even look dissimilar to the diagrammatic 
concept (see figures 15a-15c).
Figure 15: (a) 3D AFM topographic map of graphene (Rassell 2016); (b) A 2D AFM micrograph of graphene (Rassell 
2016); (c) and a ball and stick diagram of graphene, note the two types of chemical bonds (Electroboom n.d.).
This chapter explored the nature of AFM micrographs — the way they are produced and under-
stood. It compares the way these visual products are understood by scientists and how this 
understanding shifts when framed by the moving image. We have seen how AFM micrographs 
are statistical, logic-tradition images with no indexical relationship to nano-phenomena. The 
layers of translations that occur before the data becomes sensible point to the micrograph as a 
presentation of a phenomena, rather than a representation. Micrographs that are constructed 
algorithmically, and temporally, in a tactile manner, ultimately convey a sense of what is rather 
than representing what is. 
Individual AFM micrographs fail to act as complete scientific knowledge objects, which can only 
be fully “grasped” in their lineage of inscriptions — among graphs, statements, and paragraphs. 
The aesthetic presentation of suprasensible phenomena can help to understand the nature of 
supersensible phenomena, where the data alone might hold them elusive. As the creative works 
discussed in this chapter show, in making creative interpretations, rather than scientific ones, the 
moving image can get closer to reality more than objective collections of numbers and graphs. 
My research into moving image making of suprasensible phenomena led me to explore how my 
practice can incorporate non-optically derived images that communicate nanoscale phenomena 
in novel ways, revealing more than numerical data, graphical or diagrammatic forms. This 
investigation required an interdisciplinary methodology. 
         18  This is problematic for media art because to a viewer not well versed in scientific method, technique or theory, the media 
artwork itself must embody all that is relevant for the work to be received.
         19   Graphene has a layered atomic structure, with individual atomic planes stacked on top of each other like paper. The atoms that 
make up these individual layers have strong chemical bonds, but between layers there is only a weakly binding force.
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Chapter 2: Methodology
To develop my interdisciplinary methodology I chose a combination of PLR and ArtScience. In 
PLR, research questions emerge out of the practice over time, informed by the requirements of 
that practice and its practitioners (Gray 1996). The practice leads the research. ArtScience is a 
complementary, integrated method that combines creative practices with scientific practices to 
the benefit of both disciplines. It responds to the crucial interdisciplinary nature of this research 
project and guided the terms of my engagement with nanoscience. In this chapter, I describe the 
use of these two methods, look at problem-identifying through practice, introduce the iterative 
cyclic web — the specific model of PLR that I used to frame my creative practice research — and 
look at the role of praxical knowledge in technoscientfic practices.  
As applied in Media Arts, PLR has a less stable definition than, for example, in design — a 
discipline that benefits from a structured agreement on the application of the method. However, 
this structure can be detrimental and restrictive. The creative arts, media arts and moving 
image practices among them, have resisted building structured methods of creative, project-
based research. In these disciplines, methodological brittleness is undesirable. Linda Candy, a 
researcher in creativity and practice-based research, defines PLR as that which is ‘concerned with 
the nature of the practice and leads to new knowledge that has operational significance for that 
practice’ whereas practice-based research (PBR) is ‘an original investigation undertaken in order 
to gain new knowledge partly by means of practice and the outcomes of that practice’ (Candy 
& Edmonds 2018, p. 63). Candy and Edmonds have summarised the distinction between PBR 
and PLR thus: ‘If a creative artifact is the basis of the contribution to knowledge, the research 
is practice-based. If the research leads primarily to new understandings about practice, it is 
practice-led.’ (Candy & Edmonds 2018, p. 64). PLR then, is more focused on the process of the 
practice, rather than its creative outcomes and their analysis.
In my work, the research questions are directed primarily toward generating new knowledge 
about my moving image practice: 
How can a creative moving image practice use nanoscientific instrumentation 
and data to help create a multisensorial connection to the nanoscale for both 
maker and viewer?
What is the relationship of philosophies of technological mediation to a 
scientific moving image practice?
Therefore, although I present two resolved moving image installations, and their completion 
was necessary in response to my research questions, most of my research outcomes take the 
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form of process documentation, experimentations, conceptualisations and guidelines for other 
practitioners. I therefore acknowledge a degree of hybridity and overlap between PLR and PBR 
while choosing to ground my methodology in PLR, as the choice of PLR responded to the need for 
a methodology that allowed processes of the practice to be the key focus, and the messiness and 
dynamism of creative work to be acknowledged (Haseman & Mafe 2009). In fusing nanoscientific 
imaging and a moving image practice, my research required a method with the freedom to 
disrupt standardised protocols and practices used in nanoscientific imaging. My research has 
built a scientific moving image practice, and relies on my practical experience as a filmmaker, 
cinematographer, scientist and microscopist, in acquiring insight. 
ArtScience
ArtScience is not Art + Science or Art-and-Science or Art/Science, in which the 
components retain their disciplinary distinctions and compartmentalization. 
           (Root-Bernstein et al. 2011, p. 192) 
I have chosen the ArtScience methodology in order to guide research that sits at the intersection 
of Art and Science, while acknowledging that the research is not solely the intersection of two 
different disciplines, but a holistic entity that strives to benefit both fields of knowledge through 
mixed methods and creative experimentation. 
The term ArtScience, described and popularised in the foremost art, science and technology 
journal Leonardo, has been designed to recognise the work at the nexus of art and science that has 
occurred throughout history and to foster future work in the area. Definitions of art and science 
are too broad for this discussion — what is salient is their intersection and an understanding 
of this evolving term “ArtScience”. My research plays across disciplines (specifically nanoscience 
and the moving image) and spans cultural, technological and academic contexts. Being part 
scientist and part moving image maker, and someone who had long questioned how to integrate 
these aspects of my work and identity, the discovery of this framework was both meaningful and 
instructive. As a result of this locational nexus, my projects naturally challenge the boundaries of 
scientific and artistic practices and disciplines. 
ArtScience involves connecting ideas, discovering through practice, invention, and application. 
Todd Siler, the founder of the ArtScience Program at Massachusetts Institute of Technology, 
situates these processes beside the scientific method, which he describes as proceeding 
through the following stages: define the research problem, research the problem, hypothesise, 
experiment, observe and collect data, analyse and draw conclusions, and report (2011). Siler 
emphasises that ArtScience involves integrative thinking rather than interdisciplinary thinking. 
Of interdisciplinary work he says:
two things can function together — cooperating — without changing each 
other. [...] The ArtScience process not only connects these diverse forms of 
knowledge and experiences, it also transforms the new knowledge that naturally 
occurs as a consequence of their integration. In fact, fresh questions surface in 
the process and these evolve into new knowledge. 
 (Siler 2011, p. 418)
In Information Arts: Intersections of art, science and technology, Stephen Wilson suggests that there 
are a multitude of ways that artists can participate in the stages of scientific research, invention 
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and development (2002). Artists engage with various phases of the scientific research process to 
identify questions that differ to those of scientists, invent new forms of scientific visualisation, 
make scientific processes public, or to create new processes or technologies that are not 
utilitarian in function, but are made for the ‘purposes of play, curiosity or provocation’ (Wilson 
2010, p. 11). Wilson states: 
Free from the demands of the market and the socialization of particular 
disciplines, artists can explore and extend principles and technologies in 
unanticipated ways. They can pursue “unprofitable” lines of inquiry or research 
outside of disciplinary priorities. 
            (2002, p. 28) 
Artistic practices, then, have the ability to participate in the practice of “pure science”. Pure 
science refers to the kind of scientific practices that are pursued without regard to their practical 
application. Physicist Andre Geim, in his Nobel Prize acceptance speech for the discovery of 
graphene, referred to his “Friday night experiments”, when he set time aside for laboratory 
“play”. Unfortunately, with increasing commercial expectations placed on scientists, even within 
academic institutions, the spaces of pure science are diminishing.
Partly in response to this shift in modern science, Root-Bernstein developed the ArtScience 
manifesto with the artists Siler, Adam Brown and Kenneth Snelson. At its core, the manifesto 
advocates for the expansion of the human experience of the world through synthesised modes of 
artistic and scientific exploration and expression (Root-Bernstein et al. 2011). ArtScience stresses 
the merging of ‘subjective, sensory, emotional and personal understanding with objective, 
analytical, rational and public understanding’ (Root-Bernstein et al. 2011, p. 192). It is this aspect 
that attracts me to ArtScience: an integrated knowledge making practice.
Primarily, ArtScience emphasises an integrative process, one that straddles borders, whether 
those are disciplinary, cultural, political, social or industrial. Because of this emphasis, multiple 
sets of expertise are often needed. Projects that are considered ArtScience often involve 
collaborations, or are set within institutions such as David Edwards’ Le Laboratoire in Paris, 
which pointedly assists projects to transcend academic, industrial, cultural and social boundaries 
(Edwards 2010). According to Edwards, ArtScience research within academic institutions 
becomes a methodological playpen, a source of opportunity and challenge (2010). 
However, ArtScience, as espoused in the Root-Bernstein et al. manifesto, proffers an idealistically 
integrated practice. It refers to individuals who are both artists and scientists, however, the 
reality of an artist being trained in the area of science they are investigating is unlikely and 
perhaps even unhelpful. For my project, part of electing to work with nanoscientist-physicists 
was that physics was not my area of scientific training, and I could look with fresh eyes upon the 
discipline, in a way that I cannot with molecular biology. The manifesto, therefore, could put more 
emphasis on the development of the collaborations and integrated approaches the manifesto holds 
dear. For me, this highlighted the importance of attending to the collaboration itself as well as the 
project. 
ArtScience projects only rarely proceed from a pre-established shared desired outcome. One 
example is the NanoBlack project — the result of a collaboration between artist Frederik De 
Wilde and NASA scientists where the aim was to create the blackest substance yet fabricated. 
Photons from all visible light spectrums, and from some infrared spectrums, were trapped within 
and between a forest of vertical carbon nanotubes, creating a dense black substance. NanoBlack 
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was used for discipline-specific purposes. It was used to calibrate astronomical cameras that 
capture very small amounts of light and also in the painting Hostage Pt. 1 (De Wilde 2010) and 
99.9% NanoBlack – Dynamite for the Darkness (De Wilde 2013).
Similarly, in my research, the development of a shared method to create videos has fed back into 
science (see the scientific co-authorship in Appendix A) and has also been the foundation for 
moving image artworks. In contrast to NanoBlack, my project did not begin with a shared idea 
of producing something definitive that would also benefit scientists. The process occurred by 
way of sharing my playful outcomes with the scientists and refining and executing the technique 
for their needs, as well as using the techniques for creative means. This particular outcome 
illustrates how, in this research, I have applied the ArtScience method to my practice, using it as 
a guide for developing my own strategies of collaborating with scientists and integrating my own 
scientific knowledge with my creative approaches. 
The iterative cyclic web: A model for PLR
The slow emergence of research questions can be problematic for practice-led researchers in the 
academic milieu where they are required to articulate research questions early in their projects 
(Haseman & Mafe 2009). In PLR, research questions emerge over time from the practice, spurred 
by the requirements of that practice and its practitioners (Gray 1996). Acceptance of this order 
of things allows intuition and serendipity to guide the researcher, in a way that, speaking from 
eight years of scientific research experience, does happen during scientific enquiry, but is rarely 
communicated in scientific literature. Not beginning with a strict set of research questions, and 
revising the questions regularly has allowed the research to remain fluid and responsive to the 
practical work.
I have adopted Hazel Smith and Roger Dean’s (2009) model of PLR named the “iterative cyclic 
web” to inform the relationship between techniques and methods in my research (see figure 16). 
The iterative cyclic web consists of multiple connections and cycles between the corresponding 
elements, in a way that is helpful for conceiving of creative processes as knowledge producing. It 
is worth noting that the “web” has similarities to the action research cycle, which also emphasises 
iterations of action and reflection. The depiction of multiple points of entry and exit for the 
researcher is also significant.
The techniques of creative practice are listed within the PLR portion of the diagram, covering 
idea generation, investigation and extrapolation of the ideas, idea selection, and the development 
of ideas into artistic outputs. These stages of the research are discussed in Chapter 3. The more 
scientific aspects of my ArtScience practice are covered in the academic research portion of the 
diagram — my production of new datasets and techniques for example.
PLR as an overlying method can be inclusive of multiple research techniques. I began with 
iterations of idea generation through the investigation of types of nanoscientific data, instru-
mentation, techniques and precedents of scientific moving image practice. Because of my 
background in science, I was able to act within the scientific practice with a high degree of 
autonomy. I created my own datasets and performed my own scientific experimentation. My 
approach has been to adopt scientific processes, instrumentation and data, such as the ones 
discussed in the introduction and Chapter 1, along with philosophies of science and technology 
discussed in Chapter 4. I have used iterations of idea generation using nanoscientific instru-
mentation, and have investigated making and working with nanoscientific datasets. I have 
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executed multiple experiments with audio, visual and tactile representations of nano-data, some 
of which were developed into resolved moving image works. 
Figure 16. The iterative cyclic web (Smith & Dean 2009), with techniques and outcomes I have used and produced 
circled in red.
Praxical knowledge
Barbara Bolt, an art theorist with a specialisation in practice-as-research distinguishes ‘praxical 
knowledge’ as insights that emerge from practice (2007). Using Heidegger’s examination of ‘the 
particular form of knowledge that arises from our handling of materials and processes [emphasis 
mine]’ (Bolt 2007, p. 30) Bolt claims that ‘we come to know the world theoretically only after 
we have come to understand it through handling’ (2007, p. 30). In traditional arts practices, an 
artist works directly with materials via the hands, thereby generating praxical knowledge in an 
unmediated fashion. However, contemporary scientific knowledge is commonly technologically 
mediated. This has led me to question what happens to praxical knowledge with increased levels 
of technological mediation, as in the case of nanoscientific ArtScience practices, and how I can 
maintain my praxical command in nanoscientific moving image production.
Haptic technologies can help to reinstate the praxical connection to digital or virtual objects, 
for example sculpting digital clay in Computer Aided Design software using a haptic stylus. 
This tool is a pen-like device mounted on a hinged base that provides force feedback and a more 
realistic experience of sculpting than when working with a mouse. These types of technologies, 
along with tactile interfaces, are part of my experimentation with the multisensory experience of 
nanoscientific phenomena.  
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Although human computer interfaces are outside of the scope of this research, the shift to the 
haptic in computing interfaces relates to the shift that is occurring in my media practice. 
While the constant for me remains working with audiovisual material, and working digitally, I 
have shifted the form of my practice away from linear film, documentary or video, and toward 
installation or media art. My research focus is now on how to manipulate, externalise, formalise, 
and communicate an environment via tactile data, rather than solely through moving images and 
sound. 
The use of PLR and ArtScience created a space where I could, individually and in collaboration 
with others, unfold and intertwine the practices of media making, science and scientific imaging. 
This enabled me to interrogate the limitations and boundaries of current technologies while 
also suggesting alternative forms of development of audiovisual media. The nanoscientific 
instrumentation I utilise in my research has become part of a cycle of moving image fabrication 
that is useful within creative moving image practices and within nanoscience.   
Remaining open to the techniques collated in the iterative cyclic web meant that more research 
outputs were identified and discussed with my scientific collaborators. As such, this framework 
was integral to the production of a diverse set of research outcomes, including creative works, 
new scientific datasets, artistic documentation, a contextualisation of AFM micrographs within the 
realm of images, an understanding of the AFM as an instrument of embodied cinematography, 
and the development of moving image procedures that have been adopted by nanoscientists in 
the MNRF. These outcomes were developed through the several phases of the research project, 
Wildly Oscillating Molecules.
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Chapter 3:  
Wildly Oscillating Molecules:  
A desire to represent the elusive
In this chapter I will describe the progression of the project, through phases of experimentation, 
to the resolution of individual moving image works. This lays the groundwork for the follow- 
ing chapter, which discusses the phenomenological experience of using nanoscientific 
instrumentation — specifically the way tactile, scale-defying instrumentation mediates in a 
markedly different way to cameras and optical microscopes. The research went through multiple 
practical phases to reach this point. The investigation of nanoscientific instrumentation was 
followed by the construction of audiovisual media assets, using said instrumentation, and the 
resolution of the moving image works to develop an exhibition (see figure 17). The adoption 
of PLR as a method meant that the research began in the laboratory, with a view to creating 
an audiovisual work using nanoscientific instrumentation. At the outset, there was no plan 
for a specific moving image work. Instead, my investigation within the laboratory, and of 
nanoscientific instrumentation, inspired directions for the creative work. This chapter serves 
to elucidate the avenues of exploration, the narrowing of the foci and the journey of the practice 
generally. 
Across this project, I collaborated with multiple researchers: Dr Sharath Sriram, my associate 
supervisor, has collaborated with me on the methodology and informed the direction of the 
research with regard to possible knowledge exchange between nanoscience and the moving 
image. Dr Sumeet Walia provided one of the samples that I then applied moving image 
techniques to, and Fahmida Rahman performed the data collection component of my moving 
image process for one of the two videos that we published in the nanoscience journal Advanced 
Materials (see Appendix A). Shruti Nirantar assisted with the fabrication of artificial samples. 
Together, Dr Philipp Gutruf and I developed the electro-tactile project discussed in this chapter. 
Several scientists trained me on nanoscientific instrumentation, shared their experiences 
of nanoscientific instrumentation and processes and answered a multitude of non-technical 
questions, thus informing my own approach to working with the instrumentation — they 
were Dr Sivacarendran Balendhran, Dr Taimur Ahmed, Dr Chenglong Xu and Dr Mahyar 
Nasabi. I also collaborated with the sound artist and sound designer Atticus Bastow during the 
experimentation process and also in creating the audio for one of the final moving image works.
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 Figure 17. Project phases, moving image works in italics.
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The aim of my research is to interrogate nanoscientific data and instrumentation with my 
moving image practice. The creative project strove to discover opportunities for moving 
image makers working with nanoscientific instrumentation, to create workflows that produce 
digital media assets for moving image works, and to create a presentation of nano-data that 
scales the perceptual experience of the viewer to the nanoscale environment. The project 
addressed technological mediation by nanoscientific instrumentation, haptic visuality and 
the representation of scale and time in moving image works, all of which contribute to the 
fundamental issue of the human understanding of the nanoscale.
Phase 1: Into the laboratory: An exploration of nanoscientific instrumentation 
After using various microscopes to view microscale subjects, such as human cells, I became 
aware of the issues of representability and visibility raised by microscopic imaging techniques. 
Nanoscientific visualisation, then, proffered more extreme versions of these issues, due to the 
lack of optical imaging technologies, as discussed in Chapter 1. Establishing a collaboration 
with scientists from the MNRF gave me the opportunity to explore the issues that existed 
for nanoscientific visualisation, and to unfold some of the questions I began developing while 
working with microscopic images.
I encountered a plethora of instrumentation working in the MNRF. I focused on investigating 
tools from two classes of instrument, one used for measurement — the Scanning Probe 
Microscopes of the type discussed in Chapter 1 — and one for fabrication — photolithography20. 
I researched the uses, mechanisms, and algorithmic processes for each of these classes of 
instrument and then underwent training on several different instruments, assessing their use 
and which types of digital media assets they could create.
The photolithographic Nanoscribe is a reductive 3D printer that makes designed objects from 
digital 3D files. Two lasers are fired at a liquid polymer, where their intersection hardens into the 
voxels of the 3D object files. The unhardened liquid plastic is washed away to reveal (when viewed 
using a Scanning Electron Microscope) the object bound to a metal substrate. This particular 
technological system has a camera attached and has the potential to create black and white 
optical video assets. However, these videos show the lasers, and therefore the outline of the object 
being “inscribed” layer-by-layer, rather than the nanoscale object itself. 
I pursued this process for some time, learning Autodesk Inventor (software for 3D Computer-
Aided Design) and 3D scanning my hands and body. This created a digital representation 
of the body to be inscribed at the nanoscale using the Nanoscribe 3D printer. However, the 
aforementioned video was not produced directly from nano-data, and seemed removed from 
the nanoscale, which did not lend itself to the multisensorial exploration I was interested in. 
Additionally, the requirement of constructing 3D virtual objects meant data — in the form of 
virtual models — needed to be input into the instrument rather than the instrument creating 
data that I could work with. So, I shifted to working with instrumentation that was more data 
productive and provided a closer connection to a sensorial connection to the nanoscale.
         20  A process used in microfabrication that uses light to transfer a pattern onto a light-sensitive substrate  
or liquid polymer.
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The Stylus Profiler is a type of Scanning Probe Microscope that measures the surface roughness 
of a sample. The AFM, a larger and more sophisticated Scanning Probe Microscope, is an 
instrument that is set within a broader imaging system comprising a large vibration-free 
chamber, and computer hardware and software. While the Stylus Profiler was a helpful 
conceptual and practical step in using Scanning Probe Microscopes, the AFM had higher 
resolution and was therefore better suited to the project goal of scaling the viewer’s perceptual 
experience to the nanoscale. This will be discussed further in Chapter 4.
For example, it was while using the AFM to play with a sample of graphene that I began to see 
images whose texture drew me down to the nanoscale. Seeing lines and gradients indicative of 
layers of atomic thickness shifted my perception, and this was central to bringing the viewer 
down to the nanoscale. The presence of a structural form provided areas between which my 
gaze could wander. In this micrograph, the instrument had enabled what I experienced as haptic 
visuality — the notion prefaced in the introduction — of the nano-realm. The tactile scanning 
probe, the instrument’s finger, tracks across the sample reporting the minutiae of what it touches 
via data and micrographs. These micrographs are formed through the translation of the AFM’s 
electrical sense of touch. The micrograph in figure 18, like the images Marks discusses in The 
Skin of the Film: Intercultural Cinema, Embodiment and the Senses (2000), has qualities that lack 
distinction — they are mysterious, grainy, blurred. Yet, their lack of distinction is a product of 
the process of visualisation, and due to their subject being one of unfamiliar, abstract shape and 
form, is emphasised by the photographic qualities of focus, framing and contrast. This abstract 
form lends itself to the experience of tactile visuality, in which I had the feeling of being brought 
phenomenologically closer to the topographic surface.
As discussed in the introduction, the tactile, in practice and in concept, became the sense 
through which the data became accessible through this research. The system of the AFM with its 
associated hardware and software constructed still micrographs, but how could a moving image 
practice incorporate tactile, topographic data?
Here I want to return to the ground-breaking moving image work A Boy and His Atom: The World’s 
Smallest Movie (2012) (henceforth referred to as A Boy and His Atom). Produced by IBM, scientists 
used a Scanning Tunneling Microscope to meticulously animate individual molecules of carbon 
monoxide across a copper substrate resulting in the short film A Boy and His Atom (see figure 19). 
The probe of the microscope, in this case, was used to drag individual molecules across the frame. 
Scientists worked in shifts for eight days to capture the 242 frames of the two-minute video.
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Figure 18. 2D micrograph of Graphene (Rassell 2015).
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Figure 19. Still from A Boy and His Atom (IBM 2012). 
IBM were not addressing a specific scientific problem with this work, but by aiming to produce 
the smallest stop-motion movie in the world, they have pioneered the sustained use of a Scanning 
Tunneling Microscope in order to produce moving images. A Boy and His Atom helps to situate 
my practice as it evidences the use of a non-optical, nanoscopic instrument for making moving 
images, and sets a precedent for the kind of temporal investment required to produce these kinds 
of short moving image works. In the next section I will describe my own approach to working 
with the AFM, where I build upon IBM’s approach. However, my work will go one step further to 
generate the audio tracks from the data embedded within the visualisations, rather than using a 
digitally produced musical soundtrack as IBM did with A Boy and His Atom.
Phase 2: Construction of media assets 
In this phase, I extended the number of translations that were performed upon numerical data by 
the AFM system, in order to create audiovisual assets that could be used in moving image works. 
Where the translations outlined in Chapter 1 were part of the mechanical and digital processes 
of the AFM system design, the translations performed in the construction of digital assets de-
scribed here are translations performed within media making software, and therefore I use the 
term “data mapping”, which is commonly used in media practices, to describe the translations. 
The AFM system maps data from one representation into another — in the case of the AFM, 
spatial data (numerical x, y, z values) are translated to a colour gradient (a position of x,y with a 
z-value somewhere between 1-100). The spatial data is therefore mapped to a two-dimensional 
position with a tone of colour — essentially a pixel in the micrograph. This particular form of 
data mapping is a type of data visualisation. Lev Manovich uses the term “data visualisation” 
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to describe situations where ‘quantified data which by itself is not visual… is transformed into 
a visual representation.’ (Manovich 2002, p. 2). In order to explore different multisensory forms 
of data mapping in addition to the data visualisation employed by the AFM system, I wanted to 
access the raw data prior to any translation processes having been applied.
Raw data is data, in this case numerical, which has been measured by an instrument and has 
had no processing or manipulation applied to it after that initial measurement. The NanoScope 
software that the AFM uses provides neat pictorial and graphical forms but what I wanted were 
raw datasets unencumbered by algorithmic artifice. More specifically, because the software 
associated with the AFM is designed to be user-friendly, it presents prepared micrographs and 
topographies, from which numerical values can be attained using a separate piece of analytical 
software. The data that is acquired via this process is not truly raw but has undergone algorith-
mic processing to turn it into a workable, understandable unit of height i.e. nanometres or 
micrometres. 
I spent a considerable amount of time trying to access numerical datasets of spatial data that had 
already had some basic algorithmic processing applied, during which time I became increasingly 
aware of a desire to encounter the ephemeral, immaterial phenomena that the AFM was inter-
acting with. As a scientist, this comes from the drive to discover and engage with natural 
phenomena, but as a maker it comes from a drive to return to a haptic way of knowing and 
creating21. It seemed encountering the numerical data could not satisfy this desire. Immediately 
upon sitting at the AFM, I was disappointed not to feel at one with the instrument in the way I do 
with a camera or an optical light microscope. I had a sense of disconnection from the nanoscopic 
subject. I was at a computer and the scope was beside me in a large vibration-proof chamber. In 
contrast, there is something physically connected about using an optically interfaced scope. You 
hunch over, your visual sensory organs almost directly in touch with the instrument, your focus 
is down the barrel of the eyepiece and on the slide, the space between eye and sample drops away 
— this experience is what Ihde would call “embodied technology” (2011). 
The AFM however, does not have a bodily interface with, or real-time feedback from, the 
instrument. The video camera setup I used in the laboratory also contributed to this instrumental 
disconnection. I was working with the AFM and simultaneously shooting video in the MNRF 
laboratories. This video became the starting point for the human scale making-of video Wildly 
Oscillating Molecules of Unanticipated Momentum. The act of shooting was a challenge; bringing 
any equipment into the laboratory meant it must be cleaned of all flecks of dust. For the camera, 
I heat welded a raincoat out of thin PVC (see figures 20a-c), which could easily be cleaned to the 
standard expected of the lab without damaging the camera and was flexible and transparent 
enough that the main functions of the camera could still be accessed. However, this meant I 
was operating the camera mainly by standing apart from it, grappling with the plastic covered 
buttons only when starting or stopping recording. 
         21  Many haptic tools are being developed to allow haptic interfacing with the digital world, most notably in video gaming 
interfaces. However, nanoscience currently does not benefit from these as, for the reasons outlined in Chapter 1, there is no real-
time engagement with the phenomena. One haptic tool that is used within microbiological science is the micromanipulator 
that translates large hand movements into small movements, thereby increasing the level of precision when working with 
microscopic samples.
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Figure 20a-c. Diagram for the raincoat (a). The Sony FS100 camera (b) (Rassell 2015) (c) The Sony FS100 camera 
with the raincoat (Rassell 2015).
This gave me an odd perspective on the space I was shooting, which contributed to the following 
effect: when I am shooting in the laboratory, I am hyper-aware of scale partly because of the lack 
of discernable movement. When the camera is static in a lab empty of scientists, no action occurs 
in front of the camera. Concurrently, I know that the nanoscale is lively, with whizzing, buzzing, 
shifting, frantic movement. However, I cannot shoot any of this ‘action’ with my camera, with the 
instrument that I have spent so much time capturing action with over the years. The camera is 
redundant in a way and it — and we — are noticeably disconnected from the nano. 
Yet I found solace and purpose in an ultra-slow, almost imperceptible, zoom in toward the AFM 
and its miniscule cantilever and probe (stylus) mounted within the big clunky exterior that 
shields it from vibration interference. Aesthetically, this ultra-slow zoom in is an entry point 
for the viewer on two levels. Firstly, the human scale world in this shot moves ultra-slowly in 
comparison to the speed of the nano-world. In producing human scale footage, and using it as a 
form of creative documentation, what I describe as an “experimental making-of documentary”, 
I have made a work that is contrasted with the nanoscale video, allowing a comparison with 
the human scale that helps to visually redefine scale and temporal relationships. Secondly, 
when I was mapping the AFM data I was trying to recapture a perceptual sense similar to my 
cinematographer’s perceptual sense — one that connects my body and mind to the camera and, 
by proxy, to the nanoscale. 
To further explore how a multisensory experience of the nanoscale might be created using 
the digital assets, the project shifted toward the development of some specific works that 
experimented with how the tactile might be experienced.
Phase 3: Development of moving image works
To make the moving image works in the exhibition Wildly Oscillating Molecules, I used the AFM 
for long durations. I was using samples of graphene and also of degrading phosphorene, and both 
substances have a crystalline structure with atomic-thick layers which I spent days measuring 
on the AFM. I collected hundreds of data files, which I then experimented with mapping into 
different presentations. In this section I discuss the media workflows that were developed to 
generate moving images. I also describe the creation of a series of experimental moving image 
works that use the AFM as a cinematographic instrument, and the design of an electro-tactile 
device to deliver a tactile track alongside audiovisual material. Lastly, I detail the series of audio 
experiments that generated audio-tactile assets for the exhibited work.
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Moving micrographs
If creating still micrographs from nanoscale data is difficult, then capturing moving images is 
even more so. The capture of the data used to construct still micrographs with an AFM is based 
on a scanning technology, i.e. it is a linear process that collects data from side to side, line by line, 
rather than using a sensor that is exposed to light, which captures all the information for that 
image concurrently. It takes approximately five minutes to collect the data for one micrograph 
using the AFM, although the time is dependent on resolution and scanning area22. The pixels in 
the top left of a micrograph made from data collected first will represent an earlier time point 
than the pixels in the bottom right of the micrograph. So unlike photography, the micrographs 
from the AFM are not a snapshot in time, but rather across time. 
I collected the micrographs through the NanoScope software, effectively using the AFM as a 
cinematographic instrument (see Appendix B for detailed methods). Because the same area of the 
sample cannot be found and framed the same way twice, I needed to collect data within a chosen 
frame for as long as possible within one day. I booked the AFM for three consecutive days and 
spent each day collecting data continuously. As the micrographs became available, I flattened23 
and cropped them in large batches in preparation for editing, which meant placing them side-by-
side on a timeline.
           Figure 21. Still from the projected component of Nanoessence (Thomas 2010).
         22  This timing is determined by the frame size — the area that is to be scanned; the scan rate — the speed at which the probe 
moves from left to right, top to bottom, across the scan area; and the pixel density — how many data points are to be captured 
across and down the frame (see Appendix B). Common pixel densities in scientific imaging are 256 x 256 or 512 x 512 (scientific 
images are normally square, although I have experimented with the 16:9 aspect ratio that is common to many contemporary 
screens). These decisions detemine the time it takes to capture a single micrograph, and therefore, the time period that is 
represented in the final video. For a frame size of 1μm, a pixel density of 512 x 512 will collect four times the amount of data as a 
pixel density of 256 x 256, and it will therefore take four times as long to collect a single image. My choices of scan rate and pixel 
density were made based on capturing the greatest number of micrographs possible within the opening hours of the laboratory 
(eight hours per day). So I chose 256 rather than 512 in order to quadruple the number of micrographs I could create. The scan 
rate is an arbitrary number that I adjusted based on aesthetic considerations, i.e. the lowest acceptable quality of micrograph.
         23  Flattening is a process of subtracting the background artifacts from the micrograph. It effectively levels the topography, 
reducing the curve that is caused by the action of the probe across a micrograph.
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The collation of micrographs and photographs is a normal procedure in scientific imaging 
— astrophysical images are comprised of large stacks of images, as are microscopic confocal 
images like the one introduced at the start of this dissertation (see figure 1). This “stacking” 
allows a greater depth of field than would otherwise be possible with just a focal depth of, in 
the latter case, a few micrometers. However, in my work, I place the images beside one another 
in time, rather than on top of one another. In contrast, Paul Thomas’ work Nanoessence (2010), 
presents AFM micrographs that were layered in the gaming engine Unity, and used to create a 
fly-through that was driven by a customised breath-driven interface. It is a work that requires 
the viewer to physically work, to breathe in order to navigate through a layered nanoscape of 
skin cells. In conversation with Thomas at the Rise of Biosociety symposium, I discovered the way 
our creative disciplines had informed our use of multiple AFM images. Thomas, coming from 
a background in visual arts and painting, chose to layer the AFM micrographs in Nanoessence 
on top of one another — emphasising their spatial relationship (see figure 21) (P. Thomas 2017, 
personal communication, 8 April). In contrast, coming from a moving image background, I found 
the natural placement of the micrographs to be side-by-side in a video editing sequence — 
emphasising their temporal relationship. 
I used this process of capturing multiple images across days, collating them in editing software 
(see Appendix B for detailed methods), to make several abstract experimental videos that explored 
material and artificial samples. In Movement I (Nanomorphology), the movement seen is mainly 
dust and debris being dragged across layers of graphene; Movement II (Phosphorene) depicts 
Phosphorene degrading in air (see figure 22); in Movement III (Phosphorene) (see figure 24), I 
experimented with using the microscope to cinematographically pan and zoom across dynamic 
nanotopographies; and Movement IV (Morse Code) depicts a pattern etched into a silicon substrate 
(see figure 23). In Movement II (Phosphorene), I captured the formation of nano-bubbles where the 
substance was degrading. This proved to be lucky, as in the following five days, I only found one 
other area which was degrading quickly enough for me to notice its presence within the first hour 
of scanning micrographs24. This area I used to make Movement III (Phosphorene).  
Movement IV (Morse Code) took a different approach in that it used the creation of an artificial 
sample, rather than a graphene sample, or a treated experimental phosphorene sample. The 
sample used to collect the data for this video was a series of patterns made using thin layers 
of metal on a silicone substrate in a process called Electron Beam Lithography (EBL), where a 
focused beam of electrons is used to draw a pattern on an electron sensitive surface called a 
resist. The patterns made in the resist, which can be drawn at a resolution of under 10nm, are 
then exposed to a substrate. 
I designed an array, spelling out “Wildly Oscillating Molecules of Unanticipated Momentum” in 
Morse Code (see figure 25). Each word and letter had to be measured out for the pattern design 
in a program called KLayout (see figure 26). Shruti Nirantar performed the patterning with the 
VISTEC EBPG5000 Plus EBL and transferred the metal to a silicone substrate, completing the 
sample that I then used to collect data with the AFM. 
         24  If the first and last micrographs collected in an hour showed no difference, and therefore exhibited either no degradation, or 
very slow degradation, I moved on to another area on the sample and began again.
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Figure 22. Still from Movement II (Phosphorene) (Rassell 2017).
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Figure 23. Still from Movement IV (Morse Code) (Rassell 2017).
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Figure 24. Still from Movement III (Phosphorene) (Rassell 2017).
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   Figure 25. Morse code used for the EBL pattern “Wildly Oscillating Molecules of Unanticipated Momentum”                  
   (Rassell 2017).
   Figure 26. Measurements (in nm) for the pattern design of the words “Wildly Oscillating Molecules”  
   (Rassell 2017).
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This series of Movement videos were a way of exploring how the data, as it is compiled by the AFM 
system, might be manipulated using cinematographic and aesthetic considerations. Ultimately, 
control was limited, and a balance between serendipity and timing helped to determine the final 
results. However, the process was important in exploring creative variables in constructing data-
sets and bridging the experience of shooting video using a camera and creating video using a 
microscope. Also, prolonged use of the AFM — what I call “endurance microscopy” — influenced 
the multisensory direction of the work, inspiring investigation into tactile translations of the 
AFM data.
Electro-tactile device 
One of the scientists in the Functional Materials and Microsystems Group within the MNRF 
research was interested in the synthesis of thin-film electronics. These are electronics as thin 
as a stick-on tattoo that can deliver electrical stimuli. In collaboration with Gutruf I developed 
a project where these electronics might be used to construct a device that delivers electro-
tactile stimulation in a non-invasive way. If 3D spatial nanoscientific data could be patterned 
and programmed into the ultrathin device, which could be adhered to the palm of the hand, a 
viewer could have an experience of feeling the nano-phenomena. This is a form of data mapping, 
as discussed previously, which translates the spatial nanoscientific data I collected to a form of 
tactile stimulation25.
We explored the programming and powering of an electro-tactile device, developed a variety 
of approaches to its design, and began to research the power levels required. However, the 
necessary complexity of the design became too great for the scope of this research. Later, I 
experimented with a Transcutaneous Electrical Nerve Stimulation device (a commercially 
available form of electro-tactile device used for muscular injuries) and realised how quickly eletro-
tactile stimulation desensitises the nerves. Even for a moving image experience of minutes, 
this electro-tactile approach would mean the “viewer” would feel nothing after a couple of 
minutes. If I resurrected this aspect of the project, vibro-tactile technology would be more suited 
to this application, as it provides greater force, and caused less desensitisation. Although this 
electro-tactile direction was abandoned, in exploring the sensory substitution devices that are 
used for tactile displays, the concept of audio-tactile stimuli converged with data mapping and 
sonification to inform the way I developed audio in Movement I (Nanomorphology), which I describe 
in the next section.
Audio development
Although creating a direct phenomenological experience of nano-phenomena is impossible, the 
drive to reconnect with the nano-phenomena directed my initial decision-making and creative 
direction. In addition to trying to create audio and video assets with the AFM, I embarked upon a 
new approach to the creation of media assets — translating the AFM data into a series of audio-
tactile assets. These assets, in conjunction with the video, were designed to communicate a sense 
of scale, ephemeral materiality, and of the physical nanoscale environment to the viewer.
         25  Psychology uses the term sensory substitution to describe this process of translation, and when the translation is to tactile 
sense, they are known as “tactile displays”. Generally tactile technologies are classified into technologies that use actuators to 
create vibration (vibro-tactile stimuli), electrical pulses (electro-tactile stimuli), physical materials (mechano-tactile stimuli) 
such as beds of nails or tactile screens, or the use of sound waves to push air onto the hands or body (audio-tactile stimuli).
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The failure of the electro-tactile direction meant I turned to sound to explore generating audio-
tactile elements. My work with sound initially focussed on data sonification — the translation of 
spatial nanoscientific data into sound waves. The ensuing sonic and audio-tactile aestheticisation 
created a human experience of tactility, scale and temporality. Sound is an integral aspect of my 
moving image work, and the moving image in general, which has an expansive theoretical field 
of its own. In this section, however, I have chosen to approach sound in relation to my own and 
others’ practice, but not to theorise it in depth. This is because my practice is not primarily sonic. 
The core focus of the research largely lies in the process of developing a multisensory experience 
of the nanoscale, and in the instrumental mediation involved.
My development of audio in this project was influenced by several moving image works that have 
sound designs notable for their sense of tactility, texture and scale: the aforementioned moving 
image work Earthworks (2004) by Semiconductor; Huyghe’s De-extinction (2014); and Berry’s 
Chromosome and Kinetochore (2013). In Earthworks, which as discussed in Chapter 1, we learn 
nothing of mathematics, logic, or the numerical nature of the way the earth’s crust moves, yet we 
feel it. The bass and cracks of the tectonic plates shifting against and rupturing each other, the 
tensions that are built and released, the light emanating heat onto our faces and bodies, all of this 
too is highly textured. 
Like Earthworks, the moving image installation De-extinction has a highly textural soundtrack. 
The video centres around an ancient piece of amber containing insects and flora. The title 
references the practice of resurrecting organisms from fossilised DNA via cloning or selective 
breeding. Two insects are found embedded within the amber, around which the camera circles 
slowly, stilled in the moment of copulation. It is a temporal exploration where timescale shifts, 
connected to pitch and rhythm shifts, are driven by the sound design. With an atmospheric 
element underlying the soundtrack, a textural, almost vibrational bubbling offsets additional 
pitch shifts, and combinations of disparate pitches are layered throughout the audio. 
The sound design in De-extinction frequently signposts a change in scale or suggests the infin-
itesimal in relation to macroscale perceptual hearing. For example, when a high-pitched buzz, 
reminiscent of the sound of the insects wings in flight, shifts suddenly to a low bass drone, it has 
the effect of audibly slowing time at the same time as it shrinks us to the scale of the insect the 
viewer is looking at. The manipulation of proximity, for example through sudden pitch shifts like 
the one described above, can be read as a shifting of the physical scale, especially when they are 
paired with jump cuts that enlarge the insects suddenly, thereby pushing the viewer closer to the 
insect corpses within their amber sarcophagus. 
Berry’s animated Chromosome and Kinetochore also addresses the issue of scale reference that 
was discussed, in relation to Powers of 10, in Chapter 1. As the camera zooms out from the cell’s 
nucleus and out through the cell wall, the detailed sound effects fade out, replaced by a noticeable 
silence in the background. This gives the effect of focusing the viewer’s attention at the scale 
where the process of interest is occurring — chromosomes and kinetochores are both active 
within the cell nucleus rather than outside of the cell. It also gives an appearance of texture, 
movement, and activity. In this video, the role of sound is communicative but the sonic strategies 
are informative in terms of using texture to direct the audience’s attention and creating a sense 
of shifting scale. The texturality and scale of these three moving image works provided the basis 
for my discussions with Bastow.
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Figure 27: The Max patch interface (Rassell & Bastow 2016).
With the scanning data translated into linear waveforms, at first there did not appear to be any 
audio resolution, i.e. to the human ear the sound was an almost continuous high-pitched note. I 
slowed the sound repeatedly until I began to hear distinguishable notes. Bastow and I designed 
a Max26 patch (see figure 27) to be able to manipulate pitch and speed in real-time and also to 
record the resulting sounds. Because they sounded like Morse Code I experimented with taking 
the sounds that had explicit bleeps and feeding them into the Morse Code decoder software 
Fldigi. The experiment informed the video Movement IV (Morse Code). Following this, I used the 
Max tool to perform a series of four further experiments that explored audio-tactile methods of 
interacting with the AFM data. 
Sonic experiment #1
We mounted a transducer27 on a large metal sheet so we could lay our hands directly onto the 
metal (see figure 28). The tactile experience was minimal and the hands dampened much of the 
vibration. However, the sounds emanating from the vibration in the metal sheet were like an 
ethereal steel drum. Unexpectedly, these sounds, in conjunction with the weight and mass of the 
metal plate, emphasise the smallness of the sound, and they became part of the soundtrack of 
Wildly Oscillating Molecules of Unanticipated Momentum.
         26  Max is a modular visual programming language that is commonly used to create and alter relationships between audio and 
video, often in installations or live works.
         27  A transducer is a device that generally transforms energy from one form to another. Speakers are a type of transducer, 
transferring electrical signals to pressure. Within audio production, transducers are normally understood as cone-less speakers 
that transform electrical energy to vibrational energy and this is how I use the term here.
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      Figure 28. Steel and transducer (Rassell & Bastow 2016).
Sonic experiment #2
This test experimented with the use of infrabass speakers, also known as sub-bass speakers, to 
create audio-tactile data forms. Infrabass describes sound that falls under 20Hz, that is, below the 
lower threshold of human hearing. Although infrabass sound waves cannot technically be heard, 
they can still be felt. We played with varying the positions of my body and the speaker within a 
four-metre by three-metre space. Lying on the ground for example gave a much different tactile 
experience to standing facing the speaker, and being directly in front of the speaker was different 
to deflecting the vibrations from the infrabass speaker off the walls and onto the body. We chose 
the spatial position of the body standing facing the speaker as this provided the most tactile-
sensorial engagement. We then aesthetically optimised the data, selecting the speed and pitch 
that created the most resolution and vibro-tactile effect on the body, and recorded multiple sound 
files through the Max patch. 
Sonic experiment #3
I input the files generated in the previous experiment into a wearable sub-pac — an infrabass 
speaker that sits on the lower back. This experience also had sound associated with it — the 
vibrations from the sub-pac transferred up through the spine to the jaw and skull to produce 
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audible sounds. This manifested in an embodied form of sound production that blurred the line 
between audio and vibro-tactile perception, however, the contact of the sub-pac with the body 
drew my attention away from the greater experience so I abandoned this technology.
Sonic experiment #4
This experiment was an attempt at another form of sculptural interface between hands and 
audio-tactile AFM data. We sculpted clay to make a silicone mold with room for two small 
transducers to be housed inside, back to back (see figures 29a-d). I hoped that hanging the 
contraption and using a softer material than the steel we worked with previously would improve 
the tactile experience, however these materials dampened the sound too much and we abandoned 
this direction. 
Figure 29a-d. The transducer (a); clay molds (b); transducer placement (c, d) (Rassell & Bastow 2016).
360° audio development 
Using what I learned from the previous sound experiments, I expanded the thematic prompts 
for the sound design to include: texture and tactility; chronology and temporality; and scale. 
These aspects were important in attempting to transport the viewer from the human scale down 
to the nanoscale. The use of 360° sound helped to deconstruct the experience of human-scale 
physics and rebuild a new physical environment reminiscent of the nanoscale with its Brownian 
motion. We used the AFM data to design layers of sound that express the interactions of various 
atoms and molecules on one another28. These layers and their spatial positioning, along with 
the darkness and visual immersion, conspire to overwhelm the senses and thus partly negate 
the constant and irremovable experience of gravity. Perceptual experiences like these — that 
my research shows can be created by audiovisual and audio-tactile media — are intrinsic to the 
development of an understanding of the nanoscale.
Ultimately, we developed a four-minute loop of Movement I (Nanomorphology) for the gallery, 
creating a work that played upon the phenomena of synchresis, which the experimental 
         28  We worked in the Spatial Information Architecture Laboratory at RMIT University, in a soundproof pod with 360° sound that 
contained eight front, rear and side speakers and four upper quadrophonic speakers. We mapped audio tracks to the various 
speakers while sitting in situ in the middle of the room.
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composer and theorist Michel Chion describes as an interpretive fusion of sound and movement 
(1994). Hearing the audio in relation to the visuals has the effect of making the viewer look 
anew at the video, drawing the attention to different parts of the frame, different artefacts and 
different movements. To create a layered design, four different data files were used, two sent to 
two speakers on each side, which then panned back and forth. We brought the bass in slowly to 
create an atmosphere of something coming into focus and of increasing resolution. 
Infrabass can be effective at producing physical tactile sound waves, however, it collapses space 
and so is ineffective at communicating texture. Texture and space are better localised at higher 
frequencies, and benefit from the separation of various sounds (Lawrence Harvey 2018, personal 
communication, 31 January). For Movement I (Nanomorphology) we therefore worked with a 
combination of infrabass and higher pitch registers, in order to combine the effect of the low 
full-bodied tactility and a texturality that relied upon the separation between the bass and the 
higher pitches. 
While the sounds in Movement I (Nanomorphology) are the result of aesthetic decisions, such as 
the ones described, each of the layers except for two atmospheric layers, are mapped onto the 
existing data. Therefore, the rhythms retain the original relationship of one data point to another. 
This rhythm implies a linearity or a thread in the reality of the phenomena, yet only exists, 
somewhat artificially, in the rhythm of the AFM instrument collecting data and scanning back 
and forth. The sound, therefore, both makes more apparent the physics of the nanoscale, while 
retaining a reminder of the instrumental mediation that we need to be able to interact with this 
realm. 
***
In this chapter I have described the entangled technical and creative processes in my practice 
that have led in some cases to dead ends, and in others to resolved moving image works. The 
methodology of this research is PLR, so these processes are important to detail. Much of the 
resultant knowledge comes from this work, rather than from an analysis of the completed works 
as might be expected with Practice-Based Research. The three phases in this chapter describe the 
approaches and activities comprising a creative project that uses nanoscientific instrumentation 
and data to create a multisensorial connection to the nanoscale. Through research, collaboration 
and experimentation with media assets designed to engage with the senses of vision, hearing 
and touch, I investigated the phenomenological possibilities of a number of nanoscientific 
technologies. 
Beginning with open play in the laboratory followed by training with several instruments 
according to the laboratory’s procedures, the work narrowed to focus on one piece of instru-
mentation — the AFM. The work then again broadened in its experimentation, by visualising 
different samples and experimenting with photolithography as a mode of sample preparation, 
and through collaboration with scientists, applying the developed moving image technique to 
one of their experimental samples. Following this period of data generation, the focus turned 
to how the numerical data might be made multisensory. Electro-tactile, haptic and sonic 
experimentation followed. The sonic experimentation in particular created several approaches 
that were used to create the sound for, or wound their way into, the moving image works: the use 
of infrabass as a tactile element, the recordings taken with contact microphones from the metal 
sheet, and the creation of a Max tool to help alter the aesthetics of the data-as-sound in real-time. 
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Ultimately, sound has become a tool for generating an experience of the nanoscale, and for 
mediating the elements of scale, tactility and temporality.
Moving through these phases traces the journey of the research. At the outset, I was expecting to 
be able to represent nano-phenomena. I tried different technologies from media and nanoscience 
to create these representations but the more technologies I explored, the more I realised the 
difficulty in ever achieving a representation. The embrace of sound, and of the idea of creating 
“a sense of” in contrast to “a representation of” nano-phenomena was, in an obliquitous sense, 
ultimately beneficial to the generation of perceptual experiences of the nanoscale environment.
This chapter, structured around the progression of the creative work, contributes to the 
reflection on, and analysis of, the research, and the development of a practice that engages 
the AFM as a cinematographic tool. The practices from which the techniques have arisen are 
described here, and are linked to the more technical descriptions included in Appendix B. 
Through this process, I have effectively used my own body as a sensor while making creative 
decisions about the speed of the moving images works produced, about the volume and locations 
of the audio and about the spatial location of the body in relation to the moving image and the 
sound sources. This project has led to a change in my practice, where the spatial and tactile 
dimensions of the moving image works are brought to the fore, while also shifting my work from 
a 2D screen with stereo sound, to an immersive gallery space where spatiality, light, 360° sound 
and bodily position are able to be coordinated to influence the phenomenological experience of 
the viewer. The resolved creative works are a series of experimental moving image works that 
explore the notion of the AFM as a cinematographic tool, four moving image works, including one 
installation and an experimental making-of documentary. 
The following chapter will theorise the phenomenological experience of the technologies I chose 
to work with, specifically focusing on the technological mediation of the AFM and its role as an 
extension of the creator’s body. Because of the tactile way the AFM interacts with the world, 
as described in the introduction, its use has created a drive toward tactile experience, which 
informed the developments described in this chapter. 
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Chapter 4: The technological 
mediation of the Atomic Force 
Microscope 
During my work with the AFM I have been keenly aware of the lack of bodily connection to the 
samples and have sought to use my creative work to physically connect to nano-phenomena 
in some way. This is an intrinsically human drive — we want to use our sense organs and 
experience to understand the world around us (Ihde 1998). The physical restrictions established 
in Chapter 1 mean that we use multiple technologies in order to have any interaction with the 
nanoscale. The imaging technologies that we use are distancing technologies, in that they 
physically and temporally fall between humans and nano-phenomena. However, they also bring 
us phenomenologically closer than we could be otherwise. 
In this chapter, I discuss the connections and disconnections that occur with AFM use, the 
resulting phenomenological space, which is a form of temporospatial mediation between the 
AFM operator and nanoscale phenomena, and how this led to the development of sensorial 
amplification strategies in the Wildly Oscillating Molecules exhibition. I reflect upon my 
experiences as a moving image maker creating videos with the AFM, answering the research 
questions: what is the relationship of philosophies of technological mediation to a scientific 
moving image practice? and, how can a creative moving image practice use nanoscientific 
instrumentation and data to help create a multisensorial connection to the nanoscale for both 
maker and viewer? Throughout, I use the technological philosophers and postphenomenologists29 
Ihde, De Preester and Rosenberger, drawing on concepts of technological mediation to discuss 
the nature of the relationship between nanoscale phenomena and myself as a human user of the 
AFM.
First, to understand the conditions in which I carried out this project, I describe the highly 
controlled cleanroom environment and its influence on the human body. I then discuss the 
theory of technological embodiment, and demonstrate how imaging technologies fit into Ihde’s 
categories of mediating technologies. Lastly, I explore three aspects of the AFM system — the 
technologically mediated body and its spatial relationship to the AFM, the complexities of a 
translational, interpretive technology and temporal abstraction — that comprise a complex 
technological mediation. 
         29  Phenomenology refers generally to our subjective experience of the world. Postphenomenology, refers to the state of 
incorporating technology into our phenomenological schemas, as is commonplace today in everyday use of phones and 
computers, but also in scientific visualisation of imperceptible phenomena. Simply, postphenomenology is the philosophy of 
technological mediation.  
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Environment 
The cleanroom laboratory, a staple of nanoscientific research, is a physiologically challenging 
space. The environment, with its regulated pressure, temperature and humidity, can be likened 
to an airplane. Sophisticated air filtration systems minimise particulate matter using vertical 
airflow to keep the space clean — clean to the extent that there are under 100 particles of under 
0.3 micrometers in size, i.e. 1/300th the width of a human hair, in a cubic meter. The air flows from 
the ceiling to the filtration system in the floor to collect particles from the body. Still, every object 
entering the lab, including the human body, needs to be modified so that the laboratory is not 
contaminated with sub-microscopic debris. One skin cell, for example, could be the same size as a 
nanoscale sample therefore could disrupt experiments if they were numerous in the air, and were 
free to settle on laboratory surfaces.
The body, therefore, must be isolated and prepared for entry into the cleanroom. Makeup is 
banned. Beards are problematic. The first step in adorning the body for the lab happens outside 
— a hairnet is put on, then shoe covers, which are put on one at a time while stepping onto a 
patch of adhesive in front of the outer door, to help remove any additional dirt or particles. This 
patch of blue adhesive on the floor demarcates the division between clean and unclean. Through 
the outer door is an antechamber — the so-called gown-up room. A collection of thin polyester 
jumpsuits in various sizes are kept there, and these must be put on while avoiding them touching 
dirty surfaces. The hood of the jumpsuit is pulled up over the hairnet. Long cumbersome lab 
boots cover up to the knee and clasp around the legs. These too must be put on at another 
unclean/clean boundary — a metal bench that signals only shoe covers on one side, and only lab 
boots on the other. Next, on the other side of the bench, powder-free latex gloves are put on, size 
medium for me. Then lastly, big plastic safety glasses like the ones I remember from high school 
chemistry classes (see figure 30).
 
            Figure 30. Cleanroom garb, with Natasha Mitchell (right) from ABC Radio National (Rassell 2018).
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I take a drink of water a couple of hours before entering the laboratory, but never drink too much. 
Going through this process of entering and exiting the lab is time consuming and expensive, and 
it depletes the time I have creating camera tracks and zooms with the AFM — while I am outside 
the lab the “camera” remains static and it is more difficult to get back into the rhythm of moving 
the nanoscopic frame. So, I dehydrate myself. Equally I eat just before entering but am prepared 
to have low blood sugar for the latter part of the day.
Before even encountering any instrumentation, this process includes an alteration of my 
bodily state and a diminishing of my senses: touch dulled by rubber gloves; the feet unsure in 
cumbersome boots; movements careful so as not to disturb things; and in the background the 
white noise of the air filtration system reduces my capacity to hear. Everything seems delicate 
and I feel big, clumsy, constricted and hyperaware of my body. In some circumstances technology 
can mitigate this isolation from the environment by providing an alternative phenomenological 
focus. The AFM’s style of mediation will become clear as the chapter progresses, however, in the 
next section I will examine the general concepts of technological embodiment and mediation.
Technological embodiment
Our experience of technology takes a multitude of forms, and technological embodiment 
describes one particularly close, transparent form of interaction with technology. One way of 
describing this experience is that technology physically or cognitively extends humans (Brey 
2000; McLuhan 2013; Rothenberg 1993). As a cinematographer I feel “at one with” the camera 
both physically and phenomenologically. The camera is an extension of the perceptual act of 
sight and of the cinematographer‘s body as it moves through space — this spatial aspect being 
most pronounced in handheld cinematography and Steadicam30 operation. If the camera can be 
encountered as an extension, it is therefore embodied by the operator. However, as we will see 
in the following section, the AFM creates a markedly different relationship between body and 
technology.
Ihde provides a detailed account of technological embodiment that will help to interrogate the 
nature of the relationship between AFM operator and nano-phenomena. In this section I explore 
four of Ihde’s concepts that have informed my thinking and shifted the way I relate to the AFM 
as a creative instrument in my moving image practice. Ihde’s concept of “embodied technology” 
reflects my prior experience of human-microscope assemblages and camera operation, “analogue 
mediation” and “translation mediation” distinguish the AFM from light microscopes and 
“hermeneutic mediation” most accurately describes the interpretive and translational nature of 
AFM mediation (Ihde 1979). 
In addition to these four concepts, Ihde has uncovered an amplification-reduction pattern that 
occurs in all technological mediations. Every mediated amplification of phenomena in the world 
is accompanied by a reduction of the senses — looking through a microscope for example, brings 
otherwise invisible cells into view, however the viewer is simultaneously blinkered to human 
scale visual input. In these instances, says Ihde, they experience ‘otherness through the machine, 
but that the experience through the machine transforms or stands in contrast to my ordinary 
experience in the “flesh”’ (1979, p. 9). 
         30 A camera stabilisation system mounted directly on the camera operator’s body.
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After working with microscopes for five years, I began to notice phenomenological shifts when 
I was using them, such as the one I described in the opening of this dissertation. For me, light 
microscopes and confocal microscopes become partially transparent, and the focus of my visual 
perception is carried down through the microscope’s objectives and lenses onto the samples 
themselves31. I feel bound to the instrument in an act of perceptual collusion. Although this 
transparency, or embodiment of technology, is a matter of degrees, it is something that is 
desirable in the design of technology because it helps to retain our real-time, haptic, connected 
experience of the world. Heidegger, who used the hammer as a classic example of embodied 
technology, described the type of phenomenological shift as a technology becomes transparent. 
Simply, during the use of a hammer the focus of attention is at the point between the hammer 
and the nail — rather than at the point between the hand and the hammer. As introduced earlier, 
Merleau-Ponty similarly examined a blind man’s cane: 
The blind man’s tool has ceased to be an object for him, and is no longer 
perceived for itself: its point has become an area of sensitivity, extending 
the scope and active radius of touch, and providing a parallel to sight. In 
the exploration of things, the length of the stick does not enter expressly as 
a middle term: The blind man is rather aware of it through the position of 
objects through it. The position of things is immediately given through the extent 
of the reach which carries him to it, [emphasis mine] which comprises besides the 
arm’s own reach the stick’s range of action.
                    (1962, p. 143)
Here Merleau-Ponty acknowledges the spatial extension of the human limb while also 
extending the boundary of the perceiving mind. Embodiment relations are bodily-sensory, 
and they implicate how we interact with technologies and how these interactions transform 
our experience of the world, which occur through technology (De Preester 2011; Ihde 1991; 
Rosenberger & Verbeek 2015). Technology can become transparent in that it is not objectified ‘but 
is taken into my experiencing of what is other in the World’ (Ihde 1979, p. 8). In these cases, the 
human and instrument form a hybrid that in turn interacts with the world.
Analogue mediation and translation mediation are two forms of such hybrid mediation. Analogue 
mediation applies to technologies where human sense perception is directly connected to the 
stimuli while translation mediation requires a shift in the type of stimuli (Ihde 1979). Consider 
light reflected off the moon that is mediated through a telescope — this is an analogue visual 
experience because the stimuli (in this case photons) travel directly from the moon to the eye. 
In contrast, translation mediation refers to processes that are indirect. For example, the Hubble 
telescope, which captures ultraviolet light, and the James Webb telescope, which will capture 
infrared light32, are translation-mediating technologies. They both capture light outside of the 
spectrum visible to the unaided human eye, so a translation must occur in order to render the 
data visible. This is required in addition to the magnification of an analogue mediating telescope. 
         31  We are Silently Surveilling One Another (Rassell 2016) provides the opportunity for an experience of this perceptual shift.
         32 Planned to be completed and launched in 2020.
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The mediating Atomic Force Microscope
The AFM mediation style differs again to the simpler styles of analogue and translation media-
tion. It is a tool of translation, abstraction and interpretation, and this distances the user from the 
phenomenological experience of the instrument. I operate a computer, which in turn operates the 
AFM. Additionally, the AFM system does not amplify visual phenomena, but translates phenomena 
to tactile data, which in turn are interpreted as visual phenomena. In science it is accepted that in 
some cases we must rely on mathematical analysis, implemented via algorithms, to convert data 
into micrographs, as discussed in Chapter 1. These are processes that are embedded in, and often 
difficult to disentangle from, the visible elements of computational scientific imaging workflows. 
Within the process of translating tactile data to visual data, algorithmic interpretation deter-
mines how the visual material will be presented, and therefore, how the AFM mediates the human 
senses. 
If the AFM were a direct lens onto the nanoscale it could function as a more transparent 
tool. Because of my background as a microscopist, and as a cinematographer in constant 
phenomenological concert with the camera, the lack of connected, sensorial mediation jarred 
in my creative interactions with the AFM. If only the technology would “get out of the way”, the 
phenomena might be sensorially available, which of course is impossible. During this time, I 
identified three characteristics of the AFM system that have influenced my phenomenological 
experience of the nanoscale, and subsequently have informed the production of the moving 
image works in the Wildly Oscillating Molecules project. First, in Technological mediation and the 
body in space, I address the physical distance between the user and the instrument33. Second, in 
Technological mediation, interpretation and translation, I explore the interpretive nature of the 
AFM. Third, in Technological mediation, time and the moving image, I explore the shift from still 
to moving image and the ramifications of the absence of real-time feedback — visual, tactile or 
otherwise. 
Technological mediation and the body in space
Though inherent in traditional microscopic technique, the human embodiment of technology is 
disconnected in the increasingly complex technological mediation pathways involving layers of 
instrumentation, hardware and software. Light microscopes, for example, are direct extensions 
of the hands (through the knobs that control stage movement and coarse and fine focus), the 
eyes (through the two ocular eyepieces) and the body curved over into an enfolding position over 
the microscope. However, the bodily position in relationship to much modern scientific imaging 
instrumentation is such that an instrument on one side of a room is connected to a computer — 
through which the instrument is operated — on the other (see figure 31)34.
Technological embodiment relies upon a sensory continuity between human and instrument, 
yet the human hand cannot touch the AFM. Any slight vibration, including from a hand resting 
on the instrument would disrupt the action of the highly sensitive probe as it moves over the 
sample35. Even though it is not a directly connected to the human hand, the AFM is described 
         33  The focus here is a phenomenological experience of nanoscale phenomena, rather than a study of AFM system design.
         34 Note these processes require a human operator, as they cannot be fully automated.
         35  Manufacturers recommend AFMs be placed to avoid vibrational interference of things like doors shutting in the building or 
rooms with reinforced flooring for vibration dampening and soft-close doors. In the MNRF the floor reinforcement for the 
metrology laboratory, where the AFM I used is housed, cost over AU$500,000.
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as a tactile interface (Keysight Technology n.d., The Atomic Force Resource Library). The probe 
performs an action akin to the human finger tracing across a surface and can be imagined 
as a tactile sensory extension even if not directly attached to the body. The tactile sense is 
therefore the sensory proxy that essentially links a human phenomenological experience to the 
nanophenomena that are detected with the AFM. This link is important because it establishes the 
physical and intellectual connections between humans and the nanoscale, and is the foundation 
for any phenomenological experience of nano-phenomena.
     Figure 31. AFM and user, still from Wildly Oscillating Molecules of Unanticipated Momentum (Rassell 2017).
The nature of the connection between the AFM probe and the sample is electronic (or electro-
tactile). The probe is repelled in response to physical forces created by the interaction of the 
electronics of the atoms that comprise the probe tip and the sample. While the probe-sample 
electronic interaction might be an analogy of the experience of texture between a finger and a 
macroscale object, rather than as complete model of the human tactile sensory system, electronic 
stimulation is only one way of triggering human tactile receptors (others might be heat, cold, 
pressure, texture or skin stretch). 
Scientific imaging systems are therefore misnamed, having evolved to be more complex than 
a simple optical imaging system, however this terminology is still common parlance. Using a 
sensory analogy, for example considering the AMF to have a superhuman resolution of touch, 
helps me understand the nature of the AFM and its interactions with the nanoscale as an 
extension of my own sensory experience beyond the visual. This perspective has informed 
my creative decisions when producing moving image works that incorporate a multisensory 
approach and that interrogate the relationship between scientific imaging technologies and 
the body. One way that this bodily relationship became apparent was in the software interface 
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of the AFM system. Several films of Harun Farocki also explore scientific imaging interfaces, 
extrapolating beyond the visual to evoke the perspectives of various viewing bodies. They help me 
consider my own embodied relationship with the AFM. 
Farocki’s Eye/Machine I, II, III (2001, 2002, 2003) examine the relationship between human and 
military scientific imaging technologies. The trilogy entangles man, machine and modern warfare 
via the exploration of intelligent imaging techniques. Farocki’s films illustrate the experience of 
embodied technology. This occurs through the visual construction of two mechanical eyes, i.e. the 
split screen, and therefore through the dualism of both the camera and the human visual system. 
Additionally, the images induce an embodiment of various camera-software-human assemblages. 
In Eye/Machine I, for example, the spatial orientation of the viewer is made horizontal, by facing 
the body and gaze downward through the use of a god’s-eye-view of the target below (see figure 
32). The experience of the body is influenced by the images on screen — a disavowal of the 
body’s normative upright status. In a similar way, Movement I (Nanomorphology) denies gravity 
its overbearing influence on the viewer’s body, replacing this force instead with immersive, 
pinballing audio, surrounding the body in data. 
           Figure 32. Eye/Machine I (Farocki 2001).
In the Movement series (Movement I-IV) the AFM instrument itself is noticeably absent, 
however, in Wildly Oscillating Molecules of Unanticipated Momentum it is overtly present. In 
this work, the instrument can be seen to be separate from the operator and, like Farocki’s 
inclusion of the overlays in military imaging software, the overlaid crosshairs are a reminder 
of the mediation that is at play (see figures 32 and 33). In the Wildly Oscillating Molecules 
exhibition the AFM is therefore present with differing transparencies. At times its presence is 
apparent in the movements of the AFM mechanisms, or as shifting artefacts in the video as in 
Movement I (Nanomorphology). At other times the AFM’s presence is apparent because of the 
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movements executed by the operator, as in the pans and zooms in Movement III (Phosphorene). 
In Wildly Oscillating Molecules of Unanticipated Momentum the AFM appears dormant as the 
whole instrument sits alongside an operator interacting with the computer. This is when it is 
phenomenologically most opaque and concurrently when its processes are the least accessible. 
 Figure 33. Digital image of the AFM laser being focussed on the cantilever, 
	 viewed	through	a	10×	objective	with	digital	magnification	(Rassell	2015).
Technological mediation, interpretation and translation 
When we no longer directly “use” an instrument, more complex forms of mediation take over. 
From nano-phenomena, to AFM probe, to electrical signal, to numerical data, to micrograph, 
the AFM-system constructs a complex pathway of information processing. Ultimately, the 
instrumental processes of data translation create artefacts, such as micrographs, that must be 
interpreted. This harks back to Ihde’s Technics and Praxis (1979), where he describes the process 
of hermeneutic mediation. This form of mediation occurs where there is no direct experience of 
the phenomena, and an act of interpretation is required in order to perceive it (Ihde 1979) — a 
user must therefore pay attention to the device itself and interpret its readouts (Rosenberger 
2013). In Chapter 1, we saw how the AFM system detects phenomena in a non-optical manner and 
translates that data to height data. This translation is part of an indirect, hermeneutic meditation 
that disrupts the notion of transparency. This characterisation of transparency is important 
because it directly affects how sensible nano-phenomena are perceived to be.
Humans perceive technology with varying degrees of transparency (Ihde 2011). When the focus 
of attention is no longer between the body and the technology, but between the technology and 
the world with which it interacts, the technology becomes phenomenologically transparent, for 
example, with Merleau-Ponty’s cane (De Preester 2011). However, with complex technologies such 
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as those used in nanoscientific imaging, phenomenological experience of their use can fall on the 
opaque side of the transparent-opaque spectrum (Ihde 1979). 
Within the AFM system, multiple transparencies-opacities are at play. These traits are neither 
positive nor negative but rather are characteristics of technological mediation. The macroscale 
mechanical actions might be visible, but they are also phenomenologically transparent. These 
actions neither require my attention as an operator to function (aside from confirmation that 
the instrument is “working”), nor for the me to have feedback from the nanoscale phenomena. 
Conversely, the interaction at the probe tip level cannot be seen, yet this does not automatically 
mean that this process is transparent. In fact, the presentation of line-by-line scanning data 
makes me keenly aware of the pixel-by-pixel interaction of the probe with the sample, and 
the appearing micrograph alerts me toward issues that occur at the probe. In this way my 
phenomenological experience can momentarily be drawn down to the nanoscale. It becomes 
clear, from the fragmentary nature of the image being presented to the user line by line, that this 
phenomenological experience will shift depending on the user’s focus — their intended focus of 
attention — in the process of imaging. 
While the intended foci of a scientist and a moving image maker will be necessarily different, 
at some stage both will attend to the micrograph produced by the AFM, and this is a point 
of departure for the two practices. For a scientist, the micrograph is a complete entity, ready 
for analysis. For me, as a moving image maker, it is complete as an “image”, yet it is merely 
one unit in a sequence of video. In either case, the micrograph acts as a separate mediating 
technology, which has a different form of mediating the nano-phenomena than is experienced 
through the AFM instrumentation. In the post-production stage, the mediation of the nanoscale 
phenomena becomes simpler. While working with the micrographs in media platforms, the 
AFM instrumentation is absent and so becomes transparent, and I begin to feel closer to the 
phenomena once these complex instrumental and algorithmic systems have been shed. The data, 
however, is the conduit that connects the scientific laboratory and the media editing suite.
Multiple translational and experiential steps are involved in the creation of Wildly Oscillating 
Molecules data:
1.  Data is collected by a tactile, electro-mechanical device (the AFM probe)
2. The data is translated to height and micrograph by the NanoScope software where the 
presentation of this data upon collection is both visual and graphical
3.  The data is mapped into audio, part of a sensory return where I attempt to make the  
data tactile again using NanoScope Analysis software, Adobe Audition for editing sound  
and Max MSP
4.  The micrographs are turned into a video sequence with Adobe Premiere Pro
5.  Lastly, the packets of data in the form of micrographs are experienced aurally, visually and 
texturally via audiovisual moving image works. 
Through these steps, the numerical data dominates, existing as a tenuous phenomenological 
link, until the AFM system transforms them into micrographs, and I translate them into audio 
and video. The AFM system’s inability to present a tactile experience of the data is itself an 
experiential disconnection, however, without the data, there would be no connection to the 
nanoscale phenomena whatsoever. Therefore, the AFM connects and disconnects, amplifies the 
experience of the nano-phenomena while it reduces the tactile experience of the instrument. As 
such, the recreation of a tactile experience in Movement 1 (Nanomorphology), is a sensory return, 
an amplification of the tactile in response to the AFM system’s reduction of the tactile sense.
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The sensory body, though, is reactivated in the viewing of Movement 1 (Nanomorphology), through 
two techniques. First, the presentation of the work within a gallery space encourages the body to 
move within the space in relation to the nanoscale phenomena. This is part of an inversion where 
the maker, normally a mobile agent when shooting video, is rendered static in front of the AFM 
system, whereas the viewer can attain mobile agency in front of the moving image as installation. 
Second, the spatiality and texture of the sound design is created for the viewer’s body and their 
tactile perception. This audio-tactile sonic element is essential to the creation of a multisensory 
connection to the nanoscale, as it attempts to overwhelm the perception of the sense of gravity 
by replacing it instead with a sonic battery akin to Brownian motion, the aforementioned major 
physical force of the nanoscale. These two strategies reactivate the body and its senses in a 
way that does not occur in the laboratory, where certain senses and movements, as described 
previously in this chapter, are dulled.
Interpretations and translations are therefore key to the creative resolution of the work in Wildly 
Oscillating Molecules and to the AFM’s style of mediation overall. Interpretation and translation 
make interaction with the nanoscale possible, while distancing and replacing a sensory experi-
ence of nanoscale phenomena. The act of translating, or data mapping, is something I have 
extrapolated from the AFM system’s strings of translations and transformations in order to 
create a multisensory embodiment of the nanoscale. Unexpectedly, the numerical data, which I 
previously described as the most tenuous link to nanoscale phenomena, in fact enables my agency 
as a maker. The creative work then presents the amplification of the nanoscale phenomena, and 
in removing the material from the laboratory and shifting it into a gallery space, presents the 
least technologically obfuscated experience of nano-phenomena by the AFM. 
Technological mediation, time and the moving image
Several manifestations of time in my nanoart practice differ greatly to real-time, human scale 
video recording. AFM micrographs are recorded incredibly slowly due to their scanning nature. 
The playback speed then has an abstracted relationship to real-time because the videos cannot 
represent all of what occurs across real-time but instead covers 24 hours in eight seconds, with 
each frame representing approximately five minutes. The videos of Wildly Oscillating Molecules 
compress time into a micro-film, that is, of a few seconds in length due to the difficulty in collect-
ing frames for the films and depicting the guise of movement. In this section I examine my 
experience of time when producing moving images using the AFM and the editing software to 
produce Wildly Oscillating Molecules. The experience of time is important because the simulation 
of movement and duration are manipulated through speeds of recording, playback and editing 
(Jennings 2015), and these manipulations are the defining characteristic of the moving image. 
The process of creating micrographs took a long time relative to the amount of footage being 
created. There is a temporal difference between the use of a telescope, still camera and the 
AFM. Telescopes remain a real-time experience, whereas still cameras create a sudden and 
comparatively complete arrest of time (Ihde 1998). In contrast to these technologies, the AFM 
transforms time very slowly (dragging across time as the probe drags across the sample) which 
warps it, making it an unusual entity to encounter for makers of the moving image accustomed 
to working with real-time video. Working in the lab for three days to create eight seconds of 
footage had an unusual phenomenological effect on me. Leaving the laboratory for the bustle of 
the city, I had the sense that everything had sped up, and that I was moving through a tar-like 
substance in comparison to others’ movements. This happened every day that I spent working 
with the AFM, using it to collect just one frame every five minutes.  
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Chapter 3 introduced how the collections of micrograph sequences were imported into Adobe 
Premiere Pro and played back at various frame rates. Once I was in this post-production phase I 
was interested in the guise of a moving image, as opposed to a series of stills on a timeline, while 
still having a length that allowed the viewer to gain a perceptual foothold within the work. This 
was a difficult balance as there were relatively few micrographs and so in the Movement series 
there is some jerkiness to the videos. However, given the option of either a smooth two-second 
work or a five-second work with a slightly jerky “stop-motion look”, I chose the latter to give the 
viewer the maximum time to engage with the phenomena. 
A technology’s level of transparent mediation will alter based on whether it is experienced across 
time rather than with an immediate sense of real-time feedback. As we have seen, a real-time 
experience of nano-phenomena is impossible when using the AFM. The AFM, being a scanning 
technology as opposed to a capturing imaging technology, has idiosyncrasies of temporal 
presentation that extend the users’ interaction with nano-phenomena across an abstracted 
timescale, more so than a filmmaker shooting live-action footage. 
The scanned micrograph also embodies an imperceptible temporal manipulation — the atoms 
and molecules being scanned are dynamically and rapidly shifting in space, subject to Brownian 
motion. Even if modern instrumentation could provide an experimental real-time visualisation 
of atomic or molecular motion, the human visual system is incapable of discerning movement at 
such high speeds. Dr Mike Kuiper, a computational research scientist and specialist in molecular 
interactions suggests that at the seemingly ultrafast speeds at which molecules are depicted 
as interacting and moving, it would take years to watch one second of real-time activity unfold 
(2017, personal communication, 6 January). If a water molecule, for example, vibrates 101.97 x 1012  
times in one second, and if it were played back at a perceivable limit of 10 vibrations per second, 
it would take 347 856 years to watch one second worth of movement (M. Kuiper 2018, personal 
communication, 30 July). Therefore, within these micrographs time is presented, and from a 
moving image perspective misrepresented, because we moving image makers who work with 
real-time, live-action video understand one frame to be of a moment. 
Moving images create a way of depicting the physical environment of the nanoscale, and so 
amplify the experience of nanoscale phenomena. Concurrently, the temporal abstraction 
described reduces our access to dynamic, moving nano-phenomena. The nature of the AFM 
mediation is one of temporospatial shifts, where temporality is affected in multiple dimensions. 
This temporal-technological relationship in effect removes linearity from time, the way we 
“normally” experience it, and “normally” leverage it as moving image makers. Time is fractured 
and disrupted, both conceptually in our experience of the nano-phenomena, and realistically in 
our experience of the moving image work. The real-time timeline is broken down, from frame to 
frame and even from pixel to pixel. 
***
There are four experiential shifts that occur in the AFM mediation that I outline: I explained the 
environmental transformation of the body; I outlined its spatial dislocation; I considered the 
interpretations and translations of data; and I discussed temporal modification of nanoscale 
phenomena. These follow Ihde’s amplification-reduction pattern, which describes the way that 
every sensory amplification is accompanied by a form of sensory reduction. The laboratory 
environment transforms the human through the requirement for laboratory garb, and through 
a desiccated, particle-less environment, in which all restrictions, including mandated slow 
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movements and minimal entries and exits, conspire. Through the modification of bodily move-
ments, people working within these cleanroom laboratories become hyperaware of the body and 
its actions. Necessity has dictated that the AFM be sequestered away from cumbersome human 
movements and this phenomenologically disconnects the user from the AFM, while data retains 
a connection, which is then translated by the hermeneutic design of the AFM. The nature of the 
temporal mediation of the AFM reduces the phenomenological access to nano-phenomena and 
puts the viewer and moving image maker in an uncomfortable, non-linear, and conceptually 
disorientating relationship with time. 
Throughout the process of data collecting and micrograph construction, a perceptual concertina 
is at play — one that simultaneously brings the user closer in contact with, and further away 
from, the phenomena of interest. The data and the ensuing visualisation in the micrograph are 
amplifications of the nanoscale, however, we have our tactile experience transformed in the 
presentation of, first, tactile instrumental data, followed by a visualisation. When attending to a 
micrograph we are also effectively blinkering ourselves — shutting out the macro perceptions of 
the world as it is available to our senses. For every connection there is a disconnection, for every 
amplification there is a reduction. However, instead of decoupling the human from the nanoscale 
phenomena, the mediation of the AFM embraces variable temporospatial relationships, leaving 
space for human agency and intentionality in relation to the phenomenological experience. 
My creative process of making moving images is one where amplifications can be highlighted 
and reductions leveraged to construct an immersive phenomenological experience of the 
nanoscale. The manipulation of time within a moving image practice brings the viewer and nano-
phenomena phenomenologically closer together. I suggest that the shift from static micrographs 
to the moving image, textural audio and the use of installations in the presentation of the moving 
image36, comprise a multisensory strategy where human viewers can perceptually apprehend 
nanoscale phenomena, or a particular set of interpretations and translations of them. 
Through my creative process, what I thought I was seeking was a sensorial connection to nano-
scale phenomena, but what I needed was agency as a maker. This heightened sense of agency 
eventuated through three main techniques. First, reassigning agency and freedom to the body 
as it views the project work by choosing immersive viewing locations to show the work in. 
Second, extrapolating the data manipulation beyond those opportunities within the AFM system 
through the design of a customised data mapping pathway. And third, working within a media 
editing software timeline where I had temporal control over the material. The instrumental 
use of tactility and the presence of sonic textures in Wildly Oscillating Molecules illustrate the 
extrapolation of the AFM’s instrumental mediation into creative moving image works, and this 
process occurs as part of the creation of a multisensorial experience of the nanoscale.
         36 Which includes a dark, somewhat blinkering space that aids in immersion.
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Conclusion
Until this project, of the various disciplines that collaborate together under the banner of 
ArtScience, nanoscience and the moving image had yet to be explored. The few artists 
collaborating with nanoscientists have been questioning how interdisciplinary projects might 
envision new perceptions of the nanoscale. Vesna and Gimzewski emphasise that nanoscience 
shifts our ‘perception of reality from a purely visual culture to one based on sensing and 
connectivity’ (2003, p. 7). In this context, the moving image has an opportunity to redefine its 
engagement with nanoscientific content beyond the visual-audio sensory hierarchy and into 
a broader range of multisensory perspectives. For moving image makers, the micrographs 
constructed by the AFM are distinct temporal and algorithmic constructions that defy the 
traditional image classifications that govern optical real-time images. This presents challenges 
and new opportunities for those working with the moving image. 
Through a PLR approach, my project Wildly Oscillating Molecules investigates how a moving 
image practice can use nanoscientific instrumentation and data to create a multisensorial 
presentation of the nanoscale. Through three key phases I have evolved my practice and devel-
oped strategies and techniques of working with nanoscientific instrumentation and data, 
ultimately producing a collection of moving image installations and experimentations. Initially, 
I evaluated nanoscientific technologies and processes for their ability to produce data, audio and 
visual assets. Later, I experimented with new audiovisual production processes, focussing on the 
optically-challenged AFM. Last, I took the nanoscientific datasets I had created and integrated 
them into moving image workflows. I experimented with audio interfaces and resolved the 
relationship between the visual, audio and tactile in the works presented in the Wildly Oscillating 
Molecules exhibition.
Findings
Through this project I have characterised the nature of AFM micrographs and established new 
creative practices and techniques for working with this data. These techniques have proved 
valuable for both scientists and moving image makers. I have also portrayed a unique physical 
working relationship with the AFM — a form of temporospatial disconnection that directly 
affects the practice, and the perceptual outcome of the nanoscale. My examination of the moving 
image practice occurs through the lens of postphenomenology, or technological mediation. Using 
this framework, I describe the nature of the temporospatial and environmental mediation that I 
experienced while working with the AFM. 
The project began with a shift in my own moving image practice, from one that is focussed 
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on human scale or microscale subjects to one that deals with imperceptible, suprasensible 
phenomena. The creative works in this project use a multisensorial approach to shift the 
viewer’s experience of the nanoscale from one commonly dictated by graphs, numbers and non-
representational images, to one that combines the tactile, the visual and the sonic. My practice 
left the 2D screen to explore the possibilities of the multisensory, using 360° audio and audio-
tactile elements. I underwent a shift in approach while going through this creative process. At 
the outset I began by thinking that nano-phenomena could somehow be grasped, or made more 
tangible through the use of media technologies. The intention was that if the instrumentation 
could just be made transparent, the viewer could come into a more authentic relationship with 
nano-phenomena. The “desire to represent the elusive” drove many of my creative choices and 
experimentations, but the phenomena remained just that — elusive. The embrace of their 
ephemeral nature more generally led to a loosening of my grasp on the nano-phenomena, 
and a freer presentation of nanoscale data through the use of 360° audio. In Movement I 
(Nanomorphology), one cannot exclaim: there it is! The viewer must let the data flow over and 
around them, allowing themselves to experience a sense of what is, rather than expecting an 
accurate or authentic representation of what is. 
In characterising the AFM visualisations, I found that these non-images, these micrographs, 
can be better understood as presentations of data, rather than visual representations of the 
phenomena to which they refer. They also present a lineage of mechanical-tactile and algorithmic 
processes. However, because of the way micrographs are embedded in the Nanoscope Analysis 
software, they offer opportunities for data-extraction and creative manipulation, which I have 
leveraged to create audio-tactile effects in the Wildly Oscillating Molecules exhibition.
The micrographs themselves change when taken from a scientific to an artistic context. In the 
laboratory, they retain their place among numerical datasets, graphs and textual interpretations. 
However, AFM micrographs undergo a process of abstraction as they are excised and inserted 
into the gallery space. My presentation of scientific micrographs uses a different style of 
communication than would be used within a scientific paper. This raises the question of how 
much scientific information a viewer requires in an artistic context. Each decision the artist 
makes with regard to the aesthetic and spatial presentation of the work applies an additional 
translation that is extrapolated from the practices of science and into the realm of media. These 
include: the choice of how much scientific context to provide a viewer with; the choice of which 
visual and aural aesthetics to attach to scientific data; the choice of where in the gallery space to 
position the work; and how large to make the image. The choices I made for the works in Wildly 
Oscillating Molecules are grounded in my own experiences with the AFM, which were in turn 
influenced by Ihde’s theories of technological mediation.
The AFM system’s style of mediation is one that Ihde would define as an amplification-
reduction pattern. When the AFM amplifies nanoscale phenomena to allow it to be detected, 
it simultaneously reduces certain sensorial experiences of the phenomena. For example, the 
mediation of the AFM includes a significant temporal reduction, where the AFM cannot be used 
to create real-time video. Instead, it creates individual frames that represent five minutes of 
duration each, and eight-second videos that represent sixteen hours of real-time. This style of 
mediation has informed my creative work, influencing the ways in which the viewer’s experience 
of the data is manipulated with regard to amplifications and reductions, in particular around the 
exploration of temporally dislocated audio-tactile experiences of the AFM data. 
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Through making creative moving image works in the Wildly Oscillating Molecules exhibition, 
I developed a set of practices. I commandeered the AFM to use it as a cinematographic tool, 
making moving instead of still micrographs. This technique included devising approaches to 
tracking, zooming and rotating. I brought these practices together under the term “endurance 
microscopy”. The recording time of the individual micrograph is so long that the process of 
creating moving images takes days rather than minutes or hours. “Endurance” captures the 
extended duration required to generate the moving image sequences I produced. During long 
hours in the laboratory, the term endurance served as a reminder of an end goal, even when I 
could not sense any change in the individual micrographs I was producing for hours at a time. 
Limitations
To develop the space for iterations of lengthy processes I built two notable constraints into the 
project design. First, I reduced the scope of instrumentation to one instrumental system. This 
allowed deeper engagement with the instrumentation (through iterative laboratory-media 
practices with the AFM), but excluded the interrogation of other nanoscientific instrumentation 
and processes. Second, while my research characterises the anatomy of one type of micrograph, 
and usefully recontextualises it for use within a moving image practice, I deemed the develop-
ment of a media nomenclature of scientific image types outside of the scope of this research. 
However, from a moving image and scientific visualisation perspective, there is a clear need for a 
more nuanced nomenclature of “images” and this would have been a helpful resource during this 
project.
Significance and practical applications
The significance of this research feeds into moving image and nanoscientific practices as 
well as the combination of the two. Media artists are increasingly engaging with micro, nano 
and quantum data and scientific imaging technologies, and are concerned with leveraging 
multisensoriality to create experiences of infinitesimal scales and suprasensible phenomena. The 
creative work in Wildly Oscillating Molecules illustrates the expressive multisensorial potential of 
AFM data, and the moving image installations challenge viewers to engage with suprasensible 
modes of existence and to suspend their belief of human scale physics and visual perception.
My research broadens the scope of instrumentation that can be used to create moving images, 
and additionally the cinematographic AFM processes have been incorporated into scientific 
methods, allowing scientists to see processes at the nanoscale occurring in more temporal detail 
than in sets of still images. I applied this technique to my collaborators’ samples in the Functional 
Materials and Microsystems group at RMIT University. My processes helped to investigate the 
degradation of phosphorene, a component used in building microsystems, resulting in a co-
publication in the nanoscientific materials journal Advanced Materials (see Appendix A). It would 
be possible for developers to modify the software associated with the AFM to incorporate and 
simplify the cinematographic techniques I developed. 
Future directions
In addition to presenting phenomenological experience to the general public, one future direction 
might be to perform qualitative analysis of the reception of the creative works by nanoscientists 
well-versed in working with AFM data. 
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Beyond the constraints of the project, there is scope to use the AFM micrographs to develop 3D 
digital experiences, for example with virtual reality or gesture responsive technology. During 
the course of this research several ideas were generated for works of the digital 3D ilk. While the 
focus on the moving image constrained the creative work to 2D visual projections and screen-
based work, alternative technologies provide further opportunities for constructing experiences 
of the nansocale. It would also be possible to revisit other types of nanoscientific instrumentation 
to find a broader range of datasets to use in multisensory artworks, or to apply the process of 
endurance microscopy to other scientific instrumentation. Multisensory art represents many 
modes of presentation within galleries and could be used to further interrogate the scale, 
temporality and spatiality of nanoscientific phenomena. Moving image artists may take up the 
techniques that have been developed in this project, and this form of nanoscientific moving image 
practice could change significantly in the face of rapidly evolving technologies. 
The outcomes of this research fall across disciplines and art forms, and across materials in 
science, technology and media. The collection of techniques, artworks, terms and contextual-
isations I generated through this research project were borne from sparks of inspiration and 
questions initiated by a multitude of interdisciplinary conversations and experimentations. The 
moving image works contribute to the emerging area of nanoart, and importantly, the project 
work makes creative strides toward expanded experiences of nanodata. These strategies for the 
use of audiovisual media help to evolve humanity’s understanding of the nanoscale environment 
and therefore serve both art and science. 
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Few-layer black phosphorous (BP) has 
recently emerged as a promising candi-
date for next-generation nanophotonic 
and nanoelectronic devices. The tun-
able intrinsic bandgap (≈0.3 eV for bulk 
and ≈2 eV for monolayer),[1,2] high car-
rier mobility, and highly anisotropic 
properties of few-layer BP[1,3–5] make it a 
desirable candidate for a variety of appli-
cations, including energy generation and 
storage systems, as well as chemical/bio-
sensing.[6–11] For most of these applica-
tions, the material does not necessarily 
need to be in the form of a monolayer, 
but rather as a thin film, composite, or an 
embedded structure.[12]
A fundamental challenge hampering 
implementation of few-layer BP in prac-
tical scalable devices is its vulnerability 
Few-layer black phosphorous (BP) has emerged as a promising candidate for 
next-generation nanophotonic and nanoelectronic devices. However, rapid 
ambient degradation of mechanically exfoliated BP poses challenges in its 
practical deployment in scalable devices. To date, the strategies employed 
to protect BP have relied upon preventing its exposure to atmospheric 
conditions. Here, an approach that allows this sensitive material to remain 
stable without requiring its isolation from the ambient environment is 
reported. The method draws inspiration from the unique ability of biological 
systems to avoid photo-oxidative damage caused by reactive oxygen species. 
Since BP undergoes similar photo-oxidative degradation, imidazolium-based 
ionic liquids are employed as quenchers of these damaging species on the 
BP surface. This chemical sequestration strategy allows BP to remain stable 
for over 13 weeks, while retaining its key electronic characteristics. This study 
opens opportunities to practically implement BP and other environmentally 
sensitive 2D materials for electronic applications.
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to ambient degradation within a few hours.[13–15] As a result, 
the material rapidly loses its semiconducting properties and 
is rendered unusable. The mechanism and causes of this deg-
radation are still a subject of investigation, with recent reports 
indicating the combination of light and oxygen in the presence 
of ambient moisture being the key factor.[16,17] Considering 
that these factors play a synergistic role, analogies may be 
drawn between the BP degradation mechanism and biological 
systems. An elegant example is photosystem II chemistry in 
plants, wherein a combination of light and oxygen is known 
to produce highly oxidizing radicals and reactive oxygen spe-
cies (ROS) that are toxic to organisms.[18] However, the bio-
logical systems have the unique ability to protect and/or repair 
themselves from such photo-oxidative damage by employing a 
number of antioxidants.[18,19]
To date, the strategies employed to protect BP have relied 
upon preventing its exposure to atmospheric conditions.[16,20] 
Chemical modifications have also been widely utilized to 
manipulate the optical and electronic properties of nanomate-
rials.[21–27] However, these approaches have not capitalized upon 
the antioxidant potential of molecules that could sequester the 
damaging ROS generated on the nanomaterial surface through 
environmental interactions, which eventually causes material 
degradation.
In this work, we carefully engineer a biomimetic platform 
to protect environmentally sensitive 2D materials through their 
surface treatment with antioxidant molecules. Our method 
draws inspiration from the unique ability of biological systems 
to avoid photo-oxidative damage caused by ROS.[19] Since BP 
undergoes similar photo-oxidative degradation,[10,16] we employ 
imidazolium-based ionic liquids (ILs) as quenchers of these 
damaging species on the BP surface. As such, we exploit the 
ROS quenching ability of ILs to stabilize few-layer BP against 
ambient oxidation. Our strategy fundamentally differs from 
the previously reported BP protection techniques, wherein the 
reported methods employ a blocking layer that acts as a phys-
ical barrier between the BP and the environment. This physical 
barrier may be in the form of a layer of inorganic material such 
as aluminum oxide, or a layer of organic molecules such as aryl 
diazonium ions that form covalent bonds with the free surface 
atoms of BP.[26,28–35] We acknowledge that the ability of ILs to 
act as appropriate exfoliation solvents to produce few-layer BP 
has been explored;[36] however, the role of IL in actively seques-
tering ROS to protect BP against ambient degradation, thereby 
preserving its long-term electronic characteristics, has not been 
considered. Therefore, an important distinction of our strategy 
is to employ ILs as a functional chemical barrier, which without 
strongly interacting with BP actively participates in rapidly cap-
turing any ROS that is generated on the BP surface via envi-
ronmental interactions. This IL-mediated chemo-sequestration 
approach offers advantages in terms of: i) noncovalent modifi-
cation of the BP surface, which may otherwise cause changes 
in the electronic properties of pristine BP, and ii) an advance 
in protecting BP through directly targeting its mechanism of 
degradation under ambient conditions, which eliminates the 
requirement of isolating the material from the environment, 
and therefore offering avenues to extending this new approach 
for the protection of other 2D materials that suffer from oxi-
dative degradation. Additionally, ILs also have the potential for 
being employed as gate dielectrics to efficiently tune the Fermi 
energy in BP-based electric-double-layer transistors.[37]
We choose two imidazolium-based ILs, with the same 
1-butyl-3-methylimidazolium [BMIM] cation, but with dif-
ferent anions. Tetrafluoroborate [BF4] anion makes the IL 
highly polar, whereas hexafluorophosphate [PF6] anion makes 
the IL nonpolar. Our investigations begin with the hypothesis 
that the hydrophobicity of [BMIM][PF6] may be more favorable 
in providing resistance against BP degradation, since ambient 
moisture is known to facilitate photo-oxidation of BP.[10,16] We 
treat the surface of 10–15 nm thick BP flakes (see Figure S1, 
Supporting Information) using these two ILs independently 
and test their effectiveness using an in situ environmental 
scanning electron microscopy (ESEM) technique.
ESEM is used to obtain insights into the oxidizing chemical 
reactions that can degrade BP, and to monitor the degrada-
tion rate in real time (Figure 1). This is achieved by imaging 
BP using an electron beam while the ESEM vacuum chamber 
is filled with a small amount (≈8 Pa) of H2O vapor. Electron 
irradiation under such conditions is known to generate highly 
reactive radicals similar to ROS that give rise to oxidation in 
the vicinity of the electron beam, thereby leading to chemical 
etching of even inert materials such as diamond.[38] Figure 1a 
shows a schematic representation of this process. Here, the 
radicals give rise to the rapid degradation of pristine BP within 
15 min of imaging (corresponding to an electron irradiation 
fluence of 2.71 × 1019 electrons cm−2) as seen in Figure 1b and 
Video S1 (Supporting Information). The evolution of pristine 
BP surface degradation is further captured using time-lapse 
atomic force microscopy (AFM) imaging (Video S2 and S3, 
Supporting Information).
In contrast, the IL-treated samples are significantly more 
resilient and able to withstand more aggressive electron expo-
sures. The [BMIM][PF6]-treated BP deteriorates only partially 
after 120 min of electron exposure (corresponding to an elec-
tron fluence of 5.43 × 1021 electrons per square centimeter), as 
is seen in Figure 1c and Video S4 (Supporting Information). 
The [BMIM][BF4]-treated BP is highly stable and resilient even 
after 180 min of exposure and a total electron-beam fluence 
of 1.58 × 1022 electrons per square centimeter (see Figure 1d 
and Video S5, Supporting Information). To confirm that the BP 
degradation seen in the ESEM images is caused by oxidizing 
radicals generated through the dissociation of H2O rather than 
by direct electron-beam damage, reference exposures were 
performed in high vacuum (≈3 × 10−4 Pa), where the observed 
degradation rate is several orders of magnitude lower than in 
the presence of 8 Pa of H2O vapor (see Figure S2 in the Sup-
porting Information). Hence, our in situ ESEM studies vali-
date the dominant role of ROS in BP degradation, while estab-
lishing that the relative hydrophobicity of [BMIM][PF6] (shown 
in Figure 1c) does not result in superior stabilization of BP.
To obtain insights into the nature of binding of ILs to 
BP, we performed density functional theory (DFT) calcula-
tions (Figure 2). The modeling studies for both basal and 
edge planes of BP reveal the chemisorption of [BMIM] cation 
without forming a covalent bond, such that the associa-
tion of the IL ion-pairs to BP is slightly stronger in the case 
of [BMIM][BF4] over [BMIM][PF6] (other optimized structures 
are shown in Figure S3–S8 in the Supporting Information). 
Adv. Mater. 2017, 29, 1700152
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As BP degradation is observed to initiate from its edge plane, 
we also modeled the influence of the crowding effect of ILs at 
the BP edge. Introduction of an additional molecule makes IL 
binding to BP more favorable without influencing their relative 
binding affinity toward BP. Even though in the case of both ILs, 
the chemisorption of [BMIM] cation to BP through its imida-
zole ring is thermodynamically favored; the electrostatic inter-
actions between the anion and the cation play an important 
role in dictating the overall binding energies of the two ILs. 
Further, the binding of the ILs to BP appears to cause minor 
lattice distortions, similar to those observed previously, when 
aryl diazonium chemistry was explored for surface passiva-
tion of exfoliated BP.[26] It may be noted that our DFT studies 
have focused on a single phosphorene monolayer, largely due 
to the requirement of significantly longer computation time for 
multilayer BP, along with the established fact that the binding 
energy between multiple phosphorene layers is known to be 
dominated by van der Waals type forces.[39] Therefore, we would 
expect that adsorbing the ILs on a multilayer phosphorene 
structure is unlikely to have a significant effect on the interac-
tion energy. This is further supported by our DFT studies that 
reveal that the positions of the individual P atoms in the phos-
phorene monolayer are little changed after the IL adsorption. 
This indicates that the IL-BP interactions are localized to the 
outermost, and closest, P atoms. Hence, we would expect that 
adding layers of P to the model will not significantly change the 
results and influence the conclusions that we draw. As such, 
theoretical and experimental studies collectively reveal that 
stronger binding of [BMIM][BF4] to BP makes it a superior sta-
bilizing agent compared to [BMIM][PF6]. It is also noted that ILs 
with [PF6] anions are not very stable under ambient conditions 
and may gradually produce corrosive species, such as hydrogen 
fluoride (HF), which may be responsible for partial degradation 
of BP flakes observed under ESEM.[40] As a result, we further 
focus our investigations on studying the role of [BMIM][BF4] IL 
in BP stabilization and its use in practical devices.
We employ X-ray photoelectron spectroscopy (XPS) to study 
the binding of [BMIM][BF4] to the BP surface and its effect on 
Adv. Mater. 2017, 29, 1700152
Figure 1. a) Schematic representation of the electron-beam-induced ROS production that causes degradation of an unprotected BP surface. 
b–d) ESEM images of the BP flakes imaged in the presence of H2O vapor. b) Pristine BP. c) [BMIM][PF6]-treated BP and d) [BMIM][BF4]-treated BP flakes. 
The flake in (b) deteriorated and shrunk rapidly into the small dark feature as seen in the figure, as well as in Video S1 (see Supporting Information).
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stabilization (Figure 3a and Figure S9, Supporting Informa-
tion). The chemical nature of surface-treated BP was probed 
with C 1s, N 1s, P 2p, B 1s, and F 1s core-level XPS spectra, 
background corrected using Shirley algorithm, and deconvo-
luted into individual components using a Gaussian–Lorentzian 
function. The P 2p core-level binding energies show features 
corresponding to P–P (130 eV), P–C (132.5 eV), P–N (133.5 eV), 
and P–O (134.1 eV), which agree well with literature assign-
ments (Figure 3a).[26,31] The P–C (284 eV)[26] and P–N (401.1 eV) 
signatures are also observed in the C 1s and N 1s spectra, sup-
porting the chemisorption of the imidazolium ring observed 
in DFT modeling. Additional signatures corresponding to 
B 1s and F 1s core levels reflect the presence of [BF4] anion, 
through the [BMIM][BF4] IL chemisorbed on the BP surface, 
as also observed through DFT studies. The relative stability 
of IL-treated BP over pristine BP is also evident from XPS, 
which shows that while the pristine BP readily oxidizes within 
72 h, the surface-treated BP remains largely stable. A marked 
decrease in the intensity of P–O feature in surface-treated BP 
confirms the ability of [BMIM][BF4] in protecting BP against 
ambient degradation.
We next utilize confocal Raman spectroscopy to evaluate 
the ambient stability of the pristine and [BMIM][BF4]-treated 
BP flakes (Figure 3b). BP exhibits three distinct Raman modes 
at 361 cm−1 (A1g mode), 438 cm−1 (B2g mode), and 465 cm−1 
(A2g mode). The A1g mode originates primarily from the out-
of-plane vibrations of phosphorus atoms along the c-axis, 
while the B2g and A2g modes arise from the in-plane vibra-
tions of phosphorus atoms along the b-axis (armchair) and 
a-axis (zigzag), respectively.[41] The A1g mode is considered 
for the mapping as it remains constant when normalized 
to the Si transverse optical mode and hence provides a good 
reference for comparison.[42] In the case of the pristine BP, 
the intensity of the A1g mode becomes nonexistent within 
a week. However, the [BMIM][BF4]-treated sample shows a 
largely nonvariant intensity map even after 36 d of ambient 
storage and multiple cycles of exposure to a Raman laser. To 
quantify these observations, average peak intensities (normal-
ized to the respective day 1 values) acquired on multiple flakes 
from each of the samples are analyzed (Figure 3c). All three 
Raman modes show almost complete decay by day 8 in the 
case of pristine BP (see Figure S10 in the Supporting Infor-
mation for the corresponding pixel-by-pixel raw map and an 
analysis of the B2g and A2g modes). In contrast, the intensity 
average for the [BMIM][BF4]-treated BP flakes remains largely 
consistent, showing an intensity drop in the range of 7.5–9.0% 
over a period of 36 d. We attribute this drop to the laser-induced 
photo-oxidation of BP during multiple cycles of Raman spec-
tral mapping. In fact, to circumvent this issue, researchers 
typically deposit an aluminum oxide passivating layer on BP 
Adv. Mater. 2017, 29, 1700152
Figure 2. Left to right: DFT-calculated thermodynamically favored structures and corresponding binding energies for ILs. a) [BMIM][PF6] and 
b) [BMIM][BF4] chemisorption on the BP basal plane, edge plane, and with two IL pairs on the edge plane. It is evident that the [BMIM][BF4] binds 
more strongly to both BP planes compared to [BMIM][PF6].
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flakes prior to extending Raman measurements, which is not 
required in our case. The average trend observed in multiple 
BP crystallites coupled with the spatial Raman analysis fur-
ther highlights the effectiveness of the proposed [BMIM][BF4] 
IL-based surface treatment methodology against ambient degra-
dation of BP. The potential of [BMIM][BF4] IL in protecting BP 
flakes is further supported by AFM time-lapse videos on pris-
tine (Video S2 and S3, Supporting Information) and IL-treated 
BP flakes (Video S6, Supporting Information). We also located 
sub-10 nm flakes to verify the effectiveness of the IL-treatment 
on thinner flakes by employing Raman mapping over a period 
of 15 d (see Figure S11, Supporting Information). We chose two 
flakes of thicknesses ≈6 and 9 nm, respectively, which along 
with original data on ≈10–15 nm flakes allows a comparison 
of the effectiveness of IL protection on BP flakes of different 
thicknesses. The 6 nm flake was chosen from a sample exfo-
liated and IL-treated under an ambient environment, whereas 
the 9 nm flake was exfoliated and IL-treated under inert N2 
environment. As thinner flakes are more prone to ambient 
degradation, this choice allows us to validate the rigor of IL 
protection on thinner flakes produced under ambient condi-
tions as well. During this period, we did not observe any notice-
able influence on the ability of IL to protect BP flakes obtained 
under different exfoliation conditions, viz. inert versus ambient. 
In general, pristine BP flakes degrade completely in less than a 
week (Figure 3b). As such, even though BP might get slightly 
oxidized when exfoliated under ambient conditions; those 
minor oxidation events do not interfere with the protective 
ability of ILs against further ambient oxidation as indicated by 
the comparison between the stability of two samples as shown 
in Figure S11 in the Supporting Information. Next we focus 
on understanding the mechanism responsible for protective 
effects of [BMIM][BF4] IL. Exposure of BP to light and mole-
cular oxygen leads to ROS generation,[43] which are considered 
to play a dominant role in BP degradation,[16] as also experimen-
tally validated through our current ESEM studies (Figure 1). 
Analogously, in biological systems, natural antioxidants, such 
as carotenoids, play an important role in neutralizing such 
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Figure 3. a) Deconvoluted P 2p core-level XPS spectra after 72 h of ambient exposure for a pristine and a [BMIM][BF4]-treated BP flake. The evolution 
of the P–O feature at 134.1 eV in pristine BP is indicative of the photo-oxidation at the surface within 72 h. In the case of a surface-treated BP flake, 
the P–P, P–C, and P–N features are predominant. b) Spatial Raman peak intensity maps (A1g) for a representative pristine BP flake (days 1 and 8) and 
[BMIM][BF4]-treated BP flake (days 1 and 36). Scale bars denote 1 µm. Corresponding pixel-by-pixel map is shown in Figure S10 (Supporting Informa-
tion). c) Evolution of the normalized intensity (averaged from multiple BP flakes) of the A1g Raman mode over the course of ambient exposure. It can 
be seen that even after multiple exposures to the Raman laser, the surface-treated flakes are largely preserved. The error bars represent a confidence 
interval of 95%.
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damaging ROS.[19] Artificial compounds such as imidazoles 
have also been found to sequester these damaging species.[44] 
As such, to understand the underlying role of [BF4]-based 
imidazolium IL in BP protection, we performed biochemical 
assays that assess the IL-mediated quenching of three different 
ROS, namely, singlet oxygen species (1O2), as well as hydroxyl 
(OH•) and superoxide (O2•−) radicals (Figure 4) (see Section 7 
of the Supporting Information for details). A schematic rep-
resentation of the mechanism is provided in Figure 4a, illus-
trating that photogenerated ROS becomes non-accessible to the 
BP surface owing to the IL-facilitated sequestration. It is seen 
from Figure 4b that when photogenerated 1O2 is exposed to as 
low as femtomolar concentrations of [BMIM][BF4], this IL can 
sequester and quench ≈90% of this damaging species. Other 
free radical species (OH• and O2•−) are also quenched to the 
similar levels, albeit requiring millimolar concentrations of IL. 
Therefore, it is inferred that [BMIM][BF4] provides a unique 
ability to protect BP via sequestration of the damaging ROS.
To elucidate the applicability of our method to real world 
devices, we fabricate a field-effect transistor (FET) from the 
[BMIM][BF4]-treated BP. Figure 5a shows the I–V curves of a 
surface-treated BP FET at varying gate voltages. Figure 5b,c 
shows a comparison of the transfer characteristics (ID vs VG) 
and transconductance obtained from an FET on a pristine and 
Adv. Mater. 2017, 29, 1700152
Figure 4. a) A schematic representation of the [BMIM][BF4] IL-induced ROS sequestration mechanism on the BP surface. b) The ability of [BMIM][BF4] 
to quench different photo-oxidative species, wherein the differences in the molar concentrations of the IL required to quench 1O2, OH•, and O2•− levels are 
notable.
Figure 5. a) ID–VD curves of a [BMIM][BF4]-treated BP FET with varying gate voltages. b) Transfer characteristics of a pristine and [BMIM][BF4]-treated 
BP FET over the course of ambient exposure. c) Comparison of transconductance of a pristine and [BMIM][BF4]-treated BP FET over 92 d. It is seen that 
the characteristics of surface-treated BP FETs are preserved, whereas the electronic properties of the pristine BP FET show rapid degradation within 8 d.
© 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1700152 (7 of 8)
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a [BMIM][BF4]-treated BP flake, respectively. It is seen that the 
performance of the pristine sample deteriorates rapidly within 
8 d resulting in a total loss of switching properties. On the 
other hand, treatment with [BMIM][BF4] preserves the electrical 
characteristics for 92 d.
In summary, we demonstrate a robust procedure to stabi-
lize mechanically exfoliated few-layer BP and protect it from 
oxidation and deterioration. This makes BP amenable to device 
engineering. In particular, we first affirm the damaging role 
of reactive oxygen species using an in situ ESEM study. Sub-
sequently, we show that [BMIM][BF4] ionic liquid can effectively 
sequester these reactive oxygen species, thereby preventing photo-
oxidative degradation of BP flakes under ambient conditions. The 
chemical mechanism of the ionic-liquid chemisorption to the BP 
flakes is studied using DFT modeling. The surface-treated BP 
retains its key electronic characteristics for 92 d. This chemical 
sequestration strategy offers new postsynthesis possibilities of 
employing chemical species with antioxidant properties to protect 
environmentally sensitive 2D materials against photo-oxidative 
damage. In addition, since ILs offer potential as a solvent for 
liquid phase exfoliation synthesis of 2D materials,[36] mechanistic 
findings from this study will assist in improving the efficiency of 
current liquid phase exfoliation strategies. Further investigations 
into this technique have the potential of achieving tunability of 
electronic/optoelectronic as well as chemical properties of BP, 
enabling functional 2D materials and systems.
Experimental Section
Synthesis and Treatment: For all the experiments conducted in this 
work, few-layer BP crystals were obtained via poly(dimethylsiloxane)-
assisted micromechanical exfoliation of commercial bulk BP crystals 
(Smart Elements) on a 50 nm SiO2/Si substrate, which were precleaned 
using acetone and isopropyl alcohol and dried with high purity, 
compressed N2. Surface treatment was carried out straight after the 
synthesis process by drop-casting the ILs on two separate samples. The 
ILs were left on the surface for ≈40 min before being intensively washed 
off using acetonitrile and blow dried with N2.
In Situ ESEM: Electron-beam irradiation was performed on pristine 
mechanically exfoliated few-layered BP on a SiO2/Si substrate as well 
as IL-treated BP flakes. The samples were loaded in a variable pressure 
NanoSEM field-emission gun SEM. The system was pumped down 
to a base pressure of 3 × 10−4 Pa. Water vapor was then injected into 
the chamber so as to achieve a chamber pressure of 8 Pa. The BP 
flakes were imaged using a magnetic-field-assisted gaseous secondary 
electron detector. Electron-beam irradiation was performed by imaging 
the samples repeatedly with a 20 keV, 1.35 nA electron beam using a 
scan rate of 3.36 ms per line and 1452 lines per frame. The flakes were 
exposed for up to 3 h, as indicated in the figures.
Raman Spectroscopy: The spatial Raman peak intensity mapping 
was conducted on a Horiba LabRAM Evolution micro-Raman system 
equipped with 9 mW, 532 nm laser (0.5 µm lateral resolution, 0.25 s 
exposure), and a 50× objective.
AFM: AFM imaging was conducted on a Dimension Icon AFM in 
Scan Assist mode.
ROS Quenching Studies: The ability of [BMIM][BF4] IL to quench ROS 
was performed by assessing its impact on independently sequestering 
three oxidative species, namely, 1O2, O2−, and .OH. These respective 
species were produced through photo-excitation of methylene blue, 
hypoxanthine/xanthine oxidase, and horseradish peroxidase, as 
elaborated in Section 7 of the Supporting Information.
BP FET Fabrication and Characterization: FETs were fabricated on 
mechanically exfoliated BP on 50 nm SiO2/Si substrates. After the 
transfer, a photoresist layer was spin-coated at 4000 rpm for 45 s 
followed by 100 °C soft bake. The electrode patterns were UV-exposed 
using a mask aligner system (MA6, SUSS MicroTec) and subsequently 
developed. The metal electrodes Cr/Au (10/100 nm) were then 
deposited on the developed patterns using electron-beam evaporation. 
Finally, the lift-off in acetone was carried out to reveal the required 
metallic contact pads for microprobes and electrical measurement. 
The FET measurements were conducted using a Keithley 4200SCS 
semiconductor parameter analyzer. All measurements were performed 
under ambient conditions. The electrical characteristics were measured 
weekly for 36 d in parallel with the Raman measurements. Beyond that, 
the sample was left under ambient conditions and retested after 92 d.
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Appendix B: Documentation of AFM 
moving image techniques
Scope: These methods are one of the outputs of this research project. They are provided here as 
documentation — to give a sense of the labour and approaches to working with the AFM, and to 
allow them to be replicated. They will help scientists or artists using AFMs to identify key steps 
for video production and to optimise settings that influence production quality. They will also 
help to identify opportunities for aesthetic manipulation through the data collection process. 
Note that these instructions are intended to supplement, not replace, laboratory training for the 
use of an AFM. 
Collecting AFM data to produce video
Pre-production / micrograph scanning settings
Scan size: Measured in micrometers (μm) or nanometers (nm), this determines the area of the 
sample that will be scanned. Zooming and cropping during data collection will affect this size.
Aspect ratio: Standard aspect ratio is 1 (i.e. square). A setting of 1.77 equals a standard video aspect 
ratio of 16:9.
Scan angle: This angle can be used to rotate the micrograph during the scanning process.
Scan rate: 0.977Hz. The rate the probe tracks across the sample surface. Higher speeds mean 
more feedback gain is required to obtain a well-resolved micrograph.  
Samples/line: Normally used at 256 or 512 data points per line. This determines the number of 
pixels in the micrograph and therefore the resolution. 
Find optimum aesthetic settings by performing a quick scan with a sample rate of 256 samples 
per line to find the area to scan, then adjust settings and repeat, increasing the scan rate once the 
scan area is determined.
Production / live scanning settings
Zooming, tracking and rotation can be altered incrementally over multiple scans, either 
numerically, or by using the graphical tool overlaying the scanned micrograph. The numerical 
approach is required for smooth tracking.
Zooming (using the graphical tool):
 1.   Select Zoom
 2.   Resize the grid that appears to determine the new micrograph area
 3.   Select Execute
 4.   Repeat incrementally to create a zoom that occurs over multiple frames of the video.
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Location of Zoom tool and Execute function.
Tracking (using the numerical approach): 
1. If possible use a visible line etched into the sample substrate to enable alignment of the 
sample with the instrument.
2. Load the sample so that the tracking movement will be either vertical or horizontal, not both.
3. Obtain values for the start and end frames using the Offset tool in the capture window:
i. Click crosshair on desired location
ii. Click Execute
iii. Note x and y offset values for start and end frames. 
4. Decide how many frames are needed in between the start and end frames, considering the 
desired length of the shot and the frames per second in the final video.
5. Subtract the start frame offset from the end frame offset and divide this by the total number 
of frames required. This value will be added to the offset between each scanned frame, 
effectively moving the “camera” incrementally in the direction chosen. This can be calculated 
either for the X or Y offset as needed.
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 For example: I want a three second tracking shot across a hexagonal feature on the right side 
of the screen from left to right. I want my video to be 25 frames per second (see figure below).
•  3 seconds × 25 frames per second = 75 frames
•  Start frame offset X = 507.918nm and Y = 15.607nm
•  End frame offset X = -259.877nm and Y = 15.607nm
•  Increment to increase the X offset by = (+start-+end) / number of frames
•  Increment to increase the X offset by = (507.918 - (-259.877)) / 75 = 3.307nm 
6. Return to the start frame offset values. Set the imaging mode to continuous. For each new 
frame, subtract 3.307nm from the X offset to shift the frame to the right. The Y offset will not 
change. Press enter.
7. Repeat incrementally to create a tracking shot across multiple frames of the video.
         Diagram	showing	movement	from	the	first	to	last	frames.	Note	that	the	offset	value	refers	to	the	centre	of		
          the micrograph (marked +).
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Rotation: 
A similar approach can be taken for rotating the micrograph using the scan angle values.
                       Frame showing the angle before rotation. Scan angle = 0 degrees.
               Frame showing the angle after rotation. Scan angle = 10 degrees.
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Post-production / Exporting micrographs from NanoScope analysis
 1.   Select Flatten then Execute for every micrograph.
 2.   Export the micrographs: Journal Quality Export gives the most control over micrograph  
       options. Here the inclusion or removal of scientific information such as scale bars can be   
       selected. For best quality micrographs do not keep original pixels, and increase the dots  
       per inch (dpi) to 300. Select Export.
 3.    Import micrographs as an image sequence into Adobe Premiere Pro and choose the 
number of frames per second.
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APPENDIX C: List of public 
presentations of the creative work
Scope: These public presentations of my creative outputs help to demonstrate the contribution 
and significance of the research to the artistic community.
Rassell, A 2018, Wildly Oscillating Molecules, Testing Grounds, solo exhibition, November   
 21-December 1.
Rassell, A, Henschke C, and Thomas, P 2018, Art in the submolecular realm: Developing creative   
 practices in nanoscience, quantum mechanics and particle physics, Spectra: Art and Science,  
 panel presentation, Adelaide, South Australia, October 12. 
Mitchell, N 2018 ‘Nanoart: Big ideas on the teeny tiniest canvas’, Science Friction, ABC Radio   
 National, podcast featuring the collaboration of Andrea Rassell and Sharath Sriram   
 September 18.
Rassell, A 2017, Wildly Oscillating Molecules of Unanticipated Momentum and The Movement   
 Series, screened at Sonar+D, Barcelona, June 13 - 15.
Rassell, A, 2017, We are Silently Surveilling One Another, exhibited at Morbis Artis: Diseases of the  
 Arts, RMIT Gallery, Melbourne, 17 November 2016 - 18 February.
Rassell, A & Duckworth, J 2016, Wildly Oscillating Molecules: Science films, embodied technology,  
 and nanoscientific imaging, Electronic Visualisation in the Arts Australasia conference,  
 March 6.
