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Abstract 
An evolutionary history of a set of species can be visualized by phylogenetic trees. 
After giving pairwise distances between the species in the form of a distance 
matrix, Neighbor-Joining (NJ) is a well-known greedy algorithm that constructs 
such a tree with branch lengths. Owing to its speed and accuracy, NJ has been 
widely used by the phylogeny community. 
In the thesis, we explore the properties of binary trees, where a binary tree 
is the mathematical model of a phylogenetic tree. We also prove a necessary 
and sufficient condition for neighbor pairs on a binary tree given the distance 
matrix corresponding to this tree. Based on these, we propose an algorithm of 
NJ on additive matrices using the idea of divide-and-conquer. Our experiments 
on the additive matrices outperforms the current algorithms of NJ implemented 
in MEGA and PHYLIP. 
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The phylogenetic reconstruction problem is to determine evolutionary relation-
ships from biological data. Usually, relationships between different organisms can 
be found by using external characteristics of a species, or, by the DNA sequences 
of a species. The overall relationship can be visualized using a tree, where the tips 
of the tree represent the current species and the internal nodes represent common 
ancestors of those descendants. The distance between any two species in the tree 
represents their level of dissimilarity. Phylogenetics itself is an important branch 
in biology, and also it has important applications such as classifying unknown 
species, for example, in the quick design of influenza vaccines when there is an 
outbreak. 
Phylogenetics treats each species as a group of lineage-connected objects in 
time, where different species are linked by the process of evolution. Evolution 
is regarded as a diversifying process, whereby existing species populations are 
altered over time: differentiate into separate branches, hybridize together, or ter-
minate by extinction. Therefore a tree model is very suitable in representing this 
biological structure. The 'Tree of Life' model (Figure 1.1) is believed within the 
biologist community and it follows the underlying principle of the 'Evolutionary 
Theory' proposed by Darwin. Both of them postulates that all different species 
existed on Earth have a common ancestor. Figure 1.2 is an example of a phy-
5 
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Figure 1.1: The Tree of Life model. 
logenetic tree appeared in [2]. For a detailed introduction on phylogeny, readers 
may refer to [10]. 
Over the past several decades, many methods in constructing phylogenetic 
trees have been proposed: Maximum Parsimony (Minimum Evolution) [7], Maxi-
mum Likelihood [5], Neighbor-Joining (NJ) [11], Unweighted Pair-Group Method 
using Arithmetic mean (UPGMA) [13]. Besides representing biological distances 
using trees, several other methods used other structures such as networks, for 
example, Splitstree [9], Quartnet [8]. Several computer programmes are available 
to draw the phylogenetic trees using NJ or other methods, a few to mention are 
MEGA [16], PHYLIP [6], PAUP [15], Splitstree [9]. 
The famous Neighbor-Joining algorithm was proposed by Saitou and Nei [11], 
and was improved to 0{N^) by Studier and Keppler [14], where N is the num-
ber of taxa. After given the pairwise biological distances between the interested 
species, the algorithm outputs a tree with branch lengths representing the dis-
similarity between connected nodes. Besides NJ, there are other neighbor-joining 
Divide-and-Conquer Neighbor-Joining 7 
f 
I Homarus americanus 
‘ Homarus gammarus 
I — ^ ― — “ Nephrops norvegicus 
I Thaumastocheles dochmiodon 
‘ Thaumastocheles japonicus 
I Eunephrops cadenasi 
‘ Eunephrops manningi 
I Nephropides caribaeus 





‘ Acanthacaris tenuimana 
Neoglyphea inopinata 
— * Enoplometopus crosnieri 





Figure 1.2: A phylogenetic tree of Nephropidae appeared in [2' • 
(I 
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methods, such as, ADDTREE [12], Fast Neighbor-Joining (FNJ) [3], Relaxed 
Neighbor-Joining (RNJ) [4]. 
In the thesis, we develop a new algorithm named Divide-and-Conquer Neighbor-
Joining (DCNJ) for additive matrices on implementing NJ. Although Waterman 
et al. [17] has already proposed an 0{N'^) algorithm on implementing NJ on 
additive matrices, that algorithm cannot be applied to non-additive matrices. It 
is mentioned in Atteson [1] that the number of additive matrices is too small 
compared to the non-additive ones. Therefore the standard complexity in NJ 
now is still Although our algorithm has the complexity of and 
is only applicable to additive matrices now, it can be further developed to apply 
to non-additive matrices. Moreover, this algorithm is based on a new idea on 
implementing NJ — divide-and-conquer. 
The next chapter includes an introduction to graph theory, the NJ algorithm, 
the algorithm of Studier and Keppler, and the algorithm of Waterman. Chap-
ter 3 discusses in details the properties of binary trees and the necessary and 
sufficient condition for finding neighbor pairs in NJ. Chapter 4 describes our al-
gorithm DCNJ and its theories. Chapter 5 shows the experimental results on the 




Current methods on 
Neighbor-Joining 
In this chapter, an introduction to graph theory will be given first, followed by 
a general discussion on visualizing distance matrices. Then we introduce the 
original Neighbor-Joining (NJ) algorithm and its speedup versions proposed by 
Studier and Keppler [14], and Waterman et al. [17]. 
2.1 Introduction to graph theory 
To construct a phylogenetic tree visualizing a distance matrix, it is better to 
understand the properties of trees first. Hence we briefly recall several results in 
graph theory related to trees. For further references, see [18]. 
Definition 2.1 (graph, vertex, edge). A graph G is a collection of vertices (nodes) 
and a collection of edges (lines) that connect pairs of vertices. Usually, we use 
V £ G to say that v is a vertex in G. 
Definition 2.2 (subgraph). A graph S is a subgraph of G if all the vertices and 
edges in S appears in G. 
Definition 2.3 (adjacent vertex, vertex degree). Two vertices are adjacent if 
there exists an edge between them. The degree of a vertex v, deg(i'), is defined as 
the number of vertices adjacent to it 
9 
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Definition 2.4 (end-vertex, internal vertex). In a tree T, a vertex with degree 1 
is called an end-vertex. We call a vertex on T an internal vertex if this vertex is 
not an end-vertex. 
Definition 2.5 (path). A path is a finite collection of vertices and edges alterna-
tively: {？;0, ei,！‘!, 62, • • • , ^K^vpc}, where e^ connects exactly the vertices Vi-i and 
Vi. A path for vertices i,j，denoted by Pij, is a path such that vq = i, Vk = j-
Definition 2.6 (connected, disconnected). A graph is connected if there exists 
at least one path between any two vertices. A graph is disconnected if it is not 
connected. 
Definition 2.7 (weighted graph). A graph G is a weighted graph if there is a 
positive number associated with each edge. The weight (or length) of the edge is 
denoted by w{e) (or 1(e)). 
Figure 2.1 is an example of a weighted graph. 
2 3 6 
\ 丨 / 
\ L y 
/ 丨 \ 
1 4 5 
Figure 2.1: A graph with branch lengths. 
Definition 2.8 (path length). Let P ••= {vo,ei,Vi,e2, •.. , be a path in a 
weighted graph G. The length of the path P, denoted by 1{P), is Xljli K^i)-
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Proposition 2.1 (Handshaking Lemma). In a graph G, the total sum of vertex 
degrees is equal to two times the number of edges, i. e. 
[ d e g � = 2 x 阅， （2.1) 
veG 
where \E\ is the number of edges in G. 
Proof. Since for each edge joining a pair of vertices, the total sum of vertex degree 
will be increased by two. Hence, X^vecdegW = 2 x \E\. • 
Definition 2.9 (tree). A tree is a connected graph such that any pair of vertices 
are connected by a unique path. 
Definition 2.10 (distance between vertices). If u,v are vertices in a connected 
tree T, then the distance between u,v in T is defined as: 
distT[u,D) := l{Pu,v)-
Proposition 2.2 ([18] Theorem 9.1). A tree T with M vertices has M - 1 edges. 
Definition 2.11 (binary tree). A tree T is called a binary tree if all vertex degrees 
are either one or three. 
Figure 2.2 is an example of (unweighted) binary tree, with 13 edges and 14 
vertices: 8 end-vertices and 6 internal vertices. In the thesis, a binary tree will 
always mean a weighted binary tree (see Figure 2.1) with end-vertices labeled 
1，. • •，iV，with N > 4： unless otherwise stated. 
Definition 2.12 (neighbor pair). In a binary tree T, two distinct end-vertices i,j 
form a neighbor pair, denoted by i � j , if the path Pij contains only two edges. 
For example in Figure 2.2, 1 ~ 2,5 ~ 6 and 7 � 8 . 
Usually, we view a binary tree as a composition of branch lengths and topology. 
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4 ‘ >——16 
• 
5 
Figure 2.2: A binary tree with 13 edges (line) and 14 vertices: 8 end-vertices 
(square nodes) and 6 internal vertices (circle nodes). 
Definition 2.13 (topology of binary tree). Given a binary tree T, we can compute 
a topology of T, denoted by T, by joining neighbor pairs step-by-step. Precisely, 
in each step, if we have a ~ b，then a, b are removed from T. Now the vertex 
adjacent to both a and b becomes a new end-vertex and is named a � b or simply 
a. 
For example, given the binary tree in Figure 2.2, we can find a topology of 
the tree by joining neighbor pairs step-by-step: 
1. 1 ~ 2, and renamed as 1，see Figure 2.3, 
2. (1 � 2 ) � 3 or simply 1 � 3，a n d then renamed as 1, 
3. 5 � 6 , and renamed as 5， 
4. 4 � （ 5 � 6 ) or simply 4 � 5，a n d then renamed as 4 
5. ((1 � 2 ) � 3 ) � （ 4 � （ 5 � 6 ) ) or simply 1 � 4 , and then renamed as 1, 
6. ((1 � 2 ) � 3 ) � （ 4 � （ 5 � 6 ) ) � 7 or simply 1 � 7 , and then renamed as 1， 
see Figure 2.5， 
7. (((1 � 2 ) � 3 ) � ( 4 � （ 5 � 6 ) ) � 7 ) � 8 or simply 1 � 8 . 
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Therefore a topology of T is: 
= [1 � 2 ’ 1 � 3 ’ 5 � 6 ’ 4 � 5 ’ 1 � 4 ’ 1 � 7 ’ 1 � 8 ] . (2.2) 
We have several important points to note: 
1. If the end-vertices 1 and 2 form a neighbor pair, we always write 1 ~ 2 
instead of 2 � 1 for consistency. 
2. The bracket (•) is necessary, e.g. (((1 ~ 2 ) � 3 ) � 4 ) ~ 5 T ^ I ~ 2) ~ 
((3 � 4 ) � 5 ) . 
3. Although 7 and 8 form a neighbor pair in T, 7 ~ 8 never appeared in 7[. 
Actually it is hidden among 1 ~ 7, 1 ~ 8. 
4. As we can have more than one neighbor pairs to choose in some steps, we 
can construct another topology of T, e.g. 
r2 = [5 � 6， 1 � 2 ’ 7 � 8 ’ 1 � 3，1 � 7，1 � 4 ’ 1 � 5 ] . (2.3) 
5. In the second last step (Figure 2.5), we are left with three end-vertices and 
any two of them can form a neighbor pair. 
Given a topology of a binary tree, we can reconstruct the shape of the binary 
tree (i.e. the binary tree with branch lengths missing). For example, given the 
topology Ti in (2.2) of a binary T, we can construct the shape of T by joining 
the end-vertices according to the order of the neighbor-pairs on T . First, we join 
2 to 1 in Figure 2.7 to form Figure 2.8. Second, we join 3 to 1(= 1 � 2 ) forming 
Figure 2.9. Third, we join 6 to 5 forming Figure 2.10, and etc. At last, we join 8 
to 14 in Figure 2.11 to recover the shape of the binary tree T, which has already-
been shown in Figure 2.2. 丨 
* 
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3 8 
1 〜 2 丄 
4 ‘ >——MQ 
m 
5 
Figure 2.3: The end-vertices 1,2 are joined together to form 1 ~ 2. 
4 
( 1 � 2 ) � 3 / 
4 ‘ >——HG 
• 
5 
Figure 2.4: After joining 1,2 to form 1 � 2 , it continues to form pair with 3. 
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V 
((1〜2)〜3)〜（4〜（5〜6)) •—— 
Figure 2.5: Only three end-vertices are left, any two end-vertices form a neighbor 
pair. 
z 
( ( ( 1〜 2 )〜 3 )〜 ( 4〜 ( 5〜 6 ) ) )� 1 ‘ 
Figure 2.6: Finally, we join the last pair. 
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3 
1_ • 18 
2" 
4_ " 6 
• 
5 
Figure 2.7: We begin with a graph with no edges. 
3 
iW^ • " 8 
/ 
4_ " 6 
• 
5 
Figure 2.8: Joining 2 to 1 in Figure 2.7. 
2* 職7 
4_ " 6 
• 
5 
Figure 2.9: Joining 3 to 1 in Figure 2.8. 
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2m m7 
4B 5 f — — " 6 
• 
§ 
Figure 2.10: Joining 6 to 5 in Figure 2.9. 
—^— 
• 
Figure 2.11: Only 1 and 8 remain unjoined, and therefore we join 8 to 1. 
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2.2 General discussion on visualizing distance 
matrices by binary trees 
Pairwise biological distance data are given in the form of a matrix, usually abbre-
viated by D, where the entry Dij is the dissimilarity between taxa Since D 
is representing biological distances, it is called a distance matrix and is assumed 
certain properties: 
Definition 2.14 (distance matrix). A matrix D is a distance matrix if: 
1. The matrix D is symmetric, i.e. Dij = Dji for all 
2. The diagonal entries of D are zero, i.e. Da = 0 for all i. 
3. The non-diagonal entries of D are positive, i.e. Dij > 0 for all i + 
The neighbor-joining algorithms or other representations are trying to 'visu-
alize' the distance matrix, for example using a binary tree. Hence, scientists can 
make judgements or get insights by viewing a graph instead of a matrix. 
Definition 2.15 (visualize). Let D be a distance matrix of size N x N. A binary 
tree T with end-vertices labeled 1，• • • , N is said to visualize D if 
KPid) = Dij, 
for all i, j = 1，... iV. 
For example, the following matrix D, 
/ O 5 13 14 24 25\ 
5 0 12 13 23 24 
13 12 0 3 13 14 
14 13 3 0 12 13 ' 
24 23 13 12 0 5 
\25 24 14 13 5 0 / 
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is visualized by the binary tree in Figure 2.1. We can easily check that D is a 
distance matrix. 
Given a tree we can always construct a distance matrix D corresponding to 
T, i.e. for all z, j = 1, • • • , N, 
Dij ：= l(Pi,j). (2.4) 
The fundamental questions about visualizing distance matrices will be — 
correctness and feasibility (i.e. do-able): 
1. Can we know if a binary tree T is correctly visualizing a distance matrix? 
2. Can all the distance matrices be visualized correctly using binary trees? 
To answer the first question, we compute the distance matrix D from the 
binary tree T using (2.4), and then compare D with the given distance matrix D. 
The answer to the second question is negative, as we can show that the fol-
lowing distance matrix cannot be visualized by any binary trees: 
/ O 7 12 9\ 
7 0 9 14 
12 9 0 7 • 
\ 9 14 7 0 
To see that, we note that since there are only four end-vertices, the binary tree 
has a unique topology (Figure 2.12). For instance if we set [i, j , fc, /] = [1,2,3,4], 
then we have to solve the following for a, b, c, d, e: 
’ a + b = Di2, 
a + e + c = D i 3 , 
a + e + d = D i 4 , 
6 + e + c = D23， 
b + e + d == D24, 
� c + d = D34. 
Here we have (a + e + c) + (6 + e + d) = D13 + L>24 = 26 — 18 = Du + D23 = 
( a + e + d ) + (6+e+c ) ’ but the leftmost term equals the rightmost term! Therefore 
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the system of equations has no solution. That means no binary tree with these 
end-vertex labels can visualize D. Similarly we find that the remaining cases 
[1,3,2,4] and [1,4,2,3] have no solution. 
a c 
Figure 2.12: The only topology for binary trees having four end-vertices. 
Though the answer to the second question is negative, we have a condition to 
check if a matrix is visualizable — 'Additive matrix'. 
Definition 2.16 (additive matrix). A distance matrix D is additive or is called 
an additive matrix, if for all distinct i,j,k,l，we have 
Dij + Dki < max{Ai + Djk, Afc + Dji}. (2.5) 
The following theorem relates additive matrices and visualization. 
Theorem 2.3 (Visualization of additive matrices, [17] Theorem 1). Given an 
additive matrix D, there exists a unique binary tree T that visualizes D. 
Proposition 2.4. If T is a binary tree, and D is the distance matrix computed 
from T, then D is additive. 
Proof. Since every four points of T must have the topology like Figure 2.12, the 
additive condition must be satisfied for any 4-tuples from D. • 
Proposition 2.5. A square submatrix of an additive matrix D is additive. 
Proof. It is automatic by definition, as the indices in the submatrix is a subset 
of D. • 
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As now we know only some distance matrices D can be visualized, how can 
we represent the non-additive ones visually? Naturally, there are two ways. The 
first is to search for a binary tree T, such that the corresponding distance matrix 
is 'near' to D. Another is to use structures other than binary trees to visualize 
D, for example, networks [8], [9]. 
2.3 Original Neighbor-Joining algorithm , 
Neighbor joining (NJ) [11] is an algorithm that computes the topology and branch 
lengths of a binary tree T after given a distance matrix D. In NJ, the topology 
of the tree T, denoted by T , is found by: 
1. Given a distance matrix D, define T = 0’ iV :=size of D, indx=[l, 2，• • •，iV]. 
2. For each pair of taxa compute the (z, j)-th entry of the matrix Wpjj 
from D: 
… “ � ： 二 ^！；^+，臺如Ji,严"（2.6) 
3. For all i, WMj{i,i) '•= oo. 
4. Find a^p such that WJVJ(Q；, p) is a minimum entry of Wpjj. 
\ 
5. For all /c, set Dak •= {Dak + D灿 ) /2 and Dka := D^k-
6. Remove the /3-th row and column from D, remove the /3-th entry from indx. 
7. N ..= N -1. 
8. T := [T,indx{a)� 
9. If iV > 3, repeat from Step 2. 
10. Else T := [T,indx(l)�incb(2)’<rida:(l)�incte(3)]. 
Divide-and-Conquer Neighbor-Joining ‘ 22 
After finding the topology of T, the branch lengths of T can be estimated by 
the formula mentioned in [7]. If the end-vertices a,j3 are joined in the topology 
T , then /(Cq), Z(e卢）can be estimated by: 
l{ea) = (2.7) 
Z(e") = + D^z - D^z). (2.8) 
where D^z = E^a.^^afc/CiV — 2). 
Theorem 2.6 (Correctness of NJ on additive matrices [11] P.411-412). Let T be 
a binary tree with N end-vertices, and D be the additive matrix corresponding to 
T. Then the binary tree computed from D by NJ equals T. 
We now give the complexity of NJ. The computation of each Wjvj(i,j) in (2.6) 
needs operations. Since there are 0[N"^�entries in W^j, we need 
operations to compute W^j. After that O^N"^ ) is needed to find the argmin of 
Wnj- Finally we have to repeat the above steps 0{N) times to join the N end-
vertices. Thus the NJ algorithm has an overall complexity of O(N^). Hence, it 
is quite slow. 
2.4 Speedup of NJ 
There are algorithms to implement NJ faster: O(N^) for arbitrary distance ma-
trices and 0(N'^) for additive matrices. 
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2.4.1 0{N^) NJ for arbitrary distance matrices 
Studier and Keppler [14] spotted that the complexity of NJ can be significantly 
reduced to 0 {N^) from To see that, they rewrite (2.6): 
= ( 2 . 9 ) 
where Si := Y!k=\ Dik and S := J2i<i<j<N ^iy As only the argmin of W^j is 
concerned in Step 4 of the NJ algorithm, the computation of S in (2.9) becomes 
unnecessary. Therefore the formula of Wjvj in (2.6) can be replaced by Wsk in 
[14]： 
WsK^HJ) •= {N - 2)DIJ - S i - Sj. (2.10) 
As Wsk = 2[N - 2)Wnj — 2S, we can see W^J and Wsk have identical argmin. 
Thus the replacement of W ^ j by Wsk will not affect the outcome of NJ. 
We now analyze the complexity of this approach. The computation of all 
S I , where i = 1广.，N needs 0{N^). Therefore the computation of Wsk takes 
and finding the argmin needs Since there are 0(N) steps to do, 
the overall complexity becomes which is a huge speedup. 
2.4.2 0{N^) NJ on additive matrices 
On additive matrices, the complexity of NJ is reduced to by the algorithm 
of Waterman et al. [17]: 
1. Pick any two end-vertices and construct the unique binary tree T (actually 
a line). 
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2. While there are end-vertices not added to T: 
(a) Pick a remaining end-vertex k ^T and two end-vertices i,j e T. 
(b) Form the unique binary tree T' visualizing the distances among k. 
(c) If the internal vertex in T' does not coincide with any internal vertices 
lying in the path Pij in T, k has been properly added to T. 
(d) Else select another end-vertex in T not tested before to replace j and 
repeat from Step 2b. 
Theorem 2.7 (Correctness of Waterman's algorithm on additive matrices [17] 
Theorem 2). Let T be a binary tree with N end-vertices, and D be the additive 
matrix corresponding to T. Then the binary tree computed from D by Waterman's 
algorithm equals T. 
Since at each step, we have at most N end-vertices to test, the complexity of 
the algorithm is in total 0{N'^). 
Although this algorithm is an 0(N'^) algorithm on implementing NJ on ad-
ditive matrices, it cannot be applied to non-additive matrices. It is mentioned 
in Atteson [1] that the number of additive matrices is too small compared to the 
non-additive ones. Therefore the standard complexity in NJ now is still O(N^). 
Although our algorithm, the DCNJ algorithm, has the complexity of O(N^) and 
only applicable to additive matrices now, it can be further developed to apply 
to non-additive matrices. Moreover, this algorithm is based on a new philosophy 
on implementing NJ — decoupling the computation of Wsk (2.10). The further 
application of the philosophy may speed up NJ to log N). 
Chapter 3 
Finding neighbor pairs 
In this chapter, we investigate the properties of binary trees. Moreover, we pro-
pose and prove the equivalent condition on the branch length matrix Wsk for 
finding neighbor pairs, where Wsk is defined by (2.10). For simplicity, we use W 
to denote Wsk onwards. 
3.1 Properties of Binary trees 
In Neighbor-Joining (NJ) or other neighbor-joining methods, phylogenetic infor-
mation in a distance matrix is represented by a binary tree. Therefore, we first 
understand the properties of binary trees, especially their internal vertices. Recall 
that all internal vertices in a binary tree have exactly degree three by definition. 
Proposition 3.1. Given a binary tree T with N >4： end-vertices, we have 
1. T has N — 2 internal vertices; 
2. T has 2N -2 vertices; 
3. T has 2N -3 edges. 
Proof. Suppose there are I internal vertices in T. By Proposition 2.2, there are 
25 
4 
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N + I — 1 edges. Using the handshaking lemma, the sum of vertex degrees is: 
J^deg{v) = 2(N + I-l). (3.1) 
veT 
On the other hand, we have N vertices of degree 1 and I vertices of degree 3. 
Therefore the sum of vertex degrees is 
'^deg{v) = N+ 31. (3.2) 
V€T 
Since (3.1) equals (3.2)，we have I = N-2. Thus there are 2N-2 (= N-\-N-2) 
vertices. Hence by Proposition 2.2，we have 2N — 3 (二 iV + / — 1) edges in T. • 
Definition 3.1 (parent/link/bridge vertex). In a binary tree T, an internal ver-
tex is a parent/link/bridge vertex, if it is adjacent to 2/1/0 end-vertices (i.e. 
1/2/3 internal vertices) respectively. The number of respective vertices are de-
noted by P/L/B. 
Note that P + L + B is the number of internal vertices in T if T has at least 
four end-vertices, and also two end-vertices form a neighbor pair if and only if 
they are adjacent to the same parent vertex. Figure 3.1 gives an example of 
parent, link and bridge vertices, where P = 3,L = 2,B = 1. 
Proposition 3.2. In a binary tree T with N > A end-vertices, the number of 
parent vertices is equal to the number of bridge vertices plus two, i. e. 
P = B + 2. (3.3) 
Proof. Let T be a binary tree with N > 4 end-vertices. By Proposition 3.1, we 
have 
P + L + B = N-2. (3.4) 
Let Tj be the connected subtree of T containing only the internal vertices and 
the edges connecting them. Therefore, T； has N — 2 vertices. By Proposition 2.2, 




Figure 3.1: The vertices in a binary tree are categorized into 4 types: 1) black 
square — end-vertex, with degree one; 2) white square — parent vertex, adjacent 
to one internal vertex and two taxa; 3) black circle — link vertex, adjacent to 
two internal vertices and one taxon; 4) white circle — bridge vertex, adjacent to 
internal vertices only. 
Tj has N — 3 edges. By the handshaking lemma, sum of vertex degrees in T/ 
is 2N — 6. On the other hand, as Tj contains internal vertices only, the sum of 
vertex degrees in T； is P + 2L + 3J5. Hence 
P + 2L + 3 5 = 2iV - 6. (3.5) 
Considering 2 x (3.4) - (3.5)，we have P-B = 2, i.e. P = B + 2. • 
Proposition 3.3. In a binary tree T with N > 4： end-vertices, the number of 
parent vertices is greater than or equal to two, i.e. 
P > 2 . (3.6) 
Proof. Since the number of bridge vertices in a binary tree is always non-negative, 
by Proposition 3.2, the number of parent vertex is greater than or equal to two. 
• 
Proposition 3.4. If a binary tree T has only two neighbor pairs say 1 � 2 and 
3 〜4，then its topology is exactly as shown in Figure 3.2. 
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Proof. We know T has only two parent vertices, hence by Proposition 3.2，we 
have no bridge vertices. Therefore the remaining internal vertices must be link 
vertices. If the neighbor pairs are 1 � 2 and 3 � 4 ， t h e tree must have the 
topology shown in Figure 3.2. • 
2 4 « > • • • • • 
1 • • • • • • • • • 3 
Figure 3.2: A binary tree with two parent vertices must have no bridge vertices. 
3.2 Similar rows: finding all neighbor pairs in 
additive matrices 
In each step of NJ, the matrix W is computed from D using (2.10). Then the 
global minimum on W is found and a neighbor pair is joined. By Proposition 3.3, 
every binary tree has at least two neighbor pairs. Therefore the number of steps 
in NJ can at least be halved by joining two neighbor pairs in every step. In 
this section, we describe an equivalent condition, called similar rows, for finding 
neighbor pairs using W. In this section, we assume all W are computed from a 
given additive matrix D using (2.10)，where D corresponds to a binary tree T. 
We first give a definition which will be useful later. 
Definition 3.2 (strict local minimum). An entry of a matrix M, denoted by Mij, 
is said to be a strict local minimum of M if Mij is simultaneously the row and 
the column minimum of M, i.e. 
Mij < Mik and Mij < Mkj, V/c + i j . (3.7) 
Divide-and-Conquer Neighbor-Joining ‘ 29 
It was shown in Saitou and Nei [11] that if form a neighbor pair in T, 
then Wij is a strict local minimum of the matrix W. Therefore, the strict local 
minimum condition is a necessary condition for neighbor pairs. On the other 
hand, Studier and Keppler [14] proved that if (z, j) is an argmin of W, then i and 
j must be a neighbor pair in T. Therefore, the argmin is a sufficient condition 
for neighbor pairs. 
We now show that the strict local minimum condition is not a sufficient con-
dition and the argmin condition is not a necessary condition. Consider the binary 
tree shown in Figure 3.3. We can compute Di corresponding to T\: 
f 0 2 22 22 11 12\ 
2 0 22 22 11 12 
_ 22 22 0 2 13 12 
1 = 22 22 2 0 13 12 • 
11 11 13 13 0 3 
\12 12 12 12 3 0 / 
Hence Wi computed from Di using (2.10) is: 
( 0 - 1 3 0 —52 - 5 2 - 7 6 - 7 2 \ 
- 1 3 0 0 - 5 2 - 5 2 - 7 6 - 7 2 
... —52 - 5 2 0 -134 - 7 0 - 7 4 .... 
购 = - 5 2 - 5 2 - 1 3 4 0 - 7 0 - 7 4 • (3.8) 
- 7 6 —76 - 7 0 - 7 0 0 - 9 0 
乂 一72 - 7 2 - 7 4 - 7 4 - 9 0 0 / 
Since 6) is a strict local minimum on Wi and 5,6 do not form a neighbor 
pair in Ti, a strict local minimum is not a sufficient condition for neighbor pairs. 
Since Wi ( l ,2 ) is not an minimum entry in W and 1 � 2 in Ti，being an argmin 
is not a necessary condition for neighbor pairs. 
We now propose the necessary and sufficient condition for two end-vertices to 
form a neighbor pair in T. 
Definition 3.3 (similar rows). Suppose rrii and rrij are two distinct rows of a 
matrix M. They are called similar rows in M, denoted by rrii �rrij, if 
Mik = (3.9) 
Divide-and-Conquer Neighbor-Joining ‘ 30 
2 b . 5 了 了 6 M4 
Figure 3.3: The binary tree Ti with 1 � 2 and 3 � 4 but W34 < 
For example of the matrix Wi in (3.8), we have Wi � W 2 and W3 � W 4 . 
Theorem 3.5 (Necessary and sufficient condition for neighbor pairs). Let T be 
a weighted binary tree and D be the additive matrix corresponding to T. Let W 
be computed from D using (2.10) and Wi, Wj be two rows ofW. We have 
i ~ j in T Wi � W j in W. (3.10) 
Proof. WLOG, assume T has N end-vertices. First we have for all k ^ 
Wik = Wj, {N - 2) Afc -Si-Sk = {N- 2)Djk - Sj - Sk 
{N - 2)(Afc - Djk) = Si- Sj 
台 D认’ - D j , = (3.11) 
5. 一 S-
{ < = ) If Wi �Wj.，then we have Dik — Djk 二 ——；^ for all k ^ i,j from (3.11). 
iV — 2 
Therefore 
{Dim - Djm) - {Din " Djn) = 0， Vm，u + i � j . (3.12) 
If 2, j are not neighbor pairs, then path Pij contains at least three edges (Fig-
ure 3.4). Therefore the path P := (-Pi,j\{ei, Cj}) + 0 and there must be two other 
t a x a a a n d b s u c h t h a t P C Pa,b- Hence, ( A a 一 Dja) - ( A b — Djb) = 2xl{P) ^ 0 , 
a contradiction to (3.12). 
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(==>)If i � j , then they have a common parent vertex p (Figure 3.5). Since 
paths in a tree are unique, the paths Pi�k, Pj,k must pass through p. Hence for all 
k + i j , 
Dik - Dj, = - /(P,-fc) 
= m . p ) + KPp,k)]-m,p) + l{Pp,k)] 
=M、P)-M、V)' 
Therefore 
= E C A . - Dj,)]/(N - 2) 
fc=i 
={N-2)m,,)-l{Pj,,)]/(N-2) 
=KPi,p) - KPj,p) 
=Dik _ Djk, 
for all k + From (3.11), we have Wj � W j . • 
a b 
m m 
im——ei——4 p ^ ej——mj 
Figure 3.4: i, j do not form neighbor pairs. 
We know that from Theorem 2.3 that a binary tree is exactly corresponding to 
one and only one additive matrix. Also, by Theorem 3.5 we can find the neighbor 
pairs in the binary tree T after given the additive matrix D corresponding to 
T only. Therefore we can say 'the neighbor pair i ~ j in to mean � j 
is a neighbor pair in the binary tree corresponding to D\ We can also say 'the 




Figure 3.5: i, j form neighbor pairs. 
number of neighbor pairs in an additive matrix D is Q, to mean 'the number of 
neighbor pairs in the binary tree corresponding to D is Q\ 
We use Theorem 3.5 in Algorithm 1 to find all neighbor pairs in an additive 
matrix D. 
Algorithm 1: Finding Neighbor Pairs. 
Input: Additive distance matrix D 
Output: Neighbor pairs: ii � j i , i 2 �J.2， . . . ’ where ii < j i , i2 < j'2’.. • 
1 Compute W from D using (2.10) 
2 Find all strict local minima (3.7) on the upper triangular part of W. 
3 For each strict local minima, if similar row condition (3.9) is satisfied, store 
z ~ j as a neighbor pair 
Note that we make use of the strict local minimum condition (3.7) to reduce 
the complexity of Algorithm 1. If we find the neighbor pairs in D by similar 
row condition (3.9) only, it takes 0{N^). It is because checking the similar row 
condition for each pair of end-vertices takes 0[N) and hence to check every pair 
of end-vertices takes x 0{N) = 0{N^). 
We now give the complexity of Algorithm 1. First, we compute W(:= Wsk) 
(2.10) in Then, we find all the strict local minima in the upper triangular 
part of W in 0(N'^). Note that there are at most N strict local minima in the 
upper triangular part of W. After that, for each strict local minimum, we test the 
similar row condition on it, which takes 0{N). Therefore, testing the similar row 
condition for all strict local minima takes at most 0(N'^). Hence, the complexity 
of Algorithm 1 is 0{N'^). 
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After knowing the neighbor pairs, how do we make use of it? For example if a 
binary tree T has only two neighbor pairs, Algorithm 2 can visualize this special 
T. It is possible because we know that the topology is unique from Proposition 
3.3. 
Algorithm 2: Visualize D having only 2 neighbor pairs. 
Input: Additive distance matrix D with 2 neighbor pairs 
Output: Topology T of the binary tree visualizing D 
1 Find neighbor pairs using Algorithm 1, and assume they are 
1 �2’（iV - 1 )� iV 
2 for /e = 3, • • , iV - 2 do 
3 Compute Skel(/c) = (Di^ + Din — � f c ) / 2 (see Figure 3.6) 
4 end 
5 Define Skel(l)=Skel(2)=Skel(iV — l)=:Skel(A^)=oo 
6 SortSkel:=Sort Skel in ascending order, and assume 
Skel(wi) <Skel(u2) S … 级 e l ( _ _ 4 ) 
7 return ：二 [1 � 2， 1 � u i ’ • •.，1 �zi^v—4’ 1 � ( A / • — 1)，1 � i V ] 
The graphical meaning of Skel(/c) is shown in Figure 3.6. 
Proposition 3.6. Algorithm 2 is correct for any additive matrices with only two 
neighbor pairs. 
Proof. The neighbor pairs found by Algorithm 1 must be correct, as guaranteed 
by Theorem 3.5. WLOG, assume the neighbor pairs found are 1 � 2 and ( i V — l ) � 
N. Therefore the true binary tree must have the topology shown in Figure 3.6. 
Hence the order of the numbers Skel(fc) := {Dik + Dim - D^k)!'^ must represent 
the correct order of the end-vertices k in T, where fc = 3, • • • , AT — 2. Therefore 
Algorithm 2 is correct. ' • 
We give the complexity of Algorithm 2. First, we use Algorithm 1 to find 
the neighbor pairs in O(N^). Then, we sort N numbers and find their respective 
indices using 0 {N\ogN) . Therefore the overall complexity of Algorithm 2 is 
O們. 
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2 k � N-1 
• • • • • • • 
1 • • • • • • • • • N 
"" Skel(/c) 
Figure 3.6: Graphical meaning of Skel(fc). 
Chapter 4 
D i vide- and- Conquer 
Neighbor-Joining 
We propose a new algorithm 一 Divide-and-Conquer Neighbor-Joining (DCNJ) 
to implement NJ on additive matrices with complexity where N is the 
size of the input matrix. Although Waterman et al. [17] has already proposed 
an 0{N'^) algorithm on implementing NJ on additive matrices, that algorithm 
cannot be applied to non-additive matrices. In Atteson [1], it was mentioned 
that the number of additive matrices is too small compared to the non-additive 
ones. Therefore the standard complexity in NJ now is still Although 
our algorithm, the DCNJ algorithm, has the complexity of 0{N^) and is only 
applicable to additive matrices now, it can be further developed to apply to non-
additive matrices. Moreover, this algorithm is based on a new philosophy on 
implementing NJ 一 decoupling the computation of W. The further application 
of the philosophy may speed up NJ to log A )^. Therefore, this algorithm 
serves as a stepping stone to a more general algorithm. 
In Section 4.1，we give an example to illustrate the idea of DCNJ and the 
algorithm. In Section 4.2, we explain the theories of DCNJ: its correctness and 
complexity. 
35 
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4.1 DCNJ Algorithm 
Given the binary tree T shown in Figure 4.1，let D be the additive matrix cor-
responding to it. We give an example on applying DCNJ to find the topology of 
T given D. In the DCNJ algorithm, there are two phases. In phase one, we first 
find the number of pairs in D by applying Algorithm 1 to D. If the number of 
neighbor pairs found := Q > 4, then we add all the neighbor pairs found to the 
topology Tp and update D. For example, ii i � j is one of the neighbor pairs 
found by Algorithm 1，we will add i � j to 7p and then remove the j-th row 
and column from D. In fact, this step is exactly doing the same as NJ, but we 
just join more than one neighbor pairs. After that, we repeat this phase with the 
updated D. We will end this phase and go to phase two when we find that the 
number of pairs Q remaining in D is less than four. 
In phase two, we apply different methods to D according to the number of 
pairs Q remaining in D. If Q = 3，we start our divide-and-conquer procedure to 
find the topology of the remaining end-vertices in D. Or if Q = 2, we can just 
apply Algorithm 2 to Z) to find the topology of the remaining end-vertices in D. 
In either case, the topology found will be added to the topology Tp to form the 
final topology T for output. 
To begin with the example, we start with the empty topology 7}? 0 and 
we apply Algorithm 1 to D and find four neighbor pairs: 1 � 2 ’ 6 � 7 , 8 � 9 and 
12 � 1 3 . As now the number of pairs Q = 4, we add the neighbor pairs to Tp 
consecutively to form 
TP 二 [1 � 2， 6 � 7，8 � 9 , 1 2 � 1 3 ] . (4.1) 
After that, we remove the rows and columns corresponding to the end-vertices 
2,7,9 and 13 from D to form D'. In terms of the trees, we remove the end-vertices 
2，7，9 and 13 from T to form T' (Figure 4.2). 
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We now repeat phase one, which means again we look for neighbor pairs in D'‘ 
Therefore we apply Algorithm 1 to D' and find the neighbor pairs 5 ~ 6,8 ~ 10 
and 12 � 1 4 in T'. This time the number of pairs Q = 3. Therefore we go to 
phase two and begin the divide-and-conquer procedure. 
In this procedure, we first form one cluster for each neighbor pair, and then 
we put the remaining end-vertices to either one of these clusters. In our case, 
we form the cluster of 5 � 6 ， 8 � 1 0 and 12 � 1 4 . Then we put the remaining 
end-vertices 1,3,4,11 and 15 into either one of these clusters. To determine 
which cluster should the end-vertex 1 be put into, we consider 了⑴，which is the 
binary tree containing only the end-vertices 1,5,8 and 12 (Figure 4.3). Visually 
we see that 1 � 1 2 in 了⑴’ and therefore we put end-vertex 1 into the cluster of 
12. Numerically for end-vertex 1，we compute D � which is the submatrix of D' 
containing the pairwise distances between 1,5,8 and 12. We apply Algorithm 1 
to D � and find 1 ~ 12. Therefore we put 1 into the cluster of 12. The case is 
similar for end-vertices 3，4 and 15. 
For end-vertex 11, we compute D(ii) which is the submatrix of D' containing 
the pairwise distances between 11，5，8 and 12. This matrix is represented visually 
by the binary tree 了⑴）in Figure 4.4. We can find 8 ~ 11 by applying Algorithm 
1 to and therefore we put 11 in the cluster of 8. 
All the remaining end-vertices have been clustered. We see that the cluster 
of 5，Vs, does not receive any extra end-vertices. Summing up, we have: 
1. The cluster of neighbor pair 5 ~ 6 := Is = [5,6], 
2. The cluster of neighbor pair 8 ~ 10 := Yg = [8,10,11], 
3. The cluster of neighbor pair 12 � 1 4 ：二 Y i^ = [12,14’ 1,3,4,15]. 
We now illustrate the graphical meaning of these clusters. If we consider the 
binary tree T'，there is only one bridge vertex B in it. After removing B and its 
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adjacent edges from T', there are three separated trees remaining. Each cluster 
is exactly containing every end-vertices in one such tree. 
Now we find the topology of each cluster. Since Ys has only two end-vertices, 
obviously, the topology of ¥5 is [5 � 6 ] . Here the end-vertex 6 will be joined with 
5 and therefore the end-vertex 5 is the unjoined vertex in Y5. 
To find the topology of the cluster Yg, we cannot follow the same approach 
as ¥5. It is because Ig has more than two end-vertices and therefore there are 
more than one choices on the topology, for instance [8 � 1 0 ’ 8 � 1 1 ] and [10 � 
11，8 � 1 0 ] . We can see from T' that the first one is correct while the second one 
is wrong. To obtain the correct topology of Yg, we need to use some tricks. First, 
we append an end-vertex outside Vg, say 12, to Ys to form Ys = [8,10,11,12]. Let 
Tg be the binary tree containing the end-vertices in fs (Figure 4.5) and we see 
the topology of = [8 � 1 0，8 � 1 1，8 ~ 12]. As we know the end-vertex 12 is 
external to Ys, we remove the neighbor pair containing it, i.e. 8 � 1 2 ’ to obtain 
the topology of V^s = [8 〜10，8 〜11]. 
Numerically, we first let Dg be the submatrix of D' containing the pairwise 
distances between the end-vertices in Y .^ Visually, D^ is corresponding to the 
binary tree Tg- Therefore there are two neighbor pairs in Dg and hence we can 
apply Algorithm 2 to them. In fact, we will prove in Proposition 4.3 that every 
t 
such appended cluster contains exactly two neighbor pairs. In our case, we apply 
Algorithm 2 to D^ and get the topology [8 � 1 0 , 8 � 1 1 , 8 � 1 2 ] . As we know 
that the end-vertex 12 is outside Vg, we remove the last neighbor pair 8 ~ 12 from 
this topology to get [8 � 1 0 ’ 8 � 1 1 ] ’ which is the correct topology of Ys,. Since 
the end-vertices 10 and 11 will be joined with 8 successively in this topology, the 
unjoined vertex in Yq is the end-vertex 8. 
Since the cluster Y12 has more than two end-vertices, we use the same approach 
as Ys to find its topology. We first append the end-vertex 5 to Yu to form 
>^ 12 = [12,14,1,3’ 4’ 15，5]. Let D^ be the submatrix of D' containing the pairwise 
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distances between the end-vertices in Y^. Visually, D12 is corresponding to the 
binary tree f u shown in Figure 4.6. Again we see that there are only two neighbor 
pairs in the appended cluster T'12, as guaranteed by Proposition 4.3, and therefore 
it is valid to apply Algorithm 2 to D12 to find the topology of ^12- The topology 
found is [12 � 1 4 , 1 2 � 1 5 ’ 1 � 1 2 ’ 1 � 3 ， 1 � 4 , 1 � 5 ] , which is exactly the 
topology of T'12. As we know the end-vertex 5 is not in ¥12, we remove the last 
neighbor pair 1 � 5 from this topology to get [12 � 1 4 , 1 2 �15，1 � 1 2 ’ 1 � 3 ’ 1 � 
4]. The unjoined end-vertex in Y12 is the end-vertex 1 instead of 12 because we 
have to keep the index notation consistent, so we write 1 ~ 12 instead of 12 ~ 1. 
Summing up, we have 
1. The topology of Ys := T5 = [5 � 6 ] , 
2. The topology of : = 石 = [ 8 �10，8 � l l j , 
3. The topology of Yn ：= Tu = [12 �14，12 � 1 5 ’ 1 � 1 2 ’ 1 � 3 ’ 1 � 4 ] . 
After computing the topologies for each cluster, there are only three unjoined 
end-vertices 5,8 and 1 from the clusters >5, Y^  and Yn respectively. As mentioned 
in the notes after the definition of topology (Definition 2.13), we know that any 
two end-vertices form a neighbor pair if there are only three end-vertices left. 
Therefore, we form the topology of the three remaining end-vertices 
= 〜5,1 〜8]. (4.2) 
At last, we recombine the topologies: 7p in (4.1), and % in (4.2) 
to get the topology of the binary tree that visualizes D: 
r = [1 � 2 ’ 6 � 7 ’ 8 � 9，1 2 �13，5 � 6，8 �10，8 � 1 1 ， 
12 〜14，12 〜15，1 〜12，1 〜3’ 1 〜4，1 〜5’ 1 〜8], 
which is exactly the topology of T in Figure 4.1. To see that, we can join neighbor 
pairs in T step-by-step, i.e. first join the end-vertices 1 and 2 in T to 1, and then 
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join the end-vertices 6 and 7 in T to 6，and etc. To find the branch lengths of T, 
we follow the same approach as NJ, which has been described in Section 2.3. 
2« 
3 4 5 6 
•——H 11"——O \ 
15 
• 10" n 
14 
1 3 入 入 
Figure 4.1: A binary tree T with fifteen end-vertices. 
3 4 5 6 
•——<. 11"—— 
15 
• • 10" P 
14 T 
\ \ 
Figure 4.2: A binary tree T' with eleven end-vertices. 
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J 
\ \ 
Figure 4.3: The binary tree T(i) with four end-vertices corresponding to ！？⑴. 





Figure 4.4: The binary tree T(ii) with four end-vertices corresponding to 
We see that 8 � 1 1 . 




Figure 4.5: The binary tree T � containing only the end-vertices of the cluster 
1>8 = [8，10,11,12]. 






Figure 4.6: The binary tree T(i2) containing only the end-vertices of the cluster 
yi2 = [12,14,1,3,4,15,5]. 
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Algor i thm 3: Divide-and-Conquer Neighbor-Joining Algorithm (DCNJ) 
Input: Additive distance matrix D 
Output: Topology T of a binary tree visualizing D 
1 while size of D > 4： do 
2 Find all neighbor pairs in D: ii ~ j i , • • • , zq ~ jq by Algorithm 1 
3 if Q > 4 then 
4 Tp := [Tp, � j . i，…’ iQ � j Q ] 
5 Remove the ji,j2-, •.. , jg-th row and column from D 
6 else break 
7 end 
8 end 
9 if Q = 3 then 
10 Define Yg ••= [iq,jq] for g = 1,2,3 
11 forall V ^  ii, ji,- • • ,^ 3, js do 
12 Define x :=[幻，化、�3] 
13 for a, 6 = 1, • • • ,4 do 
14 D�(ci，&) := D(x{a),x{b)) 
15 end 
16 Find all the neighbor pairs in D � by Algorithm 1 
17 if V � i q in D…）then 
18 Yq ：= KJ -U ] 
1 9 e n d 
20 end 
21 for q = 1,2,3 do 
22 if l y j = 2 t h e n 
23 7； [ig �Jg] 
24 else 
25 m := q (mod 3) + 1’ define Yq ：二 
26 Find Jg := the topology of Yq by Algorithm 2 
27 Tq'.= 'fq with the last neighbor pair removed 
2 8 e n d 
2 9 e n d 
30 Define Sq := minVg for g = 1,2,3，and assume Si < S2 < S3 
3 1 T u ：= [ S i � S 2 , S i � S 3 ] 
32 return T := [7>’7"i’T2，7"3’Tc/]/* Recombine T^'s * / 
33 else 
34 Apply Algorithm 2 to D to get T' 
35 return T := [Tp,T'] 
36 end 
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4.2 Theories of DCNJ on additive matrices: Cor-
rectness and Complexity 
In this section, we provide theories of DCNJ. We now give several propositions 
useful in proving the correctness of DCNJ. Let us recall from Proposition 2.5, 
that any square submatrices of an additive matrix are additive, and therefore it 
is valid to talk about neighbor pairs in submatrices. Another point to remind is 
from P. 31 that the sentence � j in D, is to mean H � j in the unique binary 
tree that corresponds to D\ 
Proposition 4.1. If i � j is a neighbor pair in an additive matrix D of size 
N，then i � j is a neighbor pair in any square submatrices of D containing the 
end-vertices 
Proof. WLOG, we assume z = 1 and j = 2. Let D' be the {N - 1) x {N - 1) 
square submatrix of D, where the N-th row and column of D are removed. By 
Theorem 3.5, we have for fc = 3，4’ …，iV, 
WD{l,k) = WD(2,k), (4.3) 
where Wd is computed from D using (2.10). 
Let Wd' be computed from D' using (2.10). Let Snik) := TZ=iD[k,m) 
for /c = 1, • • • , iV and Sd'{1) ：= Em=} D'(l,m) for / = 1, • • • , AT - 1. Then for 
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n = 3, • • • — 1, we have 
WD'(hn)-WD'{2,n) = {N - 3)[D'(l ,n) - D'(2,n)] - Sd'{1) + Sd'{2) 
= { N - 3) [D(l ,n) — D(2,n)] - � + Sd'{2) 
= { N - 2)[D(l，n) — D(2,n)] - [D(l ,n) - Z)(2’n)] 
-Sd{1) + ^(1, N) + — D(2，N) 
= { N - 2)[D(l’n) - D(2,n)] - 5 ^ 1 ) + S d ^ 
-[Z)(l, n) — D(2, n)j + D(l, N) - D(2, N) 
= - WD(2,n) - [D(l,n) - D(2,n)] 
+ D ( l , i V ) - D ( 2 , A 0 
=-陣’ n) - D(2, n)l + D( l , N) - D{2, iV), (4.4) 
where the last inequality follows from (4.3). As 1 � 2 in D，we have D{1, N) + 
D(2, n ) - D ( l , n ) - D ( 2 , N) = 0. Therefore from (4.4), we have for n 二 3’ • •. , i V -
1, 
WD'{l,n)-WD'(2,n) = 0, 
which means 1 � 2 in by Theorem 3.5. 
Any square submatrices of D can be formed by removing a row and the 
corresponding column from D consecutively. Therefore the above argument can 
be repeated each time and thus we have i ~ j in any square submatrices of D 
containing the end-vertices • 
Propos i t ion 4.2. Let D be an additive distance matrix of size A^  > 4, then the 
number of neighbor pairs in any square submatrices of D is less than or equal to 
D. 
Proof. Let T be the binary tree corresponding to D. Let D' be the square sub-
matrix of D, where the TV-th row and column of D is removed. Recall that the 
indices in the matrix D are corresponding to only end-vertices in T. Let N be 
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an end-vertex in T, and b be the internal vertex adjacent to N in T. Let c, d be 
the other two vertices adjacent to 6 in T (see Figure 4.7). 
Let T' be the binary tree constructed by the following steps: first, we remove 
the end-vertex N, the internal vertex b and also the edges e � e ^ , e^ from T; then 
we add an edge ecd to connect c, d with length 
Kccd) := l{ec) + l(ed)- (4.5) 
Now T' looks exactly like Figure 4.8. We can see that T' is a binary tree because 
the vertex degrees of c, d are unchanged. 
k N 
？ T 
z i 7 j 
• 厂 e 十 “1 • 
Figure 4.7: The binary tree T in Proposition 4.2. 
k • 
• i o 
I i J 
“••••••••.^•••••••.•…广〜 • 
Figure 4.8: The binary tree V in Proposition 4.2 
We want to show that the binary tree T' constructed this way is visualizing 
D'. It means we have to show l(P(’j) = D'(i,j) for all z, j = 1, • • •，iV — 1, where 
P- j is the path of in T'. 
First, we want to show / (P/ j ) = l(J\j), where Pij is the path of in T. To 
see that, if the path “ in T' does not contain the edge ecd, then it is exactly 
the path Pi,k in T. Therefore l{Plf^) = l(J\k). If the path P^j in T' contains the 
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edge Bed, then the path Pij in T contains the edges e � ’ e .^ Therefore we have 
KKj) = mMKKci)+m’j) 
=KPU) + KKd) + KKj) 
=l{Pi,c) + l{ecd) + l{Pdj) 
=l{Pi,c) + l{ec) + l{ed) + l(Pd,j) 
=l{Pi,c) + l{Pc,a) + l(Pa4) + l{Pd,j) 
=KPij)-
Therefore we have for alH, j = 1, • • • , N _ 1 
m,j) = i(Aj) = Dij = D'iiji 
and hence the binary tree T' visualizes D'. 
We now prove that the operations on T to form T' will not increase the number 
of parent vertices in T'. Since only the vertices b, c, d, N are modified from T to 
T', we investigate the cases on them only. As 6, N are removed in T', we only 
consider the cases for c, d in T: (i) both c, d are end-vertices, (ii) c, d are both 
internal vertices, only c is an internal vertex and (iii) d is an end-vertex. 
Case(i): We now prove that the case (i) is not possible. Recall that any-
internal vertices in a binary tree are of degree three, and any end-vertices in it 
are of degree one. Now the internal vertex b is connecting exactly the three end-
vertices c, d, N in T, and therefore b, c, d, N cannot connect to other vertices in 
T. Hence if there are another vertex in T, then T will be disconnected. Therefore 
T has only three end-vertices, i.e. iV = 3，which contradicts to our assumption 
that N > 4： stated in the beginning of the proposition. 
Case(ii): If both c, d are internal vertices in T, then c,d remain as internal 
vertices in T', e.g. if c is a link vertex in T', then c will remain a link vertex in 
r . 
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Case(iii): If c is an internal vertex and d is an end-vertex in T, then 6 is a 
parent vertex in T as it is adjacent to both d and N in T. No matter what c will 
change to, the number of neighbor pairs in T' will not be increased as a parent 
vertex 6 in T has already been removed in T', 
Summing up the three cases, we have that the number of parent vertices in 
T' is less than or equal to T. As each parent vertex corresponds to a neighbor 
pair, the number of neighbor pairs in T' is less than or equal to T, and therefore 
the number of neighbor pairs in D' is less than or equal to D. 
Any square submatrices of D can be formed by removing a row and the 
corresponding column from D consecutively. Therefore the above argument can 
be repeated each time and thus we have the number of neighbor pairs in any 
square submatrices of D is less than or equal to D. • 
Proposition 4.3. Let T be a binary tree with N end-vertices and let a �b，c ~ d 
and e � f be the only neighbor pairs in T. Let the set Y be defined as: 
Y {a,b,c,vw • ,'Ufc}, (4.6) 
where Vi^Y if and only if Vi � a in the binary tree containing only vi, a, c and e. 
Then the binary tree T' containing the end-vertices in Y has only two neighbor 
pairs. 
Proof. By Proposition 3.3, we know T' has at least two neighbor pairs. Therefore 
we want to show that if T' has more than two neighbor pairs, we will have a 
contradiction. We separate the proof into three cases: \Y\ < 6, \Y\ — 6 and 
m > 6. 
If |y| < 6, then T' must have two neighbor pairs because we need two end-
vertices to form a neighbor pair. If \Y\ = 6, then T' will look like either Figure 4.9 
or Figure 4.10. Note that the existence of a ~ 6 in T' is guaranteed by Proposi-
tion 4.1. 




am vi u • • uc 
^ i • Z 
Figure 4.9: A binary tree T'. 
am • • • • 
Figure 4.10: A binary tree having two neighbor pairs. 
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We will show that the first case is not possible and therefore T' must look 
like Figure 4.10. Suppose T' is the binary tree as shown in Figure 4.9. We 
add the end-vertex d to T' to form T". As c, d form a neighbor pair in T, by 
Proposition 4.1，they must form a neighbor pair in T". Therefore T" must look 





am^ t'lH——ee——^ 了 
ea 62 64 Be 
^ ei i——63——i es 
66 Sd 
Figure 4.11: The binary tree T". 
Now we add e, / to T" to form T….By Proposition 4.1，e � f must be a 
neighbor pair in T'". If e � / are added at the edge 65 in T" to form Figure 4.12, 
then we have four neighbor pairs in V " . By Proposition 4.2, it implies the binary 
tree T has four or more neighbor pairs, which is contradicting to our assumption 
that T has exactly three neighbor pairs. The case is similar for adding e � / at 
the edges ei, 62,63 and 64 in T". 
If e � / were added in between the neighbor pair a � b or c ~ d in T'\ i.e. 
Co, Cb, Cc or ed in Figure 4.11，then a ~ b 01 c ~ d would not be a neighbor pair 
in T'". Since a ~ b and c � d are neighbor pairs in T, by Proposition 4.1，they 
must also be neighbor pairs in T〃'，hence we have a contradiction and therefore 
e � f cannot be added in between the neighbor pair a ~ b ot c � d . 
f 
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V2 
u 
am Vim • • mc 
� ^ ^ ^ ^ 
• A . 
Figure 4.12: A binary tree having four neighbor pairs. 
Therefore the only places that e ~ f can be added to T" are the edges 
between the neighbor pair vi � V 2 , i.e. Cq, e-j. WLOG, we assume e ~ / is added 
in between ee to T" and forming V" as shown in Figure 4.13. However, if we 
consider only the binary tree containing the end-vertices Vi^a^c and e, we see 
that vi ^ e which implies Vi ^ V, el contradiction to the definition of the set Y 
in (4.6). 
We have shown that existence of T'" lead to contradictions, and therefore the 
binary tree T' in Figure 4.9 is wrong. Therefore T' must look like Figure 4.10 
and hence it has only two neighbor pairs. 
For \Y\ > 6, and if T' has three or more neighbor pairs, then there exists Vi, Vj 
that form a neighbor pair in T'. Using a similar approach in the above, we can 
add d and e � / to T' to obtain a contradiction. Therefore the binary tree T' 
containing 'the end-vertices in Y has only two neighbor pairs. • 
Proposition 4.4. The divide-and-conquer procedure (line 10 to 32) in Algo-
rithm 3 is correct, i.e. given a binary tree T with exactly three neighbor pairs, 
the topology obtained from the procedure given the input D is the topology of T, 
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e V2 • • 
/•~~i 
am 4 o • uc > \ 
Figure 4.13: The binary V" . 
where D is the additive matrix corresponding to T. 
Proof. WLOG assume the neighbor pairs in T are 1 � 2 ， 3 � 4 and 5 � 6 . Since 
T has three neighbor pairs, by Proposition 3.2, T has only one bridge vertex. 
Therefore we can assume T looks like Figure 4.14 and the topology of T is 
T = [1 ~ 2,1 ~ ？；!, • • • , 1 ~ ~ 4,3 ~ ui,3 ~ 1^ 2, ••‘ ~ 
5 〜6’ 5 〜《；1’... ’ 5 ~ 叫，1 〜3’ 1 〜5]. 
We now show that T' , the topology found by the divide-and-conquer proce-
dure given D, is exactly T. To prove this, we will show both cases 
r = [. . . ’1 �ixi’...]， (4.7) 
i.e. ui is in the cluster of the neighbor pair 1 ~ 2, 
T' = [" '，1 �i»2，1 � … ] , (4.8) 
i.e. the ordering of Vi^ V2 from the topology of cluster 1 is wrong, are not possible. 
For the first case, if 1 ~ is found in T' , it means that ui will form a 
neighbor with the end-vertex 1 in the binary tree containing Ui, 1,3 and 5 only. 
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However, as we can see from T, it is not possible as ui will form a neighbor 
with the end-vertex 3 in this binary tree instead of 1. Hence the first case is not 
possible. 
If the second case is true, it means that the topology computed on the ap-
pended cluster {1，2’ 3，？；1，^；2’.. , ^^ n} is [1 ~ 2’ 1 �？；2，1 �^；1’. . •，1 � 3 ] instead 
of the correct one [1 � 2 , 1 〜？;1’ 1 �?;2，...，1 � 3 ] . However, as we have proved 
in Proposition 4.3 that the appended cluster has exactly two neighbor pairs, we 
can apply Algorithm 2 to the appended cluster to find the topology. By Propo-
sition 3.6，Algorithm 2 will return the correct topology of the appended cluster, 
and hence the second case is not possible. 
We have proved both (4.7) and (4.8) are not possible. The end-vertices ui,vi 
and V2 in the above argument can be generalized to any Ui,Vj,Vk. Therefore the 




Vi V2 Vn Wr U^ Ui 
2* • • • • • • m mi 
尸 . . . . — 一 K s 
Figure 4.14: Binary tree T corresponding to Proposition 4.4. 
Theorem 4.5 (Correctness of DCNJ on additive matrices). Let T be a binary 
tree with N end-vertices and D be the additive matrix corresponding to T. Then 
the binary tree computed from D by DCNJ equals T. 
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Proof. The DCNJ algorithm has two phases (see beginning of Section 4.1). The 
phase one is combining several neighbor pairs found by Algorithm 1. Since the 
end-vertices joined must be neighbor pairs, as guaranteed by Theorem 3.5, phase 
one is correct. In phase two, we will either apply the divide-and conquer proce-
dure or Algorithm 2. Their correctness have been proved in Proposition 4.4 and 
Proposition 3.6 respectively. Hence DCNJ is correct. • 
Proposition 4.6 (Complexity of DCNJ). DCNJ is an O(N^) algorithm, where 
N is the size of the input matrix D. 
Proof. The DCNJ algorithm has two phases. In phase one, the process of finding 
all neighbor pairs in D by Algorithm 1 needs 0{N'^). If the number of pairs 
> 4, then we add all the neighbor pairs to the topology T in 0(N). After that 
we remove Q rows and columns from D, and therefore it needs at most 0(N'^). 
Hence the complexity for each run of this phase is 0{N'^). We need to repeat 
phase one at most 0{N) times, as there are N end-vertices in D. Hence, we need 
at most O(N^) before going to phase two. 
In phase two, if the number of pairs Q = 3, we start our divide-and-conquer 
approach. For each end-vertex v that does not form neighbor pairs, we find the 
submatrix D(…of D, where the size of this matrix is 4. Therefore computing the 
neighbor pairs in Z ) � by Algorithm 1 needs 0(4^) 二 0 { l ) . Hence, the process 
of dividing the remaining end-vertices into different clusters takes 0(N) as there 
are at most 0{N) end-vertices that do not form a neighbor pair. We know that 
the size of each cluster is at most 0{N), and therefore applying Algorithm 2 to 
compute the topology on each cluster takes There are three clusters in 
total and therefore the complexity to compute the topology for each of them is 
3 X O(N^) = (9(iV"2). Hence, the complexity of divide-and-conquer procedure is 
In phase two, if the number of pairs Q = 2’ we can apply Algorithm 2 
to get the topology using 0(N'^). 
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We need O(N^) in phase one, O(N^) in phase two and 0(N) to combine 
the topologies found in both phases. Therefore the total complexity for DCNJ is 
O(N^). • 
Although DCNJ has the same complexity compared to NJ, our experiments 









Although Waterman et al. [19] has already proposed an 0{N^) algorithm on 
implementing NJ on additive matrices, this algorithm cannot be applied to non-
additive matrices. It is mentioned in Atteson [1] the number of additive matrices 
is too small compared to the non-additive ones, and therefore the standard com-
plexity in NJ now is still Although our algorithm has the complexity of 
0{N^) and only applicable to additive matrices now, it can be further developed 
to apply to non-additive matrices. Therefore, this algorithm serves as a stepping 
stone to a more general algorithm. Hence, we only compare the speed of our 
algorithm to the algorithm of Studier and Keppler (Section 2.4) implemented 
in two famous software packages containing NJ: PHYLIP [6] and MEGA [17]. 
Both of them are written in C + + and we download the executables directly. Our 
algorithm is written in MATLAB. 
All experiments were done in a desktop computer having 3.2G CPU and 
IG Ram on a Windows XP environment. We first generate a binary tree with 
arbitrary topology and then assign a random positive number to each branch as 
branch length. Next, we compute the distance matrix corresponding to the binary 
tree. By Proposition 2.4，we know that the distance matrix must be additive. 
After that, we input the matrix into PHYLIP [6], MEGA [17] and our algorithm 
DCNJ separately. Finally, we take the average time of ten independent runs. On 
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additive distance matrices, as we have proved in Chapter 4’ all of our results are 
identical to NJ. We can see from Table 5.1 that the speed of DCNJ outperforms 
the other two algorithms, despite they all have the same complexity O(N^). The 
size of the matrices in the real applications ranges from tens to several hundreds 
(for example in [9] and [18]). 
Matrix Size, N NJp [6l NJm [17] DCNJ — 
100 < 1 < 1 0-1 
200 < 1 < 1 0.3 
400 1.6 1.9 0.4 
800 9.8 6.4 3.3 
1600 75.3 40 5.2 
2000 150.6 81.3 11.2 
Table 5.1: Comparison of NJ, DCNJ on additive matrices with NJ implemented 




In the thesis, we showed various properties of binary trees. Also, we proposed and 
proved the equivalent condition for neighbor pairs on W. Using this condition, 
we gave a new algorithm named DCNJ on implementing Neighbor-Joining in 
O(N^) operations on additive matrices. Besides, we proved the correctness of 
this algorithm. Our experiments show that this algorithm is much faster than 
the NJ method implemented in MEGA and PHYLIP, despite they are of the same 
complexity. Although this algorithm is not as good as Waterman's algorithm on 
additive matrices in terms of complexity, from our experiments we believe DCNJ 
can be modified to achieve the complexity of 0(N"^\ogN). 
On the other hand, we are trying to relax the similar row condition in finding 
neighbor pairs in DCNJ such that it can be applied to non-additive matrices. In 
DCNJ, the similar condition Wj � W j can be rewritten as 
In non-additive matrices, the above equation has to be relaxed to, for instance, 
E l^ ifc - < c’ 
where e is a parameter to be determined after giving the distance matrix. Our 
target will be to estimate e such that DCNJ can compute the binary tree exactly 
as in NJ. 
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