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a b s t r a c t
In this paper, we establish a modified symmetric successive overrelaxation (MSSOR)
method, to solve augmented systems of linear equations, which uses two relaxation
parameters. This method is an extension of the symmetric SOR (SSOR) iterative method.
The convergence of the MSSOR method for augmented systems is studied. Numerical
examples show that the new method is an efficient method.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the following augmented system:
A B
BT 0

x
y

=

b
q

, (1)
where A is anm× m real symmetric and positive definite matrix and B is anm× n real matrix. System (1) can be found in
many different applications of scientific computing, e.g., finite element discretization to solve partial differential equations
including Stokes equations and Navier–Stokes equations, constrained least squares problems, and generalized least squares
problems (see [1–6]). Such systems typically result from mixed or hybrid finite element approximations of second-order
elliptic problems, elasticity problems or the Stokes equations [7], and from Lagrange multiplier methods [8].
Some researchers have investigated various methods to solve augmented systems such as (1). Golub et al. [9] presented
several SOR-like algorithms. Bai et al. [10] also developed a SOR-like method, and presented the generalized SOR (GSOR)
method for augmented linear systems. Darvishi and Hessari [11] developed the symmetric SOR (SSOR) iterative method to
solve such systems. Also, Zhang and Lu [12] presented the generalized symmetric SOR (GSSOR) method for solving large
sparse augmented systems. One may find details of symmetric iterative methods to solve different kinds of linear systems
in [13–17].
In this paper, we develop a modified symmetric SOR method to solve augmented system (1) using two relaxation
parameters.
The rest of the paper is organized as follows. In Section 2, the outline of the modified symmetric SOR method to solve
(1) is provided. In Section 3, we obtain the convergence region for this method. In Section 4, some numerical examples are
presented. Finally, the paper is concluded in Section 5.
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2. The modified symmetric SOR (MSSOR) method
For the sake of simplicity, we rewrite augmented linear system (1) as
A B
−BT 0

x
y

=

b
−q

, (2)
where A is an m × m real symmetric and positive definite matrix and B is an m × n real matrix. Because of zero block in
the coefficient matrix, we cannot solve the system by the SOR method. Hence, Golub et al. [9] presented several SOR-like
algorithms to solve such an augmented system. In this paper, for the coefficientmatrix of augmented system (2), we consider
the following splitting:
A =

A 0
0 Q

−

0 0
BT αQ

−

0 −B
0 βQ

= D −Al −Au, (3)
where Q is an n× n real symmetric and nonsingular matrix, and α and β are two real numbers satisfying α + β = 1 with
αβ ≠ 0.
Let
L = D−1Al =

0 0
Q−1BT αI

, U = D−1Au =

0 −A−1B
0 βI

.
Let z(k) =

x(k)
y(k)

be the kth approximation of solution (2) by the modified symmetric SOR method using splitting (3).
Symmetric successive overrelaxation methods can be considered to be a double-sweep method. The first sweep is in fact
the special method itself, while the second one is the iterative methodwith the roles of lower and upper triangular matrices
in the iterative method interchanged. By deleting a common vector in two relations, one can obtain a single equation; this is
called a symmetric iterative method. In themodified symmetric SORmethod, first we obtain z(k+
1
2 ) from z(k) by the forward
SSOR method [11] as follows:
z(k+
1
2 ) = J1z(k) + (I−ΩL)−1ΩD−1c, (4)
where
Ω =

ωIm 0
0 τ In

,
J1 = (I−ΩL)−1[(I−Ω)+ΩU]
=
 (1− ω)Im −ωA−1Bτ(1− ω)
1− ατ Q
−1BT
1− τ + βτ
1− ατ In −
ωτ
1− ατ Q
−1BTA−1B

and
c =

b
−q

.
Note that
I−ΩL =

Im 0
−τQ−1BT (1− ατ)In

,
so we have det(I−ΩL) = (1− ατ)n ≠ 0 if and only if 1− ατ ≠ 0.
Then, by the backward SSOR method, we compute z(k+1) from z(k+
1
2 ) as
z(k+1) = J2z(k+ 12 ) + (I−ΩU)−1ΩD−1c, (5)
where
J2 = (I−ΩU)−1[(I−Ω)+ΩL]
=
(1− ω)Im −
ωτ
1− βτ A
−1BQ−1BT −ω(1− τ + ατ)
1− βτ A
−1B
τ
1− βτ Q
−1BT
1− τ + ατ
1− βτ In
 .
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Note that
I−ΩU =

Im ωA−1B
0 (1− βτ)In

,
so we have det(I−ΩU) = (1− βτ)n ≠ 0 if and only if 1− βτ ≠ 0.
By combining (4) and (5), we obtain the modified SSOR iteration method as follows, which is a direct relation between
z(k+1) and z(k),
z(k+1) = Jz(k) +w, (6)
where the iteration matrix J = J2J1 is given by
J11 = (1− ω)2Im − ωτ(1− ω)(2− τ)
(1− βτ)(1− ατ) A
−1BQ−1BT
J12 = −ω(2− ω)A−1B+ ω
2τ(2− τ)
(1− βτ)(1− ατ)A
−1BQ−1BTA−1B
J21 = τ(1− ω)(2− τ)
(1− βτ)(1− ατ)Q
−1BT
J22 = (1− τ + βτ)(1− τ + ατ)
(1− βτ)(1− ατ) In −
ωτ(2− τ)
(1− βτ)(1− ατ)Q
−1BTA−1B
(7)
and
w = (I−ΩU)−1(2I−Ω)(I−ΩL)−1ΩD−1c
w1 = ω(2− ω)A−1b− ω
2τ(2− τ)
(1− βτ)(1− ατ)A
−1BQ−1BTA−1b
+ ωτ(2− τ)
(1− βτ)(1− ατ)A
−1BQ−1q+ ω
(1− βω)(1− αω)A
−1BQ−1q
w2 = ωτ(2− τ)
(1− βτ)(1− ατ)Q
−1BTA−1b− τ(2− τ)
(1− βτ)(1− ατ)Q
−1q.
We have
J = J2J1 = (I−ΩU)−1[(I−Ω)+ΩL](I−ΩL)−1[(I−Ω)+ΩU]
= (I− (I−ΩU)−1ΩD−1A)(I− (I−ΩL)−1ΩD−1A)
= I− (I−ΩU)−1(2I−Ω)(I−ΩL)−1ΩD−1A.
Now, the modified SSOR algorithm is given as follows.
Let Q ∈ Rn×n be a nonsingular and symmetric matrix.
For initial vectors x(0) ∈ Rm and y(0) ∈ Rn, and relaxation parameters ω and τ ,
y(k+1) = (1− τ + βτ)(1− τ + ατ)
(1− βτ)(1− ατ) y
(k) + τ(2− τ)
(1− βτ)(1− ατ)Q
−1BT [(1− ω)x(k) − ωA−1By(k) + ωA−1b]
− τ(2− τ)
(1− βτ)(1− ατ)Q
−1q
and
x(k+1) = (1− ω)2x(k) − ωA−1B[y(k+1) + (1− ω)y(k)] + ω(2− ω)A−1b.
Here, Q is also used for an approximate (preconditioning) matrix of the Schur complement matrix BTA−1B.
3. The convergence of the MSSOR method
In this section, we study the convergence region for parameters ω and τ in the MSSOR method for solving augmented
system (1).
Lemma 1. If λ is an eigenvalue of matrix J and B is a full rank matrix, then λ ≠ 1.
M.T. Darvishi, P. Hessari / Computers and Mathematics with Applications 61 (2011) 3128–3135 3131
Proof. Suppose that λ and x =

x1
x2

are the eigenvalue and the corresponding eigenvector of J, respectively. Then, we have
Jx = λx
or
(1− λ)(I−ΩU)x = (2I−Ω)(I−ΩL)−1ΩD−1Ax.
This equation can be written as
(1− λ)

Im ωA−1B
0 (1− βτ)In

x1
x2

=

(2− ω)Im 0
τ(2− τ)
1− ατ Q
−1BT
2− τ
1− ατ In

ωx1 + ωA−1Bx2
−τQ−1BT x1

.
So, we have the following system of two equations:(1− λ)x1 + (1− λ)ωA
−1Bx2 = ω(2− ω)x1 + ω(2− ω)A−1Bx2
(1− λ)(1− βτ)x2 = ωτ(2− τ)1− ατ Q
−1BTA−1Bx2 + ωτ(2− τ)1− ατ Q
−1BT x1 − τ(2− τ)1− ατ Q
−1BT x1
or ((1− ω)
2 − λ)x1 = ω(λ− ω + 1)A−1Bx2
(1− λ)(1− βτ)x2 − ωτ(2− τ)1− ατ Q
−1BTA−1Bx2 = (ω − 1)τ (2− τ)1− ατ Q
−1BT x1.
If λ = 1, then
x1 = −A−1Bx2
−ωQ−1BTA−1Bx2 = (ω − 1)Q−1BT x1.
So, we have Q−1BTA−1Bx2 = 0. Since Q−1BTA−1B is a nonsingular matrix, x2 = 0, and so x1 = 0, which shows that the
corresponding eigenvector of λ is a zero vector, which is impossible. Therefore, λ ≠ 1. 
Theorem 2. Suppose that λ and µ satisfy the following condition:
(λ− 1)(1− βτ)(1− ατ)[(ω − 1)2 − λ] = λωτ(2− ω)(2− τ)µ. (8)
If λ is an eigenvalue of J satisfying λ ≠ 1 and λ ≠ (ω− 1)2, then µ is a nonzero eigenvalue of Q−1BTA−1B. Conversely, if µ is
an eigenvalue of Q−1BTA−1B, then λ is an eigenvalue of J.
Proof. Suppose thatλ and x =

x1
x2

are the eigenvalue and the corresponding eigenvector ofJ, respectively. Then, by similar
argument as in Lemma 1, we have
((1− ω)2 − λ)x1 = ω(λ− ω + 1)A−1Bx2 (9)
(1− λ)(1− βτ)x2 − ωτ(2− τ)1− ατ Q
−1BTA−1Bx2 = (ω − 1)τ (2− τ)1− ατ Q
−1BT x1. (10)
From Eq. (9) and by the assumption that λ ≠ (1− ω)2, we have
x1 = ω(λ− ω + 1)
(1− ω)2 − λ A
−1Bx2,
and, by setting x1 in (10), we have
(λ− 1)((ω − 1)2 − λ)(1− ατ)(1− βτ)x2 = λωτ(2− ω)(2− τ)Q−1BTA−1Bx2.
Using assumption (8) yields that
Q−1BTA−1Bx2 = µx2.
If x2 = 0, then from (9) we are led to x1 = 0, which is a contradiction that x is an eigenvector, i.e., x ≠ 0. On the other
hand, if µ = 0, then we are also led to the fact that Q−1BTA−1B is a singular matrix. This is a contradiction. Therefore µ is a
nonzero eigenvalue of Q−1BTA−1B.
We can prove the second assertion by reversing the process. 
Note that conditions α + β = 1 and αβ ≠ 0 are necessary to enable splitting (3). However, one may easily show that for
the special case ω = τ , α = 0 and β = 1 the modified symmetric SOR method reduces to the symmetric SOR one, and we
have the following.
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Corollary 3 (Darvishi and Hessari [11]). Suppose that λ and µ satisfy the following condition:
(1− ω)(1− λ)[λ− (ω − 1)2] = ω2(ω − 2)2λµ. (11)
If λ is an eigenvalue of J satisfying λ ≠ (ω− 1)2 and λ ≠ 1, then µ is a nonzero eigenvalue of Q−1BTA−1B. Conversely, if µ is
an eigenvalue of Q−1BTA−1B, then λ is an eigenvalue of J.
Lemma 4 ([18]). Consider the quadratic equation x2 − bx+ c = 0, where b and c are real numbers. Both roots of the equation
are less than one in modulus if and only if |c| < 1 and |b| < 1+ c.
Theorem 5. Let A ∈ Rm×m and Q ∈ Rn×n be symmetric positive definite, and B ∈ Rm×n be of full column rank. Assume that all
eigenvalues of Q−1BTA−1B are real and positive. Then the MSSOR method is convergent if ω satisfies
0 < ω < 2
and τ satisfies the following conditions:
0 < τ < 2,
1− ατ > 0, 1− βτ > 0, 0 < τ
(1− ατ)(1− βτ) <
2+ 2(ω − 1)2
ω(ω − 2)2ρ ,
where ρ is the spectral radius of Q−1BTA−1B.
Proof. Let λ be an eigenvalue of J, and letµ be an eigenvalue of Q−1BTA−1B that satisfies Eq. (8). After somemanipulations
on Eq. (8), we have
λ2 −
[
1+ (ω − 1)2 − ωτ(2− ω)(2− τ)µ
(1− ατ)(1− βτ)
]
λ+ (ω − 1)2 = 0.
According to Lemma 4, we know that |λ| < 1 if and only if
|(ω − 1)2| < 1
and
|1+ (ω − 1)2 − ωτ(2− ω)(2− τ)µ
(1− ατ)(1− βτ) | < 1+ (ω − 1)
2.
From the first inequality, we can easily show that
|(ω − 1)2| < 1 if and only if 0 < ω < 2. (12)
From |1+ (ω − 1)2 − ωτ(2−ω)(2−τ)µ
(1−ατ)(1−βτ) | < 1+ (ω − 1)2, we have
−1− (ω − 1)2 < 1+ (ω − 1)2 − ωτ(2− ω)(2− τ)µ
(1− ατ)(1− βτ) < 1+ (ω − 1)
2.
This relation changes into the following inequalities:
− ωτ(2− ω)(2− τ)µ
(1− ατ)(1− βτ) < 0 (13)
and
2+ 2(ω − 1)2 − ωτ(2− ω)(2− τ)µ
(1− ατ)(1− βτ) > 0. (14)
Inequality (13) is true if and only if
(1− ατ)(1− βτ) > 0 and 0 < τ < 2.
From inequality (14), we have
τ(2− τ)
(1− ατ)(1− βτ) <
2+ 2(ω − 1)2
ω(ω − 2)µ .
Hence, we have the above inequality if
0 <
τ(2− τ)
(1− ατ)(1− βτ) <
2+ 2(ω − 1)2
ω(ω − 2)ρ .
This completes the proof. 
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Table 1
Number of iterations (IT), residual (RES), and spectral radii (ρopt and ρ) of SOR-like, SSOR and
MSSOR methods for case I of Example 1.
m 128 512 1152 2048
n 64 256 576 1024
m+n 192 768 1728 3072
SOR-like
ωopt 1.0585 1.0520 1.0476 1.0451
IT 100 189 275 359
RES 1.43e−7 4.80e−7 1.02e−6 1.85e−6
ρopt 0.817591 0.898910 0.929234 0.945331
SSOR
ω 0.4990 0.5444 0.5321 0.5300
IT 61 111 174 200
RES 1.67e−8 1.69e−8 2.04e−8 4.19e−8
ρ 0.6940 0.8210 0.8825 0.9106
CPU time 0.7295 93.195 1185.4 6342.2
MSSOR
α 0.78 0.76 0.74 0.72
β 0.22 0.24 0.26 0.28
ω 0.4711 0.3655 0.3405 0.3156
τ 0.6311 0.6968 0.7932 0.8082
IT 38 58 73 106
RES 5.4393e−8 8.0229e−8 9.4344e−8 1.1162e−7
ρ 0.5289 0.6345 0.7137 0.7996
CPU time 0.4305 48.435 488.54 2895.101
4. Numerical examples
In this section, we give two examples to illustrate the MSSOR method to find the solution of the related augmented
system. The results of the first example are compared with the results obtained by algorithms of the SOR-like and SSOR
methods presented by Golub et al. [9] and Darvishi and Hessari [11], respectively, while the results of the second example
are compared with those of the SSOR method obtained by Darvishi and Hessari [11].
Example 1. Consider augmented system (1), in which
A =

I ⊗ T + T ⊗ I 0
0 I ⊗ T + T ⊗ I

∈ R2p2×2p2
B =

I ⊗ F
F ⊗ I

∈ R2p2×p2
and
T = 1
h2
tridiag(−1, 2,−1) ∈ Rp×p, F = 1
h
tridiag(−1, 1, 0) ∈ Rp×p,
where⊗ is the Kronecker product symbol and h = 11+p .
For this example, we setm = 2p2 and n = p2. Hence, the total number of variables ism+n = 3p2. We report the number
of iterations (IT), the norm of the absolute value of the error vectors (residual which denoted by RES), the spectral radius of
the iteration matrix (ρ), and the elapsed CPU time. Here, RES is defined to be
RES =

‖b− Ax(k) − By(k)‖22 + ‖q− BT x(k)‖22.
We start computations from initial vector {((x(0))T , (y(0))T )T } = 0 and terminate if the current iteration satisfies ERR <
10−9, where ERR is the norm of the absolute value of the error vectors, defined by
ERR =

‖x(k) − x∗‖22 + ‖y(k) − y∗‖22
‖x(0) − x∗‖22 + ‖y(0) − y∗‖22
,
and (x∗, y∗)T = (1, 1, . . . , 1)T is the exact solution of the system.
We chose Q = tridiag(BT Aˆ−1B) for case I where Aˆ = tridiag(A) and Q = tridiag(BTA−1B) for case II.
As we can see from Tables 1 and 2, in both cases the new algorithm works very well. Note that in Tables 1 and 2, ωopt
shows the optimal value of ω and ρopt shows the optimal value of the spectral radius of the iteration matrix in SOR-like
method.
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Table 2
Number of iterations (IT), residual (RES), and spectral radii (ρopt and ρ) of SOR-like, SSOR and
MSSOR methods for case II of Example 1.
m 128 512 1152 2048
n 64 256 576 1024
m+n 192 768 1728 3072
SOR-like
ωopt 1.1128 1.1336 1.1413 1.1453
IT 91 171 248 324
RES 2.49e−7 1.09e−6 2.56e−6 4.81e−6
ρopt 0.802396 0.889414 0.922135 0.939636
SSOR
ω 0.5815 0.5933 0.5935 0.5950
IT 41 90 136 181
RES 1.93e−8 2.70e−8 1.97e−8 4.19e−7
ρ 0.5743 0.7852 0.8534 0.8875
CPU time 0.4898 81.995 1129.4 6938.3
MSSOR
α 0.78 0.75 0.80 0.80
β 0.22 0.25 0.20 0.20
ω 0.5450 0.4200 0.4202 0.2995
τ 0.6550 0.78 0.7855 0.7798
IT 32 45 80 98
RES 3.4028e−8 1.9378e−7 2.7910e−7 1.4465e−7
ρ 0.4550 0.5800 0.7464 0.7828
CPU time 0.3828 40.015 644.04 3734.8
Table 3
Number of iterations (IT), residual (RES), spectral radius (ρ), andCPU timeof the SSOR andMSSORmethods
for Example 2.
Method m n ω τ α IT RES ρ CPU time
SSOR 50 40 0.533 0.533 0 29 1.7658e−7 0.467 0.0523
50 40 0.453 0.453 0 35 8.8473e−8 0.547 0.0561
MSSOR 50 40 0.8600 0.5000 0.5300 15 4.0637e−9 0.2017 0.0257
50 40 0.7980 0.5011 0.6300 15 7.4257e−9 0.2020 0.0243
SSOR 200 150 0.453 0.453 0 37 6.0728e−7 0.547 6.0640
200 150 0.5300 0.5300 0 30 1.9824e−7 0.4700 4.9352
MSSOR 200 150 0.7980 0.4811 0.6200 15 6.4271e−8 0.2020 2.3746
200 150 0.7801 0.4955 0.6200 16 4.2304e−8 0.2199 2.5258
SSOR 400 300 0.6295 0.6295 0 57 4.5545e−7 0.6658 141.2200
400 300 0.6315 0.6315 0 64 4.0627e−7 0.6762 151.5800
MSSOR 400 300 0.8010 0.4955 0.7300 15 1.5571e−7 0.1990 34.9590
400 300 0.7991 0.5155 0.7300 16 2.9550e−8 0.2010 37.0260
Example 2. Consider the following augmented system, given in [19]:
A B
BT 0

x
y

=

b
q

(15)
where
A = (aij)m×m =
i+ 1, i = j,
1, |i− j| = 1,
0, otherwise,
B = (bij)m×n =

j, i = j+m− n,
0, otherwise.
We chose the right-hand side vector (bT , qT )T ∈ Rm+n = (1.6, . . . , 1.6, 1, . . . , 1)T and Q = tridiag(BTA−1B). We solved
this example by SSOR and MSSOR methods. Table 3 shows the numerical results. As this table shows, in all cases of m and
n we can find a value for parameter α for which the number of iterations and value of the spectral radius of the iteration
matrix in our MSSOR method is better than similar concepts in the SSOR method [11], for all selected values of r and ω.
5. Conclusions
In this paper, we have presented a modified symmetric SOR (MSSOR) method to solve augmented systems of linear
equations. This method uses two parameters. Full exploitation of the presence of these parameters will provide us with
methods which will converge faster than the SSOR method. The determination of optimum values of the parameters needs
further study.
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