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Abstract-In this paper, we develop the switching con- 
troller presented by Lee et al. 1141 for the pose control of 
a carlike vehicle, to allow the use of an omnidirectional 
vision sensnr. To this end we incorporate an extension to a 
hypothesi.; on the navigation behaviour of the desert ant, 
calaglyphis bicolor, which leads tu a correspondence free 
landmark based vision technique. The method we present 
allows positioning to a learnt location based on feature 
hearing angle and range discrepancies between the robot’s 
current view of the environment, and that at a learnt location. 
We present simulations and experimental results, the latter 
obtained using our outdoor mobile platform. 
, I. INTRODUCTION 
A key skill for the autonomous navigation of mobile 
robots is the ability to find particular locations in a 
workspace. Futther to this, in order to perform useful 
tasks, a mobile robot requires the ability to servo to par- 
ticular poses in the environment. For the nonholonomic, 
car-like vehicle used in these experiments, Brockett 131, 
showed that there is no smooth, continuous control law 
which can locally stabilise such systems. 
Insects in general display amazing navigation abili- 
ties, traversing distances far surpassing the best of our 
mobile robots on a relative scale. To do this, evolution 
has provided insects with many ‘shortcuts’ enabling the 
achievement of relatively complex tasks with a minimum 
of resources in terms of processing power and sensors 
1211. In particular, the high ground temperatures encoun- 
tered by the desert ant, cataglyphis bicolor, eliminates 
pheren~ones as a potential navigation aid, as is used by 
ants in cooler climates [12]. The desert ant navigates using 
a combination of path integration and visual homing. 
Visual homing, also known as visual piloting, is the 
process of matching an agent’s current view of a location 
in a distinctive locale to a (pre-stored) view at some target 
position. Discrepancies between the two views are used 
to generate a command that drives the agent closer to the 
target position. The process enables the agent to ‘find’ 
positions in distinctive locales. These distinctive locales 
can then be linked to generate paths through an environ- 
ment 191, [ I l l ,  eliminating the need for complex map- 
like representations, instead embedding this knowledge in 
terms of what the agent’s sensors can ‘see’. 
Peter Corke 
CSIRO Manufacturing and Infrastructure 
Technology, 
P.O. Box 883, Kenmore 4069, Australia 
When applied to nonholonomic mobile robots, the 
constraints of Brockett’s theorem prevent the insect-based 
strategies from completely resolving the pose stabilisation 
problem; they enable servoing to a position but cannot 
guarantee a particular orientation (see e.g. 1121, 1211 - it 
should be noted that these vehicles could spin on their 
own axis, and thus orientation errors on reaching ‘home‘ 
could be resolved with a simple switching strategy - the 
problem is more complex for a car-like vehicle). 
In the control community, the problem of stabilising 
a mobile robot to a specific pose has generally been 
approached from two directions; the open-loop and closed- 
loop strategies. Open loop strategies seek to find a 
bounded sequence of control inputs, driving the vehicle 
from an initial position to some arbitrary position, usually 
working in conjunction with a motion planner (e.g. 1131, 
[18]). Finding this sequence of control inputs is difficult 
for the nonholonomic case and, in the event of distur- 
bances, a new plan has to he formulated. 
The dosed-loop strategies consist of designing a feed- 
hack loop using proprioceptive and exteroceptive sensors 
to provide estimates of the vehicle‘s state (see e.g. [16]). 
Feedback control systems are generally more robust to un- 
certainty and disturbances when compared to their open- 
loop counterparts. All real mobile robots and sensors are 
subject to noise and uncertainty -feedback control would 
thus seem essential. However, due to the well-known 
limitations presented by Brockett, there is no smooth, con- 
tinuous control law which can locally stabilise closed-loop 
nonholonomic systems to a pose [3]. These limitations 
can be side-stepped by either relaxing the constraints on 
desired pose (i.e. stabilising to a point without a guarantee 
on orientation, as for the insect inspired approaches), using 
discontinuous control techniques (see e.g. [I], [Z], [51, 
[14]), or by using time-vaqing control (see e.g. [ZO]). 
Much of the literature does not address what has been 
found in this study to be a significant limitation of many 
control algorithms for the pose stabilisation of car-like 
vehicles - input saturation. 
For the task at hand, we argue the case for the feedback 
control methods, with vision used as the primary sensor. 
However, it is clear that a measure of open-loop planning 
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is also usually required in order to prevent deadlock 
situations from occurring. Here, we are concerned only 
with the feedback component for the task of servoing to 
a position and orientation. The use of visual feedback 
is finding increasing application in the solution to this 
problem (see e.g. [5], 161, [SI, [i91), but the use of 
omnidirectional camera systems has not yet been fully 
explored. 
The remainder of this paper is arranged as follows: 
Section I1 details the switching control technique and some 
of the adaptations we have made to cope with noisy vision 
data and to ensure stability; Section IIl describes our 
experimental system and briefly outlines some preliminary 
results: Section IV concludes the paper and presents some 
directions of future interest. 
11. CONTROL STRATEGY 
In this section, the switching control strategy presented 
by Lee et al. 1141 is developed. We then show how a 
derivative of the insect inspired Average Landmark Vector 
model of navigation presented by Lambrinos et al. [12] can 
be used to provide the required quantities to the switching 
controller. 
A. Kinemaiics 
Our vehicle is (approximately) car-like in its kinematics. 
Referring to Fig. 1, the kinematics in Cartesian space of 
our experimental vehicle are: 
i = vcose 
tan+ e = v- 
y = vsine (1) 
Fig. 1. 
counter-clackwise positive. 
The vehicle and the coordinale syslern used. All angles are 
I )  Control Law - First Siage: The tirst stage of the 
control law takes the vehicle to the x-axis with the correct 
orientation. This is achieved via the minimisation of the 
Lyapunov-like function [I41 
1 1 2  v = -kly2 + -e 
2 2 
This function is radially unbounded and positive semi- 
definite. Its derivative is: 
v = k]yy+ee 
tan($) = klyvsin(8) +Bv-  
L 
With the following choice for the steering angle, 
L 
where v is the vehicle’s forward velocity (measured at 
the centre axle of the rear wheels), L is the vehicle’s 
length, + is the steering angle, and the point (x,y) refers to 
the centre of the front axle. (It is more usual to define the 
coordinates of a rear-wheel driven vehicle with respect to 
the centre of the rear axle. However, on our vehicel, the 
sensnrs which provide position information are mounted 
over the front axle and thus it makes more sense to use 
Lee et al. [14] showed that y and 0 converge to zero. 
The velocity of the vehicle is chosen according to its 
initial orientation with respect to the goal. If the vehicle 
is facing the goal, it is given a constant positive velocity, 
else it is given a constant negative velocity, i.e. 
this as the reference point - it is a simple transformation 
between the front and rear points on the vehicle.) 
B. Conirul Law Dewelupmeni 
The technique presented by Lee et al. [I41 operates in 
Cartesian space and sidesteps Brockett’s theorem via a 
discontinuity in the control law. The control law operates 
in two distinct stages. Without loss of generality, consider 
the goal pose to be (x,y,O) = (0;0,0). The initial stage 
involves minimising y and 0 i.e. the vehicle converges to 
the x-axis with an orientation of 0. The second stage then 
moves the vehicle along the x-axis to the desired point. 
Each controller is described in the following sections. 
k i  ~ o s ~ , , ~ m i < O  
V = { -  k, c o ~ % ~ u ~ i > 0  
where ‘p is the initial orientation of the goal relative to the 
vehicle. 
The velocity v could he switched at any time, depend- 
ing on obstacle layout etc.. Lee addressed local minima 
problems via the use of ‘intermediate’ points. At this 
stage in our work, we assume there are no obstacles, and 
we simply set the velocity equal to a constant, k3, with 
the sign assigned as explained above. However, we set a 
limitation on the distance the vehicle can be from the goal, 
and reverse the velocity if this distance is exceeded. 
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2) Control Law - Second Stage: On reaching the y- 
axis and 0 = 0, the following control law is invoked: 
bringing the vehicle to the desired pose of ( x , y , e )  = 
(O,O,O).  In the original work of Lee et al., the steering 
angle was set to zero in the second stage of control. 
We have found that in practice, due to the imperfections 
of 'real' systems, it is necessary to control the steering 
angle in the second stage of control. An analysis of the 
Lyapunov function for this case shows that convergence 
is still guaranteed with the above choice of steering angle. 
In combination, these control laws stabilise the vehicle 
to the desired pose from any initial condition. Again in 
practice, the imperfections of 'real' systems requires that 
switching to the second stage of control occurs when the 
y-axis distance and the error in orientation (e) drop below 
pre-specified thresholds. 
The control technique presented above assumes that the 
distance and angles to the target location can be measured, 
from which the quantities required for the controller can be 
calculated. In the next section, we detail a landmark-based 
vision technique which yields this information without 
explicit knowledge of the robot's pose; sensing is provided 
by both an omnidirectional camera and a compass. 
C. Ant Navigation 
The desert ant, cataglyphis bicolor, is unable to use 
pheremones to navigate due to the high ground tempera- 
tures found in its habitat. Thus, it relies on a combination 
of visual piloting and path integration, enabling it to 
find nest openings of less than a few millimetres after 
foraging journeys of several hundred metres [12], [22]; 
see Fig. 2 for an example of a foraging journey. On this 
journey, the ant has travelled a round trip distance of over 
two hundred metres, returning to a nest with an opening 
of less than Smm, equating to a drift rate of less than 
0.0025% in its navigation system. Comparing this to high- 
end commercial inertial navigation units for land based 
navigation, which have drift rates of the order 0.1% of 
distance travelled, demonstrates the effectiveness of this 
insects navigation system. 
Here however, we are interested in the visual piloting 
component of the ants navigation system. When visual 
piloting, ants take a rather unprocessed view of the target 
location and match it with a current view, using the 
discrepancies to derive a direction of movement. Match- 
ing characteristics used are the differences in landmark 
bearings, apparent size and apparent height (121. 
An elegant, correspondence free, homing method de- 
veloped from hypotheses on how these ants might use 
visual piloting is the Average Landmark Vector model. An 
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Fig. 2. An example of the amazing navigation feats of the humble ant. 
Diagram courtesy wwwneuroscicnce.unirh.ch/e/groups/wehner.htm, 
Rudiger Wehner. 
ALV for any particular position in the workspace is found 
by summing unit vectors towards all currently visible 
landmarks, and dividing by the number of landmarks. By 
matching the current ALV with a pre-stored ALV of the 
target location, a homing vector can he formed which 
drives the agent (robot) towards the target location [12]. 
In order to consistently add the.vectors in the ALV model, 
an absolute reference direction is required, and, unless 
apparent size information is incorporated, a minimum of 
three landmarks is needed. 
The nature of our sensor, an omnidirectional vision 
system, led us to investigate improvements to the ALV 
method. In its original fomi, the ALV method required 
the bearings to landmarks only. Range information could 
he incorporated by including landmark apparent size, 
and slight improvements to the performance could be 
made. However, we have found that by including range 
information directly, a significant improvement is made 
and in fact, the distance and angle to the goal aTe yielded 
directly. In addition, the minimum required landmarks is 
reduced to one. An example of the I4LV method is shown 
in Fig. 3. In essence, the LALV method is equivalent to 
finding a position relative to the centroid of the landmarks 
in the workspace. 
As with the ALV method, the IALV method is purely 
sensor-based. Landmark bearings are readily ascertained 
with an omnidirectional camera. If a Rat-earth assumption 
is made, range information can be derived from an om- 
nidirectional camera image through the geometry of the 
cameralmirror optics. Alternatively, optic Row techniques 
could be used to determine landmark range 141. 
One of the advantages of the ALV, and hence the IALV 
method, is that knowledge of a target location is contained 
within a single quantity. This reduces the need for complex 
map-like representations of the environment and is well 
suited for a topological navigation method, (see e.g. [7] ,  
[ I l l ,  [IS], [17J). Additionally, landmarks need not he 
unique, and the need for landmark correspondence is also 
/ 
bypassed. Many of the other homing algorithms require 
that the landmarks in the current image be matched with 
those at the target location, usually by minimisation of the 
sum of the bearing differences (see e.g. [ZI]). If landmarks 
are occluded or missing, these methods can fail. Of course, 
like all sensor-based techniques, this method has a finite 
catchment area, limited by the omnidirectional sensor's 
range and, in addition, has the potential to suffer from 
perceptual aliasing, or in a similar sense, the local minima 
problem. 
The homing vector provided by the IALV method can 
be used to drive the agent towards home but does not 
provide a means of guaranteeing a final orientation. How- 
ever, the quantities derived from the IALV can easily be 
converted to the states required by the switching controller 
developed earlier. 
D. Simulations 
In this simulation, landmarks are modelled as points, 
consistent with the requirements of the IALV model which 
merely requires the range and bearing to one or more non- 
unique landmarks in the workspace. An IALV is taken at a 
target location, nominally the origin, with this target IALV 
being matched with the agent's current IALV throughout 
the vehicle's journey. 
The vehicle model used is  simply the kinematic equa- 
tions (as given in equation l). Also included.in the model 
are input saturation and first-order delays in the steering 
and velocity loops. A simulation of the omndirectional 
sensor (with random noise) provides the IALV, from which 
the required states are derived and fed to the switching 
controller. Fig. 4 shows the path generated, pose, and 
control inputs for a starting pose of (x ,y,e)  = ( O , - S , ~ )  
and a goal pose of (O,O,O). Gains were set to (kl,k2,k3) = 
(0.35,0.1,0.1) for these simulations, based on an analysis 
--- 
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(c) Pose throughout journey. 
Fig. 4. Results of thesimulation for a sming  poseof (z,y,e) = (0,3,0). 
of the linearised system. The method works for all stalting 
and goal poses. 
The method has been extensively tested in simulation 
and found to be quite robust to input saturation and noise. 
The next section presents some experimental results which 
validate our simulations. 
111. EXPERIMENTS 
Experimental validation of this visual servoing tech- 
nique was conducted on our outdoor research testbed. 
In these experiments, artificial landmarks in the form of 
red traffic cones (witches bats) were used. The following 
sections give a brief overview of the vehicle and outline 
the image processing used to extract the landmarks. 
A. Robotic Testbed 
The experimental platform is a Toro ride-on mower 
which has been retro-fitted with actuators, a control sys- 
tem, and a computer, enabling control over the vehicle's 
operations. All control and computing occurs on-board. 
The vehicle is fitted with an array of sensors including 
odometry, GPS, a magnetometer, a laser range-finder (for 
collision avoidance only) and an omnidirectional camera 
(see Fig. 5 for a photograph of the vehicle). For the 
experiments cited here, the primary sensor used i s  the 
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Fig .  5. The experimental platform. Note the omnidirectional camera 
mounted over rhe front wheels and the box at ihe rear which houses the 
control and computer system. 
omnidirectional camera with the magnetometer providing 
an absolute reference direction. 
B. Image Processing 
The distinguishing feature of the landmarks used in 
this experiment is their colour. Hence, we use colour 
segmentation to track them; not a trivial task in an outdoor 
environment with no control over lighting conditions. Our 
frame-grabber provides a YCrCb signal, and, to reduce 
processing time, we work directly in this colour space. 
We use a bivariant histogram on the Cr and Cb of 
the objects we wish to track, creating a two-dimensional 
lookup table on colour. As each image is acquired, pixels 
that fall within the histogram are flagged as belonging to 
a landmark. Blob extraction is then performed, the objects 
sorted by size, and very small and very large objects 
eliminated. The image coordinates of the centroid of each 
blob are then converted to a polar form, giving the radial 
distance and bearing of each blob with respect to the centre 
of the image. At no stage do we attempt to 'unwrap' the 
image; we believe this to be a waste of valuable processing 
time and instead work krectly with the radial image. 
The relative landmark bearings are then combined with 
the robot's orientation obtained from the magnetometer to 
give hearings with respect to the reference direction. Land- 
mark range however is not directly available: we use a 
flat-earth assumption and knowledge of the camerdmirror 
optics to derive an estimate of range given a landmarks 
radial pixel distance from the centre of the image [61, [IO]. 
C. Results and Discussion 
The testing arena used for these experiments is a large 
shed. The vehicle was placed in the middle of the shed 
defining the goal pose (x,y,8) = (0,0,0).:A 'landmark' 
was then placed at (x ,y )  = (5.85, - l ) ,  and the target IALV 
was found. The vehicle was then manually moved to 
(x,y,e) = (0,3,0), and the control system was activated. 
Fig. 6 depicts the results of the experiment, showing 
(a) Demanded inputs. (b) Vehicle's path 
(c) Pose throughout journey 
Fig. 6.  Expenmental results for a staning pose of (.r,y,e) = (0,3,0). 
Note the similarity to the results achiwed with the simulation plotted ID 
Figure 4. 
the vehicle servoing to the goal pose based on vision 
and compass data alone. Fig. 6 (c) shows the results of 
the IALV calculation which gives the state fed into the 
switching controller. Although this data is extremely noisy, 
the system s e e m  quite robust to this. 
The similarity to the simulation results plotted in Fig. 4 
is quite clear, although the experimental system did take 
longer to stabilise to the desired pose. This could be due 
to the quite coarse onhoard velocity measurements. Also, 
the rather noisy data provided by the vision system could 
be in effect here. 
IV. CONCLUSION 
This paper has described a method of stabilising a car- 
like vehicle to a target pose based on the discrepancies 
between a target view of the landmarks in a workspace 
and the robot's current view. 
The robot's view of the workspace is summarised by a 
single quantity, the Improved Average Landmark Vector, 
which augments the original formulation of Lamhrinos 
et al. [12] with range information. At each instant, the 
robot compares the current IALV with that at the target 
location which yields directly the distance and orientation 
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to the target position. At no stage is there a requirement for 
landmark correspondence; this represents a key advantage 
over many other homing methods. This information is then 
fed into switching controller which stabilises the vehicle 
to the desired pose based on the information provided 
by the vision system. Furthermore, the method uses polar 
representations of the landmarks, and thus, the need for 
processor intensive image unwarping is circumvented. 
We have presented both simulation and real experei- 
mental results showing the validity of our approach even 
in the face of input saturation and noise. Future work 
includes extensive experimental validation of the method, 
along with a deeper understanding of the impact of dy- 
namic elements in the control loops. Finally, it is clear that 
this technique is ideally suited to topological navigation, 
and this too represents a direction for funher research. 
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