Abstract-Due to its various applications, time-series classification is a prominent research topic in data mining and computational intelligence. The simple k-NN classifier using dynamic time warping (DTW) distance had been shown to be competitive to other state-of-the art time-series classifiers. In our research, however, we observed that a single fixed choice for the number of nearest neighbors k may lead to suboptimal performance. This is due to the complexity of time-series data, especially because the characteristic of the data may vary from region to region. Therefore, local adaptations of the classification algorithm is required. In order to address this problem in a principled way by, in this paper we introduce individual quality (IQ) estimation. This refers to estimating the expected classification accuracy for each time series and each k individually. Based on the IQ estimations we combine the classification results of several k-NN classifiers as final prediction. In our framework of IQ, we develop two time-series classification algorithms, IQ-MAX and IQ-WV. In our experiments on 35 commonly used benchmark data sets, we show that both IQ-MAX and IQ-WV outperform two baselines.
I. INTRODUCTION
Classification of time series is a prominent research topic in data mining and computational intelligence, because of its numerous applications in various domains such as speech recognition [1] , signature verification [2] , brainwave analysis [3] , handwriting recognition, finance, medicine, biometrics, chemistry, astronomy, robotics, networking and industry [4] .
The simple 1-nearest neighbor (1-NN) method using dynamic time warping (DTW) distance [1] has been shown to be competitive or superior to many state-of-the art time-series classification methods [5] , [6] , [7] . However, the choice of parameter k in the k-NN classifier is known to affect the bias-variance trade-off [8] : smaller values of k may lead to overfitting, whereas larger values of k increase the bias and in this case the model may capture only global tendencies. Recent studies [9] have indicated that significant improvement in the accuracy of the k-NN time-series classification can be attained with k being larger than 1. This is due to intrinsic characteristics in time-series data sets, such as the mixture between the different classes, the dimensionality, and the skewness in the distribution of error (i.e., the existence of "bad hubs" [9] that account for a surprisingly large fraction of the total error). Parameter k can be chosen using a hold-out subset of the training data.
In complex time-series data sets, the intrinsic characteristics, such as the ones mentioned above, may vary from region to region. As a consequence, setting a single, global choice for k (≥ 1) can become suboptimal, since each individual region of a data set may require a different value of k.
In order to address the above problem in a principled way, and allow for accurate k-NN classification of complex timeseries data, we propose individual quality (IQ) estimation. IQ estimation is a mechanism that considers a range of values for k and estimates for each time-series, t, that has to be classified, the local quality of each k-NN classifier. With local quality we mean the likelihood of correct classification of t by the k-NN classifier. This way, a quality score q(t, k) is assigned to each pair (t, k-NN) of a time series t and a k-NN classifier.
This information is then used by a meta level decision method that combines the predictions of k-NN classifiers. In our first approach, IQ-MAX, for each time series t to be classified, the meta level decision method selects those k that maximizes the estimated quality. As the quality estimation is done for each time series t individually, for different time series, different k values can be selected.
In our second approach, IQ-WV, the outputs of the different k-NN classifiers are weighted according to the estimated quality of the k-NN classifiers.
As we propose the classification of time-series based on a quality score estimated individually for each of them, the proposed approach is called time-series classification based on individual quality (IQ) estimation. IQ estimation, in particular the calculation of the quality score, is performed by regression models that are trained in order to make accurate estimations for the quality of the k-NN classifier.
In summary, our contribution can be described as follows: (a) We introduce IQ estimation. This is a general technique, that can be applied in context of many different classification problems and algorithms (i.e., not just for the k-NN classification of time-series). (b) We propose a novel method for IQ estimation. We apply it to estimate k-NN classifiers' quality for the task of classifying time series. (c) In the IQestimation framework, we propose two approaches, IQ-MAX and IQ-WV that use the output of IQ estimation in two different ways in order to make time-series classification more accurate. (d) We perform a thorough experimental evaluation with 35 commonly used benchmark data sets. The results indicate significant improvement in accuracy attained by the proposed approaches when compared with the widely used 1-NN classifier and with the k-NN classifier that determines a single optimal k (k ≥ 1). The attained improvement happens especially when the characteristics of the data sets The rest of this paper is organised as follows: in Section II we overview the related work, in Section III we outline IQ estimation, whereas in Section IV we describe both proposed approaches IQ-MAX and IQ-WV. In Section V we present our experimental evaluation. We provide our conclusions in Section VI.
II. RELATED WORK
By reason of the increasing interest in time-series classification, various approaches have been introduced ranging from neural [10] and Bayesian networks [11] to genetic algorithms, support vector machines [12] and frequent pattern mining [13] , [14] . However, the k-nearest neighbor (k-NN) classifier (especially for k = 1), has been shown to be competitive to many other, more complex models [5] , [6] , [7] . Nearest-neighbor classification of time series uses Dynamic Time Warping (DTW) [1] , because it is an elastic distance measure, i.e., it is robust w.r.t. shiftings and elongation in the time series. Recent works aimed at making DTW more accurate and scalable [15] , [16] . DTW has been examined in depth (a thorough summary of results can be found at [17] ), whereas Ding et al. found no other distance measure that significantly outperforms DTW [6] .
Our proposed approach, i.e., using IQ estimation for k-NN time-series classification, could be related to works that perform local adaptation of k-NN classifier. A locally adaptive distance measure was proposed by Hastie and Tibshirani [18] , while Domeniconi and Gunopulos [19] used SVMs to define a local measure of feature relevance, i.e., feature weights depending on the location of a data point to be classified. In [20] adaptive nearest neighbor classification in high-dimensional spaces was studied. In contrast to these works, our IQ estimation based approaches adapt by selecting the proper value of k (IQ-MAX) and by combining several k-NN classifiers (IQ-WV), but not by determining a localized distance function.
Ougiaroglou at al. [21] presented 3 early-break heuristics for k-NN which can be interpreted as adapting the number of nearest neighbors. Their heuristics, however, aimed at speeding-up k-NN, while we focus on making nearest neighbor classification more accurate using the principled framework of IQ estimation.
Methods for quality estimation (a.k.a. error estimation) are usually applied globally in order to estimate the overall performance of a classification model [22] , [23] . In our approach, we focus on individualized quality estimation. This is similar to learning the residuals, i.e., the difference between predicted and actual labels. Duffy and Helmbold followed this direction and incorporated residuals into boosting of regression models [24] . In contrast to this work, we do not focus on boosting. Similarly to our work, Tsuda et al. [25] proposed an individualized approach for estimating the leave-one-out error of vector classification with support vector machines (SVM) and linear programming machines (LPM). Compared to this work, our proposed approach performs general IQ estimation (not just for leave one out). More importantly our approach exploits IQ estimation to improve accuracy of classification and not as a per se task, as done in [25] .
A set of earlier approaches to localized quality estimation for the k-NN classifier was proposed by Wettschereck and Dietterich [26] . However, these approaches were based solely on heuristics such as using different k values per class or per cluster (after clustering the training set). Our proposed framework is more principled and more generic than these simple approaches: we distinguish between the quality estimation step and classification step, our framework supports systematic usage of the estimated quality, and our framework allows various classification and regression models. Furthermore, while predicting a class, our IQ-WV method can involve arbitrary number of models and arbitrary number of meta models, whereas Wettschereck and Dietterich [26] use fixed number models (mostly just one selected model) at the elementary level, while they use heuristics instead of meta models.
Finally, the aforementioned works concerned with classification of vectors (point data), while we focus on time-series classification.
III. INDIVIDUAL QUALITY ESTIMATION
In this section, we introduce the concept of IQ estimation, which is the basis of the proposed algorithms that will be detailed in Section IV. We first provide a motivating example and then outline the approach we take for IQ estimation.
A. Motivating Example
As mentioned in Section I, the selection of a single value of k for the k-NN time-series classification, can lead to suboptimal accuracy, because of varying characteristics among different regions of the data. We investigate this phenomenon in more detail by first presenting a motivating example for the simple setting of binary classification of a 2-dimensional data set.
1 Figure 1 depicts a set of labeled instances from two classes that are denoted by triangles and circles. The density in the class of triangles (upper region) is larger than in the class of circles (lower region). We consider two test instances, denoted as '1' and '2', that have to be classified. We also assume that the ground-truth considers test instance '1' as a triangle, whereas '2' as a circle. For '1', its 1-NN is a circle. Thus, the 1-NN method classifies '1' incorrectly. Using the k-NN classifier with k > 1 (e.g., in the range between 3 and 6), we can overcome this problem. However, the selection of a single k from the above range results in incorrect classification of test instance '2'. Due to the lower density in the circles' class, by The optimal choice of the number of nearest neighbors is not unique for the entire data, but it may be different from region to region: in case of the classification of the unlabeled instance denoted by '1', k > 1 (e.g., k = 3) is required; whereas for '2' we should choose k = 1. (We assume that the ground-truth considers test instance '1' as a triangle, whereas '2' as a circle.) setting k so that 3 ≤ k ≤ 6, we detect neighbors of '2' whose majority belongs to the triangles' class (we assumed '2' is a circle). This can be observed in Figure 1 , where the large dashed cycle around '2' shows that among all its 6-NN, only 1 belongs to the circles' class. Thus, unlike for '1', k = 1 is a good choice for '2', because its 1-NN (shown inside the smaller dashed cycle) has the correct class.
The exemplified problem is amplified with time-series data due to their higher dimensionality and complexity. We propose to estimate the likelihood of correct classification (the quality) of the k-NN classifiers on an individualized basis, i.e., separately for each test instance to be classified we aim at estimating the performance of each classifier. Based on this information, we want to choose the classifiers having the best estimated quality and combine their outputs. Following this approach in the example of Figure 1 , besides the k-NN classifier, we need an additional model, which will allow for predicting that k 1 = 3, k 1 = 4, k 1 = 5 and k 1 = 6 are good choices (i.e. the likelihood of correct classification is high), when we classify instance '1'; whereas k 2 = 1 is an appropriate choice for the classification of instance '2'. In the following we outline how the proposed approach can be developed.
B. IQ Estimation for Classification: IQ-MAX and IQ-WV
We propose a mechanism for individualized quality (IQ) estimation for k-NN classifiers, its schema is depicted in Fig. 2 . This mechanism for IQ estimation considers a range of values for k. 2 This examined range of n values for k is denoted as {k i } n i=1 . For each k i -NN classifier and for each time-series t, that has to be classified, we estimate the local quality: the quality score q(t, k i ) denotes the likelihood that the k i -NN classifier (1 ≤ i ≤ n) will correctly classify t.
For IQ estimation, i.e. for the calculation of the quality scores q(t, k i ), we introduce a second layer of models. We refer to the models in this second layer as meta models, denoted as M * i,j in Fig. 2 . These meta models are regression models that are trained to predict the likelihood of correct classification of each considered k i -NN classifier. For each k i -NN classifier, we train several meta models, and we use the median of their outputs as quality score. Instead of the median we could also use the average, however, we decided to use the median because it is generally known to be more stable than the average.
In our first approach, IQ-MAX, for each time series t to be classified, we select k
that maximizes estimated quality:
Finally, the k * -NN classifier is used to classify t. This is shown in Fig. 3 . In our second approach, IQ-WV, the labels predicted by the k i -NN classifiers are combined according to a weighted voting schema, we use the quality scores as weights. Formally, we can describe this approach as follows. Let M t l denote the set of k i -NN classifiers (models) that output label l as predicted class label for a time series t. Denoting the class label predicted by the k i -NN classifier for the time series t as y ki (t), we can write: M t l = {k i |y ki (t) = l} We can calculate w t l , the weight of label l when classifying time series t, as the sum of the quality scores associated to those k i -NN classifiers that predict l as class label:
As final result of the classification of time series t we select the class label having maximal weight:
Note that in terms of Fig. 2 , IQ-MAX and IQ-WV differ only in the meta-level decision method. In case of IQ-MAX this meta-level decision method consists of selecting that k i -NN classifier which is expected to be the best. In case of IQ-WV, respectively, the meta-level decision method is realized as weighted voting using q(t, k i ) as weights of the respective predicted class labels y ki (t). A concrete algorithm for times-series classification is developed in the following section, by specifying the secondary models that perform IQ estimation.
IV. TIME-SERIES CLASSIFICATION BASED ON IQ ESTIMATION
The proposed mechanism for classification based on IQ estimation involves two types of models:
• Primary models (for simplicity we refer to them as models, wherever it is not confusing) -they classify time series using the k-NN approach (with the DTW distance).
• Meta models -they estimate the quality of the primary models, see M * i,j in Fig. 2 . To train the meta models, we partition the original training data set, D, in two disjoint subsets 
Next, each generated D i acts as the training set for the corresponding meta models. Thus, based on the associated quality scores in each D i , the corresponding meta models are trained as regression models in order to be able to predict the quality score of the k i -NN classifier (i.e., the corresponding primary model) for new time series. This is summarized in Fig. 2 . The quality of each primary k i -NN classifier is estimated by n meta models, denoted as M * i,j , 1 ≤ j ≤ n . The estimation outputted by the meta model M * i,j is denoted as q j (t, k i ). As already mentioned, we aggregate these quality estimations by taking their median:
We implement each meta model M * i,j as a k j -NN regression model based on the DTW distance. (We denote k j in order to distinguish from k i that is used in the primary k i -NN classification models.) The secondary level prediction for a new time series t * ∈ D is calculated the following way:
where N (t) ⊂ D 2 is the set of k j nearest neighbors of t * and q(t N , k i ) is the associated quality score of each t N ∈ N (t) and the k i -NN classifier.
A. Efficiency Considerations
We have to clarify that the training of meta models is being performed in an off-line fashion, i.e., the process of partitioning the train data into D 1 and D 2 and generating meta level training sets D i is performed off-line, independently of the (online) classification of unlabeled (or test) time series.
Regarding the (online) time needed to classify a time series, first note, that the DTW can be calculated fast and nearest neighbors can be found efficiently using recent indexing techniques [16] , [27] , [28] . Furthermore, we would like to point out that the schema presented in Fig. 2 is a conceptual description of our approach; in order to implement it efficiently, one can exploit an interesting property of nearest neighbor classification and regression which we describe below. Suppose we want to classify a time series t using its k 1 < k 2 < ... < k n nearest neighbors. 3 For this task, most of the computational costs are spend for finding the nearest neighbors. However: 1) While we classify t with k n nearest neighbors, with minimal additional overhead we can produce the classification results for the other cases too, because the sets of k 1 , k 2 , ..., k n−1 nearest neighbors of t, denoted as N k1 (t), N k2 (t), ..., N kn−1 (t), are subsets of the k n nearest neighbors:
. Therefore, the nearest neighbors required for k 1 -NN, k 2 -NN, ... , k n−1 -NN classifications can be found fast among the k n nearest neighbors. 2) Furthermore: if the time series in two data sets are identical, only their class labels differ, and we want to classify a new time series t * , we need to determine the nearest neighbors of t * only once. This can be exploited in our case, because the train sets of all the meta models consist of same time series (only the class labels differ). Taking both of the above observations into account, the whole meta level, containing in total n × n nearest neighbor regression models, can be implemented at approximately the same computational costs as one single nearest neighbor regression model with k = max{k 1 , k 2 , ...k n }. Similarly, all the primary level models together can be implemented at approximately the same computational costs as one single nearest neighbor classification model with
Regarding the training procedure and the respective offline (training) time of our approach, the computationally expensive part of the calculations consist of the classification of the time series of the hold-out data set D 2 . The same is done in case if we search for a globally optimal k for the k-NN classifier. Therefore, the execution time of the (offline) training procedure of our approach is the same as the time required for finding a globally optimal k for the k-NN classifier using the hold-out data set D 2 .
We summarize this discussion by pointing out that, despite its complex schema, our approach can be implemented efficiently. Assuming such an implementation, the execution times do not drastically differ from that of one single a k-NN classifier. The online time necessary to classify new time series, only increase by a small factor, while the offline (training) time is approximately the same as the time required to find a globally optimal k for one single k-NN classifier.
V. EXPERIMENTAL EVALUATION

A. Experimental Configuration
To assist reproducibility, we provide a detailed description of the configuration of our experiments.
Methods. We compare the proposed methods, denoted as IQ-MAX and IQ-WV, against two baselines: the 1-NN classifier and the k-NN classifier that selects k using a holdout set from the training data. The latter baseline uses the same hold-out set as the proposed method, examines the same range of values for k, and selects the one that produces the smallest average error for all time series in the hold-out set. All examined methods are based on the same DTW distance that constrains the warping window size at 5% around the matrix diagonal [17] .
Data sets. Out of all the 38 data sets used in [6] , we examined 35 data sets: we excluded 3 of them (Coffee, Beef and OliveOil) due to their tiny size (less than 100 time series). The names of the remaining data sets and their size (number of time series they contain) are listed in the first and second columns of Table I . Parameters. At the primary level of our both proposed methods, we use k-NN classifiers with all k values in the range 1 − 10. We experimented with larger k values as well, but we observed that they increase the bias and deteriorate the resulting accuracy. For both of our proposed approaches, we implement the meta models as k j -NN regressors as described in Section IV. For IQ-MAX, in oder to keep the approach simple, we use a single value of k = 5 at the meta level. Our experimental results show that this was appropriate for all the examined benchmark data sets. 4 In case of IQ-WV, we used a range of 1-10 as k values.
Comparison protocol. We measure the misclassification error using 10-fold cross validation, with the exception of three data sets (FaceFour, Lighting2, and Lighting7) for which we used the leave-one-out protocol due to their small size. In each round of the 10-fold cross validation, out of the 9 training splits, we used 5 to train the primary models (D 1 ), the rest 4 splits served as hold-out data (D 2 ). 5 For classifying test data, i.e., after selecting for training IQ-MAX, IQ-VW and selecting the best k for k-NN, we can again use all training splits. After using the above evaluation procedure, we made a striking observation about the performance of all examined methods (proposed and baselines): in the majority of data sets, the misclassification error was rather low (less than 5%). To have a challenging comparison with non trivial classification, we choose to affect intrinsic characteristics of the data sets. According to the findings in [9] , time-series data sets usually have high intrinsic dimensionality and, thus, some of their instances tend to misclassify a surprisingly large number of other instances when using the k-NN classifier (k ≥ 1). These instances are called "bad hubs" and are responsible for a very large fraction of the total error. For this reason, for each time series, t, in a data set, we measured two quantities: the badness
B(t) of t and the goodness G(t) of t. B(t) (G(t), respectively)
is the total number of time series in the data set, which have t as their first nearest neighbor while having different (same, respectively) class label from t. For each data set, we sort all time series according to the G(t)−B(t) quantity in descending order. Then we change the label of first p percent time series in this ranking (p varies in range 0-10%). 6 Since the above procedure results in data sets that have stronger "bad hubs" and a less clear separation between classes, the comparison among the examined methods becomes more challenging and can characterize better the robustness of the methods.
B. Experimental Results
The results on classification error are summarized in Table I . For brevity, in Table I we only report results at p = 1% and 5% noise, however we observed similar tendencies at all other noise ratios in the examined range of p: for four data sets, Motes, SonyAIBORobotSurface, Trace and Plane Fig. 4 shows the classification error for all the examined values of p.
In Table I bold font denotes the best method(s) for each data set, if both of our methods (IQ-MAX and IQ-WV) outperform the baselines, both are marked bold. In case where IQ-MAX and/or IQ-WV are/is superior to the baseline, we also provide two symbols in the form: ±/± to denote the result of statistical-significance test (t-test at 0.05 level) against 1-NN and k-NN, respectively, where a + denotes significance and − its absence. In case where the winner is neither IQ-MAX nor IQ-WV, we provide the result (again in form of ±/±) of statistical-significance test of the winner against IQ-MAX and IQ-WV. Table II summarizes these results by reporting the number of cases, per noise level and in total, when IQ-MAX and IQ-VW wins/looses against 1-NN and k-NN (in parenthesis we report in how many cases wins/looses are statistically significant).
As shown, in the vast majority of the cases both IQ-MAX and IQ-WV outperform the competitors, often significantly; whereas when they loose, the difference is usually nonsignificant. Note that in several cases, the errors of our IQ estimation based methods are an order of magnitude lower than the error of 1-NN and k-NN: see e.g. TwoLeadECG at p = 1% (for both IQ-MAX and IQ-VW) and at p = 5% (for IQ-WV), furthermore GunPoint and Trace at p = 5% (for both IQ-MAX and IQ-VW) in Tab. I. As expected, IQ-WV, which is more sophisticated than IQ-MAX, generally performs better than IQ-MAX, e.g. at p = 5% noise IQ-VW is superior to IQ-MAX on 29 datasets, whereas IQ-MAX is better than IQ-VW in only 2 cases.
C. Execution Time
Even for the large data sets, we observed the execution times of our methods to be reasonable, e.g. for IQ-MAX we measured 12.9, 19.8 and 6.8 minutes off-line (training) times (on a Xeon 2.3 GHz processor) for the data sets Wafer, TwoPatterns and ChlorineConcentration respectively. Note that this off-line time refers to the time required for training the regression models at the meta level, which has to be performed only once. The same off-line time was necessary for k-NN to find the globally optimal k. This is because training is dominated by the classification of the hold-out set D 2 in both cases. For IQ-MAX the on-line time required to classify a new time series was 0.22, 0.51 and 0.23 seconds (for the above mentioned data sets). For IQ-WV we measured similar execution times which justify our expectations based on the discussion in Section IV-A. Therefore it is evident that our approaches are able to maintain fast classification of new time series.
VI. CONCLUSION
We examined the problem of time-series classification based on the k-NN classifier and the DTW distance. Although the 1-NN classifier had been shown to be competitive, if not superior, to many state-of-the art time-series classification methods, we argued that in several cases we may not only consider k > 1 for the k-NN classifier, but also estimate quality of various k-NN classifiers in an individual base for each time series that has to be classified.
We proposed an IQ estimation mechanism that considers a range of k-NN classifiers (for different k values) and uses meta-level regression models that estimate the quality of each such classifier. In the framework of IQ estimation, we proposed two approaches.
Our first proposed approach, IQ-MAX, selects separately for each time series the classifier with the maximum estimated quality. Our second approach, IQ-WV combines the results of the primary-level classifiers according to the weighted voting schema, for which we used the estimated qualities as weights.
Both approaches allow for adapting to characteristics that are varying among the different regions in a data set and overcoming the problem of selecting a single k value.
Our experimental evaluation used a large collection of real data sets. Our results indicate that the proposed methods are more robust and compare favorably against two examined baselines by resulting in significant reduction in the classification error. Other advantageous properties of the proposed methods are their small sensitivity against the parameters it uses and the small overhead it adds in execution time.
It is important to state that the proposed IQ estimation mechanism has several generic features. For the k-NN classifier, IQ estimation can be employed for learning other parameters than k, such as the distance measure or the importance of nearest neighbors. More importantly, IQ estimation is not limited for the problem of k-NN classification of time-series data, since it can be used in combination with other classification algorithms and data types, whenever the complexity of the data requires such an individualized approach. Therefore, our future work involves the examination of IQ estimation in a more general context of classification problems.
