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Abstract. In this paper, we introduce a new multi-view dataset for
gait recognition. The dataset was recorded in an indoor scenario, using
six convergent cameras setup to produce multi-view videos, where each
video depicts a walking human. Each sequence contains at least 3 com-
plete gait cycles. The dataset contains videos of 20 walking persons with
a large variety of body size, who walk along straight and curved paths.
The multi-view videos have been processed to produce foreground silhou-
ettes. To validate our dataset, we have extended some appearance-based
2D gait recognition methods to work with 3D data, obtaining very en-
couraging results. The dataset, as well as camera calibration information,
is freely available for research purposes.
1 Introduction
Research on human gait as a biometric for identification has received a lot of
attention due to the apparent advantage that it can be applied discreetly on
the observed individuals without needing their cooperation. Because of this, the
automation of video surveillance is one of the most active topics in Computer
Vision. Some of the interesting applications are, among others, access control,
human–machine interface, crowd flux statistics, or detection of anomalous be-
haviours [1].
Most current gait recognition methods require gait sequences captured from a
single view, namely, from the side view or from the front view of a walking person
[2–9]. Hence, there are many existing databases which capture the gait sequences
from a single view. However, new challenges in the topic of gait recognition, such
as achieving the independence from the camera point of view, usually require
multi-view datasets. In fact, articles related to multi-view and cross-view gait
recognition have been increasingly published [10–16].
First, some of the existing multi-view current datasets were recorded in con-
trolled conditions, and in some cases, they made use of a treadmill [17–19]. An
inherent problem associated with walking on a treadmill is that the human gait
is not as natural as it should be, the gait speed is usually constant, and the
subjects cannot turn right or left. They are not representative of human gait
in a real world. Secondly, for other multi-view datasets, calibration information
is not provided, e.g. [20]. Some of the gait recognition methodologies require
camera calibration to deal with 3D information.
In addition, there are not many multi-view datasets specifically designed for
gait. Some of them are designed for action recognition, and therefore they do
not contain gait sequences of enough length as to contain several gait cycles,
because gait is a subset of them.
For this reason, we have created a new indoor dataset to test gait recognition
algorithms. This dataset can be applied in workspaces where subjects cannot
show the face or use the fingerprint, and even they have to wear special clothing,
e.g. a laboratory. Furthermore, in this dataset people appear walking along both
straight and curved paths, which makes this dataset suitable to test methods like
[10]. The cameras have been calibrated and the methods based on 3D information
can use this dataset to test. The dataset is free only for research purposes.
This paper is organized as follows. Section 2 describes current datasets for
gait recognition. Section 3 describes the AVA Multi-View Dataset for Gait Recog-
nition (AVAMVG). Section 4 shows several application examples carried out to
validate our database. Finally, we conclude this paper in Section 5.
2 Current datasets for gait recognition
The chronologic order of appearance of the different human action video datasets
runs parallel to the challenges that the scientific community has been considering
to face the problem of automatic and visual gait recognition. From this point
of view, datasets can be divided into two groups: datasets for single-view gait
recognition and datasets for multi-view gait recognition. Besides, the datasets
can be divided in two subcategories: indoor and outdoor datasets.
Regarding single view datasets, indoor gait sequences are provided by the
OU-ISIR Biometric Database [17]. OU-ISIR database is composed by four tread-
mill datasets, called A, B, C and D. Dataset A is composed of gait sequences of
34 subjects from side view with speed variation. The dataset B is composed of
gait sequences of 68 subjects from side view with clothes variation up to 32 com-
binations. OU-ISIR gait dataset D contains 370 gait sequences of 185 subjects
observed from the lateral view. The dataset D focuses on the gait fluctuations
over a number of periods. The OU-ISIR gait dataset C is currently under prepa-
ration, and as far as we know, information about this has not been released
yet.
In contrast with OU-ISIR, the first available outdoor single-view database
was from the Visual Computing Group of the UCSD (University of California,
San Diego) [21]. The UCSD gait database includes six subjects with seven im-
age sequences of each, from the side view. In addition to UCSD gait database,
one of the most used outdoor datasets for single-view gait recognition is the
USF HumanID database [22]. This database consists of 122 persons walking in
elliptical paths in front of the camera.
Other outdoor walking sequences are provided in CASIA database, from the
Center for Biometrics and Security Research of the Institute of Automation of
the Chinese Academy of Sciences. CASIA Gait Database is composed by three
datasets, one indoor and the other two outdoor. The indoor dataset can be also
considered as a multi-view dataset, and therefore it will be discussed later. The
outdoors datasets are named as Dataset A and Dataset C (infrared dataset),
and they are described below.
Dataset A [23] includes 20 persons. Each person has 12 image sequences, 4
sequences for each of the three directions, i.e. parallel, 45 degrees and 90 degrees
with respect to the image plane. The length of each sequence is not identical due
to the variation of the walker’s speed. Dataset C [24] was collected by an infrared
(thermal) camera. It contains 153 subjects and takes into account four walking
conditions: normal walking, slow walking, fast walking, and normal walking with
a bag. The videos were all captured at night.
More outdoor gait sequences are also found in the HID-UMD database [25],
from University of Maryland. This database contains walking sequences of 25
people in 4 different poses (frontal view/walking-toward, frontal view/walking-
away, frontal-parallel view/toward left, frontal-parallel view/toward right).
A database containing both indoor and outdoor sequences is the Southamp-
ton Human ID gait database (SOTON Database) [18]. This database consists
of a large population, which is intended to address whether gait is individual
across a significant number of people in normal conditions, and a small pop-
ulation database, which is intended to investigate the robustness of biometric
techniques to imagery of the same subject in various common conditions.
Currently, in real problems, more complex situations are managed. Thus,
for example, outdoor scenarios may be appropriate to deal with real surveil-
lance situations, where occlusions occur frequently. To address the challenge of
occlusions, the TUM-IITKGP Gait Database is presented in [26].
Other indoor and outdoor datasets have been specifically designed for action
recognition. However, it is possible to extract a subset of gait sequences from
them. Examples of this are Weizmann [27], KTH [28], Etiseo, Visor [29] and
UIUC [30]. The Weizmann database contains the walking action among other
10 human actions, each action performed by nine people. KTH dataset contains
six types of human actions performed several times by 25 people in four different
scenarios. ETISEO and Visor were created to be applied in video surveillance
algorithms. UIUC (from University of Illinois) consists of 532 high resolution
sequences of 14 activities (including walking) performed by eight actors.
With the new gait recognition approaches that deal with 3D information, new
gait datasets for multi-view recognition have emerged. One of the first multi-view
published dataset was CASIA Dataset B [20]. Dataset B is a large multi-view
gait database. There are 124 subjects, and the gait data was captured from 11
viewpoints. Neither the camera position nor the camera orientation are provided.
As can be seen in OU-ISIR and SOTON databases among others, treadmills
are widely used, nonetheless, an inherent problem associated with walking on a
treadmill is that the human gait is not as natural as it should be. An example
of using of the treadmill in a multiview dataset is presented in the CMU Motion
of Body (MoBo) Database [19], which contains videos of 25 subjects walking on
Table 1: Multi-view action datasets that include walking as an action.
This table shows some of the most popular multiview action datasets, which
contain walking sequences among other activities.
Database Actions Subjects Source Views Path Year
i3DPost [31] 13 8 Indoor Eight views Straight 2009
MuHAVi [32] 17 14 Indoor Eight views Straight 2010
IXMAS [33] 11 10 Indoor Five views Closed curve 2006
a treadmill from multiple views. A summary of the current freely available gait
datasets is shown in Table 2.
Other multiview datasets, specifically designed for action recognition rather
than gait recognition, are described then. A summary of them can be seen in
Table 1. The i3DPost Multi-View Dataset [31] was recorded using a convergent
eight camera setup to produce high definition multi-view videos, where each
video depicts one of eight people performing one of twelve different human ac-
tions. A subset for gait recognition can be obtained from this dataset. The actors
enter the scene from different entry points, which seems to be suitable to test
invariant view gait recognition algorithms. However, the main drawback of this
subset is the short length of the gait sequences, extracted from a bigger collection
of actions.
The Faculty of Science, Engineering and Computing of Kingston University
collected in 2010 a large body of human action video data named MuHAVi
(Multicamera Human Action Video dataset) [32]. It provides a realistic chal-
lenge to objectively compare action recognition algorithms. There are 17 action
classes (including walk and turn back) performed by 14 actors. A total of eight
non-synchronized cameras are used. The main weakness of MuHAVi is that the
walking activity is carried out in an unique predefined trajectory. Due to this,
this dataset is not very suitable to compare invariant-view gait recognition al-
gorithms. This dataset was specifically designed to test action recognition algo-
rithms, and it does not contain gait sequences of enough length.
The INRIA Xmas Motion Acquisition Sequences (IXMAS) database, re-
ported in [33], contains five-view video and 3D body model sequences for eleven
actions and ten persons. A subset for gait recognition challenges can be ob-
tained from the INRIA IXMAS database. However, humans appear walking in


































































































































































































































































































































































































































































































































































































































































































































































































































































































































3 AVA Multi-View Dataset for Gait Recognition
In this section we briefly describe the camera setup, the database content, and
the preprocessing steps carried out in order to further increase the applicability
of the database.
3.1 Studio environment and camera setup
Six convergent IEEE-1394 FireFly MV FFMV-03M2C cameras are equipped in
the studio where the dataset was recorded, spaced in a square of 5.8m of side at
a height of 2.3m above the studio floor. The cameras provide 360o coverage of a
capture volume of 5m× 5m× 2.2m.
A natural ambient illumination is provided by four windows through which
natural light enters into the scene. Video gait sequences were recorded at different
times of day and the cameras were positioned above the capture volume and were
directed downward.
Instead of using a screen backdrop of a specific color, as in [31], the back-
ground of the scene is the white wall of the studio. However, to facilitate fore-
ground segmentation, the actors wear clothes of different color than the back-
ground scene.
Human gait is captured in 4:3 format with 640 × 480 pixels at 25Hz. Syn-
chronized videos from all six cameras were recorded uncompressed directly to
disk with a dedicated PC capture box. All cameras were calibrated to extract
their intrinsic (focal length, centre of projection, and distortion coefficients) and
extrinsic (pose, orientation) parameters.
To get the intrinsics of each camera, we used a classical black-white chess-
board based technique [34] (OpenCV), while for the extrinsics we used the Aruco
library [35] whose detection of boards (several markers arranged in a grid) have
two main advantages. First, since there is more than one marker, it is less likely
to lose them all at the same time. Second, the more markers detected, the more
points available for computing the camera extrinsics. An example of extrinsics
calibration based on Aruco library is shown in Figure 1. Calibration of the stu-
dio multi-camera system can be done in less than 10 minutes using the above
referenced techniques.
3.2 Database description
Using the camera setup described above, twenty humans (4 females and 16
males), participated in ten recording sessions each. Consequently, the database
contains 200 multi-view videos or 1200 (6 × 200) single view videos. In the fol-
lowing paragraphs we describe the walking activity carried out by each actor of
the database.
Ten gait sequences were designed before the recording sessions. All actor de-
pict three straight walking sequences ({t1, ..., t3}), and six curved gait sequences
({t4, ..., t9}), as if they had to turn a corner. The curved paths are composed
by a first section in straight line, then a slight turn, and finally a final straight
Fig. 1: 3D artifact with Aruco [35] board of markers, used for getting the
pose and orientation of each camera.
segment. These paths are graphically described in Figure 2. In the last sequence
actors describe a figure-eight path (t10).
3.3 Multi-view video preprocessing
The raw video sequences were preprocessed to further increase the applicability
of the database. To obtain the silhouettes of actors, we have used the Hor-








Fig. 2: Workspace setup for dataset recording, where {c1, ..., c6} represent
the set of cameras of the multiview dataset and {t1, ..., t9} represent the different
trajectories followed by each actor of the dataset.
Fig. 3: Example of our multiview dataset. People walking in different direc-
tions, from multiple points of view.
static background scene that contains shadows on color images, and it is also
able to deal with local and global perturbations such as illumination changes,
casted shadows and lightening.
In figure 3, several walking subjects of the AVA Multi-View Dataset for Gait
Recognition are shown.
4 Database application examples
In this section, we carry out several experiments to validate our database. First,
we use a Shape from Silhouette algorithm [37] to get 3D reconstructed human
volumes along the gait sequence. The whole gait sequences can be reconstructed,
as shown in Figure 4. Then, these gait volumes are aligned and centred respect
to a global reference system. After this, we can get rendered projections of these
volumes to test 2D-based gait recognition algorithms. By this way, we can test
view-dependent gait recognition algorithms on any kind of path, either curved
or straight.
4.1 Gait Recognition Based on rendered Gait Entropy Images
One of the most cited silhouette-based representations is the Gait Energy Image
(GEI) [9], which represents gait using a single grey scale image obtained by
averaging the silhouettes extracted over a complete gait cycle. In addition to
GEI, a gait representation called Gait Entropy Image (GEnI) is proposed in [7].
GEnI encodes in a single image the randomness of pixel values in the silhouette
images over a complete gait cycle. Thus it is a compact representation which
is an ideal starting point for feature selection. In fact, GEnI was proposed to
measure the relevance of gait features extracted from the GEI.
As we have aligned gait volumes, we can use rendered side projections of the
aligned volumes to compute the GEI. In addition, the GEnI can be computed
Fig. 4: 3D reconstructed gait sequences. Example of reconstructed gait se-
quences, sampled at 2Hz, where each point represents the center of a squared
voxel.
by calculating Shannon entropy for each pixel of the silhouette images, rendered
from side projections of the aligned volumes. In this way, the methods proposed
in [9] and [7] can be tested in a view invariant way.
Fig. 5: GEI and GEnI. The leftmost image shows a walking subject. The re-
constructed volumes are aligned along the gait sequence, as can be seen in the
second image. The two last images show the GEI and GEnI computed over
rendered images of the aligned sequence, respectively.
We designed a hold-out experiment where the gallery set is composed by the
1st, 2nd, 4th, 5th, 7th and 8th sequences and probe set is formed by 3rd, 6th,
and 9th sequences of the AVA Multi-View dataset. The recognition rate obtained
with the application of the gait descriptors proposed in [9] and [7] are shown in
Table 3.
Table 3: Results of the algorithm proposed in [7] on the AVA Multi-
View dataset, based on silhouettes. We report the recognition rate in %, com-
paring GEI with the GEnI by direct template matching, using the AVA Multi-
view Dataset.
Database (probe) GEI GEnI
AVA Multiview Dataset (AVA B) 94.6 98.1
4.2 Front view gait recognition by intra- and inter-frame rectangle
size distribution
In [8], video cameras are placed in hallways to capture longer sequences from the
front view of walkers rather than the side view, which results in more gait cycles
per gait sequence. To obtain a gait representation, a morphological descriptor,
called Cover by Rectangles (CR), is defined as the union of all the largest rect-
angles that can fit inside a silhouette. Despite of the high recognition rate, a
drawback of this approach is the dependence with respect to the angle of the
camera.
According to the authors, Cover by Rectangles has the following useful prop-
erties: (1) the elements of the set overlap each other, introducing redundancy
(i.e. robustness), (2) each rectangle covers at least one pixel that belongs to no
other rectangle, and (3) the union of all rectangles reconstructs the silhouette so
that no information is ever lost. A representation of this descriptor can be seen
in Figure 6.
As we have aligned gait volumes, we can use front-rendered projections of the
aligned volumes to compute the CR, and therefore the method proposed in [8]
can be tested in a view invariant way.
Fig. 6: Cover by Rectangles descriptor. Bounding box of a walking human
(left), Cover by Rectangles descriptor (right). A gray level on pixel displays the
density of rectangles that contains that pixel.
To test the algorithm with the AVA Multi-view Dataset, we use a leave-
one-out cross-validation. Each fold is composed by a tuple formed by a set of
20 sequences (one sequence per actor) for testing, and by the remaining eight
sequences of each actor for training, i.e. 160 sequences for training and 20 se-
quences for test. We use SVM with Radial Basis Functions, since we obtained
better results than with others classifiers. To make the choice of SVM parameters
independent of the sequence test data, we cross-validate the SVM parameters on
the training set. For this experiment, the features vector size was set to L = 20,
and the histogram size with which the highest classification rate is achieved is
M = N = 25 (see [8]). With the CR descriptor applied on the frontal volume
projection, we obtain a maximum accuracy of 84.52%, as can be seen in Figure
7.
Fig. 7: Recognition rate obtained with the application of the appear-
ance based algorithm proposed in [8]. Since we have aligned the recon-
structed volumes along the gait sequence, we can use a frontal projection of
them. We show the effect on the classification rate of using a sliding temporal
window for voting.
5 Conclusions
In this paper, we present a new multi-view database containing gait sequences
of 20 actors that depict ten different trajectories each. The database has been
specifically designed to test multi-view and 3D based gait recognition algorithms.
The dataset contains videos of 20 walking persons (men and women) with a large
variety of body size, who walk along straight and curved paths. The cameras have
been calibrated and both calibration information and binary silhouettes are also
provided.
To validate our database, we have carried out some experiments. We began
with the 3D reconstruction of volumes of walking people. Then, we aligned and
centred them respect to a global reference system. After this, since we have
reconstructed and aligned gait sequences, we used rendered projections of these
volumes to test some appearance-based algorithms that work with silhouettes
to identify an individual by his manner of walking.
This dataset can be applied in workspaces where subjects cannot show the
face or use the fingerprint, and even they have to wear special clothing, e.g. a
laboratory. The dataset is free only for research purposes1.
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