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Abstract—Over the last few years, Cloud Radio Access Net-
work (C-RAN) is proposed as a transformative architecture for
5G cellular networks that brings the flexibility and agility of cloud
computing to wireless communications. At the same time, content
caching in wireless networks has become an essential solution to
lower the content-access latency and backhaul traffic loading,
leading into user Quality of Experience (QoE) improvement
and network cost reduction. In this article, a novel Cooperative
Hierarchical Caching (CHC) framework in C-RAN is introduced
where contents are jointly cached at the BaseBand Unit (BBU)
and at the Radio Remote Heads (RRHs). Unlike in traditional
approaches, the cache at the BBU, cloud cache, presents a
new layer in the cache hierarchy, bridging the latency/capacity
gap between the traditional edge-based and core-based caching
schemes. Trace-driven simulations reveal that CHC yields up to
51% improvement in cache hit ratio, 11% decrease in average
content-access latency, and 18% reduction in backhaul traffic
load compared to the edge-only caching scheme with the same
total cache capacity. Before closing the article, we discuss the
key challenges and promising opportunities for deploying content
caching in C-RAN in order to make it an enabler technology in
5G ultra-dense systems.
Index Terms—Cloud Radio Access Networks, Hierarchical
Caching, Cooperative Caching, Content-centric Networks, 5G.
I. INTRODUCTION
Over the last few years, the proliferation of personal mobile
devices such as smartphones and tablets, along with the
plethora of Over-The-Top (OTT) multimedia content providers
(e.g., YouTube, Netflix, and Amazon) has resulted in an
exponential growth in capacity demand in mobile wireless
systems [1]. Moreover, the future video encoding and playback
advances (e.g., 4K resolution, very high quality encoding, and
multi-angle) will further increase the capacity requirements.
The demand in wireless networks has shifted from traditional
connection-centric communications, such as phone calls and
text messages, to multimedia content-centric communications
such as video streaming and content sharing. While several
solutions have been proposed to improve network capacity
such as the deployment of ultra-dense small cells and massive
MIMO, these approaches are fundamentally constrained by
the limited spectrum resources and control signaling overhead.
Therefore, in order to support the foreseen massive traffic
in 5G networks in an affordable way, improving network
capacity alone is not sufficient and has to be accompanied
with innovations at higher layers (e.g., network architecture,
backhaul transportation, and applications).
Recently, Cloud Radio Access Network (C-RAN) has been
introduced as a clean-slate redesign of cellular network ar-
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Fig. 1. C-RAN architecture with distributed RRHs connected to a common
BBU via CPRI links.
chitecture that addresses the capacity and coverage issues,
while reducing operational costs and improving network flex-
ibility [2]. Using virtualization technologies such as Software-
Defined Networking (SDN) and Network Function Virtualiza-
tion (NFV), C-RAN shows also great potential in support-
ing autonomic network management (self-optimization, self-
adaptation, and self configuration). In C-RAN, the computa-
tional functionalities are decoupled from the distributed Base
Stations (BSs) and consolidated in a centralized processing
center. A typical C-RAN, as shown in Fig. 1, is constituted
of: (i) light-weight distributed Radio Remote Heads (RRHs)
deployed at the cell sites, (ii) a central BaseBand Unit (BBU)
pool hosted in a cloud datacenter, and (iii) high-bandwidth,
low-latency fronthaul links connecting the RRHs to the BBU
pool. The centralized nature of C-RAN along with virtual-
ization technology enables dynamic resource allocation, mo-
bility management and cooperative communications [3]. The
cloud infrastructure at the BBU pool with strong comput-
ing resources and storage capacity now provides a central
port for traffic offloading and content management to handle
the growing Internet traffic from mobile users. This directly
translates into Capital Expenditure (CAPEX) and Operational
Expenditure (OPEX) reduction as well as user Quality of
Experience (QoE) improvement.
At the same time, in today’s mobile networks, caching and
computing resources are already ubiquitous, both at the BSs
and on the user devices. Now, the fundamental question is how
to effectively utilize the existing resources in order to address
the need for massive content distribution. One promising
approach is to enable content caching within the wireless
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operators’ networks, where popular contents are cached at the
BSs at the edge of the RAN. Upon receiving a content request
from a user, the BS can provide the content that has been
cached rather than downloading it from the original server.
The benefits of content caching in cellular network have been
explored recently in [4]–[6]. In particular, these works propose
to alleviate backhaul usage via proactive caching at the small
cell BSs, whereby files are proactively cached during off-peak
hours based on file popularity and correlations among user
and file patterns. In [7], the author also consider collabo-
rative caching and introduce an online algorithm, that does
not require prior knowledge about the content popularities,
to minimize the total cost paid by content providers. More
recently, the work in [8] proposes a cooperative RAN caching
framework for coordinated multi-point joint transmission and
single cell transmission based on a local altruistic game model
that is aimed at minimizing content transmission time for
mobile users. Huang et al. [9] study the content caching and
user scheduling scheme for the heterogeneous networks and
propose an algorithm to maximize the number of successfully
scheduled users with limited radio resources. In the context of
C-RAN, the works in [10], [11] investigate the content caching
and beamforming design to minimize the transmission power
and backhaul cost. However, they only consider caching at the
BS level and there is no collaboration among these caches.
Implementing caching at the edge of the network offers
a significant backhaul traffic reduction. However, the afore-
mentioned edge-only caching schemes face two important
drawbacks: (i) high cache miss ratio due to limited cache size
at the BSs (compared to the very large number of content files)
and (ii) lack of consideration of user mobility from one cell
to the other. To compensate for the relative small cache size
at the BSs, the authors in [12] consider caches both in the
RAN edge and in the Evolved Packet Core (EPC). While it is
possible to implement relatively large cache size at the EPC to
improve the cache hit ratio, fetching content from EPC to the
BSs still undertakes considerable delay due to the involvement
of multiple intermediate network components.
In this article, we leverage the C-RAN architecture and
propose a Cooperative Hierarchical Caching (CHC) scheme.
In particular, this scheme allocates relatively larger caches
at the BBU pool (cloud cache) and supplementary smaller
caches at the distributed RRHs (edge cache), while keeping
the total cache size in the network fixed. The deployment
of cloud cache and edge caches are complementary and are
managed centrally by a controller in the BBU pool. While
the hierarchical caching paradigm has been studied in the
context of Content Delivery Networks (CDNs), their settings
and constraints are much different from the caching system
in cellular wireless networks. Firstly, the limited spectrum
resources coupled with the dynamic wireless channels and user
mobility will highly affect the strategy of cache placement and
content delivery in wireless networks. Secondly, the storage
capacity of RAN caches will be much smaller than that of
the caches in the CDN, making the cache placement critically
important. In the simulation results, we have shown that our
proposed CHC caching algorithm significantly outperforms the
counterpart algorithm proposed for CDN [13].
The remainder of this article is organized as follows. In
Sect. II, we envision the new C-RAN architecture to support
5G ultra-dense networks. In Sect. III, we introduce our pro-
posed novel caching strategy in C-RAN and present illustrative
results. In Sect. IV, we discuss the key challenges and open-
research directions that call for further investigation. Finally,
we draw our conclusions in Sect. V.
II. NEW C-RAN ARCHITECTURE TO SUPPORT 5G
ULTRA-DENSE NETWORKS
We envision here the essential evolutions in C-RAN to sup-
port the key features of 5G ultra-dense cellular networks (i.g.,
ultra-high radio speed, ultra-low latency, massive connectivity,
and content distribution).
New Fronthaul Interface: In C-RAN, all the RRHs are
connected to the BBU pool via the fronthaul links using
Common Public Radio Interface (CPRI), which is more widely
adopted in the industry than Open Base Station Architecture
Initiative (OBSAI). To realize high-speed CPRI links, the
common solution is to use direct fiber connections, which are
very limited and expensive. For example, in a TD-LTE system
with 20 MHz bandwidth and 2 antennas on each RRH (2 Tx,
2 Rx), the CPRI data rate between the BBU pool and the RRH
for each TD-LTE carrier transmission is as high as 2.45 Gbps1.
When considering a network with two bands and three RRHs
(3-sector) on each cell site, the required fronthaul capacity is
14.7 Gbps. Suppose that each RRH uses one fiber link, then
each cell site would require six fiber links. This number could
be even higher in the more widely used FDD-LTE system
where both downlink and uplink use 20 MHz bandwidth. The
high requirements for fronthaul fiber links makes it very costly
and difficult to achieve for most operators due to the limited
fiber resources. In addition, it usually takes long time to install
fiber and in some locations it is not possible to install fiber
at all. Once massive MIMO is deployed, fronthaul capacity
between BBU and each RRH needs to be dramatically in-
creased. Moreover, as new Radio Access Technologies (RATs)
are introduced, the bandwidth will extend from 20 to beyond
100 and 400 MHz, and so on, eventually requiring tens or
hundreds of Gbps of CPRI capacity per RRH. The current C-
RAN fronthaul architecture with the maximum transmission
capacity per fronthaul link of 10 Gbps will no longer be able
to handle such humongous capacity requirement of the 5G
network. To overcome this issue, various solutions have been
proposed, including new compression techniques, new trans-
port modes for fronthaul transmission such as Wavelength-
Division Multiplexing (WDM) and microwave transmission.
Flexible Functional Splitting: While the alternative fron-
thaul solutions help reducing fiber consumption, a multi-fold
reduction requires an architectural solution. Such transforma-
tive solution should redefine the functionalities of BBU pool
and RRH differently from the current definition (where both
the PHY and MAC are implemented in the BBU pool) and
change the interface between BBU and RRH from Circuit
fronthaul (CPRI) to Packet fronthaul (Ethernet). To make these
1Refer to: Common Public Radio Interface (CPRI) Specification V6.0,
Ericsson, 2013
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Fig. 2. Functional split between BBU and RRH in 4G and 5G C-RANs.
Shifting more functionalities to the RRH decreases capacity requirement and
increases delay requirement on the fronthaul links.
changes, many functional split options have been proposed,
each offering different trade-offs such as reduced fronthaul
capacity and delay requirement. Figure 2 illustrates the func-
tional split between BBU pool and RRH and compares the 4G
C-RAN with the new options in 5G C-RAN.
Distributed Core: In the 5G era, radio IP capacity will
become as large as 20 Gbps per sector and ultra-large content
traffic–e.g., UHD video streaming, Augmented Reality (AR),
Virtual Reality (VR)–will travel across the faster radio net-
work. All mobile communication traffic has to travel via
packet core network, i.e., Packet Gateway (PGW). In cur-
rent architecture, most countries have only a few sites with
PGWs across their nations. If this current architecture is kept,
massive backhaul between the BBU pools located across the
country and packet core in a few centralized sites becomes
inevitable and substantial backhaul investment has to be made
as well. For instance, assuming there are 10,000 5G cell sites
nationwide, each with 3 sectors and only half of the cell sites
are at peak-traffic at the same time, the backhaul capacity
required will be at least 300 Tbps (20 Gbps/sector × 3-
sector × 5,000 sites). Obviously, 5G core in centralized sites
should have ultra high processing capacity as well. Because of
the foregoing circumstances, it is highly desirable to have 5G
solutions that involve distribution of 5G core nodes close to
cell sites. In this case, content servers (or caching servers) can
be placed on the rack right next to the distributed 5G core. This
significantly helps reducing backhaul traffic by having mobile
devices download content directly from the in-network content
servers without having to pass the backhaul to each 5G core.
In this scenario, 5G Core (Data Plane), BBU, and applications
will run on virtualized servers at the local C-RAN sites.
III. COOPERATIVE HIERARCHICAL CACHING IN C-RAN
In this section, we investigate the problem of cache place-
ment in C-RAN aiming at minimizing the average content
access delay of all users, and at the same time reducing
backhaul traffic load. We consider a C-RAN that consists of
R RRHs distributed in R corresponding cells, and a set of U
active users. The collection of files available for downloads
is F = {f1, f2, ..., fF }. It is assumed that the popularities
ranking of the files, P = {p1, p2, ..., pF }, are known a
priori. While predicting content popularity is a challenging
task in terms of accuracy and scalability, the recent advances
in machine learning and data mining techniques have made
significant progress on achieving this goal. Such techniques
could involve analyzing data from popular web sites, news-
papers, and social networks in order to determine—around a
specific RRH—what kind of content people like and search
for, and what is the consumer’s profile of these people. We
envision that each RRH integrates not only the front Radio
Frequency (RF) but also certain capabilities to enable caching
such as content storage and look up. This is similar to the idea
of the evolved RRH proposed for Fog-based RAN [14]. We
consider that each RRH is equipped with a cache, Cr, with
capacity Mr [TB], while we assume that the BBU cloud has
a larger cache with capacity Mc [TB]. Given that the storage
capacity in each cache is limited, it is imperative to design an
effective caching strategy that decides when, where, and what
to store in each cache, so as to optimize the QoE of all users.
In current 4G cellular network, the eNodeBs are inter-
connected via the X2 interface, which is designed for ex-
changing control information or user’s data buffer during
handover. While this X2 interface is available for limited data
transfer, it cannot be exploited for inter-cache data transfer and
hence the eNodeBs cannot share their cache contents directly.
In contrast, the RRHs in C-RAN are all connected to the
common BBU via high-bandwidth, low-latency CPRI links
for user data transportation. This allows each RRH to retrieve
cache contents from the neighboring RRHs via a “U-turn”
(RRH-BBU-RRH) using fronthaul links. Note that retrieving
cache data from neighboring RRHs is more latency- and
cost-effective than fetching content from the original remote
server via the backhaul network [7], [12]. In this article, our
proposed CHC strategy will fully exploit the extra degrees
of cooperation brought by C-RAN to pool the resources and
increase cache hit ratio, reducing outbound requests to the
higher-level network elements.
Proposed Caching Strategy: In the proposed system, we
consider that there is a Central Cache Manager (CCM) imple-
mented at the BBU cloud to monitor all the requests generated
from users within the local C-RAN, which is responsible to
make cache placement decision. In addition, leveraging the
powerful processing capability at the BBU cloud, we can
implement sophisticated learning and prediction algorithms
to estimate the content popularity information P . While the
actual content files are physically stored in the separated
caches, a global indexing table can be maintained by the CCM
to facilitate content lookup and cache management. A request
for file f from a user in cell k will firstly go to the CCM. If
the CCM determines that file f is already cached at RRH k, it
will inform RRH k to send file f directly to the user without
incurring fronthaul traffic overhead. Otherwise, the CCM will
search for f in the cloud cache and in all the neighboring
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Fig. 3. Abstraction of cooperative hierarchical caching system in C-RAN.
edge caches. If CCM cannot locate the requested file in any
cache, it will direct the request to the original content server
in the remote CDN, incurring traffic in the backhaul links. In
Fig. 3, we illustrate the abstraction of CHC system in C-RAN
with an example where: a request from user 1 (in cell 1) and
from user 2 (moved from cell 1 to cell 2) are retrieved from
RRH 1’s cache; and a request from user 3 in cell R is retrieved
from the cloud cache.
In the following, we introduce the cost model to characterize
the cache management strategy. While the costs associated
with access delay and bandwidth consumption are often pro-
portional and interchangeable, we will focus on the cost model
for content access delay (as considered in [6] and [12]), which
can be directly translated into user’s QoE. Let dr denote the
delay cost of transferring a file from BBU pool to RRH r,
which we assume to be the same as the cost of retrieving that
file from RRH r in the uplink to the BBU. Let d0 denote
the delay cost incurred when a user in cell r downloads a
file from the original server in the CDN. Furthermore, we
assume the cost of transferring a file from cache of RRH k to
RRH r is drk = dr + dk. In practice, d0 is usually many-fold
higher than dr and drk [12]. It should be noted that the cost of
transferring files from the RRHs to the users always incur no
matter whether caching is used or not, and it does not depend
on the cache placement. Therefore, without loss of generality,
we consider that the associated cost of a user downloading a
file directly from the local cache of its serving RRH to be zero
when considering cache placement design. Hence, the average
delay cost of user u in cell r can be expressed as,
D¯u =
F∑
i=1
pi

x0irdr +
R∑
k=1,k 6=r
xkirdrk + x
R+1
ir d0

, (1)
where xkir = 1 if request for file fi from user u is retrieved
from cache Cr and x
k
ir = 0 otherwise (k = 0, 1, ..., R), and
xR+1ir indicates whether such request is retrieved from the
CDN. The optimal cache placement algorithm can be obtained
by solving the optimization problem that minimizes the total
average delay of all users in the network,
U∑
u=1
D¯u, subject to
the set of cache capacity constraints. In general, the cache
placement problem is NP-complete, which is impractical to
implement due to the high-complexity solution. Equivalently,
we can recast the cache-placement problem as the problem
of maximizing a system utility function—the expected delay
cost saving—and show that this problem belongs to the class
of maximizing a monotone submodular set function over a ma-
troid constraint. Our proposed greedy CHC strategy comprises
of two phases, namely the Proactive Cache Distribution (PCD)
phase and the Reactive Cache Replacement (RCR) phase.
Firstly, the PCD phase involves building a cache placement
solution starting with empty caches and incrementally adding
files to the caches. In each iteration, it adds a new file with the
highest marginal value to the cache placement set, until all the
caches are full. Since the objective function is submodular, the
marginal value of a new file decreases as the cache placement
set grows bigger. Furthermore, due to the monotonicity of the
objective function, the PCD algorithm is guaranteed to achieve
an objective function of at least 1
2
the optimal value [15]. This
phase can be done during off-peak traffic hours (e.g., night
time) to utilize the unused backhaul bandwidth. Secondly, the
RCR phase occurs over the course of the day to make cache-
replacement decision. In particular, following each cache miss,
a new file will be downloaded from the remote content server
to the local RAN and delivered to the requesting user. The
RCR algorithm will decide to replace this new file with
existing files in the cache only if such replacement could
improve the value of the objective function.
Performance Evaluation: We carry out trace-driven sim-
ulations to evaluate the performance of the aforementioned
CHC strategy in terms of cache hit ratio, average latency,
and backhaul traffic load. We use the YouTube request trace
data collected on the campus of University of Massachusetts
Amherst during the day 03/12/20082. The video popularities
are extracted from the trace and are used as the input for the
greedy CHC algorithm. Based on the video request data, we
simulated a C-RAN system with each cell having one RRH
and mobile users are uniformly distributed in the cells. The
e2e latency of video delivery from the CDN to RRH and
from BBU cloud to RRH are assigned to be d0 = 100 ms
and dr = 20 ms, respectively. We assume that the backhaul
and fronthaul link capacity as well as radio resources in the
access network are sufficiently provisioned to handle all the
generated traffic requests. We allocate the cache capacity in
2Refer to: http://traces.cs.umass.edu/index.php/Network/Network
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the BBU cloud to be four times larger than cache capacity
in each RRH, i.e., M0 = 4Mr, while keeping the total cache
capacity in the network the same for all considered scenarios.
The backhaul traffic volume is calculated as the amount of
traffic downloading from the CDN due to cache misses. The
trace-driven simulation parameters are summarized in Table I.
TABLE I
TRACE-DRIVEN SIMULATION PARAMETERS
Description Value
Number of Cells 4
Number of Users 19, 777
User Distribution Uniform
Number of Videos 77, 414
Video Size 20 MB
Number of Request 122, 280
BBU-RRH Latency 20 ms
CDN-RRH Latency 100 ms
Impact of caching architecture: We compare the perfor-
mance of four caching architectures.
• Edge only: popular files are cached at the RRHs only. If
the requested file from a mobile user is found in its home
RRH’s cache, the file will be download immediately from
the cache; otherwise, it will be fetched from the CDN.
• Edge+Cloud, Non-Coop.: a hierarchical caching strategy
where contents are cached at both the BBU and the
RRHs, however there is no cooperation among the RRHs’
caches. A file request resulting in a cache miss in the
RRH will be searched in the BBU cloud’s cache and
finally goes out to the CDN.
• Edge+Cloud, Coop. (CHC): our proposed cooperative
hierarchical caching strategy.
• Cloud only: contents are cached at the BBU cloud only.
From Figs. 4(a-c), we see that for the same total cache
capacity, allocating caches at both the BBU cloud and RRHs
provides significant performance improvement compared to al-
locating caches at the RRH only. For example, the performance
gains of CHC scheme over the Edge only scheme when the
total cache size is 0.4 TB are approximately 51% improvement
in cache hit ratio, 11% decrease in average e2e latency,
and 18% reduction in backhaul traffic load. In addition, the
performance is further improved by cooperating the RRH’s
caches, which are characterized by the gains of CHC scheme
over the Non-Coop. scheme. The cache hit performance and
backhaul usage of the CHC scheme and the Cloud only scheme
are almost the same; however, CHC achieves significantly
lower average access delay.
Impact of cache replacement policy: To evaluate the impact
of different caching policies in C-RAN, we compare the
proposed CHC strategy with three baselines: (i) MPC-Ex: the
Most Popular Caching scheme where each cache indepen-
dently stores the most popular files and the files that are stored
in the edge caches are excluded from the cloud cache [13];
(ii) FemtoX: an extension of the FemtoCaching scheme [6]
to C-RAN; and (iii) LRU: the Least Recently Used cache
replacement algorithm [16]. From Figs. 5(a-c), we can see
that the CHC scheme significantly outperforms the baselines
in terms of cache hit ratio improvement as well as average
latency and backhaul traffic loading reduction.
IV. OPEN RESEARCH DIRECTIONS
In this section, we discuss the key challenges and open-
research issues that need to be addressed in order to fully
exploit the benefits of content caching in 5G C-RAN.
On-device caching:With mobile devices now hosting multi
gigabytes of main storage, the idea of buffering multiple
videos on these devices is becoming more relevant. The first
interesting problem will be the predictive part, i.e., how does
that work? how does the system know what a user might want
to watch? The prediction involves interrogating user preference
and content-recommendation engines so that the personalized
video content can be pre-position to the mobile devices. This
mechanism may work as a personalized catch-up TV service,
falling between “video on demand” and “broadcast channel”.
On the other hand, once on-device caches and the underlying
device-to-device (D2D) communications become popular, it is
imperative to exploit the possible opportunistic coordination
among these caches. In particular, the CCM in the BBU pool
can explore the social relationships and ties among users to
identify influential users using the social graph. When a given
user requests a file, the CCM determines whether one of
the influential users has the requested file and, if so, direct
the influential user to transfer the file to the requesting user
via D2D. While this approach benefits the network and the
requesting users, it is quite challenging, e.g., how to design
an effective incentive model to attract users having caches to
form the coalition is an open research problem.
Collaboration of OTT and network operator: To improve
revenue per subscriber, OTT content providers want to expand
their subscriber base and provide high-quality video service.
This, in turn, increases the video traffic prompting the content
provider to pay more for CDN services. By positioning the
caching servers in C-RAN, network operators can deliver high-
quality video contents to users by utilizing idle bandwidth of
the fronthaul links without increasing load on the backbone
network, securing a new revenue model (caching fee) without
additional investment in their IP networks. At the same time,
OTT providers can provide high quality service at a lower cost
than using the 3rd party CDN through the caching server in
the operator networks. This helps expand their subscriber base
and enhance customer QoE. A new business model will play
a key role to achieve a win-win game between OTT providers
and network operator on the share of caching resources.
Cross-layer design: To leverage the extra degrees of co-
operation in C-RAN, many advanced cooperation techniques
involving user scheduling, RRH clustering, and beamforming
design have been proposed to optimize the spectral and/or
energy efficiency. When cache storage are deployed on the
RRHs, they will bring new optimization dimension to the ex-
isting approaches. For example, a user requesting a file might
be scheduled to connect to the RRH having the requested
file in the cache, instead of connecting to the closest RRH.
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Fig. 4. Performance of different caching strategies in a C-RAN are evaluated over different metrics in terms of different total cache sizes: (a) Cache Hit
Ratio; (b) Average Latency; (c) Backhaul Traffic Load.
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Fig. 5. Performance of our Cooperative Hierarchical Caching (CHC) with different cache replacement algorithms: (a) Cache Hit Ratio; (b) Average Latency;
(c) Backhaul Traffic Load.
It would be very interesting to design a holistic cooperation
strategy in C-RAN taking into account both the channel
opportunities and the cache availability.
V. CONCLUSIONS
We introduced a novel Cooperative Hierarchical
Caching (CHC) framework in the context of Cloud Access
Radio Networks (C-RAN), where contents are jointly cached
at the BaseBand Unit (BBU) pool and at the Radio Remote
Heads (RRHs). The cloud cache in the BBU pool is envisioned
as a new layer in the cache hierarchy that coordinates with
the edge caches at the RRHs. Trace-driven simulations show
that CHC significantly outperforms traditional edge-only
caching scheme, rendering up to 51% improvement in cache
hit ratio, 11% decrease in content-access latency, and 18%
reduction in backhaul traffic load. We also highlighted related
challenges and opportunities of deploying content caching in
C-RAN.
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