Data clustering is a difficult problem due to the complex and heterogeneous natures of multidimensional data. To improve clustering accuracy, we propose a scheme to capture the local correlation structures: associate each cluster with an independent weighting vector and embed it in the subspace spanned by an adaptive combination of the dimensions. Our clustering algorithm takes advantage of the known pairwise instance-level constraints. The data points in the constraint set are divided into groups through inference; and each group is assigned to the feasible cluster which minimizes the sum of squared distances between all the points in the group and the corresponding centroid. Our theoretical analysis shows that the probability of points being assigned to the correct clusters is much higher by the new algorithm, compared to the conventional methods. This is confirmed by our experimental results, indicating that our design indeed produces clusters which are closer to the ground truth than clusters created by the current state-ofthe-art algorithms.
INTRODUCTION
A cluster is a set of data points which share similar characteristics to one another compared to those not belonging to the cluster [18] . While the definition is fairly intuitive, it is non trivial at all to partition a multi-dimensional dataset into meaningful clusters. Such a problem has attracted much research attention from various Computer Science disciplines because clustering has many interesting and important applications [19] .
In general, data objects are represented as feature vectors in clustering algorithms. Although the feature space is usually complex, it is believed that the intrinsic dimensionality of the data is generally much smaller than the original one [27] . Furthermore, the data are often heterogeneous. That is, different subsets of the data may exhibit different correlations; and in each subset, the correlations may vary along different dimensions [25] . As a result, each feature Permission to copy without fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the VLDB copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Very Large Data Base Endowment. To copy otherwise, or to republish, to post on servers or to redistribute to lists, requires a fee and/or special permission from the publisher, ACM. VLDB '08, August 24-30, 2008 , Auckland, New Zealand Copyright 2008 VLDB Endowment, ACM 000-0-00000-000-0/00/00. dimension may not necessarily be uniformly important for different regions of the entire data space. These observations motivate a lot of interest in constructing a new 'meaningful' feature space over a given set of data. Many global dimension reduction techniques such as [13] work on the derivation of new axes in the reduced space, onto which the original data space is projected. Recent studies in manifold learning [37] embed the space onto low-dimensional manifolds in order to discover the intrinsic structure of the entire space, which have shown encouraging results. To directly tackle the heterogeneous issue, adaptive distance metrics have been proposed [14] , which define the degree of similarity between data points with regard to their surrounding subspaces. Basically, the focus of the above research is to work out a new salient representation of the data in order to improve the clustering performance.
Although clustering is traditionally an unsupervised learning problem, a recent research trend is to utilize partial information to aid in the unsupervised clustering process. It has been pointed out that the pairwise instance-level constraints are accessible in many clustering practices [29] , each of which indicates whether a pair of data points must reside in the same cluster or not. The constraint set is useful in two ways. One way is to learn an appropriate distance metric. The other way is to direct the algorithm to find a more suitable data partitioning by enforcing the constraints and penalizing any violations of them.
In this paper, we propose to improve the accuracy of the clustering process in two aspects:
1. We capture the local structures and associate each cluster with its own local weighting vector. For each cluster, a dimension along which the data values of the cluster exhibit strong correlations receives a large weight; while a small one is assigned to a dimension of large value variations.
2. We integrate the constrained learning into the local weighting scheme. The data points in the constraint set are arranged into disjoint groups, each assigned as a whole to a cluster according to our defined criteria.
Our experimental results as well as the theoretical analysis reveal advantages of the proposed technique. The remainder of the paper is organized as follows. Section 2 provides a survey of the related works. The locally weighted cluster concept, and the constrained learning are discussed in Section 3 and 4, respectively. The experimental results are reported in Section 5. Finally we conclude the paper in Section 6.
RELATED WORK
In this section, we will discuss the related research works in different areas, including clustering, dimension reduction, manifold learning, and constrained clustering.
There are different types of clustering algorithms, such as partitional clustering and hierarchical clustering. An example of partitional clustering is K-Means [17, 33] , in which a cluster is represented by its centroid. K-Means takes the iterative approach to minimize the sum of distances between data points and their respective nearest centroid. In hierarchical clustering, an agglomerative tree structure on a given dataset is generally created in either a bottom-up or topdown fashion. In the bottom-up approach, each data point is initially treated as a cluster by itself; and these clusters are merged in subsequent steps according to some specific criteria, such as Single-Link, Complete-Link or Ward's method [21] . A limitation of these methods is that they are sensitive to outliers [35] . A representative of top-down clustering is Bisection K-Means [36] , which starts with the entire dataset as one big cluster and iteratively picks a cluster and divides it into two parts using K-Means until the desired number of clusters has been reached. Since the clusters produced by this repeated bisection procedure tend to have relatively uniform sizes, this approach generally has a more robust performance compared to the bottom-up clustering algorithms [35] . Recently there are also some proposals on graph theoretic clustering techniques [24, 34] . Generally, they are very computationally intensive [37] .
Dimension reduction techniques aim to reduce the dimensionality of the original data space. One well-known technique is Principal Component Analysis [13] , which minimizes the information loss caused by the reduction. Since it optimizes the mapping based on the global correlations in the dataset, PCA is likely to distort the local correlation structures of individual clusters that might reside in different subspaces. To address this problem, the Locality Preserving Projection [37] encodes the local neighborhood information into a similarity matrix and derives a low-dimensional linear manifold embedding as the optimal approximation to this neighborhood structure. Nonetheless, this type of global transformation schemes lacks the flexibility to directly model different shapes of individual clusters. As each cluster generally is compactly embedded in a different subspace, ProClus and its generalization [3, 4] seek to directly determine the subspaces for individual clusters. One disadvantage of these methods is that it may not be easy to determine the optimal dimensionality of the reduced space or the subspaces [25] . To overcome these problems, all the feature dimensions are properly weighted in the Locally Adaptive Clustering technique [14] . Specifically, the local feature selection is adopted so that different weighted distance metrics are in effect around the neighborhoods of different clusters. LAC and our local weighting scheme share the same motivation and both formulate the clustering problem as an optimization problem. However, as detailed in Section 3, our proposal differs in defining the objective function and the constraints. Moreover, our method does not require any tuning to control the weighting scheme and thus the performance is more stable, while that of LAC is fairly sensitive to its own tunable factor [5] .
In constrained clustering, instance-level constraints indicate whether the corresponding pairs of data points belong to the same cluster or not. The constraints are usually used in learning a suitable Mahalanobis distance metric [6, 32] so that the data points marked similar are kept close to each other and the points which are identified dissimilar are dispersed far apart. The constraints are also used to directly guide the cluster assignment process. For a given set of constraints, it is desirable that a clustering algorithm does not violate any of them when producing data partitions. Constrained K-Means [30] adopted this idea and strictly enforces all the constraints over the cluster assignments. However, it has been shown that constrained clustering is a hard problem [10] and it is not necessarily a good idea to derive the partitions strictly satisfying every constraint [28] . Instead of enforcing the constraints directly, recent techniques introduced penalties on constraint violations; for example, the proposal in [10] seeks to minimize the constrained vector quantization error. The unified method, MPCK-Means [8] performs metric learning in every clustering iteration and penalizes the violations of the constraints. This technique also uses seeding to infer the initial centroids from the given constraint set to further improve the clustering performance [7] . In [16] , a systematic approach is developed to tune the weights of dimensions to achieve a better clustering quality, which is defined as a weighted combination of the proportion of constraints satisfied in the output and an objective cluster validity index. Other interesting related research include the study of the utility of the constraint set [11, 12] , and the modification of the Complete-Link clustering algorithm by exploring the spatial implications from the instance-level constraints [22] .
In this paper, we integrate the local distance metric learning with constrained learning: the locally weighting scheme can well discover clusters residing in different subspaces, and our chunklet assignment strategy aggressively utilizes the input constraints to guide the clustering process. The improvement of the clustering accuracy has been observed in our experimental study.
LOCALLY WEIGHTED CLUSTERING
Let m be the m-dimensional data space containing a set of N data points xi, whose jth component is xij. In the K-Means clustering, a cluster is represented by its centroid c k ∈ m , and a given point is assigned to the closest centroid based on the Euclidean distance or some global Mahalanobis distance. As discussed before, global distance metrics are ineffective to capture the local structures. Instead, our scheme allows different weighted distance metrics for different clusters. Specifically, besides the centroid c k , a cluster is now associated with an adaptive weighting vector w k , which is determined based on the points in this cluster. The weights w k are used to re-scale the distance from a data point x to the centroid c k , i.e.,
Each data point is placed in its nearest cluster according to the adaptive distance metric. Formally, the membership function φc, the mapping of a point x to one of the K clusters, is
Accordingly, all the points which belong to the kth cluster are denoted as,
To achieve optimal clustering, the set of centroids and the corresponding clusters' weights together must minimize the sum of squared weighted distances from all the data points to their respective centroid, which is
subject to ∀k m j=1 w kj = 1. Our formulation differs from Locally Adaptive Clustering (LAC) [14] . In LAC, the constraint is the sum of weights to be one, which can lead to a trivial solution: the dimension along which the data exhibit the smallest variation is weighted one and the other dimensions receive zero weights. Thus, a regulation term representing the negative entropy of weights is added to the objective function with a coefficient. Consequently, the clustering objective is a weighted sum of vector quantization error and the regulation term. However, the critical coefficient greatly affects the quality of clustering outputs in practice, and there does not exist a simple and principal way to determine its value in LAC. In our proposal, we use the constraint that the product of the weights of any cluster must be equal to 1. This design is not trapped with the above mentioned trivial solution, and the regulation term is avoided. We do not need any user-specified parameters to control the locally weighting scheme. Note that the Euclidean distance is a special weighted distance measurement with all the weights being 1 and therefore the constraint conditions are satisfied. Our constrained minimization problem can be solved using the Lagrange Multipliers. We state major conclusions below: Theorem 1. For the problem defined in Eq. 2, the optimal cluster centroids are, for 1
and the optimal weights are,
Proof. See Appendix A.
It is highly desired that Eqs. 3 and 4 are the closed-form formulae so that the centroids and weights can be computed fairly efficiently during the clustering iterations. It is also interesting to see that in our scheme, the centroid of a cluster is still the center of all the points in the cluster irrespective of the different weights. As Eq. 4 shows, the local weighting coefficients of a cluster are non-negative and completely determined by all the points it encloses and are not directly affected by other clusters. Specifically, the component w kj is inversely proportional to the variance of the values in the jth dimension of all data points in C k . If the points in the kth cluster differ greatly in dimension j, the weight w kj is smaller. On the other hand, if the points exhibit a strong correlation in the jth dimension, then a larger weight is assigned to this dimension. In general, the adaptive weights can characterize the shapes of the clusters and are expected to well reflect the heterogeneous natures of different clusters. Our formulation is intuitive and has a stable performance with no tuning.
It is possible that for some cluster k and some dimension j, the value x∈C k |xj − c kj | 2 can be very small and even zero, which can cause troubles in computing the weights of this cluster. To circumvent this problem, we set a threshold in practice and when the value x∈C k |xj − c kj | 2 falls below this threshold, we use the threshold instead in the subsequent computations of w kj (in the experiments of this paper, the threshold is 10 −6 ). On the other hand, if the values
2 are very large for some dimensions, it is likely that the direct computation of λ k could result in an overflow. Eq. 4 to compute weights can be rewritten in logarithm to avoid this problem, as below:
The adaptiveness of locally weighted clustering can be further extended by considering (the inverse of) the covariance matrix of each individual cluster in computing the Mahalanobis distance, which can describe any arbitrarily oriented ellipsoid centered at the centroid. However, as pointed out in [31] , it is not robust when a small number of data points are used to compute the covariance matrix. During the clustering process, some intermediate clusters may only have several points and the estimated ill-conditioned covariance matrix can potentially compromise the clustering accuracy. Therefore, in this paper, we fit the shapes of the clusters to be ellipsoids aligned with the axes for stable performance.
Algorithm 1 Locally Weighted Clustering (LWC)
Require: a dataset of N points xi ∈ m , the number of clusters K. Ensure: K cluster centroids c k and weights w k .
1: Start with K initial centroids and set all the weights to be 1, i.e., w kj = 1 for 1 ≤ k ≤ K, 1 ≤ j ≤ m. 2: E-Step: Compute the membership decision φc( xi) for all the N data points according to Eq. 1 and derive K cluster sets C k . 3: M-Step: For each cluster, recompute the centroid c k with regard to all the points it has, according to Eq. 3 and then update the weights w k according to Eq. 4. 4: Repeat steps 2 and 3 until converge.
Similar to K-Means, we propose an iterative procedure to reach a good partition for a given dataset, as shown in Algorithm 1. In the initial phase, we can use either Forgy initialization or subset furthest first for the centroid selection [17] . At the beginning, we assume that the shape of each cluster is a sphere and therefore all the weights are set to 1, indicating that the Euclidean distance is used. After the initialization, the whole procedure alternates between cluster assignments (E-step) and the updates of the centroids and the weights for individual clusters (M-step). In the E-step, each point is assigned to the closest cluster based on the local distance metric, and therefore the objective function defined in Eq. 2 for the new assignments surely becomes smaller. In the M-step, the centroids and the weights of the clusters are reestimated using all the points which now belong to them, and this also certainly reduces the objective function, which has been proved in Theorem 1. There are a finite number of partitions dividing N points into K sets, and the objective function keeps decreasing from iteration to iteration. Therefore Algorithm 1 guarantees to converge and the converged c k and w k give a local minimum of the objective function (the detailed proof is available in Appendix B). In practice, our algorithm LWC stops if either the data placements are stable or the user-specified maximum number of iterations is reached.
CLUSTERING UNDER CONSTRAINTS
Let φg denote the membership function of data points in the dataset according to the ground truth. Thus, φg( x) represents the true cluster label for x. Define the binary relation Rg for any pair of data points to be either 1 if they both belong to the same cluster or 0 otherwise:
For a dataset of N points, there are
unique pairs of relations in Rg between different points. As pointed out by Wagstaff et al [29, 30] , a small part of the relation Rg is usually accessible in the clustering practice and they are naturally represented as instance-level constraints. That is, there are a certain number of pairs in the constraint set C and we know Rg( xi, xj) for all the pairs in C. If Rg( xi, xj) = 1, these two points must belong to the same cluster and this is called a Must-Link constraint. Otherwise, it is a Cannot-Link constraint. It is desired to have the clustering outputs satisfying these pairwise instance-level constraints. It has been shown that this partial information is fairly useful to improve the clustering accuracy and the semisupervised clustering under constraints is a promising research direction. One example is the Constrained K-Means [30] , in which each data point is individually placed in its 'closest feasible' cluster in the assignment phase. This motivates us to integrate our locally weighted clustering scheme with the constraints-driven clustering process.
Chunklet Assignment Basics
Aharon et al. [6] defined a chunklet as 'a subset of points that are known to belong to the same although unknown class'. Note that for a given set of pairwise constraints, it is possible to combine them to form chunklets based on the transitive closure of the must-link constraints. For instance, if Rg( x1, x2) = 1 and Rg( x2, x3) = 1, then Rg( x1, x3) = 1 can be inferred and a chunklet can be formed by including these three points: ∆ = { x1, x2, x3}, whose size is the number of data points in the set, i.e., s(∆) = 3. The other type of the constraints, cannot-link, defines the relationships among different chunklets. Suppose, besides ∆, there is another chunklet ∆ = { x4, x5}. Given that Rg( x3, x4) = 0, then it can be inferred that chunklets ∆ and ∆ should not be placed in the same cluster. Consequently, given a set of instance-level constraints, we can derive a set of chunklets and their relationships.
The conventional clustering procedures assign data points to clusters in one-by-one fashion. Given a chunklet, we can now consider assigning the points in the chunklet in bulk. Moreover, if we know two chunklets should not be in the same cluster, then their membership decisions are indeed related and we can also consider placing them at the same time. This is the basic idea of our chunklet assignment strategy, and how we decide the memberships of the chunklets are explored in detail: For an isolated chunklet ∆, which does not have any cannotlink constraints with any other chunklets, all points in ∆ are assigned to the cluster which minimizes the sum of squared distances between all the points in ∆ and the centroid ci:
When there are two neighboring chunklets ∆ and ∆ and there are cannot-link constraints between them, then they have to belong to different clusters. We assign ∆ to cluster i and ∆ to cluster j, (i = j), in order to minimize the objective:
In the following, we examine the theoretical background of the above strategies and in the next subsection, we discuss how the theory can be applied in practice. Consider a simple scenario: there are two clusters C1 and C2 in the dataset. For cluster Ci, the data values in the jth dimension follow the normal distribution N (µij, 1), (1 ≤ j ≤ m), which has the mean value µij and the unit variance for simplicity, and values of different dimensions are mutually independent. Ideally, the centroids in the ground truth are c1 = (µ11, . . . , µ1m) and c2 = (µ21, . . . , µ2m). As the variances are 1 in all the dimensions of both clusters, the Euclidean distance, denoted as L 2, 1 , is adopted in the following analysis.
Suppose there is a chunklet ∆, that belongs to cluster i, i.e, ∆ ⊆ Ci (1 ≤ i ≤ 2). According to Eq. 6, ∆ is assigned to cluster j, if for 1
The probability of this event is denoted as,
which can be computed as below.
Theorem 2. For clusters C1, C2 and chunklet ∆,
in which s(∆) is the number of data points in the chunklet ∆ and Pa(x) is defined as,
and Φ(x) is the cumulative distribution function of the standard normal distribution N (0, 1), i.e.,
Proof. See Appendix C.
The function Φ(x) is the cumulative distribution function, that is monotonically increasing with respect to x. Hence, Pa(x) is also a monotonically increasing function. The probability to assign ∆ to its true cluster is Similarly, we have the mistake probability Pa(−s(∆)). The chance of correct assignments goes up rapidly with the increase of the size of the chunklet, while that of mistake assignments decreases. In other words, if there are more data points in a chunklet, it is more likely that ∆ is assigned to its true cluster using Eq. 6. As there are multiple points in a chunklet and they are independent, the chance that all of them are far away from their true centroid is much smaller than the chance that any of them is far from the centroid. Note that m j=1 (µ1j − µ2j) 2 is exactly the distance of the true centroids, i.e., L 2, 1 ( c1, c2). The value Pa(s(∆)) becomes larger as c1 and c2 have a greater distance. Therefore, if the two centroids are far away from each other, it is generally easier to distinguish these two clusters and the probability of mistake assignments is much smaller. Theorem 2 reflects this intuition well.
To examine the theoretical advantage of our assignment strategy, we compare the Average Number of Correct Assignments (ANCA) of some well-known clustering techniques. Specifically, assume each method can find the true centroids in the ground truth and we would like to count on average, how many data points in the chunklet are assigned to their respective true cluster. The conventional K-Means [17] does not utilize any constraints: it determines the membership of each point individually. The probability to assign a point x ∈ Ci correctly is P { x} (i | i) = Pa(1), because a single point itself is a chunklet sized 1. Since the assignments of data points are independent, the occurrence of correct assignments is a binomial process with n = s(∆) and p = Pa(1) [20] . Therefore, the ANCA of K-Means is
Another approach, Constrained K-Means [30] , decides the cluster assignment for the first point in ∆ and all the rest points in ∆ are forced to follow this decision and assigned to the same cluster due to the must-link constraints. Therefore, the assignments of the whole chunklet are either completely right or wrong, which solely depend on the decision of the first point. The chance of the first decision being correct is P { x} (i | i). Hence, its ANCA is
Interestingly, in the described scenario, the above two schemes have the same number of correct assignments on average. Unlike these two methods, our chunklet assignment strategy makes a joint decision for all points in ∆ at once with the chance of totally correct assignments being Pa(s(∆)). Consequently our ANCA is
Because Pa(s(∆)) is far larger than Pa(1), clearly our cluster assignment is superior.
Next, we consider the assignments of two chunklets ∆ and ∆ with cannot-link constraints in between, which should not be placed in the same cluster. The ANCA of K-Means is (s(∆) + s(∆ ))Pa(1). For Constrained K-Means, the correctness of the assignments is determined by the first decision of the points in the chunklets and the ANCA is also (s(∆) + s(∆ ))Pa(1). Instead, we use Eq. 7 to decide their memberships. The two chunklets ∆ ⊆ Ci and ∆ ⊆ Cj are placed in two different clusters, Cp and Cq, in order to minimize the aggregated distances (1 ≤ i, j, p, q ≤ 2, i = j, p = q). This occurs with a probability,
which can be computed according to the below theorem.
Theorem 3. For clusters C1, C2 and chunklets ∆, ∆ ,
Proof. See Appendix D.
Accordingly, the ANCA of our rule in Eq. 7 is the biggest, which is (s(∆) + s(∆ ))Pa(s(∆) + s(∆ )). Intuitively, when we consider the memberships of ∆ and ∆ together, the cannot-link constraints actually reduce the search space of all possible assignments and it is much more likely that a joint decision for the two chunklets is correct. In summary, Theorems 2 and 3 indicate that it is better to group points into chunklets and do chunklet assignments with Eqs. 6 and 7. When we consider the memberships of more points collectively (either one chunklet or two neighboring chunklets), it is more likely that we assign them to their true clusters.
Constrained Clustering
For a given set of pairwise constraints, our Constrained Locally Weighted Clustering (CLWC) first builds the chunklets and then the chunklet graph. Initially, each point in the constraint set is a chunklet of size 1. For every mustlink constraint, we merge the chunklets containing the two points of the constraint. This procedure continues until all must-link constraints have been processed. Next, we construct the chunklet graph by representing each chunklet as a vertex. For each cannot-link constraint, an edge is added between the two vertices whose chunklets enclose any one of the points in the constraint. Eventually, an edge in the resulting graph indicates that the chunklets of the vertices connected by the edge (neighbor chunklets in the graph) should belong to different clusters. The generated graph, denoted as Gc, is used to guide the cluster assignment step and this has implicit impacts on the updates of the new centroids and the weights during iterations.
In each E-step, the memberships of all data points are re-examined. For the points not participating in any constraints, they are assigned to their closest clusters as usual. The main difference is that the chunklet assignment strategy is applied for the points of all the chunklets in Gc. At the start of the E-step, all chunklets are unassigned (to any cluster). CLWC picks either one or two chunklets at a time and decides their memberships until all the chunklets are assigned. As there are usually a number of chunklets in Gc, two questions need to be answered: which chunklets should be first chosen from Gc for consideration of the memberships and which clusters they should be assigned to.
According to Theorems 2 and 3, the probability of correct assignments of the two neighboring nodes ∆ and ∆ is proportional to the number of data points in they two, i.e., s(∆) + s(∆ ). This suggests that we should pick the biggest chunklets first. To make decisions for chunklet ∆, it is best to combine its assignment with that of its largest unassigned neighbor ∆ if available. Only if ∆ does not have any neighbors or all its neighbors have already been assigned, is the membership of this chunklet considered singly. Specifically, let Nu(∆) denote the set of the immediate neighbor chunklets of ∆ in Gc which have not yet been assigned. Define the score for each unassigned chunklet,
The max function is used in the score computation so that a chunklet and its largest unassigned neighbor (if available) can be decided jointly, corresponding to a smallest probability of mis-assignments. The score of ∆ is the maximum number of data points that can be considered for the memberships along with ∆. Hence, if chunklet ∆ of the biggest score (draws are broken randomly) has undetermined neighbors, it and its largest unassigned neighbor are selected. Otherwise only ∆ is chosen for the determination of its membership at this time. As chunklets are assigned to clusters in the descending order of their sizes, the assignment decisions are generally correct and more reliable.
Next, we consider the question of how to make the assignment decision. When a single chunklet ∆ is in consideration, some of its neighbors may already be assigned to some clusters and therefore these clusters are blocked from accepting ∆ due to the possible violations of the cannot-link constraints between ∆ and its neighbors. This effectively limits the search space for the assignment of ∆. Among all the remaining feasible clusters, we pick the one which has the minimum sum of squared distance between the centroid and all the points in the chunklet. If such a cluster cannot be found, a conflict is encountered: no matter which cluster the chunklet is assigned to, some constraints are surely going to be broken. As to find cluster assignments to enforce all the constraints (specifically the cannot-links) is an NPHard problem [10] , CLWC deals with this situation by tolerating some violations and assigning ∆ to its closest cluster without considering the cannot-link constraints between itself and its assigned neighbor chunklets. As observed in our experimental study, violations are indeed a rare exception.
A similar process is designed to make a joint decision for chunklet ∆ and its neighbor ∆ . First we find cluster candidates for ∆ and ∆ respectively. Among all the feasible choices (without putting both of them in the same cluster and violating the constraints with their already assigned neighbor chunklets), we select the one that minimizes the objective in Eq. 7. If we fail to find a feasible assignment, this indicates that any assignments of the two chunklets will cause conflicts with some of their assigned neighbor chunklets. In this case, we ignore the decisions of all the assigned chunklets, and put ∆ and ∆ in the clusters which minimize the objective defined in Eq. 7. Again, constraint violations are surely incurred, however, they rarely happen in practice.
The time complexity of our chunklet assignment algorithm is competitive to that of the K-Means. The cost of each iteration of K-Means is O(|X|Km) [15] in which |X| is the size of the dataset, K is the number of clusters and m is the dimensionality. In an efficient implementation of CLWC, at the start of each iteration, the distances between each chunklet and each cluster are computed first, which are used to decide the membership of each chunklet in the subsequent process of the iteration. The worst case time complexity of the assignment procedure is still O(|X|Km). In addition, our algorithm takes fewer iterations to converge compared with K-Means, as observed in the experiments.
EXPERIMENTAL RESULTS

Methods and Datasets
We evaluated the clustering performance of our proposals, LWC and CLWC and compared them with other state-ofthe-art techniques. All the methods are listed below.
1. K-Means [17] : K-Means using the default Euclidean distance metric.
2. Bisection K-Means [36] : repeatedly partition the dataset into two parts using K-Means.
3. PCAC [13] : K-Means over the reduced space generated by Principal Component Analysis (PCA).
4. LPC [37] : K-Means over the reduced space generated by Locality Preserving Projection (LPP).
5. LAC [14] : Locally Adaptive Clustering.
6. LWC: The proposed Locally Weighted Clustering.
7. COP-KMeans [30] : Constrained K-Means.
8. MPCK-Means [8] : involves both metric learning and constraints satisfaction.
CLWC: The proposed Constrained Locally Weighted
Clustering.
We implemented those methods except for LPP and MPCKMeans, which we obtained from the authors' web sites [1, 2]. Techniques 1 through 6 are unsupervised learning ones, while the last 3 utilize instance-level constraints to guide the cluster assignment process as well as learning the distance metric. Since the optimal number of clusters K for each dataset is already known, we used them in our experiments. In the case that additional tuning parameters were needed, we used the default parameters and followed the authors' recommendations. When they were not available, we manually tuned and reported only the best performance. Extensive experiments were carried out over the datasets in Table 1 . Most datasets were downloaded from the UCI repository [23] , among which the Digits and Letter datasets were sampled by respectively extracting characters 3, 8, 9 and A, B, as in [5, 8] . The Protein dataset was used in [32] . 
Evaluation Metrics
We used two common metrics to evaluate the qualities of clustering outputs of different methods. The first metric is the Rand Index [26] . Given the membership φc( x) for each point x by a clustering algorithm, a pairwise relation Rc is defined for each pair of points, similar to Eq. 5. Then the Rand index is the percentage of pairs in the relations Rg and Rc, which agree with each other, i.e,
in which 1(x) is the indicator function, equal to 1 if x = 0, and 0 otherwise. The second metric is the Normalized Mutual Information [5, 37] , which measures the consistency of the clustering output compared to the ground truth. It reaches the maximum value of 1 only if φc perfectly matches φg and the minimal zero if the assignments of φc and φg are independent. Formally,
where pg(i) is the percentage of points in Cluster i according to the ground truth, i.e.
and pg,c(i, j) is the percentage of points that belong to Cluster i in φg and also Cluster j in
The above defined metrics were used to evaluate the accuracy of the clustering algorithms in addition to the number of violated constraints for the semi-supervised ones. We will report the number of iterations our proposals take to converge compared to the efficient techniques.
Unsupervised Clustering Accuracy
Each of the six unsupervised clustering methods was run 100 times with different initializations over all the datasets. For LPC and PCAC, we tested them with all the possible reduced dimensionalities and recorded their best performances. Similarly we tried different h's for LAC. The averaged Rand index and NMI are summarized in Table 2 . The methods that performed the best on different datasets with regard to a particular metric are highlighted (boldface).
In general, the two evaluation metrics are quite consistent. Although no single method can outperform all the others for all the datasets, the proposed LWC is effective in many cases. According to the Rand index (or NMI), the LWC has the best performances in 4 (5 for NMI) datasets. For the other datasets, it is within 3.9% (respectively 8.8%) compared to the best method except in the sampled hand digits dataset. In addition to good overall performance, LWC does not require any parameter tuning. Thus, our method is an advanced unsupervised method for the real-world clustering problems.
Semi-Supervised Clustering Accuracy
To generate constraints, we adopted the methodology in [29, 30] : for each constraint, two data points were randomly picked from the dataset and if both were in the same cluster in the ground truth, a must-link constraint between them was generated. Otherwise it was a cannot-link constraint. In each dataset, totally 1000 sets of constraints of different sizes were created (every 50 sets were of the same size), typically ranging from 50 to 1000 constraints (25 to 500 for the Soybean dataset). The semi-supervised methods, COP-KMeans, MPCK-Means and the proposed CLWC were tested over all constraint sets, whose average performances are reported in Table 3 and Figures 1(a) to 1(f) . Since COP-KMeans strictly enforces all the constraints, for many datasets, it failed to produce any feasible clustering partitions (with different initializations) when given more than 100 constraints. We therefore only report its performances in experiments with a small number of constraints.
As shown, CLWC generally produces much better clusters compared to the other two methods: the accuracy curves of CLWC are almost always higher than those of MPCKMeans for the datasets. As the number of the constraints becomes larger, indicating more partial information is used to guide the clustering process, the accuracy of both CLWC and MPCK-Means improves consistently. Note that the performance curves of MPCK-Means may drop when given a small number of constraints, and the performances under constraints may be even a little worse than those without constraints for several datasets, for example, the performance degradation in the wine dataset under around 300 constraints. This is consistent with observations in [8] , which is due to the fact that its metric learning may become biased when there is not enough information to train the metric parameters. It is interesting to observe that CLWC does not suffer this problem, having a much smoother performance with additional constraints; there are rarely noticeable 'dips' in the performance of CLWC.
Although our constrained clustering algorithm does not guarantee the satisfaction of all constraints, only a small number of constraints were observed broken by our method in the experiments. The average numbers of violated constraints for the datasets are shown in Figures 2(a) -2(c): they grow slowly as the number of pairwise constraints increases and are much smaller compared to those of MPCKMeans.
Clustering Efficiency
We summarize the average number of iterations the clustering algorithms took to reach convergence in Table 4 . The 4th and 7th columns are the numbers of the constraints in use. Compared with K-Means, which is an efficient algorithm [18] , the LWC algorithm converges fairly quickly and it took a comparable number of iterations to generate the clusters. The CLWC algorithm generally took even fewer iterations to converge than K-Means and MPCK-Means, and the more constraints were given, the faster CLWC completed the data partition. Therefore, our proposals are also quite efficient.
CONCLUSIONS
In this paper, we proposed to use local weighting vectors in order to capture the heterogeneous structures of data clusters in the feature space. Each set of weights defines the subspace spanned by the corresponding cluster. We integrated the constrained learning into our locally weighted clustering algorithm. A set of chunklets are built upon constraints, whose points are assigned to clusters collectively. Theoretical analysis and experiments have confirmed the superiority of our new proposals.
Currently, we are investigating the proposed technique for Table 3 : Accuracy of semi-supervised clustering algorithms.
different application domains. In particular, we have implemented a content-based image retrieval system [9] . We are also studying other approaches such as nonnegative matrix factorization and random walk techniques for constrained locally weighted clustering. 
APPENDIX A. PROOF OF THEOREM 1
To solve the optimization problem, we use Lagrange Multipliers. Define:
As w kj = 0, then we get,
Similarly, let
Then we have,
As for 1 ≤ k ≤ K, m j=1 w kj = 1, we have
The second order partial derivatives of F are computed as:
Its determinant is positive at the derived optimal weights and centroids, and therefore, they represent a minimum.
B. PROOF OF CONVERGENCE OF LOCALLY WEIGHTED CLUSTERING
Corollary 1. The Locally Weighted Clustering Algorithm (Algorithm 1) converges to a local minimum of the objective function defined in Eq. 2.
Proof. The objective function f is defined for the given assignments φ and centroids c and weights w:
Algorithm 1 starts from an initial assignment and runs from iteration to iteration. Each iteration consists of two steps: to determine cluster assignments (E-step, Line 2 in Algorithm 1) and to compute centroids and weights for individual clusters (M-step, Line 3).
Formally, let c i , w i and φ i c respectively denote the centroids, weights, assignments derived in the ith iteration. c 0 and w 0 are the initial configuration, while in the algorithm φ , c i−1 , w i−1 ). It is guaranteed that Algorithm 1 reduces the objective value in iterations.
The clustering problem is to group N points into K disjoint sets and there are only a finite number of data partitions. For a given φc, the minimal objective value is determined for the corresponding optimal centroids and weights. Therefore, the objective value for a given assignment is lowerbounded. The objective value in Algorithm 1 decreases gradually until the value reaches a fixed point. This fixed point is a local minimal of f (φ, c, w).
C. PROOF ON ONE CHUNKLET
There are K clusters, C1, C2, . . . , CK . For cluster Ci, the data values in the jth dimension follow the normal distribution N (µij, 1).
For a chunklet ∆ that belongs to cluster s in the ground truth, (∆ ⊆ Cs), the conditional probability that the sum of distances from points in ∆ to cluster i is smaller than that to cluster p, (i = p), is denoted as,
Proof. We can rewrite the left hand side (LHS) as below,
As xr follows N (µsr, 1), denoted as xr ∼ N (µsr, 1), then
We can normalize Y into a random variable of the standard normal distribution, YN ∼ N (0, 1), i.e.,
Therefore, we have,
As YN ∼ N (0, 1), the above equation can be further rewritten using the cumulative distribution function Φ of N (0, 1).
According to the definition of
As the probability distribution function of N (0, 1) is symmetric with regard to the x = 0, there is a special property of its cumulative function Φ(x), that is,
Therefore, we have, 
DISCUSSIONS:
According to Theorem 4, the event that the sum of distances of the points in ∆ ⊆ Cs to its true cluster Cs is smaller than that to some cluster Cp, occurs with the probability,
(µpr − µsr) 2 .
In chunklet assignment, in case of two clusters C1 and C2, the chance to place ∆ correctly is P d,1 (1, 2 | 1) (or P d,1 (2, 1 | 2)). This is the conclusion in Theorem 2. In case of more than two clusters, ∆ is assigned to cluster i if cluster i is the one closest to the points in the chunklet, i.e., for all 1 ≤ p ≤ K, and p = i,
Each of these events, x∈∆ L 2 2, 1 ( x, ci) < x∈∆ L 2 2, 1 ( x, cp), is not necessarily independent. Consider there are 3 clusters in 2-dimensional space, c1 = 1, 0 , c2 = 2, 0 , c3 = 3, 0 , it is true that, for any point x, if it is closer to c1 than c2, then x is also closer to c1 than c3. Thus, for this example, Although the probability to assign ∆ correctly is not expressed in a closed form for more than two clusters, generally this probability is related to P d,1 (s, p | s). The more data points the chunklet ∆ has, the larger the positive value √ s(∆) 2 m r=1 (µpr − µsr) 2 is. Hence, the corresponding probability P d,1 (s, p | s) is larger, and P d,1 (p, s | s) is smaller. It is more likely that the points in ∆ are close to the cluster they belong to, as a group. Consequently, the probability to decide the membership of ∆ correctly becomes larger with the increase of the size of the chunklet, s(∆).
D. PROOF ON TWO CHUNKLETS
For chunklets ∆ ⊆ Cs and ∆ ⊆ Ct, (s = t, i = p ∩ j = q), denote Y can be normalized, YN ∼ N (0, 1), and we can derive the result of this theorem in the similar process in Theorem 4.
According to the definition, for 1 ≤ i, j, p, q, s, t ≤ K, we also have, P d,2 (i, j, p, q | s, t) = 1 − P d,2 (p, q, i, j | s, t).
DISCUSSIONS:
According to Theorem 5, we have, Without prior knowledge, if the distances among cluster centroids are the same, (i.e., for i, j, L 2, 1 ( ci, cj) is some constant), then ( csr − ctr) 2 .
For two clusters C1 and C2, the probability to determine the memberships of ∆ and ∆ with no mistakes is related to P d,2 (1, 2, 2, 1 | 1, 2) and P d,2 (2, 1, 1, 2 | 2, 1). This is the conclusion in Theorem 3. Similar to the analysis of one chunklet in the previous section, in case of more than two clusters, the probability to assign ∆ and ∆ correctly is not necessarily equal to K p=1,q=1,p =s∩q =t P d,2 (s, t, p, q | s, t).
In general, if the sizes of the two chunklets s(∆) + s(∆ ) are bigger, the value (s(∆) + s(∆ )) r (µsr − µtr) 2 is larger, so is s(∆) r (µpr − µsr) 2 + s(∆ ) r (µqr − µtr) 2 . Therefore, the probability is larger that ∆ and ∆ are closer to their true clusters rather than any other clusters, and P d,2 (p, q, s, t | s, t) is smaller. Hence, the probability to decide the membership of the two chunklets correctly is generally larger with more data points in ∆ and ∆ .
