This appendix provides further details on our simulated least squares estimation approach. We first formalize our approach in a more general setting and then derive its asymptotic properties.
where γ ∈ Γ is a vector of structural parameters and {ε t+1 } T t=1 are iid innovations. Suppose that there are two vector-valued functions f and g satisfying:
f (x t , β, γ) = E g(w t+n , β) x t , γ , (A.2) where w t+n = [x t+1 , x t+2 , . . . , x t+n ] for a positive integers n. The conditional expectation is taken with respect to the distribution of the vector η t+n = [ε t+1 , ε t+2 , . . . , ε t+n ] , given w t+n is generated by the recursion (A.1). β ∈ B is a vector of parameters. In our application, f is the vector of nominal discount bond prices, g is the vector of corresponding pricing kernels (with the integers n denoting maturities), and β is the vector of preference parameters.
We consider an econometric model:
where {y t } T t=1 are observations for f . In our application, y t are the time-series observations of the cross-section of bond prices. In general, the errors {u t } T t=1 may be interpreted either as measurement errors or as pricing errors.
, and x = [x 1 , x 2 , . . . , x T ] . Furthermore, let θ ∈ Θ denote the distinct elements of β and γ.
The econometrician's objective function is: 
. In this way, we construct for every date t a set of 2S independent random vectors
, each of which is independent and identically distributed as w t+n , conditional on the state vector x t and the structural parameters γ.
Finally, we define the simulated least squares estimatorθ T of θ as:
Intuitively, the reason for using summations over two different sets of simulations is that conditional on z t , the first set of errors y t − 1/S S s=1 g(ŵ t+n,s , β) is independent of the second set
. This mean thatq(z t , θ) is an unbiased estimate of q(z t , θ), and that, as a result, the law of large numbers controls the approximation errors introduced by the simulations across the time-series dimension of the data.
Formally, the errors:
form a martingale difference sequence. This allows us to show that for any θ, the two objective functionsQ T (θ)/T and Q T (θ)/T converge to the same value as T → ∞. When the dimension of θ is large, minimizing the functionQ T (θ) is problematic. This motivates the following two-stage procedure. First, we obtain a consistent estimateγ T of the structural parameters γ (by maximum likelihood, for example). Second, we estimate the preference parameters β using our simulated least squares approach:β
B Asymptotics
We now provide a set of assumptions that are sufficient to establish the consistency and asymptotic normality of the two-stage simulated least squares estimator. We do not attempt to find the most general conditions. Instead, we want to illustrate that the asymptotics of our estimator require only standard assumptions. The first set of assumptions is:
(A1) {z t } is a stationary and ergodic sequence.
where γ 0 and β 0 denote the true parameter values. Assumption (A2.i) is a prerequisite for the two-stage procedure. It allows us to identify the structural parameters in the first stage. The assumption (A2.ii) is standard for least squares estimators. Finally, assumption (A2.iii) is required for identification.
Proposition 1: Suppose that B and Θ are compact and that θ o is interior to Θ. Also, let (A1), (A2), and the following conditions hold:
η t+n } and is continuously differentiable in θ,
(ii) E sup θ∈Θ q(z t , θ) < ∞, and
where subscripts denote partial derivatives. Then:
(B.1)
Whenγ T and the least squares estimator of β are asymptotically normally distributed, we can also establish asymptotic normality of our two-stage simulated least squares estimator. For this, we need to add the following set of assumptions:
ii) f ββ exists and E q ββ (z t , θ o ) is finite and nonsingular, and
where double-subscripts denote second-order partial derivatives.
Proposition 2: Suppose assumptions (A1), (A2), and (A3) hold. Also, let the three conditions in Proposition 1 and the following two conditions hold:
(i)q(z t , θ) is twice continuously differentiable in θ, and
has finite second moments.
Then:
C Proofs
Proof of Proposition 1: By the mean value theorem, there exists aγ T betweenγ T and γ o , such that:
It is straightforward to verify the sufficient conditions for Andrews ' (1987) uniform law of large numbers, which in turn yields:
This guarantees that:
To complete the proof, notice that assumption (A2.ii) implies:
Therefore, by assumption (A2.iii), E q(z t , β, γ o ) attains a unique global minimum at β = β o .
Proof of Proposition 2:
By the mean value theorem: 
