The focus of this research is in the definition of programmable expert Personal Health Systems (PHS) to monitor patients affected by chronic diseases using agent oriented programming and mobile computing to represent the interactions happening amongst the components of the system. The paper also discusses issues of knowledge representation within the medical domain when dealing with temporal patterns concerning the physiological values of the patient. In the presented agent based PHS the doctors can personalize for each patient monitoring rules that can be defined in a graphical way. Furthermore, to achieve better scalability, the computations for monitoring the patients are distributed among their devices rather than being performed in a centralized server. The system is evaluated using data of 21 diabetic patients to detect temporal patterns according to a set of monitoring rules defined. The system's scalability is evaluated by comparing it with a centralized approach. The evaluation concerning the detection of temporal patterns highlights the system's ability to monitor chronic patients affected by diabetes. Regarding the scalability, the results show the fact that an approach exploiting the use of mobile computing is more scalable than a centralized approach. Therefore, more likely to satisfy the needs of next generation PHSs. PHSs are becoming an adopted technology to deal with the surge of patients affected by chronic illnesses. This paper discusses architectural choices to make an agent based PHS more scalable by using a distributed mobile computing approach. It also discusses how to model the medical knowledge in the PHS in such a way that it is modifiable at run time. The evaluation highlights the necessity of distributing the reasoning to the mobile part of the system and that modifiable rules are able to deal with the change in lifestyle of the patients affected by chronic illnesses.
Introduction
Diabetes mellitus (DM) is a chronic health condition in which the pancreas does not produce enough insulin, or the body cannot use it effectively. The former is known as DM Type I and patients belonging to this group need external administration of insulin, the latter is DM Type II and does not usually require external administration of insulin. A third type is Gestational DM, which can appear during the pregnancy. In all cases the complications may lead to have episodes with high blood glucose levels (hyperglycemia) or low blood glucose levels (hypoglycemia). A person with DM can develop long-term complications such as damage to small blood vessels in the kidneys (nephropathy) or in the eyes (retinopathy), damage to nerves (neuropathy), and twice the risk of having cardiovascular disease [10] . The prevention and treatment of DM includes a healthy diet, a regular physical activity, maintaining a normal body weight, and not smoking. It is estimated that DM will affect 439 million adults by 2030 [34] , and that health expenditures for DM will be USD 490 billion by the same year [47] .
The use of pervasive healthcare [4] is a prominent way to reduce healthcare costs caused by the prevalence of chronic diseases like DM. Pervasive healthcare implies the decentralization of healthcare services by focusing on the patients rather than the doctors [2] , and removing physical and time barriers in healthcare to enable the paradigm of "healthcare to anyone, anytime and anywhere" [41] . All these goals are achieved with the definition of Personal Health Systems (PHSs). The typical architecture of a PHS consists on three tiers [38] namely: Tier 1 Body Area Network (BAN), Tier 2 base station and Tier 3 remote monitoring server. The BAN consists in a set of sensors deployed on the body of the patient for monitoring physiological parameters. The base station can be a tablet, a mobile phone or a portable device which collects and aggregates the health data produced by the BAN and sends them to the remote server over the Internet. The remote server provides assistance to patients and helps doctors on the management of their patients, and at the same time saves the patient's data in the hospital's database for electronic health records.
There is a wide range of applications for PHSs, some provide passive safety like requesting help to caregivers in case of a fall event [1] , while others are focused on the prevention of diseases like depression [30] . In all cases, the development of such systems have some technological challenges in common that must be taken into account. Amongst them are the modeling of the medical knowledge, the scalability of the system, the personalization of healthcare services for each patient and the interoperability between different heterogeneous systems.
In the context of PHSs the medical knowledge must be transformed to provide clinical decision support, and improve the healthcare safety and assistance offered to the patient. When there are data available from the domain of interest, the typical approach is to use machine learning techniques to train classifiers to assist in that particular domain. Moreover, these classifiers can be customized for each patient in order to offer the next generation of healthcare services [11] . Unfortunately, the issue of defining a classifier becomes quite difficult when dealing with temporal patterns that may have an irregular number of events as features. In this sense, this paper studies the definition of rules that can be modified and personalized according to the preference of medical doctors, to deal with patterns of this kind.
Another desired feature for providing good healthcare services with PHSs is scalability, that is the performance of these systems must not degrade when the number of patients increases, and specially to handle a big-data scenario where the number of patients can be as large as an entire city being everyone monitored [26] . Last, it is desired that different systems are interoperable so that they are able to "exchange information and use the information that has been exchanged" [21] . It has been reported that current systems are closed in nature and therefore not supporting a collaborative behavior [5] .
The goal of this paper is to report on a PHS for DM management with the aim of minimizing the risk of developing the health complications related with this disease. The design of this PHS takes into consideration the previously explained issues. In particular, the contributions focus on how monitoring rules based on temporal logic can be created in a graphical way, and how the scalability of PHS can be improved by distributing the computations needed for monitoring the patient over the Tier 2.
The main component in the PHS of this paper is the MAGPIE agent platform [8] , which has been designed to run in Android handheld devices. The use of agents in PHSs can simplify the modeling of medical knowledge as they are autonomous software entities, that pursue a set of goals [45] in an intelligent way, by applying Artificial Intelligent reasoning techniques such as deduction, and act proactively, without necessarily receiving a stimulus from the user. This set of properties can benefit the current definition of PHSs, by having monitoring tools that are capable of reasoning in a complex and proactive way on the current patients' physiological parameters. Moreover, the deployment of the agents in the Tier 2, that is in the mobile device from each patient, improves the scalability of the PHS in comparison with the current state-of-the-art approach where the computations for patient monitoring are done in Tier 3. This last tier is shared by all the patients using a particular PHS and therefore represents an inherent bottleneck of the system.
Concerning the personalization of healthcare services, medical doctors using the PHS can define monitoring rules for each patient using a graphical web interface. The creation of these rules is based on the combination of different events related to the monitoring of the patient, and the definition of the thresholds values that make these events happen. This is an important feature as a person can be considered to have the blood pressure high if it is 140/90 mmHg, but this measurement can indicate an improvement if the person had higher values in the past.
Finally, to achieve interoperability with other medical systems the CDA standard [14] is used. In particular, the information flowing from Tier 2 to Tier 3 is encoded according to this standard. The details on this part are out of the scope of this paper and the interested reader can find more information in [9] .
The rest of this paper is structured as follows: "System overview" gives an overview on the PHS reported in this paper. It describes its architecture, its different parts, and how they are interconnected. "Knowledge representation" focuses on the logic representation of the monitoring rules and how this representation is linked to graphical elements. "Evaluation" shows an evaluation of the system in two terms. First, the ability of the system to find patterns of composite events in real data. Second, the scalability of the system compared with other PHS. "Related work" describes other relevant work to the research presented in this paper. Finally, Conclusions outlines the conclusions and future work of this research.
System overview
The PHS for DM monitoring reported in this paper has two different actors: patients and doctors (see Fig. 1 ). The medical side of the system corresponds to the Tier 3 of a PHS. In this case, healthcare professionals can interact with the system by means of a web application that allows them to visualize and analyze data from patients, and to manage and define specific monitoring rules for each of the patients. Regarding the patient side it maps to the Tier 1 and Tier 2, where patients with DM are monitored by means of using an Android smartphone (Tier 2) and a set of sensors that conforms the BAN (Tier 1). Although this system has been conceived to work with on body sensors providing physiological values, it could be adapted to work with ambient sensors used in the home care field to provide contextual information concerning the activities of the patient in the house.
The patients use a Samsung Galaxy Mini with a mobile application aiming on helping in the management of the DM. This application is developed with the MAGPIE framework, so its based on a multiagent system that is able to perceive the physiological values measured by the sensors. The agents from that system are responsible to perform reasoning on these data and to produce alerts according to the monitoring rules defined by the doctors. This design strategy, where the computations are done in Tier 2 rather than in Tier 3, is expected to improve the scalability of the system, as Tier 3 is a component shared by all the patients of the system and can consequently become a bottleneck.
The evaluation of MAGPIE has been done using data collected with sensors from the COMMODITY 12 
MAGPIE agent platform
MAGPIE is an agent platform integrated with the Android OS [8] . It plays the role of Tier 2 in a PHS by connecting the patient and the doctor, aiming to improve the management of chronic diseases. From the side of the patient it collects the physiological values measured by the sensors of the BAN, whereas from the medical side it contains the medical expertise provided by the doctor. By analyzing the physiological values according to the medical expertise, the agents of MAGPIE are able to produce alerts when there is an event of interest related to the illness being monitored. The architecture of MAGPIE is based on the concept of environment as a first class abstraction proposed by Weyns et al. [44] . This means that the environment should be considered as an implicit part of multiagent systems, mediating the interaction between agents and the access to resources. In MAGPIE, there is a relation with the virtual environment of a multiagent system and the real environment of a chronic patient, so that there is a data flow between both environments.
The MAGPIE agent platform consists of three different main components that can be mapped to the elements of a publish/subscribe system [15] . The central element of the platform is the environment, which acts as an event service for delivering events. Where an event is the measurement of a physiological parameter like the glycemia. In the environment two main entities can be deployed: agents, which act as subscribers by consuming events and context entities, which act as publishers by producing events. Agents are cognitive entities deployed on the agent environment. They share a similar architecture with agents of other platforms like PROSOCS [35] , and GOLEM [7] . As in these platforms agents are composed of a declarative mind called agent mind and a body. The mind is the component in charge of the agent's reasoning abilities, and it is situated in the environment through the component called agent body. The core of the mind consists on a rule engine that can run the monitoring rules defined by the doctors with the web interface. The agent body is the part of the agent that receives and produces events from/to the agent environment, so it acts as an interface between the agent mind and the agent environment.
Context entities are the connectors linking the real environment with the agent environment. They encapsulate the communication with a source of information from the real world. The goal of a context entity is to throw to the agent environment events related with physical measurements from the real world, so that the agents can perceive them. A context entity can also communicate events happening in the agent environment to the external world, such as alerts produced by the agents. There are different kinds of context entities modeling different sources of information in a PHS scenario. First, measurements can come from the Bluetooth sensors conforming the BAN of the patient, which can measure physiological values like the heart rate. Second, measurements can come from the sensors of the smartphone, which, for example, can provide the GPS position of the patient. Third, measurements can be provided by the patient itself through the user interface of a mobile application to report values that are difficult to measure with sensors, such as the amount of carbohydrates of a meal.
Last, monitoring rules and alerts can be received or sent respectively to an external remote monitoring server.
Web interface for monitoring rules
The agents of MAGPIE must provide alerts according to monitoring rules, and medical doctors are the users of the system who have the knowledge to define such monitoring rules. However, they may not have knowledge on logic programming to define specific monitoring rules that are understandable by agents. To help medical doctors to play their role in an independent way, one of the components of the PHS is a web interface where doctors can program monitoring rules for the agents in a graphical way.
In the context of the reported PHS a monitoring rule is defined as a combination of events that trigger an alert to be notified to a medical doctor; where an event is considered as the measurement of a physiological parameter categorized as high, normal or low. The physiological parameters considered for the implementation of the web interface are the ones measured in the COMMODITY 12 project, which are: glucose, blood pressure and weight. By combining these events two kinds of monitoring rules can be defined: -Complex rules: involve the combination of two or more events in a given time window, where it is not considered the order in which the events happen. -Sequential rules: involve the sequence of two or more events in a given time window, where the particular order in which the events occur matters.
Moreover, to provide personalized healthcare services, the medical doctor can define the high and low thresholds for each physiological parameter and patient, and therefore the normal range too. The creation of a monitoring rule follows the approach of a visual programming language, where different graphical elements are combined together to define T N Event the logic of a computer program. As stated before, monitoring rules are a combination of events, and therefore this is the only kind of graphical element that must be modeled, which in turn minimizes the complexity for creating the rules. Figure 2 shows the graphical design of an event, where Event defines the category and the name of a physiological parameter (i.e. high blood pressure); T is the time window given to the event, that is the amount of time after the specified event happens; and N is the number of times that the event must repeat for the given time window.
To create a monitoring rule the doctor must first select the type of rule, and then he can drag and drop the graphical elements representing the events that must happen in order to trigger the alert. The events are matched together vertically for complex rules and horizontally for sequential rules. Last, he can configure the parameters defining the event, and the message that must be displayed if the alert is triggered. Figure 3 shows the relation between the graphical representation and the temporal representation of different rules that can be build with the web interface. Figure 3a shows the simplest rule that can be build, which is given as an illustrative example. This rule states that an alert is triggered if there is a single event of high blood pressure at time t 0 . However, the web interface is intended to build complex and sequential monitoring rules involving several events. Figure 3b shows an example of a monitoring rule being complex and sequential at the same time, as it involves just one physiological parameter with a particular category. This rule states that an alert is triggered if the patient has two measurements of high blood pressure in a time period of one day. Figure 3c shows an example of a complex rule involving three events with two physiological parameters. This rule states that an alert is triggered when there are two events of high blood pressure and one event of low glucose in a time period of one day, where the time begins counting when the first of the events happens. The web interface also allows the user to create meta-rules. As shown in Fig. 3d a meta-rule is a rule composed with a rule. In this case an alert is triggered if the pattern of events defined by the previous rule repeats three times in a period of two weeks.
Interactions between the different components
The management of a chronic illness like DM involves the implication of at least two individuals: the patient itself and the doctor in charge of the patient. When the management is done through a PHS developed with MAGPIE ( Fig. 1) there are also technological components involved like agents, the agent environment, sensors and web services. This section shows how patients, doctors and these components interact in order to improve the patients' quality of life.
Patient -system
The interactions between the different components of the system for monitoring a patient are depicted in Fig. 4 . In particular, the figure shows the case where an event produces an alert relevant for the doctor and the patient. For the sake of clarity the figure shows only the interactions when having one sensor and one agent, but a patient can have multiple instances of these components.
In the first place the patient activates the Android application, and turns on the sensors used for the continuous monitoring. At this point the agent environment starts the execution of its life-cycle by waiting for the reception of physiological measurements produced by the sensors. The environment approach of waiting for events rather than being continuously running is intended to extend the battery of the device as much as possible. Once the sensor measures a physiological value, the context entity associated with the sensor encapsulates and forwards it to the environment's queue of events. The environment then activates all the agents interested in that particular event acting thereby as the mediator in the publish/subscribe pattern [15] . The agent body is responsible for perceiving this event from the environment and send it to its agent mind to evaluate if an alert has to be triggered. In the next step the agent mind activates its internal cycle. First, it updates its internal state with the event it just perceived. Second, it tries to achieve its goals by revising the monitoring rules defined for the patient. Finally, in the case that the event triggers a particular rule, the agent creates an action representing the alert to be notified. This action is thrown to the environment through the agent body and notified to the patient through the graphical user interface of the mobile application. The environment also forwards the alert to a context entity that is responsible to redirect it to a web service located at the hospital, so that it can be added to the electronic health records of the patient and notified to the doctor. 
Doctor -system
The rules for monitoring a patient are defined by the doctor through a web interface as explained in the corresponding section. In order to use these rules, they must be sent to the agents running in the MAGPIE platform. Figure 5 shows the interactions between the elements involved in this process. In Tier 3 when a new set of monitoring rules are defined by the doctor, these are stored in a local repository and are ready to be downloaded by the monitoring applica- 
Once the Environment is ready for processing events, it activates the agents interested in that particular rule set, which is finally loaded into the agent's mind after the previous rule set has been discarded.
Knowledge representation

Agent mind cycle
Within MAGPIE agents have a mind cycle for perceiving, updating the internal state and then acting in the agent environment following a reactive agent pattern. The specification of the mind cycle is done as follows:
Each agent cycle can be decomposed in five different predicates. Predicates in the text are referenced as predicate/N, where predicate is the name of the predicate and N the arity of the predicate, i.e. its number of arguments. In the first step the agent perceives events P coming from the environment, revises its knowledge base, decides for an action A to be performed at time T, and produces the action in the agent environment by pushing it to the agent body. In the next step the agent updates the knowledge base with the knowledge of having performed the action and starts a new cycle at time T new . In more details, the perceive/2 predicate simply asserts events in the agent mind to modify the model that the agent has about the patient. The act/2 predicate simply checks for alerts that hold in the agent mind, and if these hold an action is produced. The update/2 predicate is similar to the perceive/2 predicate, but it rather asserts internal events, such as events linked to actions performed in the agent environment.
Event calculus
The agent mind cycle uses the Event Calculus (EC) [25] as the underlying formalism to deal with the events produced in the agent environment. The EC is a formalism for representing actions and their effects, and therefore it is suitable to model expert systems representing the evolution in An event E takes place at time T updating the state of the fluents time of an entity by means of the production of events. In MAGPIE, the EC reasoner is embedded inside an agent, and models the monitoring rules applied by the medical doctors through the web interface. The EC is based on many-sorted first-order predicate calculus, known as domain independent axioms, which are represented as normal logic programs that are executable in Prolog. The underlying time model of the EC is linear. The EC manipulates fluents, where a fluent represents a property which can have different values over time. The term F=V denotes that the fluent F has value V, as a consequence of an action that took place at some earlier time-point and not terminated by another action in the meantime. Table 1 summarizes the main EC predicates used. Predicates, function symbols and constants start with a lower-case letter, while variables starts with an upper-case letter.
The domain independent axioms of the EC are the following
Predicate (2) states that a fluent F holds value V at time 0, if it has been initially set to this value. For any other time T > 0, the predicate (3) states that the fluent holds at time T if it has been initiated to value V at some earlier time point, and it has not been broken on the meanwhile.
broken (F = V , [T min, T max]) ← terminatesAt(F = V , T ), T min < T , T max > T
Predicates (4) and (5) specify the conditions that brake a fluent. Predicate (4) states that a fluent is broken between two time points Tmin and Tmax if within this interval it has been terminated to have value V. Alternatively, predicate (5) states that a fluent is broken within a time interval if it has been initiated to hold a different value.
holdsFor (F = V , [T min, inf P lus]) ← initiatesAt(F = V , T min), not broken(F = V , [T min, inf P lus])
holdsFor
Predicates (6), (7) and (8) deal with the validity intervals of fluents. In particular, predicate (6) specifies that a fluent F keeps value V for a time interval going from Tmin to Tmax if nothing happens in the middle that breaks such an interval. Predicates (7) and (8) The domain dependent predicates in EC are typically expressed in terms of the initiatesAt/2 and terminatesAt/2 predicates. One example of a common rule for initiatesAt/2 is
The above definition states that a fluent is initiated to value V at time T if an event Ev happens at this time point, and some optional conditions depending on the domain are satisfied. In MAGPIE, these events that must happen are physiological measurements from the patient. 
Relation between graphical rules and EC rules
To allow agents to produce alerts according to the rules defined by the doctors, the graphical rules are converted to EC predicates that are expressed in terms of Prolog clauses. Figure 6 shows how the elements defined by an event are linked to its Prolog representation. The monitoring rules are modeled using the initiatesAt/2 EC predicate, which means that an alert of a particular type is triggered at time T if the events defined in the body rule happens. In the particular example in the Fig. 6 , an alert of type high blood p notifies a message, if at time T there is a blood pressure measurement whose systolic value is higher or equal to 160 mmHg and its diastolic value is higher or equal to 100 mmHg. In the case of having a monitoring rule with more than one event, it can be derived from the previous example that the different events can be nested together taking into account the time in which they happen. Thus, a sequential rule of three events defining the glucose pattern: high → low → high, in a time period of one day, where a high glucose is considered a value above 8 mmol/l, and a low glucose a value below 3.8 mmol/l, is represented in Prolog as follows
Three different time conditions must be satisfied in Eq. 10. First, Ev3 must happen after Ev2, which in turn must happen after Ev1. Second, the distance in time between the first and the last event must be less than one day. Third, this particular rule must not have been triggered during the last day. This condition avoids alerting the doctor multiple times with events that already triggered an alert.
The predicate last day/2 used in Eq. 10 computes if the distance in time between the two input arguments is less than one day. This auxiliary predicate is needed for the second and third time conditions defined above. Similar Prolog predicates exist for the different time windows that can be specified in the web interface.
last day (T ev, Tf inal) ←
T init is Tf inal − 24 * 3600 * 1000,
The approach for defining sequential rules is not practical for defining complex rules. This is due to the fact that a graphical rule composed with many events will derive in a set of different initiatesAt/2 predicates, each one corresponding to a temporal permutation of all the events. To deal with this issue a more or equals to/2 predicate has been defined. This predicate counts the number of facts in the knowledge base satisfying the conditions defined in its second argument, and returns true if it finds at least the same number of facts defined in its first argument. The definition of the predicate more or equals to/2 is as follows more or equals to (Number, Expr) ← findall( , Expr, List),
As shown in Fig. 7 the predicate more or equals to/2 is used in the body of the complex rule to count the number of events satisfying the defined conditions. In the example, an alert is triggered if two conditions are satisfied. The first one is related with the predicate more or equals to/2, which checks if in the last day there were at least two blood pressure events, whose systolic and diastolic values were higher or equal to 160 mmHg and 100 mmHg respectively. The second one, as in the sequential rules, checks that the same alert was not already triggered during the last day.
In the case of meta-rules, where the goal is to alert the repetition of a particular pattern of events in a given period of time, two different domain dependent EC predicates are created: the inner part and the outer part. The inner part, shown in Fig. 8a represents a single occurrence of the pattern defined, and the predicate consists on the nesting of 
Fig. 7
Use of the more or equals to/2 counting predicate in a complex rule more or equals to/2 predicates. The outer part (Fig. 8b) consists on counting if the specified pattern of events happens at least a certain number of times in the given time window. The counting is done with the more or equals to/2 predicate, where the event is the alert representing the inner part of the rule.
Specific DM rules
Observing blood glucose trends and patterns in diabetic patients has been reported to be beneficial [42] , as it can help to address the cause of the problem. In here the following patterns of interest have been selected -Pattern 1: Brittle diabetes, defined as a glucose rebound going from less than 3.8 mmol/l to more than 8.0 mmol/l in a period of six hours. This pattern can be expressed with a sequential rule as follows,
-Pattern 2: Pre-hypertension, defined as two events of high blood pressure in a period of one week. This pattern can be expressed with a complex rule as follows, and(recursive,high_bp,low_g) )=message,T) :-not happens_at(alert(and(recursive,high_bp,low_g)), Ta), last_two_weeks(Ta,T), more_or_equals_to(3,( happens_at(Ev,Tev), Ev=alert(and(high_blood_pressure,low_glucose)), last_two_weeks(Tev,T) )).
Fig. 8
Examples of code produced for a complex rule and a meta-rule -Pattern 3: Gaining weight, defined respect the initial weight as going from a 2 % lost to a 1 % gain in a period of one week. The 2 % and 1 % values for this pattern must be set up by the doctor as the low and high thresholds respectively in the application. These thresholds are different for each patient, since each one has a different initial weight. For a particular patient having an initial weight of 111.5 kg this pattern can be expressed using a sequential rule as follows,
Evaluation
The evaluation of MAGPIE has been done in two different ways. First, the ability of the system to detect composite events on patients with DM Type II has been measured according to the rules specified in the previous section. Second, a series of simulations have been conducted to determine how scalable is the MAGPIE approach in comparison with a centralized approach.
Recognition of event patterns
A retrospective analysis on COMMODITY 12 data has been done for evaluating the ability of the system in detecting patterns in real data. The dataset used consists on 21 DM Type II patients that utilized the sensors described in "System overview" during a period of six weeks approximately. Table 2 summarizes the statistics of the dataset. The rows in samples per day indicate how well the patients follow the treatment described in "System overview". According to the treatment these values should be ideally 1.71±1.89, 1±0, 1±0 for the glucose, blood pressure and weight respectively. The patients that participated in the trials share common characteristics apart from being affected by DM Type II. They are between 50 and 70 years old. They are not very active persons, which influenced in the development of their DM. They are often obese, and can have also hypertension and dyslipidemia. Thus, they are at increasing risk of having cardiovascular issues. Table 3 shows the results concerning the triggering of the rules given the three previously presented selected patterns. The interesting aspect of these results is that given the patients data, the system is able to find the patterns defined by the doctors. In particular, the selected patterns where rather simple in the sense that they only combine one type of event, and based on the common practice of the medical doctors, so the system could detect the entirety of the selected patterns. This is significant because the ability to detect these patterns allow medical doctors to modify the treatment of a selected patient and thus the reaction time of the medical doctors is more effective.
Something remarkable about the presented PHS is that is meant to detect temporal patterns of physiological values that are human defined. This detection of patterns is based on the values reported by the measuring sensors, which means that the sensitivity and specificity of the system depends directly on the accuracy of the sensors used. Thus, the same system using different sensors could perform differently. However, the system can track when a sensor is reporting a physiological value that is far from its possible range, e.g. a 30 mmol/l glycemia, as specific rules for these cases can be created. Another thing to point out is on how the patients use the sensors. For instance, it might happen that a person other than the patient uses the scale or any other sensor, and the measured value is reported as if it was from the patient. In that case, this could lead to wrongly fire an alert. The previously mentioned issues are out of the scope of the system design and are subject for future research.
Scalability test
The typical approach to analyze the patient's monitoring data in PHSs is centralized, as it is all analyzed in the Tier 3. In contrast, with MAGPIE the computation to trigger the alerts is done in the Tier 2, so that it is distributed among the patients' smartphones. Thus, the Tier 3 is free from doing this task, although the alerts must be sent to Tier 3 to notify them to the doctor.
To measure the scalability of both approaches, a simulation has been realized using the Amazon Web Services. 2 To compare the performance of the two approaches, a series of Amazon EC2 instances of the same type t2.micro have been used. The Amazon EC2 instances are virtual servers running in the cloud, which are easy to set up. The t2.micro instance comes with an Intel Xeon Processor running at 2.5 GHz, and 1 GB of memory. In total, eleven t2.micro instances have been used for the simulation. Ten instances for running the clients representing the patient's base station in Tier 2 and one for running the monitoring server in Tier 3. Thus, in Table 2 Statistics describing the dataset composed of 21 DM Type II patients terms of hardware the clients and the server are always identical for both approaches. This is an important fact in order to compare the two strategies with the same conditions.
The simulation consists on distributing a certain number of clients over the ten EC2 instances, which run simultaneously performing the same operations. In particular, for the simulation of the MAGPIE approach, each client runs its own agent, which it is forced to trigger an alert composed by two events and send it to the remote monitoring server. The server has been developed using the Spring Framework, and its task is to store the alert in a repository and to send back an acknowledge message to the client. In the centralized approach, despite each client having its own agent, all the agents run in the server. In this approach, each client sends two events that force its agent to trigger an alert that is first stored in a repository and then notified back to the client as an acknowledgement message. In both cases the latency is measured as the elapsed time from the generation of the first event until the client is notified with the acknowledgment. The two simulated scenarios described above are partially distributed in the sense that each EC2 instance holds a certain number of clients, which inherently can interfere to each other. Thus, a real fully distributed scenario with one client per machine is expected to perform better. This is specially remarkable for the MAGPIE approach where the clients do a more intensive work than in the centralized approach.
Although there are other existing agent platforms for Android [18, 32, 39] , it is important to point out that a performance comparison between them in the medical scope of this paper is not possible. In particular, the source code of platform [18] is not available, and platforms [32, 39] are not designed to run the expert system subject of this paper. Here the evaluation focuses on how the expert system behaves when considering two different architectural approaches. Figure 9 shows the results of the simulation, which are computed over 100 repetitions for each experiment. The results suggest that computation capabilities of smartphones should be used in PHSs. While the MAGPIE approach the latency has a flat response at around 50 ms from 50 to 200 simultaneous patients, the centralized approach increases linearly with the number of patients. This difference is due to the fact that in the centralized approach, the threads launched by the server to process the client's requests must do a more intensive work in comparison with the MAG-PIE approach, so that the interaction between the threads is bigger. Although the latencies obtained are not critical in a real scenario, the increasing tendency of latency in the centralized approach makes it unpractical for handling a big data scenario with a huge number of patients being monitored at the same time. The centralized approach presents also a higher variability compared with the MAG-PIE approach. This difference is influenced by how the threads are scheduled by the server to process the client's requests.
Related work
The work of this paper applies agent technology in the domain of healthcare to monitor chronic patients suffering from DM. Other heathcare systems also use agents to perform different tasks like coordinating data exchange between healthcare institutions [29, 40] , or to support people in Ambient Assisted Living [6, 27] . Other systems and uses of agents in healthcare are reviewed in [22] . In the context of PHSs, MADIP [36] is a relevant work that is build on top of the JADE agent platform. In this system, different kind of agents are used with the main purpose of monitoring vital signs and to inform healthcare professionals when abnormal situations are detected. However, the use of software for desktop computers can limit the mobility of the patient. A similar monitoring system is presented in [3] where data from sensors is analyzed locally in a PDA but in the context of arrhythmia detection. The monitoring rules used in this system are inferred form classifiers and hard coded in the PDA. Contrary, in MAGPIE rules are based on the expertise of the medical doctor who can define and change them at runtime. Rules for monitoring patients are also used in [33] , where a conceptual model of multi-agent patient care management is described. The model splits the medical knowledge between different agents, however it is based on IF-THEN rules that do not have the expressiveness of a logic programming approach.
In relation with DM monitoring some proposals complement the application described in this paper by targeting different goals. For example to help patients with DM Type II on achieving and maintaining healthy lifestyles by estimating their daily calories balance [17] . A smartphone based system to asses diabetic patients suffering from foot ulcers [43] ; or an application to monitor blood glucose levels and insulin injection, which also suggests exercise goals [19] .
A different approach to manage DM is referred as the artificial pancreas [13] . This approach combines three different elements to emulate the functionality of a real pancreas: a continuous glucose monitoring (CGM) device, an insulin pump and an intelligent algorithm. Within this context several algorithms have been proposed to predict blood glucose levels in a given time horizon, in order to calculate the right dose of insulin to be injected by the insulin pump. These prediction algorithms are based on different techniques like rules [12] , artificial neural networks [31] , Fig. 9 Simulation results for latency in the MAGPIE approach and in the centralized approach when increasing the number of patients using the system. The experiment consists on triggering simultaneously an alert for each patient. The alert is composed by two events for both approaches. The mean and standard deviation are calculated over 100 repetitions proportional integral derivative controllers [28] , and neurofuzzy techniques [46] . There are also algorithms focusing on denoising CGM readings [16] that can help on improving the prediction. The artificial pancreas as a method to manage DM has the drawback that insulin pumps are invasive devices which can cause skin infection and dermatological changes at the site of infusion [37] , and problems can occur with blocked, kinked or leaking cannulas [20] . Moreover, pumps do not send electronically to the doctor injected insulin doses, so that the possibility to adapt the treatment is limited by the times that the doctor can visit the patient. Another issue with respect CGM devices is that they provide glucose values measured in the interstitial fluid so there is a delay of about ten minutes between the measurement and the plasma glucose [24] .
Conclusions
In this paper an agent based distributed PHS to monitor patients affected by chronic illnesses has been presented. This system tackles two challenges of PHS: scalability by doing the reasoning on the mobile part of the PHS, and personalization by providing to the doctors an application where they can define in a graphical way temporal patterns of physiological values. The system has been evaluated with respect to its scalability by comparing it with a centralized approach where the reasoning is located in the hospital, and also with respect of its capability of detecting common pathological patterns in patients affected by DM Type II. The results show that the system has a flat response in terms of latency when using the computation capabilities of smartphones, whereas the latency increases linearly in the centralized approach. This fact, together with the increasing incidence of chronic diseases in our society, shows that the best practice towards such systems is to move the reasoning part close to the patient, where data are generated. Moreover, different patients may have different needs. Thus, it is important that doctors have the possibility to create and modify the rules for the detection of the pathological patterns at runtime. As future work it is planed to:
-model more infrequent pathological patterns; -introduce prediction capabilities with predictive rules; -create an interface for temporal rule learning.
Finally, from the medical side, it is also planed to apply this system on different physiological values and different illnesses than DM Type II.
