Two different numerical methods for solving a non-self-adjoint evolution equation are compared in this paper. If the initial function lies in the domain of the operator, a recently proposed method that combines pseudospectral ideas and semigroup theory is shown to be considerably more accurate than a standard discretization method. One example is worked out in detail, but the methods used are of much wider applicability.
Introduction
We consider the evolution equation The solution of the evolution equation is given by f t = T t f 0 , where T t = e At is a strongly continuous, reversible, sub-Markov semigroup on C 0 (0, a).
It is known that there is a non-negative continuous kernel K(t, x, y) on (0, ∞)×[0, a]× [0, a] such that (T t f )(x)
= a 0
K(t, x, y)f (y) dy
for all t > 0 and f ∈ C 0 (0, a). Moreover, K(t, x, y) = 0 if x = 0, a or y = 0, a, because of the Dirichlet boundary conditions. This formula may be used to extend the semigroup to a variety of other spaces, including L 2 ((0, a), dx). If we use the formula to extend T t to C [0, a] , then the semigroup is not strongly continuous at t = 0 because the Dirichlet boundary conditions imply that T t f ∈ C 0 (0, a) for all t > 0.
If one considers the semigroup as acting in L 2 ((0, a), e −bx dx), then A = A * and T t 2 = e λ 1 t for all t 0.
The situation in C 0 (0, a) is very different. The operator T t is a positivity-preserving contraction for all t 0. The function n(t) := T t ∞ = sup{(T t 1)(x) : 0 < x < 1} (2) satisfies 0 n(t) 1 for all t 0, and is a monotonically decreasing function. It is also submultiplicative in the sense that n(s + t) n(s)n(t) for all s, t 0. Moreover, n(t) ∼ ce
as t → ∞. In probabilistic terms, T * t , considered as acting in L 1 ((0, a), dx), describes a drift to the left with speed 1 combined with a diffusion with parameter b and killing at 0, a. If b is large, one should expect n(t) ∼ 1 for 0 t < a and n(t) ∼ 0 for t > a. Indeed, for the pure drift operator (b = +∞), one has exactly such behaviour.
One goal of this paper is to compare different numerical procedures for evaluating n(t). This semigroup was already considered in [4] , where we explained the possible advantages of using a pseudospectral method for numerical computations. In this paper, we investigate the example in much more detail. If we put a = 10 and b = 20, then it is sufficiently singular to be interesting, but also exactly soluble, so that one can compare the different methods with the correct values. Our conclusions are explained further in Section 11, but may be summarized as follows. If the initial function f does not lie in the domain of the operator, then all the methods considered for computing e At f are slow or unreliable, or depend upon using very high-precision arithmetic. This is not because of the failure of standard algorithms described in [9, p. 384] and [11] for computing the exponentials of large matrices, but because of the difficulty of choosing an appropriate basis. For more regular f , however, the pseudospectral method is more accurate than that based upon the most common type of discretization. We accept that more-refined discretizations do better, but we expect that our new pseudospectral method will also be improved once its potential has been established.
The spectral method
The calculations in this section use the spectral expansion
where
This method is not generally to be recommended. However, because all the relevant integrals can be written down in closed form, one can easily evaluate (4) , provided that one is prepared to use very high-precision arithmetic. As a or b increases, the number of digits needed to carry out the computation increases rapidly. The computations in this section are used to provide a basis for assessing the other methods to be presented. Direct calculations show that
We summed the first 100 terms of the series (4) using Maple. Precise values of n(t), obtained using the above spectral expansion, are given in Table 1 .
The function n(t) was evaluated with Digits := 20 and then re-evaluated with Digits := 25, 30, 35, . . . until it stabilized; the smallest stable value was recorded. We found that 100 terms were enough to make the sum stable for all the values of t considered except t = 1, when 150 terms were used. The column of Table 1 labelled x provides the value of x at which the supremum in (2) occurs. For t 4, the value of x is not accurate: the function concerned is almost equal to 1 over a substantial proportion of the interval (0, a).
We see, as expected, that there is little decay before t = 10, after which the norm decreases rapidly. We adapt one of the standard definitions of the mixing time τ of a Markov chain to our sub-Markov context, by taking it to be the solution of n(τ ) = 1/4; see [1, Chapter 4] . Our computations then show that 10 < τ < 11.
We emphasize that even if t > τ, the decay is not well approximated by the formula (3) within the range of t considered. Table 2 presents values of
for various values of t. We also computed the values of m(t) = e At f ∞ , for f (x) = sin(π x/a), by the same method. This function does not have the same intrinsic interest as n(t), but will be used to study the extent to which the accuracy of the methods depends upon whether f is or is not in the domain of A. The results are presented in Table 3 , in which x is the value at which (e At f )(x) takes its maximum. Once again, the numerical evidence indicates that the values are correct to the accuracy presented. 
The discretization method
We compare the values of n(t) and of m(t), obtained above, with those obtained by a discretization of the differential operator A. The main issue is deciding how to replace A by a matrix. There is a huge literature on such matters, describing higher-order finite differences, higher-order finite elements, non-uniform grids, and so forth, but the difficulties that we will encounter apply to all of them. For this reason, we treat only the simplest discretization in detail. We also emphasize that one should not expect that a method known to be efficient when used for L 2 approximations would also be efficient for L ∞ approximations; this is one source of the difficulties that arise for this problem.
We divide the interval (0, a) into N subintervals of equal length h, so that Nh = a. We use the centred difference method to replace the differential operator A by the (N −1)×(N −1) matrix
If h 2/b, the off-diagonal entries are all non-negative. In addition, the row sums all vanish, except for those for r = 1, N − 1, which are negative. It follows by standard arguments (see [2, Chapter 7] and [8] ) that e Mt are positivity-preserving contractions on l ∞ {1, (N − 1)} for all t 0, provided that h 2/b. We definẽ n N (t) = max e Mt 1 r : 1 r N − 1 , and we compute the exponential using Matlab's expm algorithm; similar results would no doubt be obtained with other standard exponential algorithms. We found no evidence of the failure of expm: we are primarily interested in the best choice of the basis of trial functions, not in the linear algebra performed after making this choice. However, we point out that if the test function space has very high dimension (say 10 5 or more), the computation of the matrix e At is not a routine matter, because it is full. Table 4 gives the values ofñ N (t) for various t and N . One sees that the values obtained are accurate for large enough N. If one repeats the computation for N < 100, one observes a dramatic loss in accuracy: one obtainsñ 99 (t) = 1.0050 for t = 1, 2, 4 andñ 90 (t) = 1.0526 for t = 1, 2, 4, 6. The reason is that for such N , all of the entries M r,r+1 are negative. There is therefore no built-in reason why e Mt ∞ should be less than or equal to 1, and there is a consequent lack of stability in the computations.
This well-known phenomenon confirms the need to be very cautious when discretizing an evolution equation that contains two terms operating on very different time-scales: in this case, a large hyperbolic term and a much smaller parabolic term. One can avoid the problem in this case by using a backward difference approximation for the first-order term instead of a centered difference approximation. However, we will see in the next section that every discretization runs up against a fundamental difficulty for short times.
The case N = 100 is borderline: the matrix M is then lower triangular and bidiagonal. The values of e Mt ∞ computed using expm coincide with the exact values of the same expression to nine decimal places for 1 t 10. This does not, of course, mean that they coincide with the norms of e At , which act in an infinite-dimensional space. We put N = 110 instead of N = 100 in Table 4 because this provides considerably better accuracy with very little extra cost.
If one increases the value of N , the results converge slowly to the true value of n(t), at the cost of increasing the run-time of the computation; the memory requirements also grow rapidly, because e At is a full matrix. We obtainedñ 500 (10) = 0.39565 andñ 1000 (10) = 0.39476. Table 5 compares the true values of m(t) with the values ofm N (t) obtained using Matlab's expm algorithm with the same discretization of the interval (0, a), as before. We see that the accuracy of the results is better than it was for n(t), but not very much so. 
Short-time asymptotics
In this section and the next, we show that the above approximation procedure cannot be as accurate as Table 4 suggests. We start by pointing out that there is an unavoidable problem when seeking approximations for short enough times. These arise from the following argument.
for all t > 0. If one regards T t as acting in C 0 (0, a) provided with the uniform norm, then one has
Proof. Since each T t is a positivity-preserving contraction on L ∞ , we have 0 T t 1 1 for all t > 0. The boundary conditions on A imply that T t 1 ∈ C 0 (0, a) for all t > 0, and it follows that
If T t − I < 1 as an operator on C 0 (0, a), the same holds for (T t − I ) * acting on L 1 (0, a), regarded as a Banach subspace of C 0 (0, a) * . By taking duals again, we deduce that T t − I < 1 when considered as an operator acting on L ∞ (0, a). This contradicts
Now suppose that some method of approximating T t by a semigroup e Mt acting in C N has been devised. Suppose also that when estimating all vectors and operators with respect to the L ∞ norm in C N , we have e Mt 2 for 0 t 1, and that the function 1 ∈ L ∞ (0, a) is represented by the sequence 1 ∈ C N . Lemma 2. We have
provided that
In the particular case of the discrete approximation of Section 3 the bound (7) holds, provided that
Proof. The first statement follows from
The second uses the extra fact that
We can compare the above estimates with the results obtained by computing
for small t > 0, using the method of the last section. When computing Table 6 , we put a = 10, b = 20 and h = 1/20, so that N = 200. According to Lemma 2, ρ(t) < 1/2 for 0 t 1/320 ∼ 0.003, but Table 6 shows that this also holds for 0 t 0.02. Neither result is compatible with the behaviour of T t as proved in Lemma 1.
The results demonstrate that the discretization does not have acceptable behaviour with respect to the L ∞ norm for small t > 0. This being the case, one has to be very cautious about accepting results obtained using it for larger t. The above difficulty cannot be avoided by using a different type of discretization. The two lemmas above show that the same problem must arise for small t > 0. If any numerical procedure generates a substantial error over a very short time, there is no obvious basis for believing it for longer times, unless one can find a reason why the error should die out over longer times. In the next section, we show that this problem is not purely theoretical. Table 4 gives the impression that for a = 10, b = 20 and h = 1/20, the discretization method gives fairly accurate results for 1 t 10. On the other hand, the results of Section 4 show that it is not reliable for t < 1. In this section we show that the discretization method is not as accurate as Table 4 suggests for any t > 0. We show this in Table 7 , which presents the values of
Bounds on the actual errors
for N = 200, N = 300 and various t, where M N is defined by (6).
The projection P N is needed in the above equation because the two matrices act in spaces of different dimensions. In order to make the comparison, one should regard C 2N−1 as obtained by sampling a function in C 0 (0, a) at the points x = ra/2N for 1 r 2N −1; the projection P N from C 2N−1 onto C N−1 is then obtained by discarding the odd sampling points. Table 7 shows that the error is present even for small t, and then persists as t increases. By plotting the differences e M N t 1 − P N e M 2N t 1, one finds that for every t in the range, the error is concentrated near the ends of the interval (0, a). This is as expected, since the difficulty is associated with the fact that the initial function 1 does not lie in the domain of the operator A: it does not satisfy the boundary conditions at 0, a.
A trigonometric approximation method
One can apply expm to a matrix obtained from a trigonometric basis. The fact that a substantial proportion of the off-diagonal entries of the matrix M defined in (10) where β = expm(t * M) * α ∈ C N and α ∈ C N is given by
These coefficients decrease slowly, and so one needs a large value of N to get a good initial approximation. Table 8 shows the results of using this method to compute the norm n † N (t) for various N and t. The results confirm the above expectations. 
The pseudospectral method
In this section we consider the same problem, using the recently introduced pseudospectral expansion of [4] . The advantage of this method is that it uses a test function space adapted to the operator in question, leading to the hope that it may be of much smaller dimension than the use of finite element methods would need for comparable accuracy. For background material on pseudospectra, we refer to [3, 6, 7, 12, 13, 14] . The basic idea is to approximate the initial function by a linear combination of approximate (that is, pseudo-) eigenfunctions e σ . These are required to satisfy e σ = 1 and inf{ e σ − w + Aw − z σ w : w ∈ Dom(A)} < ε for some pre-assigned 'acceptable' error ε > 0.
As ε decreases, the e σ might become more singular, with the result that using true eigenfunctions (that is, putting ε = 0) is numerically infeasible. The computation of suitable pseudoeigenfunctions is a part of the theory of pseudospectra; given ε > 0, they are typically determined by one or more continuous parameters, and one includes a finite number of true eigenfunctions in the family if the norms of the corresponding spectral projections are of order 1.
In the present example, suitable unnormalised pseudoeigenfunctions were obtained in [4] , and are of the form
where N = 2M + 1, δ = 1/2 − c/(ab) and σ ∈ R. Note that the e σ satisfy the boundary conditions exactly at x = a, but only approximately at x = 0 (we assume a choice such as c = 20). This is an overcomplete family, and one has to choose some discrete subfamily before starting computations. An analogy with the theory of Fourier series suggests taking σ = 2πm/a, where m ∈ Z. We will show later that the use of overcomplete families of e σ yields approximations of comparable accuracy, but in this section we make the above choice.
As in [4] , we approximate f t = T t f for f = 1 by
In this equation, 
We have changed the differential operator A slightly from what is considered in [4] , and so the e m are concentrated around x = a rather than around x = 0. The pseudo-eigenvalues µ n are given by
The test functions depend upon the parameter c, which must satisfy 0 < c < ab/2. They are of order 1 near x = a, and of order e −c near x = 0. The computation becomes more accurate as c increases, at the cost of being more ill-conditioned. For c = 35 it breaks down, because each of the test functions used is then of order 10 −16 near x = 0, and hence appears to be equal to 0 when using double precision arithmetic; it is therefore impossible to obtain a good initial approximation to f = 1 at t = 0.
We approximated n(t) for a = 10 and b = 20 by putting f 0 = 1 and evaluating
We put c = 20, although other similar values lead to similar results. We replaced (0, a) by 10 4 equally spaced points, and used the trapezium rule for evaluating integrals when computing E; this was a significant source of error, and no doubt a more sophisticated procedure could be devised. We computed the values of n N (t) for N = 101 and t from 1 to 10. Table 9 presents the computed values.
The same values were obtained with considerably smaller N for 0 t 6. For t 8, the results were not stable to the accuracy shown, even when N was increased to 400. Note that there is no structural reason why this numerical method should yield values in the range [0, 1], so the fact that this is the case itself provides evidence that the approximation method is working; for the discretization method, this was a structural feature of the approximation, and therefore proves nothing about its accuracy. Almost all of the run-time is spent computing φ using (12) . On comparing Tables 4 and 9, we conclude that for the initial function f = 1 the discretization method is to be preferred, although neither is very accurate. The situation is very different for the initial function f (x) = sin(π x/a). Table 10 presents the values of m N (t) computed using the pseudospectral method for a = 10, b = 20, c = 20 and N = 81. For t 6, similar accuracy could be obtained for much smaller values of N. It is clear that the pseudospectral method is much more accurate in this case than it was when computing n(t).
Overcomplete families
If {e m } ∞ m=1 is a sequence of vectors in an abstract Hilbert space H, one can try to expand a general vector f ∈ H as a norm-convergent series f = ∞ m=1 φ m e m . This cannot succeed for all f unless the sequence is complete -that is, unless its linear span is dense in H . If the sequence is overcomplete (that is, it remains complete after the removal of some member), then the expansion is not unique, so there cannot be a canonical formula for determining the coefficients φ m . Historically, most effort has therefore been devoted to minimal complete sequences of vectors, and in particular to Riesz bases.
In this section we show that expansions in terms of overcomplete sequences are feasible numerically, and that they are sometimes more accurate than traditional expansions. We explain this first by reference to ordinary Fourier series, and apply it to our differential operator only in the next section.
Given u > 0 and m ∈ Z, let e m,u ∈ L 2 (0, 1) be the function to be a barrier to the application of this method, but it can be resolved by the following regularized least-squares approximation method, with parameter δ; see [10] . Given any finite sequence of vectors {e m } M m=1 with e m 1 in a Hilbert space H , f ∈ H, a positive weight w on {1, . . . , M} and δ > 0, we define
where we henceforth also use w to denote the diagonal matrix whose diagonal entries are w 1 , . . . , w M .
Lemma 3. E M (f ) is minimized by a unique φ ∈ C M which depends linearly on f . It may be written in the (Matlab) form φ =Ẽ\(f ⊕ 0), where the linear operatorẼ is defined by (16). The condition number ofẼ (the ratio of its largest and smallest singular values) satisfies
, where w 1 = min{w} and w 2 = max{w}.
Proof.
then the variation of parameters method shows that the minimum on the right-hand side of (14) is achieved for
which depends linearly upon f .
One can alternatively characterize φ as the vector in
Every entry of the matrix E * E has magnitude at most 1, so E * E M. It then follows from (16) that
for all φ, so the condition number ofẼ satisfies (15) .
The advantage of usingẼ instead of E is that for an overcomplete family, E is very badly conditioned. For small positive δ > 0, one obtains almost as good a result usingẼ, which is a better conditioned matrix. In examples it appears that δ = 10 −10 often yields an acceptable result.
There are two advantages of choosing a weight w other than w = 1. It allows one to discriminate progressively against undesirable choices of e m : for example, highly oscillatory test functions. Secondly, in our applications we are interested in φ 1 , not in the quantity w 1/2 φ 2 , which arises in (16). Using the obvious inequality
we see that the two norms may be of the same order of magnitude if
We illustrate the power of these ideas by reference to the Fourier-type example at the start of this section. We chose f ∈ L 2 (0, 1) to be f (x) = √ 3x, so that f 2 = 1. We put δ = 10 −10 and w = 1, and we let m range from −10 to 10. We replaced (0, 1) by 10 4 equally spaced points, and we used the trapezium rule for evaluating integrals as before. Table 11 shows how the error f − Eφ 2 and φ 2 depend upon the choice of u. We see that for 0 < u < 1 the error is large, corresponding to the fact that the sequence (13) is then 
Proof. This is a routine computation, once one replaces the minimizing φ in E M (f ) by the sequence φ m = f ,ẽ m , 1 m M.
More on semigroup approximation
In the Fourier example just discussed, the value u = 1 at which the sequence passed from being incomplete to being overcomplete was known a priori. When applying the pseudospectral approximation method to a general one-parameter semigroup, the sequence of vectors e n is generated numerically, and it is not possible to ensure that they form a Riesz basis. One can try to take enough vectors to ensure overcompleteness, and then confirm success a posteriori by observing the small size of Eφ − f .
The following modification of [4, Theorem 5] shows how to approximate a semigroup using an overcomplete sequence of pseudoeigenvectors. In [4] , we assumed that φ = E\f , but this fact was not used. For the right-hand side of (18) to be small, we need that f −Eφ and ε φ 1 should both be small. If the vectors e 1 , . . . , e N are part of an infinite overcomplete sequence, this may be achieved by putting φ =Ẽ\(f ⊕ 0), as described in the last section. for all n, where Re(λ n ) γ for all n. Let E : C N −→ B be defined by Eψ = N n=1 ψ n e n . Given φ ∈ C N , let (φ t ) n = e λ n t φ n . Then
Proof. Using (17), let w n ∈ Dom(A) satisfy e n − w n + Aw n − λ n w n < ε for each n. 
We repeated the calculations of Section 7, but with the new definition φ =Ẽ\(f ⊕ 0) instead of (12) . Referring back to (16), we put w(s) = 1 + s 2 and chose the constant δ to be 10 −10 . Putting N = 81, we denoted the result bym u (t), where u denotes the value of an overcompleteness parameter u. We computedm u (t) for t = 1, . . . , 10, and for various values of u. The (unnormalized) pseudoeigenfunctions are now given by
so the case u = 1 can be compared directly with the results of Table 8 , which uses E instead ofẼ. We see from Table 12 that the results are not useful for u = 0.5. If u 1, they are not heavily dependent upon the value of u. If one puts δ = 10 −15 , Matlab considers the matrix E to be ill-conditioned, and the graph of the sequence φ that it obtains is very irregular. In this section we show that the pseudospectral method can be used to approximate a variety of other functions f (A), provided that one has a prior estimate of f (A) . We will investigate one particular case.
If e −At is a one-parameter contraction semigroup on B, then e −A α t is also a oneparameter contraction semigroup for all 0 < α < 1. The definition of the fractional power is a little involved, except when A has purely discrete spectrum, in which case one has the property that if Af = λf , then Re(λ) 0 and A α f = λ α f . In the general case, one has the formula e −A α t f = for all t > 0 and 0 < α < 1; see [15, p. 259] . This formula implies immediately that if e −At are positivity-preserving contractions on C 0 (X) or on L p (X) for any 1 p ∞, then the same applies to e −A α t . If also e −At 1 ∈ C 0 (X) for all t > 0, then the same applies to e −A α t , from which we deduce that e −A α t 1 − 1 ∞ = 1 for all t > 0. In other words, the short-time approximation problems for e −At also occur for e −A α t . In other respects, however, the semigroup e −A α t has quite different properties. Its generator is not a local operator, and the corresponding Markov process has discontinuous sample paths. The transition from approximately Markov behaviour to rapid decay is less sharp, the smaller the value of α.
One can apply the methods of Section 3 to the new semigroup simply by replacing (11) by 
for all t > 0.
Proof. We first observe that the left-hand side of (19) is bounded above by 2ε + β, where β := e −A 1/2 t w − e −µ 1/2 t w . 
Conclusions
We showed in Section 4 that the numerical computation of e At 1 is an intrinsically hard problem for small t > 0, and we confirmed that the difficulty is genuine in Tables 6 and 7 . The discretization method is better than the pseudospectral method for the initial function f = 1, but both are rather inaccurate for trial function spaces of a few hundred dimensions. The ultimate reason for these problems is the lack of continuity of the semigroup e At at t = 0, when acting in the space C[0, a].
The situation changes entirely when one applies the semigroup to a function lying in the domain of its generator. Table 13 compares the errors δ N (t) andδ 110 (t) in the computations of the function m(t) = e At f ∞ , where f (x) = sin(πx/a), using the pseudospectral and discretization methods respectively. Once again, we recorded all the relevant data to nine decimal places. In this case, the advantages of the pseudospectral method over the discretization method are clear.
The potential advantage of the pseudospectral method is that it uses a test function space that is adapted to the operator, and which may therefore be of relatively low dimension. We have indicated briefly how the sequence of pseudo-eigenvectors might be generated in more general situations, but further investigations are needed to validate that method.
A semi-classical procedure for generating pseudo-eigenvectors is described in [5] , and is currently being developed further. 
