Abstract. In the past twenty years, several theoretical models (and some implementations) for non-monotonic reasoning have been proposed. We present an analysis of a model for prioritized inference. We are interested in modeling resource-bounded agents, with limitations in memory, time, and logical ability. We list the computational bottlenecks of the model and suggest the use of some existent techniques to deal with the computational complexity. We also present an analysis of the tradeoff between formal properties and computational efficiency.
Introduction
We are often confronted with situations where we must reason in the absence of complete information, and draw conclusions that can be later retracted.You may conclude that it has rained after seeing the street wet. If later on you find out that someone has washed the street, you give up your previous conclusion. This kind of reasoning is non-monotonic, as the set of possible inferences does not grow monotonically upon addition of new information. Several formal systems have been proposed to model non-monotonic reasoning [Rei80, Moo88, McC80] , but they ended up being computationally harder than classical logic. Prioritized inference [Bre94] assigns degrees of certainty to formulas. If two formulas contradict each other, the one with the highest degree "wins". Non-monotonicity arises when one adds a formula that cancels some previous inference. Inference then is not as hard as in other formalisms for non-monotonic reasoning, but there is the addition burden of having to rank formulas. As we will see, for some applications, this ranking is already given with the problem.
In this paper, we analyze a particular proposal for prioritized inferencefirst presented in [CGP01] -which takes relevance into account in order to minimize the search space for a proof. Although intuitively appealing, the model uses some computationally expensive operations. We list the bottlenecks of the model and show how they can be dealt with. Every computational improvement in this model involves the loss of some formal properties. In each case, we make explicit the tradeoff involved. Interestingly, the formal properties lost are not found in realistic agents that have to reason in real time. And, given enough time and memory, the system proposed here finds the "right" solution, i.e., the solution that would be found by the original proposal.
Notation:
We assume a finite propositional language Ä built from a set of atoms Atm = Ô Õ Ö and equipped with the usual connectives and constants ° . The symbol denotes classical derivability; subscripts will denote alternative relations. A literal is either an atom or a negated atom. A clause is a disjunction of literals. Greek lowercase letters « ¬ stand for formulas. Uppercase letters , ¡ stand for sets of formulas.
ØÑ´«µ is the set of atoms that occur in «, ØÑ Ñ Ò´« µ is the minimal set of atoms needed to express a formula logically equivalent to « 3 . If « Ô ´Õ Õµ then ØÑ´«µ Ô Õ while ØÑ Ñ Ò´« µ Ô , since « Ô.
The Model
In this section, we present the formal model, introduced in [CGP01] , that will serve as a base for the development of our computational model. As a motivation, we use the example of bank transactions. We have three sources of information: the system, the manager, and the client. Information coming from the manager is more reliable than from the system which is in turn more reliable than information coming from the client. In case of conflict, more recent pieces of information have preference over older ones. If we want to know the client's situation, we start from the most recent pieces of information. From the bank's point of view, the client is now considered a bad one, even if the manager previously assessed him as a good client. And the client does not have a credit card, even if he had one before. This is a typical example of day-to-day non-monotonic reasoning. The knowledge base is linearly ordered, therefore represented by a sequence. The use of a linear ordering can be interpreted in many ways. In applications as the one above, recent beliefs are more important than old ones, and the linear order represents recency. The linear ordering may also be a combination of several orderings (as in [Rya93] ), representing, for example, the reliability of the source, recency, some measure of probability. In our example, even if the system stated that the client was good, the manager's last statement would "overwrite" it.
The main idea of the model is that when a query is made, the sequence is reordered, according to the relevance of the formulas to the query. We reduce the search space for a proof or refutation of the formula. Considering the bank example, suppose that the query is whether the client can get a loan and the system has rules such as "To get a loan, client must have a credit card", "To get a loan, client must be rated good", etc. The system should be able to collect information about the client having a credit card and being rated good or not. Irrelevant information (his address has changed) does not need to be considered.
In the rest of this section, we present the formal model that we will use. In what follows, whenever we refer to a belief sequence, we will assume an underlying linear ordering. The following relation of relevance is used:
Although we use the above (rather simplistic) notion throughout this paper, all subsequent definitions hold for any other notion of relevance. Note that the degree of relevance of formulas depends on the belief sequence. New information is added to belief sequences by simply appending it at the end. Prioritized inference on a belief sequence employs a consistent subset of . Consider a formula expressed using only ØÑ Ñ Ò´ µ. A maxiconsistent subset (of formulas -relevant to ) of is constructed, regulated by the ordering that creates on , reshuffling ¬ ½ ¬ Ò into AE ½ AE Ò :
Definition 4. Given a formula and a belief sequence
The new sequence is now ordered according to decreasing relevance, with lower indexed formulas being more relevant than those with higher indexes.
The AE ½ AE Ò are the ¬ ½ ¬ Ò under this order. In the definition below is the set and is a preselected level of relevance. 
Formulas are added to in order of their decreasing relevance to . The lower the level of relevance allowed (i.e., the higher the value of ), the larger the part of considered. If
We define -inference as:
The inference operation defined above enables a query answering scheme. If , the agent answers 'yes' and if the agent answers 'no'. Otherwise, the agent answers 'no information'. Even if is classically inconsistent, the agent is able answer consistently every consistent query. For example, suppose that besides relevance, a temporal ordering is used, as in [CGP01] . Consider
and so « is to add information that undermines «. Still, it is possible to lose « without acquiring «. Consider Ô Õ and ·´ Ô Õµ. The new sequence no longer answers 'yes' to Ô but neither does it answer 'yes' to Ô.´ Ô Õµ has undermined Ô Õ without actually making Ô derivable. Theories corresponding to positive answers to queries are defined as follows:
The construction of is a particular case of local maxichoice consolidation [HW02] . Local consolidation is defined as first finding the relevant subset of the belief base and then making it consistent. Maxichoice consolidation selects a maximal consistent subset of the base. Definition 5 shows one way of selecting such a set, given an ordered belief base.
With unlimited computational resources, ´ µ would be the desired extension of the belief sequence since ´ µ ·½´ µ; a smaller conserves computational resources.
is monotonic in , the degree of relevance, and nonmonotonic in expansions of a belief sequence.
Towards implementation
The model presented above is intuitive and has interesting formal properties. We now analyze its sources of complexity and suggest techniques to handle these. There is no magic in what we suggest here: in each suggestion, we are sacrificing one property of the model for computational efficiency.
For any query , calculating ØÑ Ñ Ò´ µ is a co-NP complete problem [HR99] in the length of . Furthermore, the construction of the set (the maxiconsistent set relevant to ) requires checking the consistency of at each step.
The construction of is structured so as to pick the most important formulas in any query operation, since even in the case that a large number of formulas are found to be -relevant, only the ones highest in the linear ordering Ú will be retrieved first. Controlling and using Ú to break ties, we can keep the set small. In so doing, we trade the completeness of the search for efficiency.
The query scheme above first calculates the relevance relation for the entire sequence and then constructs the set . Since each stage of the construction involves a consistency check, the complexity of the procedure is polynomial with an NP oracle, but only in the size of the set of relevant atoms variables which is small for a suitably small value of -a smaller implies using only the "most" relevant formulas. In checking for -derivability, costs are reduced sharply when most formulas in the sequence are not -relevant and the size of ´ µ is small. Relevance relations cut down the effort involved in these cases. In conclusion, while the basic model itself is quite tractable, we would like to go further. There are three computational bottlenecks: the calculation of the minimal set of atoms for each formula, the use of consistency checks in the query operation and the collection of relevant formulas in the reordered sequences. We now suggest techniques to attack each source of complexity. We do not claim to beat established complexity results, but we expect that on the average case, the heuristics suggested drastically reduce search spaces.
Prime implicates in relevance tests
Our objective is to minimize the computational cost of calculating the minimal set of atoms for a formula and to use a tractable form of inference in the query scheme. For the latter we would like formulas to be internally represented as clauses. The calculation of prime implicates for formulas in the belief baseand for all queries-accomplishes both. A clause is an implicate of a formula « iff « . A clause is a prime implicate of « iff for all implicates ¼ of « such that ¼ , it is the case that ¼ . A set of prime implicates is a covering of « iff for every clause such that « , there exists ¼ ¾ such that ¼ . Let ØÑ´ µ be the set of propositional atoms in . Then note that ØÑ´ µ ØÑ Ñ Ò´« µ and Î °« [HR99] .
In the case of addition of new information, we add a covering set of prime implicates for the new input to the belief sequence; the sequence then is a set of covering sets of prime implicates. Our motivation for using covering sets of prime implicates is that since computational effort is required in constructing ØÑ Ñ Ò´« µ we calculate it indirectly and amortize the cost over subsequent query operations. The tradeoff is that of balancing the time complexity of calculating ØÑ Ñ Ò versus the exponential blowup in size. However, the calculation of prime implicates has the desirable effect that it facilitates consistency checks. While we are stuck with certain baseline computational costs, we can reuse our efforts. Note that several theorem provers (e.g., [MW97] ) first transform the formulas into clausal form. We can avail ourselves of several algorithms for calculating prime implicates, including incremental ones [Mar95, MS96] . The use of prime implicates in this way has the theoretical advantage that we do not restrict the form of formulas in the belief sequence (which could be viewed as a restriction on expressivity) but instead, only use the clausal form at the time of querying. Of course, searching for relevant clauses depends now on the size of the belief sequence, which may be exponential in the number of original formulas entered. A possible solution is to maintain a table of atoms linked to the clauses where they occur. This will be explored in Section 3.3. Having transformed the belief sequence into clausal form, we can use approximate inference.
Approximate inference
Cadoli and Schaerf [SC95] «. The application of the non-standard truth assignments allows for a reduction in the size of the belief base to be checked for classical satisfiability. Approximate inference has been successfully applied to model-based diagnosis [tTvH96] and belief revision [CPW01] . We propose that the inference relation can be based on approximated inference instead of classical inference. That is, is an inference relation that closely resembles ¿ Ë : it is sound and incomplete and like ¿ Ë it is a language sensitive relation. In [CPW01] a heuristic for constructing the set Ë is given which is based on the notion of relevance amongst formulas: given a query and a belief sequence , we start with Ë ØÑ Ñ Ò´ µ and proceed by adding relevant atoms. Under some conditions the two relations will be identical. Consider these cases: (i) The belief base is consistent; (ii) The base is inconsistent but the inconsistency is irrelevant to the query; (iii) The base is inconsistent and the inconsistency is in the set of formulas relevant to the query. In cases (i) and (ii), it is possible to give heuristics for finding the set Ë such that 
Structured bases
To reduce the complexity of the theoretical model, we still have to optimize the collection of relevant formulas, organizing the knowledge base. [Was01] shows how to structure a belief base to find the subset of the base which is relevant to a belief change operation. The method described uses relevance relations between formulas of the belief base. Given a relevance relation Ê, a belief base is represented as a graph where each node is a formula and with an edge between ³ and if and only if Ê´³ µ. The shorter the path between two formulas of the base, the more relevant they are.The connected components partition the graph into unrelated "topics" or "subjects". Sentences in the same connected component are related, even if far apart. We now show, given the structure of a belief base, how to retrieve the set of formulas relevant to a given formula «: In the notation of Definition 2, ¡ ´« µ is the set of formulas -relevant to « with respect to the set , i.e., ¡ ´« µ ¬ Ö Ð´« ¬ µ . The definition of the sets ¡ is used to design an efficient algorithm for retrieval of the set of relevant formulas of a belief base. The method is an interruptible anytime method; whenever it is interrupted, it has retrieved the most relevant beliefs, and the longer it runs, the closer it gets to retrieving all the relevant beliefs (the maximal connected subgraph). 5 This is a very desirable property for modeling agents that may not have enough time or memory to find all the related beliefs. If there is no resource limitation, the method succeeds in retrieving a maximal connected subgraph.
[Was01] presents a sketch of an algorithm that takes as input a formula « and a belief base and returns the set of formulas of the base that are relevant to «. As an anytime algorithm, it always returns the set of most relevant beliefs for «. It is a modification of the algorithm for breadth first search in [CLR90] and depending on how the structure is encoded, runs in linear time. Structuring the formulas in the knowledge bases allows us to re-use relevance relations, which are computed only once.
The model revisited
To sum up, we review the process of building the knowledge base and querying it. First, adding new formulas to the base:
1. Convert formula into a set of prime implicates. 2. Link all formulas directly relevant to new input.
Then, querying the knowledge base:
1. Convert the query into a set of prime implicates. 2. The system looks for formulas that are -relevant to the query. 3. The retrieved subset of relevant formulas is ordered according to relevance. To break ties, the underlying linear order is used. 4. A maximal consistent subset of the retrieved set is built starting with the most relevant formula. Checking consistency is facilitated by the use of prime implicates.
5. « can be infered from the knowledge base if ¿ Ë «; « cannot be infered from the knowledge base if ½ Ë «; otherwise, we do not know and the set Ë must be enlarged.
Conclusions and Related Work
Implemented systems to deal with inconsistencies in knowledge bases, such as SNeBR [MS88] or systems based on ATMS [dK86] rely on sophisticated data structures to keep the relationship between different beliefs. Our approach differs from those in that we do not always obtain perfect results, but apply "quick and dirty" heuristics which eventually -with enough resources -will lead to the right answer. In this way, we avoid storing too much information. A few implemented systems for belief revision [Dix94, Wil97] are also based on prioritized bases. However, these orderings are hard to recompute when new information is added, since they depend on entailment relations between formulas. Here again, our use of approximate entailment relations provides computational gains since these models are based on classical theorem provers.
We have presented several solutions for reducing the computational costs of non-monotonic inference in the average case. If we want to look for a "complete" answer, nothing is really gained in the worst case. However, our system allows for partial answers to be obtained with less resources. The logic is parametrized by the degree of relevance and the context set Ë. According to the available resources, we can choose appropriate values for and Ë.
