Sobre un problema con condición de frontera de neumann no lineal by Bogoya, Mauricio
Bol. Mat. 20(1), 1{12 (2013) 1
Sobre un problema con condicion
de frontera de Neumann no lineal
Mauricio Bogoya1
Departamento de Matematicas
Universidad Nacional de Colombia
Bogota
Se estudia un problema de difusion no local, con condicion de frontera de
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1 Introduccion
Ecuaciones en derivadas parciales son la base para modelar algunos pro-
cesos de difusion que se encuentran en areas como la biologa, la fsica y
la qumica, entre otras. Una de estas ecuaciones es la ecuacion de medios
porosos
ut = (u
m) ; (1)
donde u(x; t) es una funcion escalar, m  1, x 2 RN con N  1 y
t 2 [0;1). Consideraciones fsicas llevan a la restriccon u(x; t)  0. La
ecuacion de medios porosos aparece en muchas aplicaciones fsicas en
las cuales este modelo describe procesos de difusion o transferencia de
calor. Otras aplicaciones aparecen en biologa matematica, ltracion de
agua, problemas de fronteras libres y en otros campos. Una propiedad
importante de la solucion de la ecuacion de medios porosos, es que tiene
la propiedad de velocidad nita de propagacion. Esto signica que si
la condicion inicial u(; 0) tiene soporte compacto, entonces la solucion
u(; t) de (1) tiene soporte compacto para todo t > 0. Esta propiedad
lleva al desarrollo de frontera libre, el cual consiste en la separacion de
la region donde la solucion es positiva u > 0 y de la region donde u = 0.
Para mas informacion acerca de la ecuacion de medios porosos, ver [2] y
[7].
Otra ecuacion que modela procesos de difusion, la cual es analizada
en [6], esta dada por
ut(x; t) = J  u  u(x; t) =
Z
RN
J(x  y)u(y; t) dy   u(x; t) ; (2)
donde J : RN  ! R con N  1, es una funcion no negativa, continua,
derivable, simetrica J( x) = J(x), radialmente decreciente, de soporte
compacto en la bola unitaria y
R
RN J(r) dr = 1.
En [6], si la funcion u(x; t) representa la densidad en el punto x y en
el tiempo t y la funcion J(x y) representa la distribucion de probabilidad
de que individuos en la posicion y salten a la posicion x, entonces (J 
u)(x; t) es la razon con la cual los individuos llegan a la posicion x desde
todas la posiciones y  u(x; t) =   RR J(x  y)u(x; t)dy es la razon con la
cual los individuos van de la posicion x hacia cualquier otra posicion y.
Estas consideraciones, en ausencia de fuentes externas, implican que la
densidad u satisface la ecuacion (2), la cual es una ecuacion de difusion
no local, ya que la difusion de la densidad u no depende solamente de x,
sino que tambien depende de una vecindad de x.
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Cortazar y otros [4] introducen una variacion al modelo (2). En este
modelo unidimensional, la distribucion de probabilidad de que individuos
en la posicion y salten a la posicion x, esta dada por J

x y
u(y;t)

1
u(y;t)
cuando u(x; t) > 0 y 0 en otra parte. En este caso la razon con la
cual los individuos llegan a la posicion x desde todos los otros lugares
es
R
R J

x y
u(y;t)

dy y la razon con la cual se desplazan de la posicion x
hacia todas las otras posiciones es  u(x; t) =   RR J  x yu(x;t) dy. Estas
consideraciones, en ausencia de fuentes externas, llevan a que la densidad
u tenga que satisfacer
ut(x; t) =
Z
R
J

x  y
u(y; t)

u(y; t) dy   u(x; t) ; (3)
con dato inicial u(x; 0) = d + w(x; 0), donde d  0 y w(x; 0) 2 L1(R) \
L1(R). En [4] se demuestra la existencia y unicidad de la solucion de
(3). Ademas, al igual que la ecuacion de medios porosos, la ecuacion (3)
tiene la propiedad de velocidad nita de propagacion.
Bogoya, en [3], extiende el modelo (3) a N dimensiones, con N  1,
obteniendo el siguiente modelo:
ut(x; t) =
Z
RN
J

x  y
u(y; t)

u1 N(y; t) dy   u(x; t) ; (4)
con dato inicial u0(x) = d+w0(x), donde d  0, w0 2 L1(RN ), w0  0 y
0 <   1N . En [3] se analiza la existencia y unicidad de la solucion de
(4) y se demuestra que las soluciones tienen la propiedad de velocidad
nita de propagacion.
Bogoya, en [3], estudia los modelos asociados a (4) en un dominio
acotado 
 de RN . Para el problema con condiciones de frontera de
Neumann, se tiene el siguiente modelo para (x; t) 2 
 [0;1)
ut(x; t) =
Z



J

x  y
u(y; t)

u1 N(y; t)
 J

x  y
u(x; t)

u1 N(x; t)

dy ; (5)
con u(x; 0) = u0(x) 2 L1(
) no negativa. En este modelo se asume que
los individuos no pueden saltar adentro ni afuera del dominio 
. Esto nos
dice que el ujo de los individuos entrando o saliendo al dominio es nulo,
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razon por la cual se obtiene las condiciones de frontera de Neumann.
En [3] se analiza la existencia y unicicdad de las soluciones. Ademas, se
obtiene que la masa se conserva y que la solucion converge al valor medio
del dato inicial cuando t ! 1. Para el modelo de ecuacion de medios
porosos, ut = (u
m), con condiciones de frontera de Neumann, se sabe
que las soluciones conservan la masa y convergen al valor medio del dato
inicial cuando t!1; ver [1].
Condicion de frontera de Neumann no lineal. Cortazar y
otros, en [5], estudian el modelo asociado a (2), con condicion de frontera
no lineal. Mas aun, el modelo que proponen es
ut(x; t) =
Z


J(x  y) (u(y; t)  u(x; t)) dy
+
Z
RNn

J(x  y)up(y; t) dy ; (6)
con dato inicial u(x; 0) = u0(x), donde u0 2 C(
) es una funcion no
negativa y u es una extension de u a una vecindad de 
 denida como
sigue. Se considera una vecindad peque~na V de @
 en RN n 
, en el
sentido que existen coordenadas (s; y) 2 (0; s0) @
, la cual describe la
vecindad V en la forma y = y + s~(y), con y 2 @
 y donde ~(y) es la
normal unitaria exterior a @
. Por lo tanto u(y; t) = u(y; t). Tambien se
asume que para 0 < r < s0 y que para x 2 
 se tiene que Br(x)\(RN n
)
esta contenida en V . En [5] se analiza la existencia y unicidad de las
soluciones de (6).
El objetivo de este trabajo, es estudiar el modelo asociado a (5),
con condiciones de frontera de Neumann no lineal. Con este n, sea 
 
RN un dominio acotado, conexo y con frontera suave. Consideramos la
condicion de frontera no lineal, de la forma f(u), donde u es la extension
de u a una vecindad de 
. Para esta condicion de frontera no lineal se
tiene el siguiente problema
ut(x; t) =
Z


J

x  y
u(y; t)

u1 N(y; t) dy
 
Z


J

x  y
u(x; t)

u1 N(x; t) dy
+
Z
RNn

J(x  y) f(u(y; t)) dy ;
u(x; 0) = d+ w0(x) ; (7)
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con d  0 y w0 2 C(
). En este modelo, en las integrales sobre 
, se
impone que la difusion no local este denida en 
. El ultimo termino
tiene en cuenta el ujo prescrito, dado por f(u), de los individuos que
desde afuera entran al dominio. Esto nos da la condicion de frontera de
Neumann.
2 Existencia y unicidad
En esta seccion estudiaremos el problema (7). Se asume que supp(J) 
B(0) con  > 0, 
 es un dominio acotado conexo en RN con frontera
@
 suave. Ademas, f es una funcion no negativa, creciente, f(0) = 0, y
es una funcion de tipo Lipschitz con constante de Lipschitz K > 0.
Dado que
R
RN J(r)dr = 1, tenemos que
u(x; t) =
Z


J

x  y
u(x; t)

u1 N(x; t) dy
+
Z
RNn

J

x  y
u(x; t)

u1 N(x; t) dy :
Por lo tanto, el problema (7) lo podemos reescribir como
ut(x; t) =
Z


J

x  y
u(y; t)

u1 N(y; t) dy   u(x; t)
+
Z
RNn

J

x  y
u(x; t)

u1 N(x; t) dy
+
Z
RNn

J(x  y) f(u(y; t)) dy ;
u(x; 0) = d+ w0(x) : (8)
Inicialmente, estudiaremos el problema (8) para d > 0 y luego, por medio
de un argumento de convergencia, extenderemos el estudio a d  0.
Para t0 > 0 jo, sea Yt0 = fw 2 C(
  [0; t0))jw es acotadag un
espacio de Banach con la norma kuk = sup
[0;t0) jw(x; t)j. Sea Y +t0 =
fw 2 Y=w  0g un subconjunto no vacio, cerrado de Yt0 . Al multiplicar
la ecuacion (8) por et, tenemos que
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d
dt
(etu) = et
Z


J

x  y
u(y; t)

u1 N(y; t) dy
+et
Z
RNn

J

x  y
u(x; t)

u1 N(x; t) dy
+et
Z
RNn

J(x  y) f(u(y; t)) dy :
Al integrar la anterior igualdad en el intervalo [0; t], para t  t0,
tenemos que
u(x; t) =
Z t
0
e(s t)
Z


J

x  y
u(y; t)

u(y; t)1 N dy ds
+
Z t
0
e(s t)
Z
RNn

J

x  y
u(x; t)

u(x; t)1 N dy ds
+
Z t
0
e(s t)
Z
RNn

J(x  y) f(u(y; t)) dy ds+ e t u0(x) :
Por lo anterior, obtendremos la solucion de (8) en la forma u(x; t) =
d + w(x; t), donde w es el punto jo del operador Tw0 : Y
+
t0
 ! Y +t0 ,
denido por
Tw0(w)(x; t)
=
Z t
0
e(s t)
Z


J

x  y
(w(y; s) + d)

(w(y; s) + d)1 N dy ds
+
Z t
0
e(s t)
Z
RNn

J

x  y
(w(x; t) + d)

(w(x; t) + d)1 N dy ds
+
Z t
0
e(s t)
Z
RNn

J(x  y) f(w(y; t) + d) dy ds
+e tw0(x)  d (1  e t) :
Lema 2.1. Sean d > 0, w0; z0 2 C(
) no negativas y w; z 2 Y +t0 . En-
tonces
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kTw0(w)  Tz0(z)k  Ct0kw   zk+ kw0   z0k1 :
Demostracion. Sean w; z 2 Y +t0 y 0 < t < t0. Se tiene que
jTw0(w)(x; t)  Tz0(z)(x; t)j

Z t
0
es t
Z


J  x  y(w(y; s) + d)

(w(y; s) + d)1 N
  J

x  y
(z(y; s) + d)

(z(y; s) + d)1 N
 dy ds
+
Z t
0
es t
Z
RNn

J  x  y(w(x; s) + d)

(w(x; s) + d)1 N
  J

x  y
(z(x; s) + d)

(z(x; s) + d)1 N
 dy ds
+
Z t
0
es t
Z
RNn

J(x  y)
f(w(y; s) + d)  f(z(y; s) + d) dy ds
+e t jw0   z0j(x) : (9)
Para el analisis del primer termino de (8), dado que J es una funcion
continua y derivable, tenemos por el teorema del valor medio que
Z


J  x  y(w(y; s) + d)

(w(y; s) + d)1 N
 J

x  y
(z(y; s) + d)

(z(y; s) + d)1 N
 dy
=
Z


( ) J 0 x  y((y; s) + d)

+ J

x  y
((y; s) + d)

(1 N)

 j((y; s) + d)j Njw(y; s)  z(y; s)j dy
 C
dN
Z


jw(y; s)  z(y; s)j dy :
Para el analisis del segundo termino de (8) consideramos los conjuntos
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A+(s) = fy 2 RN n 
 j w(x; s)  z(x; s)g ;
A (s) = fy 2 RN n 
 j w(x; s) < z(x; s)g ;
obtiendose que
Z
RNn

J  x  y(w(x; s) + d)

(w(x; s) + d)1 N
 J

x  y
(z(x; s) + d)

(z(x; s) + d)1 N
 dy
=
Z
A+(s)

J

x  y
(w(x; s) + d)

(w(x; s) + d)1 N
 J

x  y
(z(x; s) + d)

(z(x; s) + d)1 N

dy
+
Z
A (s)

J

x  y
(z(x; s) + d)

(z(x; s) + d)1 N
 J

x  y
(w(x; s) + d)

(w(x; s) + d)1 N

dy
 jw(x; s)  z(x; s)j :
Para el analisis del tercer termino de (8), dado que f es una funcion de
tipo Lipshitz, tenemos que
Z
RNn

J(x  y)
f(w(y; s) + d)  f(z(y; s) + d) dy
 K
Z
RNn

J(x  y) jw(y; s)  z(y; s)j dy
= K
Z r
0
Z
@

J(x  y    (y)) jw(y; s)  z(y; s)j dSy d
= K
Z
@

Z r
0
J(x  y    (y)) d

jw(y; s)  z(y; s)j dSy :
En resumen, tenemos que
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jTw0(w)(x; t)  Tz0(z)(x; t)j
 C
dN
Z t
0
es t
Z


jw(y; s)  z(y; s)j dy ds
+
Z t
0
es t jw(x; s)  z(x; s)j ds
+K
Z t
0
es t
Z
@

Z r
0
J(x  y    (y)) d

 jw(y; s)  z(y; s)j dSy ds
+e t jw0(x)  z0(x)j
 C
dN
Z t
0
Z


jw(y; s)  z(y; s)j dy ds+
Z t
0
jw(x; s)  z(x; s)j ds
+K
Z t
0
Z
@

Z r
0
J(x  y    (y)) d

jw(y; s)  z(y; s)j dSy ds
+e t jw0(x)  z0(x)j :
Ahora, tomando el supremo sobre 
 [0; t0), tenemos que
kTw0(w)  Tz0(z)k  C2t0kw   zk+ kw0   z0k1 ;
donde C2 =
C
dN
j
j+ 1 + C1Kj@
j. 
Teorema 2.1. Para toda funcion no negativa w0 2 C(
) y para toda
constante d > 0 existe una unica solucion u 2 Y +t0 de (8).
Demostracion. Sea kw0k1  M . Primero demostraremos que
Tw0 es un operador que envia Y
+
t0
en Y +t0 . Sean t  t0 y w 2 Y +t0 . Tenemos
que
jTw0(w)(x; t)j

Z t
0
es t
Z


J

x  y
(w(y; s) + d)

(w(y; s) + d)1 N dy ds
+
Z t
0
es t
Z
RNn

J

x  y
(w(x; s) + d)

(w(x; s) + d)1 N dy ds
+
Z t
0
es t
Z
RNn

J(x  y) f(w(y; s) + d) dy ds
+e tw0(x) + d (1  e t) :
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Dado que w es acotada, existe A > 0 tal que sup(x;t)2
[0;t0) u(x; t)  A.
Por lo tanto
jTw0(w)(x; t)j 
Z t
0
es t
Z
RN
J

x  y
(A+ d)

(A+ d)1 N dy ds
+
Z t
0
es t
Z
RNn

J(x  y) f(A+ d) dy ds
+e tw0(x) + d(1  e t)
 (1  e t0)  f(A+ d) +A+ 2 d+M :
Ademas, se tiene que Tw0(w)(x; t)  e tw0(x)  0. Ahora, eligiendo
z0 = w0 en el Lema 2.1 y C2t0 < 1, tenemos que Tw0 es una contraccion
estricta en Y +t0 . Por lo tanto, por el teorema del punto jo de Banach,
existe un unico punto jo de Tw0 en Y
+
t0
. Por lo tanto, (8) tiene una
unica solucion. 
Nota 2.1. La solucion de (8) depende en forma continua del dato inicial
en el siguiente sentido. Si u y v son soluciones de (8) con dato inicial
u0 y v0, respectivamente, entonces para todo t0 > 0 existe una constanteeC = eC(t0) tal que
ku(; t)  v(; t)k  eCku0   v0k1:
Nota 2.2. La funcion u es solucion de (8) si y solo si
u(x; t) =
Z t
0
e(s t)
Z


J

x  y
u(y; t)

u1 N(y; t) dy ds
+
Z t
0
e(s t)
Z
RNn

J

x  y
u(x; t)

u1 N(x; t) dy ds
+
Z t
0
e(s t)
Z
RNn

J(x  y)f(u(y; s)) dy ds+ e t u0(x) :
Teorema 2.2. (Principio de Comparacion). Sean u y v soluciones
continuas de (8) con condiciones de frontera f y g, respectivamente. Si
f y g son funciones crecientes tales que f  g y u(x; 0) < v(x; 0) para
todo x 2 
, entonces u(x; t) < v(x; t) para todo (x; t) 2 
 [0; T ).
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Demostracion. Argumentaremos por contradiccion. Suponga-
mos que la conclusion no se tiene. Entonces por la continuidad, existe
un 0 < t1 < t0 y un punto x1 2 
 tal que u(x1; t1) = v(x1; t1) y u(x; t) 
v(x; t) para todo (x; t) 2 
  [0; t1). De la Nota 2.2, y por las hipotesis
de que J es radialmente decreciente, y f  g, se tiene que
0 = (u  v)(x1; t1) = e t(u(x1; 0)  v(x1; 0))
+
Z t
0
es t
Z



J

x1   y
u(y; t1)

u1 N(y; t1)
 J

x1   y
v(y; t1)

v1 N(y; t1)

dy ds
+
Z t
0
es t
Z
RNn

J(x1   y) (f(u(y; t1))  g(v(y; t1))) dy ds
< 0 ;
lo cual es absurdo.
A continuacion extenderemos el Teorema 2.1 al caso d = 0.
Teorema 2.3. Para toda funcion no negativa w0 2 C(
) y para toda
constante d  0, existe una unica solucion u 2 Y +t0 de (8).
Demostracion. Consideremos el problema
ut(x; t) =
Z


J

x  y
u(y; t)

u1 N(y; t) dy
 
Z


J

x  y
u(x; t)

u1 N(x; t) dy
+
Z
RNn

J(x  y) f(u(y; t)) dy ;
u(x; 0) = dn + w0(x) ; (10)
donde dn > 0 es una sucesion decreciente tal que limn!1 dn = 0. Sea un
la unica solucion de (10) con condicion inicial un(x; 0) = dn + w0. Ob-
servemos que por el Principio de Comparacion (Teorema 2.2) la sucesion
un es monotona decreciente con respecto a n y como un  0 existe u tal
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que limn!1 un = u. De la Nota 2.2 y por el teorema de la convergencia
monotona, se obtiene que u es la solucion de (8) con condicion inicial
u(x; 0) = w0(x). 
Hacemos notar que el Principio de Comparacion tambien vale para
soluciones continuas de (8) con d  0.
2.1 Conclusiones
El modelo de difusion no local con condicion de frontera de Neumann no
lineal dado por (8), esta bien puesto, es decir, el problema (8) tienen una
unica solucion y esta depende continuamnete del dato inicial. Ademas
se satisface un principio de comparacion para las soluciones de (8).
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