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Abstract
We consider the Lagrangian description of the soliton sector of the so-called affine
sˆl(3) Toda model coupled to matter (Dirac) fields (ATM). The theory is treated as a
constrained system in the contexts of the Faddeev-Jackiw, the symplectic, as well as
the master Lagrangian approaches. We exhibit the master Lagrangian nature of the
model from which generalizations of the sine-Gordon (GSG) or the massive Thirring
(GMT) models are derivable. The GMT model describes Nf = 3 [number of positive
roots of su(3)] massive Dirac fermion species with current-current interactions amongst
all the U(1) species currents; on the other hand, the GSG theory corresponds to Nb =
2 [rank of the su(3) Lie algebra] independent Toda fields (bosons) with a potential
given by the sum of three SG cosine terms. The dual description of the model is
further emphasized by providing some on shell relationships between bilinears of the
GMT spinors and the relevant expressions of the GSG fields. In this way, in the first
part of the chapter, we exhibit the strong/weak coupling phases and the (generalized)
soliton/particle correspondences of the model at the classical level. In the second
part of the chapter we give a full Lie algebraic formulation of the duality at the level
of the equations of motion written in matrix form. The effective off-critical sˆl(3) ATM
action is written in terms of the Wess-Zumino-Novikov-Witten (WZNW) action plus
some kinetic terms for the spinors and scalar-spinor interaction terms. Moreover, this
theory still presents a remarkable equivalence between the Noether and topological
currents, describes the soliton sector of the original model and turns out to be the
master Lagrangian describing the GMT and GSG models.
1To appear as a Chapter in Progress in Soliton Research (Nova Science Publishers, 2004).
1 Introduction
Integrable theories in two-dimensions have been an extraordinary laboratory for the under-
standing of basic nonperturbative aspects of physical theories and various aspects, relevant
in more realistic 4-dimensional models, have been tested [1]. In particular the conformal
affine Toda models coupled to (Dirac) matter fields (CATM) [2] for the sl(2)(1) and sl(3)(1)
cases are discussed in [3, 4, 5] and [6, 7, 8], respectively. The interest in such models comes
from their integrability and duality properties [2, 4], which can be used as toy models to
understand some phenomena; such as, a confinement mechanism in QCD [3, 6, 9]. The
corresponding off-critical sub-models, such as the sˆl(2) affine Toda model coupled to matter
field (ATM) may describe some low dimensional condensed matter phenomena, such as self-
trapping of electrons into solitons, see e.g. [10], tunneling in the integer quantum Hall effect
[11], and, in particular, polyacteline molecule systems in connection with fermion number
fractionization [12].
The off-critical sˆl(2) ATM model can be obtained at the classical or quantum mechanical
level through some convenient reduction processes starting from CATM [4, 5]. In the sl(2)
case, using bosonization techniques, it has been shown that the classical equivalence between
the U(1) vector and topological currents holds true at the quantum level, and then leads to
a bag model like mechanism for the confinement of the spinor fields inside the solitons; in
addition, it has been shown that the sl(2) ATM theory decouples into a sine-Gordon model
(SG) and a free scalar [3, 13]. These facts indicate the existence of a sort of duality in these
models involving solitons and particles. In ref. [5] through the Faddeev-Jackiw (FJ)[14]
and “symplectic quantization” [15, 16] methods and imposing the equivalence between the
U(1) vector and topological currents as a constraint it has been recovered the usual massive
Thirring (MT) and sine-Gordon (SG) models equivalence at the classical level; in particu-
lar, the mappings between spinor bilinears of the MT theory and exponentials of the SG
fields were established on shell and the soliton/particle correspondence were uncovered [4].
Moreover, it has recently been shown that the sˆl(2) ATM model describes a confinement
mechanism and the low-energy spectrum of QCD2 (one flavor and N colors) [9].
One of the difficulties with generalizations of complex affine Toda field theories, beyond
su(2) and its associated SG model, has to do with unitarity. In this chapter we describe the
many field generalizations of SG/MT models based on soliton/particle duality and unitarity.
Beyond the well known sl(2) case the related sl(n)(1) CATM model does not possess a
local real Lagrangian, therefore it is defined an off-critical sub-model Lagrangian with well
behaved classical solutions making use of the results of [6]. In [6] the authors studied the
sl(3)(1) CATM soliton solutions and some of their properties up to general 2-soliton. Using
the FJ and symplectic methods it has been show the parent Lagrangian [17] nature of the
sl(3) ATM model from which the generalized sine-Gordon (GSG) or the massive Thirring
(GMT) models are derivable [7, 8]. It is then shown that there are (at least classically) two
equivalent descriptions of the model, by means of either the Dirac or the Toda type fields.
It is also clear the duality exchange of the coupling regimes g → 1/g in each sˆl(2) ATM
sub-model, in this way generalizing the soliton/particle correspondences which is uncovered
by providing explicit relationships between the GSG and GMT fields. The ordinary MT/SG
duality turns out to be related to each SU(2) sub-group. The sˆl(n) affine Lie algebra
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generalizations are outlined following [8]. In this way we describe a precise field content of
both sectors; namely, the correct GMT/GSG duality, first undertaken in [18].
Recently, the three fermion species GMT model has been bosonized and the sˆl(3) ATM
model emerged in the semi-classical limit of an intermediate Lagrangian [19]. The gener-
alized Mandelstam soliton operators were constructed and the fermion-boson mapping was
established through a set of generalized bosonization rules in a quotient positive definite
Hilbert space of states.
The chapter is organized as follows. In section 2 we define the sˆl(3) ATM model .
Section 3 deals with the model in the FJ framework [14], the outcome is the GMT model.
In section 4, we attack the same problem from the point of view of symplectic quantization
[15, 16] giving the Poisson brackets of the GMT and GSG models. Section 5 deals with
the soliton/particle and strong/weak coupling correspondences. Section 6 provides a full Lie
algebraic construction of the relevant results. Section 7 outlines the relevant steps towards
the generalization to sˆl(n) ATM. In the appendix A we present the construction of sl(3)(1)
CATM model.
2 The model
In affine Toda type theories the question of whether all mathematical solutions are physically
acceptable deserves a careful analysis, specially if any consistent quantization of the models is
discussed. The requirement of real energy density leads to a certain reality conditions on the
solutions of the model. In general, a few soliton solutions survive the reality constraint, if in
addition one also demands positivity. These kind of issues are discussed in refs. [20]. Here we
follow the prescription to restrict the model to a subspace of classical solutions which satisfy
the physical principles of reality of energy density and soliton/particle correspondence.
In CATM models associated to the principal gradation of an affine Lie algebra, it is a
matter of fact that a 1-soliton real solution for the Toda field corresponds to each pair of
Dirac fields ψi and ψ˜i. This fact allows us to make the identifications ψ˜i ∼ (ψi)∗(⋆ means
complex conjugation), and take real Toda fields. In the case of sl(2)(1) CATM theory, this
procedure does not spoil the particle-soliton correspondence [3, 4].
We consider the sl(3)(1) CATM theory (see Appendix A) with the conformal symmetry
gauge fixed 2 by setting η = 0 and the reality conditions
ψ˜j = −(ψj)∗, (j = 1, 2, 3); ϕ∗a = ϕa, (a = 1, 2), (2.1)
or
ψ˜j = (ψj)
∗
, j = 1, 2; ψ˜3 = −(ψ3)∗,
ϕ1, 2 → ϕ1, 2 − π (the newϕa’s being real fields). (2.2)
The condition (2.2) must be supplied with xµ → −xµ. Moreover, for consistency of the
equations of motion (A.16)-(A.24) under the reality conditions (2.1)-(2.2), from eqs. (A.17),
2The auxiliary fields ν˜ and η of the CATM theories are associated to the topological character of the
soliton masses and to the conformal symmetry, respectively. The classical and quantum reductions CATM
→ ATM can be treated as in [5] and [4], respectively.
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(A.18), (A.19), (A.21), (A.22) and (A.24), we get the relationships
ψ˜jLψ
3
R − ψ˜jRψ3Le−3iϕj = 0, j = 1, 2; ψ1Lψ2Re−3iϕ1 − ψ2Lψ1Re−3iϕ2 = 0. (2.3)
Then, the above reality conditions and constraints allow us to define a suitable physical
Lagrangian. The equations (A.14), (A.16)-(A.24), supplied with (2.1) [or (2.2)] and (2.3),
follow from the Lagrangian
1
k
L =
3∑
j=1
[ 1
24
∂µφj∂
µφj + iψ
j
γµ∂µψ
j −mjψψjeiφjγ5ψj
]
(2.4)
where ψ¯j ≡ (ψj)† γ0 , φ1 ≡ 2ϕ1−ϕ2, φ2 ≡ 2ϕ2−ϕ1, φ3 ≡ φ1+ φ2, m3ψ = m1ψ +m2ψ, k is an
overall coupling constant and the ϕj are real fields.
The eq. (2.4) defines the sl(3) affine Toda theory coupled to matter fields (ATM). Notice
that the space of solutions of sl(3)(1) CATM model satisfying the conditions (2.1)-(2.3) must
be solutions of the sl(3) ATM theory (2.4). Indeed, it is easy to verify that the three species
of one-soliton solutions [S ≡1-soliton(S¯ ≡1-antisoliton)] [6]: {
(
ϕ1, ψ
1
)
S/S¯
, ϕ2 = 0, ψ
2 =
0, ψ3 = 0}, {
(
ϕ2, ψ
2
)
S/S¯
, ϕ1 = 0, ψ
1 = 0, ψ3 = 0} and {
(
ϕ1 + ϕ2, ψ
3
)
S/S¯
, ϕ1 = ϕ2, ψ
1 =
0, ψ2 = 0} satisfy the equations of motion; i.e., each positive root of sl(3) reproduces the
sl(2) ATM case [3, 4]. Moreover, these solutions satisfy the above reality conditions and
constraints (2.1)-(2.3) (with (2.1) and (2.2) for S and S¯, respectively), and the equivalence
between the U(1) vector and topological currents (A.30). Then, the soliton/particle corre-
spondences survive the above reduction processes performed to define the sl(3) ATM theory.
The class of 2-soliton solutions of sl(3)(1) CATM [6] behave as follows: i) they are given
by 6 species associated to the pair (αi, αj), i ≤ j; i, j = 1, 2, 3; where the α’s are the positive
roots of sl(3) Lie algebra. Each species (αi, αi) solves the sl(2) CATM submodel
3; ii) satisfy
the U(1) vector and topological currents equivalence (A.30).
3 The generalized massive Thirring model (GMT)
Let us consider the following Lagrangian
1
k
L =
3∑
j=1
[ 1
24
∂µφj∂
µφj + iψ
j
γµ∂µψ
j −mjψψjeiφjγ5ψj + λjµ(mjψjγµψj − ǫµν∂ν(qjφj))
]
, (3.1)
where the ATM Lagrangian (2.4) is supplied with the constraints, (mlψ
l
γµψl+ m
3
2
ψ
3
γµψ3−
ǫµν∂νφl), (l = 1, 2), with the help of the Lagrange multipliers λ
j
µ (λ
3
µ ≡ λ
1
µ+λ
2
µ
2
, q1 ≡ q2 ≡ 1,
q3 ≡ 0). Their total sum bears an intriguing resemblance to the U(1) vector and topological
currents equivalence (A.30); however, themj ’s here are some arbitrary parameters. The same
procedure has been used, for example, to incorporate the left-moving condition in the study
3sl(2) ATM 2−solitons satisfy an analogous eq. to (A.30); for ϕ real and ψ˜ = ±(ψ)∗ (constraints (2.1)-
(2.2); (2.3) is trivialy satisfied since ψ˜j = ψj = 0 for j 6= i) one has, soliton-soliton SS, SS bounds and no
SS¯ bounds [3].
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of chiral bosons in two dimensions [21]. The Lagrangian (3.1) still possesses the left-right
local symmetries (A.26)-(A.29) of sl(3) ATM (2.4) provided a convenient transformation for
the field λµj is assumed
4. In order to apply the Faddeev-Jackiw (FJ) method we should write
(3.1) in the first order form in time derivative, so let us define the conjugated momenta
π1 ≡ πφ1 =
1
12
(2φ˙1 + φ˙2) + λ
1
1, π2 ≡ πφ2 =
1
12
(2φ˙2 + φ˙1) + λ
2
1,
πλ1µ = 0, πλ2µ = 0, π
j
R ≡ πjψR = −iψ˜jR, πjL ≡ πjψL = −iψ˜jL. (3.2)
We are assuming that Dirac fields are anticommuting Grasmannian variables and their
momenta variables defined through left derivatives. Then, as usual, the Hamiltonian is
defined by (sum over repeated indices is assumed)
Hc = π1φ˙1 + π2φ˙2 + ψ˙jRπjR + ψ˙jLπjL − L. (3.3)
Explicitly the Hamiltonian density becomes
Hc = 2(πj)2 + 4(λ11)2 + 4
(
λ21
)2 − λ11J1 − λ21J2 − 4 (λ11λ21)
+
1
24
(φj,x)
2 − πjRψjR,x + πjLψjL,x + imjψ(e−φj ψ˜jRψjL − eφj ψ˜jLψjR)
+λ10[J
0
1 − φ1,x] + λ20[J02 − φ2,x], (3.4)
where π3 ≡ π1 − π2, J1 ≡ J11 + 4 (2π1 − π2), J2 ≡ J12 + 4 (2π2 − π1) and
Jµ1 = m
1jµl +
m3
2
jµ3 ; J
µ
2 = m
2jµ2 +
m3
2
jµ3 ; j
µ
l ≡ ψ¯lγµψl, l = 1, 2, 3. (3.5)
Let us observe that each U(1) Noether current of the sl(3) ATM theory defined in (2.4)
is conserved separately; i.e., ∂µj
µ
l = 0, l = 1, 2, 3.
Next, the same Legendre transform (3.3) is used to write the first order Lagrangian
L = π1φ˙1 + π2φ˙2 + ψ˙jRπjR + ψ˙jLπjL −Hc. (3.6)
Our starting point for the FJ analysis will be this first order Lagrangian. Then the
Euler-Lagrange equations for the Lagrange multipliers allow one to solve two of them
λ11 =
2J1 + J2
12
, λ21 =
2J2 + J1
12
(3.7)
and the remaining equations lead to two constraints
Ω1 ≡ J01 − φ1,x = 0, Ω2 ≡ J02 − φ2,x = 0. (3.8)
The Lagrange multipliers λ11 and λ
2
1 must be replaced back in (3.6) and the constraints
(3.8) solved. Firstly, let us replace the λ11 and λ
2
1 multipliers into Hc, then one gets
H′c = 2(πj)2 −
1
12
{(J1)2 + (J2)2 + (J1J2)}+ 1
24
(φj,x)
2
+ iψ˜jRψ
j
R,x − iψ˜jLψjL,x + imjψ(e−iφj ψ˜jRψjL − eiφj ψ˜jLψjR). (3.9)
4In [7] this feature has not been pointed out.
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The new Lagrangian becomes
L′ = π1φ˙1 + π2φ˙2 + ψ˙jRπjR + ψ˙jLπjL −H′c. (3.10)
We implement the constraints (3.8) by replacing in (3.10) the fields φ1, φ2 in terms of
the space integral of the current components J01 , J
0
2 . Then we get the Lagrangian
L′′ = π1∂t
∫ x
J01 + π2∂t
∫ x
J02 + ψ˙
j
Rπ
j
R + ψ˙
j
Lπ
j
L − iψ˜jRψjR,x + iψ˜jLψjL,x (3.11)
− imjψ
(
e−i
∫ x
J0j ψ˜jRψ
j
L − ei
∫ x
J0j ψ˜jLψ
j
R
)
− 1
12
(
(J1)
2 + (J2)
2 + J1.J2
)
+ π1J
1
1 + π2J
1
2 ,
where J03 ≡ J01 + J02 . Observe that the terms containing the πa’s in eq. (3.11) cancel to each
other if one uses the current conservation laws. Notice the appearances of various types of
current-current interactions. The following Darboux transformation
ψjR → e−
i
2
∫ x
J0j ψjR, ψ
j
L → e
i
2
∫ x
J0jψjL, j = 1, 2, 3, (3.12)
is used to diagonalize the canonical one-form. Then, the kinetic terms will give additional
current-current interactions, −1
2
[J1.(j1 + j3) + J2.(j2 + j3)]. We are, thus, after defining
k ≡ 1/g, and rescaling the fields ψj → 1/√k ψj , left with the Lagrangian
L[ψ, ψ] =
3∑
j=1
{iψjγµ∂µψj +mjψ ψjψj} −
3∑
k, l = 1
k ≤ l
[
a¯kljk.jl
]
, (3.13)
where a¯kl = g akl, with a33 =
1
2
( (m
3)2
8
+ m3); a12 =
1
12
m1m2; aii =
1
2
( (m
i)2
6
+ mi); ai3 =
1
2
(m
im3
4
+mi+m
3
2
), i = 1, 2. This defines the generalized massive Thirring model (GMT) [7, 8].
The canonical pairs are (−iψ˜jR, ψjR) and (−iψ˜jL, ψjL). Let us comment on the integrability
and the Grassmannian nature of the ψ fields. The usual MT model (with Grassmannian
fields) classical integrability has been established by means of its zero-curvature formulation
(see e.g. [22]). In our case it would be interesting to establish the GMT integrability using
similar approach.
From the Lie algebraic constructions of [8, 19] one has all a¯jk > 0, j, k = 1, 2, 3; but a¯12 <
0. Taking into account the signs of the a¯jk’s in the model (3.13) one can infer that the
fermions of the same species will experience an attractive force. The pair of fermions of
species 1 and 3, as well as 2 and 3 also experience attractive forces, whereas the pair of
fermions 1 and 2 suffer a repulsive force [23]. These features can also be deduced from the
behavior of the time delays due to soliton-soliton interactions in the associated sˆu(3) ATM
model studied in ref. [6].
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4 The symplectic formalism and the ATM model
4.1 The (constrained) symplectic formalism
We give a brief overview of the basic notations of symplectic approach 5. The geometric
structure is defined by the closed (pre)symplectic two-form
f (0) =
1
2
f
(0)
ij (ξ
(0))dξ(0)
i ∧ dξ(0)j (4.1)
where
f
(0)
ij (ξ
(0))=
∂
∂ξ(0)
ia
(0)
j (ξ
(0))− ∂
∂ξ(0)
j a
(0)
i (ξ
(0)) (4.2)
with a(0)(ξ(0)) = a
(0)
j (ξ
(0))dξ(0)
j
being the canonical one-form defined from the original first
order Lagrangian
L(0)dt = a(0)(ξ(0))− V (0)(ξ(0))dt. (4.3)
The superscript (0) refers to the original Lagrangian, and is indicative of the iterative
nature of the computations. The constraints are imposed through Lagrange multipliers
which are velocities, and in such case one has to extend the configuration space [15, 16]. The
corresponding Lagrangian gets modified and consequently the superscript also changes. The
algorithm terminates once the symplectic matrix turns out to be non-singular.
4.2 The generalized massive Thirring model (GMT)
Next, we will consider our model in the framework of the symplectic formalism. Let L′, eq.
(3.10), be the zeroth-iterated Lagrangian L(0). Then the first iterated lagrangian will be
L(1) = π1φ˙1 + π2φ˙2 + ψ˙jRπjR + ψ˙jLπjL + η˙1Ω1 + η˙2Ω2 − V(1), (4.4)
where the once-iterated symplectic potential is defined by
V(1) = H′c|Ω1=Ω2=0, (4.5)
and the stability conditions of the symplectic constraints, Ω1 and Ω2, under time evolution
have been implemented by making λ10 → η˙1 and λ20 → η˙2. Consider the once-iterated set of
symplectic variables in the following order
ξ(1) = (η1, η2, φ1, φ2, ψ
1
R, ψ
1
L, ψ
2
R, ψ
2
L, ψ
3
R, ψ
3
L, π1, π2, π
1
R, π
1
L, π
2
R, π
2
L, π
3
R, π
3
L), (4.6)
and the components of the canonical one-form
a(1) = (Ω1,Ω2, π1, π2,−π1R,−π1L,−π2R,−π2L,−π3R,−π3L, 0, 0, 0, 0, 0, 0, 0, 0). (4.7)
5These are given for point mechanics, the extension to field theory is self evident.
7
These result in the singular symplectic two-form 18x18 matrix
f
(1)
AB(x, y) =
(
a11 a12
a21 a22
)
δ(x− y), (4.8)
where the 9x9 matrices are
a11 =

0 0 ∂x 0 im
1ψ˜1R im
1ψ˜1L 0 0
im3
2
ψ˜3R
0 0 0 ∂x 0 0 im
2ψ˜2R im
2ψ˜2L
im3
2
ψ˜3R
∂x 0 0 0 0 0 0 0 0
0 ∂x 0 0 0 0 0 0 0
im1ψ˜1R 0 0 0 0 0 0 0 0
im1ψ˜1L 0 0 0 0 0 0 0 0
0 im2ψ˜2R 0 0 0 0 0 0 0
0 im2ψ˜2L 0 0 0 0 0 0 0
im3
2
ψ˜3R
im3
2
ψ˜3R 0 0 0 0 0 0 0

,
a12 =

im3
2
ψ˜3L 0 0 m
1ψ1R m
1ψ1L 0 0
m3
2
ψ3R
m3
2
ψ3L
im3
2
ψ˜3L 0 0 0 0 m
2ψ2R m
2ψ2L
m3
2
ψ3R
m3
2
ψ3L
0 −1 0 0 0 0 0 0 0
... 0
. . .
...
...
...
...
...
...
0 0 0 0 0 0 0 −1 0

,
a21 =

im3
2
ψ˜3L
im3
2
ψ˜3L 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
m1ψ1R 0 0 0 −1 0 0 0 0
m1ψ1L 0 0 0 0 −1 0 0 0
0 m2ψ2R 0 0 0 0 −1 0 0
0 m2ψ2L 0 0 0 0 0 −1 0
m3
2
ψ3R
m3
2
ψ3R 0 0 0 0 0 0 −1
m3
2
ψ3L
m3
2
ψ3L 0 0 0 0 0 0 0

,
a22 =

0 0 · · · 0 −1
0 0 0 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 0 0
−1 0 · · · 0 0
 .
This matrix has the zero modes
v(1)
T
(x) =
(−u
m1
,
−υ
m2
, 0, 0, uψ1R, uψ
1
L, υψ
2
R, υψ
2
L,
m3
2
( u
m1
+
υ
m2
)
ψ3R,
m3
2
( u
m1
+
υ
m2
)
ψ3L, −
u′
m1
, − υ
′
m2
, iuψ˜1R, iuψ˜
1
L, iυψ˜
2
R, iυψ˜
2
L,
i
m3
2
(
u
m1
+
υ
m2
)ψ˜3R,
im3
2
(
u
m1
+
υ
m2
)ψ˜3L
)
, (4.9)
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where u and υ are arbitrary functions. The zero-mode condition gives∫
dxv(1)
T
(x)
δ
δξ(1)(x)
∫
dyV(1) ≡ 0. (4.10)
Thus, the gradient of the symplectic potential happens to be orthogonal to the zero-mode
v(1). Since the equations of motion are automatically validated no symplectic constraints
appear. This happens due to the presence of the symmetries of the action
δξ
(1)
A = v
(1)
A
(x); A = 1, 2, ...18. (4.11)
So, in order to deform the symplectic matrix into an invertible one, we have to add
some gauge fixing terms to the symplectic potential. One can choose any consistent set of
gauge fixing conditions [16]. In our case we have two symmetry generators associated to the
parameters u and v, so there must be two gauge conditions. Let us choose
Ω3 ≡ φ1 = 0 Ω4 ≡ φ2 = 0. (4.12)
These conditions gauge away the fields φ1 and φ2, so only the remaining field variables
will describe the dynamics of the system. Other gauge conditions, which eventually gauge
away the spinor fields ψi will be considered in the next subsection.
Implementing the consistency conditions by means of Lagrange multipliers η3 and η4 we
get the twice-iterated Lagrangian
L(2) = π1φ˙1 + π2φ˙2 + ψ˙RπjR + ψ˙LπjL + η˙1Ω1 + η˙2Ω2 + η˙3Ω3 + η˙4Ω4 − V(2), (4.13)
where
V(2) = V(1)|Ω3=Ω4=0.
Assuming now that the new set of symplectic variables is given in the following order
ξ(2) = (η1, η2, η3, η4, φ1, φ2, ψ
1
R, ψ
1
L, ψ
2
R, ψ
2
L, ψ
3
R, ψ
3
L, π1, π2, π
1
R, π
1
L, π
2
R, π
2
L, π
3
R, π
3
L), (4.14)
and the non vanishing components of the canonical one-form
a(2) = (Ω1,Ω2,Ω3,Ω4, π1, π2,−π1R,−π1L,−π2R,−π2L,−π3R,−π3L, 0, 0, 0, 0, 0, 0, 0, 0), (4.15)
one obtains the singular twice-iterated symplectic 20x20 matrix
f
(2)
AB(x, y) =
(
a11 a12
a21 a22
)
δ(x− y), (4.16)
where the 10x10 matrices are
a11 =

0 0 0 0 ∂x 0 im
1ψ˜1R im
1ψ˜1L 0 0
0 0 0 0 0 ∂x 0 0 im
2ψ˜2R im
2ψ˜2L
0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0
∂x 0 1 0 0 0 0 0 0 0
0 ∂x 0 1 0 0 0 0 0 0
im1ψ˜1R 0 0 0 0 0 0 0 0 0
im1ψ˜1L 0 0 0 0 0 0 0 0 0
0 im2ψ˜2R 0 0 0 0 0 0 0 0
0 im2ψ˜2L 0 0 0 0 0 0 0 0

,
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a12 =

im3
2
ψ˜3R
im3
2
ψ˜3L 0 0 m
1ψ1R m
1ψ1L 0 0
m3
2
ψ3R
m3
2
ψ3L
im3
2
ψ˜3R
im3
2
ψ˜3L 0 0 0 0 m
2ψ2R m
2ψ2L
m3
2
ψ3R
m3
2
ψ3L
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 −1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 −1 0 0

,
a21 =

im3
2
ψ˜3R
im3
2
ψ˜3R 0 0 0 0 0 0 0 0
im3
2
ψ˜3L
im3
2
ψ˜3L 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
m1ψ1R 0 0 0 0 0 −1 0 0 0
m1ψ1L 0 0 0 0 0 0 −1 0 0
0 m2ψ2R 0 0 0 0 0 0 −1 0
0 m2ψ2L 0 0 0 0 0 0 0 −1
m3
2
ψ3R
m3
2
ψ3R 0 0 0 0 0 0 0 0
m3
2
ψ3L
m3
2
ψ3L 0 0 0 0 0 0 0 0

,
a22 =

0 0 0 · · · 0 −1 0
0 0 0 · · · 0 0 −1
0 0 0 · · · 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 · · · 0 0 0
−1 0 0 · · · 0 0 0
0 −1 0 · · · 0 0 0

.
The zero-modes are
v(2)
T
(x) =
(
u, υ, ω, χ, 0, 0, m1uψ1R, m
1uψ1L, m
2υψ2R, m
2υψ2L,
m3
2
(u+ υ)ψ3R,
m3
2
(u+ υ)ψ3L, u
′ + ω, υ′ + χ, im1ψ˜1Ru, im
1ψ˜1Lu, im
2ψ˜2Rυ,
im2ψ˜2Lυ,
im3
2
ψ˜3R(u+ υ), i
m3
2
ψ˜3L(u+ υ)
)
. (4.17)
The zero-mode condition gives no constraints, implying the symmetries of the action
δξ
(2)
A
= v
(2)
A
(x); A = 1, 2, ...20. (4.18)
Now, let us choose the gauge conditions
Ω5 ≡ π1J11 +
1
2
J1.(j1 + j3) = 0, Ω6 ≡ π2J12 +
1
2
J2.(j2 + j3) = 0, (4.19)
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and impose the consistency conditions with the Lagrange multipliers η5, η6, then
L(3) = π1φ˙1+π2φ˙2+ ψ˙RπjR+ ψ˙LπjL+ η˙1Ω1+ η˙2Ω2+ η˙3Ω3+ η˙4Ω4+ η˙5Ω5+ η˙6Ω6−V(3), (4.20)
where
V(3) = V(2)|Ω5=Ω6=0, (4.21)
or explicitly
V(3) = 1
12
(
(J1)
2 + (J2)
2 + J1.J2
)
+
1
2
[J1.(j1 + j3) + J2.(j2 + j3)]
+ iψ˜jRψ
j
R,x − iψ˜jLψjL,x + imjψψ¯jψj . (4.22)
The symplectic two-form for this Lagrangian is a non singular matrix, then our algorithm
has come to an end. Collecting the canonical part and the symplectic potential V(3) one has
L[ψ, ψ] =
3∑
j=1
{iψjγµ∂µψj +mjψ ψjψj} −
3∑
k, l = 1
k ≤ l
[
a¯kljk.jl
]
+
3∑
l=1
mlνl j
0
l , (4.23)
where ν3 ≡ ν1+ν22 . We have made the same choice, k = 1/g, and the field re-scalings
ψj → 1/√k ψj as in the last section. This is the same GMT Lagrangian as (3.13). As a
bonus, we get the chemical potentials µl ≡ mlνl ( η˙1,2 → ν1,2) times the charge densities.
These terms are related to the charges QlF =
1
2pi
∫+∞
−∞ dx j
0
l (t, x), and their presence is a
consequence of the symplectic method [5].
4.3 The generalized sine-Gordon model (GSG)
One can choose other gauge fixings, instead of (4.12), to construct the twice-iterated La-
grangian. Let us make the choice
Ω3 ≡ J01 = 0, Ω4 ≡ J02 = 0, (4.24)
which satisfies the non-gauge invariance condition as can be verified by computing the brack-
ets {Ωa , J0b } = 0; a, b = 1, 2. The twice-iterated Lagrangian is obtained by bringing back
these constraints into the canonical part of L(1), then
L(2) = π1φ˙1 + π2φ˙2 + ψ˙RπjR + ψ˙LπjL + η˙1Ω1 + η˙2Ω2 + η˙3Ω3 + η˙4Ω4 − V(2), (4.25)
where the twice-iterated symplectic potential becomes
V(2) = V(1)
∣∣∣
Ω3=Ω4=0
. (4.26)
Considering the set of symplectic variables in the following order
ξ
(2)
A = (η
1, η2, η3, η4, φ1, φ2, ψ
1
R, ψ
1
L, ψ
2
R, ψ
2
L, ψ
3
R, ψ
3
L, π1, π2, π
1
R, π
1
L, π
2
R, π
2
L, π
3
R, π
3
L) (4.27)
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and the components of the canonical one-form
a
(2)
A = (Ω1,Ω2,Ω3,Ω4, π1, π2,−π1R,−π1L,−π2R,−π2L,−π3R,−π3L, 0, 0, 0, 0, 0, 0, 0, 0), (4.28)
the (degenerated) 20x20 symplectic matrix is found to be
f
(2)
AB(x, y) =
(
a11 a12
a21 a22
)
δ(x− y), (4.29)
where
a11 =
0 0 0 0 ∂x 0 im
1ψ˜1R im
1ψ˜1L 0 0
0 0 0 0 0 ∂x 0 0 im
2ψ˜2R im
2ψ˜2L
0 0 0 0 0 0 im1ψ˜1R im
1ψ˜1L 0 0
0 0 0 0 0 0 0 0 im2ψ˜2R im
2ψ˜2L
∂x 0 0 0 0 0 0 0 0 0
0 ∂x 0 0 0 0 0 0 0 0
im1ψ˜1R 0 im
1ψ˜1R 0 0 0 0 0 0 0
im1ψ˜1L 0 im
1ψ˜1L 0 0 0 0 0 0 0
0 im2ψ˜2R 0 im
2ψ˜2R 0 0 0 0 0 0
0 im2ψ˜2L 0 im
2ψ˜2L 0 0 0 0 0 0

,
a12 =

im3
2
ψ˜3R
im3
2
ψ˜3L 0 0 m
1ψ1R m
1ψ1L 0 0
m3
2
ψ3R
m3
2
ψ3L
im3
2
ψ˜3R
im3
2
ψ˜3L 0 0 0 0 m
2ψ2R m
2ψ2L
m3
2
ψ3R
m3
2
ψ3L
im3
2
ψ˜3R
im3
2
ψ˜3L 0 0 m
1ψ1R m
1ψ1L 0 0
m3
2
ψ3R
m3
2
ψ3L
im3
2
ψ˜3R
im3
2
ψ˜3L 0 0 0 0 m
2ψ2R m
2ψ2L
m3
2
ψ3R
m3
2
ψ3L
0 0 −1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 −1 0 0 0
0 0 0 0 0 0 0 −1 0 0

,
a21 =

im3
2
ψ˜3R
im3
2
ψ˜3R
im3
2
ψ˜3R
im3
2
ψ˜3R 0 0 0 0 0 0
im3
2
ψ˜3L
im3
2
ψ˜3L
im3
2
ψ˜3L
im3
2
ψ˜3L 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0
m1ψ1R 0 m
1ψ1R 0 0 0 −1 0 0 0
m1ψ1L 0 m
1ψ1L 0 0 0 0 −1 0 0
0 m2ψ2R 0 m
2ψ2R 0 0 0 0 −1 0
0 m2ψ2L 0 m
2ψ2L 0 0 0 0 0 −1
m3
2
ψ3R
m3
2
ψ3R
m3
2
ψ3R
m3
2
ψ3R 0 0 0 0 0 0
m3
2
ψ3L
m3
2
ψ3L
m3
2
ψ3L
m3
2
ψ3L 0 0 0 0 0 0

,
12
a22 =

0 0 0 · · · 0 −1 0
0 0 0 · · · 0 0 −1
0 0 0 · · · 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 · · · 0 0 0
−1 0 0 · · · 0 0 0
0 −1 0 · · · 0 0 0

.
Its zero-modes are
v(2)
T
(x) =
(
u, υ, ω, χ, 0, 0, m1(u+ ω)ψ1R, m
1(u+ ω)ψ1L,
m2(υ + χ)ψ2R, m
2(υ + χ)ψ2L,
m3
2
(u+ υ + ω + χ)ψ3R,
m3
2
(u+ υ + ω + χ)ψ3L, u
′, υ′, im1ψ˜1R(u+ ω),
im1ψ˜1L(u+ ω), im
2ψ˜2R(υ + χ), im
2ψ˜2L(υ + χ),
im3
2
ψ˜3R(u+ υ + ω + χ),
im3
2
ψ˜3L(u+ υ + ω + χ)
)
, (4.30)
where u, υ, ω and χ are arbitrary functions. The zero mode condition becomes∫
dxv(2)
T
(x)
δ
δξ(2)
∫
dy′V(2) =
∫
dx J1a ∂xfa ≡ 0, fa ≡ (ω, χ), a = 1, 2.
Since the functions fa are arbitrary we end up with the following constraints
Ω5 ≡ J11 = 0, Ω6 ≡ J12 = 0. (4.31)
Notice that by solving the constraints, Ω3 = Ω4 = Ω5 = Ω6 = 0, eqs. (4.24) and (4.31),
we may obtain
ψ˜jR = ψ
j
R, ψ˜
j
L = ψ
j
L. (4.32)
So, at this stage, we have Majorana spinors, the scalars φ1 and φ2, and the auxiliary
fields. Next, introduce a third set of Lagrange multipliers into L(2), then
L(3) = π1φ˙1+π2φ˙2+ ψ˙RπjR+ ψ˙LπjL+ η˙1Ω1+ η˙2Ω2+ η˙3Ω3+ η˙4Ω4+ η˙5Ω5+ η˙6Ω6−V(3), (4.33)
where
V(3) = V(2)|Ω5=Ω6=0 (4.34)
or
V(3) = 1
24
φj,x
2 + iψjRψ
j
R,x − iψjLψjL,x + imjψψjRψjL(e−iφj + eiφj ). (4.35)
The new set of symplectic variables is assumed to be ordered as
ξ
(3)
A =
(η1, η2, η3, η4, η5, η6, φ1, φ2, ψ
1
R, ψ
1
L, ψ
2
R, ψ
2
L, ψ
3
R, ψ
3
L, π1, π2, π
1
R, π
1
L, π
2
R, π
2
L, π
3
R, π
3
L).
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The components of the canonical one-form are
a
(3)
A =
(Ω1,Ω2,Ω3,Ω4,Ω5,Ω6, π1, π2,−π1R,−π1L,−π2R,−π2L,−π3R,−π3L, 0, 0, 0, 0, 0, 0, 0, 0).
After some algebraic manipulations we get the third-iterated 22x22 symplectic two-form
f
(3)
AB(x, y) =
(
a11 a12
a21 a22
)
δ(x− y). (4.36)
where
a11 = 
0 0 0 0 0 0 ∂x 0 im
1ψ˜1
R
im1ψ˜1
L
0
0 0 0 0 0 0 0 ∂x 0 0 im
2ψ˜2
R
0 0 0 0 0 0 0 0 im1ψ˜1
R
im1ψ˜1
L
0
0 0 0 0 0 0 0 0 0 0 im2ψ˜2
R
0 0 0 0 0 0 0 0 −im1ψ˜1
R
im1ψ˜1
L
0
0 0 0 0 0 0 0 0 0 0 −im2ψ˜2
R
∂x 0 0 0 0 0 0 0 0 0 0
0 ∂x 0 0 0 0 0 0 0 0 0
im1ψ˜1
R
0 im1ψ˜1
R
0 −im1ψ˜1
R
0 0 0 0 0 0
im1ψ˜1
L
0 im1ψ˜1
L
0 im1ψ˜1
L
0 0 0 0 0 0
0 im2ψ˜2
R
0 im2ψ˜2
R
0 −im2ψ˜2
R
0 0 0 0 0

,
a12 = 
0 im
3
2
ψ˜3
R
im
3
2
ψ˜3
L
0 0 m1ψ1
R
m1ψ1
L
0 0 m
3
2
ψ3
R
m
3
2
ψ3
L
im2ψ˜2
L
im
3
2
ψ˜3
R
im
3
2
ψ˜3
L
0 0 0 0 m2ψ2
R
m2ψ2
L
m
3
2
ψ3
R
m
3
2
ψ3
L
0 im
3
2
ψ˜3
R
im
3
2
ψ˜3
L
0 0 m1ψ1
R
m1ψ1
L
0 0 m
3
2
ψ3
R
m
3
2
ψ3
L
im2ψ˜2
L
im
3
2
ψ˜3
R
im
3
2
ψ˜3
L
0 0 0 0 m2ψ2
R
m2ψ2
L
m
3
2
ψ3
R
m
3
2
ψ3
L
0 − im
3
2
ψ˜3
R
im
3
2
ψ˜3
L
0 0 −m1ψ1
R
m1ψ1
L
0 0 −m
2
2
ψ3
R
m
3
2
ψ3
L
im2ψ˜2
L
−
im
3
2
ψ˜3
R
im
3
2
ψ˜3
L
0 0 0 0 −m2ψ2
R
m2ψ2
L
−
m
3
2
ψ3
R
m
3
2
ψ3
L
0 0 0 −1 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 0 0
0 0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0

,
a21 = 
0 im2ψ˜2
L
0 im2ψ˜2
L
0 im2ψ˜2
L
0 0 0 0 0
im
3
2
ψ˜3
R
im
3
2
ψ˜3
R
im
3
2
ψ˜3
R
im
3
2
ψ˜3
R
−
im
3
2
ψ˜3
R
−
im
3
2
ψ˜3
R
0 0 0 0 0
im
3
2
ψ˜3
L
im
3
2
ψ˜3
L
im
3
2
ψ˜3
L
im
3
2
ψ˜3
L
im
3
2
ψ˜3
L
im
3
2
ψ˜3
L
0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0
m1ψ1
R
0 m1ψ1
R
0 −m1ψ1
R
0 0 0 −1 0 0
m1ψ1
L
0 m1ψ1
L
0 m1ψ1
L
0 0 0 0 −1 0
0 m2ψ2
R
0 m2ψ2
R
0 −m2ψ2
R
0 0 0 0 −1
0 m2ψ2
L
0 m2ψ2
L
0 m2ψ2
L
0 0 0 0 0
m
3
2
ψ3
R
m
3
2
ψ3
R
m
3
2
ψ3
R
m
3
2
ψ3
R
−
m
3
2
ψ3
R
−
m
3
2
ψ3
R
0 0 0 0 0
m
3
2
ψ3
L
m
3
2
ψ3
L
m
3
2
ψ3
L
m
3
2
ψ3
L
m
3
2
ψ3
L
m
3
2
ψ3
L
0 0 0 0 0

,
a22 =

0 0 0 0 · · · 0 −1 0 0
0 0 0 0 · · · 0 0 −1 0
0 0 0 0 · · · 0 0 0 −1
0 0 0 0 · · · 0 0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 0 · · · 0 0 0 0
−1 0 0 0 · · · 0 0 0 0
0 −1 0 0 · · · 0 0 0 0
0 0 −1 0 · · · 0 0 0 0

.
14
It can be checked that this matrix has the zero-modes
v(3)(x) = (u, υ, ω, χ, y, z, 0, 0, m1a−1 ψ
1
R, m
1a+1 ψ
1
L, m
2a−2 ψ
2
R, m
2a+2 ψ
2
L,
m3
2
a−3 ψ
3
R,
m3
2
a+3 ψ
3
L, u
′, υ′, im1a−1 ψ˜
1
R, im
1a+1 ψ˜
1
L, im
2a−2 ψ˜
2
R, im
2a+2 ψ˜
2
L,
i
m3
2
a−3 ψ˜
3
R, i
m3
2
a+3 ψ˜
3
L), (4.37)
where a+1 ≡ u+ ω + y, a+2 ≡ υ + χ + z, a+3 ≡ u+ ω + y + υ + χ + z, a−1 ≡ u+ ω − y, a−2 ≡
υ + χ − z, a+3 ≡ u + ω + y + υ − χ − z, and u, υ, ω, χ, y and z are arbitrary functions.
The relevant zero-mode condition gives no constraints. Then the action has the following
symmetries
δξ
(3)
A = v
(3)
A
(x); A = 1, 2, ...22. (4.38)
These symmetries allow us to fix the bilinears iψjRψ
j
L to be constants. By taking ψ
j
R =
−iCjθj and ψjL = θj , (j = 1, 2, 3) with Cj being real numbers, we find that iψjRψjL indeed
becomes a constant. Note that θj and θj are Grassmannian variables, while θjθj is an
ordinary commuting number.
The two form f
(3)
AB(x, y), eq. (4.36), in the subspace (φ1, φ2, πφ1 , πφ2) defines a canonical
symplectic structure modulo canonical transformations. The coordinates φa and πφa (a =
1, 2) are not unique. Consider a canonical transformation from (φa, πφa) to (φˆa, πˆφˆa) such
that φa =
∂F
∂piφa
and φˆa =
∂F
∂pˆi
φˆa
. Then, in particular if φa = φˆa one can, in principle, solve for
the function F such that a manifestly kinetic term appear in the new Lagrangian.
Then choosing k = 1/g as the overall coupling constant, we are left with
L′′ =
3∑
j=1
[ 1
24g
∂µφj∂
µφj +
Mj
g
cosφj
]
+ µ1∂xφ1 + µ2∂xφ2, (4.39)
where Mj = m
j
ψCj . This defines the generalized sine-Gordon model (GSG). In addition we
get the terms multiplied by chemical potentials µ1 and µ2 (η˙
1, 2 → −µ1, 2). These are just
the topological charge densities, and are related to the conservation of the number of kinks
minus antikinks Qatopol. =
1
pi
∫+∞
−∞ dx ∂xφa.
In the above gauge fixing procedures the possibility of Gribov-like ambiguities deserves
a careful analysis. See ref. [5] for a discussion in the sl(2) ATM case. However, in the next
section, we provide an indirect evidence of the absence of such ambiguities, at least, for the
soliton sector of the model.
Let us comment on the integrability of the GSG model. The usual SG model integrability
can be shown by writing the model as a linear problem from which the zero-curvature
equation emerges as a compatibility condition. It could be interesting to follow similar
approach in the GSG case.
5 The soliton/particle correspondences
The sl(2) ATM theory contains the sine-Gordon (SG) and the massive Thirring (MT) mod-
els describing the soliton/particle correspondence of its spectrum [3, 5, 13]. The ATM one-
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(anti)soliton solution satisfies the remarkable SG and MT classical correspondence in which,
apart from the Noether and topological currents equivalence, MT spinor bilinears are related
to the exponential of the SG field [24]. The last relationship was exploited in [4] to decouple
the sl(2) ATM equations of motion into the SG and MT ones. Here we provide a general-
ization of that correspondence to the sl(3) ATM case. In fact, consider the relationships
ψ1Rψ˜
1
L
i
= − 1
4∆
[
(
m1ψp1 −m3ψp4 −m2ψp5
)
ei(ϕ2−2ϕ1) +m2ψp5e
3i(ϕ2−ϕ1)
+m3ψp4e
−3iϕ1 −m1ψp1] (5.1)
ψ2Rψ˜
2
L = −
1
4∆
[
(
m2ψp2 −m1ψp5 −m3ψp6
)
ei(ϕ1−2ϕ2) +m1ψp5e
3i(ϕ1−ϕ2)
+m3ψp6e
−3iϕ2 −m2ψp2] (5.2)
ψ˜3Rψ
3
L
i
= − 1
4∆
[
(
m3ψp3 −m1ψp4 +m2ψp6
)
ei(ϕ1+ϕ2) +m1ψp4e
3iϕ1
−m2ψp6e3iϕ2 −m3ψp3], (5.3)
where ∆ ≡ a¯11a¯22a¯33 + 2a¯12a¯23a¯13 − a¯11 (a¯23)2 − (a¯12)2 a¯33 − (a¯13)2 a¯22; p1 ≡ (a¯23)2 − a¯22a¯33;
p2 ≡ (a¯13)2 − a¯11a¯33; p3 ≡ (a¯12)2 − a¯11a¯22; p4 ≡ a¯12a¯23 − a¯22a¯13; p5 ≡ a¯13a¯23 − a¯12a¯33;
p6 ≡ a¯11a¯23 − a¯12a¯13 and the a¯ij’s being the current-current coupling constants of the GMT
model (3.13). The relationships (5.1)-(5.3) supplied with the conditions (2.1)-(2.3) and
conveniently substituted into eqs. (A.14) and (A.16)-(A.24) decouple the sl(3)(1) CATM
equations into the GSG (4.39) and GMT (3.13) equations of motion, respectively.
Moreover, one can show that the GSG (4.39) Mj parameters and the GMT (3.13) cou-
plings a¯ij are related by
2∆M1
g(m1ψ)
2
= a¯22(−
m3ψ
m1ψ
a¯13 + a¯33) + a¯23(−a¯23 +
m3ψ
m1ψ
a¯12), (5.4)
2∆M2
g(m2ψ)
2
= a¯11(−
m3ψ
m2ψ
a¯23 + a¯33) + a¯13(−a¯13 +
m3ψ
m2ψ
a¯12), (5.5)
2∆M3
g(m3ψ)
2
= −m
1
ψm
2
ψ
(m3ψ)
2
(a¯12a¯33 − a¯13a¯23)− a¯11a¯22 + (a¯12)2. (5.6)
Various limiting cases of the relationships (5.1)-(5.3) and (5.4)-(5.6) are possible. First,
let us consider
a¯jk →
{ ∞ j = k 6= l, (for a given l)
finite other cases
}
(5.7)
then one has
ψlRψ˜
l
L
i
=
mlψ
4
(
e−iφl − 1
)
; ψjRψ˜
j
L = 0, j 6= l, (5.8)
for a¯ll = δlg (δ1,2 = 1, δ3 = −1). The three species of one-soliton solutions of the sl(3)
ATM theory (2.4), found in [6] and described in Section 2, satisfy the relationships (5.8) [4].
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Moreover, from eqs. (5.4)-(5.6) taking the same limits as in (5.7) one has
Ml =
(mlψ)
2
2
; Mj = 0, j 6= l. (5.9)
Therefore, the relationships (5.1)-(5.3) incorporate each sl(2) ATM submodel (parti-
cle/soliton) weak/strong coupling phases; i.e., the MT/SG correspondence [4, 5].
Then, the currents equivalence (A.30), the relationships (5.1)-(5.3) and the conditions
(2.1)-(2.3) satisfied by the one-soliton sector of CATM theory allowed us to establish the
correspondence between the GSG and GMT models, thus extending the MT/SG result [24].
It could be interesting to obtain the counterpart of eqs. (5.1)-(5.3) for the NS ≥ 2 solitons,
for example along the lines of [24]. For NS = 2, eq. (A.30) still holds [6]; and eqs. (2.1)-(2.3)
are satisfied for the species (αi, αi).
Second, consider the limit
a¯ik →
{ ∞ i = k = j, (for a chosen j; j = 1, 2)
finite other cases
}
(5.10)
one gets Mj = 0 and
4∆¯
ψlRψ˜
l
L
i
= (m3ψa¯l3 −mlψa¯33)e−iφl −m3ψa¯l3e−3iϕl +mlψa¯33, l 6= j
4∆¯
ψ3Rψ˜
3
L
i
= (m3ψa¯ll −mlψa¯l3)e−iφ3 +mlψa¯l3e−3iϕl +m3ψa¯ll, (5.11)
ψjRψ˜
j
L = 0. (5.12)
where ∆¯ ≡ 4(a¯lla¯33 − (a¯l3)2). The parameters are related by (m3ψ)2a¯llMl = mlψ(m3ψa¯l3 −
mlψa¯33)M3. In the case Ml = M3 = M and redefining the fields as φl =
√
12g(A+ B), φj =
−√12gB in the GSG sector, one gets the Lagrangian
LBL = 1
2
(∂µA)
2 +
1
2
(∂µB)
2 + 2
M
g
cos
√
24gA cos
√
72gB, (5.13)
which is a particular case of the Bukhvostov-Lipatov model (BL) [25]. It corresponds to a
GMT-like theory with two Dirac spinors. The BL model is not classically integrable [26],
and some discussions have appeared in the literature about its quantum integrability [27].
Alternatively, if one allows the limit a¯33 → ∞ one gets ψ3Rψ˜3L = 0, and additional
relations for the ψ1, ψ2 spinors and the ϕa scalars. The parameters are related by
M1
(m1
ψ
)2a¯22
=
M2
(m2
ψ
)2a¯11
= − M3
m1
ψ
m2
ψ
a¯12
. Then we left with two Dirac spinors in the GMT sector and all the
terms of the GSG model. The later resembles the 2−cosine model studied in [28] in some
sub-manifold of its renormalized parameter space.
6 WZNW action and the GMT/GSG duality
In this section we re-derive the previous results in a full Lie algebraic formulation. In
section 4.3 an extension of the FJ method was applied to unravel the GSG sector. This
17
method produced the loss of covariance which was restored by means of a complicated
canonical transformation, so, here we overcome this problem applying the master Lagrangian
method which also provides a final Lagrangian manifestly invariant under the relevant group
symmetry of the scalar sector. The off-critical sˆl(3) affine Toda model coupled to matter
fields (ATM) is defined by the action [8]
1
k
I
(3)
ATM = IWZNW [b] +
∫
M
d2x{
2∑
m=1
[
< F−m , bF
+
mb
−1 >
−1
2
< E−3 , [W
+
m , ∂+W
+
3−m] > + < F
−
m , ∂+W
+
m >
+
1
2
< [W−m , ∂−W
−
3−m] , E3 > + < ∂−W
−
m , F
+
m >
]
}, (6.1)
where
IWZNW [b] =
1
8
∫
M
d2xTr(∂µb∂
µb−1) +
1
12
∫
D
d3x ǫijkTr(b−1∂ibb
−1∂jbb
−1∂kb), (6.2)
is the Wess-Zumino-Novikov-Witten (WZNW) action.
The W ’s are some auxiliary fields and the F ’s and E±3 are given in the Appendix. The
field b is given by
b = eiϕ1H
0
1
+iϕ2H02 (6.3)
From the action (6.1) we get the following matrix equations of motion:
∂+W
+
m = −bF+mb−1, ∂−W−m = −b−1F−mb, (6.4)
∂+(∂−bb
−1) =
[
E−3 , bElb
−1
]
+
2∑
n=1
[
F−n , bF
+
n b
−1
]
(6.5)
∂−F
+
m = −
[
E3 , ∂−W
−
3−m
]
; ∂+F
−
m =
[
E−3 , ∂+W
+
3−m
]
. (6.6)
Taking into account the eqs. (6.4) and the equations (6.6) we have the system of equations
∂+(∂−bb
−1) =
2∑
n=1
[
F−n , bF
+
n b
−1
]
(6.7)
∂−F
+
m =
[
E3 , b
−1F−3−mb
]
, (6.8)
∂+F
−
m = −
[
E−3 , bF
+
3−mb
−1
]
, (6.9)
written in terms of the fields b and F±m . The system of equations (6.7)-6.9) can be obtained
from the zero-curvature equation (A.1) for (A.2)-(A.3) with the replacement B → b provided
that the fields satisfy the constraints[
F+2 , b
−1F−1 b
]
= 0;
[
F−2 , bF
+
1 b
−1
]
= 0. (6.10)
The equations of motion (A.14)-(A.25) are derived from a conformal version of the action
(6.1) [8]. However, by conveniently reducing the conformal model setting to zero the field
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η, imposing the reality conditions (2.1) or (2.2) and the constraints (6.10), the subset of
equations (A.14) and (A.16)-(A.24) can be obtained from the system (6.7)-(6.9).
It is an easy task to show that the equations of motion (6.4)-(6.6) [ or (6.7)-(6.9)], as
well as the constraints (6.10), supplied with convenient transformations for the W±m fields,
are invariant under the left-right (A.26)-(A.29) local symmetries.
6.1 Generalized sˆl(3) sine-Gordon model
In order to uncover the GSG sector of the model (6.1) we follow the well known technique
to perform duality mappings using the master action approach [17]. Following the approach
one can remove the derivatives over x± in eqs. (6.6) and write them as
F+m = −
[
E3 , W
−
3−m
]
− f+m(x+), F−m =
[
E−3 , W
+
3−m
]
+ f−m(x−), (6.11)
with f±m(x±) being analytic functions. Making use of eqs. (6.11) and (6.4) one can write the
master action (6.1) as
1
k
IATM = IWZNW (b) +
∫
M
{−1
2
2∑
m=1
[
2 < f−mbf
+
mb
−1 > +
< [E−3 , W
+
3−m]bf
+
mb
−1 > + < [E3 , W
−
3−m]b
−1f−mb >
]
} (6.12)
Solving the auxiliary fields f±m by means of their Euler-Lagrange equations of motion and
replacing into the action (6.12) one gets
1
k
IATM = IWZNW (b) +
1
4
∫
M
{
2∑
m=1
< [E3 , W
−
3−m]b
−1[E−3 , W
+
3−m]b >}. (6.13)
In order to obtain the GSG sector we resort to a convenient gauge fixing procedure. In
fact, the action (6.13) is still invariant under the local symmetries (A.26)-(A.29). Therefore,
one can make the transformation: b → b′ and [E∓3 , W±3−m] → Λ∓3−m, with Λ±3−m being
constant elements in Gˆ±(3−m) with similar structure to the F±3−m. Then the gauge fixed
version of (6.13) becomes
1
k
IATM = IWZNW (b) +
∫
M
[ 2∑
m=1
< Λ−mbΛ
+
mb
−1 >
]
. (6.14)
The equation of motion obtained from (6.14) becomes
∂+(∂−bb
−1) =
2∑
n=1
[
Λ−n , bΛ
+
n b
−1
]
. (6.15)
The eq. (6.15) defines the generalized sine-Gordon model (GSG). The parameters Λ±m
have dimension of mass and k = κ/2π, (κ ∈ ZZ).
Regarding the GMT sector, one can perform a symplectic method reduction starting
from the action (6.1) and taking into account the currents equivalence (A.30) in matrix
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form. In dealing with the GMT sector the FJ method turns out to be more appropriate, in
particular the Darboux’s transformation, which is inherent to this approach, simultaneously
diagonalize the spinor canonical one-forms, decouple these fields from the Toda fields, and
in addition maintains the algebraic structures of the spinor sector for any affine Lie algebra
(see ref. [8] for more details). In the next sub-section instead we will relate the model (6.15)
to a generalized massive Thirring model through a decoupling procedure.
6.2 GMT/GSG mapping
In this sub-section we compare the field equations of both dual models through some map-
pings between the spinors (Dirac fields) and the scalars (Toda fields) using the Lie algebraic
construction. Thus, we provide the MTM/GSG correspondence by decoupling the ATM eqs.
of motion (6.7)-(6.9) into the eqs. of motion of the GMT (3.13) [or (4.23)] and GSG (4.39)
models, respectively. In fact, consider the relationships [8]
2∑
n=1
[
F−n , bF
+
n b
−1
]
=
2∑
n=1
[
Λ−n , bΛ
+
n b
−1
]
, (6.16)
[
E−3 , bF
+
3−mb
−1
]
=
[
E−3 , F
+
3−m
]
+
1
16
[∑
n
gmn
[
F+3−n , W
−
3−n
]
, F−m
]
, (6.17)
[
E3 , b
−1F−3−mb
]
=
[
E3 , F
−
3−m
]
− 1
16
[∑
n
gmn
[
F−3−n , W
+
3−n
]
, F+m
]
, (6.18)
F±m = ∓[E±3 , W∓3−m], (6.19)[
F±2 , b
∓F∓1 b
±
]
= 0, (6.20)
where the eqs. (6.20) are the constraints (6.10) written in a compact form. The Λ±n ’s are
some constant generators related to the Mj parameters in (4.39) and assumed to take the
same algebraic structure as the corresponding F±n . The gmn are some coupling constant
parameters related to the a¯kl’s in (3.13).
The relationships (6.17)-(6.19) when conveniently substituted into (6.8)-(6.9) provide
∂+F
−
m = [E−3 , ∂+W
+
3−m] = [E−3 , [E3 ,W
−
m ]] +
1
16
[[E−3 , W
+
3−m] ,
2∑
n=1
gmn[[E3 , W
−
n ] , W
−
3−n ]] (6.21)
−∂−F+m = [E3 , ∂−W−3−m] = −[E3 , [E−3 ,W+m ]]−
1
16
[[E3 , W
−
3−m] ,
2∑
n=1
gmn[[E−3 , W
+
n ] , W
+
3−n ]]. (6.22)
This system of equations is the matrix form of the GMT model (3.13) and can be derived
from the action
SGMT =
∫
d2x
2∑
m=1
(1
2
< [E−3 , W
+
3−m]∂+W
+
m > −
1
2
< [E3 , W
−
3−m]∂−W
−
m ] > −
< [E−3 , W
+
m ][E3 , W
−
m ] >
)
− 1
2
∑
m,n
< gmn(j
+)m (j
−)n >, (6.23)
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where the currents are given by
j0m =
1
8
(
[[E−3 , W
+
m ] , W
+
3−m]− [[E3 , W−m ] , W−3−m]
)
(6.24)
j1m =
1
8
(
[[E−3 , W
+
m ] , W
+
3−m] + [[El , W
−
m ] , W
−
3−m]
)
. (6.25)
The coupling parameters gmn are symmetric by construction, then the current-current
interaction terms can be put in a manifestly covariant form. The GMT model (6.23) includes
the kinetic terms, the mass terms < [E−3 , W
+
m ][E3 , W
−
m ] >, and the general covariant
current-current interaction terms. The canonical pairs are
([E−3 , W
+
3−m] , W
+
m) and ([E3 , W
−
3−m] , W
−
m),
where W±m ≡ Tr
(
W±m T
(∓m)
λ(m)
)
; [E−3 , W
+
3−m] ≡ Tr
(
[E−3 , W
+
3−m]T
(±m)
λ(m)
)
.
Moreover, (6.16) when substituted into (6.7) provides the GSG system (6.15). The GSG
system (6.15)-(6.14) resemble the Leznov-Saveliev construction of the usual SG theory. It
could be an interesting problem to consider an analog construction for the GSG model.
The Noether and topological currents equivalence must also be considered along with the
relationships (6.16)- (6.20), so the eq. (A.30) can be written in the form
ǫµνTr
(
E0b−1∂νb
)
= 4Tr
(
E0
∑
m
jµm
)
(6.26)
with E0 ≡ m.H± = 1
6
[(2m1ψ +m
2
ψ)H
0
1 + (2m
2
ψ +m
1
ψ)H
0
2 ] and the U(1) currents j
µ
m in matrix
form are given in (6.24)-(6.25)
The eq. (6.26) must be considered as an additional relationship between the fields of the
GMT and GSG theories.
Using (6.17)-(6.19) and the constraints (6.20) one can establish a linear system of equa-
tions for some spinor bilinears with “coefficients” given by certain exponentials of the Toda
fields, and by solving this system of equations one obtains the spinor bilinears of the GMT
model (3.13) related to relevant ϕa fields of the GSG model (4.39) which are presented in
(5.1)-(5.3). These relationships are analogous to those found in [29] for fermion mass bi-
linears and bosonic ones for massive (free) non-Abelian fermions which are bosonized to
certain symmetric space sine-Gordon models. The spinor bilinears expressed in terms of
exponentials of Toda fields obtained in this way when conveniently substituted into (6.16)
will provide us an identity equation for the scalars from which on can get some relationships
between the parameters of both theories, the couplings gmn, the fermion mass parameters
of the GMT model (6.21)-(6.21) and the Λ±m parameters of the GSG theory(6.15); i.e. the
a¯jk’s and the Mj relationships as given in (5.4)-(5.6).
7 Generalization to higher rank Lie algebra
The procedures presented so far can directly be extended to the CATM model for the affine
Lie algebra sl(n)(1) furnished with the principal gradation. According to the construction
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of [2], these models have soliton solutions for an off-critical sub-model, possess a U(1) vec-
tor current proportional to a topological current, apart from the conformal symmetry they
exhibit a
(
U(1)R
)n−1 ⊗ (U(1)L)n−1 left-right local gauge symmetry, and the equations of
motion describe the dynamics of the scalar fields ϕa, η, ν˜ (a = 1, ...n − 1) and the Dirac
spinors ψαj , ψ˜αj , (j = 1, ...N ; N ≡ n
2
(n−1) = number of positive roots αj of the simple Lie
algebra sl(n)) with one-(anti)soliton solution associated to the field αj.~ϕ (~ϕ =
∑n−1
a=1 ϕaαa,
αa= simple roots of sl(n)) for each pair of Dirac fields (ψ
αj , ψ˜αj )[2]. Therefore, it is possible
to define the off-critical real Lagrangian sl(n) ATM model for the solitonic sector of the
theory. The reality conditions would generalize the eqs. (2.1)-(2.3); i.e., the new ϕ’s real
and the identifications ψ˜αj ∼ (ψαj )∗ (up to ± signs). To apply the symplectic analysis of
sl(n) ATM one must impose (n− 1) constraints in the Lagrangian, analogous to (3.1), due
to the above local symmetries. The outcome will be a parent Lagrangian of a generalized
massive Thirring model (GMT) with N Dirac fields and a generalized sine-Gordon model
(GSG) with (n−1) fields. The decoupling of the Toda fields and Dirac fields in the equations
of motion of sl(n)(1) CATM, analogous to (A.14) and (A.16)-(A.24), could be performed by
an extension of the relationships (5.1)-(5.3) and (2.1)-(2.3).
The Lagrangian formulation of the sl(n)(1) CATM model and its related off-critical sˆl(n)
ATM, as well as the weak-strong duality formulation in matrix form have been presented in
[8] thus providing the extension of the results in section 6.
8 Outlook
In the context of the FJ, symplectic, and master Lagrangian approaches we have shown that
the sˆl(3) ATM (2.4) theory is a parent Lagrangian [17] from which both the GMT (3.13) and
the GSG (4.39) models are derivable. From (3.13) and (4.39), it is also clear the duality ex-
change of the couplings: g → 1/g. The various soliton/particle species correspondences were
uncovered. The soliton sector satifies the U(1) vector and topological currents equivalence
(A.30) and decouples the equations of motion into both dual sectors, through the relation-
ships (5.1)-(5.3) (supplied with (2.1)-(2.3)). The relationships (5.1)-(5.3) contain each sl(2)
ATM submodel soliton solution. In connection to these points, recently a parent Lagrangian
method was used to give a generalization of the dual theories concept for non p-form fields
[30]. In [30], the parent Lagrangian contained both types of fields, from which each dual
theory was obtained by eliminating the other fields through the equations of motion.
On the other hand, in nonabelian bosonization of massless fermions [31], the fermion bi-
linears are identified with bosonic operators. Whereas, in abelian bosonization [32] there ex-
ists an identification between the massive fermion operator or Mandelstam operator (charge
nonzero sector) and a non-perturbative bosonic soliton operator [33]. Recently, it has been
shown that symmetric space sine-Gordon models bosonize the massive nonabelian (free)
fermions providing the relationships between the fermions and the relevant solitons of the
bosonic model [29]. The ATM model allow us to stablish these type of relationships for
interacting massive spinors in the spirit of particle/soliton correspondence. In this context,
the generalized Mandelstam soliton operators for the GMT model were recently constructed
[19] and the fermion-boson mapping established through a set of generalized bosonization
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rules in a quotient positive definite Hilbert space of states. In addition, the above approach
to the GMT/GSG duality may be useful to construct the conserved currents and the algebra
of their associated charges in the context of the CATM → ATM reduction. These currents
in the MT/SG case were constructed treating each model as a perturbation on a conformal
field theory (see [34] and references therein).
The S-duality must be seen at the quantum level (the 2D analogue of the Montonen-Olive
conjecture). Regarding this issue the present work provides the algebraic recipe to construct
the bosonic dual of the GMT theory (3.13) as has been recently performed in [19] by showing
that the GSG model (4.39) structure remains almost the same in the full quantum regime.
Finally, using the explicit expressions for the effective actions (6.14) and (6.23) corre-
sponding to the GSG and GMT models, respectively, one can study the soliton proper-
ties, such as the time delays, in each dual model. In addition, one can obtain the energy-
momentum tensors, and hence compute in a direct way the masses of the solitons which were
calculated in [2] as the result of the spontaneous breakdown of the conformal symmetry.
Moreover, two dimensional models with four-fermion interactions have played an impor-
tant role in the understanding of QCD (see, e.g. [35] and references therein). Besides, the
GMT model contains explicit mass terms: most integrable models such as the Gross-Neveu,
SU(2) and U(1) Thirring models rather all present spontaneous mass generation, the ex-
ception being the massive Thirring model. A GMT submodel with aii = 0, aij = 1 (i > j)
and equal mjψ’s, defines the so-called extended Bukhvostov-Lipatov model (BL) and has re-
cently been studied by means of a bosonization technique [36]. Finally, BL type models were
applied to N−body problems in nuclear physics [37].
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A The sl(3)(1) CATM model
We summarize the construction and some properties of the CATM model relevant to our
discussions 6. Consider the zero curvature condition
∂+A− − ∂−A+ + [A+, A−] = 0. (A.1)
The potentials take the form
A+ = −BF+B−1, A− = −∂−BB−1 + F−, (A.2)
with
F+ = E3 + F+1 + F
+
2 , F
− = E−3 + F−1 + F
−
2 , (A.3)
6Our notations follow that of [7, 8].
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where E±3 ≡ m.H± = 1
6
[(2m1ψ +m
2
ψ)H
±1
1 + (2m
2
ψ +m
1
ψ)H
±1
2 ] and the F
±
i ’s and B contain
the spinor fields and scalars of the model, respectively
F+1 =
√
im1ψψ
1
RE
0
α1 +
√
im2ψψ
2
RE
0
α2 +
√
im3ψψ˜
3
RE
1
−α3 , (A.4)
F+2 =
√
im3ψψ
3
RE
0
α3 +
√
im1ψψ˜
1
RE
1
−α1 +
√
im2ψψ˜
2
RE
1
−α2 , (A.5)
F−1 =
√
im3ψψ
3
LE
−1
α3 −
√
im1ψψ˜
1
LE
0
−α1 −
√
im2ψψ˜
2
LE
0
−α2 , (A.6)
F−2 =
√
im1ψψ
1
LE
−1
α1 +
√
im2ψψ
2
LE
−1
α2 −
√
im3ψψ˜
3
LE
0
−α3 , (A.7)
B = eiϕ1H
0
1
+iϕ2H02 eν˜C eηQppal ≡ b eν˜C eηQppal, (A.8)
where Enαi , H
n
1 , H
n
2 and C (i = 1, 2, 3; n = 0,±1) are some generators of sl(3)(1); Qppal being
the principal gradation operator. The commutation relations for an affine Lie algebra in the
Chevalley basis are
[Hma ,H
n
b ] = mC
2
α2a
Kabδm+n,0 (A.9)[
H
m
a , E
n
±α
]
= ±KαaEm+n±α (A.10)[
Emα , E
n
−α
]
=
r∑
a=1
lαaH
m+n
a +
2
α2
mCδm+n,0 (A.11)[
Emα , E
n
β
]
= ε(α, β)Em+nα+β ; if α + β is a root (A.12)
[D,Enα] = nE
n
α , [D,H
n
a ] = nH
n
a . (A.13)
where Kαa = 2α.αa/α
2
a = n
α
bKba, with n
α
a and l
α
a being the integers in the expansions
α = nαaαa and α/α
2 = lαaαa/α
2
a, and ε(α, β) the relevant structure constants.
TakeK11 = K22 = 2 andK12 = K21 = −1 as the Cartan matrix elements of the simple Lie
algebra sl(3). Denoting by α1 and α2 the simple roots and the highest one by ψ(= α1+α2),
one has lψa = 1(a = 1, 2), and Kψ1 = Kψ2 = 1. Take ε(α, β) = −ε(−α,−β), ε1,2 ≡
ε(α1, α2) = 1, ε−1,3 ≡ ε(−α1, ψ) = 1 and ε−2,3 ≡ ε(−α2, ψ) = −1.
One has Qppal ≡ ∑2a=1 saλva.H + 3D, where λva are the fundamental co-weights of sl(3),
and the principal gradation vector is s = (1, 1, 1) [38].
The zero curvature condition (A.1) gives the following equations of motion
∂2ϕa
4i eη
= m1ψ[e
η−iφaψ˜lRψ
l
L + e
iφaψ˜lLψ
l
R] +m
3
ψ[e
−iφ3ψ˜3Rψ
3
L + e
η+iφ3 ψ˜3Lψ
3
R]; a = 1, 2 (A.14)
−∂
2ν˜
4
= im1ψe
2η−φ1 ψ˜1Rψ
1
L + im
2
ψe
2η−φ2 ψ˜2Rψ
2
L + im
3
ψe
η−φ3ψ˜3Rψ
3
L +m
2e3η, (A.15)
−2∂+ψ1L = m1ψeη+iφ1ψ1R, −2∂+ψ2L = m2ψeη+iφ2ψ2R, (A.16)
2∂−ψ
1
R = m
1
ψe
2η−iφ1ψ1L + 2i
(m2ψm3ψ
im1ψ
)1/2
eη(−ψ3Rψ˜2Leiφ2 − ψ˜2Rψ3Le−iφ3), (A.17)
2∂−ψ
2
R = m
2
ψe
2η−iφ2ψ2L + 2i
(m1ψm3ψ
im2ψ
)1/2
eη(ψ3Rψ˜
1
Le
iφ1 + ψ˜1Rψ
3
Le
−iφ3), (A.18)
24
−2∂+ψ3L = m3ψe2η+iφ3ψ3R + 2i
(m1ψm2ψ
im3ψ
)1/2
eη(−ψ1Lψ2Reiφ2 + ψ2Lψ1Reiφ1), (A.19)
2∂−ψ
3
R = m
3
ψe
η−iφ3ψ3L, 2∂−ψ˜
1
R = m
1
ψe
η+iφ1ψ˜1L, (A.20)
−2∂+ψ˜1L = m1ψe2η−iφ1ψ˜1R + 2i
(m2ψm3ψ
im1ψ
)1/2
eη(−ψ2Lψ˜3Re−iφ3 − ψ˜3Lψ2Reiφ2), (A.21)
−2∂+ψ˜2L = m2ψe2η−iφ2ψ˜2R + 2i
(m1ψm3ψ
im2ψ
)1/2
eη(ψ1Lψ˜
3
Re
−iφ3 + ψ˜3Lψ
1
Re
iφ1), (A.22)
2∂−ψ˜
2
R = m
2
ψe
η+iφ2ψ˜2L, −2∂+ψ˜3L = m3ψeη−iφ3ψ˜3R, (A.23)
2∂−ψ˜
3
R = m
3
ψe
2η+iφ3ψ˜3L + 2i
(m1ψm2ψ
im3ψ
)1/2
eη(ψ˜1Rψ˜
2
Le
iφ2 − ψ˜2Rψ˜1Leiφ1), (A.24)
∂2η = 0, (A.25)
where φ1 ≡ 2ϕ1 − ϕ2, φ2 ≡ 2ϕ2 − ϕ1, φ3 ≡ ϕ1 + ϕ2.
Apart from the conformal invariance the above equations exhibit the
(
U(1)L
)2⊗(U(1)R)2
left-right local gauge symmetry
ϕa → ϕa + θa+(x+) + θa−(x−), a = 1, 2 (A.26)
ν˜ → ν˜ ; η → η (A.27)
ψi → ei(1+γ5)Θi+(x+)+i(1−γ5)Θi−(x−) ψi, (A.28)
ψ˜i → e−i(1+γ5)(Θi+)(x+)−i(1−γ5)(Θi−)(x−) ψ˜i, i = 1, 2, 3; (A.29)
Θ1± ≡ ±θ2± ∓ 2θ1±, Θ2± ≡ ±θ1± ∓ 2θ2±, Θ3± ≡ Θ1± +Θ2±.
One can get global symmetries for θa± = ∓θa∓ = constants. For a model defined by a
Lagrangian these would imply the presence of two vector and two chiral conserved currents.
However, it was found only half of such currents [6]. This is a consequence of the lack of
a Lagrangian description for the sl(3)(1) CATM in terms of the B and F± fields. However,
for the sub-model Lagrangian (6.1) it is possible to construct the Noether currents for each
global symmetry.
The gauge fixing of the conformal symmetry, by setting the field η to a constant, is
used to stablish the U(1) vector, Jµ =
∑3
j=1m
j
ψψ¯
jγµψj , and topological currents equivalence
[2, 5]. Moreover, it has been shown that the soliton solutions are in the orbit of the solution
η = 0. The remarkable equivalence is
3∑
j=1
mjψψ¯
jγµψj ≡ ǫµν∂ν(m1ψϕ1 +m2ψϕ2), m3ψ = m1ψ +m2ψ, miψ > 0. (A.30)
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