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Abstract
There are difficulties undertaking controlled training studies with elite athletes. Thus, data from non-elite performers are
often presented in scientific journals and subsequently used to guide general training principles. This information may not be
transferable or specific enough to inform training practices in an individual elite athlete. However, the nature of athletic
participation at elite levels provides the opportunity to collect training data, performance-related variables, and performance
data of elite athletes over long periods. In this paper, we describe how dynamic linear models provide an opportunity to use
these data to inform training. Data from an elite female triathlete collected over a 111-day training period were used to model
the relationship between training and self-reported fatigue. The dynamic linear model analysis showed the independent
effects of the three modes of triathlon training on fatigue, how these can change across time, and the possible influence of
other unmeasured variables. This paper shows the potential for the use of dynamic linear models as an aid to planning
training in elite athletes.
Keywords: Dynamic linear model, triathlon, fatigue, idiographic, naturalistic
Introduction
The main method of preparation for optimal
performance in elite sport is physical training
(Midgley, McNaughton, & Jones, 2007). Ideally,
the effects of training components on aspects of
performance are studied by examining relationships
between these two sets of variables. When mea-
surement of performance is impractical or when
performance is substantially influenced by training-
unrelated factors, the effect of training can be studied
by examining its associations with theoretically
plausible and/or empirically confirmed psycho-phy-
siological performance-related states. These states
are thought to be the mechanisms through which
physical training affects performance (Midgley et al.,
2007). As such, they can be considered surrogate
measures of performance. An analysis of the effects
of training on performance and performance-related
states is important for the ongoing development of
the training programme.
Experimental versus naturalistic studies
Ideally, determining the above cause-and-effect
relationships would be undertaken using experimen-
tal studies involving the manipulation of one or more
training components (e.g. frequency and duration)
(Thomas, Nelson, & Silverman, 2005). However,
due to associated disruptions to their normal training
regimen, elite athletes are unlikely to consent to
participation in experimental trials. Also, as their
career is linked to successful performance, participa-
tion requiring changes in their training regimen that
may be detrimental to performance raises ethical
issues. Therefore, participants in experimental trials
of training effects are typically well-trained athletes
below elite level (e.g. Coutts, Wallace, & Slattery,
2007). Such studies are essential, as they inform
general responses to training and can lead to
important advances in training methodology (e.g.
Laursen, Shing, Peake, Coombes, & Jenkins, 2002).
However, results may not always be transferrable to
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elite athletes, who may respond differently due to
their genetic predispositions, training capacity, and
years of high-level training. The alternative to
experimental trials is a naturalistic approach without
a research-driven manipulation of training. This may
involve observing training, known confounders and
outcomes in a group of athletes at one point in time
(cross-sectional study) or over time (group prospec-
tive study), or it may involve observing training and
outcomes in single athletes over time (single-
participant, time-series design).
Typically, findings from naturalist studies are
reported in the form of confounder-adjusted associa-
tions between training and outcome variables. By
‘‘known confounders’’ we refer to variables known to
be potentially correlated with both training and
outcome, which, if excluded from a regression
model, yield biased (i.e. confounded) estimates of
training-outcome relationships. For example, injury
status and weather conditions may be confounders.
In triathlon, cycling training load may be a con-
founder of the relationship between running training
load and running performance (Millet et al., 2002).
Deducing causation from an analysis of associations
can be enhanced by looking at their scientific
plausibility (Rosenbaum, 2005). An advantage of
naturalistic studies with elite athletes is that they can
occur over the extended periods of time that are
often required for training to have an effect on
performance.
Nomothetic versus idiographic approaches
Studies of groups of individuals (nomothetic ap-
proach) are the most commonly used method for
determining training effects. Generalizations from a
representative sample are made from outcomes
resulting from the application of a particular training
method. While generalizations to the represented
population can be made, direct application of this
information to the training programme of an elite
athlete is difficult, because there is often considerable
variability in both individual responses to and factors
affecting training, performance, and performance
states (Morgan, Brown, Raglin, O’Connor, &
Ellickson, 1987; Schroder et al., 2008; Shirreffs &
Maughan, 2008). In contrast, the idiographic
approach assumes that no two elite athletes are the
same and that each should be studied as a separate
entity. It entails the collection of data on an
individual athlete across an extended period of time.
The end result is a set of time series – that is, a set of
sequences of data points measured at successive
times, often spaced at uniform intervals. Such an
approach can examine training, performance, and
related variables as they specifically apply to an
individual elite athlete with results that have direct
application to that athlete’s training programme. In
summary, idiographic naturalistic studies can poten-
tially provide training-effect information of high
practical and individual relevance to coaches and
athletes through the implementation of ethically and
personally acceptable, undisruptive research proto-
cols.
Data analysis in idiographic naturalistic
studies
Visual versus statistical analysis
Idiographic data can be graphed and assessed
subjectively by visual analysis (Kinugasa, Cerin, &
Hooper, 2004). Although this method is simple and
allows continuous analysis over a monitoring period,
there are problems with accuracy and reliability
(Kinugasa et al., 2004), which can lead to erroneous
conclusions (Bairati, Roy, & Meyer, 1993). When
autocorrelation is present (i.e. successive observa-
tions are correlated), which is common in time-series
data, visual analysis may lead to conclusions of no
significant associations when these actually exist and
vice versa (Bengali & Ottenbacher, 1998). Also,
visual analysis cannot account for confounders and is
more suited to examining changes following a
discrete event rather than co-variation between
variables. To reliably assess relationships from data
of idiographic naturalistic studies, appropriate statis-
tical analyses, accounting for confounding effects
and autocorrelation, should supplement or replace
visual analysis.
Visual analysis poses fewer problems when the
main aim is to assess ‘‘regular’’ temporal patterns of
the outcome, such as steady trends and seasonal
effects (i.e. regular recurring patterns of change in
the outcome within fixed periods of time). These
are easily discernible by simple visual inspection
(Gorman & Allison, 1997). Obviously, their quanti-
fication requires the use of statistical modelling. If
there is no theoretical basis for an a priori specifica-
tion of a particular seasonal pattern (e.g. monthly
recurrent cycles of daily observations), then model-
ling of seasonal effects needs to start with the
identification of possible cycles using exploratory
visual analysis. Such analysis provides information
on the approximate duration of recurrent cycles, if
any.
Traditional methods of statistical analysis
Idiographic relationships of training-related variables
with performance and performance-related outcomes
can be estimated by analysing relevant time-series
data collected on an individual athlete (Gorman &
Allison, 1997). Several common statistical methods
1118 A. Barnett et al.
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can be used for this. These include ordinary least-
squares regression (Tabachnick & Fidell, 2001),
generalized least-squares regression (Ostrom,
1978), and multivariate Box-Jenkins seasonal auto-
regressive integrated moving average models (Box &
Jenkins, 1976; Gorman & Allison, 1997; McCleary &
Hay, 1980). All these models assume stable effects
(e.g. autocorrelation, seasonal and explanatory vari-
able effects) across the entire time series. Hence, they
do not identify changes in relationships of training
with performance-related states across time unless
these are explicitly modelled in the form of time by
explanatory variable interactions. These interaction
terms can usually represent simple patterns of change
in associations (e.g. linear or quadratic). While
regular, predictable patterns of changes in relation-
ships may exist under controlled conditions (experi-
ments), it is unlikely that they will occur in
naturalistic settings where no systematic manipula-
tion of training is introduced, and sudden or
unmonitored events in various life domains (e.g.
work and health) may impact on and change the
relationship between training and the outcome.
Dynamic models
Dynamic linear models or space-state models (West
& Harrison, 1997) permit the estimation of time-
varying relationships between training and outcomes
using data from idiographic naturalistic studies.
Unlike the standard statistical methods mentioned
earlier, dynamic linear models consider regression
coefficients as random variables with known prob-
ability distributions (e.g. normal or Poisson distribu-
tions) (West & Harrison, 1997). As such, regression
coefficients can be time-varying (i.e. change across
time).
Dynamic linear models are specified by two
equations: observation and system (Pole, West, &
Harrison, 1994). An observation equation describes
how the outcome variable (e.g. performance) is
related to its underlying system, while a system or
state equation describes how the system changes over
time. The observation equation can include four
types of time-varying components. A level component,
analogous to the intercept in classical regression
models, indicates the expected (i.e. modelled) value
of the outcome at time t, when the value of all the
other components is zero or there are no other
components. This component is virtually always
included in dynamic linear models, since its exclu-
sion would imply that the level of the outcome is zero
and stable across time, a highly unlikely event in the
case of dynamic phenomena. A trend or drift
component indicates a systematic growth or decline
in the outcome at time t. A seasonal component refers
to the systematic cyclical changes in the outcome at
time t. Finally, explanatory variables assess the
independent effects of specific factors on the out-
come at time t.
For example, the observation equation of a model
of performance (y) including a level component (m)
and two training components (x1 and x2) can be
expressed as follows:
yt ¼ mt þ b1;tx1;t þ b2;tx2;t þ vt; vt  NIDð0; s2vÞ;
ð1Þ
where b1,t and b2,t are the regression coefficients at
time t of the first and second training components,
respectively, vt is the error term (also called residual
error). Residual errors are NID (i.e. normally
independently distributed) with zero mean and
variance s2v. Assuming that the regression coefficients
and level component vary across time in a random
fashion, the system equation would decompose into
the following equations in scalar notation:
mt ¼ mt1 þ w0;t; w0;t  NIDð0; s2w0Þ; ð2Þ
b1;t ¼ b1;t1 þ w1;t; w1;t  NIDð0; s2w1Þ; ð3Þ
b2;t ¼ b2;t1 þ w2;t; w2;t  NIDð0; s2w2Þ; ð4Þ
Equations (2–4) indicate that the regression para-
meters at time t are a function of their previous
values (t71) and random error components (wt),
which are normally independently distributed with
zero mean and variance s2w. Once the observation
and system equations are specified, the model is
implemented following a Bayesian sequential ap-
proach that updates prior distributions to obtain
posterior distributions. Prior distributions are prob-
ability distributions of regression parameters that
express one’s knowledge (expected value) and
uncertainty (variance) about the parameters before
data are taken into account. Posterior distributions
correspond to the knowledge and uncertainty about
the parameters conditional on the observed data
(Pole et al., 1994). The prior to posterior process is
referred to as Bayesian learning, through which
quantitative assumptions about a phenomenon are
modified in light of new information.
In dynamic linear models, the state components
can be estimated in different ways. There are
predicted, filtered, and smoothened states. Predicted
states at time tþ1 (also called one-step ahead
estimates) represent a forward-looking view based
on information collected up to time t. Filtered states
at time t (also called on-line estimates) indicate the
state of the system at time t after observing all
information up to time t. Smoothened estimates at
time t (also called retrospective estimates) are filtered
states at time t revised in the light of later
Monitoring elite athletes: A dynamic approach 1119
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information. They take the view of the development
of a phenomenon across time using the benefit of
hindsight, and thus give a clearer picture of what
happened during the monitoring period than do
estimates obtained on any individual time point.
This paper focuses on smoothened estimates that can
provide the most suitable form of information for
enhancing our understanding of how training com-
ponents may affect an individual athlete’s perfor-
mance or performance states. A retrospective
analysis of training effects may assist the subsequent
development of an individually meaningful model for
performance and performance states forecast and
monitoring.
Methods
To illustrate how dynamic linear models can be
applied to the study of the effects of training on
performance-related states, we used data collected
on an elite international female triathlete (age 20.3
years, stature 1.68 m, mass 56 kg). The triathlete
gave written informed consent to participate in the
project, which had ethics approval of the local
research ethics committee. She received an incon-
venience allowance for each month of participation
in the project.
Training load data
There are many ways in which training load can be
operationalized. We used what we considered to be
the most objective available measure for each
training mode that was also acceptable to the
triathlete’s coach. Training and competition data
on swimming, running, and cycling were collected
by the triathlete for 111 consecutive days during a
training period and forwarded to the principal
investigator. Similar to the session-RPE method
(Foster, Daines, Hector, Snyder, & Welsh, 1996),
swim load for each session was determined as the
product of distance and triathlete-rated intensity with
reference to the 10-point Borg category-ratio Rating
of Perceived Exertion scale (Noble, Borg, Jacobs,
Ceci, & Kaiser, 1983). Cycle session loads (work
output, kJ) were determined from one-second
interval SRM Powermeter data (SRM-Trainingsys-
tems, Schoberer Rad Meßtechnik, Ju¨lich, Germany).
The product of distance run and mean speed
determined from global positioning system data
(Forerunner 305, Garmin International, Inc.,
Olathe, KS) was used to quantify run session load.
Time trials and competitions were also included as
part of the stress load and measured in the same way,
with the exception of competition running load
(speed determined from race time and distance).
Self-reported performance states
Data on the triathlete’s potential performance-
related states were gathered using the 76-item
Recovery-Stress Questionnaire for Athletes
(RESTQ-Sport) (Kellmann & Kallus, 2001). The
19 scales consist of four items, each rated on a 7-
point frequency scale ranging from 0 (‘‘never’’) to 6
(‘‘always’’). The mean score on the items is taken as
the scale score. This paper focuses on the Fatigue
scale only, which is one of the RESTQ-Sport scales
most consistently associated with training load (e.g.
Bouget, Rouveix, Michaux, Pequignot, & Filaire,
2006; Jurimae, Maestu, Purge, & Jurimae, 2004).
High scores in the Fatigue scale indicate subjective
feelings of over-fatigue (Kellmann & Kallus, 2001).
The internal consistency of this scale was 0.87 for the
triathlete studied, indicating that the reliability of the
different scale items intended to measure fatigue was
excellent (McDowell & Newel, 1996). The triathlete
was asked to complete the RESTQ-Sport twice
weekly at the same time of day on the same days of
the week. Before the start of the data collection
period, the triathlete completed an investigator-
constructed Prior Information form, ascertaining
what she considered to be the frequency range of
fatigue she experienced (‘‘The frequency I feel fatigue
within the three days before competition or training
may range from/to:’’). The same frequency scale
used in the RESTQ-Sport was employed. The
middle and two end-points of the range were used
to define prior information for the statistical models
(see below). Twenty-seven questionnaires were
completed across a maximum of 32 assessment
periods.
Data analysis and results
Preliminary data transformation
Raw sport-specific (swimming, cycling, and running)
values of training load were first transformed into
triathlete-specific z-scores, to enable data to be
expressed using a common scale. Training load
z-scores at time t, for each specific discipline, were
computed using the formula zt¼ (Xt – M)/s, where
Xt is the original value of training load of a specific
training component at time t,M is the athlete’s mean
training load, and s is the standard deviation of the
training load for that particular training component
during the monitoring period.
To examine the associations between training load
and self-reported fatigue, the number of training data
needed to match the number of scheduled adminis-
trations of the RESTQ-Sport. Hence, the training
load data were collapsed by RESTQ-Sport periods.
This was done by calculating the mean training load
1120 A. Barnett et al.
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(expressed in z-scores) for the corresponding
RESTQ-Sport reference period (i.e. the last 3–4
days).
Dynamic linear models of the effect of training on fatigue
Dynamic linear models were estimated using dlm, a
package for Bayesian analysis of dynamic linear
models (Petris, 2008) in R (R Development Core
Team, 2008).
Modelling strategy. The usual model-building strategy
is to first plot the outcome time series (here, fatigue)
to gain preliminary insight into its patterns of change.
This is followed by the specification of a number of
simple models attempting to describe the observed
temporal changes in fatigue without the inclusion of
training (explanatory) variables. These models may
include time-varying or time-invariant level, trend,
and seasonal components. The best-fitting model is
then compared with models to which training
variables are added. These comparisons allow the
estimation of the possible effects of training compo-
nents on an athlete’s perceived fatigue across time.
After each component addition, the model’s good-
ness-of-fit is assessed. A new component becomes
part of the final model if it significantly improves
model fit. Model fit is assessed using various indices
such as the mean square error, the mean absolute
error, the mean absolute percentage error (Nobre,
Monteiro, Telles, & Williamson, 2001), and the
Akaike information criterion (Commandeur &
Koopman, 2007). Smaller mean square error, mean
absolute error, mean absolute percentage error, and
Akaike information criterion values denote better
fitting models than larger values. The Akaike
information criterion is particularly informative
because it penalizes for model complexity, while
the other three indices do not. Model fit usually
improves with the addition of predictors and para-
meters. The question is whether an increase in model
complexity leads to a sufficiently better fit to the
data. If two models fit the data equally well (i.e. have
the same or very similar mean square error, mean
absolute error, and mean absolute percentage error)
but differ in number of parameters, the model with
fewer parameters will have a smaller Akaike informa-
tion criterion value and, consequently, be the
preferred model. Thus, the Akaike information
criterion allows a fair comparison between models
involving a different number of parameters. Mean
square error, mean absolute error, and mean
absolute percentage error, on the other hand, provide
information on model fit in terms of residual error
expressed in easily interpretable measurement units
of the outcome. The goodness-of-fit of univariate
normal dynamic linear models is also assessed by
testing, graphically or numerically, the assumptions
of independence of residuals, normality, and homo-
scedasticity (Commandeur & Koopman, 2007).
Figure 1 shows the temporal course of fatigue and
training loads in the examined triathlete. The
frequency of fatigue experience was relatively low
to moderate, oscillating from 1.25 to 2.75 on a scale
from 0 to 6. No clear systematic cycles (‘‘seasonal’’
effects) were visible. However, a drop in fatigue was
apparent between RESTQ-Sport periods 18 and 22,
suggesting possible changes in trend of fatigue across
time. As anticipated in the Introduction, it was
difficult to identify associations between fatigue and
training load by simple visual inspection of their
temporal patterns.
Figure 1. Temporal patterns of fatigue (A) and training loads
(B–D).
Monitoring elite athletes: A dynamic approach 1121
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For illustrative purposes, we first attempted to fit
simple time-invariant models including only a level
component or level and trend components. Subse-
quently, we increased the model complexity by
defining the level and trend as time-varying compo-
nents. Seasonal effects were not modelled because
there was no theoretical or empirical basis for doing
so. First, data were collected during a single training
period and training loads did not follow any
predetermined periodical pattern (Figure 1B–D).
Second, the time-series plot of fatigue showed no
evidence of regular recurring patterns of change
(Figure 1A).
Table I shows the goodness-of-fit indices of
increasingly complex dynamic linear models of
fatigue frequency without training explanatory vari-
ables. Both time-invariant models with fixed values
for the level (intercept) and trend across time
performed much worse than other models with at
least one time-varying component. Specifically, they
had higher values on all fit indices, including the
Akaike information criterion, which compensates for
the increase in number of parameters. This indicates
that static linear models are not appropriate for
describing the observed temporal patterns of fatigue
(see Figure 1). In the examined triathlete, fatigue
frequency tended to change unsystematically. Such
irregular changes cannot be effectively modelled with
static statistical approaches employing models with
time-invariant parameters. In contrast, dynamic
linear models can effectively quantify and describe
the dynamics of phenomena that change across time.
From Table I it can be seen that dynamic linear
models 4 and 6 achieved the same best degree of fit
in terms of mean square error, mean absolute error,
and mean absolute percentage error. The triathlete’s
patterns of change in fatigue frequency could best be
described by a dynamic linear model containing a
time-varying level component and either a time-
invariant or time-varying trend component. How-
ever, Akaike information criterion values indicated
that dynamic linear model 4 was superior to dynamic
linear model 6. This happened because the estimate
of the system variance of the trend component in
dynamic linear model 6 was zero. In other words,
although allowed to vary across time, the trend
component of dynamic linear model 6 was estimated
to be time invariant. Therefore, dynamic linear
model 6 was equivalent to dynamic linear model 4
in actual structure except for the fact that it had one
more parameter that needed estimation. Thus,
although the two models fit the data equally well,
the model with more parameters had a higher Akaike
information criterion value, as it was penalized for its
greater complexity.
Figure 2A shows the smoothened estimates of
fatigue frequency based on model 4 (represented by
a line) superimposed to the observed values (repre-
sented by dots) of fatigue frequency. The model-
based temporal pattern of fatigue was similar to that
of the observed values, confirming the validity of the
model. Figures 2B and 2C show the smoothened
estimates of the level (intercept) and trend across
time. The dotted lines show the 95% confidence
intervals of the estimates. Substantial fluctuations in
the level of fatigue can be seen in Figure 2B. Figure
2C shows a small (70.0042) time-invariant negative
trend in fatigue across time. Although this trend was
not statistically significant at specific time points
(95% confidence intervals include 0), it indicated an
average decrease in fatigue frequency of 70.0042 *
32¼70.113 points from the start to the end of the
monitoring period. The inclusion of a trend compo-
nent resulted in a better fit to the data than the model
with only a time-varying level component (model 3;
see Table I). This was confirmed by the Akaike
information criterion values, accounting for the
degree of model complexity. Hence, it was justified
to retain the time-invariant trend component in the
model.
We then added training variables (z-scores of
swimming, cycling, and running loads) to the best
fitting model (model 4 from Table I). These were
modelled as time-varying or time-invariant effects.
The model fit of a series of alternative dynamic linear
models of training effects on fatigue frequency are
reported in Table II. The best fitting and most
parsimonious dynamic linear model was that which
included time-invariant effects of swimming and
cycling loads and time-varying effects of running
load (see Table II). The estimates of the model
components across time are shown in Figures 3B–F,
while Figure 3A shows the observed and modelled
values of fatigue frequency across time. The assump-
tions of independence, normality, and homoscedas-
ticity of residuals were met (data not shown).
Table I. Goodness-of-fit indices of dynamic linear models of
fatigue with no training explanatory variables.
Components included
in the model MSE MAE MAPE (%) AIC
1. Time-invariant level 0.132 0.271 14.22 29.18
2. Time-invariant level
and trend
0.131 0.271 14.18 28.86
3. Time-varying level 0.024 0.122 5.93 7.11
4. Time-varying level;
time-invariant trend
0.019 0.107 5.20 6.98
5. Time-invariant level;
time-varying trend
0.071 0.209 10.26 9.26
6. Time-varying level
and trend
0.019 0.107 5.20 7.04
Note: MSE¼mean square error of estimation; MAE¼mean
absolute error of estimation; MAPE¼mean absolute percent
error of estimation; AIC¼Akaike information criterion.
1122 A. Barnett et al.
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The model’s ability to explain variations in fatigue
frequency was excellent, which is evidenced by the
very low mean square error, mean absolute error,
and mean absolute percentage error (Table II) and
the significant overlap between the observed (dots in
Figure 3A) and expected (line in Figure 3A) levels of
fatigue frequency.
After accounting for training loads, no statistically
or practically significant trend effects were observed
(Figure 3C). The estimated independent effect of
swimming load was constant and non-significant
(Figure 3D), corresponding to an average decrease in
fatigue frequency of 70.010 points (95% CI:
70.178, 0.157) per one standard deviation increase
in swimming load. The independent effect of cycling
load was positive and statistically significant
(b¼ 0.133; 95% CI: 0.004, 0.261), but equally stable
across time (Figure 3F). In contrast, the effect of
running load varied across time and from being
positive and statistically significant in the first half of
the monitoring period, it became gradually non-
significant in the second part (Figure 3E). The other
time-varying model component was the level (or
model intercept) of fatigue (Figure 3B). Given that
all training variables were expressed in z-scores and
there was no increasing or decreasing trend, the level
component of the model can be interpreted as the
expected value of fatigue frequency if training was
kept at a constant average level across time. In this
case, variations in the level indicate that factors other
than training loads influenced the triathlete’s self-
reported fatigue frequency. Finally, it is important to
note that although swimming did not contribute to
the explanation of fatigue in the examined period, it
would be appropriate to keep it in the dynamic linear
model since its effect on fatigue may change over
time.
Discussion
The aim of this paper was to illustrate how dynamic
linear models can be used to analyse data
from idiographic naturalistic studies examining the
Table II. Goodness-of-fit indices of dynamic linear models of fatigue with training explanatory variables.
Components included in the model MSE MAE MAPE (%) AIC
1. Time-varying level; time-invariant trend (reference model) 1.90  1072 1.07  1071 5.20 6.98
2. Reference model þ time-invariant training components’ effects 4.22  1074 1.71  1072 8.85  1073 0.91
3. Reference model þ time-varying training components’ effects 3.642  1076 1.908  1073 9.608  1074 0.94
4. Reference model þ time-invariant swim-load effect and
time-varying cycle- and run-load effects
3.642  1076 1.908  1073 9.609  1074 0.88
5. Reference model þ time-invariant swim- and cycle-load
effects and time-varying run-load effects
3.644  1076 1.909  1073 9.611  1074 0.82
Note: MSE¼mean square error of estimation; MAE¼mean absolute error of estimation; MAPE¼mean absolute percent error of
estimation; AIC¼Akaike information criterion.
Figure 2. Smoothened estimates of dynamic linear model of
fatigue with no explanatory variables. (A) Modelled (line) and
observed (dots) fatigue scores across time. (B) Time-varying level
of fatigue across time. (C) Time-invariant slight decreasing trend
in fatigue. Dashed lines represent 95% confidence intervals.
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relationships between training components and
performance-related states. Unlike other statistical
models, dynamic linear models can assess the
temporal stability of training effects and, if the data
support time-varying effects, describe their temporal
patterns. An assessment of the independent effects of
training components on performance-related states
and of changes in these effects is crucial for the
ongoing development of a successful training pro-
gramme and the identification of potential training-
extraneous factors impacting on performance states.
In this real-data example, the final dynamic linear
model with time-varying level and running-load
components was able to accurately explain the
observed fluctuations in fatigue frequency, although
these associations were not apparent from visual
analysis of the temporal patterns of fatigue and
training loads. Importantly, models with time-vary-
ing components provided a significantly better fit to
the data than their time-invariant counterparts,
stressing the utility of dynamic linear models in
understanding the relationships of training with
performance-related states in individual athletes.
The model revealed an increase in fatigue frequency
with increases in cycling and running loads, but no
effects of swimming load. There may have been a
Figure 3. Smoothened estimates of dynamic linear model of fatigue with training explanatory variables. (A) Modelled (line) and observed
(dots) fatigue scores across time. (B) Time-varying level of fatigue across time. (C) Time-invariant slight decreasing trend in fatigue. (D)
Time-variant regression coefficient of swimming load on fatigue (non-significant). (E) Time-variant regression coefficient of running load on
fatigue. (F) Time-invariant regression coefficient of cycling load on fatigue. Dashed lines represent 95% confidence intervals.
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lagged effect of swimming on fatigue. However, this
was not modelled because this paper was meant to be
a simple introduction to the application of dynamic
linear models.
While the effects of cycling were stable across time,
those of running decreased in magnitude across
the monitoring period. These findings suggest that
reducing cycling and running loads in the first part of
the monitoring period (RESTQ-Sport periods 1–16)
would have achieved a reduction in fatigue in this
specific triathlete and time window. In the second
part, a reduction in cycling load only would have
been the most reliable training strategy for reducing
fatigue. As noted earlier, a drop in fatigue, unac-
counted for by training loads, was observed between
assessment periods 18 and 22, suggesting the
presence of other influential time-varying factors
affecting the level of perceived fatigue. Such sudden
shifts in regression-parameter estimates call for a
further investigation into their possible causes, with
the purpose of identifying salient predictors of an
athlete’s performance-related state to be included in
future models.
Smoothened model estimates of performance-
related states, obtained from monitoring an athlete
for a specific amount of time and retrospectively
modelling the outcome of interest, are not only
useful in gaining initial insight into the idiosyncratic
effects of training components, they may also provide
meaningful and reliable prior (i.e. historical) infor-
mation for future idiosyncratic models of perfor-
mance-related states. This information is particularly
important at the start of a monitoring period when its
use may significantly reduce the number of assess-
ments required to obtain reasonably accurate model
predictions of performance and performance-related
states. This is one of the major strengths of dynamic
linear models when compared with other common
time-series methods such as seasonal autoregressive
integrated moving average models (Nobre et al.,
2001). If, due to changes in the way an athlete reacts
to training components, prior information turns out
to be ‘‘misinformative’’ rather than informative,
dynamic linear models can relatively quickly learn
from newly collected data and provide an accurate
description of the current training–performance
system. The model is dynamic and evolves with the
individual athlete and the circumstances surrounding
him or her. Researchers and practitioners can speed
up the learning process of the model by incorporat-
ing external information describing known changes
in the system (e.g. the athlete incurs an injury),
which is done by adjusting the prior specification of a
model (West & Harrison, 1997). If they possess no
knowledge about the detected possible changes, they
can increase the level of uncertainty of the parameter
estimates, allowing the model to learn and adjust to
the new system relatively quickly. Prior information
need not be based on estimates of earlier dynamic
linear models (historical data). In some cases, it can
be based on available expert opinion before data
collection commences. For example, information on
the likely level and variability of a psychosocial,
physiological, performance or training variable may
be obtained from the individual athlete we wish to
monitor, his or her coach, and sport scientists. This
information can be used to define the initial prior
probability distribution of a parametric model of
performance-related states. This approach can also
reduce the number of data points required to obtain
reliable model estimates.
Apart from allowing the integration of relevant
prior information and expert knowledge in the
modelling of performance-related states, dynamic
linear models have additional strengths compared
with other time-series models. For example, they do
not rely on the assumption of stationarity (constant
mean level and variability around the mean level of a
time series), while methods such as seasonal auto-
regressive integrated moving average models do.
When using seasonal autoregressive integrated mov-
ing average models, violation of the assumption of
stationarity requires transformation of the raw time
series data to obtain a stationary series. This can be a
laborious, sometimes impossible task (Nobre et al.,
2001). In addition, other common time-series
analysis methods cannot produce viable models in
the presence of sparse and missing data in the time
series, while dynamic linear models simply increase
the uncertainty of a parameter’s distribution for a
period with no data. Finally, other models require
new modelling efforts each time significant changes
occur in the predictor-outcome system. In contrast,
dynamic linear models allow the inclusion of a
monitoring scheme to identify salient changes in
regression parameters and can easily accommodate
these changes through modifications to the variance
of the relevant regression parameters, as noted
above.
Study limitations
The aim of this paper was to provide an example of
the application of dynamic linear models to explore
the idiosyncratic effects of training components on
performance-related states of an elite triathlete. This
example was based on explaining fatigue frequency
at a specific point in time using data on swimming,
running, and cycling loads. We did not model
cumulative interactive effects of training compo-
nents. This is because we aimed to keep the model as
simple as possible. More complex models of training
effects could have been explored. Nevertheless, it is
noteworthy that the model used in this illustrative
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paper achieved a very good fit to the data. This paper
focused on smoothened estimates of dynamic linear
models (i.e. on retrospective modelling), useful to
understand relationships between variables. Other
practical applications of dynamic linear models
include forecasting of performance and perfor-
mance-related states and evaluation of forecasts.
The latter is used to identify possible changes in the
system and the need for model alterations. The
forecast feature of dynamic linear models can directly
assist the ongoing development of the training
programme.
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