ABSTRACT
THE THEORY
The model used in this study is an inverse function of the (Tyler, 1981) , and similar models, which explain the GDP growth as a function of the growth rate of exports, capital formation, and the labor force. These models assume that a country can increase its exports, given its stock of capital, labor and various environmental factors such as labor productivity, efficiency of capital and shifts from domestic to the export sector, (Tyler,1981) , (Feder, 1982) , and (Esfahani, 1991) . Two models are considered in this study. Model one deals with the U. S. exports to Africa, and model two deals with African exports to the U. S. Each of these models faces its unique constraint. The model, which explains the U. S. exports to Africa faces demand constraint in the form of limited purchasing power in Africa. We use African country's per capita GDP and the country's GDP, relative to U. S. GDP to explain the variability in the country's imports due to the demand constraints. Model two; on the other hand faces supply-side constraints. The constraints are in the form of the African country's inability to offer a significant amount of export products when the demand for them in the U. S significantly increases. There are two reasons for this. The most important reason for this is that most African countries lack the capacity to expand their production in the short run. The second reason is that their exports are not competitive in price and quality, and hence face considerable competition from other potential exporters to the U. S. market. African country's GDP, relative to U. S. GDP and the industrial production index (IPI) are used to explain the variances in their exports due to these supply-side constraints.
Per capita GDP is considered to be an important supply-side constraint in two respects, firstly the size of the GDP determines the amount of the resources available to generate exports. High per capita GDP reflects the country's ability to produce for domestic and export markets, and vice versa. Secondly the GDP is an embodiment of the level of development which determines the level and quality of technology and social infrastructure, such as communications, transportation and energy, and hence the degree of efficiency in the production of goods and services. These factors are important in the determination of relative export prices. Where data is available, industrial production index (IPI) is also included in the model, which explains the African exports to the United States. IPI directly affects the output and price of manufactured, and indirectly the price of primary export products. Although African countries do not possess any degree of comparative advantage in manufacturing, the industrial production index is included in this model as a constraint variable that limit the countries' ability to export. It is assumed that a low industrial production index reduces the country's ability to export, whereas a high industrial production index enhances its ability to export. Where data on industrial production is unavailable, as in the case of Egypt and Ethiopia, we rely on the country's per capita GDP as its main supply-side constraint at the risk of misspecification error. The last environmental factor included in both models is real exchange rate. International trade theory asserts that overvalued currency renders exports relatively expensive because more of the importing country's currency is required to purchase its imports. For this reason, overvalued currency tends to limit the ability of any country to export. On the other hand overvalued currency renders imports relatively cheaper and so induces more imports by the country with the overvalued currency.
The estimated models are:
E ua represents US exports to Africa and E au represents African exports to USA, Y represents nominal GDP, L represents population (labor), rer represents real exchange rate, and IPI represents industrial production index.
Model one assumes that with its enormous resources and potentials to export, the United States can export as much as it wishes to Africa. However, many African countries with low per capita GDP lack the capacity to purchase US imports. For this reason, US exports to Africa face serious demand constraints.
The models assume as follows:
Due to the assumed demand-side and supply-side constraints, both the marginal propensities to import and export are assumed to be inelastic. Although this is often determined by administrative actions rather than market forces, we consider real exchange rate as another important supply-side constraint. A case in point is the usual parallel exchange rate regime, which allows one rate to be reserved for the importation of critical commodities, such as raw materials, energy and capital equipment needed for the execution of government sponsored development programs, and the other reserved for other commercial activities. We assume in this case that exchange rate policies are determined by market forces for all non-petroleum commercial transaction, and not by cartel-type production guidelines.
The model assumes that neither exports nor imports are expected to respond significantly to take advantage of real exchange rate appreciation or depreciation. Where currencies are not grossly overvalued, the United States can still increase its export in the short run, if the exchange rate effect dominates the income effect, and vice versa, in spite of the low per capita income and demand constraints, especially if such products are critical inputs for domestic industries or government sponsored development projects. Given a proper alignment of its currency, model two assumes that African exports to the U. S. market depend only on the African country's ability to generate the exports. This ability is measured by the country's per capita GDP, labor productivity or both. The supply flexibility is assumed to be greatly impaired by poor quality of infrastructure, technology, and low productivity. For these reasons exports can hardly be increased in the short run to take advantage of demand increases.
THE SAMPLE AND DATA DESCRIPTION
The sample for this study is drawn from countries with significant trade with USA for which a complete set of data on imports, exports, consumer price index (CPI), exchange rate, and other variables are available for the period 1970-2002. Many of the countries did not have annual data on imports and exports. In some cases data were missing for up to five or even seven years. For this reason extrapolation had to be used to generate the missing observations. Import and exports in some of the countries in our sample have growth trends that extend to over five years in certain cases. For these reasons, it was considered necessary to test for the characteristics of the data, to determine the appropriate specification procedure for the vector auto-regressions. Due to the growth trend observed in some of the variables used, it was determined that error correction with deterministic model was an appropriate estimation method
UNIT ROOT TEST
As indicated above, many of the variables possessed growth trends therefore it was considered necessary to determine whether the variables are difference stationary or trend stationary. A series is said to be stationary if the means and autocovariances of the series do not depend on time. This calls for testing the null hypothesis that the variables contain a unit root so that it is non-stationary, and therefore follows a random walk process. Two unit root tests were performed, namely the Augmented Dickey-Fuller (ADF) and Philips-Perron (PP) tests:
PP test:
where y t is import or export in the relevant equation,  t and  t represent white noise error terms, and  represents the first difference operator. The null hypothesis of unit root, that is non-stationarity, is that  1 = 0 for the ADF test and  1 = 1 for the PP test. The results of the unit root tests are reported in Table 1 . Research has shown that the tests of unit roots are sometimes unable to reject the null hypothesis of unit root when it is false against plausible alternatives (Dejong and Whiteman 1991) therefore these tests must be interpreted with caution.
TEST FOR CO-INTEGRATION
Engle and Granger (1987) have shown that a linear combination of two or more non-stationary series may be stationary. If such stationary unit root series, I(0) or combination exists, the non-stationary series, I(1) are said to be co integrated. Consider a VAR model of order p:
where y t is a k  1 vector of non-stationary I(1) series, x t is a vector of deterministic variables,  t is a vector of innovations. If we subtract y t-1 from both sides of (5), we can rewrite the VAR as:
where
The Johansen's test of co integration (Johansen and Juselius 1990) is used for this test. The trace test is a test of hypothesis that there is at most r, (the rank of the estimated matrix ) co integrating vectors against the alternative hypothesis of full rank r + 1. If the rank of  = 0, then there is no co integrating relationship among the variables and the first difference specification can be used to estimate the VAR model. However, if the coefficient matrix of  has a reduced rank such that the rank of  = r (r < k) where k is the number of variables in the system, we can say that there are r co integrating vectors. In that case there exist k  r matrices  and  each with rank r such that  = ' and 'y t is stationary, (Johansen, 1990) , (Eun and Jeong, 1999). y t-k is referred to as the error correction term. Johansen has developed two likelihood ratio test statistics, the trace statistic ( trace ) and maximum eigenvalue statistic ( max ) to determine the rank r for the estimated matrix, . The null hypothesis that export and import variables for each country in the sample are not co integrated (r = 0) is tested against the alternative hypothesis of one or more co integrating vectors (r > 0).
THE VAR MODEL
The standard method of specifying the dynamic relationship among several variables relies upon the specification of the structural model. The vector autoregression (VAR) method, being a data-induced technique places a minimal theoretical emphasis on the structural relationship, but simply involves the specification of the set of endogenous variables that are believed to have logical relationship and qualify for inclusion as part of the economic system. The procedure involves the specification of the appropriate lag length needed to capture most of the effects from the variables. Although not desired, we have specified a structural model to explain how supply constraints limit African countries' ability to export to the U.S. market. Similarly, we also constructed a structural model that explains the inability of African countries to buy significant amount of American imports.
The models show that there is a strong autocorrelation between lagged values of African imports from and exports to the U. S. market. The use of co-integration and error correction procedures in the VAR models enables us to eliminate the effect of the autocorrelation problems. It also allows us to determine how import and export variables respond over time to a shock from each of the demand and supply variables. The appropriate lag length was determined by means of the Akaike Information Criterion (AIC) and the likelihood ratio test proposed by (Sims, 1980) . The specifications were estimated with 2 lags because the specifications with 2 lags yield minimum model standard error. Although various lag lengths were tested, the Akaike Information Criterion statistic (AIC), showed that we could not reject the null hypothesis that 2 lags were appropriate for the estimation of the export model in the case of Cote d'Ivoire, Egypt, and Nigeria and import for South Africa. The dynamic responses of the various innovations to the import and export variables have been evaluated, using Choleski variance decomposition and the impulse response coefficients proposed in (Doan, 1989) . To reduce the number of Tables, the variance decomposition statistics are not provided.
The null hypothesis tested in this study is that African countries do not possess the capacity to export a significant amount of products to the US market, because they lack the capacity to produce, and because their currencies are not properly aligned with the US dollar. We also tested the hypothesis that they also lack the capacity to purchase American exports because of low per capita GDP. Exports from countries with overvalued currency will be too expensive for American consumers who will curtail their demand. Overvalued currency will hurt the domestic sectors engaged in tradable goods and services and will make imports relatively cheaper, including industrial inputs. For countries that require capital goods and raw materials imports for their industrialization, as was the case in Nigeria in the 1970's, this will be beneficial. In the context of general equilibrium and balance of trade considerations, it is however more beneficial to maintain a properly aligned exchange rate regime, especially where import and export activities are mutually dependent. Overvalued exchange rate may not always reduce the importation of critical commodities, such as energy and inputs needed for development program.
Before presenting the empirical results of this study, it is necessary to acknowledge that the results are based upon the theoretical procedures of the VAR model that have been widely discussed in the literature, such as the (Johansen, 1991) model. We will therefore make only passing references to those theoretical issues in this paper. The Johansen cointegration test is given as: y t +  i y t-i + y t-k +  t (7) t = 1   T where y t-k are exogenous variables and  1 ..  are white noise error terms, which have zero means and variance   and are serially uncorrelated. Equation (5) can be written in a matrix form as:
where Y t is an n x 1 vector of variables,  is an n x 1 vector of constants, and V t is an n x 1 vector of random innovations. Equation (9) is a normalized polynomial in lagged operator . By solving the orthogonal polynomial in equation (9), we can obtain the eigenvalues representing the correlation between the linear combinations of y t and the linear combinations of y t-k . This procedure enables us to perform error decomposition and impulse response analyses, which can be used to determine the interaction of the various demand and supply constraints on the US imports from and exports to each of the countries in the sample.
EMPIRICAL RESULTS: MARGINAL PROPENSITY TO IMPORT
The tests results are mixed across the six countries. Using the countries' real GDP relative to the U. S. GDP, and the real per capita GDP, we report mixed results in which the marginal propensity to import is greater than unity, except in the case of Nigeria and South Africa. While higher relative GDP induces lower U. S. exports to Cote d'Ivoire, Morocco, and South Africa, higher real per capita GDP produces similar effect in the case of Egypt, Ethiopia and Nigeria. The results reveal that U. S. exports to, and imports from all the countries in the sample are mutually dependent, as revealed by the co-integrating equations. The results also show that they are determined, to some extent by their lagged values. The lagged horizon can be as long as two years, as in the case of U. S. imports from Cote d'Ivoire. Measured by their GDP, relative to the U. S. GDP, the marginal propensity to import by these countries lies somewhere between -2 and +2, (-2   1 ,  2  2 ).
The results show that the responsiveness of import to real exchange rate in the countries in the sample is very low, (0   3  1). We do not always obtain the expected negative sign for  3, as in the case of Nigeria. We do not have a plausible explanation for these situations. In a few cases, the real exchange rate is not statistically significant in the import equation, although the value and sign of the coefficients are consistent with the structural rigidity assumption in the models. The value of  3 for most of the countries is in the neighborhood of -0.33, hence we believe that the true value may be -0.30 which is the average across the countries in the sample. Our database shows that Ethiopia, Egypt and Nigeria, to a greater extent experienced exchange rate depreciation beginning somewhere around 1990. On the contrary, Cote d'Ivoire, Morocco and South Africa experienced a measure of exchange rate appreciation during the same period. Morocco's increased demand for U. S. imports during this period is consistent with its exchange rate appreciation policy.
MARGINAL PROPENSITY TO EXPORT
The marginal propensity to export is represented by  1, the coefficient of the real per capita GDP. We believe that the numerical value of this estimate is greatly affected by the countries' industrial production capability and the countries' real exchange rate policy. According to (Michael Evans, 2004 ), a 1% increase in the U. S. industrial production index will stimulate about ½% increase in the U. S. export. Excluding Cote d'Ivoire and South Africa where the coefficient of (IPI) is negative, our estimate is approximately three times higher. Using their real per capita GDP, which accounts for the countries' ability to produce goods and services and the quality of the infrastructure, the results reveal that all the countries without any exception face a serious supply-side constraint. The results show that their marginal propensity to export is generally much less than unity. Except for Cote d'Ivoire where a 1% increase in the country's real per capita GDP induces about 0.44% increase in export, a similar percentage increase in real per capita GDP in Egypt, Ethiopia, Morocco, and South Africa actually causes export to fall approximately 0.75%.
The responsiveness of export to real exchange rate is not clearly understood. Firstly, the sign of the coefficient is unexpectedly positive for Cote d'Ivoire and Ethiopia. Secondly, the numerical value is unusually large for Cote d'Ivoire and Morocco, being approximately equal to unity or greater. This means that for these two countries, a one-percentage increase in real exchange rate may bring about an identical increase or decrease in export. Where the responsiveness of export to real exchange rate appreciation is less than unity as expected, the coefficients are statistically insignificant. Our database shows that most of the countries were operating a "managed" exchange rate regime, (Evans, 2004) , (IMF, 2003) . We observed that between 1970 and 1993, Ethiopian exchange rate was virtually unchanged. Other countries also "managed" their exchange rate at different periods. Another factor which seems to blur the real effect of exchange rate is the role of speculators (DeLong, 2002). As a result of these phenomena U. S. exports to Cote d'Ivoire and Morocco remained fairly stable until 1994. On the contrary the, U. S. exports to Nigeria soared to a new height.
CONCLUSIONS
This study presents the results of an empirical analysis of the U. S. exports to, and imports from six African countries. Although we conclude that the countries in the sample have a high marginal propensity to import, generally grater than unity, and a very low marginal propensity to export, we can never claim to understand why there has been so little trade between the United States and African countries. We observe statistically significant increase and decrease in the demand for U. S. imports in a few countries, in spite of very low real per capita GDP. We also observe a small but statistically significant increase or decrease in exports in some countries with identically low real per capita GDP. For these reasons, we must avoid making a general conclusion, even for countries with identical economic conditions. African economies are too atypical and heterogeneous in nature, with different domestic needs and aspirations. While exports may be determined by the level and type of technology which dictates their inability to produce, imports may not be determined by pure marginal propensity to consume, but by a whole complex situations, including cultural orientation. Pure marginal propensity to consume is determined by the desired basket of consumer goods, inputs for domestic industrial and infrastructural improvements and other things like that. The demand for such goods may easily conform to economic theory in a way other complex considerations do not. In such situations, imports may either be limited or easily be allowed to exceed exports without regard to real exchange rate or real per capita GDP.
Because of the heterogeneous nature of the African economies in which the demand for imports depends less on pure economic factors and more on local cultural and other circumstances, the results of this study does not lend itself to general application across many countries. The shortcoming of this study lies perhaps in the choice of constraints instruments. This author believes that the use of GDP as a constraints-instrument is perhaps too aggregative and hence incapable of identifying specific constraints, which may be at the core of the problem. More suitable constraint-instruments may include non-quantifiable policy instruments, such as tax policies, and regulations. Others include poor technology and social infrastructures such as roads and communications systems. 
