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Abstract. Braided monoidal categories arise naturally as centres of
monoidal categories and have been the focus of much recent attention
in both mathematics and physics. By suitably restricting the use of the
exchange rule, we obtain a sequent calculus whose categorical semantics
may be seen as freely constructing the centre of a monoidal category.
This calculus is shown to admit a strongly normalising and confluent cut
elimination procedure. The resulting logic fits neatly into the landscape
of noncommutative logics and is distinguished by possessing a particu-
larly perspicuous semantics.
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1 Introduction
Monoidal categories are omnipresent in categorical logic, arising whenever the
corresponding sequent calculus possesses an associative tensor connective, to-
gether with a unit for this connective. Thus, the categorical semantics of, for
instance, linear logic, classical logic and intuitionistic logic all possess a monoidal
structure. These categories are similarly ubiquitous in mathematics, arising as
categories of representations of finite groups, amongst other places.
Braided monoidal categories are a special class of monoidal categories, which
may be seen as “many object braid groups”, since the category of braid groups
is equivalent to the free braided monoidal category on a single object [15]. These
categories are playing an increasingly important roˆle in mathematics and physics,
being related to both the representation theory of quantum groups [16] and to
three dimensional topological quantum field theories [8].
The centre of a monoidal category was introduced by Joyal and Street [15]
as a generalisation of the notion of the centre of a monoid. The centre of
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a monoidal category carries a natural braided structure and, trivially, every
braided monoidal category arises in this way (since a braided monoidal category
is isomorphic to its own centre).
Part of the importance of the notion of the centre of a monoidal category
stems from its relation to the quantum double of a bialgebra [21]. The notion of
the centre of a monoidal category lifts naturally to higher dimensions. The case
of centres of monoidal bicategories, which form braided monoidal bicategories,
has been explicitly described in [3,7].
In this paper we consider the effect of restricting access to the usual exchange
rule by a linear logic style structural modality. The categorical semantics of this
logic may be seen as a monoidal category whose centre is a coreflective full
subcategory.
At a purely logical level, this paper bears some relation to existing work in
linguistics. In [2], the authors introduce an S4 structural modality for controlling
access to the exchange rule in an extension of the Lambek Calculus. Building
on this work, Venema [22] introduced a modified version of this calculus whose
semantics consists of a semigroup, S, together with a subsemigroup of the cen-
tre of S. Venema’s calculus is relatively complicated, motivated by a desire to
avoid using the standard S4 right introduction rule for the structural operator.
A categorical semantics for a related calculus, bearing no real relation to the
semantics considered in this paper, was given by [19], based on functors into a
biclosed poset.
A different approach to controlling access to the exchange rule is provided
by [1], which is motivated by a topological intepretation of proof nets.
This paper is organised as follows. The sequent calculus for the logic is in-
troduced in Section 2. A term calculus for proofs in the logic is introduced in
Section 3, which facilitates concise manipulations of proofs in the logic. Rewrites
on terms are defined in Section 4 and shown in Section 5 to yield a categorical
cut elimination theorem for the logic, which leads to decidability. In particular,
it is shown that the cut elimination procedure is strongly normalising and con-
fluent. The semantics of the calculus is described in Section 6, the main aim of
which is to establish the logic as dealing with monoidal category whose centre
arises as a coreflective full subcategory.
2 Sequent calculus
In this section we introduce the sequent rules for a logic which we denote by B.
The presentation uses operations indexed by arbitrary finite sets. We will often
write as a subscript simply i (e.g.,
⊗
iXi) or j and use it to mean i ∈ I or
j ∈ J . The symbol “
⊔
” will denote disjoint union, and for Γ = X1, . . . , Xn, the
notation Γ = X1, . . . ,Xn will be used.
The inference rules for B are presented in Figure 1.
It may be the case that the index set I is empty. If we write ⊤ for the tensor
unit, in this case the ⊗l- and ⊗r-rules become, respectively:
'&
$
%
identity on atoms
A ⊢ A
Γ1, {Xi}i, Γ2 ⊢ Y
⊗l
Γ1,
⊗
iXi, Γ2 ⊢ Y
{Γi ⊢ Xi}i ⊗r⊔
i Γi ⊢
⊗
iXi
Γ1, X, Γ2 ⊢ Y
l
Γ1,X,Γ2 ⊢ Y
Γ ⊢ X
r
Γ ⊢ X
Γ1, Y,X,Γ2 ⊢ Z
c
Γ1,X,Y,Γ2 ⊢ Z
Γ1,Y,X, Γ2 ⊢ Z
c−1
Γ1,X,Y,Γ2 ⊢ Z
Γ ⊢ X ∆1,X,∆2 ⊢ Y
cut
∆1, Γ,∆2 ⊢ Y
Fig. 1. Inference rules for B
Γ1, Γ2 ⊢ Y
Γ1,⊤, Γ2 ⊢ Y
and ⊢ ⊤
As is usual, we shall consider various augmentations of this logic.
– The initial logic is the logic with no atoms. This is still a nontrivial logic as
it still contains the empty tensor ⊤. This logic is denoted as B(∅).
– The pure logic is the logic with an arbitrary set of atoms A. It is denoted
B(A).
– The free logic is the logic with an arbitrary set of atoms and an arbitrary set
of non-logical axioms relating a list of atoms to a single atom. The atoms will
be regarded as the objects of a multicategory and the axioms as multiarrows
in that multicategory. If the multicategory is denoted M , the resulting logic
will be denoted B(M ).
If we think of the atoms of a pure logic as forming a discrete category (which
may also be viewed as a multicategory), the free logic on this discrete category
is just the pure logic. Each variant above therefore includes the previous variant,
and as it is the most general, we shall consider only the free logic.
Example 2.1. The derivation on the left-hand side is a simple example of the
braiding and the roˆle  plays. Notice in the right-hand side derivation at the
fourth line down either the c or c−1 rule could have been used and these would
each correspond to a particular derivation.
Y ⊢ Y Z ⊢ Z
X ⊢ X
X ⊢ X
X ⊢ X
Y,Z,X ⊢ Y ⊗ Z ⊗X
Y,X,Z ⊢ Y ⊗ Z ⊗X
X,Y, Z ⊢ Y ⊗ Z ⊗X
X ⊗ Y ⊗ Z ⊢ Y ⊗ Z ⊗X
Y ⊢ Y
Y ⊢ Y
X ⊢ X
X ⊢ X
Y,X ⊢ Y ⊗X
X,Y ⊢ Y ⊗X
X,Y ⊢ (Y ⊗X)
X ⊗Y ⊢ (Y ⊗X)
3 Term calculus
In order to facilitate the manipulations of proofs, in this section, we introduce
a term representation of proofs. Following [4,20] we annotated sequents with
a labeling on the formulae. This labeling will allow us to refer to the various
components of a sequent unambiguously.
Given a sequent {Xi}i ⊢ Y we annotate it as follows. Firstly, each formula
on the left-hand side of the turnstile is given a label, e.g., {xi : Xi}i ⊢ Y , in
this case each Xi receives the label xi. Then each of these labeled formula are
inductively labeled depending on their structure. Given a labeled formula x : X
on the left-hand side of the sequent:
– If X is atomic it is left as is.
– If X =
⊗
i{Xi} inductively label each of the Xi (ensuring every label is
distinct), and label X itself as
⊗
i{xi : Xi}, where each of the labels xi are
distinct and do not appear as labels in any of the Xi.
– X = X is left as is.
We will often use x as a shorthand for x1, . . . , xn and, if Γ = X1, . . . , Xn,
then x : Γ will mean x1 : X1, . . . , xn : Xn.
An example may clarify how the labeling should occur. The sequent A,B⊗
C ⊢ D, where A,B,C, and D are atomic formulas, may be annotated as a :
A, d : (b : B ⊗ c : C) ⊢ D.
It is essential that each label in a sequent is distinct as they are used as
references. To avoid label name clashes, in general we will assume further that
whenever two or more sequents are involved in a derivation (e.g., a cut or ⊗r-
rule) the labels occurring in each sequent are distinct from the others.
The term formation rules are given in Figure 2. The notation for the ⊗l-rule
and the cut rule is supposed to suggest that it is a substitution taking place.
Example 3.1. These are the terms corresponding to the derivations in Exam-
ple 2.1.
1. If the sequent on the left-hand side of Example 2.1 is annotated as
w : (x : X ⊗ y : Y ⊗ z : Z) ⊢ Y ⊗ Z ⊗X
'&
$
%
x : A ⊢1A A
Γ1, {xi : Xi}i, Γ2 ⊢f Y
Γ1, x :
⊗
i xi : Xi, Γ2 ⊢〈x/{xi}i|f〉 Y
{xi : Γi ⊢fi Yi}i⊔
i
xi : Γi ⊢〈xi|fi〉i
⊗
i Yi
Γ1, x : X,Γ2 ⊢f Y
Γ1, x : X,Γ2 ⊢x(f) Y
Γ ⊢f X
Γ ⊢(f) X
Γ1, y : Y, x : X,Γ2 ⊢f Z
Γ1, x : X, y : Y, Γ2 ⊢〈xy|f〉 Z
Γ1, y : Y, x : X,Γ2 ⊢f Z
Γ1, x : X, y : Y, Γ2 ⊢〈x y|f〉 Z
x : Γ ⊢f X ∆1, x : X,∆2 ⊢g Y
∆1, Γ,∆2 ⊢f ;(x/x)g Y
Fig. 2. Term formation rules for B
then the term corresponding to the derivation is
〈w/{x, y, z} | 〈x  y | 〈x  z |
〈y | 1Y
z | 1Z
x | (x(1X))
〉
〉〉〉
2. If the sequent on the right-hand side Example 2.1 is annotated as
w : (x : X ⊗ y : Y ⊢ (Y ⊗X)
then the term corresponding to the derivation is
〈w/{x, y} | (〈x  y |
〈
y | y(1Y )
x | x(1X)
〉
〉)〉
4 Term rewrites and equivalences
As we see above, if f is a term of type x : Γ ⊢ X and g a term of type ∆1, x :
X,∆2 ⊢ Y , then f and g may be cut to form a new term f ;(x/x) g of type ∆1,x :
Γ,∆2 ⊢ Y . In this section we begin by describing the cut elimination rewrites.
In order that the system is Church-Rosser a number of term equivalences, called
the permuting conversions, are introduced. In addition to these rewrites, which
have all followed from logical considerations, one additional rewrite, number (31)
below, is added corresponding to the braid axiom c−1 ◦ cc ◦ c−1 = 1.
In total we have 31 rewrites. (1)-(14) are cut elimination rewrites, (15)-(30)
are permuting conversions, and (31) is the braiding rewrite.
4.1 Cut elimination rewrites
The terms will give the multicategorical semantics of the logic. The cut rule
is exactly composition, and the cut elimination procedure corresponds to the
dynamics of composition.
We do not explicitly mention the rewrites involving c−1 and just note that
they are the same as the rewrites involving c with “” replaced with “ ”.
– Identity-sequent (sequent-identity)
(1) f ;(z/z) 1 +3 f
(2) 1 ;(z/z) f +3 f
– ⊗l-sequent (sequent-⊗l)
(3) 〈x/x | f〉 ;(z1,x,z2/z) g
+3 〈x/x | f ;(z1,x,z2/z) g〉
(4) f ;(z/z) 〈x/x | g〉 +3 〈x/x | f ;(z/z) g〉
– Sequent-⊗r
(5) f ;(y/y)
〈{xi | gi}i
y1, y,y2 | g
{xj | gj}j
〉
+3
〈{xi | gi}i
y1,y,y2 | f ;(y/y) g
{xj | gj}j
〉
– l-sequent (sequent-l)
(6) x(f) ;(z/z) g +3x(f ;(z/z) g)
(7) f ;(z/z)x(g) +3x(f ;(z/z) g)
– Sequent-r
(8) f ;(z/z)(g) +3(f ;(z/z) g)
– c-sequent (sequent-c) [c−1-sequent (sequent-c−1)]
(9) 〈x  y | f〉 ;(z1,y,x,z2/z) g
+3 〈x  y | f ;(z1,x,y,z2/z) g〉
(10) f ;(z/z) 〈x  y | g〉 +3 〈x  y | f ;(z/z) g〉
– ⊗r-⊗l
(11)
〈
y1 | f1
· · ·
yn | fn
〉
;(
⊔
i yi/x)
〈x/{x1, . . . , xn} | g〉
+3 f1 ;(y1/x1) (· · · (fn ;(yn/xn) g) · · · )
– r-l
(12) (f) ;(x/x)x(g) +3 f ;(x/x) g
– Sequent-c (principal cut) [sequent-c−1 (principal cut)]
(13) f ;({x1,...,xn}/x) 〈x  y|g〉
+3 〈x1  y| · · · 〈xn  y|f ;({x1,...,xn}/x) g〉 · · ·〉
(14) f ;({y1,...,yn}/y) 〈x  y|g〉
+3 〈x  yn | · · · 〈x  y1|f ;({y1,...,yn}/y) g〉 · · ·〉
4.2 Permuting conversions
In this section we introduce a number of term equivalences, called the permuting
conversions. The intention is so that the cut elimination rewrites will be Church-
Rosser, which is easily seen not the be the case at the moment. However, with
the addition of the permuting conversions the cut elimination rewrites will be
Church-Rosser modulo the permuting conversions.
– ⊗l-⊗l
(15) 〈y/y | 〈x/x | f〉〉
  〈x/x | 〈y/y | f〉〉
– ⊗l-⊗r (⊗r-⊗l)
(16)
〈{yi | gi}i
z1, x, z2 | 〈x/x | f〉
{yj | gj}j
〉
  〈x/x |
〈{yi | gi}i
z1,x, z2 | f
{yj | gj}j
〉
〉
– ⊗l-l (l-⊗l)
(17) y(〈x/x | f〉)
  〈x/x | y(f)〉
– ⊗l-c (c-⊗l) [⊗l-c−1 (c−1-⊗l)]
(18) 〈y  z | 〈x/x | f〉〉
  〈x/x | 〈y  z | f〉〉
(19) 〈y  x | 〈x/{x1, . . . , xn} | f〉〉
  〈x/{x1, . . . , xn} | 〈y  xn | · · · 〈y  x1 | f〉 · · ·〉〉
– ⊗r-l (l-⊗r)
(20) y(
〈{xi | gi}i
z1, y, z2 | f
{xj | gj}j
〉
)
 
〈{xi | gi}i
z1, y, z2 | y(f)
{xj | gj}j
〉
– ⊗r-c (c-⊗r) [⊗r-c−1 (c−1-⊗r)]
(21) 〈y1  y2 |
〈{xi | gi}i
z1, y1, y2, z2 | f
{xj | gj}j
〉
)
 
〈{xi | gi}i
z1, y2, y1, z2 | 〈y1  y2 | f〉
{xj | gj}j
〉
– l-l
(22) y(x(f))
 x(y(f))
– l-r
(23) (x(f))
 x((f))
– l-c [l-c
−1]
(24) 〈y  z | x(f)〉
 x(〈y  z | f〉)
(25) 〈x  y | x(f)〉
 x(〈x  y | f〉)
(26) 〈y  x | x(f)〉
 x(〈y  x | f〉)
– r-c [r-c
−1]
(27) 〈x  y | (f)〉
 (〈x  y | f〉)
– c-c [c−1-c−1]
(28) 〈y  z | 〈w  x | f〉〉
  〈w  x | 〈y  z | f〉〉
– c-c−1 (c−1-c)
(29) 〈y   z | 〈w  x | f〉〉
  〈w  x | 〈y   z | f〉〉
– c-c-c (c−1-c−1-c−1)
(30) 〈y  z | 〈x  z | 〈x  y | f〉〉〉
  〈x  y | 〈x  z | 〈y  z | f〉〉〉
Finally we have the braid rewrite.
– c-c−1 (c−1-c)
(31) 〈y   x | 〈x  y | f〉〉 +3 f
4.3 The nullary rewrites
Here we note the rewrites in the nullary cases. The most interesting is (19),
which is the one that allows us to equate the following two derivations:
pi
Γ1,X,Γ2 ⊢ Y
Γ1,⊤,X,Γ2 ⊢ Y
Γ1,X,⊤, Γ2 ⊢ Y
and
pi
Γ1,X,Γ2 ⊢ Y
Γ1,X,⊤, Γ2 ⊢ Y
.
The notation 〈x/∅ | f〉 will be used for the nullary ⊗l-rule and 〈 〉 for the
nullary ⊗r-rule.
The nullary versions of the rewrites are:
〈x/∅ | f〉 ;(z/z) g
(3)
+3 〈x/∅ | f ;(z/z) g〉
〈 〉 ;(∅/x) 〈x/∅ | g〉
(11)
+3 g
〈y  z | 〈x/∅ | f〉〉
 (18)  〈x/∅ | 〈y  z | f〉〉
〈y  x | 〈x/∅ | f〉
 (19)  〈x/∅ | f〉
5 Church-Rosser
This section is used to describe the “categorical cut elimination” property of
B(M ). That is, that the equality of proofs (determined by the permuting con-
versions above) is maintained by the elimination procedure.
Theorem 5.1. In B(M ):
(i) The rewriting on terms given by (1)-(15), (31) terminates.
(ii) The rewriting on terms given by (1)-(15), (31) is confluent modulo the
permuting conversions (16)-(30).
The proof is presented in some detail in Appendix B. The effect of this
theorem is to provide a decision procedure for B(M ) modulo the decidability of
the underlying multicategory M . The rewriting normalizes terms by moving the
cut onto the non-logical axioms. The equivalence of terms is then determined
by the decision procedure of M and the permuting conversions. The subformula
property delivered by cut elimination, and the fact that the rewrite (31) strictly
reduces terms, ensures that there are only finitely many proofs which do not
involve (non-logical) cuts. Therefore, in order to decide the equality of two terms,
rewrite the terms into a reduced form (one from which there are no further
reductions). Then, the two terms are equal if and only if the terms in reduced
form are related through the permuting conversions. We may conclude:
Corollary 5.2. The equivalence of proofs in B(M ) is decidable whenever M is
decidable.
6 Categorical semantics
The cut elimination rewrites, permuting conversions, and braid rewrite together
define an equivalence relation, denoted by ∼, on the derivations of a sequent.
This allows us to form, for each sequent, a hom-set consisting of terms modulo
this equivalence. The cut operation then provides multicategorical composition.
Starting with a multicategory M , we denote this multicategory by B(M ).
The purpose of this section is to prove that B(M ) is a representable mul-
ticategory [12] (and hence a monoidal category),  is an idempotent monoidal
comonad on B(M ), and the centre of B(M ) arises as a coreflective full subcat-
egory.
6.1 B(M ) is a multicategory
We begin by recalling the definition of a multicategory [17]. Essentially, a mul-
ticategory is a category in which the domain of the arrows may have a (possibly
empty) list of objects. These are called multiarrows. If f : (X1, . . . , Xm) // Yk
and g : (Y1, . . . , Yn) //Z, where 1 ≤ k ≤ n are multiarrows, their composite is
given by f ; g : (Y1, . . . , Yk−1, X1, . . . , Xm, Yk+1, . . . , Yn) // Yk.
Definition 6.1. A multicategory M consists of a class of objects and a class
of multiarrows satisfying the following three properties.
– The identity law. For each object X ∈ M there is an identity arrow 1X :
X //X ∈ M satisfying the usual property. That is, if f : Γ1, X, Γ2 // Y
then 1X ; f = f , and if g : Γ //X then g; 1X = g.
– Associativity. If f : Γ //X, g : ∆1, X,∆2 // Y , and h : Σ1, Y,Σ2 //Z
are in M , then (f ; g);h = f ; (g;h) (cutting on the distinguished objects).
– The interchange law. If f : Γ //X, g : ∆ // Y , and h : Σ1, X,Σ2, Y,Σ3
//Z are in M , then f ; (g;h) = g; (f ;h) (again cutting on the distinguished
objects).
Proposition 6.2. B(M ) is a multicategory whose objects are the formulae of
the logic and whose multimaps are ∼-equivalence classes of derivations.
The proof that the terms of B(M ) modulo the permuting conversions forms
a multicategory may be found in Appendix C.
6.2 Representability
Definition 6.3. A multiarrow u : ∆ //X represents ∆ if cutting with u at X
induces a natural bijection of proofs
Γ1, ∆, Γ2 // Y
Γ1, X, Γ2 // Y
.
A multicategory is representable if each sequence of formulas is representable.
Proposition 6.4. B(M ) is representable.
Proof. The sequence of formulas ∆ = {xi : Xi}i may be represented by
〈xi | 1Xi〉i : {xi : Xi}i //
⊗
iXi.
A fairly simple argument gives the required bijection (e.g., see [4] for a proof in
a similar setting). The top-to-bottom direction uses the ⊗l-rule and the bottom-
to-top direction is given by cutting with the representing multiarrow.
Naturality means that the bijection followed by a cut is the same as cutting
first followed by the bijection. In the downwards direction naturality follows
from the rewrites (3) and (4), and in the upwards direction by the fact that cut
satisfies the associative and interchange laws. ⊣
Since a representable multicategory is a monoidal category we have proven:
Corollary 6.5. B(M ) is a monoidal category.
6.3 The centre of B(M )
By Mac Lane’s celebrated coherence theorem [18], any monoidal category is
equivalent to a strict monoidal category, so we may write as if any monoidal
category is strict and we follow this convention throughout this section. Let M
be a monoidal category. The centre of M, introduced in [14], is in essence the
subcategory of M which commutes with all of M.
Definition 6.6 (Centre). Let M be a monoidal category. The centre, Z(M),
of M is the braided monoidal category described as follows. The objects are pairs
(A, u) consisting of an object A of M and a family of invertible arrows uX :
A ⊗X //X ⊗ A in M which are natural in X and satisfy the commutativity
condition in the left diagram below. An arrow f : (A, u) // (B, v) in Z(M) is
an arrow f : A //B in M such that the square below on the right commutes
for all objects X of M:
A⊗X ⊗ Y
uX⊗Y //
uX⊗1

X ⊗ Y ⊗A
X ⊗A⊗ Y
1⊗uY
77nnnnnnnnnnnn
A⊗X
uX //
f⊗1

X ⊗A
1⊗f

B ⊗X vX
// X ⊗B
The tensor product is given by (A, u)⊗ (B, v) = (A⊗B,w), where wx = (uX ⊗
1) ◦ (1⊗ vX). The braiding c(A,u),(B,v) : (A, u)⊗ (B, v) // (B, v)⊗ (A, u) is the
arrow uB : A⊗B //B ⊗A.
We have already seen in Section C that, for a given multicategory M , the
logic B(M ) is a monoidal category. In this section, we clarify the roˆle that 
plays in this category.
Lemma 6.7. The operator  is an idempotent monoidal comonad on B(M ).
Proof. The result is immediate from the following proofs:
⊢ ⊤
⊢ ⊤
⊤ ⊢ ⊤
A ⊢ A
A ⊢ A
B ⊢ B
B ⊢ B
A,B ⊢ A⊗B
A,B ⊢ (A⊗B)
A⊗B ⊢ (A⊗B)
A ⊢ A
A ⊢ A
A ⊢ A
A ⊢ A
A ⊢ A
A ⊢ A
A ⊢ A
A ⊢ A
⊣
Since any object of B(M ) of the form A commutes with any other object
of B(M ), we expect there to be some relation between the full monoidal sub-
category of B(M ) generated by these elements, call it B(M ), and the centre
of B(M ). In this section, we confirm this hunch by showing the two categories
to be isomorphic. Let us begin by being a bit more precise about what we mean
by B(M).
Definition 6.8. B(M ) is the full subcategory of B(M ) generated by{
n⊗
i=1
A | A ∈ B(M ), n ∈ N
}
.
Theorem 6.9. B(M ) and Z(B(M )) are isomorphic categories
Proof. An object of B(M ) is of the form A
⊗n
i=1Ai. So, for any object B of
B(M ), there is a collection of maps cA,B : A⊗B //B⊗A. However, it is
clear from the rewrites given in Section 4 that all of these maps are equivalent,
so we unambiguously refer to the map as cA,B. Note that the rewrites also
imply that the following diagram commutes:
A⊗X ⊗ Y
cA,X⊗Y //
cA,X⊗1 %%L
LLL
LLL
LL
L X ⊗ Y ⊗A
X ⊗A⊗ Y
1⊗cA,Y
99rrrrrrrrrr
The functor F : B(M ) //Z(B(M )) is defined on objects by
F (A) = (A, {cA,B}B∈Ob(B(M )))
and is defined on maps in the obvious way.
Since an object of Z(B(M )) commutes with all of B(M ), it must be of the
form (A, v), for A an object of B(M ). Define G : Z(B(M )) //B(M ) to be
the forgetful functor which takes (A, v) to A. It follows easily that FG = GF = 1,
so the categories B(M ) and Z(B(M )) are isomorphic. ⊣
Corollary 6.10. B(M ) is a braided monoidal category.
Proof. This follows immediately from the previous result and the fact that the
centre of a monoidal category is braided. ⊣
The categoryB(M ) is essentially created by making free use of onB(M ),
subject to the restriction that every component of a tensor product is of the form
A. With this in mind, we would like to be able to think of B(M ) as being
a “free subcategory” of B(M ) in a certain sense. The appropriate notion that
we wish to use is that of a coreflective subcategory. The subcategory C1 of the
category C2 is said to be coreflective if the inclusion functor C1


// C2 has a
right adjoint.
Proposition 6.11. B(M ) is a coreflective subcategory of B(M )
Proof. We need to show that the inclusion functorB(M )


//B(M ) has a right
adjoint. Since an arbitrary element of B(M ) has the form A :=
⊗n
i=1Ai,
where Ai ∈ B(M ), the result follows from the bijection of hom-sets:
B(M )(A,B) ∼= B(M )(A,B),
which is a direct consequence of the right introduction rule for . ⊣
6.4 Alternative Semantics
By Lemma 6.7, the operator  acts as an idempotent monoidal functor from
B(M ) to B(M ). We saw previously that this latter category is isomorphic to
Z(B(M )). This points to another interpretation ofB(M ) as a monoidal category
equipped with a functor onto its centre. Since  is idempotent, this functor is
essentially surjective on objects. This interpretation of the logic is less natural
than the previous one, which freely constructs a centre on a monoidal category.
The reason is that there can be no “natural” functor taking a monoidal category
to its centre. To see this, let C1 be a subcategory of C2. Then, the inclusion
functor C1


// C2 does not restrict to an inclusion Z(C1)


// Z(C2). So, any
construction of the functor  : M //Z(M) for an arbitrary monoidal category
M is ad-hoc, depending on the structure of M.
There are, however, some natural (albeit fairly trivial) examples of this phe-
nomenon. For M a braided monoidal category, we can take  to be the identity
functor. If M has a trivial centre, then we take  to be the functor that sends
every object to the unit and every morphism to the identity morphism on the
unit. If M ∼= M1 × M2 for M1 a monoidal category with trivial centre and M2
a braided monoidal category, then we can take  to be the right projection
functor, since Z(M) ∼= M2.
6.5 Lax braidings and the lax centre
A lax braided monoidal category is a monoidal category M, where each object
A of M is equipped with a family of (not necessarily invertible) morphisms
uX,A : X ⊗ A //A ⊗ X of M natural in X , subject to certain coherence
conditions described in [9]. The lax centre of a monoidal category is defined in
an analogous way to the centre and forms a lax braided monoidal category, which
contains Z(M) as a full subcategory. By removing the (c−1) rule from our logic,
it is easy to see that the resulting logic bears the same relation to the lax centre
of a monoidal category as the original logic bears to the centre of a monoidal
category.
7 Conclusions and future work
We have shown that the addition of a structural modality for exchange to a
very simple logical system leads to a construction of a monoidal category whose
centre is precisely described by the logic. The resulting logic is decidable, modulo
the decidability of the collection of nonlogical axioms. There are several natural
extensions of this work that ought to be investigated.
First, implication should be added to the logic, which corresponds to mak-
ing the associated monoidal category biclosed. This can be accomplished while
maintaining the single-conclusion nature of the logic, so should not present any
major difficulties.
Second, a multiple conclusion version of the calculus should be investigated.
At the moment, it is unclear how to do this naturally. Let ♦ denote the dual
of . Since, the logic as a whole is noncommutative, we need to enforce the
condition that all cuts are planar. For this reason, there does not seem to be a
natural way in which to eliminate the following cut:
Γ1 ⊢ Γ2, X,♦Γ3
Γ1 ⊢ Γ2,♦Γ3, X
∆1, X,∆2 ⊢ ∆3
X,∆1, ∆2 ⊢ ∆3
Γ1,∆1, ∆2 ⊢f ;g Γ2,♦Γ3, ∆3
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A Cut elimination
The purpose of this section is to show that cut elimination is a terminating pro-
cedure. The proof proceeds in the usual manner of assigning a measure to the
terms, and showing that this measure is strictly reduced with each cut elimina-
tion rewrite.
Additionally, it is shown that the measure we shall define is invariant under
the permuting conversions (which is required for the proof of Church-Rosser in
Appendix B).
Define the height of a term as follows.
– hgt[f ] = 1 whenever f is atomic.
– hgt[〈x/x | f〉] = 1 + hgt[f ].
– hgt[〈xi | fi〉i] = 1 +
∑
i hgt[fi].
– hgt[x(f)] = hgt[(f)] = 1 + hgt[f ].
– hgt[〈x  y | f〉] = hgt[〈y   x | f〉] = 1 + hgt[f ]
– hgt[f ;(x/x) g] = hgt[f ] + hgt[g].
Define the height of a cut f ;(x/x) g simply as its height, i.e., cuthgt[f ;(x/x) g]
= hgt[f ;(x/x) g].
Proposition A.1. Any proof in B(M ) may be rewritten to a proof in which
the only cuts are atomic cuts (in the multicategory M ).
Proof. Cut elimination will be proven inductively on the number of non-atomic
cuts in a derivation. Suppose then that there is one non-atomic cut f ;(x/x) g
in a derivation. If either of the rewrites (1) or (2) applies then this immediately
eliminates the cut. Suppose then that one of the other rewrites apply. A simply
examination of the rewrites shows that the cut moves onto terms of less height
and so the cut height is reduced. If the cut has moved onto atomic terms then
the cut is considered to be eliminated, and otherwise, the cut is eliminated by
induction.
This now proves cut elimination since if the derivation contain n cuts, we
may always remove the top-most cut in the manner described above, which then
reduces the number of cuts to n− 1. Induction then completes the argument. ⊣
B Proof of Church-Rosser
For the proof of the Church-Rosser property we use a result of Cockett and
Seely [6] which we recall here. A rewrite system is locally confluent modulo equa-
tions if any (one step) divergence of the following form
f
~ 






 
88
88
88
88
88
88
f1 f2
or
f
~ 






x
x
88
88
88
8
88
88
88
8
f1 f2
(where “ +3 ” denotes a reduction and “
  ” an equation) has a convergence,
respectively, of the form
f1y
∗
 
99
99
99
99
99
99
f2E
∗
~ 






f ′
or
f1oo

//
//
//
//
//
/
//
//
//
//
//
/
f2

f ′2@
∗{   
  
 
f ′
where the new arrow “
 +3 ” indicates either a reduction or an equality in the
indicated direction.
Proposition B.1 ([4]). Suppose (N,R,E), where N is a set of terms, R is a
set of reductions, and E is a set of equations, is a rewriting system. Further-
more, suppose that there is a well-ordered measure on the rewrite arrows such
that the measure of the divergences is strictly greater than the measure of the
convergences. Then the system is confluent modulo equations if and only if it is
locally confluent modulo equations.
B.1 Resolving critical-pairs locally
Due to the number of reduction diagrams which need to be checked we will only
present the rewrites which involve the  or c rules. For the reduction diagrams
involving ⊗ see [4].
As in [4] we will consider a generalized system of rewrites. Let α(g) denote
any of the morphisms
〈x/x | g〉, 〈xi | gi〉i, x(g), (g), or 〈x  y | g〉.
Then f ;(z/z) α(g) +3 α(f ;(z/z) g) may be used to denote respectively
f ;(z/z) 〈x/x | g〉
(4)
+3 〈x/x | f ;(z/z) g〉
f ;(z/z)
〈{xi | gi}i
y1, z,y2 | g
{xj | gj}j
〉
(5)
+3
〈{xi | gi}i
y1, z,y2 | f ;(z/z) g
{xj | gj}j
〉
f ;(z/z)x(g)
(7)
+3 x(f ;(z/z) g)
f ;(z/z)(g)
(8)
+3 (f ;(z/z) g)
f ;(z/z) 〈x  y | g〉
(10)
+3 〈x  y | f ;(z/z) g〉.
Dually, (when the dual is possible; it is not for (5) and (8)) the notation
α(f) ;(z/z) g +3 α(f ;(z/z) g) may be used to denote either of the rewrites (3),
(6), or (9). The permuting conversions may be denoted α(β(f))
  β(α(f))
whenever the typing makes sense.
Reduction diagram 0: 1; 1
(1)
(2)
+3 1 .
Reduction diagram 1: Replace (a) by (7), (8), (10) to get the reduction di-
agrams for (2)-(7), (2)-(8), (2)-(10). The mirror image of the diagram gives
the dual reductions.
1 ;(z/z) α(g)
(2)
x  yy
yy
yy
y (a)
&
EE
EE
EE
E
α(g) α(1 ;(z/z) g)
α((2))
ks
Reduction diagram 2: Replace (a) by any of the permuting conversions (15)
through (30) to get the reduction diagrams for (2)-(15) through (2)-(30).
The mirror image of the diagram gives the dual reductions.
1 ;(z/z) β(α(f))
(2)
x  yy
yy
yy
y  1;(a)

EE
EE
EE
E
β(α(f))

(a) 
EE
EE
EE
EE
1 ;(z/z) α(β(f))
(2)x  yy
yy
yy
y
α(β(f))
Reduction diagram 3: Each row in the table corresponds to the resolution of
the critical pair (a)-(b). The starred numbers represent zero or more appli-
cations of that rewrite.
a b c
3 14 18∗, 19
6 4 17
6 5 20
6 7 22
6 8 23
6 10 24
a b c
6 13 24∗, 25
6 14 24∗, 26
9 4 18
9 5 21
9 8 27
9 10 28
α(f) ;(z/z) β(g)
(a)
v~ vv
vv
vv
vv
v
v
v
v
vv (b)
 (
HH
HH
HH
HH
H
HH
H
H
H
α(f ;(z/z) β(g))
α((b))

β(α(f) ;(z/z) g)
β((a))

α(β(f ;(z/z) g))

(c)
 β(α(f ;(z/z) g))
To obtain the dual rewrite (when there is one) swap the (a) and the (b) and
replace with their dual rewrites.
Reduction diagram 4: Each row in the table corresponds to the resolution of
the critical pair (a)-(c). The starred numbers represent zero or more appli-
cations of that rewrites. The rewrite for (13)-(19) is also of this shape, but
requires special care and is presented separately below.
a b c
7 4 17
7 5 20
7 7 22
7 8 23
7 10 24
7 10 25
7 10 26
7 13 24∗
7 14 24∗
a b c
8 10 27
8 13 27∗
8 14 27∗
10 4 18
10 4∗ 19
10 5 21
10 10 28
10 13 28∗
10 14 28∗
f ;(z/z) β(α(g))
(a)
v~ tt
tt
tt
tt
t
tt
tt
tt
tt
t 


1;(c)



JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
J
β(f ;(z/z) α(g))
β((b))

f ;(z/z) α(β(g))
(b)

α(f ;(z/z) β(g))
α((a))

β(α(f ;(z/z) g))

(c)
 α(β(f ;(z/z) g))
The dual rewrites are obtained by swapping the (a) and (b).
We present the resolution of the critical pair (13)-(19) for a very simplified
term. The general case can be easily seen to follow. We have the following
calculation.
f ;(y1,y2/y) 〈y  x | 〈x/{x1, x2} | g〉〉
(13)
+3 〈y1  x | 〈y2  x | f ;(y1,y2/y) 〈x/{x1, x2} | g〉〉〉
〈(4)〉
+3 〈y1  x | 〈y2  x | 〈x/{x1, x2} | f ;(y1,y2/y) g〉〉〉
 (19)
2  〈x/{x1, x2}|〈y1  x2|〈y1  x1|〈y2  x2|〈y2  x1|f ;(y1,y2/y) g〉〉〉〉〉
 (28)  〈x/{x1, x2}|〈y1  x2|〈y2  x2|〈y1  x1|〈y2  x1|f ;(y1,y2/y) g〉〉〉〉〉
ks
(13)
〈x/{x1, x2} | 〈y1  x2 | 〈y2  x2 | f ;(y1,y2/y) 〈y  x1 | g〉〉〉〉
ks (13) 〈x/{x1, x2} | f ;(y1,y2/y) 〈y  x2 | 〈y  x1 | g〉〉〉
ks (4) f ;(y1,y2/y) 〈x/{x1, x2} | 〈y  x2 | 〈y  x1 | g〉〉〉
Reduction diagram 5: Each row in the table corresponds to the resolution of
the critical pair (12)-(a).
a b
17 4
20 5
22 7
23 8
24 10
25 13
26 14
(f) ;(x/x)x(α(g))
(12)
v~ tt
tt
tt
tt
t
tt
tt
tt
tt
t
1;(a)
 (
JJ
JJ
JJ
JJ
J
JJ
JJ
JJ
f ;(x/x) α(g)
(b)

(f) ;(x/x) α(x(g))
(b)

α(f ;(x/x) g) α((f) ;(x/x)x(g))
α((12))
ks
Reduction diagram 6:
〈x1  x2 | f〉 ;(y1,...,x2,x1,...,yn/z) 〈z  w | g〉
(9)
w vv
vv
vv
vv
vv
vv
vv
vv
v
(13)

55
55
55
55
55
55
55
55
55
5
55
55
55
55
55
55
55
55
55
5
〈x1  x2 | f ;(y1,...,x1,x2,...,yn/z) 〈z  w | g〉〉
(13)

〈y1  w| · · · 〈x2  w|〈x1  w| · · · 〈yn
 w|〈x1  x2|f〉 ;(y1,...,x1,x2,...,yn/z) g〉__
〈(28)〉∗
__
〈x1  x2|〈y1  w| · · · 〈x2  w|〈x1  w|
· · · 〈yn  w|f ;(y1,...,x1,x2,...,yn/z) g〉〉uu
〈(28)〉∗
uu
55
55
55
55
55
55
55
55
55
55
55
55
55
55
55
55
55
55
〈y1  w| · · · 〈x2  w|〈x1  w|〈x1  x2 |
· · · 〈yn  w|f ;(y1,...,x1,x2,...,yn/z) g〉〉66
〈(30)〉66vv
vv
vv
vv
vv
v
〈y1  w| · · · 〈x1  x2|〈x2  w|〈x1  w|
· · · 〈yn  w|f ;(y1,...,x1,x2,...,yn/z) g〉〉
The resolution of (9)-(14) is handled similarly.
Reduction diagram 7: Reduction diagram for the critical pair (10)-(30).
f ;(w/w) 〈y  z | 〈x  z | 〈x  y | g〉〉〉
(10)3
w vv
vv
vv
vv
vv
vv
vv
vv
u
1;(30)
u
55
55
55
55
55
55
55
55
55
5
55
55
55
55
55
55
55
55
55
5
〈y  z | 〈x  z | 〈x  y | f ;(w/w) g〉〉〉
u
(30)
uu
55
55
55
55
55
55
55
55
55
5
55
55
55
55
55
55
55
55
55
5
f ;(w/w) 〈x  y | 〈x  z | 〈y  z | g〉〉〉
(10)3
w vv
vv
vv
vv
vv
vv
v
〈x  y | 〈x  z | 〈y  z | f ;(w/w) g〉〉〉
Reduction diagram 8: We present the resolution of the critical pair (13)-(30)
for a very simplified term. The general case can be easily seen to follow. We
have the following calculation showing the resolution.
f ;(y1,y2/y) 〈y  z | 〈x  z | 〈x  y | g〉〉〉
(13)
+3 〈y1  z | 〈y2  z | f ;(y1,y2/y) 〈x  z | 〈x  y | g〉〉〉
(10)
+3 〈y1  z | 〈y2  z | 〈x  z | f ;(y1,y2/y) 〈x  y | g〉〉〉
(14)
+3 〈y1  z | 〈y2  z | 〈x  z | 〈x  y2 | 〈x  y1 | f ;(y1,y2/y) g〉〉〉〉〉
 (30)  〈y1  z | 〈x  y2 | 〈x  z | 〈y2  z | 〈x  y1 | f ;(y1,y2/y) g〉〉〉〉〉
(10),(9)
+3 〈x  y2 | 〈y1  z | 〈x  z | 〈x  y1 | 〈y2  z | f ;(y1,y2/y) g〉〉〉〉〉
 (30)  〈x  y2 | 〈x  y1 | 〈x  z | 〈y1  z | 〈y2  z | f ;(y1,y2/y) g〉〉〉〉〉
ks
(13)
〈x  y2 | 〈x  y1 | 〈x  z | f ;(y1,y2/y) 〈y  z | g〉〉〉〉
ks (10) 〈x  y2 | 〈x  y1 | f ;(y1,y2/y) 〈x  z | 〈y  z | g〉〉〉〉
ks (14) f ;(y1,y2/y) 〈x  y | 〈x  z | 〈y  z | g〉〉〉
Reduction diagram 9: Reduction diagram for the critical pair (10)-(31). The
arrow labeled with (10)2 means apply the rewrite (10) twice.
f ;(z/z) 〈y   x | 〈x  y | g〉〉
(10)2
y zz
zz
zz
zz
z
1;(31)
%
DD
DD
DD
DD
D
〈y   x | 〈x  y | f ;(z/z) g〉〉
(31)
+3 f ;(z/z) g
Reduction diagram 10: Reduction diagram for the critical pair (14)-(31).
The reduction diagram for the critical pair (13)-(31) is handled similarly.
f ;(x1,...,xn/x) 〈y   x | 〈x  y | g〉〉
(13)
y zz
zz
zz
zz
z
1;(31)
$,Q
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
Q
〈y   xn | · · · 〈y   x1 | f ;(x1,...,xn/x) 〈x  y | g〉 · · ·〉
(14)
%
DD
DD
DD
DD
D
f ;(z/z) g
〈y   xn | · · · 〈y   x1 | 〈x1  y | · · · 〈xn  y | f ;(x1,...,xn/x) g〉 · · ·〉
(31)∗
2:mmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmm
B.2 The measure on the rewriting arrows
To prove that our system is Church-Rosser a measure is needed on the rewriting
arrows. We begin with a measure on the terms. If T is the set of all terms, define
a function Λ : T // bag(N) which takes a term to its bag of cut heights reverse
lexicographically ordered by height of each cut. This means that cuts with the
least height appear first in the bag. These bags are well-ordered under the usual
bag ordering of [11]. As observed above, the cut height of the principal cut will
be reduced (or possibly completely eliminated) under any rewrite. It is also clear
that the height of any cut above the principal cut will remain unchanged and
that the heights of cuts below the principal cut may increase. This then proves:
Lemma B.2. If f1 +3 f2 then ψ(f1) > ψ(f2).
Unfortunately, because of (19), this measure is not invariant under the per-
muting conversions. Nevertheless, the following measure on the rewriting arrows
will suffice.
Let A be the set of rewriting arrows and define Ψ : A // bag(N) as follows:
– If f1
(x)
+3 f2 then Ψ(x) = ψ(f2).
– If f1
 (x)  f2 then Ψ(x)max{ψ(f1), ψ(f2)}.
An examination of the reduction diagrams now confirms that this measure
will decrease when a divergence is replaced with a convergence.We may conclude:
Proposition B.3. B(M ) under the rewrites (1)-(15),(31) is confluent modulo
the equations (15)-(30).
C B(M ) is a multicategory
It must be shown that B(M ) satisfies the three conditions required for a mul-
ticategory: identities, associativity, and the interchange law. We prove each of
these in turn.
The identity derivation on
⊗
iXi is given by 〈x/{xi}i | 〈xi | 1Xi〉i〉, where
the identity maps 1Xi are given by induction on their structure. As a derivation{
1Xi
Xi ⊢ Xi
}
i
{Xi}i ⊢
⊗
iXi⊗
iXi ⊢
⊗
iXi .
The identity derivation on X is given by (x(1X)), where 1X is given by
induction.
Lemma C.1. The identity derivation acts as a neutral element with respect to
cut. That is, given terms x : Γ ⊢f X and x : X ⊢1X X then
f ;(x/x) 1X +3 f,
and similarly, given x : X ⊢1X X and y1 : Γ1, x : X,y2 : Γ2 ⊢g Y , then
1X ;(x/x) g +3 g.
Proof. We will only investigate the case where the identity appears on the left,
i.e., 1X ;(x/x) f . The identity appearing on the right may then be treated dually.
Without loss of generality assume that f is cut free. If f is an atomic map,
then so must be the identity in which case the result certainly holds. Suppose
then that f is of the form 〈y/y | f ′〉, 〈yi | fi〉i, y(f ′), (f ′), or 〈y  z | f ′〉
(we remind the reader that we do not include the c−1 rule as it follows from
the c rule replacing  by  ). In each case the rewrite (4), (5), (7), (8), or (10)
respectively moves the identity onto a smaller term from which the inductive
hypothesis may be applied.
We now move to principal cuts. Similar to above, if f is of the form 〈x  y |
f ′〉 or 〈y  x | f ′〉 the rewrite (13) or (14) respectively will move the identity
onto a smaller term from which the inductive hypothesis may be applied.
Suppose I = {1, . . . , n} and that f = 〈x/{xi}i | f
′〉i. which implies X = x :
(
⊗
i xi : Xi) and 1X = 〈x/{xi}i | 〈xi | 1Xi〉i〉. Then
〈x/{xi}i | 〈xi | 1Xi〉i〉 ;(x/x) 〈x/{xi}i | f
′〉
(3)
+3 〈x/{xi}i | 〈xi | 1Xi〉i ;({xi}i/x) 〈x/{xi}i | f
′〉〉
(11)
+3 〈x/{xi}i | 1X1 ;(x1/x) (· · · (1Xn ;(xn/x) f
′) · · · )〉
which, by applying the inductive hypothesis, gives 〈x/{xi}i | f ′〉 = f .
Finally, suppose that f = (f ′) so that X = X ′ and 1X(x(1X′)). Then
(x(1X′)) ;(x/x)(f
′)
(12)
+3 x(1X′) ;(x/x) f
′
(6)
+3 x(1X′ ;(x/x) f
′)
which, by the inductive hypothesis, is equal to f .
This completes the proof. ⊣
Lemma C.2. Cut is associative. That is, given terms Γ ⊢f X and ∆1, x :
X,∆2 ⊢g Y , and Σ1, y : Y,Σ2 ⊢h Z, then (f ;(x/x) g) ;(y/y) h = f ;(x/x) (g ;(y/y) h).
Proof. The proof is by structural induction on f , g, and h; without loss of
generality assume that they are all cut free.
If g = 1Y then (f ;(x/x) 1Y ) ;(y/y) h = f ;(x/x) hf ;(x/x) (1Y ;(y/y) h). Similarly
if g = 1X , f = 1X , or h = 1Y . Suppose then that g is of the form
〈z/z | g′〉, 〈zi | hi〉i, z(h
′), (h′), or 〈w  z | h′〉,
which we will denote by αz(h
′). In each of the cases the appropriate rewrites
give
(f ;(x/x) g) ;(y/y) h (f ;(x/x) αz(g
′)) ;(y/y) h)
+3 αz(f ;(x/x) g
′) ;(y/y) h
+3 αz((f ;(x/x) g
′) ;(y/y) h)
  αz(f ;(x/x) (g
′ ;(y/y) h)) (by induction)
ks f ;(x/x) αz(g
′ ;(y/y) h)
ks f ;(x/x) (αz(g
′) ;(y/y) h)
f ;(x/x) (g ;(y/y) h)
so that both composites are ∼-equivalent.
An almost identical argument proves the case for f = αz(f
′) or h = αz(h
′).
Therefore it is left only to consider principal cuts of the form
〈x/x | g′〉, 〈zi | gi〉, x(g
′), or (g′).
Duality then fills in the remaining cases.
We will explicitly prove the case for g = x(g
′). The others are similar.
Since we are only considering principal cuts this means that f must be (f ′).
Therefore
(f ;(x/x) g) ;(y/y) h ((f) ;(x/x)x(g
′)) ;(y/y) h)
(12)
+3 (f ′ ;(x/x) g
′) ;(y/y) h
  f ′ ;(x/x) (g
′ ;(y/y) h) (by induction)
ks(12) (f ′) ;(x/x)x(g
′ ;(y/y) h)
ks (6) (f ′) ;(x/x) (x(g
′) ;(y/y) h)
f ;(x/x) (g ;(y/y) h)
This takes case of the non-atomic cases. If f , g, and h are atomic then as
atomic composition occurs in the multicategory M it is associative. If some of
f , g, and h are non-atomic, then it must fall into one of the cases above.
This completes the proof that cut is associative. ⊣
Lemma C.3. Cut satisfies the interchange law. That is, given terms Γ ⊢f X
and ∆ ⊢g Y , and Σ1, x : X,Σ2, y : Y,Σ3 ⊢h Z, then f ;(x/x) (g ;(y/y) h) =
g ;(y/y) (f ;(x/x) h).
We do not explicitly prove that cut satisfies the interchange law and only
note that it is a very similar proof to that of associativity.
The above three lemmas then give:
Proposition C.4. B(M ) is a multicategory.
