An error bound for a quasilinear elliptic boundary value problem (including the case of nonlinear differential boundary conditions) is obtained as a positively weighted sum of the absolute defects of the operator equations. Once an approximate solution is computed, using linear programming, by minimizing this error bound over a discrete grid, a correcponding realistic error bound over the whole domain of definition can also be obtained by solving an associated linear program.
INTRODUCTION
This paper is concerned with the numerical determination of approximate solutions and error bounds by linear programming for the following quasilinear elliptic boundary value problem: where (This is the inside sphere property. See Friedman [7, p. 55] .) r~ ~ C~ j ----0, 1, 2. In Section 2 some preliminary material is given. In Section 3, an error bound for a given approximate solution to the problem Q(gj) is derived, making use of the 
L2 -~ --(a(x, y)(O2/Ox2) + b(x, y)(O2/Ox Oy) + c(x, y)(32/3y2)) and a(OZ/Ox 2) + b(O2/Ox Oy)+ c(O2/~y 2) is
The following lemma is obvious. Notation. We say [(Lj + gj, Rj),j = 1,2; (I, Ro) ] is inverse-positive, where I is an identity operator.
An important feature of an inverse-positive problem is that it can have at most one solution.
The elliptic problem Q(gj) is not always inverse-positive. For the linear case, where gj(x,y,u)-ukj(x,y), j= 1, 2, the following conditionally inverse-positive property, as a consequence of the maximum principle of Hopf [8] and a theorem by Oleinik [9] , is stated in Protter and Weinberger [10 there exists a solution tz to the following system of differential inequalities.
Then, there exists exactly one solution u E V(R) of Q(gj) such that Hence, follows from Lemma 2, with k~-replaced by ~/, that (3.6) is inverse-positive. Now, let u be a solution of Q(gs).
On the boundary segment R o , (3.1) implies
Hence, by (3.6), (3.8) and (3.9) we get v+p>ju on R.
Similarly, we have
But then (2.1) implies that u is also a solution of Q(&). 
CONSTRAINED MINIMIZATION PROBLEM
In this section, we derive from the error bound formula (3.5) of the last section a constrained minimization problem. In solving this problem by some numerical techniques and linear programming method, we can obtain an approximate solution and the corresponding error bound for the problem Q(gj).
Notations
For a given function v ~', define
Gj k == vkqj ~ --g~(v ~) -:-rj.

Constrained minimization problem
Suppose Q(g~) satisfies the Assumptions (1) and (2) of Theorem 3. Given suitable initial approximation v ~ and constants ~0,/2o and rio, j == I, 2, the kth cycle of the following iterative process starts with known v ~-1, s r fik-x and r~-l:
Step 1. (4.1)
Step 2. For j = 1, 2, evaluate (1) By (4.1) we see that the approximate solutions v k are obtained by minimizing a positively weighted sum of the absolute defects of the linearized differential equations and the identity boundary equation. Also, by its structure, the error bound p is a monotonic decreasing function of each of the quantities A s and t~(x, y). A~. (see (4.2)) are absolute defects of the operator equations, t~(x, y) (see (4.5) ) is obtained by minimizing an upper bound. Hence, we may say that the approximate solution is obtained by minimizing its error bound in certain sense.
A similar error bound, which depends on the maximum of the absolute defects instead of a sum of them, can also be derived. But it can be shown that the error bound discussed in this paper is more realistic. See Cheung [4] .
(2) Suppose, instead of the local Lipschitz condition (2.4), g~ satisfies a global Lipschitz condition, i.e., there exists a bounded function kj, independent of u, such that 
gj(v O-gj(v~) ~(vl--%)ks
Let D 3-and Dj* be two discretizations of the region R~-, where Dj* has finer grid sizes than Dj (Fig. 2) . Step 1 where D* = Do* u DI* k) Dz*.
Choice of Initial Values for the Parameters r no, rio and Approximation v ~
By Theorem 4, we see that the initial ~o should overestimate the error of the initial approximation v ~ Usually if .~0 is large enough we should have r >~ ~1, and, hence, an error bound is obtained at a single cycle. However, difficulty may arise that if r is too large, (6.2) may have no feasible solution.
Without better values, we may set /2 ~ = 1, p)O:==0, j= 1,2 and v~ (or 1) and ~0 = 1.
Choice of the Parameters e i , j = O, 1, 2
In (6.2), we add the positive quantities E~ to the right sides. If the density of discretization is fine enough and the differential operators satisfy some Lipschitz conditions, it can be shown (for detail, see Cheung [4] ) that a solution/~ = Y. fli~i of the discretized problem (6.2) also satisfies the inequalities (4.5) over the whole region. Therefore, the error bound is valid over R instead of over D* only.
CHEUNG
Criterion for Terminating the lterative Process
The iterative process may stop whenever s ek ~ s ek-x. However, in practice this is usually satisfied at the first cycle. To obtain better accuracy, we may use the following criterion: Since ,~ and 8~ k are quantities obtained during the iterative process, only little additional computation is required.
Linear Programming Formulation
It is easy to show that both (6.1) and (6. (i) If (6.5) has an optimal solution z* with optimal basis B, then 7r* = --w* --(B') -1 z* is an optimal solution to (6.3). In some computer linear programming codes, ~r* is one of the output data. Hence, we can directly obtain an optimal solution to (6.3) by solving (6.5).
(ii) If (6.5) has an infinite (negative) solution, (6.3) has no feasible solution.
This fact can be used to test the inverse-positive property of the given problem Q(g~).
Sizes of the Linear Programs
For the linear program (6.1), the dimension of the matrix A is (m + 3) • 2n, where m is the number of basis functions {4'i}~=x and n is the total number of grid points over the three meshes Dj, j == 0, 1, 2.
For the linear program (6.2), the dimension of A is (m + 1) • (3n --no), where n o is the number of grid points on D O .
EXTENSION AND NUMERICAL RESULTS
Extension
Throughout our previous discussions, it was assumed that there is only one boundary differential operator. In fact we can consider the more general case where there are (J -1) of them. Let the interior elliptic operator be defined over a bounded simply-connected open domain Rj. Then, by similar argument, we have the error bound 
Discretization method
The iterative linear programs (6.1) and (6. Each entry in Table I is the coefficient of a basis function which is the product of the corresponding functions at the top row and on the leftmost column. Table II shows the values of the approximate solution, the actual error and error bound at some points distributed fairly uniformly over the whole region. Figure 3 shows the errors along 4 horizontal lines at equal distance. The error curve for y = 0 oscillates as expected for uniform approximation to boundary data. This is not true for the other 3 curves since we only minimize the absolute defects of the differential equations there.
APPENDIX
Monovariate Splines
In the following we consider the space of spline functions of degree m with n + 1 knots in terms of the basic splines defined by ~x m if x > 0, (x)+"= 10 if x~<0,
