Abstract. We discuss the local dynamics of a subgroup of Diff (C 2 , 0) possessing locally discrete orbits as well as the structure of the recurrent set for more general groups. It is proved, in particular, that a subgroup of Diff (C 2 , 0) possessing locally discrete orbits must be virtually solvable. These results are of considerable interest in problems concerning integrable systems.
Introduction
This paper is devoted to establishing some general theorems about the dynamics of (virtually) non-solvable subgroups of Diff (C 2 , 0) . Whereas motivations for these results arise from a few different sources, problems concerned with integrable systems and with Morales-Ramis-Simó differentiable "Galois theory" are very directly related to our main results, [Mo-R] , [MRS] . After stating these results, a general discussion involving their motivations and applications with be conducted in perspective with some previous results.
Recall that a group is said to be virtually solvable if it contains a (normal) solvable subgroup of finite index, i.e. if the group is a finite extension of a solvable group. Now consider finitely many local diffeomorphisms f 1 , . . . , f k inducing elements of Diff (C 2 , 0) . Denote by G U the pseudogroup generated by f 1 , . . . , f k on some chosen neighborhood U of (0, 0) ∈ C 2 , see Section 2.1 for details. At the level of germs, the subgroup of Diff (C 2 , 0) generated by f 1 , . . . , f k is going to be denoted by G. When no misunderstood is possible, we shall allow ourselves to identify G U and G. With this identification, G is said to have locally discrete orbits (resp. finite orbits), if there is a sufficiently small neighborhood U of (0, 0) where G U has locally discrete orbits (resp. finite orbits). The reader is referred to Section 2.1 for accurate definitions. With this terminology, our first main result reads: Theorem A. Suppose that G is a finitely generated subgroup of Diff (C 2 , 0) with locally discrete orbits. Then G is virtually solvable.
The notion of recurrent points allows us to accurately state Theorem A. Given U and G U as above, a point p ∈ U is said to be recurrent if there exists a sequence {g n } of elements in G U such that g n (p) → p, with g n (p) = p for every n. In this definition, it is implicitly assumed that p belongs to the domain of definition of g n when g n is viewed as an element of the pseudogroup G U . A recurrent point does not have locally finite orbits and, conversely, a point whose orbit is not locally finite must be recurrent. Thus, Theorem A can be rephrased by saying that there are always recurrent points for a non-virtually solvable group G ⊂ Diff (C 2 , 0). The size of the set formed by these recurrent points may, however, be relatively small as it may coincide with a Cantor set (this is very much similar to the case of a Kleinian group having a Cantor set as its limit set, cf. Section 4). To obtain a general result about the size of recurrent points, we are led to consider the normal subgroup Diff 1 (C 2 , 0) of Diff (C 2 , 0) consisting of those local diffeomorphisms tangent to the identity. When G happens to be a (pseudo-) subgroup of Diff 1 (C 2 , 0), the following stronger result holds: Theorem B. Let G ⊂ Diff 1 (C 2 , 0) be non-solvable and denote by Ω (G) the set of points that fail to be recurrent for G. Then there is a neighborhood U such that Ω(G) ∩ U is contained in a countable union of proper analytic subsets of U (in particular Ω(G) ∩ U has null Lebesgue measure). Remark. In the above statement the reader will note that the group of germs at (0, 0) ∈ C 2 naturally associated to G is only assumed to be non-solvable as opposed to non-virtuallysolvable. Also it is easy to prove that for a group G generated by a random choice of n ≥ 2 elements in Diff 1 (C 2 , 0), the resulting set Ω (G) is reduced to the origin of C 2 , cf. Remark 3.2.
On a different note, we know of no example of non-solvable group G ⊂ Diff 1 (C 2 , 0) for which Ω(G) is not contained in a proper analytic set. It would be nice to know whether this stronger statement is always verified.
Concerning the above theorems, it may be observed that suitable versions of them are likely to hold in arbitrary dimensions. Yet, we have not tried to work out any of these generalizations. This choice was made partly because the two-dimensional setting is already full of new phenomena and partly due to the fact that some of the corresponding proofs are fairly involved. Yet, a careful reading of our arguments, would indicate that more typical arguments of complex dimension two were used only at a few points which, in turn, supplies solid evidence towards the existence of suitable arbitrary dimensional versions of the mentioned results.
We can now go back to the beginning of this Introduction and discuss the motivations for the above statements. Whereas the most important motivations can be ascribed to several "Galois theories" and to integrability problems, cf. below, we may begin by observing that very little of general is known about the dynamics of "large" (e.g. non-solvable) subgroups of Diff (C n , 0) when n ≥ 2. In this sense, the above results stand among the first ones in this direction. The situation contrasts with the case of the local dynamics associated to subgroups of Diff (C, 0) and a brief review of the corresponding main results in the one-dimensional setting may be a good starting point for us. In fact, whereas the local dynamics of subgroups of Diff (C, 0) still holds some subtle open problems, it can be regarded as "well-understood" since much information on them is available in the literature, see [Sh] , [Na] , , [EISV] , [Y] . The picture changes drastically when n ≥ 2 as many new phenomena emerge to provide a far more intricate problem. Indeed, when n ≥ 2, there is a significant body of theory developed in the case of the dynamics associated to a "parabolic germ", cf. [Ec] , [H] , [Ab] , [A-R] . For non-solvable groups, the results of [L-R] provide satisfactory answers for for non-discrete groups containing a hyperbolic contraction. These conditions, however, are not always satisfied in the cases of interest.
Along the lines of the above paragraph, a first motivation for this work can broadly be described as the beginning of a systematic study of the dynamics associated to "large" subgroups of Diff (C 2 , 0), where by "large" we typically mean "non-solvable". Naturally, when considering these groups, we might be tempted to parallel the theory of Shcherbakov-Nakai vector fields applicable to non-solvable subgroups of Diff (C, 0) . Although their theory remains an important guiding principle for our investigations, the very existence of free discrete subgroups of Diff (C 2 , 0) is enough to ensure that Shcherbakov-Nakai theory cannot be extended to subgroups of Diff (C 2 , 0) without additional assumptions, cf. Section 4 for details and accurate definitions. In this direction, whereas our recurrence statements constitute a less powerful tool than vector fields "approximating the dynamics of the group", they have the advantage of holding for arbitrary non virtually solvable subgroups of Diff (C 2 , 0) and, in fact, they constitute the first general result concerning the dynamics of these groups. In addition, as far as general non-virtually-solvable subgroups of Diff (C 2 , 0) are concerned, Theorem A is probably not far from sharp. It is also worth to pointing out that in a number of, by now, standard applications of Shcherbakov-Nakai theory, only the recurrent character of the dynamics is needed so that the Theorem A suffices to derive important conclusions. As an outstanding example of these situations, we mention the work of Camacho and Scardua on the "Analytic limit set problem", see [Ca] , [C-S] : the remarkable conclusion that the holonomy group of the limit set in question must be solvable requires only the fact that the dynamics of a non-solvable subgroup of Diff (C, 0) has recurrent points. Thus, Theorem A is strong enough to yield the analogous conclusion for suitable higher dimensional versions of the problem in question.
The second and more important motivation for the previously stated results, however, comes from a few fundamental questions concerning the "integrable character" of certain systems (vector fields). Most of this goes along the connection between integrable systems and Galois differential theories in the spirit of [Mo-R] , [MRS] . Yet, the first motivation for our work stemming from "integrable systems" can be traced back to a classical theorem due to Mattei and Moussu [M-M] asserting that, in dimension 2, the existence of holomorphic first integrals for (local) holomorphic foliations can be read off the topological dynamics associated to the singular point. It was recently shown in [P-R] that, strictly speaking, this remarkable phenomenon no longer holds in higher dimension and some additional curious examples were provided in . These examples made it clear that a fundamental question in this problem is to decide which, if any, kind of "integrable character" can be associated to a finitely generated subgroup G of Diff (C 2 , 0) possessing finite orbits (or more generally locally finite orbits so as to allow more general types of first integrals). Indeed, the cornerstone of Mattei-Moussu's argument [M-M] is the fact that a subgroup G of Diff (C, 0) all of whose orbits are finite must be finite itself: a result no longer valid in dimension 2, cf. . Naturally finite groups always admit nonconstant first integrals for their actions which leads to the existence of first integrals for the initial foliation.
From the point of view of differentiable Galois theories, or from the point of view of MoralesRamis-Simó theory, solvable groups are associated with integrable systems where "integrability" should be understood in a type of "quadrature sense" slightly more general than the standard context of Arnold-Liouville theorem. In this sense, Theorem A provides a fully satisfactory answer to the preceding question, namely the integrable character associated with a subgroup of Diff (C 2 , 0) possessing locally finite orbits lies in the fact that this group must be virtually solvable.
We are finally able to explain other aspects of Morales-Ramis-Simó theory [MRS] that have provided us with extra motivation for the present work. Inasmuch Galois differentiable theories are highly developed in the linear case, and they allow us to decide whether or not a given equation is solvable by "quadratures", a far more general non-integrability criterion applicable to genuinely non-linear situations is summarized by Morales-Ramis-Simó theorem [MRS] . This theorem asserts that the Galois group associated to the k th -variational equation arising from a periodic solution must be virtually solvable (actually virtually abelian) provided that the system is integrable in the sense of Arnold-Liouville. This context is somehow very close to our Theorems A and B and this issue deserves further comments.
The first main difference between the two sets of results lies in the groups considered: both Morales-Ramis and Morales-Ramis-Simó theories focus on "Galois groups" which may be larger than the more commonly used "holonomy groups", primarily concerned by the results in this work. In this sense, the theories in [Mo-R] , [MRS] are more complete in that they have a "better chance" at detecting non-integrable behavior. On the other hand, the advantage of our direct analysis of the holonomy group is the possibility of providing further information on the actual dynamics of several non-integrable systems. As a matter of fact, when the mentioned group is not (virtually) solvable, then our results allow us to derive non-trivial conclusions concerning the dynamics of the (necessarily non-integrable) system in question.
two elements "very close to the identity" will converge to the identity, cf. Section 3 (this explains the assumption on "closeness to the identity" made in Ghys's recurrence theorem mentioned above). From this point, our general argument will allow us to connect "discrete subgroup of Diff (C 2 , 0)" with Kleinian groups in an accurate sense. Then, by relying on basic facts from Kleinian group theory combined to equally basic results on stable manifold theory of hyperbolic fixed point, we shall manage to establish Theorem A in the case of discrete groups. The complementary case of non-discrete groups can then be handled by resorting to the argument on "convergence of iterated commutators close to the identity" as in [Gh] .
The proof that a pseudo-solvable subgroup of Diff (C 2 , 0) must be solvable (Theorem 2.4) is, however, the main technical difficulty in the paper. This is not really a surprise since the algebraic complexity of subgroups of Diff (C 2 , 0) is known to be much greater than the corresponding one-dimensional case of subgroups of Diff (C, 0) (see for example [Ec] ). The fact that Ghys result on pseudo-solvable subgroups of Diff (C, 0) can be established in an easier way is related to the fact that "commutation relations" in Diff (C, 0) are very restrictive. Evidence for this issue arises, for example, from the fact that the structure of solvable subgroups of Diff (C, 0) has been well-known for over two decades (see , [C-M] , [EISV] ) while there is relatively little literature in the higher dimensional cases (see in any event [Ec] and the recent paper [M-Ri] ). Simple basic issues such as the possible existence of non-constant first integrals and the presence of higher rank abelian groups, which have no one-dimensional analogue, add significantly to the algebraic complication of the general picture.
A comment is needed in order to related our discussion with the recent work of Martelo and Ribon in [M-Ri] . These authors have provided a more systematic treatment of solvable subgroups of Diff (C n , 0) (and in particular of Diff (C 2 , 0)). Somehow the main result of [M-Ri] is the construction of a solvable "Lie algebra" of formal vector fields naturally associated to every solvable subgroup of Diff (C 2 , 0) (in fact, their construction applies to every solvable group of formal diffeomorphisms). This formal Lie algebra, however, need not have finite dimension even if the corresponding group is finitely generated. In particular, it does not directly yield "normal forms" for the initial groups. In other words, though interesting results on the abstract Lie algebra of solvable groups are derived in [M-Ri] , their discussion falls short of "classifying their representations" in the space of (formal) vector fields about (0, 0) ∈ C 2 . Besides, to adequately deal with pseudo-solvable groups, we need to work with groups that, in principle, are not solvable. In particular, a number of "functional equations" have to be solved in terms of formal series. These aspects of the problem prevent us from making a more important use of the results in [M-Ri] in the course of our discussion. As a result our treatment of "pseudo-solvable groups" of Diff (C 2 , 0) is rather long, whereas it has the advantage of being very detailed: we obtain a detailed formal classification of solvable subgroups of Diff (C 2 , 0) along with a number of interesting corollaries (for example, the Lie algebra of a solvable subgroup G ⊂ Diff (C 2 , 0) is finite-dimensional if and only if the group is nilpotent). This material is definitely new in the literature and it interesting in its own right. It may also be worth mentioning that our approach differs from the one followed in [M-Ri] which is based on algebraic groups and Krull topology whereas we make a systematic use of Campbell-Hausdorff type formulas. This brings our discussion closer to material that can be found in Ecalle's monograph [Ec] . Finally, as briefly indicated in Section 2.3, our method may be expanded to recover the main results in [M-Ri] .
Let us close this Introduction with an outline of the structure of the paper. Section 2 contains background material and is divided in three paragraphs. The first one contains several pertinent definitions including the statement of Theorem 2.4 claiming, in particular, that a "pseudo-solvable subgroup" of Diff (C 2 , 0) is solvable. This theorem is the main technical result which cannot be avoided in the proof of Theorems A and B as well as in the description of "discrete" and of "non-discrete" subgroups of Diff (C 2 , 0). Its proof takes up most of this paper. Yet, in the course of the discussion, some interesting related results will be established as well. The latter includes the formal description of solvable subgroups of Diff (C 2 , 0) and the characterization of nilpotent subgroups as those solvable groups whose associated "Lie algebra" is finite dimensional.
The reader willing to take for grant the statement of Theorem 2.4 can then move directly to Section 3, which contains the proofs of Theorems A and B, and then to Section 4 with some further examples and explanations. The second paragraph in Section 2 contains a brief review of some well-known facts including the "exponential" of formal vector fields and the Campbell-Hausdorff formula. Finally the third paragraph is a brief review of the material in [M-Ri] .
Starting in Section 5, the rest of the paper is devoted to the proof of Theorem 2.4 along with the above mentioned related results. Acknowledgments. The first author wishes to thank M. Garakani for discussions concerning algebraic properties of subgroups of Diff (C n , 0). Part of this work was conducted during a visit of the authors to IMPA and we would like to thank the CNPq-Brazil for partial financial support. The second author was partially supported by FCT through CMUP. Finally, both authors were also supported by project EXPL/MAT-CAL/1575/2013.
Basic notions
Throughout this work Diff (C 2 , 0) stands for the group of germs of holomorphic diffeomorphisms fixing (0, 0) ∈ C 2 whereas Diff 1 (C 2 , 0) denotes its normal subgroup consisting of diffeomorphisms tangent to the identity. The group Diff(C 2 , 0) denotes the group of formal diffeomorphisms of (C 2 , 0) whereas Diff 1 (C 2 , 0) is the formal counterpart of Diff 1 (C 2 , 0) i.e., it is constituted by formal diffeomorphisms tangent to the identity. Similarly, by G we shall always denote a finitely generated subgroup of one of the groups Diff (C 2 , 0), Diff 1 (C 2 , 0) or Diff 1 (C 2 , 0).
To make accurate our discussion, it is convenient to begin with a few standard definitions. First, let C[[x, y] ] denote the space of formal series in the variables x, y. Similarly C((x, y)) will stand for the field of fractions (or field of quotients) of C [[x, y] ]. An element F ∈ Diff(C 2 , 0) consists of a pair of formal series (F 1 (x, y), F 2 (x, y)), F 1 (x, y), F 2 (x, y) ∈ C [[x, y] ], satisfying the following condition: setting F 1 (x, y) = a 1 x+a 2 y+h.o.t. and F 2 (x, y) = b 1 x+b 2 y+h.o.t., the 2×2 matrix whose entries are the coefficients a 1 , a 2 , b 1 , b 2 is invertible. The formal diffeomorphism F is said to belong to Diff 1 (C 2 , 0) when this matrix happens to coincide with the identity.
2.1. Pseudogroups and additional terminology. Assume that G is actually a subgroup of Diff (C 2 , 0) generated by the elements h 1 , . . . , h k . A natural way to make sense of the local dynamics of G consists of choosing representatives for h 1 , . . . , h k as local diffeomorphisms fixing (0, 0) ∈ C 2 . These representatives are still denoted by h 1 , . . . , h k and, once this choice is made, G itself can be identified to the pseudogroup generated by these local diffeomorphisms on a (sufficiently small) neighborhood of the origin. It is then convenient to begin by briefly recalling the notion of pseudogroup. For this, consider a small neighborhood V of the origin where the local diffeomorphisms h 1 , . . . , h k , along with their inverses h −1 1 , . . . , h −1 k , are all defined and one-to-one. The pseudogroup generated by h 1 , . . . , h k (or rather by h 1 , . . . , h k , h −1 1 , . . . , h −1 k if there is any risk of confusion) on V is defined as follows. Every element of G has the form F = F s • . . . • F 1 where each F i , i ∈ {1, . . . , s}, belongs to the set {h ±1 i , i = 1, . . . , k}. The element F ∈ G should be regarded as an one-to-one holomorphic map defined on a subset of V .
Indeed, the domain of definition of F = F s • . . . • F 1 , as an element of the pseudogroup, consists of those points x ∈ V such that for every 1 ≤ l < s the point F l • . . . • F 1 (x) belongs to V . Since the origin is fixed by the diffeomorphisms h 1 , . . . , h k , it follows that every element F in this pseudogroup possesses a non-empty open domain of definition. This domain of definition may however be disconnected. Whenever no misunderstanding is possible, the pseudogroup defined above will also be denoted by G and we are allowed to shift back and forward from G viewed as pseudogroup or as group of germs.
Let us continue with some definitions that will be useful throughout the text. Suppose we are given local holomorphic diffeomorphisms h 1 , . . . , h k , h
k fixing the origin of C n . Let V be a neighborhood of the origin where all these local diffeomorphisms are defined and one-to-one. From now on, G will be identified to the corresponding pseudogroup on V . Given an element h ∈ G, the domain of definition of h (as element of G) will be denoted by Dom V (h).
V is the set of points in V obtained from p by taking its image through every element of G whose domain of definition (as element of G) contains p. In other words,
Fixed h ∈ G, the V h -orbit of p can be defined as the V <h> -orbit of p, where < h > denotes the subgroup of Diff (C n , 0) generated by h.
We can now define "pseudogroups with finite orbits" and "pseudogroups with locally discrete orbits (or, equivalently, locally finite orbits)". Note that neighborhoods of the origin in C n are always sufficiently small to ensure that h 1 , . . . , h k , h
Definition 2.2. A pseudogroup G ⊆ Diff (C 2 , 0) is said to have finite orbits if there exists a sufficiently small open neighborhood V of 0 ∈ C n such that the set O G V (p) is finite for every p ∈ V . Analogously, h ∈ G is said to have finite orbits if the pseudogroup h generated by h has finite orbits.
Similarly, a pseudogroup is said to have locally discrete orbits (or equivalently locally finite orbits) if there is V small as above such that for every p ∈ V and for every point q ∈ O G V (p), there exists a neighborhood W ⊂ C n of q such that W ∩ O G V (p) = {q}. Finally a point p ∈ V is said to have recurrent orbit if its orbit is not locally discrete.
Let us now remind the reader the definition of solvable group. Let G be a given group and denote by D 1 G its first derived subgroup, namely the subgroup generated by all elements of the
The group G is said to be solvable if the groups D j G become reduced to {id} for sufficiently large j ∈ N. The smallest r ∈ N * for which D r G = {id} is called the derived length of G. Equivalently the group G is also said to be step r solvable. Thus, an abelian group is step 1 solvable.
Step 2 solvable groups are also called metabelian groups.
Since this will be needed later, we may also provide the definition of a solvable Lie algebra. Let then g denote a Lie algebra. The first derived algebra D 1 g of g is defined as the Lie algebra generated by the elements [X, Y ] where X, Y ∈ g. The j th -derived algebra D j g is inductively defined by setting D j g = D 1 (D j−1 g). Naturally g is said to be solvable if D j g is reduced to zero for sufficiently large j ∈ N. Again the derived length of a Lie algebra is defined as the smallest positive r ∈ N * for which D k g = {0}.
Closely related to solvable groups is the notion of nilpotent groups. In this case, we consider
inductively defined by letting C j G to be the group generated by all elements of the form [a, b] where a ∈ G and b ∈ C j−1 G. A group G is said to be step r nilpotent if r is the smallest integer for which C r G = {id}. We leave to the reader to adapt this definition to Lie algebras. It is now convenient to recall the definition of pseudo-solvable groups as formulated in [Gh] .
Definition 2.3. Let G be a group and consider a given finite generating set S for G. To the generating set S, a sequence of sets S(j) ⊆ G is associated as follows: S(0) = S and S(j + 1) is the set whose elements are the commutators written under the form [F ±1 1 , F
±1 2 ] where F 1 ∈ S(j) and F 2 ∈ S(j) ∪ S(j − 1) (F 2 ∈ S(0) if j = 0). The group G is said to be pseudo-solvable if it admits a (finite) generating set S as above such that the sequence S(j) becomes reduced to the identity for j large enough.
As already mentioned, a large part of this paper is devoted to the following
The discussion revolving around the proof of Theorem 2.4 is of algebraic nature and the corresponding results are of interest in their own right. In dimension 1, the analogous result is established in [Gh] and the argument employed there suggests a natural strategy to handle other situations. However, once we try to implement this strategy for, say, subgroups of Diff 1 (C 2 , 0), several new difficulties are quickly encountered: these involve, in particular, the existence of non-constant first integrals and the existence of rank 2 abelian groups. Clearly neither of these phenomena has an one-dimensional analogue which makes the one-dimensional case a lot simpler. Another point concerning the above mentioned Ghys's strategy is that it naturally requires some previous knowledge of the structure of solvable subgroups from Diff 1 (C 2 , 0) or from Diff 1 (C 2 , 0). In dimension one, the structure of these groups is highly developed (see for example [Na] , [EISV] , [C-M] and ) and the corresponding information comes in hand when implementing Ghys's strategy. Similar material however is not available for subgroups of Diff 1 (C 2 , 0) (or more generally of Diff 1 (C n , 0)). Indeed, only recently, Martelo and Ribon [M-Ri] worked out a number of algebraic properties of solvable groups of (formal) diffeomorphisms of (C n , 0). The work of these authors consists of associating a natural Lie algebra to a group of formal diffeomorphisms of (C n , 0) and use it to compute the maximal derived length of a solvable subgroup, cf. [M-Ri] where the reader will also find variants and sharp results concerning nilpotent groups and so on (a summary of their main construction is provided in Section 2.3). By virtue of this, there is some minor overlap between the work in [M-Ri] and the discussion leading to the proof of Theorem 2.4. This overlap deserves a few comments to explain why our discussion can hardly be made shorter without sacrificing clarity. First note that, by following the ideas in [M-Ri] , it would be natural to associate a "pseudo-solvable Lie algebra" to a pseudo-solvable group. Whereas natural candidates for this definition of "pseudosolvable Lie algebra" can easily be guessed, the existence of a natural correspondence between subgroups of Diff 1 (C 2 , 0) and their Lie algebras in a "pseudo-solvable" context is not apparent from the discussion in [M-Ri] . This contrasts with the case of nilpotent and solvable subgroups of Diff 1 (C 2 , 0) where the correspondence can easily be established by algebraic considerations. As already indicated, in the course of our discussion, all these difficulties will be lifted by a systematic use of Campbell-Hausdorff type formulas. We believe this point of view to be closer to some formal computations made by Ecalle in [Ec] . Similarly, whereas it might be interesting to revisit the material in [M-Ri] in light of our approach, this will not be done in this paper for reasons related to space.
Regardless of the possibility of translating problems about subgroup of Diff 1 (C 2 , 0) into problems about Lie algebras of formal vector fields, the information provided by [M-Ri] still falls short from the needs of our discussion. This is due to the fact that the main results in the mentioned paper have to do with the algebraic structure of nilpotent/solvable Lie algebra rather than with a classification of nilpotent/solvable Lie sub-algebras in the space of formal vector fields X about (0, 0) ∈ C 2 . In other words, the theory of representations of these Lie algebras in X is not worked out and, in particular, a "same" Lie algebra can in principle have "several" different representations in X. Ultimately it is the understanding of these representations that is required to supply the proof of Theorem 2.4. We shall then be led to elaborate a detailed classification of solvable subgroups of Diff 1 (C 2 , 0), including the description of normalizers for various similar groups which definitely lie beyond the scope of [M-Ri] since, a priori, these normalizers are not known to be solvable groups themselves. In this sense, whereas we only work in dimension 2, some of our results can be viewed as extensions of the material presented in [M-Ri] .
Going back to Theorem 2.4, the very definition of pseudo-solvable groups suggests a natural strategy to try to ensure that a given pseudo-solvable group is actually solvable. This goes as follows. Consider a pseudo-solvable group G along with a finite generating set S = S(0) leading to a sequence of sets S(j) that degenerates into {id} for large enough j ∈ N. Denote by G(j) (resp. G(j, j − 1)) the subgroup generated by S(j) (resp. S(j) ∪ S(j − 1)). Let k be the largest integer for which S(k) is not reduced to the identity. It then follows that G(k) is abelian. Similarly the group G(k, k − 1) is solvable. In particular, the smallest integer m for which G(m, m − 1) is solvable can be considered. Furthermore, if m = 1 then the initial group G is solvable and hence there is nothing else to be proved. Suppose then that m ≥ 2 and note that every element F in S(m − 2) satisfies the condition
To derive a contradiction with the fact that m ≥ 2 (so that G is not solvable), we only need to show that G(m − 1, m − 2) must be solvable as well. In other words, we need to show that the group generated by G(m, m − 1) ∪ S(m − 2) is still solvable. To establish this statement, we are however allowed to exploit the assumption that the elements F of S(m − 2) satisfy the condition expressed in Equation (1) where G(m) and G(m, m − 1) are both solvable groups with G(m) ⊂ G(m, m − 1) and G(m) not reduced to {id}. Thus we shall naturally be led to investigate the structure of the solutions "F " of the functional relation expressed by (1). Besides, and inasmuch we shall apply Theorem 2.4 only to subgroups of Diff 1 (C 2 , 0), the issue about convergence of power series will play no role in the course of the discussion. This explains why Theorem 2.4 is stated for formal subgroups of Diff 1 (C 2 , 0).
In the present case both G(m) and G(m, m − 1) are subgroups of Diff 1 (C 2 , 0) and this makes clear why the implementation of the above mentioned strategy requires detailed information on solvable subgroups of Diff 1 (C 2 , 0). At this point, we shall have occasion to take advantage of the results established in [M-Ri] , though our analysis will require a more comprehensive description of the groups in question. We shall return to these points in Paragraph 2.3.
2.2. Some formal computations. Here some basic statements concerning formal diffeomorphisms in Diff 1 (C 2 , 0) and formal vector fields will quickly be reviewed as a preparation for more elaborate arguments. To begin with, consider again the set X of formal vector fields at (C 2 , 0). In accurate terms, an element (formal vector field) in X has the form a(x, y)∂/∂x + b(x, y)∂/∂y where a, b ∈ C [[x, y] ]. The space of formal vector fields whose first jet at the origin vanishes is going to be denoted by X 2 . Formal vector fields as above act as derivations on C[[x, y] ] by means of the formula X * f = df.X ∈ C [[x, y] ], where f ∈ C [[x, y] ] and X ∈ X. This action can naturally be iterated so that (X) k * f is inductively defined by
By way of definition, we also have (X) 0
. Next, let t ∈ C and X ∈ X be fixed. The exponential of X at time-t, exp(tX), can be defined as the operator from C [[x, y] ] to itself given by
Naturally exp(0.X) is the identity operator and exp(t 1 X) • exp(t 2 X) = exp((t 1 + t 2 )X).
Recall that the order of a function (or vector field) at the origin is the degree of its first nonzero homogeneous component. Suppose then that X ∈ X 2 so that X = a(x, y)∂/∂x+b(x, y)∂/∂y where the orders of both a, b at (0, 0) ∈ C 2 are at least 2. It then follows that the order of X * h is strictly greater than the order of h itself. In particular, for h = x, we conclude that (3) exp(tX)(x) = x + t.a(x, y) + · · · and exp(tX)(y) = y + t.b(x, y) + · · · where the dots stand for terms whose degrees in x, y are strictly greater than the order of a (resp. b) at the origin. Therefore, for every X ∈ X 2 and every t ∈ C, the pair of formal series (exp(tX)(x), exp(tX)(y)) can be viewed as an element of Diff 1 (C 2 , 0), namely the group of formal diffeomorphisms of (C 2 , 0) that are tangent to the identity at the origin. If the vector field X happens to be holomorphic, as opposed to merely formal, then (exp(tX)(x), exp(tX)(y)) is an actual diffeomorphism tangent to the identity and coinciding with the diffeomorphism induced by the local flow of X at time t. Next, by letting Exp (X) = (exp(X)(x), exp(X)(y)) and, more generally, Exp (tX) = (exp(tX)(x), exp(tX)(y)), the following well-known lemma holds:
Lemma 2.5. The map Exp settles a bijection between X 2 and Diff 1 (C 2 , 0).
Proof. In the sequel p n (x, y), q n (x, y), a n (x, y), b n (x, y) denote homogeneous polynomials of degree n in the variables x, y. Let F ∈ Diff 1 (C 2 , 0) be given by F (x, y) = (x+
Similarly consider a vector field X ∈ X 2 given as
The equation Exp (X) = F amounts to p m+1 = a m+1 +R m+1 (x, y) and q n+1 = b n+1 +S m+1 (x, y) where R m+1 (x, y) (resp. S m+1 (x, y)) stands for the homogeneous component of degree m + 1 of the vector field
These equations show that, given F ∈ Diff 1 (C 2 , 0), there is one unique X ∈ X 2 such that Exp (X) = F . The lemma is proved.
For F ∈ Diff 1 (C 2 , 0), recall that the formal vector field X satisfying Exp (X) = F is called the infinitesimal generator of F . The notation X = log (F ) may also be used to state that X is the infinitesimal generator of F ∈ Diff 1 (C 2 , 0). Note that the series of X need not converge even when F is an actual holomorphic diffeomorphism.
Next, if F = id is a formal diffeomorphism tangent to the identity, the order of the (formal) function F − id is called the contact order with the identity of F . Now, we have: Lemma 2.6. Consider two elements F 1 , F 2 in Diff 1 (C 2 , 0) together with their respective infinitesimal generators X 1 , X 2 . Then the following holds:
(1) F 1 , F 2 commute if and only if so do X 1 , X 2 .
(2) If F 1 , F 2 do not commute, then the contact order with the identity of
is strictly greater than the corresponding orders of F 1 and of F 2 .
Proof. Consider the first claim in the above statement. The non-immediate implication consists of showing that [X 1 , X 2 ] = 0 provided that F 1 and F 2 commute. For this, denote by Z + (resp. Z − ) the infinitesimal generator of
as it follows from Campbell-Hausdorff formula, see [Se] . In turn,
where, for j ∈ N, j ≥ k, Y j is a degree j homogeneous vector field (with Y k not identically zero). The orders of the higher iterated commutators appearing in Equation (4) are strictly greater than k, since the orders of X 1 , X 2 at the origin are at least 2. In other words, we have
, it follows that F 1 , F 2 do not commute either and this establishes the first assertion.
Concerning the second assertion suppose that F 1 , F 2 do not commute. Then the Lie bracket [X 1 , X 2 ] does not vanish identically. Therefore Formula (4) shows that the order of contact with the identity of [F 1 , F 2 ] coincides with the order of [X 1 , X 2 ] at the origin. The latter order is strictly greater than the maximum between the orders of X 1 and X 2 since the first jets of both X 1 , X 2 vanish at the origin. In fact, if r ≥ 2 (resp. s ≥ 2) stands for the order of X 1 (resp. X 2 ) at the origin, then the order of [X 1 , X 2 ] equals to r + s − 1. The statement then follows at once.
Closely related to Campbell-Hausdorff formula is the so-called Hadamard lemma [Se] expressing the pull-back of a vector field X by a formal diffeomorphism F in terms of the infinitesimal generator of F . The accurate statement of Hadamard lemma is encoded in the proof of the lemma below, cf. Equation (5).
Lemma 2.7. Suppose we are given F ∈ Diff 1 (C 2 , 0) and X ∈ X 2 such that F * X is everywhere parallel to X. Denoting by Z the infinitesimal generator of F , it follows that the commutator [Z, X] is everywhere parallel to X.
Proof. Setting hX = F * X − X, Hadamard lemma [Se] yields
Let us suppose for a contradiction that that [Z, X] is not parallel to X. Modulo extending the mentioned vector fields to C 3 through the obvious embedding C 2 ֒→ C 3 , we can consider the linear transformation T : X 2 → X 2 consisting of taking the vector product with X. In other words, T (Y ) = X × Y . Applying T to both sides of the above equation, we obtain
where the left-hand side stands for the null vector field. Next, by assumption, the vector field T ([Z, X]) does not vanish identically so that its first non-zero homogeneous component
can be considered (where k stands for the degree of the component in question).
To derive the desired contradiction, it suffices to check that all the remaining terms in the right-hand side, namely the vector fields
) and so on, have order at (0, 0, 0) ∈ C 3 strictly greater than k. Consider first the case of 2.3. Subgroups of Diff 1 (C 2 , 0) and their Lie algebras. This paragraph contains a brief review of some results in [M-Ri] in the special case of subgroups of Diff 1 (C 2 , 0). Whereas this material is not fully indispensable for the rest of the paper, it holds a rather natural place in the structure of our discussion. Let m denote the maximal ideal of C [[x, y] ] and note that every formal diffeomorphism f ∈ Diff 1 (C 2 , 0) acts on the vector space m/m k of k-jets of elements in C [[x, y] ]. More precisely f defines an element f k ∈ GL (m/m k ) whose action on the vector space m/m k is given by g +m k → g • f + m k . Next, let D k ⊂ GL (m/m k ) be the subgroup consisting of those automorphisms having the form {f k } ∈ GL (m/m k ) for some f ∈ Diff 1 (C 2 , 0). It is easy to check that D k is an algebraic group. Furthermore there are natural (restriction) morphisms π k : D k+1 → D k of algebraic groups for every k ∈ N * .
Suppose now that we are given a group G ⊂ Diff 1 (C 2 , 0). Fixed k ∈ N * , we can consider all automorphisms in GL (m/m k ) having the form {f k } for some f ∈ G. The Zariski-closure G k of this group is the smallest algebraic subgroup of D k containing all the mentioned automorphisms. Clearly G k is itself an algebraic group and the natural character of the preceding constructions ensures that π k sends G k+1 to G k . The following lemma is very standard.
Lemma 2.8. The groups G k are connected for every k ∈ N * .
Proof. Consider an element f k in G k . The element f k is induced by a certain element f ∈ G. In turn, f is the time-one map of a formal vector field X. However, for k fixed, the mentioned formal vector field induces an actual element X k in End (m/m k ) and we have f k = Exp (X k ), where the exponential here is to be understood in the sense of a finite dimensional algebraic group. Now consider an algebraic equation R whose solution set contains G k . Note that R(Exp (tX k )) is a polynomial in the variable t and this polynomial must vanish at the integral powers of f k . Since f k is not of torsion in G k (since f is tangent to the identity), it follows that the polynomial R(Exp (tX k )) vanishes for every t ∈ N and hence it must vanish identically. Thus we conclude that Exp (tX k ) is contained in G k for every t ∈ C so that f k can be connected to the identity by a path contained in G k . The lemma follows at once.
Next we set
Clearly G contains G and it is closed for the Krull topology. Il follows from Lemma 2.8 that G is connected. Moreover, by construction, it is also clear that G shares the algebraic properties of G. More precisely G is solvable (resp. nilpotent) if and only if G is so. Furthermore, in this case, the derived length (resp. nilpotent length) of both G, G coincide. By slightly abusing notations, the group G defined above will often be referred to as the Zariski-closure of G. For every k ∈ N * , let g k denote the Lie algebra associated to the algebraic group G k . Consider the Lie algebra g ⊂ X 2 defined as follows:
The Lie algebra g is, by definition, the Lie algebra associated to the initial group G ⊂ Diff 1 (C 2 , 0).
Remark 2.9. Here is a good point to further explain some comments made in Section 2.1 concerning the Lie algebra g and the structure of pseudo-solvable subgroups of Diff 1 (C 2 , 0). A subtle point permeating all of the above construction lies in the passage from D k to its Zariskiclosure G k . There is then a matter of knowing with properties of D k are inherited by G k . Naturally those include properties that can "algebraically be expressed", such as solvability. This is however less clear when we are dealing with a pseudo-solvable group since the definition of the latter depends on the generating set and therefore does not immediately lend itself to have an "algebraic formulation". This is an inconvenient characteristic of the definition of pseudo-solvable subgroups that, ultimately, can only be clarified through a detailed study of the solutions of the "functional equation" expressed by relation (1). The passage from D k to G k also affects, albeit in a minor form, the understanding of the Lie algebra associated to a given group. For example, at least in principle, a group G ⊂ Diff 1 (C 2 , 0) may be contained in the exponential of some Lie algebra in X 2 which, in turn, may be strictly contained in the Lie algebra g defined above.
Remark 2.10. There is a simple alternative construction of the Lie algebra g associated to a group G ⊂ Diff 1 (C 2 , 0) that essentially consists of looking at the "infinitesimal generators" of the corresponding diffeomorphisms (up to a suitable splitting in semi-simple and unipotent parts). For example, if G ⊂ Diff 1 (C 2 , 0), then the Lie algebra g is nothing but the Lie algebra generated by the collection formed by the infinitesimal generator of every single element in G. Whereas this assertion will not be proved in this paper, our method relying in various CampbellHausdorff type formulas can be used to prove it. These formulas also enable one to check that, with this construction, the resulting Lie algebra verifies the same "algebraic properties" verified by the initial group G, including Proposition 2.11 below.
The proposition below from [M-Ri] summarizes the main properties of the Lie algebra g associated to a solvable subgroup G ⊂ Diff 1 (C 2 , 0).
be a finitely generated group and denote by g ⊂ X 2 its associated Lie algebra. Then the following holds:
(1) For every X ∈ g the exponential Exp (tX) of X at time-t is contained in G for every t ∈ C. (2) The group G is spanned by Exp (g). Furthermore Exp : g → G is a bijection. (3) Assuming furthermore that G is solvable (resp. nilpotent), then the Lie algebra g is solvable (resp. nilpotent) as well. Besides the same derived lengths (resp. nilpotent lengths) of g and of G coincide.
The statement of Proposition 2.11 can be complemented by saying that the derived length of G as in the statement is at most 3, cf. [M-Ri] . Whenever possible, dealing with Lie algebras is preferable to working with groups themselves since most calculations become simplified.
In closing this section, it is convenient to review some important issues involving general solvable/nilpotent groups that need to be taken into account when applying the results of [M-Ri] . Let then G be a finitely generated group and consider its central and derived series {C k G} and {D k G}. Consider also a finite generating set S for G along with the corresponding sequence of sets S(k) as in Definition 2.3.
Similarly to the definition of pseudo-solvable groups by means of a generating set, one may wonder about a hypothetical notion of "pseudo-nilpotent group" by defining a suitable sequence of sets S(k) by means of S and requiring this series to degenerate into {id} for large k. It is, however, an elementary algebraic fact, going back to Zassenhaus, that the resulting groups would still be nilpotent. In other words, a group is known to be nilpotent once we can prove that "its central series restricted to a finite generating set" becomes reduced to the identity, see [Gh] for further details. A similar property however is not shared by solvable groups in general. This difference of behaviors opposing nilpotent and solvable groups has its roots in the fact that the quotient of the free group on two generators by its second derived group is not finitely presented, though it is clearly a step-2 solvable group. It is this very issue that makes the notion of pseudo-solvable group non-trivial. On the other hand, it is unclear whether this type of "slightly pathological" behavior can still be produced by groups of diffeomorphisms or, in our case, by subgroups of Diff 1 (C 2 , 0).
Next let G ⊂ Diff 1 (C 2 , 0) be a finitely generated solvable group. Following Proposition 2.11, denote by G its Zariski-closure naturally associated to the Lie algebra g of G. The first thing to be noted is that g may be infinite dimensional though it is finitely generated as Lie algebra. Another issue that plays a role in our context and need to be singled out, since it contrasts with the usual theory of algebraic groups, is the fact that the group of unipotent elements of a solvable group need not be nilpotent. Both phenomena are well illustrated by the following example.
Example 2.12. Consider the Lie algebra g generated by the vector fields x 2 y 2 ∂/∂y and by x 2 y∂/∂y. The subgroup of Diff 1 (C 2 , 0) obtained by exponentiating g is unipotent since all its elements are tangent to the identity. The dimension of Lie algebra g is infinite and this Lie algebra is not nilpotent. To check both claims, first note that the commutator between x 2 y 2 ∂/∂y and x 2 y∂/∂y has the form x 4 y 2 ∂/∂y. In turn the commutator of x 4 y 2 ∂/∂y with the vector field x 2 y∂/∂y gives rise to the vector field x 6 y 2 ∂/∂y. In turn the commutator of x 6 y 2 ∂/∂y with x 2 y∂/∂y leads to x 8 y 2 ∂/∂y. Continuing inductively, we see that g is infinite dimensional since all the corresponding vector fields have different orders at (0, 0). It also immediately follows that g is not nilpotent. Now note that all the above mentioned vector fields x 4 y 2 ∂/∂y, x 6 y 2 ∂/∂y and so on belong to D 1 g. Therefore this derived Lie algebra still is infinite dimensional. Finally, the reader will easily check that D 1 g is also an abelian Lie algebra so that g is solvable.
There is a few further points where the use of the Lie algebra associated to a solvable subgroup of Diff 1 (C 2 , 0) requires special attention. Related to the above mentioned issue concerning unipotent elements, there is the fact that the first derived group (resp. first derived algebra) of a solvable group (resp. algebra) need not be nilpotent. Whereas this contrasts again with the case of algebraic groups, the reason behind this phenomenon can easily be explained in the present context. Indeed, given G ⊂ Diff 1 (C 2 , 0) let us consider also its Zariski-closure G. As previously seen, G is solvable if and only if G is so and, in this case, both groups have the same derived length. On the other hand, it is clear that the group G may be pictured as the projective limit of a sequence of finite dimensional algebraic groups G k . Since G is solvable, each G k must be solvable with derived length bounded by the derived length of G. Similarly the derived group D 1 G is the projective limit of the algebraic groups D 1 G k . Inasmuch, for every k the group D 1 G k is nilpotent (as the derived group of a finite dimensional solvable algebraic group), the projective limit D 1 G need not be nilpotent. Indeed, the projective limit of a sequence of nilpotent groups will not be nilpotent unless the nilpotence lengths of the groups in question is uniformly bounded. In our case, whereas the derived length of every group D 1 G k is uniformly bounded, this bound does not yield a bound on the nilpotent length of every D 1 G k . In other words, the sequence formed by the nilpotent lengths of the groups D 1 G k may turn out to diverge and this will account for G to fail to be nilpotent.
Proof of Theorems A and B
Taking for grant Theorem 2.4, we are going to establish Theorems A and B in the sequel. Let us first make use of Ghys's observation [Gh] concerning convergence of commutators for diffeomorphisms "close to the identity" to establish the following proposition:
Proposition 3.1. Suppose that G ⊂ Diff 1 (C 2 , 0) is a group possessing locally discrete orbits. Then G is solvable.
Proof. Consider a finite set S consisting of tangent to the identity local diffeomorphisms of (C 2 , 0). Suppose that the group G generated by the set S is not solvable (at level of groups of germs of diffeomorphisms). Then consider the pseudogroup generated by S on a certain (sufficiently small) neighborhood of the identity which will be left implicit in the subsequent discussion for the sake of notation. The proof of the proposition amounts to showing that the resulting pseudogroup G is non-discrete in the sense that it contains a sequence of elements g i satisfying the following conditions:
• g i = id for every i ∈ N and, furthermore, as element of the pseudogroup G, g i is defined on a ball B ǫ of uniform radius ǫ > 0 about (0, 0) ∈ C 2 . • The sequence of mappings {g i } converges uniformly to the identity on B ǫ .
Assuming the existence of a sequence g i as indicated above, it follows that each of the sets
The set F has null Lebesgue measure so that points in B ǫ \ F can be considered. If p ∈ B ǫ \ F then, by construction, there is a subsequence of indices {i(j)} j∈N such that g i(j) (p) = p for every j. Since g i converges to the identity on B ǫ , the sequence {g i(j) (p)} j∈N converges non-trivially to p. This show that the orbit of p is not locally discrete and establishes the proposition modulo verifying the existence of mentioned sequence {g i }.
The construction of the sequence {g i } begins with an estimate concerning commutators of diffeomorphisms that can be found in [L-R] , page 159, which is itself similar to another estimate found in [Gh] . Let F 1 , F 2 be local diffeomorphisms (fixing the origin and) defined on the ball & HELENA REIS B r of radius r > 0 about the origin of C 2 . For small δ > 0, to be fixed later, suppose that
Then, given 0 < τ ≤ 2δ, the commutator [F 1 , F 2 ] is defined on the ball of radius r − 4δ − τ and, in addition, it verifies the estimate (8) sup
Let us apply the preceding estimate to elements in S(i). Because G consists of diffeomorphisms tangent to the identity, modulo conjugating it by a homothety of type (x, y) → (λx, λy), with |λ| < 1, all local diffeomorphisms in S can be supposed to be defined on the unit ball. Furthermore they can also be supposed to satisfy Estimate (7) for r = 1 and some arbitrarily small δ > 0 to be fixed later. Setting τ = 2δ, it then follows that every element g in S(1) is defined on B 1−6δ and satisfies
Next, note that every element in S(2) is the commutator of an element in S(1) and an element in S ∪ S(1). Thus, applying again Estimate (8) to r = 1 − 6δ, δ 1 = δ/2 and τ 1 = τ /2 = δ, we conclude that every element g in S(2) is defined on B r 1 , where r 1 = 1−6δ(1+1/2). Furthermore these elements g satisfy the estimate
Continuing inductively with r i = 1 − 6δ( i n=0 1/2 n ), δ i = δ i−1 /2 and τ i = τ i−1 /2 = δ i−1 , we conclude that every element g (i) in S(i) is defined on a ball of radius 1 − 12δ and satisfy sup z∈B 1−12δ g (i) (z) − z ≤ δ/2 i+3 In particular, if δ = 1/24, all elements in S(i) are defined on the ball of radius 1/2 (i ∈ N). Similarly, it is also clear that elements in S(i) converge uniformly to the identity on B 1/2 . Therefore, to obtain the desired sequence g i , it suffices to pick, for every i, one element g i ∈ S(i) which is different from the identity. In view of Theorem 2.4, the sequence of sets S(i) never degenerate into the identity alone so that the indicated choice of g i is always possible. The proof of the proposition is over.
The above argument is enough to imply Theorem B.
Proof of Theorem B. Let then G ⊂ Diff 1 (C 2 , 0) be a given non-solvable group and consider again the sets S(i) constructed above. Without loss of generality we can suppose that the sequence {g j } j∈N actually forms an enumeration of the set
where id stands for the identity map. In particular, it follows from the proof of Proposition 3.1 that all these local diffeomorphisms g j are defined and one-to-one on the ball B(1/2) of radius 1/2 about the origin. Now, consider the sets Fix j given as
Besides, for every fixed value of N ∈ N, the set A N is a proper analytic subset of B(1/2) since it is given as a countable intersection of proper analytic subsets Fix j . Since the inclusion
A N clearly holds, the proof of Theorem B results at once.
Remark 3.2. Recall that after stating Theorem B in the Introduction, we mention that a generic n-tuple, n ≥ 2, of local diffeomorphisms in Diff 1 (C 2 , 0) generates a subgroup G ⊂ Diff 1 (C 2 , 0) whose set of non-recurrent points Ω(G) is reduced to the origin. Our purpose here is to substantiate this remark by providing detailed indication on the proof of an accurate statement.
To begin with, let n ≥ 2 be fixed and consider the product (Diff 1 (C 2 , 0)) n consisting of n copies of Diff 1 (C 2 , 0). Note that Diff 1 (C 2 , 0), and hence (Diff 1 (C 2 , 0)) n , can be equipped with the Takens topology discussed in [MRR] , and this turns these sets into Baire spaces. Now, there is a G δ -dense set U ⊂ (Diff 1 (C 2 , 0)) n whose points are n-tuples (F 1 , . . . , F n ) of diffeomorphism in Diff 1 (C 2 , 0) satisfying the following conditions:
• The subgroup G generated by F 1 , . . . , F n is isomorphic to the free group in n letters.
• Every point P different from the origin is such that its stabilizer in G is either trivial or infinite cyclic. Whereas [MRR] , [RR-1] deal with local diffeomorphisms of (C, 0) , the above claim is actually much easier to be proved than the analogous main statements in the mentioned papers. In fact, to establish the above assertions every type of perturbation of a initial n-tuple (F 1 , . . . , F n ) can be considered while in [MRR] , [RR-1] the contruction of perturbations was constrained by the condition they need to preserve the analytic conjugacy classes of the generators.
Finally, if G = F 1 , . . . , F n is as above, then it is clear that the set A N is reduced to the origin for every N ∈ N. Therefore the set Ω (G) of non-recurrent points must be reduced to the origin.
In what precedes, the condition of having a group G constituted by diffeomorphisms tangent to the identity was crucially used to establish the convergence of "iterated commutators", cf. the proof of Proposition 3.1. Convergence of iterated commutators no longer holds when the diffeomorphisms in question are allowed to have arbitrary linear parts. This issue will require us a more elaborated discussion to prove Theorem A as it will be seen below.
Proof of Theorem A. Let Diff (C 2 , 0) denote the group of (germs of) holomorphic diffeomorphisms at (0, 0) ∈ C 2 . Consider a subgroup G ⊂ Diff (C 2 , 0) possessing locally discrete orbits in some neighborhood U of (0, 0) ∈ C 2 . Let ρ be the homomorphism from G to GL (2, C) assigning to an element ϕ ∈ G its Jacobian matrix at the origin. Denoting by Γ ⊂ GL (2, C) the image of ρ, let us consider the short exact sequence
The kernel G 0 of ρ consists of those elements in G that are tangent to the identity. Since G, and hence G 0 , has locally discrete orbits, it follows from Proposition 3.1 that G 0 is solvable. Therefore, to conclude that G is virtually solvable, it suffices to check that the assumption of having locally discrete orbits forces the group Γ to be virtually solvable as well.
While Γ is a subgroup of GL (2, C), its standard action on (C 2 , 0) has little to do with the action of G. In fact, if γ is an element of Γ, then γ is simply the derivative at the origin of an actual element ϕ ∈ G and it is ϕ, rather than γ, that acts on (C 2 , 0). Thus, the effect of the non-linear terms in ϕ must be taken into account.
Recall that PSL (2, C) is the quotient of the subgroup SL (2, C) of GL (2, C) consisting of matrices whose determinant equals 1 by its center which, in turn, consists of {I, −I} where I stands for the identity matrix. Let us consider the projection of Γ in PSL (2, C) and let PG denote its image. Claim 1. Without loss of generality, we can suppose that PG is not virtually solvable.
Proof of Claim 1. Note that PG is solvable if and only if its first derived group D 1 (PG) is abelian. Now, denote by PG the projection of Γ to SL (2, C) as an intermediate step for the projection of Γ onto PG. The first derived group of PG will be denoted by D 1 ( PG). Naturally the group D 1 ( PG) must be abelian provided that D 1 (PG) is abelian. In fact, if two matrices A, B commute, then the same applies to any combination of ±A, ±B. On the other hand, D 1 ( PG) coincides with D 1 Γ since the determinant of the commutator of two matrices necessarily equals 1. Hence the group D 1 Γ is abelian so that Γ is solvable and the theorem is proved in this case.
In general, if PG is only virtually solvable, then it happens to have a normal solvable subgroup PG 0 of finite index. The lift PG 0 of PG 0 to SL (2, C) is still solvable owing to what precedes. It then promptly follows that the corresponding lift PG of PG to SL (2, C) is virtually solvable. On the other hand, the group Γ can be split as Γ = Λ × PG by using the determinant projection, where Λ stands for a subgroup of C * . It is now clear that the subgroup Γ 0 of Γ given by Γ 0 = Λ × PG 0 is solvable. Besides, as a subgroup of Γ, the group Γ 0 is also normal and has finite index. The theorem is therefore proved if PG happens to be virtually solvable.
Next note that, as a subgroup of PSL (2, C), PG may or may not be discrete. Here the use of the term "discrete" follows the standard terminology valid for subgroups of the Lie group. A more general definition valid for subgroups of Diff (C 2 , 0) will be discussed in the next section. In any event, with the standard terminology, suppose that PG is non-discrete. Being, in addition, non-solvable, it follows that PG is dense in PSL (2, C). In particular, it contains non-elementary discrete Kleinian groups (or even Schottky groups). So it is sufficient to show that a group G ⊂ Diff (C 2 , 0) cannot have locally discrete orbits provided that derivatives at (0, 0) ∈ C 2 of its elements induce a non-elementary Kleinian group in PSL (2, C). This will be done below.
Summarizing what precedes, we have reduced the statement of Theorem A to the case where PG is a non-elementary discrete subgroup of PSL (2, C), i.e. PG is a non-elementary Kleinian group. Under this assumption, we need to prove that the corresponding group G ⊂ Diff (C 2 , 0) does not have locally discrete orbits. The condition of having a non-elementary Kleinian group PG will be exploited through the fact that these groups always possess loxodromic elements, see [Ap] . Let us first consider the meaning of loxodromic elements in our context.
Consider an element g ∈ G whose derivative D 0 g at the origin gives rise to a loxodromic element in PG. Then D 0 g is diagonalizable. Note also that the Jacobian determinant of D 0 g can be supposed equal to 1 since, again, we can start out by looking at D 1 Γ, instead of Γ, and the former group still induces a non-elementary Kleinian group in PSL (2, C). Therefore, the eigenvalues of D 0 g are λ and λ −1 , with |λ| > 1. It follows that g has a hyperbolic fixed point at the origin with stable and unstable manifolds, W s g , W u g , having complex dimension 1 and intersecting transversely at (0, 0) ∈ C 2 . Fix then a closed annulus
Given a point p in a fixed neighborhood U of the origin where the group G has locally discrete orbits, denote by O G (p) the orbit of p (by the pseudogroup) G. Similarly, let Acc p (G) denote the set of ends of O G (p). In other words, if O G (p) is infinite and p = p 1 , p 2 , . . . is an enumeration of its points, then Acc
Clearly Acc p (G) is closed and invariant by G (viewed as pseudogroup). The following claim is the key for the proof of Theorem A. Claim 2. For every point p ∈ A s , the closed set A s ∩ Acc p (G) is not empty.
Note that Claim 2 does not immediately imply Theorem A for it does not assert that p itself belongs to A s ∩ Acc p (G). However, if this were the case, then clearly the orbit of p would not be locally discrete. The resulting contradiction would then ensure that P G cannot contain a non-elementary Kleinian group so that the statement of Theorem A would follow. However, by resorting to a standard application of Zorn Lemma, Claim 2 can still be used to prove Theorem A. Let us first provide the details and then go back to the proof of Claim 2. To begin with, if K ⊆ A s is a non-empty closed set, we shall say that K is relatively invariant by the pseudogroup G if, for every point p ∈ K and every point q ∈ A s ∩ Acc p (G), the point q lies in K as well. Next, let C denote the collection of non-empty closed sets in A s that are relatively invariant by the pseudogroup G. Claim 2 ensures that the collection C is not empty. In fact, A s ∩ Acc p (G) in a non-empty set relatively invariant under G, and thus A s ∩ Acc p (G) belongs to C for every p ∈ A s . Now, let the collection C be endowed with the partial order defined by inclusion. Finally, given a sequence
is non-empty since each K i is compact (closed and contained in the compact set A s ). The set K ∞ is clearly closed and relatively invariant by G so that it belongs to C. Besides we have K ∞ ⊂ K i for every i, i.e., in terms of the fixed partial order K ∞ is smaller than K i for every i. According to Zorn Lemma, the collection C contains minimal elements, so that we can consider a minimal element K. Choose then q ∈ K and consider the non-empty set A s ∩ Acc q (G). If q ∈ Acc q (G), then A s ∩Acc q (G) would be an element of C strictly smaller than K. The resulting contradiction shows that q ∈ A s ∩ Acc q (G) and finishes the proof of Theorem A.
It only remains to prove Claim 2.
) is an annulus such that every p ∈ W s g (resp. p ∈ W s g ) possesses an orbit by g non-trivially intersecting A s (resp. A u ). Now consider another element g ∈ G whose Jacobian matrix at the origin is hyperbolic with determinant equal to 1. Again stable and unstable manifolds for g will respectively be denoted by W s g , W u g . Since a Kleinian group contains "many" loxodromic elements (including conjugates of g), the element g can be chosen so that all the four invariant manifolds W 
The analogue argument changing the roles of g, g and replacing them by their inverses, will ensure that A s g ∩ Acc p * (G) = ∅. Since p * lies in Acc p (G) and this set is invariant under the pseudogroup G, it will follow that A s ∩ Acc p (G) = ∅ as desired.
Finally to check that A u g ∩Acc p (G) = ∅ for every point p ∈ A s g , we proceed as follows. Consider local coordinates (x, y) about the origin of C 2 so that {x = 0} ⊂ W u g and {y = 0} ⊂ W s g . Recall that W s g is smooth and intersects the coordinate axes transversely at the origin. Since this intersection is transverse, we can assume that it is the only intersection point of W s g with the coordinate axes. In particular, a point p ∈ A s g has coordinates (u, v) with u.v = 0. By iterating g, we can find points p n = (u n , v n ) = g n (p) ∈ C 2 such that |u n | → 0 and
for some uniform constant C related to the "angles" between W s g and the coordinate axes at the origin. Now, for every n, consider the points of the form g(p n ), . . . , g l(n) (p n ) where l(n) is the smallest positive integer for which the absolute value of the second component of g l(n) (p n ) is greater than sup z∈A u g |z|. The integer l(n) exists since g has a hyperbolic fixed point at the origin and the action of g on p n is such that the first coordinate becomes smaller and smaller & HELENA REIS
while the second coordinate gets larger and larger. Now it is clear that the closure of the set ∞ n=1 {g(p n ), . . . , g l(n) (p n )} intersects A u g non-trivially and this ends the proof of Claim 2.
4. Discrete subgroups of Diff (C 2 , 0), examples and complements
Consider a finitely generated subgroup G ⊂ Diff (C n , 0) and, modulo choosing representatives for some generating set, let it be identified with a pseudogroup of local diffeomorphisms. The following definition is very natural.
Definition 4.1. The subgroup G ⊂ Diff (C n , 0) will be called non-discrete if there is an open neighborhood V ⊆ C n of the origin and a sequence of elements {g j } ⊂ G satisfying the following conditions:
(1) For every j ∈ N, the set V is contained in the domain of definition of g j viewed as an element of the pseudogroup G. (2) For every j ∈ N, the restriction of g j to V does not coincide with the identity. (3) The sequence {g j } converges uniformly to the identity on compact parts of V .
The above definition clearly makes sense in terms of germs since it does not depend on the set of representatives chosen. The definition can be made more global at the expenses of considering pseudogroups acting on open sets of C n , whether or not the origin is fixed. In this sense the pseudogroup G generated by a (finite) collection of holomorphic diffeomorphisms defined about the origin will be said globally non-discrete if and only if there is a non-empty open set V satisfying the conditions 1, 2 and 3 of Definition 4.1.
For pseudogroups G as above, the definition below is also standard by now.
Definition 4.2. An analytic vector field X defined on a non-empty open set U is said to be in the closure of G, if the following conditions is satisfied (modulo reducing U ): for every set U ′ ⊂ U and every t 0 ∈ R + so that the local flow of X is defined on U ′ for every t ∈ [0, t 0 ], the resulting local diffeomorphism Ψ t 0 X : U ′ → C n induced by this local flow is the uniform limit on U ′ of a sequence of elements {g j } contained in G.
In the case n = 1, it is a simple fact that a non-solvable subgroup of Diff (C, 0) is always non-discrete. Indeed, this statement can be checked by specifying to the one-dimensional case the results in the previous section valid for n = 2. This phenomenon is in line with the general character of Shcherbakov-Nakai theory in Diff (C, 0) asserting the existence of non-identically zero vector fields in the closure of these groups. In fact, a globally discrete pseudogroup as above cannot admit non-identically zero vector fields in its closure since the local flow Ψ t X converges to the identity on compact parts of U as t → 0 + . Thus the first fundamental issue opposing subgroups of Diff (C, 0) to subgroups of Diff (C n , 0), n ≥ 2, is the fact that the latter contains discrete free subgroups on two generators. Example 1. (Schottky groups and discrete subgroups of PSL (2, C)). Consider a Schottky subgroup Γ of PSL (2, C). The group Γ is free on 2 or more generators and Γ is also discrete as subgroup of PSL (2, C). Once a lift of PSL (2, C) in SL (2, C) is chosen (for example by requiring the entry in the first row and in the first column to be 1), Γ becomes a subgroup SL (2, C). Since, in turn, SL (2, C) can be viewed as linear diffeomorphisms of C 2 fixing the origin, there follows that Γ can be identified to a certain subgroup of Diff (C 2 , 0). The purpose of this example is to prove the following statement which does not depend on the chosen lift of PSL (2, C) in SL (2, C). Claim. The group Γ ⊆ Diff (C 2 , 0) is discrete in the sense of Definition 4.1. Proof of the Claim. First recall that PSL (2, C) can also be identified with the group of automorphism of the projective line so that we can consider that Γ acts on CP (1). Similarly, by considering CP (1) as the boundary of the hyperbolic ball B 3 , the group Γ can also be viewed as a group isomatrically acting on B 3 . With the latter identification, the discrete nature of Γ becomes translated into the fact that the action of Γ on B 3 is properly discontinuous. Also, a norm . hyp can be defined on PSL (2, C) by choosing a small neighborhood U ⊂ B 3 of the origin and letting
where Dist stands for the hyperbolic distance in B 3 . The fact that Γ is discrete, and hence properly discontinuous, implies that the set { g − id hyp } ⊂ R + accumulates only trivially at 0 ∈ R. Now recall that Γ and PSL (2, C) were realized as subgroups of SL (2, C) ⊂ Diff (C 2 , 0) acting linearly on (C 2 , 0). By means of these identifications, a norm . V on PSL (2, C) can be defined by choosing some open set V ⊂ C 2 and letting
Thus, Γ ⊂ SL (2, C) ⊂ Diff (C 2 , 0) is non-discrete if and only if there is V as before such that the set { g − id V } ⊂ R + non-trivially accumulates at 0 ∈ R. The existence of V as above is then ruled out by combining the two observations below:
• Owing to the fact that PSL (2, C) has finite dimension, the norms g V and g hyp must be equivalent.
• Γ is discrete so that the set { g − id hyp } ⊂ R + accumulates only trivially at 0 ∈ R.
The claim is proved. In particular, the existence of discrete subgroups of Diff (C 2 , 0) that are free on two or more generators was settled.
On the other hand, the results in Section 3, also show that every non-solvable subgroup of Diff 1 (C 2 , 0) is non-discrete at the origin. At this level, there is no known obstruction to the existence of vector fields in the closure of these non-solvable groups though also no affirmative result is so far available. Inasmuch no "counterexample" is known, it seems a bit unlikely that non-trivial vector fields in the closure of the corresponding group will exist without some (at least weak) additional assumption.
Also the reader will note that our description of formal solvable subgroups of Diff 1 (C 2 , 0) may facilitate the investigation of the structure of discrete solvable subgroups of Diff 1 (C 2 , 0) as well as of those solvable non-abelian groups having locally discrete orbits. This appears to be a very interesting question.
Going back to subgroups of Diff (C n , 0), the notion of "global non-discrete" is less suited than the notion of non-discrete set forth by Definition 4.1 since the former depends on the representatives chosen. Actually, even for a finite fixed set of local diffeomorphisms (fixing the origin), it may happen that the pseudogroup they generate on an open set U is non-discrete while it becomes discrete on a smaller open set. Furthermore, from a technical point of view, the effects of non-linear terms away from the origin become, in most cases, almost impossible to be controlled. Let us close this paper with a remark showing that "many" discrete subgroups of Diff (C 2 , 0) can be produced by "higher order perturbations" of discrete subgroups of GL (2, C).
Example 2. (Non-linear perturbations of discrete subgroups of GL (2, C)). Given a subgroup G ⊂ Diff (C 2 , 0) consider again the natural homomorphism ρ : G → GL (2, C) and the associated exact sequence
where ρ(g) is the derivative D 0 g at the origin. Then we have:
Claim. Suppose that ρ(g) ⊂ GL (2, C) is a discrete subgroup and that Ker (ρ) ⊂ Diff 1 (C 2 , 0) is discrete as well (this happens, for example, when the homomorphism ρ is one-to-one). Then G is discrete.
Proof. Suppose that {g j }, g j = id for every j ∈ N, is a sequence of elements in G converging uniformly to the identity on some neighborhood V of (0, 0) ∈ C 2 . Then the sequence of derivatives {D 0 g j } ⊂ GL (2, C) must converge to the identity matrix I by virtue of the Cauchy formula. Since Ker (ρ) ⊂ Diff 1 (C 2 , 0) is discrete, it follows that D 0 g j equals I for large j ∈ N. Hence, modulo dropping finitely many terms in the mentioned sequence, we have g j ∈ Ker (ρ) for every j ∈ N. A contradiction then arises from the fact that Ker (ρ) ⊂ Diff 1 (C 2 , 0) is discrete. The claim is proved.
Elementary results on abelian subgroups of Diff
The rest of this paper will entirely be devoted to the proof of Theorem 2.4 and related results. In this section, an elementary characterization of commuting diffeomorphisms in Diff 1 (C 2 , 0) (or in Diff 1 (C 2 , 0)) will be provided.
Recall that the centralizer of an element F ∈ Diff 1 (C 2 , 0) is the set formed by those elements in Diff 1 (C 2 , 0) commuting with F . To characterize the centralizer of an element F ∈ Diff 1 (C 2 , 0), we shall say that two formal vector fields X, Y are not everywhere parallel if X is not a multiple of Y by an element in C((x, y) ). Assume then that X is the infinitesimal generator of F and note that there may or may not exist another vector field Y not everywhere parallel to X and commuting with X. When this vector field Y exists, it is never unique since every linear combination of X and Y will have similar properties. Furthermore, if X happens to admit some non-constant first integral h, then hY will also commute with X. Note that the first integral h may belong to C((x, y)) \ C [[x, y] ] even if Y, hY lie in X 2 since Y is not supposed to have isolated singular points. When h and Y exist, then every element of Diff 1 (C 2 , 0) whose infinitesimal generator Z has the form Z = aX + bY , where X, Y are as above and a, b are first integrals of X, automatically belongs to the centralizer of F , cf. Lemma 2.6.
In the sequel, let a vector field Y commuting with X and not everywhere parallel to X be fixed. Then, we have.
Lemma 5.1. Let X, Y be as above and consider the set of elements F ∈ Diff 1 (C 2 , 0) whose infinitesimal generators have the form Z = aX + bY , where a, b are first integrals of X. Then the set of these elements F ∈ Diff 1 (C 2 , 0) form a subgroup of Diff 1 (C 2 , 0).
Proof. Consider two elements F 1 , F 2 ∈ Diff 1 (C 2 , 0) whose infinitesimal generators Z 1 , Z 2 have the form indicated above. To show that the infinitesimal generator Z 3 of F 3 = F 1 • F 2 can also be written as a 1 X + b 1 Y , where a 1 , b 1 are first integrals of X, it suffices to check that the set of vector fields having the form aX + bY , where a, b are first integrals of X, form a Lie algebra. Indeed, with this result in place, the Campbell-Hausdorff formula immediately shows that Z 3 has the desired form. It will also follow from the discussion that the corresponding subgroup of Diff 1 (C 2 , 0) is nothing but the exponential of the mentioned Lie algebra.
Consider then vector fields Z 1 = aX + bY and Z 2 = cX + dY where a, b, c, d are first integrals of X. All we need to show is that the commutator Z = [Z 1 , Z 2 ] has a similar form. For this, note that
Since X, Y commute, Schwarz theorem implies that the derivative with respect to Y of a first integral for X still is a first integral for X. The lemma is proved.
The next lemma characterizes the centralizer of F and shows that the group described in Lemma 5.1 does not depend on the choice of the representative vector field Y .
Lemma 5.2. Let F ∈ Diff 1 (C 2 , 0) be given and denote by X its infinitesimal generator. Then the centralizer of F in Diff 1 (C 2 , 0) coincides with one of the following groups.
Case 1: Suppose that every vector field Y ∈ X 2 commuting with X is everywhere parallel to X. Then the centralizer of F consists of the subgroup of Diff 1 (C 2 , 0) whose elements have infinitesimal generators of the form hX, where h ∈ C((x, y)) is a formal first integral of X. In particular, if X admits only constants as first integrals, then the centralizer of F is reduced to the exponential of X. Case 2: Suppose there is Y ∈ X 2 which is not everywhere parallel to X and still commutes with X. Then the centralizer of F coincides with the subgroup of Diff 1 (C 2 , 0) consisting of those elements F ∈ Diff 1 (C 2 , 0) whose infinitesimal generators have the form aX+bY , where a, b ∈ C((x, y)) are (formal) first integral of X.
Proof. Suppose that H is an element of Diff 1 (C 2 , 0) commuting with F . Denoting by Z the infinitesimal generator of H, it follows from Lemma 2.6 that [X, Z] = 0. Conversely the 1-parameter group generated by Z is automatically contained in the centralizer of F . Next, suppose that the assumption in Case 1 is verified. Then the quotient h between Z and X can be defined as an element of C((x, y)) satisfying Z = hX. Therefore the condition [X, Z] = 0 becomes dh.X = 0, i.e. h is a first integral for X.
Consider Thus the fact that Y is not a multiple of X ensures that (∂a/∂X) = (∂b/∂X) = 0. In other words, both a, b are first integrals of X. The lemma follows.
Concerning the situation described in Case 2 of Lemma 5.2, it is already known that Y is not uniquely defined. Nonetheless, the characterization of the subgroup of Diff 1 (C 2 , 0) mentioned in Lemma 5.1 as the centralizer of F = Exp (X) implies that the group in question does not depend on the choice of the vector field Y commuting with X and not everywhere parallel to X.
A consequence of Lemma 5.2 is as follows.
Lemma 5.3. An abelian group G ⊂ Diff 1 (C 2 , 0) is either contained in the group generated by the exponentials of two commuting vector fields X, Y that are not everywhere parallel (without being contained in the exponential of a single vector field) or it is contained in the group constituted by the exponentials of vector fields hX (where h is a first integral of X).
Proof. If all elements in G have infinitesimal generators of the form hX, where h is a first integral for X, then the statement is clear. Thus suppose there are elements F 1 , F 2 in G whose respective infinitesimal generators X, Y are not everywhere parallel. Let ϕ be an element of G whose infinitesimal generator Z is not everywhere parallel to X. Clearly we have Z = f 1 (x, y)X + f 2 (x, y)Y where f 1 , f 2 ∈ C((x, y)). Since ϕ must commute with integrals for Y as well. Since X, Y are not everywhere parallel, it follows that both f 1 , f 2 must be constant. The lemma is proved.
Given two commuting non-everywhere parallel vector fields X, Y , the subgroup of Diff 1 (C 2 , 0) generated by the exponentials Exp (tX), Exp (tY ), t ∈ C, of X, Y is going to be referred to as the linear span of X, Y . Hence the phrase "the linear span of X, Y " implies that X, Y commute and that they are not everywhere parallel. A consequence of the preceding proof is that every vector field Z commuting with both X, Y must be contained in their linear span (where the phrase "linear span" is already employed in the mentioned sense). In particular, if F is an element of Diff 1 (C 2 , 0) commuting with both Exp (X), Exp (Y ) 
Also, as a matter of terminology, whenever a group G is said to be contained in the linear span of two commuting vector fields, it should be understood that G is not contained in the exponential of a single formal vector field Z.
Here is another easy consequence of Lemma 5.2.
Lemma 5.4. Suppose that h is a non-constant first integral of X and let F 1 = Exp (X) and F 2 = Exp (hX) be elements in Diff 1 (C 2 , 0). The intersection of the centralizers of F 1 and F 2 , i.e. the set of elements in Diff 1 (C 2 , 0) commuting with both F 1 , F 2 is the subgroup of Diff 1 (C 2 , 0) constituted by those elements whose infinitesimal generators have the form aX, where a is a first integral of X. In particular, this group is abelian.
Proof. If every vector field Y commuting with X is everywhere parallel to X, then the statement follows at once from Lemma 5.2, Case 1. Suppose then the existence of Y not everywhere parallel to X satisfying [X, Y ] = 0. Again it follows from Lemma 5.2 that the centralizer of F 1 = Exp (X) consists of those elements whose infinitesimal generators have the form aX + bY , where a, b are first integrals of X. Nonetheless, the elements in the intersection of the centralizers of F 1 , F 2 must commute with F 2 as well. According to Lemma 2.6, this happens if and only if the infinitesimal generator aX + bY commutes with hX. However, we have
Since Y is not everywhere parallel to X, it follows that ∂h/∂Y is not identically zero. We then conclude that b must vanish identically. The lemma is proved.
Normalizers of finitely generated abelian groups
Recall that the order ord (f ) at (0, 0) of an element f ∈ C [[x, y] ] is nothing but the degree of the first non-zero homogeneous component of the formal series of f . Similarly the order at (0, 0) of a formal vector field X ∈ X is the minimum between the orders of its components and this is well-defined since this minimum does not depend on the choice of the formal coordinates.
Consider now an element h ∈ C((x, y)) and set h = f /g with f, g ∈ C [[x, y] ]. The order of h at (0, 0) can be defined as the unique integer n ∈ Z for which the limit lim λ→0 h(λx, λy) λ n is a non-identically zero quotient of two homogeneous polynomials. Alternatively, this value of n is simply the difference ord (f ) − ord (g). The extension of this definition to formal vector fields with coefficients in C((x, y)) is immediate: the order at (0, 0) of the vector field in question is the minimum between the orders of its components. Clearly this notion of order is again well-defined since it does not depend on the choice of the formal coordinates.
In what follows, a formal vector field X with coefficients in C [[x, y] ] will often be referred to as a (formal) vector field belonging to X (or occasionally to X 2 ). Unless otherwise mentioned, whenever we talk about formal vector fields without specifying that they belong to either X, X 2 they are allowed to have coefficients in C((x, y) ).
Consider two non-everywhere parallel vector fields X, Y ∈ X 2 . Every formal vector field Z ∈ X can be expressed as a linear combination of X, Y with coefficients in C((x, y) ). More precisely, for X, Y and Z as above let
where f, g ∈ C((x, y)). Setting X = A∂/∂x + B∂/∂y, Y = C∂/∂x + D∂/∂y and Z = P ∂/∂x + Q∂/∂y, we have:
Next let X H (resp. Y H ) stand for the homogeneous polynomial vector field formed by the first non-zero homogeneous component of the (formal) Taylor series of X (resp. Y ). Whereas X, Y are supposed to be linearly independent at generic points (i.e. not everywhere parallel), the vector fields X H , Y H may or may not be everywhere parallel.
The above situation will affect our arguments specially when considering the linear span of two vector fields X, Y in X 2 (recall that X, Y are supposed to commute when the word "span" is used). In fact, in this case, two different situations may occur, namely:
• We may have ord (X) = ord (Y ) and, in fact, every vector field Z in the linear span of X, Y may have order at the origin equal to ord (X) = ord (Y ).
• Up to a constant multiplicative term, there may exist a unique vector field Z in the linear span of X, Y which is distinguished in the sense that its order is strictly greater than the order of all remaining vector fields in the mentioned linear span. In this case, every vector field in the linear span that is not everywhere parallel to Z has the same order at (0, 0) ∈ C 2 (and this order is strictly smaller than the order of Z). In the case described in the first item, it immediately follows that the vector fields X H , Y H cannot be everywhere parallel. From this, it also follows that the order of the function (x, y) → AD − BC equals ord (X) + ord (Y ) . Thus we obtain the following lemma:
Lemma 6.1. Suppose that Z = f X + gY with X, Y, Z ∈ X. Suppose also that X, Y yield a linear span all of whose vector fields have the same order at (0, 0) ∈ C 2 . Then we have ord (Z) ≤ min{ord (f X) , ord (gY )} where ord (f X) (resp. ord (gY ), ord (Z)) stands for the order at (0, 0) ∈ C 2 of the formal vector field f X (resp. gY, Z) with coefficients in C((x, y) ).
The preceding statement needs no longer to hold when the linear span of X, Y sits in the second above described case. In fact, in this case X H , Y H may turn out to be everywhere parallel so that no a priori bound on the order of the function (x, y) → AD − BC can be derived.
Keeping in mind the above comments, we can start discussing the main object of this section namely, the normalizers of certain groups. First recall that the normalizer of a group G ⊂ Diff 1 (C 2 , 0) is the maximal subgroup N G of Diff 1 (C 2 , 0) containing G and such that G is a normal subgroup of N G . Similarly, the centralizer of an abelian group G is the maximal subgroup of Diff 1 (C 2 , 0) all of whose elements commute with G (in particular the centralizer of an element is nothing but the centralizer of the cyclic group generated by this element).
Motivated by Equation (1), we shall study the normalizers of certain subgroups of Diff 1 (C 2 , 0) . Though G(m) is only contained in G(m, m − 1), information on the normalizers of abelian groups (and/or of their abelian extensions) constitute a useful tool to work out the proof of Proposition 2.4.
To begin with, let us consider abelian groups contained in the linear span of two vector fields X, Y . The reader is reminded that our terminology is such that X, Y commute and are non-everywhere parallel. Besides the group in question is not contained in the exponential of a single vector field. As to the span of X, Y , note that two different situations may occur, namely: all linear combinations of X, Y may or may not have the same order at the origin. As already mentioned, when not all these vector fields have the same order at the origin, there is a unique (up to a multiplicative constant) vector field Z in the mentioned span having order at the origin strictly greater than the orders of all remaining vector fields in the span in question.
Lemma 6.2. Let G ⊂ Diff 1 (C 2 , 0) be an abelian group contained in the linear span of two non-everywhere parallel commuting vector fields X, Y . Then we have the following possibilities:
• Assume that all vector fields in the linear span of X, Y have the same order at the origin. Then the normalizer N G of G is contained in the mentioned linear span.
• Assume that there is a vector field Z in the linear span of X, Y whose order is greater than the orders of the remaining vector fields. Then the normalizer N G of G is a step 2 solvable group.
Proof. Consider the linear space E spanned by X, Y and naturally isomorphic to C 2 . Given an element F in N G , note that its adjoint action on the linear space E is well-defined since G is not contained in the exponential of a single vector field. Next, note that the eigenvalues of the automorphism of E induced by F are equal to 1 since F is tangent to the identity. Therefore, either the action induced by F is the identity or it is non-diagonalizable. In the former case, F belongs to the linear span of X, Y since it commutes with both X and Y and the statement follows.
To complete the proof of the lemma only the non-diagonalizable case remains to be considered. Let us begin by discussing the case in which all vector fields in the linear span of X, Y have the same order at the origin. Modulo a change of basis, we can assume that F * X = X. Therefore F preserves X and, hence, it is contained in the centralizer of Exp (tX). According to Lemma 5.2, the centralizer of Exp (tX) consists of elements having the form Exp (h 1 X + h 2 Y ) where h 1 , h 2 are both first integrals of X. To derive a contradiction with the assumption that the action of F = Exp (h 1 X +h 2 Y ) on E is not diagonalizable, let us consider the adjoint action of F on the vector field Y . According to Hadamard's lemma we have
By assumption h 1 X + h 2 Y lies in X 2 since F is tangent to the identity. Besides Y belongs to X 2 as well so that the order of [h 1 X + h 2 Y, Y ] must be strictly greater than the order of Y . Hence, the order of F * Y − Y is strictly greater than the order of Y . However, F * Y − Y belongs to the linear span of X, Y . Since, by assumption, every vector field in the mentioned span has the same order as Y , it follows that the vector field F * Y − Y must vanish identically. In other words, we have F * Y = Y which contradicts the assumption that the action of F on E is not diagonalizable. The lemma is proved in the first case. Let us now suppose that the linear span of X, Y contains a vector field Z whose order at (0, 0) ∈ C 2 is strictly larger than the order of the remaining vector fields (not parallel to Z itself). Since the adjoint action of F on E has eigenvalues equal to 1 and preserves the order at (0, 0) ∈ C 2 of vector fields, it follows that F * Z = Z for every F ∈ N G . To conclude that N G is step 2 solvable we proceed as follows. Without loss of generality, assume that Y is not everywhere parallel to Z (recall that Z lies in the span of X, Y ). Consider the action of F on Y . Now Hadamard's lemma yields
As pointed out above, the order at (0, 0) ∈ C 2 of the vector field F * Y − Y is strictly greater than the order of Y . Since, on the other hand, F * Y − Y must belong to the linear span of X, Y , we conclude that the vector field in question is a constant multiple of Z or vanishes identically. Hence, for every F ∈ N G , we can write
for some constant c ∈ C depending only on F (note that c may equal zero). In particular, we have obtained a map σ from N G to C that assigns to F ∈ N G the constant c ∈ C appearing in Equation (10). Furthermore, since every element F ∈ N G must verify F * Z = Z, it is immediate to check that σ : N G → C is a group homomorphism. Moreover the kernel of σ consists of those elements that fix both Z and Y so that this kernel can be identified to E ∩ N G . Summarizing, a group Γ abelian−1 is defined by the short exact sequence
where, by a small abuse of notation, σ is identified to its extension to the whole subgroup of Diff 1 (C 2 , 0) consisting of elements F verifying both F * Z = Z and Equation (10). This is well-defined since the set of elements in Diff 1 (C 2 , 0) satisfying the mentioned conditions clearly form a group. Now, the group Γ abelian−1 is an abelian extension of an abelian group and hence it is step 2 solvable. Since N G naturally sits inside Γ abelian−1 , the lemma follows at once.
Let us look more closely at the second possibility listed in the statement of Lemma 6.2. We keep the preceding notations so that E ≃ C 2 is the linear span of X, Y and Z ∈ E is as above, i.e. up to a constant multiplicative factor, it is the unique vector field in E whose order at the origin is strictly larger than the orders of the remaining vector fields in E. Owing to the above discussion, the normalizer N G of G is contained in Γ abelian−1 . In turn, Γ abelian−1 clearly has the structure of a Lie group with complex dimension 3. The reader may note that the inclusion N G ⊆ Γ abelian−1 may be strict since G is possibly discrete in E and hence not all formal diffeomorphism F ∈ Diff 1 (C 2 , 0) verifying Equation (10) and such that F * Z = Z will necessarily belong to N G . Yet, it is easy to check that the Lie algebra of Γ abelian−1 is nothing but the Lie algebra associated to the solvable group N G through the construction discussed in Paragraph 4.2. Equivalently, the group N G is Zariski-dense in the (algebraic) Lie group Γ abelian−1 .
The Lie algebra of Γ abelian−1 is going to be denoted by g abelian−1 and it is solvable with complex dimension 3. Let us complete the set Y, Z into a basis for g abelian−1 by including a suitable vector field X. The resulting Lie algebra is clearly neither abelian nor isomorphic to the Lie algebra of PSL (2, C) since Y commutes with Z. Note that, by construction, the image of the adjoint endomorphism ad ( X) : g abelian−1 → g abelian−1 associated to X lies in E (the linear span of X, Y ). Since Z is distinguished in E by its maximal order, it follows at once that [ X, Z] = 0. Thus Z is a central element in g abelian−1 . Furthermore, since the order of [ X, Y ] is strictly greater than the order of Y , we conclude that [ X, Y ] = cZ for some c ∈ C * . It follows that g abelian−1 is the Lie algebra of strictly upper-triangular 3 × 3 matrices, indeed it can be represented by three elements X, Y , Z subjected to the relations
From the fact that the exponential map Exp : g abelian−1 → Γ abelian−1 is a bijection (Proposition 2.11), we finally conclude that Γ abelian−1 is isomorphic to the group of unipotent upper triangular 3 × 3 matrices. We have then proved: Lemma 6.3. Let G ⊂ Diff 1 (C 2 , 0) be as in the second case of Lemma 6.2. Then the normalizer N G of G is step 2 nilpotent. Indeed N G is contained in the group of unipotent upper triangular 3 × 3 matrices.
The next lemma completes the description of the normalizers of (non-trivial) finitely generated abelian groups, cf. Lemma 5.3.
Lemma 6.4. Let G ⊂ Diff 1 (C 2 , 0) be a finitely generated (non-trivial) abelian group all of whose elements have infinitesimal generators parallel to a certain formal vector field X. Then the normalizer N G of G in Diff 1 (C 2 , 0) satisfies the following:
• Suppose that G is contained in Exp (tX). Then N G coincides with the centralizer of its elements. Namely, it consists of those elements of Diff 1 (C 2 , 0) whose infinitesimal generators have the form aX + bY , with a, b first integrals of X and where Y is a vector field commuting with X and not everywhere parallel to X (if Y does not exist, then N G is reduced to the group formed by those elements whose infinitesimal generators have the form aX).
is not contained in the exponential of a single vector field X, then N G is step 2 solvable.
Proof. Suppose first that G is contained in Exp (tX), for some X ∈ X 2 . In particular all elements in G have the same order at the origin. Let then ϕ be a non-trivial element of G and consider F ∈ N G ⊆ Diff 1 (C 2 , 0). By construction, we must have
Therefore, if ϕ = ϕ, the order of contact with the identity of F • ϕ • F −1 • ϕ −1 = id equals the order of contact of ϕ since both elements lie in G. This contradicts Lemma 2.6 and ensures that F must commute with ϕ. Therefore N G coincides with the centralizer of ϕ and the statement results from Lemma 5.2. More generally, suppose now that G is contained in the group generated by a finite number of exponentials Exp (thX), where h is a first integral for X, but not on the exponential of a single vector field. Denoting by n the number of these vector fields, let E n stand for the linear space they generate (thus E n ≃ C n ). In particular, if F belongs to the normalizer of G, then the adjoint action of F on E n is again well-defined.
Denote by Γ X ⊂ Diff 1 (C 2 , 0) the (possibly infinitely generated) abelian group consisting of all formal diffeomorphisms in Diff 1 (C 2 , 0) whose infinitesimal generator has the form hX, where h is a first integral of X. Similarly, let Γ abelian−2 be the subgroup of Diff 1 (C 2 , 0) formed by those elements F ∈ Diff 1 (C 2 , 0) whose adjoint action on E n is well-defined. The preceding discussion implies that the normalizer N G of G is contained in Γ abelian−2 .
Since E n has finite dimension (equal to n), finite dimensional, the integers that can be obtained as the order at the origin of some vector field in E n form a bounded set. Denote then by Z 1 , . . . , Z l the vector fields of maximal order at (0, 0) ∈ C 2 lying in E n . For F ∈ Γ abelian−2 and i ∈ {1, . . . , l}, Hadamard's lemma shows that F * Z i = Z i + R i where R i is a vector field whose order at (0, 0) is strictly greater than the order of Z i . However R i must also belong to E n since R i = F * Z i − Z i and, by definition of Γ abelian−2 , F * Z ∈ E n provided that Z ∈ E n . Since Z i has maximal order among vector fields in E n , it follows that R i vanishes identically. Therefore every F in Γ abelian−2 commutes with every vector field Z i , i ∈ {1, . . . , l}. If l ≥ 2, it follows from Lemma 5.4 that the intersection of the centralizers of the corresponding vector fields Z i is contained in the group Γ X . Hence N G ⊂ Γ X is abelian and the lemma is proved in this case.
Finally let us suppose that l = 1. Hence, up to a multiplicative constant, there is a unique vector field Z in the Lie algebra of G having maximal order at (0, 0) ∈ C 2 . Thus N G must be contained in the centralizer of Z. Consider then a vector field, denoted by Y , having the "second" greatest order at (0, 0) ∈ C 2 , i.e. if a vector field in the Lie algebra of G has order at (0, 0) strictly greater than the order of Y then this vector field must be a constant multiple of Z. If an element F ∈ N G fixes Y , then this element F must belong to the centralizer of both Z and Y so that it belongs to the commutative group Γ X . Suppose then that F ∈ N G does not fix Y . As previously seen, Hadamard's lemma yields F * Y = Y + cZ for some constant c ∈ C. Since every element in Γ abelian−2 must preserve Z, reasoning as in the proof of Lemma 6.2, we conclude that the assignment F ∈ Γ abelian−2 → c ∈ C such that F * Y = Y + cZ defines a homomorphism from Γ abelian−2 to C. Moreover, the kernel of this homomorphism sits inside Γ X . From this we conclude that Γ abelian−2 is an abelian extension of an abelian group. It is therefore a step 2 solvable and the statement results at once.
As it happened in the case of Lemma 6.2, the structure of the group Γ abelian−2 containing N G can be made more accurate. Consider again the linear space E n which is supposed to contain a single vector field Z 1 having maximal order at (0, 0) ∈ C 2 . Since E n is spanned by n ∈ N commuting vector fields, we assume n ≥ 2 in the sequel. Consider a basis {Z 1 , . . . , Z n } for E n where Z 1 is the vector field in E n having maximal order at (0, 0) ∈ C 2 (and recall that this vector field is unique up to a multiplicative constant). The vector field Z 2 is supposed to have the "second greatest" order among vector fields in E n . More generally the above basis is chosen so as to verify the following conditions:
(1) Beginning with Z 1 and Z 2 as above, the vector field Z 3 is chosen to have maximal order subject only to the obvious condition that Z 3 , Z 2 and Z 1 must be linearly independent in E n . Thus, in any event, either the order of Z 3 equals to the order of Z 2 or Z 3 has the "third greatest" order among vector fields in E n . (2) Next Z 4 is chosen so as to be linearly independent with Z 3 , Z 2 and Z 1 and to have maximal order. The procedure in then continued by induction until the basis {Z 1 , . . . , Z n } be completed. As an obvious consequence of the preceding construction, the order at (0, 0) ∈ C 2 of Z j is smaller than or equal to the order of Z i provided that i < j. Now, denote by E 1 n the one-dimensional subspace of E n spanned by Z 1 . Next, let k 2 ≥ 2 be the greatest integer for which the order at (0, 0) of Z k equals the corresponding order of Z 2 . The subspace E 2 n ⊂ E n is defined as the space spanned by Z 1 , . . . , Z k 2 . If E 2 n is strictly contained in E n , we define k 3 as the greatest integer for which the order of Z k 3 at (0, 0) equals the corresponding order of Z k 2 +1 . Continuing in this way, we obtain an increasing sequence of subspaces
n . By recalling that the commutator of two vector fields in E n either vanishes identically or has order strictly greater than the maximum between the orders of the two initial vector fields, it easily follows that the group Γ abelian−2 is, in fact, nilpotent and that the exponential of Z 1 lies in its center. In particular, the adjoint action of Z 1 in E n vanishes identically. Moreover if X belongs in E i n then the adjoint endomorphism ad (X) : E n → E n has its image contained in E i−1 n (the endomorphism vanishes identically if i = 1). From this, the reader will easily deduce a block-triangular form for the Lie group Γ abelian−2 containing N G . In particular, we have proved:
Lemma 6.5. Suppose that G ⊂ Diff 1 (C 2 , 0) is as in the second item of Lemma 6.4 and that N G is not abelian. Then N G is step 2 nilpotent and it is contained in a (step 2 nilpotent) Lie group whose nilpotent Lie algebra has an one-dimensional center.
Remark 6.6. The following example illustrates both Lemmas 6.2 and 6.4. Consider the Lie algebra spanned by the vector fields
Note that the vector fields X, Y commute though they are not everywhere parallel. While the vector field Z does not belong to the linear span of X, Y , its exponential Exp (tZ) lies in the normalizer of the group generated by Exp (X), Exp (Y ) . Also Z does not commute with Y . Similarly the group generated by Exp (X), Exp (Z) is abelian and not contained in the exponential of a single vector field. Besides the exponential of Y lies in the normalizer of the mentioned abelian group whereas neither Y commute with Z nor Y is parallel to both X, Z.
Let us close this section with a lemma that will be needed later when discussing pseudosolvable groups and, more precisely, the mechanisms through which a series of sets S(j) as those considered in Definition 2.3 may degenerate into {id}. The lemma in question is analogous to Lemma 2.7 though it involves the Campbell-Hausdorff formula rather than the Hadamard lemma.
Lemma 6.7. Suppose that X, Y are non-everywhere parallel commuting vector fields in X 2 . Consider elements F 1 , F 2 ∈ Diff 1 (C 2 , 0) whose infinitesimal generators are respectively given by y) ) are supposed to be first integrals for X. Under these conditions, if the infinitesimal generator of
2 is everywhere parallel to X, then either b 1 .b 2 vanishes identically or the quotient b 1 /b 2 is constant.
Proof. The point of the proof consists in showing that the commutator of the vector fields Z 1 , Z 2 must be everywhere parallel to X. For this, modulo considering the obvious extensions of all vector fields to a neighborhood of the origin in C 3 , let T denote again the operator from X 2 to X 2 consisting of taking the vector product with X. Assuming for a contradiction that [Z 1 , Z 2 ] is not everywhere parallel to X, it follows that the vector field T ([Z 1 , Z 2 ]) ∈ X 2 is not identically zero.
Next, the Campbell-Hausdorff formula for the infinitesimal generator hX of
In turn, we conclude
Now denote by k the order of T ([Z 1 , Z 2 ]) which is well-defined since the vector field in question does not vanish identically. As it happened in the proof of Lemma 2.7, it is immediate to check that the orders of the remaining terms in the previous formula is always strictly greater than k. In other words, the formal series on the left hand side has a non-zero homogeneous component of degree k. The resulting contradiction ensures that the commutator [Z 1 , Z 2 ] must be everywhere parallel to X. Now a direct calculation yields,
Because X, Y are not everywhere parallel, we conclude that the coefficient 
Nilpotent and Solvable groups
In this section and in the next one, we shall develop a detailed classification of solvable subgroups of Diff 1 (C 2 , 0) . Building in these results, the proof of Theorem 2.4 will be supplied in the course of the discussion.
Let then G ⊂ Diff 1 (C 2 , 0) be a finitely generated solvable non-abelian group. Denote by D k G the highest order non-trivial derived group of G. Thus D k G is a non-trivial abelian group (in particular D k+1 G = {id}). From the main results of [M-Ri] , we know that k ≤ 2 though this result will naturally be recovered in the discussion below.
The reader will also note that, while D k G is an abelian group, it need not be finitely generated, cf. Example 2.12. In view of this and of the material presented in Section 4, the discussion below must separately consider the following cases: Case A) D k G is contained in the linear span of two (commuting) vector fields X, Y (recall that this also means that X, Y are not everywhere parallel and that D k G is not contained in the exponential of a single vector field). Case B) All elements in D k G possess infinitesimal generators of the form hX, where h is a first integral of some X ∈ X 2 and the group D k G is finitely generated. Case C) All elements in D k G possess infinitesimal generators of the form hX, where h is a first integral of some X ∈ X 2 , and the group D k G is not finitely generated. To begin with, we have: Lemma 7.1. Suppose we are given a solvable non-abelian (finitely generated) group G ⊂ Diff 1 (C 2 , 0) and denote by D k G its highest order non-trivial derived subgroup. Suppose that D k G is contained in the linear span of vector fields X, Y . Then G is actually step 2 nilpotent and, in particular, possesses a non-trivial center.
Proof. Clearly D k G is a normal subgroup in the (non-abelian) group D k−1 G. Therefore Lemma 6.2 implies the existence of a vector field in the linear span of X, Y whose order at (0, 0) ∈ C 2 is strictly greater than the order of the remaining vector fields in the linear span in question. Without loss of generality, we can assume that this distinguished vector field is X itself.
On the other hand, Lemma 6.3 ensures that D k−1 G is contained in the group Γ abelian−1 consisting of unipotent upper triangular 3×3 matrices. Furthermore, being non-abelian, D k−1 G is Zariski-dense in Γ abelian−1 . If k = 1, then the statement is automatically proven.
Suppose now that k ≥ 2. Then D k−2 G must be contained in the normalizer of Γ abelian−1 . Because D k−1 G is Zariski-dense in Γ abelian−1 , the normalizer of D k−1 G concides with the normalizer of Γ abelian−1 . Therefore to prove the lemma it suffices to check that the normalizer of Γ abelian−1 is contained in Γ abelian−1 itself. For this, recall that the lie algebra g abelian−1 of Γ abelian−1 is spanned by three vector fields denoted by X, Y and Z where X is central in this Lie algebra. Besides, we have [Y, Z] = X. Since X is central, every F in the normalizer of Γ abelian−1 must also normalize the exponential of X. Hence the normalizer of Γ abelian−1 is contained in the centralizer of X so that it is constituted by formal diffeomorphisms F verifying F * X = X. Now, consider all vector fields of the form c 1 Y + c 2 Z where c 1 , c 2 ∈ C. Among these vector fields, and up to a multiplicative constant, there is at most a unique vector field distinguished by the fact that its order at (0, 0) ∈ C 2 is strictly larger than the orders of the remaining vector fields in the collection in question. Assume that this vector field exists and denote it by W . Note that W cannot coincide with X since X commutes with both Y and Z while [Y, Z] = X. Thus, as far as order is concerned, g abelian−1 contains two vector fields whose orders are greater than those of the remaining vector fields in this Lie algebra, namely X and W (if W as above do not exist then set, for example, W = Y ).
Next let F be an element in the normalizer of Γ abelian−1 . As already seen, F verifies F * X = X. Moreover, if F * (W ) = W , then F lies in the intersection of the centralizers of X and W and thus in an abelian group, cf. Lemmas 5.3 and 5.4. Hence we may assume that F * W − W = 0. Yet, Hadamard's lemma shows that F * W − W is a vector field in g abelian−1 whose order is strictly larger than the order of W . This vector field must therefore be a constant multiple of X. Thus F actually lies in the normalizer of the abelian Lie algebra spanned by X, W (and this whether or not X, W are everywhere parallel). In any event, F sits inside a step-2 nilpotent group as it follows from Lemmas 6.3 and 6.5. The lemma is proved.
Let us now consider the above mentioned Case B. Thus, from now on, all elements in D k G are supposed to have infinitesimal generators everywhere parallel to X. A specially interesting case occurs when these infinitesimal generators are actually a constant multiple of X. For this case, the following lemma provides useful information.
Lemma 7.2. Let G ⊂ Diff 1 (C 2 , 0) be a solvable non-abelian group whose derived group D 1 G is contained in Exp (tX) for a certain X ∈ X 2 . Then G is a step 2 nilpotent group. Furthermore there is a vector field Y commuting with X but not everywhere parallel to X along with a non-identically zero function f ∈ C((x, y)) such that the following holds:
(1) The infinitesimal generator Z of every element F in G has the form a i X + b i Y where a i , b i are first integrals of X. (2) For every element as above, we have b i = α i f with α i ∈ C (and f is itself a first integral of X). Note also that the possibility of having α i = 0 is not excluded (3) Given elements F i , F j in G with infinitesimal generators Z i , Z j , then
is the infinitesimal generator of the commutator [F i , F j ]. (4) F i , F j as above commute if and only if [Z i , Z j ] = 0 what, in turn, is equivalent to saying that α i a j − α j a i is a constant. (5) Every F ∈ G has contact with the identity at (0, 0) ∈ C 2 smaller than or equal to the order of X at (0, 0) ∈ C 2 . Moreover, if the contact with the identity of F equals the order of X, then F is contained in Exp (X).
Proof. Since D 1 G is normal in G, it follows that G is contained in the centralizer of Exp (X). In other words, every element in G has an infinitesimal generator of the form aX + bY where a, b are first integrals of X and where Y stands for a vector field commuting with X and not everywhere parallel to X. Note that Y must exist since G is not abelian. Furthermore those elements lying simultaneously in the exponential of X and in G must actually belong to the center of G which is therefore a step 2 nilpotent group. In this case, terms of high order in the the Campbell-Hausdorff formula must vanish so that the following holds: if F 1 , F 2 are elements in G whose infinitesimal generators are respectively a 1 X + b 1 Y and a 2 X + b 2 Y , then the infinitesimal generator of the commutator [
Since the latter commutator must be a constant multiple of X, it follows that the quotient between b 1 , b 2 is a constant (unless one of them vanishes identically). We must also have
where cte stands for some constant in C. The preceding discussion proves the first four items in the statement of Lemma 7.2. It only remains to check item (5). Consider an element F ∈ G whose contact with the identity is not smaller than the order of X. In the sequel we are going to prove that F is contained in the exponential of X which suffices to establish the statement. For this, consider an element ϕ ∈ G and note that the contact with the identity of [ϕ, F ] is strictly greater than the contact of F and hence than the order of X. Hence the commutator [ϕ, F ] must vanish so that F lies in the center of G. Next, suppose that the infinitesimal generator Z of F is not a constant multiple of X. Then G lies in the intersection of the centralizers of X and Z. This intersection is, however, an abelian group owing to Lemmas 5.3 and 5.4 what is impossible since G is not abelian. The lemma is proved.
We are now able to state our main result concerning Case B of solvable subgroup of Diff 1 (C 2 , 0). Recall that in Case B, the abelian group D k G is supposed to be finitely generated which is equivalent to saying that its Lie algebra has finite dimension.
Lemma 7.3. Let G and D k G be as in Case B so that every element in D k G has an infinitesimal generator of the form hX, where h is a first integral of X. Then G is step 2 nilpotent and has a non-trivial center whose corresponding Lie algebra has dimension 1.
Proof. Suppose first that D k G is contained in Exp (tX) for some X ∈ X 2 . Then D k−1 G is a step 2 nilpotent group as indicated in Lemma 7.2. In particular, the statement holds if k ≤ 1. Suppose then k ≥ 2. In this case, D k−2 G is contained in the normalizer of D k−1 G. The normalizer in question must also normalize the center of D k−1 G so that it is again contained in the centralizer of X. As already seen, the Lie algebra of D k−1 G is not reduced to the vector field X alone. Furthermore, owing to Lemma 7.2, every vector field in this Lie algebra has order at (0, 0) ∈ C 2 smaller than the order of X (unless the vector field in question is a constant multiple of X itself). Consider then a vector field Y in this Lie algebra whose order at (0, 0) ∈ C 2 is maximum apart from constant multiples of X (in particular Y is not a constant multiple of X).
Consider now F ∈ D k−2 G. Since Hadamard's lemma implies that F * Y −Y is a vector field in the Lie algebra of D k−1 G possessing order strictly greater than the order of Y , we conclude that F * Y − Y must equal a constant multiple of X. Therefore F actually belongs to the normalizer of the abelian Lie algebra spanned by X, Y . In view of Lemmas 5.3 and 5.4, it follows that D k−2 G is contained in a step 2 nilpotent group which, in turn, contradicts the assumption that k ≥ 2. The lemma is proved in the first case.
Let us now consider the second possibility in which the the Lie algebra associated to D k G has (finite) dimension at least 2. Since G is not abelian, Lemma 5.4 ensures that D k−1 G is again a step 2 solvable group (in fact nilpotent) whose center is non-trivial and contained in the exponential of a single vector field denoted by X. This vector field X is, up to multiplicative constants, the unique vector field of maximal order at (0, 0) ∈ C 2 belonging to the Lie algebra of D k G.
To finish the assume again that k ≥ 2. To derive a contradiction, we are going to show that D k−2 G is still contained in a step 2 nilpotent group. For this, we first state:
Claim. Vector fields in the Lie algebra of D k−1 G have order at (0, 0) ∈ C 2 smaller than the order of X. Furthermore, if Y in the mentioned Lie algebra has the same order as X at (0, 0) ∈ C 2 , then Y is a constant multiple of X. Proof of the Claim. Assume that the order of Y is greater than or equal to the order of X and consider an element F ∈ D k−1 G contained in Exp (tY ). For every ϕ ∈ D k−1 G, the contact with the identity of [ϕ, F ] is strictly greater than the contact of Y and hence strictly greater than the order of X. Nonetheless, the infinitesimal generator of [ϕ, F ] belongs to the Lie algebra of D k G whose vector field of maximal order is precisely X. The resulting contradiction establishes the claim.
Consider now a vector field Y in the Lie algebra of D k−1 G whose order at (0, 0) ∈ C 2 is the greatest among vector fields in this Lie algebra except for the constant multiples of X. Once such vector field Y has been chosen, the rest of the proof goes exactly as the preceding case. Owing to Hadamard's lemma, every element F in D k−2 G is such that F * Y − Y is a vector field belonging to the Lie algebra of D k−1 G. Moreover, unless this vector field vanishes identically, its order at (0, 0) ∈ C 2 is strictly larger than the corresponding order of Y . Thus, in any event, every F ∈ D k−2 G acts on the abelian Lie algebra spanned by X, Y . As already seen, this implies that D k−2 G is contained in a step 2 nilpotent group and the resulting contradiction ends the proof of the lemma.
Before starting the discussion about solvable subgroups of Diff 1 (C 2 , 0) as in Case C, let us review the previous results from a perspective of nilpotent groups. Naturally nilpotent groups are always solvable. Conversely, given a solvable subgroup G ⊂ Diff 1 (C 2 , 0) , let D k G denote its non-trivial derived subgroup of highest order. The previous results show, in particular, that G is actually nilpotent provided that the group D k G is finitely generated. The converse of this statement is simple and well-known, essentially going back to Zassenhaus: the highest derived group D k G is always finitely generated provided that G is finitely generated and nilpotent. Hence we have proved the following:
Corollary 7.4. For a solvable subgroup G ⊂ Diff 1 (C 2 , 0) the following are equivalent:
• G is nilpotent.
• The highest non-trivial derived subgroup D k G of G is finitely generated.
Let us now begin to deal with the Case C of solvable subgroups of Diff 1 (C 2 , 0). Keeping the preceding notations, consider the abelian group D k G along with its infinite dimensional abelian Lie algebra D k g. Recall that all vector fields in this abelian Lie algebra are everywhere parallel. The following general observation should also be made: The order of vector fields in D k g must be unbounded. If this were not the case, the argument used in Lemma 7.3 would still apply and the resulting group G would be step 2 nilpotent. A contradiction would then follow from the fact that G is finitely generated since the Lie algebra of finitely generated nilpotent groups cannot contain vector fields with arbitrarily large orders, as the reader can easily check.
Let us now go back to the group G ⊂ Diff 1 (C 2 , 0) and to the infinitely generated abelian group D k G. Since G is not abelian, the group D k−1 G can be considered. Moreover D k−1 G is itself non-abelian and contained in the normalizer of D k G. Suppose for the time being that the center of D k−1 G is non-trivial. Owing to Lemmas 5.3 and 5.4, this center must be contained in the exponential of a single vector field X. Now, since D k−2 G normalizes D k−1 G, it must normalize the center of D k−1 G as well. In other words, D k−2 G must again be contained in the centralizer of Exp (tX). A simple induction argument then shows that the whole group G is contained in the centralizer of X and hence possesses a non-trivial center.
From here it is convenient to further split Case C into two sub-cases, namely:
Case C.1) The group G has a non-trivial center contained in the exponential of a single vector field X lying in the Lie algebra D k g. Case C.
2) The center of G is trivial and so is the center of
In what follows, the Case C.1 is going to be detailed while the discussion of the Case C.2 will be deferred to the next section. Thus, in the Case C.1, the group G is contained in the centralizer of X. Therefore every vector field in g has the form aX + bY where, as usual, a, b are first integrals of X and Y is a vector field commuting with X and not everywhere parallel to X. The reader will also note that a vector field Y as indicated must exist since the centralizer of X would be an abelian group otherwise.
Consider now the Lie algebra D k−1 g associated to D k−1 G (whose construction is described in Section 2.3 for example). As it follows from Lemma 6.7, the commutator of two vector fields Z 1 , Z 2 ∈ D k−1 g must be contained in D k g and hence it must have the form hX where h is some first integral of X. Setting Z 1 = a 1 X + b 1 Y and Z 2 = a 2 X + b 2 Y , the preceding implies that b 1 /b 2 must be a constant unless one between b 1 , b 2 vanishes identically. In other words, there must exist a function f ∈ C((x, y)) such that the following holds:
Lemma 7.5. Assuming that G is as in Case C.1, every element Z ∈ D k−1 g (and thus the infinitesimal generator of every element in D k−1 G) has the from Z = aX + αf Y where a, f are first integrals of X and α is a constant in C.
Remark 7.6. Since the group G is known to be solvable, we can alternately reach the conclusion that [Z 1 , Z 2 ] must be parallel to X by resorting to the correspondence between groups and Lie algebras set forward in [M-Ri] , cf. Proposition 2.11. The latter argument also allows us to inductively apply the preceding argument to the Lie algebras
Still concerning Lemma 7.5, we note that the general form for the quotient b 1 /b 2 satisfy the co-cycle relation (b 1 /b 2 )(b 2 /b 3 ) = b 1 /b 3 which is necessary to have a well-defined Lie algebra. Furthermore, the vector fields in D k g have a specific form that sits inside the more general form of vector fields in D k−1 g.
Suppose now that k ≥ 2 so that the Lie algebra D k−2 g can be considered. The preceding argument can thus be repeated: let Z 1 , Z 2 be vector fields in D k−2 g leading to a commutator
for some α ∈ C and for f as in Lemma 7.5. Naturally it can be supposed that f is not a constant. If H is a specific function satisfying ∂H/∂Y = f , then the quotient b 1 /b 2 has the general form αH + ϕ where ϕ is a first integral of Y . Nonetheless, to have a well-defined Lie algebra, we still need to check the co-cycle relation (
In particular b 2 /b 1 must admit the same pattern, i.e. we must have b 2 /b 1 = αH + ϕ, for a suitable constant α ∈ C and first integral ϕ of Y . Besides, the fact that (b 1 /b 2 )(b 2 /b 1 ) = 1 immediately leads to ααH 2 + H(αϕ + αϕ) + ϕϕ = 1 so that by taking the derivative with respect to Y , we obtain
Since f is not identically zero, it follows that H must be a first integral for Y since ϕ, ϕ are so. In any event, a contradiction arises at once. From this contradiction, we conclude that k equals 1. Summarizing the previous discussion, we can state:
Proposition 7.7. Assume that G is as in Case C.1 (and therefore non-abelian). Then G is metabelian and its Lie algebra g (which necessarily contains the infinitesimal generators of all elements of G) is constituted by vector fields Z of the form Z = aX + αf Y where a, f are first integrals of X, α is a constant in C and X, Y are non-everywhere parallel commuting vector fields. The center of G is non-trivial and contained in Exp (tX).
Remark 7.8. The reader will note that the class of groups described in Proposition 7.7 actually contains non-nilpotent groups.
The rest of this section will be devoted to make some important progress in the proof of Theorem 2.4. Consider then a pseudo-solvable group G along with a finite generating set S = S(0) leading to a sequence of sets S(j) that degenerates into {id} for large enough j ∈ N. Denote by G(j) (resp. G(j, j − 1)) the subgroup generated by S(j) (resp. S(j) ∪ S(j − 1)). Let k be the largest integer for which S(k) is not reduced to the identity. It then follows that G(k) is abelian. Similarly the group G(k, k − 1) is solvable. Next denote by m the smallest integer for which G(m, m − 1) is solvable. Unless otherwise mentioned, we shall always suppose that m ≥ 2. Recall also that every element F in S(m − 2) satisfies the condition
We can now prove a particular case of Theorem 2.4.
Proposition 7.9. With the preceding notations, suppose that the group G(m, m−1) ⊂ Diff 1 (C 2 , 0) is abelian. Then the initial group G is solvable.
Proof. Since G(m, m − 1) is abelian so is the group G(m) ⊆ G(m, m − 1). Suppose that G(m) is contained in the linear span of two vector fields X, Y (according to our terminology this implies that G(m) is not contained in the exponential of a single vector field). In this case, Lemma 5.3 ensures that G(m, m − 1) must be contained in the linear span E of X, Y as well. Consider now F ∈ S(m − 1) ∪ S(m − 2). In view of condition (11), it follows that F has a natural adjoint action on E. Again the eigenvalues of this action are all equal to 1 since F is tangent to the identity. If the action of F on E is diagonalizable then F itself is contained in E and hence in Γ abelian−1 . Suppose now that the action is not diagonalizable. From Hadamard's lemma it follows the existence of a vector field Z ∈ E whose order at (0, 0) ∈ C 2 is strictly greater than the orders of the remaining elements of E. The argument employed in the proof of Lemma 6.2 implies that F is contained in Γ abelian−1 . Since F is an arbitrary element of S(m − 1) ∪ S(m − 2), there follows that G(m − 1, m − 2) is contained in Γ abelian−1 . Thus the group G(m − 1, m − 2) must be solvable and a contradiction with the assumption m ≥ 2 results at once.
Suppose now that every element in G(m) has an infinitesimal generator of the form aX, for a certain formal vector field X and such that a is a first integral for X. Since G(m) ⊆ G(m, m−1) and the latter group is abelian, there are two possibilities for G(m, m − 1), namely:
(1) G(m, m − 1) is contained in the linear span of two non everywhere parallel commuting vector fields Y, Z. (2) All elements in G(m, m − 1) have infinitesimal generators of the form hX, where h denotes some first integral for X. Consider the situation described in item (1). Since G(m) ⊂ G(m, m − 1) is abelian and has a Lie algebra all of whose vector fields are parallel to X, there follows that this Lie algebra consists of constant multiples of X. Since every element in S(m) is obtained as a commutator of an element of S(m − 1) with another of S(m − 1) ∪ S(m − 2), we can find g ∈ G(m) and H ∈ G(m, m−1) such that the order of g at (0, 0) ∈ C 2 is strictly greater than the corresponding order of H. Thus there are vector fields in E (the linear span of Y, Z) whose order at (0, 0) ∈ C 2 is strictly smaller than the order of X. As already seen, this property of having maximum order in E characterizes the constant multiples of X in E. In particular, F ∈ S(m − 2) must take X on X so that F belongs to the centralizer of X. In other words, the set S(m − 2) is contained in the centralizer of Exp (tX).
To derive a contradiction by showing that G(m − 1, m − 2) must be solvable, we proceed as follows. Without loss of generality, there is an element g in S(m − 1) whose infinitesimal generator is Y . Since G(m) is not trivial, the collection of commutators [g, F ] , for every F ∈ S(m − 2) is contained in Exp (tX). Let now F ∈ S(m − 2) be fixed. We can assume that [g, F ] is not the identity, otherwise F is contained in the exponential of the span of Y, Z (since F already commutes with Exp (tX)). Hence, according to Lemma 5.1, the infinitesimal generator of F has the form aX + bY where a, b are first integrals for X. Since the infinitesimal generator of [g, F ] is X, it follows from Lemma 6.7 that b is a constant. A contradiction then arises from observing that the resulting "normal form" for elements in S(m − 2) implies that the group generated by S(m) ∪ S(m − 1) ∪ S(m − 2) is solvable (cf. again Lemma 6.7). Thus the group G(m − 1, m − 2) must be solvable and this is clearly impossible.
To complete the proof of Proposition 7.9, it remains to consider the case where every element in G(m, m − 1) has infinitesimal generator of the form aX, where a is a first integral of X. Since G(m) ⊂ G(m, m − 1), the same conclusion holds for elements in G(m). Next denote by E m (resp. E m,m−1 ) the linear space spanned by the infinitesimal generators of all elements in G(m) (resp. G(m, m − 1)). Finally denote by F 1 , . . . , F k the elements in S(m − 2).
Consider those vector fields c 1 X, . . . , c l X in E m,m−1 having maximal order at (0, 0) ∈ C 2 . Now we have: Claim 1. l = 1. Proof of Claim 1. Suppose that l ≥ 2 and consider two (independent) vector fields c 1 X, c 2 X of maximal order. Our argument will be split into three cases.
• Suppose that c 1 X, c 2 X ∈ E m,m−1 \ E m . In this case, the abelian character of E m,m−1 makes it clear that the vector fields c 1 X, c 2 X can be chosen so that actual elements g 1 , g 2 ∈ S(m − 1) can be obtained by exponentiating them. Since the contact with the identity of the commutators [g 1 , F i ], [g 2 , F i ] are both strictly greater than the contacts of g 1 , g 2 , it follows that [g 1 , F i ] = [g 2 , F i ] = id for every i ∈ {1, . . . , k}. In turn, Lemma 5.4 ensures that G(m − 1, m − 2) is abelian. This is clearly impossible.
• Suppose that c 1 X, c 2 X ∈ E m . Note that condition (11) implies that both F * i (c 1 X) and F * i (c 2 X) lie in E m,m−1 (for every i = 1, . . . , k). Thus the vector fields F * i (c 1 X) − c 1 X and F * i (c 2 X) − c 2 X are contained in E m,m−1 as well. However, Hadamard's lemma tell us that the order of the vector fields F * i (c 1 X) − c 1 X and F * i (c 2 X) − c 2 X are strictly greater than the orders of c 1 X, c 2 X. It follows that the mentioned vector fields must vanish identically what, in turn, allows us to resort again to Lemma 5.4 to derive a contradiction.
• Suppose that c 1 X ∈ E m and c 2 X ∈ E m,m−1 \ E m (up to relabeling). Again these vector fields can be chosen so as to yield by exponentiation elements g 1 , g 2 lying respectively in S(m) and S(m − 1). Now F i must commute with ϕ 2 due to the argument employed in the first item. Similarly it also commutes with ϕ 1 due to the argument employed in the second item. Putting everything together, Lemma 5.4 yields the desired contradiction. The claim is proved.
Consider then the vector field c 1 X having maximal order at (0, 0) ∈ C 2 among vector fields in E m,m−1 . Whether c 1 X lies in E m or in E m,m−1 \ E m , the preceding argument shows that F i commutes with the exponential of c 1 X for every i = 1, . . . , k. Also note that the dimension of E m,m−1 cannot equal 1 otherwise all commutators of the form [g 1 , F i ] would be trivial. Consider then a commutator of the form [g 1 , F i ] that is non-trivial for some i ∈ {1, . . . , k} and some g 1 ∈ S(m − 1). Clearly the commutator [g 1 , F i ] has contact order with the identity strictly greater than the corresponding order of g 1 . In particular, [g 1 , F i ] cannot belong in the exponential of the infinitesimal generator of g 1 .
Denote by c 2 X a vector field in E m,m−1 having second greatest order at (0, 0) ∈ C 2 . Without loss of generality, we can assume that no F i commutes with the exponential of c 2 X, for otherwise F i commutes with all elements in G(m, m − 1) (cf. Lemma 5.4). Now we have the following alternative:
• Suppose that c 2 X ∈ E m . Owing to Hadamard's lemma, there follows that F * i (c 2 X) = c 2 X + αc 1 X where α ∈ C. Since all the formal diffeomorphisms F i preserve c 1 X, it follows that F i lies in the normalizer of the group spanned by c 1 X, c 2 X. This group is nilpotent after Lemma 6.4 (see also Lemma 6.5).
• Suppose now that c 2 X ∈ E m,m−1 \ E m . In this case, for every i = 1, . . . , k, the commutator [g 2 , F i ] lies in the exponential of c 1 X. Since F i preserves c 1 X and c 2 X commutes with c 1 X, we conclude again that F i belongs to the normalizer of the group spanned by c 1 X, c 2 X. Indeed, the condition [g 2 , F i ] = g 1 can be expressed as
lies in the group generated by g 1 , g 2 . As already seen, this normalizer is a step 2 nilpotent group. Therefore, in any event, all the elements F i are contained in the step 2 nilpotent group given as the normalizer of the group spanned by c 1 X, c 2 X. Still this is not yet enough to conclude that the group G(m − 1, m − 2) is solvable since G(m − 1, m − 2) may have additional generators (besides the exponentials of c 1 X, c 2 X and the F i for i = 1, . . . , k). To obtain the desired conclusion, however, it suffices to check that each F i lies, indeed, in the normalizer of G(m, m − 1), cf. Lemmas 6.4 and 6.5. This goes as follows. We already know that F i belongs to the normalizer of the group generated by the exponentials of c 1 X, c 2 X. In particular, the lemma is proved when the dimension of E m,m−1 equals 2. In general, we shall proceed by induction on the dimension of E m,m−1 . Denote by c 1 X, c 2 X the abelian Lie algebra spanned by c 1 X, c 2 X. Consider a vector field c 3 X in E m,m−1 \ c 1 X, c 2 X having "third greatest order" at (0, 0) ∈ C 2 among vector fields in E m,m−1 . Note that this condition does not rule out the possibility of having c 2 X and c 3 X with the same order at (0, 0) ∈ C 2 . In any event, we have: Claim 2. For every i = 1, . . . , k, the formal diffeomorphism F i belongs to the normalizer of the group obtained by exponentiating c 1 X, c 2 X, c 3 X. Proof of Claim 2. As pointed out above, if c 3 X belongs to E m , then the combination of Hadamard's lemma and condition (11) shows that F * i (c 3 X) = c 3 X + Y i where Y i belongs to c 1 X, c 2 X . On the other hand, if c 3 X belongs to E m,m−1 \E m , then [g 3 , F i ] is an element of the group obtained by exponentiating c 1 X, c 2 X , provided that g 3 is contained in the exponential of c 3 X. Thus we obtain again that
lies in the group generated by g 1 , g 2 , g 3 . In any event, we conclude that F i belongs to the normalizer of the group defined by exponentiating c 1 X, c 2 X, c 3 X. The claim is proved.
To conclude that every F i , i = 1, . . . , k, belongs to the normalizer of E m,m−1 is now a simple induction argument left to the reader. According to Lemma 6.4, the normalizer of E m,m−1 is a step 2 solvable group. This implies that G(m − 1, m − 2) must be solvable itself. The resulting contradiction establishes our statement.
Finally, here is a slightly more general version of Proposition 7.9. Proposition 7.10. Keeping the notations of Proposition 7.9, assume that the group G(m, m − 1) ⊂ Diff 1 (C 2 , 0) has non-trivial center. Then the initial group G is solvable.
This section will close with the proof of the above proposition. Owing to Proposition 7.9, the group G(m, m − 1) is supposed non-abelian in everything what follows. This group is, however, solvable and actually metabelian as it follows from the above developed material. Also, having non-trivial center, G(m, m − 1) is as in one of the previously described cases A, B or C.1. Furthermore, we can assume that the statement of Proposition 7.7 holds since the corresponding conclusions are also verified when the group is as in cases A or B. Thus, there are non-everywhere parallel commuting vector fields X, Y such that the infinitesimal generator of every element in G(m, m − 1) has the form aX + αf Y where α ∈ C, a is some first integral of X and f is a fixed first integral of X. In other words, whereas f and the coefficients functions "a" are both first integrals of X, the function a depends on the element of G(m, m − 1) in question whereas "f " is common to all these elements. In particular, among the collection of infinitesimal generators mentioned above, there must exist at least one for which α = 0. Finally X itself is the infinitesimal generator of the central elements of G(m, m − 1).
Next denote by D s G(m) the non-trivial derived subgroup of G(m) having highest order. Since G(m) ⊆ G(m, m − 1), it follows that s ∈ {0, 1}. On the other hand, for every element Proof. Clearly the group G(m) must be abelian, otherwise D 1 G(m) ⊆ D 1 G(m, m − 1) is fully constituted by vector fields everywhere parallel to X. The pull-back by F of L X,α is another abelian sub-algebra of the Lie algebra of G(m, m − 1) generated by two non-everywhere parallel vector fields. In other words, this pull-back must have the form L X,α ′ . Note, however, that X lies in the intersection L X,α ∩ L X,α ′ . It then follows that these two Lie algebras actually coincide since X + α ′ f Y must belong to L X,α for
To complete the proof of the lemma note that the fact that F acts on L X,α implies that F belongs to Γ abelian−1 (where Γ abelian−1 is unequivocally defined once L X,α is fixed). Since F is an arbitrary element of S(m − 2) the lemma results at once.
Next, we have:
Lemma 7.12. Without loss of generality, we can assume that the Lie algebra of D s G(m) consists of vector fields parallel to X. Besides, for every F ∈ S(m − 2), the Lie algebra of
Proof. The statement is clear of s = 1. Indeed, the condition
while Proposition 7.7 implies that every element in D 1 G(m, m − 1) has an infinitesimal generator parallel to X.
Suppose then s = 0, i.e. G(m) is abelian. Consider first the case in which the dimension of this abelian Lie algebra exceeds 1. Thanks to Lemma 7.11, we can assume without loss of generality that this abelian Lie algebra does not have the form L X,α . The above made observation on the structure of the abelian sub-algebras of the Lie algebra of G(m, m − 1) immediately implies that the Lie algebra of G(m) must be contained in L. Therefore all (formal) vector fields in the Lie algebra in question are everywhere parallel so that their pull-back by F is again an abelian Lie algebra all of whose vector fields are everywhere parallel. This implies that the mentioned pull-back still sits inside L and the lemma is proved in this case.
It remain to check the case in which the Lie algebra of G(m) is one-dimensional. In the rest of the proof, this assumption will be made without further comments. Claim 1. The Lie algebra of G(m) is spanned by a vector field having the form uX, for some first integral u of X. Proof of Claim 1. Suppose for a contradiction that the statement if false and denote by a 1 X + α 1 f Y a generator of the Lie algebra of G(m) (α 1 = 0). Recall that the definition of S(m) includes commutators of the form [g 1 , g 2 ] with g 1 , g 2 ∈ S(m−1). Since the commutator between two elements in the solvable group G(m, m − 1) must have infinitesimal generator parallel to X, we conclude that all the commutators [g 1 , g 2 ] with g 1 , g 2 ∈ S(m − 1) must coincide with the identity. From this, we conclude that one of the conditions below must hold:
• Every element in S(m − 1) has an infinitesimal generator of the form hX (with h being a first integral of X).
• Up to multiplicative constants, every element in S(m − 1) has the same infinitesimal generator which will be denoted by a 2 X + α 2 f Y (α 2 = 0). • The collection formed by the infinitesimal generators of elements in S(m − 1) is isomorphic to a Lie algebra of type L X,α . Now fix some F ∈ S(m − 2) and denote by Z its infinitesimal generator. Claim 2. The commutator [Z, a 1 X + α 1 f Y ] is everywhere parallel to X. Proof of Claim 2. Hadamard lemma ensures that F * (a 1 X + α 1 f Y ) − (a 1 X + α 1 f Y ) is a vector field in the Lie algebra of G(m, m−1) whose order is strictly larger than the order of a 1 X+α 1 f Y . On the other hand, the Lie algebra of G(m, m − 1) contains a 1 X + α 1 f Y . If every other vector field in the Lie algebra of G(m, m − 1) having order strictly larger than the order of a 1 X + α 1 f Y happens to be everywhere parallel to X, then the claim results from Lemma 2.7. Assume then the existence of another vector field a 2 X + α 2 f Y , α 2 = 0, belonging in the Lie algebra of G(m, m − 1) and having order strictly larger than the order of a 1 X + α 1 f Y . The vector field a 2 X + α 2 f Y can be chosen as the infinitesimal generator of some element g ∈ S(m − 1). Since the Lie algebra of G(m) has dimension 1 and is generated by a 1 X + α 1 f Y (whose order is smaller than the order of a 2 X + α 2 f Y ), it also follows that every element in F ∈ S(m − 2) must commute with g.
To derive a contradiction proving the claim, we proceed as follows. The preceding discussion implies, in particular, that
for some constant α ∈ C. However, since Z commutes with a 2 X +α 2 f Y , we also have F * (a 2 X + α 2 f Y ) = a 2 X + α 2 f Y . The two formulas above combine to yield
In turn, by comparing the formula for (F n ) * (a 1 X + α 1 f Y ) with higher order terms appearing in Hadamard lemma, we conclude that Z must commute with [Z,
Now consider the extension of all the mentioned vector fields to C 3 (through the embedding C 2 ֒→ C 3 ) and the linear operator T : X 2 → X 2 defined by T (Z) = X × Z for every Z ∈ X 2 . By applying T to both sides of the last equation, we obtain [T (Z),
. This is however impossible: since α, α 1 , α 2 are all constants, the order of αT (α 2 f Y ) coincides with the order of T (α 1 f Y ) whereas the order of the bracket [T (Z), T (α 1 f Y )] must be strictly larger than the order of T (α 1 f Y ) (since Z has no linear part). The resulting contradiction proves Claim 2. In view of Claim 2, the proof of Claim 1 is reduced to showing that [Z, X] is parallel to X as well. In fact, taking this assertion for grant, a direct application of Campbell-Hausdorff formula implies that the infinitesimal generator of every commutator [g 1 , F ], g 1 ∈ S(m − 1), must be parallel to X. Hence a contradiction with the fact that the Lie algebra of G(m) is spanned by
Summarizing, it remains to check that [Z, X] is parallel to X. In turn, it suffices to show that [Z, aX] is parallel to X for some a ∈ C((x, y)). For this, consider the commutator [Z, [Z, , y) ). Suppose that the commutator in question is not parallel to X. The argument below is similar to the proof of Lemma 2.7. First, owing to Claim 2, there follows that
is everywhere parallel to X so that Hadamard lemma yields
Applying T to both sides of Equation (12), we conclude that
From our assumption, T ([Z, aX]) does not vanish identically so that its order at the origin can be considered. Moreover, the fact that the linear part of Z at the origin vanishes identically (F is tangent to the identity) implies that the mentioned order is strictly smaller than the order for the remaining vector fields in the right hand side of (13). A contradiction arises at once since the formal series in question must vanishes identically and this completes the proof of Claim 1. Going back to the proof of the lemma, we now know that the Lie algebra of G(m) is spanned by a certain vector field uX. It remains to show that F * (uX) is still parallel to X. By virtue of Hadamard lemma, it suffices to show that [Z, uX] (or [Z, X] ) is parallel to X. Let then g ∈ S(m − 1) be an element such that F • g • F −1 • g is not the identity. Denote by a 1 X + α 1 f Y the infinitesimal generator of g (the possibility of having α 1 = 0 being not ruled out). Up to a multiplicative constant, consider the expression of uX obtained by means of the Campbell-Hausdorff formula, namely (14)
It is already known that [Z, a 1 X + α 1 f Y ] is parallel to X (in any event simply apply T to both sides of the above equation). Since commutators of the form [a 1 X + α 1 f Y, vX] are necessarily parallel to X (for every v ∈ C((x, y))), we can consider the operator T applied to the commu-
is a non-identically zero vector field. Nonetheless it follows again that the image by T of the higher order terms in the right hand side of (14) either vanishes identically or has order strictly greater than the order of T ([Z, v 1 X]). The latter being clearly impossible, it follows [Z, X] must be everywhere parallel to X. The proof of the lemma is over.
Proof of Proposition 7.10. Keep the preceding notations and let F stand for a given element of S(m − 2) whose infinitesimal generator is denoted by Z. The Lie algebra of G(m, m − 1) is supposed to be non-abelian but possessing a non-trivial center contained in the exponential of a certain vector field X. Owing to Lemma 7.12, we know that [Z, X] has the form hX for some first integral h ∈ C((x, y)) of X. Case 1. Suppose first that G(m) is not abelian. According to Proposition 7.7, there is some vector field of the form aX + αf Y , α = 0, in the Lie algebra of G(m). The pull-back F * (aX + αf Y ) of aX + αf Y by F must be linearly independent with F * X. Since F * X is parallel to X (Lemma 7.12), it follows that F * (aX + αf Y ) has the form aX + αf Y . Next, the fact that F is tangent to the identity ensures that α = α since [Z, X] is parallel to X (Hadamard lemma). Hadamard lemma also yields
is everywhere parallel to X. Since, in addition, [Z, X] is everywhere parallel to X, it follows that the vector field
is everywhere parallel to X as well. By applying the operator T to both sides of the above equation we still conclude that [Z, αf Y ] is everywhere parallel to X. In other words, we have proved that Z has the special form Z = c 1 X +αf Y , for some constantα ∈ C. To derive a contradiction, recall that the generators of G(m) have the form [g, H] with g ∈ S(m−1) and H ∈ S(m−1)∪S(m−2). We already known that the infinitesimal generator of a commutator [g, H] when H ∈ S(m−1) must be everywhere parallel to X due to the structure of the solvable group G(m, m−1). Nonetheless, given that Z has the form Z = c 1 X +αf Y an immediate application of Campbell-Hausdorff formula shows that the infinitesimal generator of a commutator [g, H] is still parallel to X even when H ∈ S(m − 2). Hence G(m) must be abelian and this yields the desired contradiction. Case 2. Suppose now that G(m) is abelian. Thus the infinitesimal generator of every element in G(m) has the form aX where a is a first integral of X. Recalling that [Z, X] is parallel to X, our purpose will be to prove the following: Claim. [Z, αf Y ] is everywhere parallel to X. Proof of the claim. Since [Z, X] is parallel to X, the statement is equivalent to saying that [Z, aX + cf Y ] is parallel to X. Again the proof of the latter assertion is similar to the proof of Lemma 2.7 as it makes use of the operator T : X 2 → X 2 consisting of taking the vector product with X. Suppose for a contradiction the claim is false. By assumption, the infinitesimal generator of a commutator [g, F ] , where g ∈ S(m − 1) has the form hX where h is a first integral of X. Now note that the Campbell-Hausdorff formula allows us to write the infinitesimal generator in question under the form
Applying T to both sides of the above equation, we obtain Now consider again Equation (15) and note that h is a first integral of X so that [X, hX] = 0. Denote by P : X 2 → X 2 the operator defined by P (Z) = [X, Z]. Next let us assume for a contradiction that [aX + αf Y, Z] does not commute with X and apply P to both sides of Equation (15). We then obtain
The rest of the proof is now similar to the argument employed above. Since P ([aX + αf Y, Z]) does not vanish identically, its first non-zero homogeneous component
can be considered. Also we know that the order of P (Z) at the origin is at least 2 so that the order at the origin of the vector fields arising for higher terms in the above formula will be strictly greater than k. The resulting contradiction completes the proof of Proposition 7.10.
8. More on solvable subgroups of Diff 1 (C 2 , 0) and proof of Theorem 2.4
To complete our classification of finitely generated solvable subgroups of Diff 1 (C 2 , 0), it only remains to describe groups as in Case C.2. Naturally the corresponding results will be required to fully establish Theorem 2.4. Recall first that in the Case C.2 we are dealing with a solvable group G whose highest order non-trivial derived subgroup D k G is not finitely generated and all of its elements have infinitesimal generator parallel to a certain vector field X. Besides the center of both D k−1 G and G are supposed to be trivial.
Consider then a finitely generated solvable group G ⊂ Diff 1 (C 2 , 0) as in Case C.2. The Lie algebra of G is going to be denoted by g. An example of a solvable group G belonging to the class C.2 was provided in Example 2.12. Other examples are provided by the Lie algebra g step−3 to be defined in the statement of Lemma 8.4.
In the subsequent discussion about solvable groups, the correspondence between groups and Lie algebras valid for this class of groups (Proposition 2.11) will implicitly be used to reduce arguments to infinitesimal generators. However, the reader may also note that the systematic use of the operators T, P considered in the proof of Proposition 7.10 provides an alternate way to substantiate our computations. This latter point of view will however become indispensable when dealing with "pseudo-solvable" groups in the proof of Theorem 2.4.
Let us now go back to the previously considered solvable group G ⊂ Diff 1 (C 2 , 0). As already mentioned the non-trivial derived subgroup of highest order D k G is such that all of its elements have infinitesimal generator of the form hX for a certain (unique) formal vector field X ∈ X 2 and where h is a first integral of X. In particular, these infinitesimal generators form the abelian Lie algebra D k g associated to D k G. Note also that X can be supposed to belong to D k g since the quotient between two first integrals still is a first integral. Finally, both groups G and D k−1 G are supposed to have trivial centers.
Next consider the field I X formed by all first integrals of X (we may assume this field contains non-constant elements). Our first task in to understand the structure of the group D k−1 G. To make the discussion more transparent, it is convenient to begin by considering the special case in which all vector fields in the Lie algebra D k−1 g are mutually parallel, i.e. every vector field in D k−1 g has the form uX for some u ∈ C((x, y)).
Consider then elements u 1 X, u 2 X lying in D k−1 g. The fact that D k g = D 1 (D k−1 g) has the above indicated form, yields
• ∂u i /∂X is a first integral of X for both i = 1, 2 (recall that X ∈ D k g)
• u 1 ∂u 2 /∂X − u 2 ∂u 1 /∂X is also a first integral of X. The collection of functions f ∈ C((x, y)) for which ∂f /∂X is a first integral of X can easily be identified. In fact, fix an element f such that ∂f /∂X = h is a non-zero element of I X . Then every function f such that ∂f /∂X ∈ I X can unequivocally be written as ϕ 1 f + ϕ 2 for certain ϕ 1 , ϕ 2 ∈ I X . Indeed, to check the claim it suffices to set ∂f /∂X = ϕ and then observe that
It is also clear that this collection of functions satisfies the second condition above. In fact, a multiplicative operation can be defined in this collection by letting u 1 .u 2 = u 1 ∂u 2 /∂X − u 2 ∂u 1 /∂X. Also, there is an additive homomorphism ρ : D k−1 g → I X defined by u → ∂u/∂X. The image of this homomorphism is an additive subgroup of I X while its kernel is an ideal of (differential) algebra. Hence, the natural map uX ∈ D k−1 g → u defines an identification of D k−1 g with a certain differential algebra A contained in C((x, y) ). In fact, the preceding discussion can be summarized as follows.
Lemma 8.1. Suppose G is a metabelian group as in Case C.2. Suppose all elements in G have infinitesimal generators parallel to a certain vector field X. Then X can be chosen so that there is f ∈ C((x, y)) such that ∂f /∂X = h is a non-zero element in I X and such that the map uX ∈ D k−1 g → u identifies g to a differential algebra A. In turn, the algebra A is constituted by functions having the form ϕ 1 f + ϕ 2 where f is as above and ϕ 1 , ϕ 2 belong to I X .
Let us now consider the case where not all the infinitesimal generators of elements in D k−1 G are mutually parallel. Recall that X belongs to the Lie algebra of D k G which is constituted by vector fields having the form hX. Also let Y be a chosen vector field in the Lie algebra D k−1 g which happens not to be everywhere parallel to X. We immediately conclude that [Y , X] = uX where u either vanishes identically or it is a first integral of X with strictly positive degree. Next, considering the commutator of Y with another element of the form h 1 X ∈ D k g, it follows that
Since [Y , h 1 X] lies in D k g, we conclude that ∂h 1 /∂Y is again a first integral of X. Thus, whereas Y need not commute with X, it satisfies two fundamental properties characteristic to vector fields commuting with X, namely: A: [Y , X] =hX whereh is a first integral for X (in particular ifh ≡ 0 then X, Y commute). B: If h is a first integral of X then so is ∂h/∂Y . These conditions will allow us to extend to the present setting much of the discussion concerning linear spans of a pair of vector fields X, Y . To begin with, let us write the vector fields in D k−1 g under the form aX + bY for certain a, b ∈ C((x, y)). In turn, since [aX + bY , X] must have the form hX with h being a first integral of X, it follows at once that b is a first integral of X. Similarly, the coefficients a are such that ∂a/∂X is a first integral of X itself.
Next, as already seen, the coefficients "a" have the form ϕ 1 f + ϕ 2 where f is a particular function for which ∂f /∂X is a non-identically zero first integral of X and where ϕ 1 , ϕ 2 are first integrals of X. Consider then the differential algebra A formed by functions having the form ϕ 1 f + ϕ 2 . As already seen, A coincides with the collection of functions whose derivative with respect to X provides first integrals for X itself. We claim that the derivatives of the elements in A with respect to Y still belong to A. The claim is an immediate consequence of the "generalized Schwarz lemma", asserting that for every function u ∈ C((x, y)), we have ∂ ∂X ∂u ∂Y = ∂ ∂Y ∂u ∂X − ∂u ∂ [Y , X] .
To conclude that ∂(ϕ 1 f + ϕ 2 )/∂Y belongs to A, it suffices to apply the above identity to u = ϕ 1 f +ϕ 2 and resort to the preceding conditions A and B. Hence there is natural homomorphism ξ : A → A consisting of taking the derivative of a function with respect to Y . Note that two different cases may occur depending on whether or not the image of ξ is contained in I X ⊂ A. Now, we have:
Lemma 8.2. With the above assumptions, there is a function f ∈ C((x, y)) such that ∂f /∂X is a non-identically zero first integral of X and there is a certain first integral h of X such that every vector field in D k−1 g has the form (ϕ 1 f + ϕ 2 )X + αhY where α ∈ C and where ϕ 1 , ϕ 2 are first integrals of X. Moreover, for every pair (ϕ 1 f + ϕ 2 )X + α 1 hY and (ϕ 3 f + ϕ 4 )X + α 2 hY of elements in D k−1 g, the function
Proof. The part of the statement concerning the coefficients of X when a vector field in D k−1 g is written under the form aX +bY was already checked. Consider now two vector fields a 1 X +b 1 Y and a 2 X + b 2 Y belonging to D k−1 g. We already know that b 1 , b 2 are first integrals of X. Moreover, the component in the direction of Y of the commutator [a 1 X + b 1 Y , a 2 X + b 2 Y ] must vanish identically. This means that b 1 /b 2 is a first integral for Y (unless b 2 vanishes identically). From this, we conclude that b 1 /b 2 must be a constant.
Finally the last assertion in the statement follows from the fact that the commutator of two elements in D k−1 g must have the form hX where h is a first integral of X. The lemma is proved.
Concerning the previous lemma, the reader will note that the last condition is automatically verified when the image of the homomorphism ξ : A → A is contained in I X .
It follows from Lemmas 8.1 and 8.2 that the structure of metabelian subgroups of Diff 1 (C 2 , 0) belonging to the case C.2 is fully characterized. Suppose then that G ⊂ Diff 1 (C 2 , 0) is solvable but it is not metabelian (from this it necessarily belongs to the case C.2). Let D k G and D k−1 G be as above.
Let us now suppose that k ≥ 2 and consider the group D k−2 G ⊂ G. The subgroup D k−1 G is therefore a proper normal subgroup of D k−2 G. Whether D k−1 G is as in Lemma 8.1 or in Lemma 8.2, let L k−1 ⊂ D k−1 g denote the collection of all vector fields that have the form hX with h being a first integral of X. It is clearly an abelian Lie sub-algebra containing D k g and, hence, containing vector fields with arbitrarily large order at the origin. The general normal form of vector fields in D k−1 g immediately shows that the Lie algebra L k−1 is the unique maximal abelian Lie sub-algebra of D k−1 g containing vector fields with arbitrarily large order at the origin (the reader will note here that L k−1 is normalized by the adjunct action of D k−1 g so that there is no point in stating the uniqueness of L k−1 up to conjugation). Hence, since D k−2 G normalizes D k−1 G, it must also normalize the exponential of the Lie algebra L k−1 . Thus, just as before, we conclude that an arbitrary vector field Z ∈ D k−2 g must satisfy the conditions A and B above. If, in addition, the Lie algebra D k−2 g contains one vector field Y not everywhere parallel to X, then by repeating word-by-word the previous argument, the following lemma results.
Lemma 8.3. Suppose there is a vector field in D k−2 g that is not everywhere parallel to X. Then there exists a vector field Y satisfying conditions A and B such that every vector field in D k−2 g has the form aX + bY where b is a first integral of X and a belongs to the algebra A.
A direct computation of commutators between two vector fields a 1 X + b 1 Y and a 2 X + b 2 Y having the normal form indicated in Lemma 8.3 shows that the component parallel to Y has the form b 1 ∂b 2 ∂Y − b 2 ∂b 1 ∂Y so that these components define a Lie algebra themselves. In the present case, either this component vanishes identically or it always has the form αhY as in Lemma 8.3. The latter case, however, was already shown not to exist, cf. the discussion before the statement of Proposition 7.7. Thus we conclude that all vector fields lying in D k−1 g are parallel to X. From this it also follows that all the coefficients "b" have the form αh, where α ∈ C and h is a fixed first integral of X. Summarizing, we have:
Lemma 8.4. Suppose that G ⊂ Diff 1 (C 2 , 0) is not metabelian and that D k−2 g contains a vector field not everywhere parallel to X. Then D k−2 G = G and the group G is contained in the exponential of the solvable Lie algebra g step−3 all of whose elements have the form (ϕ 1 f + ϕ 2 )X + αhY where α ∈ C, ϕ 1 , ϕ 2 are first integrals of X, h is fixed first integral of X and Y is a vector field satisfying conditions A and B and not everywhere parallel to X.
Since G is not metabelian, the reader will note that the image of the homomorphism ξ cannot be contained in I Z .
Proof. The preceding discussion shows that D k−2 G is contained in the exponential of g step−3 which happens to be step 3 solvable Lie algebra (i.e. its second derived algebra is abelian). To complete the proof of the lemma it suffices to check that the Lie algebra of D k−3 G is also contained in g step−3 . To check that, just note that D k−3 G normalizes D k−2 G so that it must also normalize the abelian sub-algebra denoted by L k−1 . Hence the previous argument can be repeated word-by-word to show that D k−3 g ⊆ g step−3 . Alternatively, the main result in [M-Ri] can also be used to conclude that D k−3 G = D k−2 G. The lemma follows at once. Now, in order to complete the classification of solvable groups in case C.2, it suffices to prove the lemma below.
Lemma 8.5. Suppose that G ⊂ Diff 1 (C 2 , 0) is not metabelian. Suppose in addition that D k g, D k−1 g are as in Lemma 8.1. Then the Lie algebra D k−2 g contains a vector field not everywhere parallel to X.
Proof. Suppose for a contradiction that every vector field in D k−2 g has the form uX for some u ∈ C((x, y)). The argument is again similar to the one employed in the proof of Proposition 7.7. By assumption there must exist elements u 1 X, u 2 X such that ∂(u 1 /u 2 ) ∂X = ϕ 1 f + ϕ 2 where ϕ 1 , ϕ 2 and ∂f /∂X all lie in I X and ϕ 1 does not vanish identically. If f denotes a solution of this equation, every other solution for a similar equation has the form ψ 1 f + ψ 2 where ψ 1 , ψ 2 are still first integrals for X. Considering u 1 /u 2 and u 2 /u 1 , we conclude the existence of first integrals ψ 1 , . . . , ψ 4 of X such that (ψ 1 f +ψ 2 )(ψ 3 f +ψ 4 ) = 1 (identically). By taking derivatives with respect to X, it follows that 2ψ 1 ψ 3 f + ψ 1 ψ 4 + ψ 2 ψ 3 must vanish identically (since ∂f /∂X cannot do so). Hence f must be a first integral for X which yields the desired contradiction. The lemma is proved. Armed with the above described formal classification of solvable groups in the case C.2, we are now able to complete the proof of Theorem 2.4.
Proof of Theorem 2.4. Let us resume the notations of Propositions 7.9 and 7.10. After these statements, we can assume that the solvable group G(m, m − 1) ⊂ Diff 1 (C 2 , 0) is as in Case C.2. Also, let D s G(m) denote the non-trivial derived subgroup of G(m) having highest order. In view of the preceding results, s ≤ 2. Besides, if F ∈ S(m − 2), then F −1 • G(m) • F ⊆ G(m, m − 1). In particular, the abelian Lie algebra of D s G(m), as well as its pull-back by F , are contained in the Lie algebra of G(m, m − 1). Now a first important consequence of the preceding material lies in the classification of the abelian Lie sub-algebras of the Lie algebra associated to G(m, m − 1). In fact, let us still denote by L the Lie subalgebra formed by all those vector fields in the Lie algebra of G(m, m − 1) that happen to be everywhere parallel to X. The Lie algebra L need no longer be abelian but, in this case, its derived algebra is abelian and infinitely generated. If L is already abelian, then L must also be infinitely generated (in either case the Lie algebra in question contains vector fields of arbitrarily large order at the origin). To abridge notations, in the sequel we shall write L 1 to refer to L when this Lie algebra is already abelian. When L is not abelian, then it is understood that L 1 stands for its derived algebra. In any event, L 1 is infinitely generated and constituted by vector fields of the form hX where h is a first integral of X. Finally, the results obtained in this section show that L 1 is the unique infinite dimensional abelian Lie sub-algebra of the Lie algebra of G(m, m − 1) (and again this Lie algebra is invariant under the adjoint action so that it is fully characterized regardless of conjugations).
At this point the proof of Lemma 7.12 can be revisited. In the context of solvable groups having non-trivial center, this lemma stated that F ∈ S(m − 2) takes vector fields having the form hX, where h is a first integral for X to vector fields having the same form. The corresponding proof can be straightforwardly adapted to the present setting to establish that the abelian Lie algebra of D s G(m) is taken to L 1 . As already seen, this last statement implies that [Z, X] is parallel to X, where Z stands for the infinitesimal generator of F . However, more can be said: Claim. The vector field Z satisfies conditions A and B. Proof of the Claim. Consider an element h 1 X ∈ D s G(m) and set h 2 X = F * (h 1 X) (where both h 1 , h 2 are first integrals of X). Again Hadamard lemma yields (h 2 − h 1 )X = F * (h 1 X) − h 1 X = [Z, h 1 X] + · · · .
We already know that [Z, h 1 X] is parallel to X (as always it can be recovered by applying the operator T to both sides of the above equation). Now, as in the proof of Proposition 7.10, consider the the operator P consisting of taking commutators with X. If P is applied to both sides of the equation in question, we conclude that [Z, h 1 X] = h 3 X where h 3 is again a first integral of X. Next note that the Lie algebra associated to D s G(m) can be supposed to be infinite dimensional. Indeed, if this Lie algebra has finite dimension then G(m) is nilpotent after Corollary 7.4.
The definition of the set S(m) including the commutators [g 1 , g 2 ] with g 1 , g 2 ∈ S(m − 1) and the standard statement of Zassenhaus lemma then ensures that the group G(m, m − 1) is nilpotent as well. In this case the statement becomes reduced to Proposition 7.10.
Thus the Lie algebra associated to D s G(m) contains more than one vector field (up to multiplicative constants). Since h 1 is an arbitrary element of this Lie algebra, the fact that [Z, h 1 X] always produces a multiple of X by a first integral of X itself implies that the derivative ∂h ∂Z is a first integral of X whenever h is so. Thus Z satisfies condition B. Condition A now results from applying Condition B to the equation [Z, X] = [Z(h 1 X)/h 1 ] = h 3 X. The claim is proved.
Suppose that Z is everywhere parallel to X. Then Lemma 8.1 shows that Z is naturally contained in the Lie algebra g step−3 . Thus both F and the group G(m, m − 1) are contained in the exponential of this algebra so that the group generated by F ∪ G(m, m − 1) is still solvable.
Finally consider the case where Z is not everywhere parallel to X. The proof of the theorem is then reduced to show that every other vector field Y not everywhere parallel to X and satisfying the conditions A and B must be written under the form (ϕ 1 f + ϕ 2 )X + αhZ. This however is a consequence of Lemma 8.2 and Lemmas 8.3 and 8.4. The proof of Theorem 2.4 is over.
