Abstract⎯Discrete orthogonal moments such as Tchebichef moments have been successfully used in the field of image analysis. However, the invariance property of these moments has not been studied mainly due to the complexity of the problem. Conventionally, the translation and scale invariant functions of Tchebichef moments can be obtained either by normalizing the image or by expressing them as a linear combination of the corresponding invariants of geometric moments. In this paper, we present a new approach that is directly based on Tchebichef polynomials to derive the translation and scale invariants of Tchebichef moments. Both derived invariants are unchanged under image translation and scale transformation. The performance of the proposed descriptors is evaluated using a set of binary characters.
Introduction
Since Hu [1] first introduced the moment invariant, moments and moment functions have been widely used in the fields of image analysis and pattern recognition [2] [3] [4] [5] [6] [7] [8] . Hu ψ , is not orthogonal, thus the geometric moments suffer from the high degree of information redundancy [9] [10] , and they are sensitive to noise for higher-order moments. Zernike and Legendre moments were later introduced by Teague [11] who used the corresponding orthogonal polynomials as kernel functions. Another related orthogonal moments, denoted as pseudo-Zernike moments [9] , was derived based on the basis set of pseudo-Zernike polynomials. These orthogonal moments have been proved to be less sensitive to image noise as compared to geometric moments, and possess better feature representation ability [12] [13] [14] [15] [16] [17] [18] .
Recently, the invariance problem of the orthogonal moments has been investigated by several research groups. The translation and scale invariants of Zernike and Legendre moments were achieved by using image normalization method [19] [20] . An efficient method for constructing the translation and scale invariants of Zernike and Legendre moments from their corresponding orthogonal polynomials was developed by Chong et al. [21] [22] . A similar method was applied to obtain the scale invariants of pseudo-Zernike moments [23] . Both the Zernike and Legendre moments, as well as the pseudo-Zernike moments, are defined as continuous integrals over a domain of normalized coordinates. The computation of these moments requires a coordinate transformation and suitable approximation of the continuous moment's integrals, leading thus to further computational complexity and discretization error. To overcome the shortcoming of the continuous orthogonal moments, Mukundan et al. proposed a set of discrete orthogonal moment functions based on the discrete Tchebichef polynomials [24] . Another new set of discrete orthogonal moment functions based on the discrete Krawtchouk polynomials was presented by Yap et al. [25] . The use of discrete orthogonal polynomials as basis functions for image moments eliminates the need for numerical approximations, and satisfies perfectly the orthogonality property in the discrete domain of image coordinate space. This property makes the discrete orthogonal moments superior to the conventional continuous orthogonal moments in terms of image representation capability.
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Recently, the rotational invariants of Tchebichef moments were proposed by Mukundan [26] . He constructed the rotational invariants using the one-dimensional Tchebichef polynomial along radial direction and a circular-harmonic function along the angular direction. To the best of our knowledge, until now, no report has been published on how to derive the translation and scale invariants of discrete orthogonal moments. Traditionally, this can be done by one of the two following ways: (1) Image normalization; (2) Indirect method, i.e., making use of translation and scale invariants of geometric moments to form the corresponding invariants of Tchebichef moments. However, as indicated by Chong et al. [21] , the two above mentioned methods have some drawbacks. Moments computed using the normalization scheme may differ from the true moments of the standard image because the normalization parameters may not always correspond to an exact transformation of the scaled image. On the other hand, the indirect method is time expensive due to the long time allocated to compute the polynomial coefficients.
In this paper, we propose a new approach to derive the translation and scale invariants of Tchebichef moments based on the corresponding polynomials. This approach eliminates the requirement of calculating the normalization parameters of the shifted and scaled image, or utilizing other indirect methods to achieve the translation and scale invariance. The method described in this paper is general enough so that it can be easily extended to the construction of moment invariant of other discrete orthogonal moments from their orthogonal polynomials via a slight modification of our method.
The remainder of the paper is organized as follows. In Section 2, we review the definition of Tchebichef moments, and briefly describe how to derive the translation and scale invariants of Tchebichef moments from the geometric moments. Section 3 presents the mathematical framework to algebraically derive these invariants. The experimental results for evaluating the performance of the proposed descriptors are given in Section 4. Finally, some concluding remarks are provided.
Tchebichef moments
In this section, we first review the theory of Tchebichef moments, and then give a brief description on how to derive the translation and scale invariants of Tchebichef moments from the geometric moments.
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Tchebichef polynomials
The discrete Tchebichef polynomial of order n is defined as [24] 
where ) ( 2 3 ⋅ F is the generalized hypergeometric function given by (2) and N × N is the image size, (a) k is the Pochhammer symbol given by
For notation simplicity, let us introduce
Equation (1) can be rewritten as
The Tchebichef polynomials satisfy the following orthogonal property in discrete domain
where δ nm denotes the Kronecker symbol and the squared-norm ρ(n, N) is given by
denotes the combination number.
2.2.Tchebichef moments
As indicated by Mukundan et al. [24] , the set of polynomials given by Eq. (5) is not suitable for defining the moments because the value of t n (x) grows as N n . To overcome this shortcoming, they proposed to use the following scaled Tchebichef polynomials
where β(n, N) is a suitable constant which is independent of x.
Under the transformation given by Eq. (9), the squared-norm of the scaled polynomials is modified as
A particular and interesting choice of β(n, N) is [27] ) ,
In the rest of the paper, β(n, N) defined by Eq. (11) 
2.3.Derivation of invariants using geometric moments
To obtain the translation and scale invariants of Tchebichef moments, a common way is to express the Tchebichef moments as a linear combination of geometric moments, and then makes use of translation and scale invariants of geometric moments. According to [28] , < x > k can be expanded as HAL author manuscript inserm-00139337, version 1
, ( (14) where s(k, i) are the Stirling numbers of the first kind satisfying the following recurrence relations Based on Eq. (18), one can derive the translation and scale invariants of Tchebichef moments using the corresponding invariants of geometric moments. Let μ nm be the translation invariants of geometric moments, and ν nm be the geometric moment invariants under both translation and scale transformations.
They are defined as [22] If we replace the geometric moments m ij on the right-hand sides of Eq. (18) by μ nm and ν nm , we obtain the translation invariants and both translation and scale invariants of Tchebichef moments, respectively.
However, such a method needs to compute the coefficients B n, k and s(k, i) which is a time consuming task.
To avoid this, we develop in the next section a new approach for deriving the invariants of Tchebichef moments which is directly based on the Tchebichef polynomials.
Methods
We first demonstrate some interesting properties of Tchebichef polynomials and then show that the translation invariants of Tchebichef moments can be derived using these properties. The scale invariants are subsequently provided.
3.1.Some properties of Tchebichef polynomials
In this subsection, we are interesting in the following problem: For two integer numbers x and a, we want to express the Tchebichef polynomial t n (x+a) into the separable form
As can be easily seen, the key step is the calculation of v n, n-k (a), so we turn to it in the following. Theorem 1. For a given integer n, and for any integer number k less than or equal to n, v n, n-k (a) can be deduced by the recursive relation (24) where B p, q is defined by Eq. (6).
The proof of Theorem 1 is given in Appendix A.
The following relations can be derived from Theorem 1
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By examining Eqs. (25)- (28), one can observe that
This leads to the following assumption
The next theorem can be used to calculate f i (n, k).
Theorem 2. For a given integer k less than or equal to n, and for 0 ≤ i ≤ k -1, we have
The proof of Theorem 2 is deferred to Appendix A. Theorem 2 shows that f i (n, k) can be calculated by the recursive relation. Since we are interested in the normalized Tchebichef polynomials defined by Eq. (9), we generalize the two above theorems to ) ( x t n without proofs.
From Eq. (9) and Eq. (5), we have
then we have Theorem 3. For a given integer n, and for any integer number k less than or equal to n, 
then, we have Theorem 4. For a given integer k less than or equal to n, and for 0 ≤ i ≤ k -1, we have
3.2.Translation invariants
Based on these results, we are now ready to propose a new approach for constructing the translation invariants of Tchebichef moments. The direct description of translation invariants of 2D Tchebichef 
3.3.Scale invariants
The scale invariant property of image moments has a high significance in pattern recognition. Scaling can be either uniform or non-uniform in the x direction and y direction. As indicated in the introduction, When the negative value is used, the image may be inverted or reflected. Note that the scale invariants can also be used together with the translation descriptors proposed in the previous subsection to obtain both translation and scale invariants.
In order to reduce the computational complexity in the calculation of C(n, i) defined by Eq. (41), we use the following recurrence relations to compute C k (n, i) in Eq. (42).
Experimental results
Several experiments are carried out to validate the effectiveness of the proposed method using a large set of simple to complex patterns, with and without symmetries, submitted or not to different scaling, corrupted or not by noise. We first evaluate the performance of the translation invariants described in Sec. We then test the efficiency of the scale invariant descriptors. The original image shown in Table 5 is expanded or contracted with a set of scaling factors along x and y directions. The results are depicted in Table 5 . Note that the coefficient γ in Eq. (49) is set to 2 in this experiment. We also compare our descriptors with the Legendre scale invariants proposed by Chong et al. [22] , the results obtained with latter descriptors being shown in Table 6 . From these tables, we can see that the values of the descriptors remain almost unchanged under different non-uniform scaling transformations, and that the scale invariants based on Tchebichef moments perform better than those derived from Legendre moments.
In the third experiment, we test the performance of the proposed descriptors on both translation and scale invariance. A 70×70 resolution binary Chinese character, as shown in Table 7 , is arbitrary shifted from the original position, and then non-uniformly expanded, contracted or reflected. Tables 7 and 8 show respectively the computed values using the invariant descriptors proposed in this paper and those derived by Chong et al. [22] based on Legendre moments. The results again indicate the improvement brought by the present method.
We also compare the computational speed of the new approach with that of the indirect method, i.e., the method described in Subsection 2.3. A Chinese character of size 100×100 is used in this experiment. The original image is transformed with a uniform scale factor varied from 0.5 to 2 along x and y axis. The computation times required for our method and the indirect method to calculate the set of invariants of order up to 10, 20 and 30 are listed in 
where Ψ nm are the Tchebichef moment invariants defined in the previous Section. The objective of a classifier is to identify the class of the unknown input character. During classification, features of the unknown character are compared against the training information being assigned to a particular class. The Euclidean distance is used as the classification measure and is defined by (54) where s V is the T-dimensional feature vector of unknown sample, and Fig. 1 shows a set of binary English characters and numbers served as the training set. The reason for choosing such a character set is that the elements in subset {B, F}, {I, J}, {S, 5}, and {O, 0} can be easily misclassified due to the similarity. The testing set is generated by scaling and translating the training set with scale factors a and b ∈ {-1.5, -1, -0.5, 0.5, 1, 1.5}, and translation Δi, Δj = -1, 0, 1 in both horizontal and vertical directions where the case of Δi = Δj = 0 is not used, forming a testing set of 2304 images. This is followed by adding salt-and pepper noise with different noise densities. Fig. 2 shows some of the testing images contaminated by 4% salt-and-pepper noise. The feature vector based on Tchebichef moment invariants are used to classify these images and its recognition accuracy is compared with that of Legendre moment invariants [22] . Table 10 shows the classification results using the full set of features.
One can see from this table that 100% recognition results are obtained in noise-free case. Note that the recognition accuracy decreases with the increase of noise. However, the proposed approach performs better than the invariant descriptors based on Legendre moments in terms of the recognition accuracy for noisy images.
The original images of the second experiment are downloaded from Website [29] .The second testing set is generated in a similar way as that of the first testing set. The classification results of the image with translation and scaling transformation are depicted in Table 11 . Table 11 again indicates that the Tchebichef invariant descriptors perform better in noisy conditions.
Discussion and conclusion
The recently proposed discrete orthogonal moments such as Tchebichef moments and Krawtchouk moments have better image representation capability than the traditional continuous moments. Because the moment invariants are useful feature descriptors for pattern recognition, we have investigated in this paper the invariance problem of Tchebichef moments. A new method to derive the translation and scale invariants of discrete Tchebichef moments was proposed. The derivation of these invariant descriptors is directly based on the Tchebichef polynomials, so that the image normalization process can be avoided. We have compared the Tchebichef moment invariants with Legendre moment invariants. Experimental results showed the superiority of Tchebichef moment invariants. This is probably due to the fact that the orthogonality of Legendre polynomials is affected when the image is discretized. On the other hand, the discretization may cause numerical errors in the computed moments.
We have only considered in this paper the translation and scale invariance properties of Tchebichef moments. The rotation invariance is not readily achieved because the Tchebichef moments, as well as the Legendre moments, fall into the same class of orthogonal moments defined in the Cartesian coordinate space [22] .
We have also applied the proposed moment invariants to recognition tasks. The object recognition experiments show that the Tchebichef moment invariants perform better than the Legendre moment invariants in both noise-free and noisy conditions. Therefore, they should be potentially useful invariant descriptors for recognition tasks.
It is worth mentioning that the proposed method can be easily extended to derive the translation and scale invariants of other type of discrete orthogonal moments such as Krawtchouk moments.
HAL author manuscript inserm-00139337, version 1
Appendix A Proof of Theorem 1. Using Eq. (5) and the following formula [28] 
The coefficient of < x > n-k on the right-hand side of Eq. (A2) is given by
On the other hand, substitution of Eq. (5) into Eq. (23) yields 
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