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ABSTRACT
The search for the Standard Model (SM) Higgs boson produced in asso-
ciation with top quarks - known as ttH production - plays a crucial role in
the Large Hadron Collider (LHC) physics programme, as it allows a direct
measurement of the Higgs field Yukawa coupling to the heaviest fermion
and can constrain effects of new physics beyond the Standard Model in the
top coupling sector.
This thesis presents a search for the ttH production in an inclusive mul-
tileptonic final state, with a proton-proton collision dataset corresponding
to an integrated luminosity of
∫
L dt = 36.1 fb−1, collected by the AT-
LAS experiment at the LHC in 2015 and 2016 at a centre-of-mass energy
of
√
s = 13 TeV.
The final state is characterised by high jet multiplicity, and the presence of
several electrons and muons, as well as hadronically decaying tau leptons.
The multiplicity of these physics objects allows the definition of several cat-
egories to enhance the sensitivity of the analysis.
The particular focus of my work lies on the final state where exactly two
light leptons with the same electric charge and no hadronic taus are found -
indicated as 2` SS 0τhad - for which I developed a novel technique to estimate
the reducible background of non-prompt (fake) electrons and muons.
Boosted decision tree algorithms are trained to discriminate the ttH signal
events from the two major background processes in this channel: ttV (V=W,Z)
and events with fake leptons. A fit of our model to the observed data is
performed, and the results are interpreted using a frequentist approach. A
best-fit value for the strength of the ttH production cross section with respect
to the Standard Model expectation of µttH = 1.5
+0.7−0.6 is observed.
The observed sensitivity of this search corresponds to a 2.7σ excess of
events above the SM background-only hypothesis, with an expected median
sensitivity of 1.9σ for a model where the SM ttH production is assumed.
Combination with the other categories of the ttH to multi-leptons analysis
eventually leads to a signal strength of µttH = 1.6
+0.5
−0.4, with an observed (ex-
pected) sensitivity of 4.1σ (2.8σ) above the SM background-only hypothesis.
This indicates the strongest evidence to date for the ttH production mode.
Furthermore, I present a study on improvements to the ATLAS track re-
construction algorithm to enhance its performance in environments with
iii
iv
high density of tracks, such as the core of boosted hadronic jets and hadron-
ically decaying tau leptons.
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PREFACE
In recent years, accomplishments in experimental particle physics have
been the result of increasingly large international scientific collaborative ef-
forts. This is especially the case for experiments at the Large Hadron Col-
lider, like ATLAS. As a result of these collaborative undertakings, it is incred-
ibly rare that any substantial body of work is done in isolation. The standard
procedure is to work in groups, each carrying out a specific purpose within
the wider collaboration such as data acquisition, detector monitoring and
development, particle reconstruction and event simulation. All these activi-
ties represent essential inputs to any scientific achievement in ATLAS. This
is the reason why all the members of the collaboration are listed as authors
on each ATLAS publication.
The results presented in this thesis have been developed in concert with
different working groups and includes some external contributions, each
detailed here.
Chapter 1 includes information sourced from several publications - mostly
by the ATLAS and CMS collaborations - and is meant to provide a motiva-
tion to the personal work of the author. Chapter 2 is an original summary of
the ATLAS experiment, with extracts from a number of public results about
the ATLAS detector design and performance.
The author’s original work is described in Chapter 3, 4, 5. The work pre-
sented in Chapter 3 was undertaken by the author as part of the ATLAS
Tracking CP working group, in collaboration with Dr. G. Facini and Dr. A.
Morley and supervised by Prof. A. Andreazza. Chapter 4 and 5 illustrate
the work of the author conducted within the ATLAS HTop (Higgs-top cou-
pling) working group, under the supervision of Prof. E. Barberio and Dr. D.
Zanzi. Unless specifically stated, all the information provided in these two
chapters represents original work of the author, although results outlined
in section 4.6 were carried out in close collaboration with Dr. P. Pralavorio,
Dr. F. Hubaut and K. De Vasconcelos. Result presented in subsection 4.4.5
owe to studies performed by R. Roberts, K. Mochizuki and G. Tarna. Studies
described in subsection 4.8.1 were peformed by A. Chomont.
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INTRODUCT ION
A new particle consistent with the Standard Model (SM) Higgs boson
was discovered in 2012 by the ATLAS and CMS collaborations at the Large
Hadron Collider (LHC). Ever since then, precise measurement of its proper-
ties has been of paramount importance in fundamental physics.
Given the large mass of the top quark of mt ≈ 173 GeV when compared
to the other fermions, the Higgs boson Yukawa coupling to the top is by
far the strongest among all fermion couplings. This feature makes it of
particular interest, as it can shed a light on the scale of new physics beyond
the Standard Model.
Despite the challenge of a very low production cross section compared to
other Higgs boson production modes accessible at the LHC, the ttH mech-
anism provides the cleanest probe for measuring the Higgs-top coupling,
for it does not require loop diagrams to describe the interaction at the lead-
ing order in perturbation theory. This significantly reduces the dependence
of the coupling measurement procedure on specific model hypotheses, and
disentangles it from any potential effect due to non-SM particles.
At the ATLAS experiment, searches for ttH production target several Higgs
boson decay signatures. This thesis describes the search for ttH to multi-
leptons - which is sensitive to the H → WW∗ , H → τ+τ− , H → ZZ∗ decays
- with a proton-proton collision dataset corresponding to an integrated lumi-
nosity of
∫
L dt = 36.1 fb−1, collected by the ATLAS experiment at the LHC
in 2015 and 2016 at a centre-of-mass energy of
√
s = 13 TeV (LHC Run 2).
My work specifically concentrates on the final state with exactly two light
leptons of same electric charge, and no hadronically decaying tau leptons
(2` SS 0τhad ). An outline of the thesis follows:
chapter 1 contains a concise theoretical overview of the Spontaneous Sym-
metry Breaking (SSB) mechanism in the Standard Model, which justi-
fies the mass degree of freedom of theW, Zweak interaction mediators
and of fermions through Yukawa couplings. It provides a summary of
the Higgs boson searches at collider experiments and a review of the
most recent measurements of its properties, focusing on the top quark
coupling measurements.
xxi
xxii List of Tables
chapter 2 gives a broad description of the LHC and of the ATLAS detector,
providing a description of the particle reconstruction and identification
algorithms employed in ATLAS, as well as their performance.
chapter 3 presents an overhaul to the ATLAS tracking software algorithm
for the LHC Run 2 data taking to improve the reconstruction efficiency
of close-by tracks in the core of boosted jets and hadronic taus, and
its implications on the performance of b-tagging algorithms to identify
jets from heavy flavour quark decays.
chapter 4 illustrates the ttH to multi-leptons analysis strategy, concentrat-
ing on the 2` SS 0τhad final state. It details the trigger, event and physics
object selection, and describes the set of boosted decision tree (BDT)
discriminants developed to separate the ttH process from the major
backgrounds. The chapter then describes in detail how the irreducible
and reducible fake lepton backgrounds of this analaysis are estimated
and validated. Focus is made on the data-driven technique developed
to predict the fake leptons background known as the matrix method. Fi-
nally, it ends with a full review of the sources of systematic uncertainty
for the analysis.
chapter 5 introduces the framework used for the statistical analysis. Then,
it moves on to the description of the modelling of the input variables
to the BDT discriminants and of their output. Finally, it presents a
summary of the results.
1 THE H IGGS BOSON IN THESTANDARD MODEL
1.1 the standard model of particle interactions
The Standard Model (SM) of particle interactions describes the structure
of ordinary matter and the fundamental interactions of nature, with the ex-
ception of gravity. Despite being a result of an almost one century long
effort carried out by several theoretical and experimental physicists, the cur-
rent formulation of the Standard Model as a renormalisable quantum field
theory has been set only in the early 1970’s, most notably from the work of
Glashow, Weinberg, Salam, Gross, Wilczek, t’Hooft and Veltman [1, 2, 3, 4,
5].
A very important feature of the Standard Model is the large number of
observable properties and processes that can be calculated and compared
with experimental measurements. The Standard Model has been established
through the years as an outstandingly well-tested physics theory [6]. Over
the last decades, numerous experiments have checked the predictions of
the Standard Model, finding an impressive agreement with the experimen-
tal measurements [7, 8]. In spite of increasingly accurate predictions and
more precise experimental results, no unambiguous deviation between the
Standard Model and measurements has been observed thus far. Yet exper-
imental evidence suggests the existence of new physics beyond the SM, in
particular for what concerns the neutrino sector [9, 10, 11], the nature of dark
matter and dark energy [12], and the asymmetry between ordinary matter
and antimatter [13]. All this motivates the ongoing efforts in searching for
new physics, and the improvement in the precision of measurements and
theoretical predictions.
1
2 the higgs boson in the standard model
1.1.1 Elementary particles and their interactions
In the SM [14, 15], all the known matter is ultimately made up of twelve
spin-1/2 elementary particles known as fermions, divided into quarks and
leptons, and grouped in three families, or generations, which exhibit similar
physical behaviour. Masses of the fermions span over a broad range from
near zero mass of neutrinos, to about 173 GeV1 of the heaviest fermion,
the top quark. Apart from neutrinos, all fermions are electrically charged;
leptons have unit charge, whereas quarks are characterised by fractional
charges. Each fermion has an associated antiparticle, whose spin and elec-
tric charge quantum numbers are reversed in sign with respect to the parti-
cle state. The electromagnetic, strong and weak interactions between parti-
cles are driven via exchange of fundamental gauge bosons, arising from the
requirement of the underlying local gauge symmetries of the Lagrangian
which describes the theory. A schematic representation of the SM particles
and their quantum numbers is given in Figure 1.
In the group theory formalism, the gauge symmetries of the Standard
Model are described by the transformations of the group SU(3)C⊗ SU(2)L⊗
U(1)Y.
Quantum chromodynamics
Quarks in the SU(3)C symmetry group have a fundamental representa-
tion as triplets of colour - hence the “C” in the subscript - meaning that
the members of each triplet differ only by their colour charge (r, g, b). The
eight generators of SU(3)c - required by gauge invariance of the Lagrangian
- correspond to gluons, spin-1 fields which mediate the interaction between
coloured particles by carrying colour charge. From the gauge invariance
principle, it follows that gluons have zero mass. Experimental results cur-
rently limit the rest mass of the gluon to less than few MeV [16], which
support the assumption of SU(3)C being an unbroken symmetry of nature.
Leptons are singlets of SU(3)C: they do not carry a colour charge, hence do
not interact via the strong force.
Within the SM, the theory of the strong interaction between quarks and
gluons is known as quantum chromodynamics (QCD). A complete, formal
discussion of QCD, and in particular of the concepts of asymptotic freedom
and confinement, is outside the scope of this thesis, for which the reader may
be referred to standard textbooks [14, 17]. One of its most striking successes
is the possibility to interpret interactions of hadrons observed at high energy
1 In the rest of the discussion we will always consider natural units, where c = h¯ = 1.
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4 the higgs boson in the standard model
particle colliders - such as the Large Hadron Collider (LHC) [18] - in terms
of elementary processes involving quarks and gluons, collectively indicated
as partons.
Partons represent the elementary constituents of the protons. At the LHC,
elementary particles are created as a result of the head-on hard scattering of
pairs of partons in proton-proton collisions. The fraction of proton momen-
tum carried by any of these constituents is unknown a priori, which prevents
one from exploiting momentum conservation of the hard scattering system
along the longitudinal direction. However, the probability densities of find-
ing any parton with a certain longitudinal hadron momentum fraction x at
some energy scale - referred to as parton distribution functions (PDFs) f (x)
- are known from measurements of deep-inelastic-scattering [19], inclusive
single jet production [20] or electroweak W, Z production at hadron collid-
ers [21, 22]. Eventually PDFs can be extrapolated to the LHC hard scattering
energy scales by means of perturbative QCD evolution equations [17]. A
set of PDFs as obtained by the NNPDF collaboration [23] is illustrated in
Figure 2.
Figure 2: Proton parton distribution functions x f (x) at energy scales of µ2 =
10 GeV2 and µ2 = 104 GeV2 from the NNPDF3.0 global analysis [24].
Widths of the curves represent PDF uncertainties.
The PDFs are a fundamental input to the algorithms simulating hard scat-
tering processes for incoming hadrons a, b with centre of mass energy
√
s,
since they enter in the definition of the parton-parton luminosity:
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1
s
dLij
dτ
=
1
1+ δij
1
s
∫ 1
τ
dx
x
(
f (a)i (x, µ
2
F) f
(b)
j (τ/x, µ
2
F) + f
(a)
j (x, µ
2
F) f
(b)
i (τ/x, µ
2
F)
)
,
τ = sˆ/s = xixj,
(1)
where f (a)i is the PDF for the parton of species i carrying a momentum
fraction x of hadron a, and
√
sˆ is the centre-of-mass energy of the (i, j) parton
system. The parton-parton luminosity in turn determines the inclusive cross
section for a+ b → α+ X by means of the QCD factorisation theorem:
σ(s) =∑
ij
∫ 1
τ
dτ
dLij
dτ
∫ ∞
∑
n=0
α
(n)
s (µ
2
R) dσˆ
(n)
ij→α(sˆ, µ
2
F, µ
2
R), (2)
where dσˆ(n)ij→α(sˆ, µ
2
F, µ
2
R) is the differential parton-level cross section in an
element of phase space of the final state α, calculated at the n-th order in
perturbative QCD, and the external sum is over the types of partonic con-
stituents pairs. The quantity αs represents the strong coupling constant.
In a nutshell, in the above formula the PDFs absorb the unknown infor-
mation about the remaining parts of the two protons which interact “softly”,
that is, in the non perturbative range of QCD. The PDFs depend on a partic-
ular scale µ2F - known as the factorisation scale - which qualitatively represents
the resolution with which the hadron is being probed. This is an unphysical
parameter, which appears also in the parton-level cross section. In the latter,
there is an additional dependence on an unphysical energy scale - the renor-
malisation scale µ2R - which also affects αs and arises from the regularisation
of ultraviolet divergences.
Even so, the physical cross section result calculated to all orders in per-
turbation theory is formally independent of the choices of µ2F and µ
2
R. In
fact, the dependence of the coefficients of the perturbative expansion of
σˆij→α(sˆ, µ2F, µ
2
R) on these parameters is compensated exactly by the scale de-
pendence of the parton distribution functions and of the strong coupling
constant. The compensation becomes more exact as more terms are included
in the perturbation series. In case of a limited set of higher-order corrections,
it is necessary to make a specific choice for µ2F and µ
2
R in the calculation of
the cross section prediction. A common one is to assign values of the order
of the typical four-momentum transfer of the hard-scattering process under
examination. Making this unphysical scales fluctuate in the calculations, it is
possible to estimate the impact of the theoretical uncertainty. Therefore, the
lower the order in perturbation theory to which the parton-level cross sec-
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tion calculation is carried out, the larger the theoretical uncertainties arising
from the fixed value for µ2F, µ
2
R will be.
Electroweak unification
The weak and electromagnetic interactions are considered as part of a
unified SU(2)L ⊗U(1)Y electroweak group. The generators of the transfor-
mations of this group correspond to four spin-1 fields, two of which carry
electric charge, and two are neutral. The “L” subscript indicates that the
SU(2) symmetry group transforms only the left-handed (L) chiral compo-
nents of fermions - which are represented as weak force isospin doublets -
leaving the right-handed (R) components unchanged. The latter are thus
represented as SU(2)L singlets. This property expresses parity violation in
the weak sector of the SM. In the SM, neutrinos are originally assumed to
be massless, and cannot exist in a right-handed chiral state. Electromag-
netic interaction arises from the exchange of a neutral gauge boson, which
results from the mixing of the neutral gauge bosons of the SU(2)L group
and the U(1) group. The hypercharge Y quantum number associated to the
U(1) group is effectively a linear combination of the electrical charge and
the longitudinal component of the weak isospin.
Gauge invariance under SU(2)L⊗U(1)Y transformation implies electroweak
force carriers to be massless. Also, fermion fields are not allowed to have a
mass, as the presence of a mass term in the Lagrangian would imply mix-
ing of left-handed and right-handed fermion states, which live in different
representations of the fundamental gauge group.
However, experimental evidence of the short range of the weak interaction,
and of the mass differences between fermions within weak isospin doublets
indicate that the SU(2)L symmetry has to be broken. The mechanism by
which this happens in the Standard Model is described in the following
section.
1.1.2 Spontaneous symmetry breaking and the Higgs mechanism
In the formulation of the SM as a gauge theory, all the (local) symme-
tries of the Lagrangian are not necessarily also symmetries of the vacuum
(ground) state of the system. In fact, the evidence for massive weak force
mediators (the W± and Z bosons) and massless electromagnetic and strong
force mediators (the photon γ and the gluons g) implies that the vacuum
state is invariant under the U(1)EM ⊗ SU(3)C gauge groups, but the SM
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symmetry under SU(2)L ⊗UY is not preserved, and it is reduced to a sym-
metry for U(1)EM only.
In quantum field theory, the Nambu-Goldstone theorem [25, 26] states that
for every symmetry in the Lagrangian which is not a symmetry of the vac-
uum state there exists a massless scalar boson. That is, every broken sym-
metry of the vacuum should manifest as a physical particle - known as Gold-
stone boson - whose interactions are dictated by the gauge symmetry of the
Lagrangian itself. The SU(2)L ⊗ UY symmetry breaking would imply the
existence of three Goldstone bosons. Yet the fact that no such particles are
observed must imply a way of breaking the symmetry of the ground state
which takes into account the “absorption” of the Goldstone boson degrees of
freedom into other observable quantities. The idea of having such a mech-
anism in particle physics was developed independently by Higgs, Brout,
Englert, Kibble, Guralnik, Hagen in the 1960’s, and is known nowadays as
the Higgs mechanism [27, 28, 29, 30].
The Higgs mechanism postulates the existence of a scalar field (the Higgs
boson), which can be minimally represented as a weak isospin doublet, with
Y = 1 and electric charge Q = 0. This results from the addition of a
SU(2)L ⊗UY invariant potential term in the Lagrangian for the scalar field
self-interaction, with a non-zero vacuum expectation value v (VEV) for the
field itself:
ϕ0 =
1√
2
(
0
v
)
, (3)
which implies the field to be massive.
The value for the vacuum expectation value can be inferred from the pre-
cise measurement of the Fermi constant GF through muon lifetime, and it
is v = (
√
2GF)−1/2 ≈ 246 GeV. This sets the energy scale at which the elec-
troweak symmetry is broken. At this scale, electromagnetic and weak forces
become distinct, and the bosons mediating the interactions acquire a mass.
The Higgs boson mass can be expressed as mH =
√
2λv, where λ is the
coupling strength of the four-point Higgs self-interaction. Since the latter is
unknown a priori, the Higgs mass remains a free parameter of the theory.
Expanding the Higgs field as excitations around the minimum (ϕ = 1√
2
( 0
v+h
)
)
eventually leads to mass terms in the Lagrangian for three out of the four
vector bosons of the electroweak interaction, leaving one massless. Also, the
three massless bosons predicted by the Nambu-Goldstone theorem can be
interpreted as being effectively absorbed as longitudinal polarisation modes
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of the three massive vector bosons of the weak interaction, in accordance
with the Goldstone boson equivalence theorem.
The Higgs boson couplings gV to the W± and Z bosons are proportional
to the square of their masses:
Vν
Vµ
H = igV = i2
m2V
v
gµν (V = W±,Z), (4)
which in turn depend on the SU(2)L and U(1)Y coupling constants g, g′
and the VEV:
mW =
1
2
vg mZ =
v
2
√
g2 + g′2. (5)
The Higgs mechanism can also account for the introduction of gauge-
invariant fermion mass terms after spontaneous symmetry breaking. This
is achieved by postulating a Yukawa interaction term between the Higgs
doublet and the fermion fields:
∆L f = −g f
(
f Lϕ fR + h.c.
)
= − g f v√
2
f f − g f√
2
h f f , (6)
where a mass-like term for fermions is identified:
m f =
g f v√
2
, (7)
A linear relationship between the Higgs-fermion Yukawa coupling g f and
the fermion mass thus holds:
f
f
H = −ig f = −i
√
2
m f
v
. (8)
Like the Higgs boson mass, also the fermion masses are free parameters
of the SM, as it does not provide a prediction for the fermionic Yukawa
couplings.
The Higgs boson has no tree level coupling to massless vector bosons, i.e.
gluons and photons. However, an effective coupling arises from virtual loops
involving quarks and massive vector bosons, as later displayed in Figures 6a
and 7.
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1.2 higgs physics at colliders
Attempts to a direct observation of the Higgs boson have represented one
of the leading fields of physics research during the past 40 years. Based on
theoretical grounds, an upper bound on the Higgs mass of mH . 1 TeV
exists to prevent violation of unitarity in the two-body W+W− → W+W−
vector boson scattering process [31]. Stability of the vacuum further implies
a lower mass bound of mH > 3.7 GeV [32].
In the high energy collider experiments era (starting from the late 80’s),
experiments at the LEP collider [33] conducted direct searches for the Higgs
through the e+e− → ZH process in the mass range up to ≈ 120 GeV, setting
a lower bound of mH > 114.4 GeV at 95% confidence level. Indirect exper-
imental limits from precision measurements of the electroweak parameters
such as the top mass and the W boson mass - which depend logarithmi-
cally on the Higgs boson mass through radiative corrections - were also
extracted, predicting a mass of the Higgs of mH = 94+29−24 GeV [34]. Other
direct searches, conducted by the CDF and D∅ experiments at the p − p
Tevatron collider [35], lead to exclusion of the 100 < mH < 103 GeV and
147 < mH < 180 GeV ranges of mass.
The summer of 2012 eventually marked a milestone in the history of par-
ticle physics, after both the ATLAS [36] and CMS [37] experiments at the
LHC announced the observation of a particle consistent with the Standard
Model Higgs boson with more than 5σ significance [38, 39] at a mass of
approximately 125 GeV. The observation came from the analysis of the final
states of the Higgs decay to bosons, i.e. H → WW∗ → `ν`ν,H → ZZ∗ →
4`,H → γγ.
With more data collected by the two experiments in the following years,
evidence of the Higgs decay to fermions (bb, τ+τ−) has also been estab-
lished [40, 41], and measurements of the Higgs boson properties - including
its mass [42], spin and parity [43], production rates and couplings [44] -
have been carried out. These measurements provide additional tests of the
Standard Model predictions, and are sensitive to new physics effects. In
the following paragraphs more details on the Higgs coupling measurements
will be given, starting with a review of the Higgs production modes at the
LHC and the accessible decay modes.
10 the higgs boson in the standard model
1.2.1 Higgs boson production and decays at the LHC
The Large Hadron Collider at CERN has been built with the main purpose
of searching for new phenomena beyond the SM - such as new particles pre-
dicted by supersymmetry (SUSY) or other exotic models - as well as testing
the predictions of the SM itself with improved precision. As for the latter,
the aim was firstly to prove (or disprove) the hypothesis of the Higgs mecha-
nism. At the beginning of its activity it operated at a centre-of-mass energies
of the collision of
√
s = 7, 8 TeV, subsequently raised to
√
s = 13 TeV since
early 2015, reaching a peak instantaneous luminosity of 13.8× 1033cm−2s−1.
More details on the LHC will be provided in the next chapter.
Depending on the value of mH, the Higgs boson production cross section
and decay branching ratios can be precisely calculated. At the LHC, there
are four main channels through which the SM Higgs boson can be produced:
gluon-gluon fusion (ggF), vector boson fusion (VBF), associated production
with W/Z bosons (VH), and associated production with a top-antitop quark
pair (ttH). Their Feynnman diagrams and the most up-to-date predictions
for the cross sections are summarised in Table 1. In more detail:
• Gluon-gluon fusion (ggF)
The Higgs boson cannot couple directly to massless particles, such as
gluons. Nevertheless, this coupling is allowed via a virtual fermion
loop with a heavy quark dominance. Figure 3 shows the parton lumi-
nosities as a function of the mass of the two-parton system
√
sˆ = mα
at a centre-of-mass energy of the proton-proton collision of
√
s =
14 TeV [47] for different parton type pairings. For a final state of the
partonic interaction corresponding to a Higgs boson mass of
√
sˆ ≈ 125 GeV,
the parton-parton luminosities involving gluons in the hard scattering
process largely dominate over the quark-only luminosity. Because of
this, the ggF production channel has the largest cross section at the
LHC.
• Vector boson fusion (VBF)
This production mode features two quarks in the initial state emitting
a pair of heavy gauge bosons (W or Z), which annihilate to produce
a Higgs boson. The final state is characterised by a distinct topol-
ogy, with the presence of two energetic, forward-directed jets from
the hadronisation of the two initial quarks. Due to the smaller q-q lu-
minosity, and the fact that it is an electroweak process at LO, its cross
section is smaller than the ggF production.
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Production
mode
LO diagram σX [pb]
σX
σpp→H Order in
perturbation
theory
ggF
t
t
t H 46.87
+7.9%
−8.7% 87%
N3LO QCD,
NLO EW
VBF
q
q′
H
V
V
3.78+2.14%−2.12% 7%
NNLO QCD,
NLO EW
VH V
q
q′ H
V
1.37+1.96%−2.03% (pp → WH)
5%
NLO QCD,
NLO EW
0.884+4.12%−3.49% (pp → ZH)
0.094+1.89%−1.93% (W
+(`+ν)H)
0.059+2.04%−2.12% (W
−(`−ν)H)
0.029+4.12%−3.49% (Z(`
+`−)H)
ttH
g
g
t
t
H
t
t
0.507+6.82%−9.88% . 1%
NLO QCD,
NLO EW
Table 1: Higgs production modes at the LHC and their predicted cross sections.
The cross sections are calculated for mH = 125 GeV, and
√
s = 13 TeV, at
the order in QCD/Electroweak perturbation theory specified in the right-
most column (NLO: next-to-leading order. NNLO: next-to-next-to-leading or-
der. . . ). Uncertainty on the cross section include the contributions from
renormalisation and factorisation scale dependence, and uncertainties on
the PDFs and the perturbative QCD coupling constant αs [46, 45]. The
second column from the right displays the relative size of the production
cross section of each process with respect to the total pp → H cross section
at the LHC.
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• Associated production with W/Z bosons (VH)
The third most common production channel at the LHC is the “Hig-
gsstrahlung” mechanism (VH), where the Higgs boson is radiated off
a virtual gauge boson. These events can be characterised by one or
two isolated and high transverse momentum charged leptons yielded
by the decay of the vector boson in the final state.
• Associated production with a top-antitop quark pair (ttH )
Our process of interest, the ttH production mechanism, has the small-
est cross section with respect to the channels previously discussed due
to the heaviness of its final state, despite being initiated by a pair of
gluons. A very rare tH production mode (through the gb→ WtH and
qb→ tHq′ processes) is also accessible at the LHC, with a cross sec-
tion of only ≈ 14% of σttH due to destructive interference of diagrams
in the SM. However, this suppression is heavily dependent on the rel-
ative sign of the t and W Higgs coupling, thus could be enhanced
in some BSM models with non-zero pseudoscalar, CP violating Higgs
couplings [48].
For a Higgs boson mass of 125 GeV, a large number of final states are
accessible for study, whose branching ratios are shown in Table 2. The main
decay mode at mH = 125 GeV is into bb pairs, since b quarks are the heav-
iest particles that can be pair-produced on-shell from a Higgs boson decay.
The second largest decay mode into fermions is the τ+τ− mode. In spite of
a similar branching ratio, decays to cc pairs are less accessible at the LHC
from the experimental point of view, due to the overwhelming background
from QCD dijet production. The same argument holds against the Higgs
decay to gg. Decays to pairs of muons have a much smaller branching ratio,
albeit providing very high dilepton mass resolution. Decays to pairs of W,Z
bosons do not dominate in this Higgs mass region because they cannot be
both produced on-shell. However, the large Higgs coupling to these mas-
sive particles makes such decays still accessible through production of one
off-shell boson in the pair. The H → WW∗ branching ratio is larger than
H → ZZ∗ owing to the larger accessible phase space from combinatorics of
W±W∓. The dibosonic H → Zγ, H → γγ decays have a small branching
ratio, yet take advantage of the very high experimental photon energy reso-
lution. The H → γγ decay also profits from a large signal over background
ratio, thanks to the clean experimental signature of only two energetic pho-
tons.
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Figure 3: Parton luminosities 1s dLdτ for different parton-parton interactions at √s =
14 TeV [47]. Widths of the curves estimate PDF uncertainties. The PDFs
are taken from the CTEQ6L1 set [49]. In green, the gg luminosity; in blue
the gq+ gq¯+ qg+ q¯g luminosity; in red, the qq¯+ q¯q luminosity.
Decay channel
Branching ratio
(mH = 125 GeV)
H → bb 5.824×10−1+1.2%−1.3%
H →WW∗ 2.137×10−1+1.5%−1.5%
H → ττ 6.272×10−2+1.6%−1.6%
H → ZZ∗ 2.619×10−2+1.5%−1.5%
H → γγ 2.270×10−3+2.1%−2.1%
H → µµ 2.176×10−4+1.7%−1.7%Table 2: Higgs decay branching ratios and relative uncertainty, for mH = 125
GeV [46].
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1.2.2 Current results on Higgs boson properties
Analysis of Run 1 data has provided plenty of insight into the properties
of the new observed particle. The ATLAS and CMS collaborations have per-
formed a combined measurement of its mass of mH = 125.09± 0.23 GeV in
the ZZ∗ → 4`, γγ final states [42], corresponding to an experimental preci-
sion of 0.2%. Measurement of the spin-parity of this particle - performed in
the WW∗,ZZ∗,γγ final states - shows that alternative hypotheses to the SM
prediction of a CP-even scalar Higgs boson (JP = 0+) are excluded at 99.9%
confidence level [43].
Extensive studies of the production cross section and decay rates have
been carried out combining experimental results of multiple independent
analyses of both ATLAS and CMS, targeting different final states, and are
documented in [44, 50, 51]. Specifically, for a given production process i and
decay channel f, a fit to data is performed to determine the signal strength
parameter:
µ
f
i =
σi × BR f(
σi × BR f
)
SM
= µi × µ f ,
µi =
σi
(σi)SM
,
µ f =
BR f
(BR f )SM
.
(9)
Since for each independent final state only the product µi × µ f can be
measured from the data, the decay signal strength of each analysis is the com-
bined result of the measurements for different production modes under the
assumption that all the production cross sections are the ones from the SM,
that is, all µi’s are equal to one. Similarly, the production signal strengths of
different modes can also be fitted, under the assumption that the different
Higgs decay branching fractions are the ones predicted by the SM. This ap-
proach implies that results are subject to the signal theoretical uncertainties
in the inclusive cross sections and branching ratios for the various produc-
tion and decay processes.
Figure 4 shows the observed production and decay signal strengths for
several Higgs decays channels and production modes. A global Higgs signal
strength is also defined, assuming SM values for the ratio of cross sections of
different production modes, and for the ratio of branching ratios of different
decay channels. Its value as obtained from the combination of the ATLAS
and CMS Run 1 measurements is µ = 1.09+0.11−0.10, and currently represents
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the most precise experimental measurement related to Higgs couplings. The
error quoted includes the statistical uncertainty, the systematic uncertainties
from background estimates and other experimental uncertainties, and the
theory uncertainties on the SM Higgs cross section and branching ratios, as
well as signal acceptance and kinematics/topology modelling uncertainties.
More general parametrisations are explored as well, in order to release
some of the previous assumptions. One example is to consider ratios of
cross-sections for different production modes and the ratios of branching
fractions (equal to the ratio of partial decay widths Γ f ), normalised by the
product of the ggF cross section and the H → ZZ∗ width. The latter indeed
represent the single measurements currently characterised by the smallest
uncertainties. Results for this parametrisation are illustrated in Figure 5.
This effectively establishes the existence of the SM ggF and VBF production
processes with more than 5σ significance, and shows evidence of the VH
mode at more than 3σ standard deviation over the background-only hypoth-
esis.
No sufficient statistical power is achieved with the Run 1 dataset to prove
evidence of the SM ttH production, and this is reflected by an expected signif-
icance of only about 2σ. Interestingly though, the SM-normalised observed
best fit value of (σttH/σggF) = 3.3+1.0−0.9 corresponds to an excess of approxi-
mately 3σ above the SM prediction, leading to an observed combined signifi-
cance of 4.4σ against the background-only hypothesis. The combined global
ttH signal strength under the assumption of SM branching ratios is found to
be µttH = 2.3
+0.7
−0.6. Whilst all the other signal strength measurements show
high compatibility of the observed new particle with the SM Higgs boson,
the ttH measurement creates somewhat a tension with the SM expectation.
1.2.3 Constraints on Higgs couplings
Unlike the signal strength case, in the measurement of the Higgs couplings
to bosons and fermions, production and decay modes cannot be treated in-
dependently, as each observed process involves at least two different cou-
plings. In order to interpret the couplings as they appear in both production
and decay modes in a most model-independent way, a generic framework to
quantify possible deviations of the Higgs couplings from the SM is used [45].
In such framework, it is postulated that the width of the Higgs boson reso-
nance is negligible compared to the current experimental resolution. Under
this assumption, the cross section (σi) times branching ratio (Γ f ) for a given
set of intial and final states σ(i → H → f ) can be factorised as:
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Parameter value
1− 0.5− 0 0.5 1 1.5 2 2.5 3 3.5 4
µ
ttH
µ
ZH
µ
WH
µ
VBF
µ
ggF
µ
 Run 1LHC
CMS and ATLAS ATLAS+CMS
ATLAS
CMS
σ1±
σ2±
(a) µi
Parameter value
1− 0.5− 0 0.5 1 1.5 2 2.5 3 3.5 4
bbµ
ττµ
WWµ
ZZµ
γγµ
 Run 1LHC
CMS and ATLAS ATLAS+CMS
ATLAS
CMS
σ1±
σ2±
(b) µ f
Figure 4: 4a : best fit results for the production signal strengths for SM decay modes,
i.e., assuming µ f = 1 in Eq. (9). The measurements of the global signal
strength are also shown. 4b : best fit results for the decay signal strengths
for SM production modes, i.e., assuming µi = 1 in Eq. (9). Both figures
are taken from [44].
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Parameter value norm. to SM prediction
1− 0 1 2 3 4 5 6
ZZ/BbbB
ZZ/BττB
ZZ/BγγB
ZZ/BWWB
ggFσ/ttHσ
ggFσ/ZHσ
ggFσ/WHσ
ggFσ/VBFσ
ZZ)→H→(ggσ
 Run 1LHC
CMS and ATLAS ATLAS+CMSATLAS
CMS
σ1±
σ2±
Th. uncert.
Figure 5: Best fit values of the σ(ggH → ZZ∗) cross section and of ratios of cross
sections and branching fractions [44]. The error bars indicate the 1σ (thick
lines) and 2σ (thin lines) intervals. The fit results are normalised to the
SM predictions for the various parameters and the shaded bands indicate
the theoretical uncertainties in these predictions.
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σ(i → H → f ) = σi(κj) · Γ f (κj)
ΓH(κj)
,
σi = κ
2
j · σSMi ,
Γ f = κ2j · ΓSMf ,
ΓH = κ2H · ΓSMH
(
κ2H =∑
j
k2j · ΓSMj
)
,
(10)
where the κj factors (j refers to any particle to which the Higgs can couple)
parametrise the effective leading-order coupling to all the particles which
could contribute to a particular production or decay mode. Referring to
Eq. (4) and (8), this means:
gV = κV · gSMV ,
g f = κ f · gSMf .
(11)
It follows that a value of κj = 1 implies the SM value for the couplings,
hence for σi, Γ f , ΓH. The quantity ΓH represents the Higgs boson total decay
width.
Several processes are sensitive to the top coupling strength scale factor
κt, and are highlighted in Table 3, and their LO Feynman diagrams are dis-
played in Figures 6,7. Notably, the tree-level ttH production can directly
probe κt. The tH tree-level processes are suppressed in the SM due to de-
structive interference of the diagrams where the Higgs is radiated from a W
or a top quark, as in the SM κW and κt have the same relative sign. However,
if their relative sign is flipped and κW · κt becomes negative, the interference
becomes constructive and the WtH (tHbq′) cross section increases by a fac-
tor 6 (13) with respect to the SM value. This would make the tH process
sensitive to the relative sign between the W boson and top quark couplings.
All the previous description relies on the assumption that the Higgs boson
can decay only to SM particles to determine ΓH, and it is also assumed
that only SM particles can couple to the Higgs boson in the loops, such
as in the ggF or H → γγ case. Anyway, these model assumptions can be
relaxed taking into account e.g., Higgs decays to BSM invisible or undetected
particles to contribute to the total decay width, and describing the loops in
gg production and γγ decay mode by means of effective coupling scale factors
(κg, κγ) which embed the possible effect of BSM couplings.
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Production Loops @ LO Interference κ parametrisation of σ, Γ
σggF X b-t ∼ 1.06κ2t + 0.01κ2b − 0.07κt · κb
σgg→ ZH X Z-t ∼ 2.27κ2Z + 0.37κ2t − 1.64κt · κZ
σttH ∼ κ2t
σgb→ WtH W-t ∼ 1.84κ2t + 1.57κ2W − 2.41κt · κW
σqb→ tHq′ W-t ∼ 3.40κ2t + 3.56κ2W − 5.96κt · κW
Decay width
Γγγ X W-t ∼ 1.59κ2W + 0.07κ2t − 0.66κt · κW
ΓZγ X W-t ∼ 1.12κ2W + 0.00035κ2t − 0.12κt · κWTable 3: Higgs boson production cross sections and decay widths as a function of
coupling strength scale factors κj, for which a coupling to the top quark
is relevant [50]. Expressions in the rightmost column are derived as de-
scribed in [45]. For processes where multiple amplitudes contribute, the
rate may depend on multiple Higgs boson coupling-strength scale factors,
and interference terms may give rise to scalar product terms κi · κj, that
allow the relative sign of the coupling-strength scale factors κi and κj to be
determined. The values for the coefficiencts are calculated for
√
s = 8 TeV
and mH = 125.36 GeV, and the parametrisation include higher-order QCD
and EW corrections to the inclusive cross section and branching ratios.
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Figure 6: LO Feynman diagarms for Higgs boson production modes involving cou-
pling to the top quark.
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Figure 7: LO Feynman diagrams of Higgs boson decays to a pair of photons, or to
a photon and a Z boson.
The results of the fit for the effective coupling modifiers, with all other
coupling modifiers fixed to their SM values of unity, are shown in Figure 8a.
The SM prediction of κg = κγ = 1 lies within the 68% confidence level region,
and the p-value of the compatibility between the data and the SM predictions
is 82%. Supported by this finding, when assuming no BSM particles in loops
as well as in the Higgs decay products, the fit to the coupling modifiers
produces the results shown in Figure 8b. It can be observed that all the
κ’s are found to be compatible with the SM expectation, and their relative
sign probed by the interference terms in the parametrisation is consistent
to the SM as well. In particular, the top coupling modifier is measured
to be κt = 0.87+0.15−0.15 in the combination. This result is mostly constrained
by the measurement of the ggF cross section and of the H → γγ decay
width. However, when allowing BSM couplings in the loops, a value of
κt = 1.40+0.24−0.21 is extracted. The incompatibility of the two values thus reveals
a quite strong model dependence of the interpretation, given the precision
of the LHC Run 1 measurements.
Using the coupling modifiers, new parameters c f , cV that are explicitly lin-
early dependent on the weak bosons and fermions masses are also defined,
remembering Eq. (4) and (8):
c f = κ f ·
g f√
2
= κ f ·
m f
v
,
cV =
√
κV ·
√
gV
2v
=
√
κV · mVv .
(12)
Figure 9 shows the best fit values for c f and cV as a function of the particle
mass, extracted under the hypothesis of no BSM contributions in loops. It
can be seen that such linear scaling as a function of the particle masses is
effectively found, indicating the compatibility of the measurements with the
SM when no BSM couplings in the loops are permitted.
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Figure 8: 8a: negative log-likelihood contours at 68% and 95% CL in the (κg, κγ)
plane for the combination of ATLAS and CMS and for each experiment
separately, as obtained from the fit to the parameterisation allowing BSM
contributions to the ggF and H → γγ loops, while constraining all the
other coupling modifiers to their SM values [44]. No BSM decay modes
of the Higgs boson are considered. 8b: best fit values for the coupling
parameters under the assumption of no BSM particles in the loops [44].
The κt parameter is assumed to be positive, without loss of generality. The
κµ, κτ parameters are not affected by interference, therefore their absolute
value is shown.
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Figure 9: Best fit values for the fermion and vector boson masses parametrised
via coupling modifiers κV , κ f , extracted under the hypothesis of no BSM
contributions in loops [44]. The dashed blue line indicates the predicted
dependence on the particle mass in the case of the SM Higgs boson. The
red line represents another possible expression of the coupling modifiers
as a function of a mass scaling parameter, based on a phenomenological
model [52], with the green and yellow bands representing the 68%, 95%
CL bands.
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1.3 conclusions on the top yukawa coupling andthe search for ttH
As previously highlighted, parametrisations for the measurement of the
Higgs couplings have to come under some assumptions, either on the con-
tributions to the loops in production and decay modes, or on the particles
to which the Higgs boson can decay. As for the coupling to the top, at the
moment the strongest experimental constraint on its measurement comes
from the ggF production mechanism. In the interpretation of the results,
this introduces a large degree of dependence on the hypothesised physics
contributions to the loop, which is naturally absent in the ttH case. Increas-
ing the sensitivity of the ttH search is therefore crucial in order to be capable
of directly measuring the top Yukawa coupling.
Furthermore, the nature of the top Yukawa coupling itself makes it of
special interest among the other couplings. The heavy mass of the top quark
(mt = 173.34± 0.76 GeV [53]) results in a coupling≈ 35 times larger than the
one to the second heaviest fermion, the b quark. From Eq. (7), it also appears
that the top Yukawa coupling gt is the only one “naturally” close to the scale
of the EW symmetry breaking. These features have deep implications, as
it has been shown they can influence both the scale of appearance of new
physics, and the stability of the vacuum in our universe [54]. Ruling out any
of the possible scenarios predicted by these theoretical models requires as
input an extremely precise value for gt - of order 10−4 accuracy - which is
currently beyond our experimental sensitivity. Yet, such studies reveal how
far reaching are the implications of the top Yukawa coupling.

2 THE ATLAS EXPER IMENT AT THELARGE HADRON COLL IDER
The search for new fundamental physics at the TeV scale and the precision
tests of the Standard Model require the analysis of an enormous amount
of data to allow any process of interest to be distinguished from the over-
whelming expected backgrounds and ensure sufficient sampling. This can
be achieved by colliding particles accelerated to O(TeV) energies with very
high rate, and designing detector apparatuses with high granularity and
wide spatial coverage to capture the signature of particles produced in the
collisions. This chapter is dedicated to the description of the most powerful
particle collider ever built so far - the Large Hadron Collider - and of the
ATLAS detector, whose data have been analysed in this thesis.
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2.1 the large hadron collider (lhc)
The Large Hadron Collider (LHC) is a 27 km long storage ring built about
100 m underground at the European Organisation for Nuclear Research
(CERN) facility near Geneva, Switzerland. It is hosted in the same tunnel
of the previous LEP collider, and shares several parts of the already existing
pre-accelerators chain. It has been designed to provide proton-proton (p-p)
and heavy ions (Pb-Pb) collisions at unprecedented rate and energy, and it
stems from a 30 year-long effort of a worldwide collaboration in projecting,
realising and commissioning.
It is designed to reach a centre-of-mass energy of
√
s = 14 TeV for p-p
collisions, with a nominal instantaneous luminosity of 1034 cm−2s−1. Full
details about the underlying technology and performance can be found else-
where [18, 55, 56].
The LHC started its operations in September 2008 at
√
s = 7 TeV, subse-
quently raised to 8 TeV until early 2013, which concluded the “Run 1” oper-
ations of the machine. The machine was shut down for about two years to
allow for upgrades in the accelerator chain to increase the energy and rate of
collisions for the “Run 2” data taking. It finally resumed operations in April,
2015, reaching a centre-of-mass energy of
√
s = 13 TeV. The dataset collected
for this work corresponds to the years 2015 and 2016 of LHC operations.
Four main experiments have been built along the accelerator infrastruc-
ture at four interaction regions: ATLAS [36], CMS [37], LHCb [57] and AL-
ICE [58]. ATLAS and CMS are multi-purpose detectors whose major goals
are to test the Standard Model predictions in the electroweak and QCD sec-
tors and to search for new physics beyond the Standard Model. More details
about the ATLAS experiment is covered in the following section. The LHCb
experiment is dedicated to precision measurements of CP violation and rare
decays of b-hadrons, whereas ALICE is designed to study heavy ion colli-
sions. In this work, however, we will concentrate exclusively on the proton
acceleration chain and proton collision-related physics programme.
2.1.1 The particle acceleration chain
A schematic view of the LHC ring and the layout of the CERN accelerator
complex is shown in Figure 10.
Before being injected into the LHC, protons are brought up to the injec-
tion energy of 450 GeV by a chain of accelerators. Protons are extracted
from hydrogen gas, and injected in the LINAC2 linear accelerator, reaching
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an energy of 50 MeV. Subsequently, they are sent through the Proton Syn-
chrotron Booster (PSB) and are brought to 1.4 GeV. After that, protons are
injected into the Proton Synchrotron (PS), where they are accelerated to 26
GeV. From the PS, they reach the Super Proton Synchrotron (SPS), which
increases their energy up to 450 GeV.
Protons from the SPS are finally injected in the LHC as particle bunches
making up two opposite-directed beams, which are kept in circular orbit by
means of a 7.7 (8.3) T magnetic field for
√
s = 13 (14) TeV collsion energy,
provided by 1392 superconducting Nb-Ti dipole magnets operating at 1.9
K. Beams are focused by 392 quadrupole magnets with strongest focusing
power near the interaction points to maximise the collision rate. The beam
energy is boosted up to the nominal collision energy through 16 supercon-
ducting radiofrequency (RF) cavities displaced around the LHC.
The moment when bunches start being injected into the LHC ring marks
the beginning of a fill. After the desired number of bunches circulating in the
LHC has been reached, and as soon as the beams are in a stable condition,
collisions begin taking place. Usually a LHC fill lasts for several hours, up
to the point when the beam intensity is reduced down to a critical threshold
due to the inelastic collisions. At that point, the beams are dumped from the
machine to allow for a new cycle to start.
2.1.2 Beam energy, luminosity and collision parameters
The two main parameters which influence the reach of physics searches
and measurements at the LHC experiments are the beam centre-of-mass
energy (
√
s) and the instantaneous luminosity (L). The former sets the acces-
sible mass range of the particles produced as final state of the collisions, and
it is driven by the features of the RF accelerator system and the maximum
bending power of the LHC dipole magnets. The instantaneous luminosity
is defined as the proportionality constant between the event rate dNα/dt for
some process of interest α and its cross section σα:
L =
dNα
dt
· 1
σα
. (13)
Therefore, luminosity is expressed in units of cm−2 × s−1, and when inte-
grated over time it represents a measurement of the collected data sample
size.
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Beam/collision
2015 2016
Nominal design
parameters (if available)
Centre-of-mass energy (
√
s) [TeV] 13 13 14
Bunch spacing [ns] 50 - 25 25 25
Bunch revolution frequency ( fr) [kHz] 11.245 11.245 11.245
Max. number of bunches/beam (nb) 2232 2208 2808
Max. charge per bunch colliding (p/bunch) 1.21× 1011 1.31× 1011 1.15× 1011
Peak instantaneous luminosity [cm−2s−1] 5.02× 1033 1.38× 1034 1034
Max. average nr. of interactions
28.2 52.2per bunch crossing
Longest stable beams fill duration [h] 24.3 37.03
Table 4: Some collision parameters of the LHC in 2015 and 2016 as taken from the
ATLAS detector measurements [59], compared with the machine design
values.
The luminosity is completely determined by the parameters of the cir-
culating beams, and by the collider magnets optics. Assuming Gaussian
transverse profiles of the beams, it holds:
L =
frnbN2b
4eβ∗
, (14)
where Nb (the number of protons in each colliding bunch, assuming them
equal), nb (the number of circulating bunches), fr (the bunch revolution fre-
quency) and e (the normalised transverse beam emittance, a quantity related
to the transversal dispersion of the beam particles) are set by the injection
chain. The β∗ is the so-called amplitude function at the interaction point, and
it is a property set by the configuration of the focusing magnets (quadrupoles
and higher order magnets).
The product eβ∗ is directly proportional to the beam area transverse to
the beam direction: the smaller the emittance and amplitude function, the
narrower the beam cross-section will be and the higher the event rate. Addi-
tional luminosity reduction effects, such as a nonzero bunch crossing angle
and longitudinal bunch length, are neglected in the above formula.
Details about the collision parameters for the years 2015 and 2016, and
comparison to the design values are given in Table 4. The performance of
the LHC machine have been improving throughout the years of operation,
and some of such parameters already exceed the design value. In particu-
lar, the maximum value for the instantaneous luminosity has surpassed the
1034 cm−2s−1 threshold during the 2016 data taking.
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2.2 the atlas experiment
At the energy scale of the LHC, the cross sections for rare processes like
the Higgs boson production are several orders of magnitude smaller than
QCD multi-jet production cross section, as Figure 11 reveals. Consequently,
it is a crucial requirement to be able to detect and identify with high ef-
ficiency the experimental signatures characteristic of those processes, such
as high transverse momentum light leptons, missing transverse energy and
secondary vertices.
Furthermore, the high luminosity needed to pursue the objectives of the
LHC physics programme makes it very likely that a large number of protons
undergo inelastic scattering simultaneously with the hard interaction. Such
scattering events are soft; they are characterised by low four-momentum
transfer, hence the final state products have on average low transverse mo-
mentum, of order pT ≈ 0.5 GeV. Soft interactions - which are more frequent
than hard scattering ones - are known as minimum bias events, and the over-
lap of soft inelastic scattering events to the typically unique hard collision is
referred to as pile-up (PU). This is more precisely defined as the in-time pile-
up, as it is an effect of multiple collisions happening simultaneously in a
single proton bunch crossing. There is also an out-of-time pile-up effect, due
to detector response extending over several bunch crossings. Pile-up repre-
sents a formidable experimental challenge, as it degrades significantly the
performance of most physics object reconstruction algorithms by introduc-
ing spurious activity in the detectors. Also, pile-up interactions represent a
major source of background for numerous searches.
In order to fulfil its ambitious physics goals, the ATLAS detector has been
designed in accordance to some key requirements [36]:
• Fast response electronics, to be able to detect interesting physics signa-
tures minimising the effect of overlaying interactions.
• Resistance of all detector components to high radiation doses, both in
terms of operation and ageing.
• High detector granularity, necessary to handle high particle fluxes.
• Efficient trigger system, to cope with the limited bandwidth for event
storage and select only interesting collision events for offline physics
analysis.
• Maximal solid angle coverage around the interaction point.
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Figure 11: Production cross sections calculated at next-to-leading order in pertur-
bation theory for signal and background processes at hadron colliders
as a function of the centre-of-mass energy. σtot represents the prediction
for the total inelastic cross section [60].
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• Efficient particle reconstruction and identification, robust against pile-
up.
The ATLAS detector surrounds the interaction region at Point 1 of the
LHC collider. It is 25 m in height and 44 m in length, with an overall weight
of approximately 7000 tonnes. A sketch of the detector is displayed in Fig-
ure 12, and a description of its component is provided in the following,
starting from the innermost subsystems outwards. First, a brief explanation
of the ATLAS coordinate system is presented.
2.2.1 ATLAS coordinate system
The origin of the coordinate system used in ATLAS is defined by the nom-
inal interaction point (IP). A right-handed scheme is adopted: the direction
of the beam pipe defines the z-axis, with the x-axis pointing towards the
centre of the of the LHC ring, and the y-axis pointing upwards. The ATLAS
detector has to good approximation a cylindrical symmetry along the z axis.
The azimuthal angle φ is defined in the transverse (x, y) plane around the
beam axis between −pi and pi, and the polar angle θ is defined between 0
and pi, with θ = 0 lying on the positive z axis.
Since the interacting partons carry a random fraction of the incoming pro-
ton momentum, the centre-of-mass system of the two partons has a nonzero,
unknown Lorentz boost in the laboratory frame along the z direction. How-
ever, variables involving only the transverse components such as φ, trans-
verse momentum pT =
√
p2x + p2y, and transverse energy ET = E sin θ =√
p2T +m2 are invariant under longitudinal boosts. Furthermore, differences
in pseudorapidity - where the latter is defined as η = − ln (tan θ2) in the
range −∞ < η < ∞ - are boost-invariant as well in the limit when m  E. It
is therefore common to express the angular distance between physics objects
as ∆R =
√
(∆φ)2 + (∆η)2.
2.2.2 Inner Detector
The Inner Detector (ID) [61] is 7 m long, with an outer radius of 1.15 m
and it is the subdetector closest to the interaction point. The layout of the
ATLAS Inner Detector system is presented in Figure 13. It provides the mea-
surement of the position of electrically charged particles which fly through
the ID layers. Individual measurements of the position in each subsequent
layer can be combined to form tracks, which can be further combined to
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determine primary or secondary vertices of the interaction. Particle momen-
tum can be measured from the curvature of the tracks, which are assumed
to describe a helical trajectory due to 2 T solenoidal magnetic field provided
by a superconducting magnet which completely surrounds the ID.
The ID system is composed of three sections. The Pixel Detector and the
Strip (SCT) Detector are closest to the beam; they are both silicon-based
detectors and characterised by high granularity to cope with higher occu-
pancy near the interaction point. The outermost section - the Transition
Radiation Tracker - is a straw-tube gas detector which provides additional
track measurements and particle identification. Along the z direction, the
ID is divided into a barrel and two end-cap regions. In the barrel, layers
are arranged in concentric cylinders around the beam pipe, whereas in the
end-caps they are mounted as disks perpendicular to the beam axis. A total
coverage of |η| < 2.5 by the Pixel and SCT detectors is achieved.
The Pixel Detector consists of 4 barrel layers and 3 end-cap disks. It un-
derwent a major re-design during the long machine shutdown between 2013
and 2015, with the addition of an innermost fourth layer at a radius of 3.3
cm (the Insertable B-Layer, IBL), the adoption of a new, thinner beam pipe,
improved readout electronics and repairs for damaged modules [64].
Pixels are arranged into modules, with a total number of 1744 modules in
the barrel, and 288 in the end-cap sections. Each module has 46080 elements,
accounting for 80 million pixels in total with a typical size in (r− φ)× z of
50× 400 µm2, and a module thickness of 250 µm. The Pixel Detector has an
intrinsic accuracy of 10 µm in (r− φ) and 115 µm in z. It provides on average
four space-point measurements per track, and mostly determines the impact
parameter resolution and vertexing performance. The Pixel Detector two-
dimensional fine segmentation comes at the cost of very complex electronics,
with about 80.4 million read-out channels in total.
Moving outwards from the interaction point, the Semiconductor silicon
Strip Detector (SCT) completes the high precision tracking system. The bar-
rel comprises four cylindrical layers of silicon microstrips modules, each
made up of two sensors at a 40 mrad stereo angle in order to provide a
three-dimensional measurement, with a strip pitch of about 80 µm. The end-
cap SCT is composed of 9 disks each. The intrinsic accuracies of the SCT are
17 µm on the (r − φ) direction and 580 µm along z. On average, the SCT
adds additional 8 space point measurements per track. The total number of
read-out channels is approximately 6.3 million.
The Transition Radiation Tracker (TRT) is made up of ≈ 300, 000, 4 mm-
diameter straw drift tubes filled with a mixture of 70% Xe, 20% CF4, 10%
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(a) (r− φ)
(b) (r− z)
Figure 13: View of the ATLAS ID 13a in the (r − φ) plane and 13b in the (r − z)
plane [62, 63]. In the barrel, a charged particle track produced in the
primary interaction sequentially crosses the beryllium beam-pipe, the
four cylindrical silicon pixel layers (the innermost one, known as the
IBL, included since 2015), the four cylindrical silicon microstrip (SCT)
double layers (one axial and one with a stereo angle of 40 mrad) of pitch
80 mm, and approximately 36 axial straws of 4 mm diameter contained
in the transition radiation tracker (TRT) modules. The (r − z) section
does not show the recently added IBL pixel layer.
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CO2 gas, arranged parallel to the beams in the barrel region and radially
in the end-cap, with a total number of readout channels of about 351,000.
Charged particles travelling across the straw ionise the gas, and the resulting
free electrons drift under an applied voltage and get collected by a wire at
the centre of the straw. In the barrel, only the measurement on the (r − φ)
plane is provided, and on (r− z) in the end-cap, with an intrinsic accuracy of
130 µm per straw. On average, a track within |η| < 2.0 has 36 measurements
in this detector.
The TRT contributes also to charged particle identification. TRT tubes are
interleaved with layers of polypropylene fibres and foils: a charged particle
that passes through the boundary region between materials with a different
refraction index emits X-ray radiation whose intensity is proportional to the
relativistic γ factor of the particle itself. Electrons produced by photoelectric
effect of such X-rays in the straw tube gas give a signal which has a higher
amplitude than the signal originating from particles passing by. Given their
light mass, electrons start producing transition radiation when their momen-
tum is close to 1 GeV, while pions start to radiate only in the O(100) GeV
momentum range. This piece of information is relevant for the electron iden-
tification algorithms.
The combined information of the Pixel, SCT and TRT subsystems allows
measurement of track parameters for charged particles with pT down to 400
MeV, with a design relative resolution for the measurement of transverse
momentum described by [36]:
σpT
pT
= 0.05%pT ⊕ 1%. (15)
2.2.3 Calorimetry
The ATLAS calorimetry system [36] comprises several components with
diverse technology and granularity, covering a very large range of pseudo-
rapidity (|η| < 4.9). All components are sampling calorimeters, with pas-
sive, inactive material to generate the electromagnetic/hadronic shower al-
ternated to active material layers to detect a fraction of the incoming particle
energy. The energy calibration has been carried out through test beam [65,
66] and validated in collision data. The layout of the ATLAS calorimeters is
sketched in Figure 14.
The innermost section right outside the solenoid is the electromagnetic
calorimeter (EM), devoted to the energy measurement of electrons and pho-
tons. It uses liquid argon (LAr) as active medium, which is characterised
2.2 the atlas experiment 37
Figure 14: Schematic view of the ATLAS Calorimeter system. Image courtesy of
the ATLAS Experiment.
by excellent radiation hardness and energy resolution, and lead to generate
the EM showers. The electrodes are capton-plated copper plates segmented
into strips which constitute the read out cells. The barrel section of the
EM calorimeter covers up to |η| = 1.4, and the end-cap system extends to
|η| = 3.2. It is divided into 3-4 layers, with an accordion-like geometry to
provide full φ coverage without dead regions, and features a fine segmenta-
tion into ∆η× ∆φ down to a value of 0.025× 0.025 within the ID acceptance
(|η| < 2.5) to resolve pi0 → γγ decays efficiently. The thickness of the EM
calorimeter is > 22 X0 radiation lengths in the barrel, and > 24 X0 in the end-
cap region to ensure good containment of the electromagnetic cascade. The
transition region 1.37 < |η| < 1.52 between barrel and end-cap is expected to
have poorer performance because of the lack of instrumented material, since
most of the service infrastructure is located there. The energy resolution
achieved in the EM calorimeter is described as [36]:
σE
E
=
10%√
E
⊕ 0.7%. (16)
The hadronic calorimeter (HCal) encloses the EM one, and is dedicated
to the energy measurement of hadrons such as neutrons, pions and kaons.
The barrel region |η| < 1.7 is serviced by a steel-plastic scintillator sam-
pling calorimeter (TileCal), with 3 layers providing a total thickness of 9.7 λ
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interaction lengths at η = 0. This minimises the punch-through effect of
hadronic showers decay products reaching the outer muon spectrometer.
The hadronic end-cap calorimeter (HEC) matches the 1.5 < |η| < 3.2 range
of the end-cap EM calorimeter and shares the same liquid argon technology,
although using copper as passive material and presenting a planar geome-
try. The granularity of the hadronic calorimeter is coarser than for the EM,
of order 0.1× 0.1 ∆η × ∆φ, and the energy resolution is worse due to the
inelastic nature of the hadronic interactions with the material nuclei [36]:
σE
E
=
50%√
E
⊕ 3%. (17)
Finally, a 3-layered forward calorimeter (FCal) ensures hermeticity by cov-
ering the high-pseudorapidity range 3.1 < |η| < 4.9, to contribute to the
measurement of missing transverse energy and forward jets. It exploits LAr
technology with copper and tungsten as absorber material for the first and
last two layers, respectively.
2.2.4 Muon Spectrometer
Final states with high energetic muons are among the most important
signatures for several physics searches at ATLAS, including the ttH search.
Muons are unique among all detectable particles, being the only ones able
to travel beyond the hadronic calorimeters. ATLAS has a dedicated muon
detection system (Muon Spectrometer, MS) [36], which surrounds the other
ATLAS sub-detectors hermetically. Figures 15, 16 depict a full scheme of the
ATLAS muon spectrometer.
The MS is based on the deflection on the (r− z) plane of the trajectories of
muons by means of air-core super conducting toroid magnets, instrumented
with trigger and high precision tracking chambers. The field in the |η| < 1.4
region is provided by a large 8-coil barrel toroid with a bending power of
≈ 2.5 Tm. Two smaller end-cap magnets provide a ≈ 6 Tm bending power
field in the region up to |η| = 2.7. This configuration provides excellent
stand-alone muon momentum resolution, minimising the multiple scatter-
ing degradation effect due to material crossing [36]:
σpT
pT
= 10% (pT = 1 TeV)
σpT
pT
= 3% (pT = 100 GeV) (18)
Measurements in the bending plane for muon track reconstruction are
provided by Monitored Drift Tubes (MDT) precision chambers, arranged
in 3 cylindrical layers around z in the barrel in between the 8 coils of the
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magnet system, and in 3 layers perpendicular to the beam in the end-cap,
with an intrinsic resolution of 35 µm per chamber. In the 2.0 < |η| < 2.7
region a higher particle flux is expected, therefore additional Cathode Strip
Chambers (CSC) with higher granularity are used in the innermost layer.
Within |η| < 2.4, the MS is equipped to provide fast muon detection
for triggering purposes as well as to measure the track coordinate in the
non-bending plane. Resistive Plate Chambers (RPC) are used in the barrel
(|η| < 1.05) and Thin Gap Chambers (TGC) in the end-cap (1.05 < |η| < 2.4).
Both are characterised by lower spatial resolution (O(5− 10) mm) than the
precision tracking chambers, but have much better time resolution (≈ 1.2 ns)
to quickly determine the passage of a muon.
Figure 15: Cut-away view of the ATLAS Muon Spectrometer (MS). Image courtesy
of the ATLAS Experiment.
2.2.5 Luminosity measurement and data quality
As introduced in Sec. 2.1.2, having an accurate measurement of the lumi-
nosity is crucial in order to reliably convert event rates into a cross section.
The procedure followed by ATLAS [68] consists in measuring the total p-p
inelastic scattering rate within the detector acceptance, and calibrating to its
visible cross section:
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L = nb · frµ
vis
σvisinel
, (19)
where the parameter µvis is the observed average number of inelastic in-
teractions per bunch crossing (i.e., the pile-up), fr is the bunch revolution
frequency, nb the number of circulating bunches, and σinel is the p-p inelastic
scattering cross section to which the luminosity is calibrated.
The inelastic cross section is obtained exploiting the van der Meer tech-
nique [69], by performing beam separation scans to determine the beam
parameters and therefore the luminosity scale which combined with µvis in
the above formula yields σvisinel . These scans are performed only every few
months during LHC operations, and the beam conditions during van der
Meer scans are different from those in normal physics operation, with lower
bunch intensities and only a few tens of widely spaced bunches circulating.
These conditions are optimised to reduce various systematic uncertainties in
the calibration procedure.
Several independent luminometers are used in ATLAS to ensure different
acceptance phase spaces are covered, and systematic uncertainties on the
luminosity measurement are controlled. The two primary systems are the
LUCID (LUminosity measurement using a Cherenkov Integrating Detector)
and BCM (Beam Conditions Monitor) detectors. LUCID [70] is a Cherenkov
detector, consisting of 16 PMT surrounding the beam pipe on each side of
the IP at a distance of 17 m, covering the 5.6 < |η| < 6.0 range, which read
out the Cherenkov light produced in their own quartz window. BCM [71]
is made up of four 8× 8 mm2 diamond sensors arranged around the beam
pipe in a cross pattern at ± 1.84 m on each side of the ATLAS IP. A different
method is based on charged track multiplicity monitoring in randomly se-
lected colliding-bunch crossings [68], therefore relying on the Inner Detector
performance.
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(a) (r− z) plane
(b) (r− φ) plane
Figure 16: 16a: section of the muon spectrometer in the bending (r− z) plane. The
barrel MDT chambers are shown in green, the endcap MDT chambers
are blue. In the barrel (endcaps), the RPC (TGC) chambers are shown
outlined in black (solid purple). The straight dashed lines would indi-
cate trajectories of infinite-momentum muons. 16b: section of the muon
spectrometer in the non-bending (r − φ) plane, showing 3 concentric
cylindrical layers of 8 large and 8 small chambers [36, 67].
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The basic time unit for storing ATLAS luminosity information for physics
use is the luminosity block (LB). The boundaries of each LB are defined to
ensure data taking conditions such as trigger prescales and the luminosity
itself are constant over the LB length, and in general the duration of each LB
is approximately one to two minutes. For each LB, the instantaneous lumi-
nosity from each detector and algorithm, averaged over the luminosity block,
is stored, along with a variety of general ATLAS data-quality information.
The time period across which both the beam and detector conditions are sta-
ble is called a run. To define a data sample for physics, quality criteria are
applied to select LBs within a run where detector conditions are acceptable.
Then the instantaneous luminosity in each LB is multiplied by the LB du-
ration to provide the integrated luminosity delivered in the LB. Additional
corrections can be made for trigger dead-time and trigger prescale factors.
Adding up the integrated luminosity delivered in a specific set of luminosity
blocks provides the integrated luminosity of the entire data sample.
Figure 17 shows the amount of integrated luminosity delivered by the
LHC during the years 2015 and 2016, the fraction recorded by ATLAS and
the effective fraction usable by physics analyses. The inefficiency of ATLAS
in recording data provided by the LHC is mostly due to occasional dead-
time from temporary faults of some detector components, and because of
the time required by the Inner Detector to ramp up the high voltage and
become fully operative from the moment when stable beams are declared by
the LHC operation team. The amount of valid data collected by ATLAS for
the 2015 and 2016 operations used in the context of this thesis corresponds
to an integrated luminosity of 36.1 fb−1
Figure 18 shows the luminosity-weighted distribution of the mean num-
ber of interactions per crossing µ measured by the ATLAS experiment dur-
ing the 2015 and 2016 data taking. The mean number of interactions per
crossing corresponds the mean of the Poisson distribution of the number of
interactions per crossing for each bunch. It is calculated from the instanta-
neous luminosity per bunch according to Eq. (14). The inelastic cross section
is taken to be σvisinel = 80 mb, based on van der Meer beam-separation scans
performed in 2016. An average value of 〈µ〉 = 23.7 interactions per crossing
is obtained, with a peak mean value recorded of 52.2, which gives a scale of
the pile-up effect.
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Year
∫
L dt [fb−1]
used for physics analysis
2015 3.2
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Total 36.1
Figure 17: Cumulative luminosity versus time delivered by the LHC and recorded
by ATLAS during stable beams for p-p collisions at
√
s = 13 TeV in 2015
(17a) and 2016 (17b) [72]. The effective size of the data sample used for
physics analysis after data quality assessment is indicated in the bottom
table.
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Figure 18: 18a: luminosity-weighted distribution of the mean number of interac-
tions per crossing for the 2015 and 2016 p-p data taking [72]. 18b: dis-
play of a p-p collision event recorded by ATLAS on 21 May 2015, at 13
TeV collision energy. Tracks reconstructed from hits in the inner tracking
detector are shown to originate from two interaction points, indicating a
pile-up event [73].
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2.2.6 Trigger
With 25 ns bunch spacing, the nominal bunch crossing rate is 40 MHz,
leading to an approximate proton inelastic scattering rate of 1 GHz, given
〈µ〉 = 23.7. Considering the limits of the electronic read-out systems and
data storage capabilities, the ATLAS trigger and data acquisition system
(TDAQ) [74] is a fundamental component of the detector, being responsible
for deciding whether or not to save an event from a bunch crossing for later
offline study.
It consists of two levels: the hardware-based Level-1 trigger (L1), which
accepts events down to a 100 kHz rate limit defined by the ATLAS detector
read-out capability, and the software-based High-Level Trigger (HLT) sys-
tem. The HLT operates on a standard computing farm of 40,000 CPUs, and
selects events at an average rate of 1 kHz during one LHC fill, the maximum
that can be handled by the offline computing model and storage.
The L1 trigger comprises the Central Trigger Processor (CTP), which pro-
cesses inputs from the L1 calorimeter (L1Calo) and L1 muon (L1Muon) trig-
ger subsystems. The L1Calo sources information directly from the calorime-
ters. The L1Muon exploits measurements from the RPC in the inner barrel
(|η| < 1.0) and TGC in 1.0 < |η| < 2.4 subsystems of the Muon Spectrome-
ter. To cope with the higher event rate and efficiently select relevant events
from a physics point of view, a new element known as the L1 Topological
Processor (L1Topo) [75] has been added to the L1 since 2016. The L1Topo
system sources information from both L1Calo and L1Muon, and allows com-
putation of high-level quantities such as invariant masses to be considered
for the L1 decision. With a latency of the L1 electronics of 2.5 µs, the CTP
also applies preventive dead-time, by setting a minimum time between two
consecutive accept decisions by L1 to avoid overlapping readout windows,
and restricting the number of L1 accept decisions allowed in a given number
of bunch-crossings to avoid front-end buffers from overflow.
After L1 trigger accept, events are processed by the HLT using finer-
granularity calorimeter information, precision measurements from the MS
and tracking information from the ID, which are not available at L1. To max-
imise the efficiency, the HLT software is tuned to make the algorithms and
selections as close as possible to the offline reconstruction. Events accepted
by the HLT are finally stored locally at the experiment site, and exported to
the CERN computing centre for offline reconstruction. As needed, the HLT
can process information either from Regions of Interest (RoIs) identified at
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L1, or from the full detector. A complete scheme of the ATLAS trigger sys-
tem is shown in Figure 19.
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Figure 19: Block diagram of the ATLAS Trigger and Data Acquisition (TDAQ) sys-
tem adopted since 2015 [74]. Note that the FTK subsystem was not
operative during the data taking period relevant to this thesis.
The trigger decisions at L1 and HLT steps are the result of a set of require-
ments on physics object multiplicity and selection algorithms. These define
the so-called trigger menu. The primary triggers in the menu cover all the
signatures required by the diverse ATLAS physics searches, including elec-
trons, muons, photons, tau leptons, jets and missing transverse energy. The
trigger menu composition and trigger thresholds are optimised for several
luminosity ranges in order to maximise the physics output of the experiment
and to fit within the rate and bandwidth constraints of the ATLAS detector.
The main signature of many ATLAS analyses, including the ttH search, is
the presence of electrons or muons in the final state. Therefore, the trigger
items in the menu requiring the presence of at least one lepton in the event
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with pT & 25 GeV take up a large fraction of the available bandwidth, as
Figure 20 shows.
2.3 particle reconstruction at atlas
The process of converting low-level electronic space-point or energy mea-
surements in each subsystem of the detector to a set of high-level infor-
mation associated to particles produced in the collision is known as recon-
struction. Reconstruction in ATLAS is a complex multi-step procedure, car-
ried out by numerous algorithms organised in a centralised software frame-
work [76, 77], whose final output are standard collections of physics objects
(also referred to simply as “objects”) which serve as inputs for the various
physics searches. Such classes of objects include electrons, photons, muons,
jets and hadronic tau candidates, as well as missing transverse energy. The
basic steps through which they are reconstructed will be outlined in the fol-
lowing, with more focus on the objects that are relevant to the ttH search
presented in this thesis.
2.3.1 Tracks and energy clusters
The basic common inputs of particle reconstruction are tracks and energy
clusters.
Tracks describe charged particle trajectories as measured in the ID and in-
dependently, in the MS. The initial seeds of the track reconstruction chain [78]
are three-dimensional space-point measurements in the silicon detector (Pixel
and SCT). These are combined by means of a combinatorial iterative track
finding algorithm to form track candidates, which are subsequently fitted
to helical trajectories in the ID magnetic field, taking into account material
effects such as energy losses and multiple scattering, and field non unifor-
mities [79]. Ambiguities are then solved by ranking tracks in terms of each
candidate’s properties such as number of shared measurements and qual-
ity of the fit. Finally, tracks are extrapolated to the TRT, and a new fit on
the full track is performed. More information about the ATLAS tracking
algorithm will be provided in Chapter 3, where the specific case of tracking
performance in the core of high pT jets and hadronic taus will be described.
Reconstructed tracks are then used by dedicated algorithms [80] to identify
the vertex candidates in each bunch crossing - including secondary vertices
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Figure 20: 20a L1 and 20b HLT trigger rates grouped by trigger signature during
an LHC fill in October 2015. Due to overlaps the sum of the individ-
ual groups is higher than the L1 total rate and HLT output stream rate,
respectively, which are shown as black lines. The combined group in-
cludes multiple triggers combining different trigger signatures such as
electrons with muons, taus, jets or missing transverse energy [74].
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for heavy flavour jet identification - and precisely reconstruct their actual
position.
Track reconstructed in the MS are joined to ID tracks to define muon can-
didates’ trajectories. The MS track finding algorithm [81] starts by searching
for hit patterns in the precision chambers to form straight track segments in
each layer; muon MS tracks candidates are then found by a segment-seeded
combinatorial algorithm, and the hits associated to each candidate are fitted
and eventually accepted/rejected according to the global fit χ2 score.
Energy clusters from the calorimeters represent the other basic input to
particle reconstruction in ATLAS. Electrons, photons and hadrons crossing
through the calorimeters lose energy by creating cascades of secondary parti-
cles which interact with the active material, leaving a signal spread over sev-
eral calorimeter cells both longitudinally and in the lateral direction. Show-
ers from electrons and photons are mostly contained within the EM calorime-
ter, whereas hadrons generally generate showers in the HCal. The clustering
algorithms [82] group cells together, with different logics according to the
type of particle the clusters will be used as input for the reconstruction, and
sum the total deposited energy within each cluster, determining the clus-
ter position as well. Energies are calibrated to account for deposits outside
the cluster and in dead material, depending on the incoming particle type
(electrons and photons, or hadronic jets).
Combining tracks and calibrated calorimeter clusters finally allows the
definition of the physics objects here described. An illustrative sketch in
the (r − φ) plane of the typical patterns of charged particle tracks and en-
ergy deposits in ATLAS - which allow the identification of different types of
particles - is presented in Figure 21.
2.3.2 Electrons and photons
Electrons and photons leave very similar signatures in the EM calorime-
ters. The main difference between the two objects is the presence in the
electron case of an ID track consistent with the primary interaction vertex
that matches a calorimeter EM cluster. Photons represent the final state of
one of the dedicated ttH searches in ATLAS, and they are characterised by
very good energy resolution. However, photons are not found in any of the
final states of the ttH multileptonic analysis, therefore their reconstruction
will not be covered at this stage. Details of photon reconstruction can be
found in Ref. [83].
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Figure 21: A (r − φ) view of a slice of the ATLAS detector, showing the typical
signature of the physics objects reconstructed by the ATLAS software
algorithms obtained by combining tracks and energy clusters. Image
courtesy of the ATLAS Experiment.
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For electrons, clustering proceeds via a sliding window algorithm [82],
which searches for an initial cluster seed as the tower1 with maximum en-
ergy within a fixed size window of 3× 5 cells of 0.025× 0.025 unit in (η, φ).
Electron track candidates are reconstructed through the steps described in
the previous paragraph. However, a dedicated pattern recognition and fit hy-
pothesis are used, to take into account for the typically large energy losses
through bremsstrahlung in the IDmaterial. Resulting tracks loosely matched
in (η, φ) to an EM cluster are re-fitted using a Gaussian Sum Filter [84], to
better take into account non-linearities in the bremsstrahlung process. Then,
the matching of the re-fitted tracks to the clusters is enforced upon stricter
conditions, such as minimal requirements on the number of silicon space-
points and the presence of at least one in the innermost pixel layer to reject
photons converted in the ID. The electron energy is given by the EM cluster
- whose final calibration is based on Monte Carlo simulation [85] - while the
η and φ coordinates are given by the corresponding track parameters.
Electron are reconstructed only in the |η| < 2.47 range and for ET > 7 GeV,
with an efficiency ranging between 97 to 99% for ET > 15 GeV in the endcap
and barrel, respectively. The reconstructed efficiency as a function of η and
ET is measured in Z → ee and J/ψ → ee events [86]. Results are shown
in Figure 22. Differences in the efficiencies between data and simulation are
found to be of less than O(1)%, and are applied to simulation as a correction
at the analysis stage.
Electron identification (ID) is performed by means of a likelihood-based
multivariate discriminant [86]. Input variables for the algorithm include
calorimeter shower shapes, likelihood probability based on transition radi-
ation in the TRT, track-cluster matching related quantities, track properties
such as total number of measurements per track and number of measure-
ments in the IBL, and variables measuring bremsstrahlung effects. Three
identification operating points are defined - denominated Loose,Medium and
Tight - ordered in terms of increasing background rejection. Depending on
the operating point, the signal and background efficiencies for electron can-
didates with ET = 25 GeV are in the range 78-90%, 0.3-0.8 %, respectively.
Good stability of the algorithm performance against pile-up activity in the
event is achieved, as Figure 23 shows.
The Z → ee and J/ψ → ee events are used also to measure the electron
trigger efficiency, for which corrections to account for differences between
data and simulation are extracted as well [86]. Fig. 24 shows the trigger ef-
1 A tower in the EM calorimeter represents the set of cells contained in a 0.025× 0.025 (η, φ)
unit spanning longitudinally over the 3(4) calorimeter layers.
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ficiency for the primary single electron trigger used in 2015 2 as a function
of ET and η, with respect to the Medium identification working point. The
trigger effciency reaches a plateau of ≈ 95% for ET & 28 GeV, where the dif-
ference between data and simulation is within 5%. The largest discrepancy
is observed closer to the online ET selection cut (24 GeV), and originates
from different thresholds in the L1 seeds in data and simulation used for the
comparison. These differences are corrected for in simulation.
2.3.3 Muons
The reconstruction of muons [87] combines track information from the ID
and the MS, as well as calorimetric information. This leads to four categories
of muon objects:
• Combined muons (CB). These muons are obtained from a global fit of
hits belonging to tracks reconstructed in the ID and the MS. During
the global fit procedure, MS hits may be added to or removed from the
track to improve the fit quality.
• Segment tagged muons (ST). This class of muons represents the case
when a full ID track is matched only to a muon track segment in the
MDT or CSC, either because of low pT or because they are found in
regions of the MS with reduced acceptance.
• Calorimeter tagged muons (CT). High momentum muons from elec-
troweak decays deposit only little energy when traversing the calorime-
ters, compatible with a minimum ionising particle regime loss. When
an ID track matches one such cluster, a CT muon candidate is defined.
These muons are characterised by higher fake rate, but allow for accep-
tance recovery in the |η| < 0.1 poorly instrumented MS region.
• Extrapolated muons (ME). In order to increase the acceptance for the
2.5 < |η| < 2.7 region not covered by the ID, muons can be recon-
structed as a MS-only track extrapolated back to the interaction point
with loose compatibility requirements, taking into account the esti-
mated energy loss in the calorimeters.
Overlaps between different muon types are resolved before defining the
final muon collection to be used by physics analyses. Muons are recon-
structed with a pT down to 4 GeV. Three main muon quality working points
2 HLT_e24_lhmedium_L1EM20VH
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Figure 24: Electron trigger efficiency in 2015 data and simulated Z → ee events for
the main single electron trigger chain of 2015, as a function of ET and
η [86].
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are defined: Loose,Medium and Tight. They correspond to the inclusion or ex-
clusion of some of the above categories of reconstructed muons in the object
definition: Tight muons take into account exclusively CB muons, with addi-
tional track quality requirements to suppress muons from in-flight decays,
whereas Medium muons also include ME muons for |η| > 2.5 seeded by at
least two track segments. Finally, the Loose muon definition also allows for
ST and CT candidates.
Muon reconstruction efficiency in the |η| < 2.5 region is assessed in a
similar way as for electrons, from Z → µµ and J/ψ → µµ events [87]. For
Loose and Medium muons, a reconstruction efficiency of more than 98 %
is achieved, and it is about 95 % on average for Tight muons. Differences
between simulation and data of order few percent, mostly localised in the
barrel region because of a poorly aligned MDT chamber. Results for the
muon reconstruction performance in 2016 are summarised in Fig. 25.
Performance of the muon trigger efficiency [89] is estimated similarly to
electrons. Fig 26 shows the efficiency at L1 for the MU20 seed - which
requires one muon candidate with pT > 20 GeV to be measured in the MS
trigger chambers - and the absolute and relative efficiency for the primary
single muon trigger of 2016 at HLT 3, in the barrel (|η| < 1.05) and end-
cap (1.05 < |η| < 2.4) regions. The L1 efficiency in the barrel is ≈ 70% at
plateau, and ≈ 90% in the end-cap. The worse performance in the barrel is
due to the reduced geometrical acceptance of the RPC compared to the TGC
system, and to a larger number of local inefficiencies in the RPC chambers.
For muon candidates passing L1, the HLT trigger efficiency at plateau is
around 100 %. Differences in trigger efficiency between data and simulation
are found to be of order few percent.
The muon transverse momentum scale and resolution in simulation is cal-
ibrated to collision data as according to Ref. [87]. The relative resolution
is found to be within 1.7 % and 2.9 %, and after applying data-driven mo-
mentum corrections, the pT resolution in data and simulation agree to better
than 5% for most of the pseudorapidity range.
2.3.4 Jets
Quarks and gluons involved in the initial or final states of the hard-scattering
generate a parton shower (PS) through perturbative radiation of virtual glu-
ons. When the energy transfers in the parton showering process fall down to
a scale approximately smaller than the typical hadron size ΛQCD ≈ 200 MeV,
3 HLT_mu26_ivarmedium OR HLT_mu50
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Figure 25: Muon reconstruction efficiency in 2015, 2016 data and simulated Z →
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Figure 26: Muon trigger efficiency in 2015, 2016 data events for the L1 MU20 seed
and for main single muon HLT trigger chain of 2016, as a function of
pT , for the barrrel and end-cap regions, respectively [89]. The online
selection at HLT includes a requirement of low activity around the muon
candidate (isolation).
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the QCD perturbative regime breaks down and the hadronisation process be-
gins, in which colourless, bound states of partons are created. Hadronisation
is a consequence of colour confinement, an empirical evidence of the absence
of colour-charged particles in a free state [14].
At detector level, the result of hadronisation is the creation of a narrow
spray of hadrons and their decay products known as a jet, whose energy
and direction is related to the one of the originating parton. Inputs to
the ATLAS jet reconstruction algorithms are topologically connected clus-
ters (topoclusters), defined by neighbouring cells grouped together as long as
the signal in the cells is significant compared to noise [90]. Jets considered
in the ttH search are built from topoclusters calibrated at the electromag-
netic energy scale (EM), which correctly measures the energy deposited by
electromagnetic showers in the calorimeter [91].
Jets are reconstructed from topoclusters using the anti-kT algorithm [92]
with a distance parameter of R = 0.4. The energy scale and resolution of
the reconstructed jets with pT > 25 GeV is eventually calibrated to the truth
parton constituents energy with simulation-based techniques validated with
data-driven ones [93, 94].
In order to suppress the contamination of jets originating from pile-up
interactions for pT < 60 GeV and |η| < 2.4, an algorithm based on associ-
ation of jet tracks to the hard-scattering vertex known as Jet Vertex Tagger
(JVT) [95] is used. For the algorithm tuning chosen in the ttH analysis, the
average association efficiency per jet is 92%. The JVT efficiency is calibrated
in data as a function of jet pT using Z(→ µµ) + jets events, resulting in
correction factors of order 1− 5% to be applied on simulated events.
The top quark, due to its very high mass, does not hadronise before de-
caying into b quarks. Jets originating from b quarks typically contains heavy
flavoured hadrons like B± mesons, which travel on a macroscopically de-
tectable distance before decaying (c〈τB±〉 ≈ 0.5 mm). This property is a pow-
erful handle to tag b-originating jets at collider experiments. These jets rep-
resent a key signature for the ttH search. At ATLAS, a multivariate-analysis
tagging algorithm denominated MV2 [96, 97] is used, based on the com-
bination of several discriminants which exploit information on the impact
parameter of tracks associated to the jet, the reconstructed secondary ver-
tices in the event, and the topology of the electroweak b, c hadron decays.
The specific algorithm used in the ttH to multileptons analysis - denoted as
MV2c10 - is trained on tt events assuming background is a mixture of 93
% light-flavoured jets and 7 % c-flavoured jets. The selected working point
corresponds to a b-jet efficiency of 70 % and a c-jet (light jet) rejection fac-
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tor of 12 (381). Calibration of the b-tagging efficiency to data is performed
combining results from several methods, similarly to what previously done
in the Run 1 analysis [98], and is measured as a function of jet pT, η, and
other physics observables quantities that are sensitive to close-by jet activ-
ity. Corrections to the simulation are found to be within 5 %, with global
uncertainties of maximum ≈ 10%.
2.3.5 Hadronic tau leptons
Because of its large mass (mτ ≈ 1.77 GeV), tau leptons decay in ≈ 36%
of the cases to electrons or muons, and in the other ≈ 64% of the times
into a combination of neutral and charged pions or - more rarely - kaons,
with two or one additional neutrino. In the latter case, the vast majority
of the decays is into either one charged pion (1-prong), or three charged pi-
ons (3-prong), plus additional neutral hadrons. The very short mean decay
path of c〈τ〉 ≈ 87 µm implies most decays happen inside the LHC beam
pipe. Thus, only its visible decay products can be exploited for tau recon-
struction and identification. While for leptonic decay no attempts are made
in ATLAS to distinguish the tau decay product from a prompt electron or
muon, in the hadronic decays the peculiar 1-3 prong signature and the rel-
atively collimated clustering of tracks and energy deposits allow for a dedi-
cated hadronic tau (τhad) reconstruction. These features are exploited in tau
identification algorithms to increase rejection against QCD jet background.
Despite being a signature of several ttH multileptonic categories, the focus
of this work will be solely on the channels where hadronic taus are vetoed.
Details about tau reconstruction and identification in ATLAS can be found
in Ref. [99].
2.3.6 Missing transverse energy
Momentum conservation in the transverse plane can be used as a con-
straint at hadron colliders to define the missing transverse momentum vec-
tor:
EmissT = E
miss
x + E
miss
y = −∑ EvisT , (20)
which accounts for all undetected particles such as neutrinos or newweakly
interacting particles produced in the collision, as well as for particles flying
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through inactive regions of the detector. The magnitude of missing trans-
verse momentum is indicated as missing transverse energy EmissT :
EmissT =
√
(Emissx )2 + (Emissy )2 (21)
Emissx(y) = −∑ Evisx(y). (22)
The ATLAS EmissT reconstruction algorithm [100] considers all the recon-
structed and calibrated objects as inputs to the right side of Eq. (22):
Emissx(y) = E
miss,e
x(y) + E
miss,γ
x(y) + E
miss,τ
x(y) + E
miss,jets
x(y) +
+ Emiss,TSTx(y) + E
miss,µ
x(y) ,
(23)
where each term is the negative sum of the x,y transverse momentum
components of physics objects. Whenever possible, this is measured from
the reconstructed tracks in order to achieve better stability against pile-up,
otherwise calorimetric transverse momentum measurement is used. The
“TrackSoftTerm” (TST) contribution accounts for energy of tracks which are
not associated to any of the objects definition, such as activity outside the
hard scattering collision and soft radiation. Performance of the EmissT recon-
struction are documented in detail in [100].
2.4 event simulation
In the context of a physics search at colliders, the observed data from the
high energy collisions must be eventually compared to some hypothesised
model which includes the signal of interest, as well as the background pro-
cesses. Often the available collision data statistics is not large enough to
predict all the backgrounds with sufficient precision. This is particularly
true when looking at narrow regions of the collision final state phase space
as the ones analysers are typically interested in. Given that many of the
backgrounds are well described by the SM, simulating them represents an
effective way to enhance the event sample size.
Simulation at ATLAS is a multi-tiered procedure which makes use of
Monte-Carlo (MC) event generator software libraries to simulate the final
state of each process in full detail, down to the level of individual stable
particles [101]. Each step in the chain is carried out by specific programs,
interfaced to each other to eventually produce datasets for each process of
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interest which share the same format and physics objects content as the col-
lision datasets.
• The first stage consists of integrating the probability distribution for a
process of interest over the relevant phase space (kinematics, spin). The
defintion of the probability density embeds the product of the parton-
level matrix element - calculated at some perturbative order in QCD
and QED - and the input PDFs, as from Eq. (2).
• Dedicated programs are used to simulate the radiation of gluons by
partons in the initial and final state via a parton showering (PS) ap-
proach. This uses perturbative QCD to model the particle cascade, typ-
ically up to next-to-leading-logarithm accuracy (NLL), until the pro-
cess gets stopped at a non-perturbative cut-off energy scale of order
ΛQCD ≈ 200 MeV. Similarly to PS, QED radiation of photons is also
simulated, employing an equivalent mathematical framework.
• The formation of hadrons, which cannot be modelled by perturbative
QCD, is a process-independent step described by phenomenological
models based on experimental inputs, as they are not currently under-
stood from first principles. The followed approach can differ substan-
tially between simulation software implementations.
• The underlying event (UE) is simulated as well. It represents the hadro-
nisation of the collided proton remnants, as well as all spectator interac-
tions outside the hard scattering event of interest. These processes can
belong to both perturbative and non-perturbative QCD regimes. The
minimum bias events leading to the pile-up effect are then also over-
laid to the main hard scattering event. As PS, hadronisation and UE
simulations imply either approximations to higher order perturbative
QCD calculations (PS), or phenomenological descriptions for the soft
scale processes (hadronisation and UE), each model features a set of
free parameters which are optimised in a procedure known as tuning
to produce a suitable description of physical obsevrables.
• The final part of the simulation process is about modelling the interac-
tions with the detector of all the stable particles generated in the previ-
ous steps. This is carried out by the GEANT4 software [102], interfaced
to a full description of the ATLAS detector material budget and geom-
etry [103]. Being this the most computing resource-consuming step of
the whole chain, faster detector simulation techniques are sometimes
also employed [104].
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• Detector hits are then reproduced and digitised. Finally, fully simu-
lated events are processed through the same particle reconstruction
algorithms as for collision data, and persistified in the same file for-
mat for analysis. The full trigger decision based on the chosen trigger
menu is also simulated.
As previously described, corrections derived in collision data are applied
at the analysis stage to adjust efficiencies for object reconstruction, identifi-
cation and trigger. Data-driven corrections to energy scales and calibrations
are applied as well. The simulated pile-up modelling strongly depends on
the hypothesised collision conditions; since a full simulation campaign is
produced before or during a given data taking period, by construction only
a best-guess of the data pile-up conditions can be put into the simulation
software. Consequently, there is the additional need at the analysis level to
correct the simulated pile-up conditions to match what is actually found in
the collision data.

3 TRACK ING IN DENSEENV IRONMENTS AT ATLAS
After the increase to
√
s = 13 TeV in the centre-of-mass energy of the LHC
collisions in Run 2, physics signatures characterised by high pT jets and
hadronic tau leptons become more interesting. Such topologies are of partic-
ular importance for numerous physics analyses in ATLAS, such as searches
for exotic heavy resonances decaying to boosted particles [105, 106]. One of
the challenges posed by these final states is the presence of several highly col-
limated charged particles in the core of jets and hadronic taus, with relative
distances comparable to the sensor granularity of the Inner Detector. This
effect can impair the b-jet and tau identification, as well as the jet energy
calibration and jet mass reconstruction. The work presented in this chapter
is dedicated to improving the ATLAS tracking algorithm in order to enhance
the track reconstruction performance in environments with high density of
tracks. A review of this topic - including a substantial contribution from the
author - is covered in depth in Ref. [107, 108].
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3.1 the atlas tracking algorithm
A basic outline of ATLAS ID tracking algorithm [78, 79] has been briefly
introduced in Chapter 2. In this section, a more thorough description of its
different steps will be given, prior to the changes I applied with respect to
Run 1 algorithm. Focus will be put only on the tracking in the silicon detec-
tors (Pixel and SCT). In fact, due to their proximity to the interaction point,
they mostly determine the performance for the track topology of interest,
where high density of tracks is expected.
The logic of the track reconstruction in ATLAS follows an inside-out,
staged pattern recognition approach. It starts from the reconstruction of
track candidates, seeded by a combination of measurements in the high gran-
ularity silicon-based subdetectors. This is followed by a fit of the candidates’
trajectory, and an iterative ambiguity solving procedure, where bad quality
tracks and tracks from incorrect assignment of measurements are rejected.
The resulting tracks are then extended to incorporate consistent TRT drift
circles, are re-fitted and selected. This leads to the final collection of tracks
used as input to the particle reconstruction.
3.1.1 Clustering in the silicon detectors and space-point definition
Track reconstruction begins with the conversion of the raw data from
the Pixel and SCT detectors into three-dimensional measurements, or space-
points.
The Pixel system is able to detect the amount of charge deposited in a
sensor by measuring the time the signal pulse exceeds a given threshold,
using the Time-over-Threshold (ToT) technique [109]. Often a particle leaves
a charge deposit spread over more than one single pixel. Pixels within a
sensor which collected charge above the read-out threshold of 3.5 ke and
share an edge or corner are grouped together via a connected component
analysis to form pixel clusters. Since the total deposited charge is propor-
tional to the path length in the sensor and therefore to the incidence angle of
the particle, the coordinate of the particle intersection in the cluster can be
determined from the cluster composition using a charge interpolation tech-
nique [110]. Similarly, neighbouring SCT strips which recorded the passage
of a particle within a sensor define a SCT cluster. Unlike the Pixel detector,
the SCT sensors are connected to binary readout chips, which do not provide
information on the amount of charge collected by each strip.
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Whilst a pixel cluster corresponds to a single measurement, a SCT 3D
space-point must be defined by the combination of two clusters on both
sides of a module in a layer. In fact, the precise measurement on a single
SCT sensor can only be given orthogonally to the strip direction. However,
owing to the 40 mrad stereo angle displacement between silicon sensors on
each side of an SCT module, a measurement in the other local direction can
be provided.
Often in dense environments like the core of high pT jets the distance
between charged particles is of the same order of magnitude as the pixel
granularity, which is typically 50 µm (400 µm) on the transverse (longitudi-
nal) direction. This is illustrated in Figure 27. In such cases, charge deposits
frommultiple sources may end up being grouped together in a single, merged
cluster, an effect pictorially represented in Figure 28.
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Figure 27: Average distance between the two closest charged particles in second
layer of the Pixel detector as a function of jet pT , as taken from sim-
ulation [111]. The distances on the x (transverse) and y (longitudinal)
projections of the local 2D coordinate system of the pixel module are
shown in red and black, respectively. The picture also shows on the
vertical axis the typical transverse and longitudinal pixel size.
3.1.2 Seeding and combinatorial track finding
From the silicon detector space-point collection, a set of track seeds is
formed by taking combinations of three measurements. A first fit to a perfect
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Figure 28: On the left side, a representation of three resolved clusters in a pixel sen-
sor, corresponding to the passage of three charged particles (indicated by
the arrows). On the right, a merged pixel cluster resulting from charge
deposition of two close-by particles separated by a distance comparable
to the pixel granularity (d ∼ O(√502 + 4002) µm), together with a single,
resolved cluster.
helical trajectory in a uniform magnetic field is performed, in order to get a
raw estimate of the track seed properties. After the fit, a track is completely
defined by 5 parameters, according to the track perigee parametrisation 1
adopted in ATLAS:
• The polar and azimuthal angles (θ, φ).
• The charge divided by the track momentum q/p.
• The transverse (d0) and longitudinal (z0) distance of closest approach
of the trajectory to the centre of the interaction region, known as impact
parameters.
Seeds are subsequently selected based on loose requirements on trans-
verse momentum, impact parameter, number of associated measurements,
and number of missing measurements where the fitted trajectory would pre-
dict one (referred to as holes). At this stage, the purity of seeds - defined
as the probability for a seed to lead to a good quality track - is already
quite high, owing to the preliminary seed selection. Depending on the seed
space-point composition (pixel and/or SCT), the achieved purity in simula-
tion ranges from 86% (70%) for SCT-only seeds in absence of pile-up (with
a pile-up of 〈µ〉=40), to 79% (39%) for pixel-only seeds [112]. This level of
1 The perigee parameters define a track at its point of closest approach (the perigee) to a given
coordinate system. Typically, the centre of the interaction region (referred to as the beam spot)
is used as reference point.
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purity still leads eventually to a > 99% track reconstruction efficiency for
primary muons [113].
Track candidates are then obtained by performing a search for further
space-points within a road via a combinatorial Kalman filter [114], following
the direction of the seed. After this step, several track candidates can be
associated to a single seed, and a cluster on a track can belong to multiple
track candidates, in which case it is referred to as a shared cluster.
3.1.3 Ambiguity solving
After the seed selection and combinatorial pattern recognition stage, the
majority of fake track candidates resulting from random combinations of
measurements from multiple particles are successfully rejected. However,
tracks defined by assignment of spurious measurements or track duplicates
are still present.
In order to further suppress fakes, an ambiguity solving process is imple-
mented. In this process, track candidates are ranked based on their likeli-
hood to describe the actual trajectories of particles produced in the event.
Each track is firstly assigned a score based on global features of the track it-
self, as well as on the quality of the track fit, and it is put in a track candidate
list sorted in order of descending score. The score is increased when many
measurements are assigned to the track candidates - with a larger weight
generally assigned to the ones belonging to the more precise inner layers of
the detector - and decreased in the presence of holes and a poor χ2 of the
fit. Also, a lower score is assigned to lower pT candidates, which are more
likely to include spurious measurements. If the score of a track is too low,
the candidate is immediately rejected. In this context, a cluster associated to
a track is also referred to as a hit. Figure 29 shows an example of three track
candidates considered in the ambiguity solving stage, as they appear on an
(r− φ) projection of the SCT barrel.
After the first ranking of the track collection, the ambiguity solving al-
gorithm starts processing the ordered set applying strict selection criteria,
removing rejected tracks from the list for the subsequent iterations. A candi-
date is rejected if it fails any of the the following requirements:
• A minimum of 7 clusters from combination of the Pixel and SCT.
• In a given ID layer, a maximum of one shared pixel cluster, or two
shared SCT clusters.
• A maximum of two holes, and no more than one in the Pixel.
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Figure 29: An example of three track candidates from the combinatorial Kalman
filter at the ambiguity solving stage, in the SCT barrel layers [78]. In this
example, a“ module hit” on track, i.e., a 3D measurement in the SCT
silicon detector, will be scored relatively higher than two “sensor hits”
on a single side of an SCT module. Hits in a overlap region between
modules, as in the case for track b, are highly scored, whereas holes on
track give a penalty in the ranking.
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• pT > 400 MeV.
• d0 < 2.0 mm.
• z0 × sinθ < 3.0 mm.
If a candidate passes the selection, a full resolution fit is performed, taking
into account also material effects such as multiple scattering, the score is re-
evaluated and the track is processed again. The choice of delaying the fit up
to this stage minimises the average number of calls to the fitter algorithm
per event, reducing the CPU resources consumption. The track is eventually
accepted and taken out of the list if it passes also the second iteration. As a
result, full tracks will be preferred over small track segments.
At this step of the reconstruction chain, tracks may have several shared
measurements. This is in general a feature to be avoided, as it degrades
the track parameters resolution. Nevertheless, tracks in dense environments
tend to share many measurements by construction. After the selection, the
ambiguity solving algorithm checks the hit content of the track under exam,
and can change the track cluster composition in case shared hits are involved.
Specifically, a shared cluster is removed from a track candidate if more than
one previously accepted track already compete for it, or if it would cause
an accepted track to fail that cap for the same cluster. As a result, tracks
sharing too many measurements will not make it through the ambiguity
solving. A simplified scheme of the logic of the ambiguity solving algorithm
is presented in Figure 30.
It is therefore important to find an optimal treatment of shared hits on a
track to improve the reconstruction efficiency for close-by tracks, without in-
creasing the fake rate more than achieved during Run 1, on average around
5%. The underlying guide principle is that a shared cluster should not actu-
ally be penalised if it is truly resulting from two collimated charged particles.
In other words, merged clusters must be efficiently and correctly identified.
3.1.4 Identification of merged clusters
A tool consisting of a set of three artificial neural networks [111] has been
developed and employed during the Run 1 data taking at the clustering
stage to identify merged clusters in the Pixel detector, as well as to precisely
determine the cluster position and its uncertainty. One neural network is
trained to assess the compatibility of a cluster with the hypothesis of being
produced by 1, 2, or 3 charged particles. Inputs to the algorithm include the
cluster size and information on the charge deposited per pixel via the ToT,
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Figure 30: A simplified flowchart of the ambiguity solving algorithm. Starting with
track candidates from the combinatorial search, each is assigned a score
based on cluster content of the track and quality of the fit, and listed
in descending order of score. Tracks with too low score, or not satis-
fying requirements on the number of hits, including shared ones, are
rejected and removed from the list. The algorithm then checks shared
hits on track against previously accepted candidates, and can remove
them from the candidate cluster content under certain conditions. A
track is then fully fitted, scored again, and reprocessed by the algorithm.
If it passes the selection, then it is accepted and removed from the set.
The algorithm ends when no more candidates are left in the ordered list.
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and the incidence angle - estimated roughly at the clustering stage by joining
the cluster centroid with respect to the beam spot position with a straight
line. The cluster position is estimated using a second set of neural networks,
and third set of neural networks is used to estimate the position residuals.
During Run 1, clusters identified as merged by the neural networks were
subsequently split before being considered by the combinatorial road finder.
The usage of this algorithm at the clustering step leads to a reduction in
the average number of total shared measurements per event of about a fac-
tor three, and the higher precision of the cluster position estimate achieved
generally improves the resolution of the track parameters.
An example of the splitting algorithm is shown in Figure 31. This repre-
sents the case when a merged cluster produced by two particles is success-
fully split by the neural network into two separate clusters, whose position
and error are also estimated via the additional set of networks. Due to the in-
trinsically random nature of the material interactions in the ID components,
the neural networks cannot achieve perfect results. In particular, the emis-
sion of energetic δ-ray electrons can lead to larger clusters with more charge
deposited than expected from a single particle.
Performance of the splitting algorithm is illustrated in Figure 32. It dis-
plays the fraction of incorrectly split clusters associated to a single particle
against the inefficiency in splitting clusters associated to two particles, using
truth information. The chosen working point of the algorithm for Run 1
is highlighted with a star. The performance is particularly sensitive to the
precise determination of the angle of incidence. In fact, when exploiting
the more refined measurement of the trajectory from the fit after the combi-
natorial track finding, a reduction of about 60% of the fraction of non-split
two-particle clusters is obtained, for the same fraction of split one-particle
clusters. This corresponds to an increase of ≈ 15% in efficiency for identify-
ing merged clusters. However, since in Run 1 the neural network is applied
at clustering stage and the Kalman filter is a highly CPU-intensive process,
no attempt was made at re-running the cluster splitting algorithm with im-
proved information and performing the road search again.
As a consequence, many nearby tracks in dense environments remain lost
at the ambiguity stage because of many non-identified merged clusters being
shared by multiple candidates. For instance, the efficiency for true 3-prong
hadronic tau decays to be reconstructed with 2 charged tracks only [105]
dominates for τhad candidates with pT & 500 GeV, as illustrated in Figure 33.
This called for an overhaul of the strategy of application of the neural net-
work decision.
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Figure 31: Example of a merged pixel cluster from a pair of collimated charged
particles as identified by the NN clustering algorithm in simulation [111].
The true path of particles through the module is represented by the black
arrows, with black squares indicating the true intersection with the mod-
ule plane. The black dot is the original cluster centroid, and the white
stars represent the split clusters positions as estimated by the algorithm,
with the surrounding circles being the estimated uncertainties.
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Figure 32: Fraction of non-split two-particle clusters versus the fraction of incor-
rectly split one-particle clusters in simulation [111]. The chosen working
point of the NN clustering for Run 1 - indicated by the star on the black
line - correctly splits about 71% of the clusters generated by two particles.
Besides, 7.5% of the clusters that arise only from one particle are incor-
rectly split. The red line represents the improvement in performance
when including more refined track incidence angle information as input
to the network.
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Figure 33: Efficiency for true 3-prong hadronic tau decays to be reconstructed
with 2,3,4 charged tracks in simulated Z′ → τhadτhad (mZ′ = 1TeV)
events [105]. The decrease in 3-prong tau reconstruction efficiency is
effectively due to miscounting the number of tracks at high pT .
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3.2 improvements to the tracking algorithm
3.2.1 Changes at the ambiguity solving stage
Based on the previous observations, the first change I implemented con-
sists in delaying the usage of the neural networks at the ambiguity solving
stage, and only for clusters that are shared. Such clusters are no longer split;
on the other hand, their likelihood of being merged as from the network out-
put is used to decide whether they can be kept without penalty in the cluster
content of the track, or treated similarly to what done in Run 1 for generic
shared clusters. The cluster position and uncertainties are also re-defined by
the networks, and used in the full resolution track fit during the algorithm
iteration.
This change has a two-fold advantage. Firstly, it allows the exploitation
of the refined track information from the fit to improve the network perfor-
mance. Second, having less clusters reduces the number of seeds by approx-
imately 10%, thus reducing the CPU time.
Additionally, I revisited the logic itself of the ambiguity solving to better
cope with the topology of tracks in dense environments. The key obser-
vation is that the distance between collimated tracks decreases by moving
inwards through the layers of the inner detector. Therefore, if a cluster on
a track at a given layer is identified as merged, the cluster on the previous
layer is expected to be merged as well. To take this into account, if the same
track candidates compete for clusters on two consecutive pixel layers and
the cluster on the outer layer is marked as merged by the neural network,
the one on the inner layer will also be considered merged and not penalised,
regardless of the score of the network for that particular cluster. Correlating
information of measurements on multiple layers is beneficial, as it recovers
a part of the neural network inefficiency at splitting 2-particle clusters. The
reasoning for this change is sketched in Figure 34.
In order to maximise the tracking efficiency, the neural networks working
points have been re-optimised to be looser with respect to Run 1. This re-
sults in an overall larger number of shared clusters. In order to keep the
track fake rate at an acceptable level, a minimum number of hits is required
to allow a track having shared hits. Due to the inclusion of the IBL in Run
2, the minimal hit content is set to 9 hits, compared to 8 in Run 1. On top
of this, tracks are allowed to have merged clusters only when satisfying a
minimal pT cut of 1 GeV, and a minimum number of four unique hits in the
SCT. These selections prevent short fake track segments from being accepted
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Figure 34: Schematic representation of the change in the ambiguity solving logic for
the dense environments case, from the Run 1 setup (left) to the new setup
(right). Two close-by tracks are competing for clusters on consecutive
pixel layers. The pixel cluster in the outermost layer (“2”) is flagged
as merged by the neural network (green “NN” flag), and it is therefore
not penalised as “shared” cluster. The preceding cluster (“1”) on the
layer inwards is incorrectly assigned as one-particle-like by the network
(red “NN” flag). However, in the revisited logic that cluster will not be
penalised as shared in the ambiguity solving logic since it is compatible
with a dense-track topology.
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when they are incorrectly allowed to share clusters on the inner layers. In
the SCT, no simple methods to identify merged clusters are available, as no
deposited charge information can be exploited by multivariate discrimina-
tors as in the Pixel detector. Therefore, a limit of maximum 2 shared SCT
clusters is applied.
3.3 performance of tracking in dense environ-ments
In order to quantitatively evaluate the changes introduced in the tracking
software, a set of simulated samples with large statistics of events charac-
terised by single particle decays to collimated charged daughters have been
generated. Specifically:
• A sample of ρ→ pi+pi−, to check the cleanest two-track topology.
• A sample of τ± → pi+pi−pi±ντ, to reproduce a more realistic three-
track topology.
• A sample of B+ decaying to an inclusive multi-particle final state, to
check the performance in the case of a long-lifetime parent particle.
For all of them, the pT spectrum of the parent is uniformly distributed be-
tween 10 GeV and 1 TeV, and |η| < 1.0. The samples are processed through a
full simulation of the ATLAS detector response [103], based on the GEANT4
framework [102].
As introduced earlier, fake tracks can either originate from random com-
binations of clusters during the seeding, or from large mis-allocation of clus-
ters from other particles to a given track candidate. In simulation, track
candidates are classified by means of a score determined from truth infor-
mation, by counting the fraction of weighted measurements on track associ-
ated to the same simulated particle. The weights are assigned according to
which part of the Inner Detector each measurement belongs to, and reflect
the average number of expected measurements in each subdetector: highest
weights are given to Pixel measurements, lowest to TRT ones. Fake tracks
are defined as having a truth-based score of less than 70%, and are excluded
to prevent bias on the performance studies.
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3.3.1 Reconstruction efficiency of charged daughters in single particledecays
The efficiency for reconstructing all primary tracks of a parent particle
(ρ, τ) decay products (indicated in the plots as “algorithmic” efficiency) as
a function of the parent pT is shown in Figure 35. A comparison is made
between the simplified case where no secondary tracks from material in-
teractions are simulated, and the more realistic one where such effects are
included. It can be observed that a sizeable improvement in efficiency is
achieved for higher parent particle transverse momentum - hence closer de-
cay products - in the new setup (labelled as TIDE, i.e. “Tracking In Dense
Environments”) with respect to the Run 1 algorithm setup. The efficiency
for ρ is overall higher than for τ, due to the busier track environment in
the latter case where merged clusters can arise from three particle contribu-
tion, and almost constant at near 100% in the simplified scenario without
secondaries. The negative slope towards higher momentum is a result of in-
efficiencies of the clustering algorithm and the neural network classification,
which leads to tracks being rejected because of too low truth-matching score.
This effect is clearly exacerbated when more clusters from secondary tracks
are introduced.
3.3.2 Cluster assignment efficiency, and average number of pixel clusterson track
The improvement in the identification of merged pixel clusters from a
more sensible usage and revisited tuning of the neural networks leads to
better performance in assigning the correct hits to a track candidate. Fig-
ure 36 illustrates the efficiency by which reconstructed tracks are properly
assigned to a track in single ρ and single B+ samples, parametrised with
respect to the distance between particles. The chosen figure of merit is taken
to be the minimum distance between pairs of truth decay products at the
innermost pixel layer i.e., the IBL (located at 〈r〉 = 3.3 cm from the nominal
interaction point). The assignment efficiency is shown both for clusters at the
IBL layer, and on the subsequent pixel layer outwards (Layer 1, 〈r〉 = 5.05
cm). An efficiency above 95% is achieved with the new setup for the ρ case,
even for distances of order of the minimal pixel separation of 50 µm. For
the B+ decay, the efficiency is worse because of the longer particle lifetime,
which can cause daughter particles to be generated very close to the IBL (or
Layer 1). This leads to multi-particle contributions to a single merged cluster,
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Figure 35: Efficiency to reconstruct all charged decay products of single ρ or
3-prong τhad particles, comparing the performance of the Run 1 tracking
setup (green) to the changes implemented for Run 2 (TIDE, red). The
plots on the left are obtained from samples where no secondary charged
particles from material interactions in the ID are taken into account. The
plots on the right side do consider such contributions instead.
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which are harder to identify. Overall, the new scheme outperforms the Run
1 tracking.
Furthermore, the average number of hits on a track after the ambiguity
solving stage becomes closer to the expectation of the “ideal tracking” case.
This is defined as a truth-based reconstruction, in which no combinatorial
road finding is performed, and instead candidates are defined by grouping
together truth-labelled clusters associated to the same truth particle. These
candidates do not need to pass the ambiguity solving stage for what con-
cerns shared clusters counting, and therefore have the ideal cluster content,
given the cluster formation efficiency of the connected component analysis.
Figure 37 represents the average number of pixel hits found on track pre and
post-changes, compared to the ideal case, for the single ρ and τhad samples
as a function of parent particle pT. The cluster content per candidate is much
better reproduced after the modifications to the algorithm.
3.3.3 Performance in Z′ → tt events
The effect of the changes has been validated also on a sample of Z′ → tt
events, with mZ′ = 3 TeV. Such events were simulated using the Pythia 8 gen-
erator [115] with MSTW 2008 L0 PDF sets [116]. Minimum-bias events gen-
erated with Pythia 8 are also included to simulate the pile-up effect expected
during the Run 2 data taking. Jets in this sample are built from truth-level
constituents using the standard anti-kT algorithm described in Section 2.3.4,
and are selected to have a minimum pT of 100 GeV and |η| < 2.5.
For the reconstructed jet tracks, the average number of hits on the in-
nermost pixel layer, and the reconstruction efficiency as a function of the
angular distance to the jet axis are represented in Figure 38. For the effi-
ciency, only jets with 450 < pT < 750 GeV are selected, and a minimal pT of
2 GeV per track is required. Moreover, only charged particles which trans-
verse the entire SCT detector (r = 60.0 cm) and originate within 10.0 cm
from the beam line are considered, to take into account effects from large
track displacement. Based on the flavour of the originating parton, b-jets are
plotted separately from light-flavoured jets. At small distances, up to 10%
more clusters on track are found with the Run 2 setup. After the changes, a
large increase in efficiency is obtained, which is up to 10% (14%) higher in
the core of light-flavoured (b) jets. The overall lower efficiency for b-jets is
to be ascribed to the lesser cluster content due to the displaced production
vertex of many of the jet tracks, as well as to merged cluster identification
inefficiency as observed for the single B+ case in Fig. 36b.
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Figure 36: Efficiency to assign correctly pixel clusters on a track candidate at Layer
0 (the IBL) and Layer 1, as a function of the minimal separation between
pairs of truth particles at the innermost pixel layer, for single ρ and B+
decay topologies. A comparison between the new Run 2 setup (TIDE,
red) and the previous one from Run 1 (green) is displayed.
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Figure 38: Fig. 38a: the average number of innermost (IBL) pixel layer clusters on
primary tracks with a production vertex before the first layer, as a func-
tion of the track distance from the jet axis. Fig. 38b: the efficiency to
reconstruct charged primary particle tracks as a function of the track
angular distance from the jet axis.
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As introduced in Section 2.3.4, b-tagging algorithms in ATLAS rely on
information about jet track impact parameters and properties of secondary
vertices. The impact parameter resolution tends to worsen in presence of
several shared measurements on track, and when hits are missing in the
innermost pixel layers.
One of the inputs to the baseline ATLAS b-tagging algorithm is the IP3D [117]
likelihood-based discriminator, which relies on impact parameter measure-
ment. Its performance have been preliminary assessed after the changes to
the Run 2 tracking. Figure 39 illustrates the b-jet identification efficiency
versus the light-jet rejection factor of the IP3D discriminator, for jets selected
in Z′ → tt events as previously described, comparing the Run 1 tracking
configuration to the new one. For the baseline light-jet rejection factors cor-
responding to the standard 50, 60, 70, and 80% b-jet identification efficiency
working points, the efficiency increases by 13, 11, 9, and 7%, respectively. A
further improvement is foreseen, since the likelihood discriminant has not
been re-trained using tracks after the Run 2 modifications for this first-pass
check.
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Figure 39: B-jet identification efficiency vs. light-jet rejection for the IP3D algorithm,
for jets of pT > 100 GeV and |η| < 2.5 in simulated Z′ → tt events.
86 tracking in dense environments at atlas
3.4 conclusions
In this chapter, the changes I introduced in the ATLAS tracking software
to improve its performance in dense-track topologies have been presented.
The new algorithm allows better identification of merged pixel clusters from
non-resolved nearby charged particles. This has been achieved by making
a more effective use of a set of neural network algorithms already available
during Run 1, and by looking at global track properties in the ambiguity
solving stage to better cope with multi-track topologies.
Performance have been successfully tested after the changes on simplified
samples with single particle decays to multiple charged daughters. Better
cluster-to-track assignment efficiency, and track reconstruction efficiency are
reached with respect to the Run 1 setup. Validation on a more realistic
Z′ sample shows improved tracking performance as well, and enhanced
b-tagging performance for an impact-parameter based identification algo-
rithm.
Near-future developments in this field focus on finding a way to identify
SCT merged clusters, to further relax the current track quality requirements.
Another topic of research is the measurement of tracking efficiency in the
core of high pT jets in a fully data-driven way, using the charged particle
energy loss (dE/dx) to identify pixel clusters originating from two particles.
This information can be used to constrain the uncertainty on the tracking
inefficiency in the cores of jets, which is relevant for jet energy and mass
calibrations, as well as measurements of jet properties. Preliminary results
on this measurement are described in Ref. [108].
4 SEARCH FOR THE t tHPRODUCT ION IN THEMULT I LEPTON IC F INAL STATE
This chapter aims to describe the ttH to multi-leptons search carried out
on the data collected in 2015 and 2016 by the ATLAS experiment at the LHC
in p-p collisions at
√
s = 13 TeV.
Motivation for the analysis strategy as a substantial improvement to the
Run 1 search is initially provided. I concentrate on the high-sensitivity final
state with two identified light leptons (e, µ) 1 with same electric charge and
no hadronically decaying taus (2` SS 0τhad). This represents the main focus
of my work. Detailed information on the collision dataset and simulated
samples is given, together with the event and physics object selection. A de-
scription of the multi-variate discriminators used to separate the ttH signal
from the major backgrounds is provided afterwards. Subsequently, the back-
ground modelling is discussed, with a particular focus on the estimation
of the background from fake electrons and muons. The impact of the main
sources of systematic uncertainty on the measurement is then discussed. The
statistical model for the interpretation and the results of the analysis will be
presented in the following chapter.
1 In the following, light leptons will be also referred to as leptons, both for their particles and
antiparticles.
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4.1 introduction and motivation for the run 2analysis
At the ATLAS experiment, the search for the SM Higgs boson2 produced
in association with top quark pairs is performed in three independent anal-
yses, which target different final states:
• tt(H → bb)
• tt(H → γγ)
• ttH → multi− leptons
The tt(H → bb) channel [118, 119] is characterised by the largest Higgs de-
cay branching fraction, and by a peculiar final state signature with numerous
b-jets. Despite the small branching ratio to photons, the tt(H → γγ) chan-
nel [120] can profit from the excellent diphoton mass peak resolution and
high signal purity. However, the ATLAS searches targeting these channels
will not be covered in this thesis.
As the name suggests, the multi-leptonic channel does not focus on an
exclusive Higgs decay. Rather, it comprises several final states categorised
by the multiplicity of identified light leptons and hadronic taus, and it is
sensitive to several Higgs decay modes (H → WW∗ , H → τ+τ− , H → ZZ∗).
This choice is driven by the current goal of constraining the rate of ttH pro-
duction mechanism, rather than to provide constraints on the light fermion
and boson couplings accessed through the Higgs decays. The latter is ad-
dressed by several other independent ATLAS analyses, as highlighted in sub-
section 1.2.2.
4.1.1 Summary of Run 1 results, and prospects for Run 2
The strategy of the Run 1 ttH to multi-leptons analysis [121] is that of a
simple counting experiment. The prediction of the overall event yield from
the SM ttH signal and background model is considered in several categories
based on the number of leptons, taus, and the lepton flavour composition in
the final state. The production signal strength parameter µttH = σ/σSM is
then fitted to the observed data independently in each category, and results
are eventually combined. This strategy has been determined by the low
statistics available, due to the very small ttH cross section at
√
s = 8 TeV (≈
2 For brevity, henceforth it will be also referred to as simply the Higgs.
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130 fb) and the small size of the collision dataset, equivalent to an integrated
luminosity of 20.3 fb−1. The best-fit value achieved is µttH = 2.1
+1.4
−1.2, and an
upper limit at 95% confidence level of µttH < 4.7 is also set. The expected
sensitivity of the search - computed as a p-value against the SM expectation
of µ = 1 - is found to be equivalent to 0.9σ, with an observed value of 1.8σ
when testing the background-only hypothesis.
The fitted signal strength values for each channel and their combination
are summarised in Figure 40, which includes also the results of the anal-
ogous CMS search [122]. The best-fit production signal strength from the
combination of all the ttH channels of ATLAS and CMS is µttH = 2.3
+0.7
−0.6.
Notably, the excess over the SM prediction is mostly driven by the measure-
ment in the multi-leptonic channel.
At
√
s = 13 TeV, the ttH cross section grows aproximately by a factor 4
compared to
√
s = 8 TeV. This is a sizeable increase compared to other Higgs
production modes, and is due to the relatively larger growth of the gluon-
gluon parton luminosity with respect to the quark-gluon and quark-quark
luminosities. Neglecting systematic uncertainties and assuming tt as the
only background, a boost in statistical significance (S/
√
B) of about a factor 2
for a dataset of the same size as the Run 1 one is expected. This is illustrated
in Figure 41.
In summer 2016, a preliminary set of results on 13.2 fb−1 of data at
√
s = 13
TeV were published [124]. The analysis follows the same approach as in Run
1 regarding the background modelling and the fit strategy, albeit including
updates on the event and object selection to cope with the beam conditions
and detector changes introduced during Run 2. A best-fit of µttH = 2.5
+1.3
−1.1 =
2.5+0.7−0.7(stat.)
+1.1
−0.9(syst) is obtained, and the observed (expected) sensitivity of
the search is quantified as 2.2σ (1.3σ). The latter result roughly matches the
expectation based on the above argument for “identical” analyses, given the
different integrated luminosity of the datasets.
Even with only slightly more than a half of the Run 1 integrated luminos-
ity, this preliminary Run 2 analysis reveals how the total uncertainty on µ
starts being dominated by the systematics uncertainties, which are mostly
ascribed to background modelling and theoretical uncertainties on the sim-
ulated samples. This is illustrated more clearly in Table 5, where the impact
of the different sources of systematic uncertainty on µ in this early Run 2
analysis is presented.
With the combination of the full 2015 and 2016 datasets and an optimised
analysis setup, reaching evidence for the ttH production becomes foresee-
able when combining the multi-leptonic channel with others. In pursuance
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Channel
µttH = σ/σSM
ATLAS CMS
ttH → multi− leptons 2.1+1.4−1.2 –
tt(H → bb) 1.4+1.0−1.0 0.7+1.9−1.9
tt(H → γγ) 1.3+2.62−1.75 2.7+2.6−1.8
Combination
1.9+0.8−0.7 2.9
+1.0
−0.9
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Figure 40: Run 1 ATLAS and CMS Higgs boson signal strength measurement
for the ttH production, combining the tt(H → bb) , tt(H → γγ) , and
ttH → multi− leptons channels [122, 121]. The table also presents the
combination of the measurements performed by each experiment. The
plots at the bottom show the best fit µ split into each multi-leptonic final
state category (the CMS plot includes also the tt(H → γγ), tt(H → bb)
channels, and no multi-leptonic final states combination is available).
The observed excess over the SM prediction is driven by the multi-
leptonic 2` SS and 3` categories.
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Figure 41: In the table: Higgs and tt production cross section at √s = 8, 13 TeV.
Assuming tt as the dominant background for the ttH search, the bottom
row shows the ratio σS/
√
σB for
√
s = 8, 13 TeV, and the increase in statis-
tical significance obtained by taking the ratio of the two is presented in
the bottom right box. The latter assumes the same integrated luminos-
ity for the 8 and 13 TeV datasets, acceptance, and selection efficiencies.
The highest sensitivity boost for ttH is reached mostly because of the
relatively larger increase in g-g parton luminosity, and because of the
large mass of the ttH final state. This is illustrated in the plot at the
top [123], where the PDFs are taken from the MSTW2008 set [116] (here
MX ≡
√
sˆ).
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Uncertainty Source Type ∆µ
Fake background modelling Background +0.56 −0.64
JVT association, pile-up modelling Detector +0.48 −0.36
ttW modelling Background +0.29 −0.31
ttH modelling Signal +0.31 −0.15
Jet energy scale and resolution Detector +0.22 −0.18
ttZ modelling Background +0.19 −0.19
Luminosity Detector +0.19 −0.15
Diboson modelling Background +0.15 −0.14
Jet flavor tagging Detector +0.15 −0.12
e, µ and τhad ID, isolation, trigger Detector +0.12 −0.10
Other background modelling Background +0.11 −0.11
Total systematic uncertainty +1.1 −0.9
Table 5: Summary of the effects of the main sources of systematic uncertainty
(detetctor-related, signal/background-modelling-related) on the fitted
value of µ, ranked from the highest to the lowest contribution, as in the
early Run 2 analysis of 13.2 fb−1 of data at
√
s = 13 TeV [124]. The sum
in quadrature of the individual systematics does not sum up to the total
uncertainty because of correlations between different sources of systematic
uncertainty.
of this goal, the reduction of systematic uncertainties represents a pivotal
point. This can be achieved through improved background estimation tech-
niques, and by devising more refined selections to suppress the main back-
grounds.
Furthermore, a change in the fit strategy to enhance the sensitivity of the
search is also beneficial. Indeed, the larger size of the datasets allows to
exploit information about event topology and kinematics to better separate
the ttH signal from the other processes. This approach is also expected to be
more effective at defining pure background-enriched control regions to be
included in the fit, in order to better constrain the systematic uncertainties
on the backgrounds 3. As a result of the higher statistics and the upgrades of
the analysis methodology, a sizeable improvement in sensitivity with respect
to the simple cut-and-count approach of Run 1 and early Run 2 is predicted.
4.2 analysis categorisation and strategy
The best sensitivity of the search is achieved by classifying the collected
events into a set of orthogonal categories, based on the number of identified
3 In the Run 2 analysis, control regions are defined exclusively for the 3` 0τhad final state.
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lepton and hadronic tau candidates. For the 2015 and 2016 dataset analysis,
8 independent multi-leptonic categories are defined:
• 2` SS 0τhad : exactly two light leptons of same electric charge, and no
hadronic taus.
• 3` 0τhad : three light leptons, whose electric charges must sum to ±1,
and no hadronic taus.
• 4` (Z-enriched/Z-depleted): four light leptons, with zero total electric
charge.
• 2` SS 1τhad : same as 2` SS 0τhad , but with exactly one hadronic tau.
• 2` OS 1τhad : exactly two light leptons of opposite electric charge, and
one hadronic tau.
• 3` 1τhad : same as 3` 0τhad , but with exactly one hadronic tau.
• 1` 2τhad OS : one light lepton, and two opposite-sign charged hadronic
taus.
The overall categorisation is sketched in Figure 42. Depending on its lep-
ton composition, each category is more or less sensitive to different Higgs
decays, and the background contamination also varies across categories. Ta-
ble 6 shows the percentage of events for each Higgs decay mode in every
category, as well as S/
√
B (where S and B indicate the total number of
signal and background events, respectively) and the signal acceptance times
efficiency, (A× ε)ttH . The latter includes SM Higgs and top quark branching
fractions, detector acceptance, reconstruction and selection efficiency, and is
computed relative to the inclusive ttH production rate using simulation. The
4` category is sub-divided into Z-enriched and Z-depleted regions, depend-
ing on the presence of a same-flavour, opposite-sign lepton pair. In most
categories the H → WW∗ decay mode is dominant, with an increasing frac-
tion of H → τ+τ− when explicitly requiring hadronic taus in the final state.
Some sensitivity to the H → ZZ∗ decay is also achieved, which grows as
more light leptons are required.
4.2.1 The 2` SS0τhad category
The rest of the chapter focuses on the analysis of the 2` SS 0τhad final
state, to which my work has been mainly devoted. It is characterised by
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Figure 42: Categories of the ttH → multi− leptons search, defined in terms of
reconstructed light lepton and τhad multiplicity.
H decay mode (A× ε)ttH S/
√
B
Category WW∗ ττ ZZ∗ (×10−4)
2` SS 0τhad 80% 17% 2% 23 1.94
3` 0τhad 79% 14% 6% 13 1.79
3` 1τhad 35% 61% 4% 9.2 0.95
2` OS 1τhad 38% 58% 1% 7.8 0.51
1` 2τhad OS 2% 98% < 1% 2.3 0.51
2` SS 1τhad 39% 59% 1% 1.7 1.08
4` (Z-enriched) 71% 13% 13% 0.6 0.71
4` (Z-depleted) 77% 22% 1% 0.1 0.60
Table 6: Expected ttH signal fractions from different Higgs decay modes in the dif-
ferent analysis categories, their S/
√
B, and signal acceptances times effi-
ciencies [125].
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the presence of two leptons of same or different flavour, with same elec-
tric charge, missing energy from two neutrinos, and high jet multiplicity.
A representation of a typical 2` SS 0τhad ttH signal event is shown in Fig-
ure 43. In such event, the top quarks decay to t→ b(W− → `−ν`) and
t→ b(W+ → qq′) respectively, whereas the Higgs decays semileptonically to
H → WW∗ → `−ν`qq′ . Six reconstructed jets are expected, without taking
into account additional jets from initial or final state radiation, or missing
jets because of limited acceptance and reconstruction inefficiency. Two of
those jets originate from b quark hadronisation. Being the channel with the
least number of leptons, it profits from higher signal statistics than the other
channels owing to the largest branching ratio and acceptance (see Table 6).
Indeed, as Table 6 shows, the 2` SS 0τhad is the category with the highest
sensitivity. This justifies the effort put into its analysis optimisation for Run
2.
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Figure 43: Leading order Feynman diagram of the most common ttH signal event
in the 2` SS 0τhad category, where the Higgs decays in a pair ofW bosons.
One lepton originates from the decay of the W− (W+) from the Higgs,
the other lepton of same charge originates from the semileptonic decay
of the t (t).
4.2.2 Backgrounds in the ttH to multileptons search
In the SM, processes giving rise to pairs of leptons of same electric charge
are very rare. ttH represents one of such processes, e.g. when one lepton
originates from the decay of the W− (W+) from the Higgs and another lep-
ton of same charge originates from the semileptonic decay of the t (t). There-
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fore, selecting events with same-sign lepton pairs as in the 2` SS 0τhad cate-
gory is a very effective handle against some of the most common SM back-
ground processes which possess a cross section orders of magnitude larger
than ttH , and could easily mimic its signature in an opposite-sign dileptonic
final state. These include the tt→ (W+ → `+ν`)b(W− → `−ν`)b dileptonic
process and Z+ jets production.
Irreducible backgrounds
Nevertheless, other rare SM processes do provide a genuine same-sign
dilepton final state too. These are mainly ttW , tt(Z/γ∗) 4, and diboson pro-
duction such as WZ,ZZ with additional jets from parton radiation. Other
rare processes with this signature include tt¯tt¯ production, tZ, and tWZ. Fig-
ure 44 displays a few illustrative Feynman diagrams for the ttZ , ttW andWZ
production with a same-sign dileptonic final state, and their cross sections
at
√
s = 13 TeV calculated at NLO in perturbative QCD [126, 127]. Cross
sections times branching ratios for such processes are of the same order of
magnitude as the ttH production (see Tables 7,8). Because of their signal-
like signature, events from these processes likely pass the analysis selection.
Therefore, they are indicated as irreducible backgrounds.
Reducible backgrounds
A final state with two same-sign light leptons can also arise from mis-
reconstructing the charge of one lepton in an opposite-sign pair, by mistak-
enly identifying a particle as a lepton, or by the presence of spurious leptons
not associated with the primary interaction. For the 2` SS 0τhad category,
mainly three effects are to be considered:
• Charge flips: a lepton - mostly an electron - radiates through hard
bremsstrahlung via e± → e±γ → e±e−e+, and the electron daughter
track with opposite sign to the original electron is reconstructed and in-
correctly associated to the EM calorimeter cluster. Another charge mis-
identification source can be due to wrong measurement of the track
curvature, which is more likely for slightly bent, high pT trajectories.
Again, this is seen to affect electrons, and is found to be negligible for
muons owing to the longer lever arm of the muon tracks.
• Electrons from photon conversions: a real photon emitted as initial or
final state radiation, or in the parton showering, can interact with the
4 For brevity, this process is also referred to as ttZ .
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Figure 44: Examples of LO Feynman diagrams for the WZ → 3`, tt(W → ` ˚ ) and
tt(Z/γ∗ → `+`−) irreducible backgrounds with a 2` SS 0τhad final state,
and their cross sections (times branching ratio of the decay, for ttZ and
WZ) at
√
s = 13 TeV calculated at NLO in perturbative QCD [128, 126].
In the WZ and ttZ cases, the third lepton can be missed when falling
outside the detector acceptance, failing the object selection, or because
of reconstruction inefficiency.
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detector material as early as in the beam pipe, and produce additional
electron pairs.
• Non-prompt leptons: the most relevant source of fake electrons and
muons are the leptonic decays of bottom-flavoured or charm-flavoured
hadrons produced in association of b-c-originated jets.
Such leptons are generally referred to as fake leptons. A pictorial represen-
tation of the main types of fakes in this analysis is presented in Figure 45.
The main process that can contaminate the 2` SS 0τhad category by the
presence of fake leptons is largely tt , followed by single top production, tW
and to a lesser extent, W + jets and Z+ jets . This is described in Figure 46,
where the fake background process composition is displayed as obtained
from pure simulation in the inclusive 2` SS 0τhad category, and for the sub-
sets split by lepton flavour composition. In the following, we will always
consider tt as the reference process for fakes estimation.
A typical diagram for the tt→ (W+ → `+ν`)b(W− → qq′)b semileptonic
process is shown in Figure 47. The additional same-sign lepton can be ei-
ther a mis-identified physics object, or a lepton originating from outside
the primary interaction. Generally, the impact of these backgrounds can be
strongly reduced by requiring strict quality criteria on the reconstructed lep-
ton candidates, to ensure they are most likely real leptons from the primary
interaction. These requirements usually include passing some level of par-
ticle identification, small lepton track impact parameters, and low activity
around the lepton. Since these processes are compatible with the signal fi-
nal state only via the presence of a fake lepton, they are known as reducible
backgrounds.
Yet, selection algorithms intrinsically have some degree of inefficiency at
rejecting fakes. Moreover, these processes are characterised by cross sec-
tions which are typically orders of magnitude higher than the ttH one. This
implies a non negligible amount of events with fake leptons populate the
2` SS 0τhad category. The estimation of the rate of fakes and of their final
state kinematics is a delicate task. Many fake leptons are produced in busy
environments, or through secondary particle interactions with the material
of the detector, whose rate may not be precisely modelled by simulation.
Furthermore, the sample of simulated events with fakes is usually small,
since those events only take up for a small fraction of the total generated
events. Therefore, data-driven methods are used to estimate the reducible
backgrounds.
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(a) Charge flip electron
(b) Electron from γ conversion
(c) Non-prompt lepton in B hadron decay
Figure 45: Major sources of fake leptons for the 2` SS 0τhad analysis. The star in-
dicates the primary hard-scattering vertex of the p-p collision. 45a: in
an OS event, an electron is reconstructed with flipped charge because of
hard bremsstrahlung. 45b: in a single lepton event, an additional same-
sign electron can be reconstructed as a result of photon conversion in
the detector material. 45c: a B± → `±ν` + X decay in a b-originated
jet in a single lepton event can lead to a same-sign dileptonic signature.
The secondary decay vertex of the B± is indicated with a red star. These
sketches have a purely illustrative purpose, and are not to scale.
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Figure 46: Pie charts showing the fractional contributions to the total fake leptons
background in the 2` SS 0τhad category, based on simulation.
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A large part of this thesis work has been focused on developing and val-
idating the estimation of fake backgrounds in the context of this search. A
full description of the topic will be provided later in the chapter.
g
g
b `−
ν`
b
q
q′
t
t
W−
W+
Figure 47: LO Feynman diagram for the reducible
tt→ (W+ → `+ν`)b(W− → qq′)b background for the ttH to multi-
leptons search. The source of the second same-sign light lepton can
be either a mis-identified particle, or a lepton produced outside the
primary interaction.
4.3 collision dataset and simulated samples
This analysis considers the Run 2 p-p collision data collected during the
years 2015 and 2016 at a centre-of-mass energy of
√
s = 13 TeV. The total
size corresponds to an integrated luminosity of 36.1 fb−1, as obtained after
applying data quality requirements to ensure all the detector subsystems
were fully operative. The fractions of integrated luminosity split for 2015 and
2016 is illustrated in Figure 17. The presence of at least one primary vertex -
reconstructed from at least two well measured tracks with pT > 400 MeV - is
required. The hard-scattering vertex of the collision is then identified as the
one with maximal ∑ p2T of all associated tracks. Corrupted data events and
events incompletely reconstructed are excluded, as well as events affected
by significant noise in the calorimeters.
4.3.1 Simulation
The full ATLAS event simulation workflow has been described previously
in section 2.4. For all samples used in this analysis, generated events are
passed through a full simulation of the ATLAS detector. Minimum bias
pile-up events are modeled with the Pythia 8.1 [129] generator, using the
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Process σ (× BR) [fb] Simulated ∫ Ldt [fb−1]
ttH 507+5.8%−9.2%
+3.6%
−3.6% –
(tt→ 2`)H 53 9.24× 104
(tt→ 1`)H 222 2.21× 104
(tt→ 0`)H 231 1.95× 106
Table 7: Production cross section of the SM ttH signal process calculated at NLO
precision in QCD and EWK couplings. The per-cent uncertainties reported
are relative to the QCD factorisation and renormalisation scales (left), and
the choice of PDF and αs (right). The bottom part of the table shows the
cross section times branching ratio of the simulated events filtered by lep-
ton multiplicity, and their integrated luminosity.
MSTW2008LO [116] PDF set with the A2 tune for the underlying event gen-
erator [130]. Photon emission is simulated to leading-logarithm accuracy
either by the parton showering generator used for each sample, or by the
Photos software [131].
Based on the recommendations provided by the LHC Higgs Cross Section
Working Group [46], the ttH signal events are simulated to NLO accuracy in
both QCD and QED using the MadGraph5_aMC@NLO [128] generator, in-
terfaced to Pythia 8.1 with the A14 tune [132] to simulate parton showering
and hadronisation. The PDF set used in the cross section calculation is the
NNPDF 3.0 [133] set, whereas NNPDF 2.3 [23] is used in the parton shower
generator. The Higgs boson mass in the calculation is set to mH = 125 GeV,
and the top quark mass to mt = 172.5 GeV. The uncertainty associated to the
baseline NNPDF 3.0 PDF choice is assessed by making a comparison with
results obtained from other PDF sets - each with a different value of αs -
following the procedure recommended by the PDF4LHC collaboration [134],
and their size is 3.6%. The central value for renormalisation and factorisa-
tion scales is set to a fixed scale of µ0 = µR = µF = mt + mH/2, and the
scale uncertainty is estimated by varying independently both scales in the
range µ0/2 ≤ µR, µF ≤ 2µ0, eventually considering the largest variation of
the two: the size of this uncertainty is about +6%,−9%. In order to enhance
the available event statistics for the multi-leptonic final states, three separate
ttH samples are generated, split by the number of prompt leptons in the
decay mode of the top-antitop quark pair. The total ttH cross section with
its associated uncertainties is summarised in Table 7. The table also displays
the cross section times branching ratio for each of the three samples, and the
simulated integrated luminosity.
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Process σ (× BR) [fb] Simulated ∫ Ldt [fb−1]
ttW 600.8+12.9%−11.5%
+3.4%
−3.4% 1.25× 104
ttZ 839.3+9.6%−11.3%
+4%
−4% –
tt(Z→ ``) 124.0+9.6%−11.3%+4%−4% 3.35× 104
WZ(→ 3`)+jets 118.8× 102+5%−5%+2%−2% 3.45× 102Table 8: Production cross sections of the main irreducible background processes,
and their simulated integrated luminosity. The reported value is the prod-
uct of the total cross section times the branching ratio for leptonic decays
of the vector bosons except for ttW , where the inclusive final state is con-
sidered. The per-cent uncertainties reported are relative to the QCD fac-
torisation and renormalisation scales (left), and the choice of PDF and αs
(right).
The ttW and ttZ processes are also simulated at NLO precision in perturba-
tive QCD based on the procedure described in [128], using MadGraph5_aMC@NLO,
with NNPDF 3.0 PDFs. For ttW , the top quark and W boson masses are
fixed to 172.5 GeV and 80.3 GeV, respectively. The matrix element calcula-
tion includes NLO electroweak corrections as well [135]. The choice for the
central value of the renormalisation and factorisation scales is µ0 = µR =
µF = mt + mW/2. The systematic uncertainties from scale variations and
PDFs are estimated using the same procedure as described previously for
the ttH sample: the former are found to be of order 12%, the latter 3.4%. The
cross section with its uncertainties is shown in Table 8. For ttZ , the matrix
element accounts for both on-shell Z and off-shell Z/γ∗ contributions, with
the requirement of m`` > 5 GeV. A dedicated Z/γ∗ sample for the low dilep-
ton invariant mass phase space is generated as well, to account for events
with highly asymmetric pT of the leptons. Size of the systematic uncertain-
ties from scale variations and PDFs is very similar to the ttW case.
Diboson events - including WZ(→ 3`) - are generated at NLO accuracy
in QCD with radiation of up to three extra partons in the final state using
Sherpa v2.1.1 [136], which is also used to model the parton showering. The
PDFs employed are the CT10 [137] set. Samples are classified by the number
of leptons in the final state. The estimated uncertainties on the cross section
calculated inclusively in the number of additional radiated partons are of
order 5% for scale variations, 2% for the PDF choice [126].
Although fakes are modelled directly from data, tt simulation is still ex-
ploited for background validation. Events are generated with Powheg-BOX
v2.0 [138] and interfaced with Pythia 8 for the parton showering and frag-
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mentation. The A14 tune is used for the underlying event modelling. The
same set of programs is also used to model other top backgrounds such as
single top t-channel and s-channel and Wt. The heavy flavour hadron de-
cays are modelled by EVTGEN 1.2.0 [139]. Additional (fake) leptons can
enter in the final state through material interactions of photons produced as
initial/final state emission, or radiation within the parton showering process.
These two effects are simulated inclusively in the tt sample. An additional
sample has been generated to specifically target ttγ production, where a real,
prompt photon is radiated by any of the top quarks as part of the ME cal-
culation. The ME generator used in this case is MadGraph5_aMC@NLO;
similarly to the tt sample, Pythia 8 models the parton showering and frag-
mentation. In order to avoid double-counting of events between the tt and
ttγ samples, an overlap removal procedure is implemented. As a result,
events in which the photon originates from the ME calculation are kept in
the ttγ sample, and events in which the photon is radiated in the parton
shower or as initial/final state radiation are kept in tt instead.
Table 9 presents a summary of all Monte-Carlo generators and configura-
tions for the samples used in this analysis. This includes also rare SM back-
grounds - namely triboson production, tt¯tt¯, t(Z/γ∗), tW(Z/γ∗), tt¯W+W− -
and processes populating the control regions, such as Z → `` + jets and
W → `ν + jets. The tH process is simulated as well, and it is treated as a
background.
4.4 physics objects selection
The event categorisation of the ttH → multi− leptons analysis as sketched
in Figure 42 relies on a common definition of physics objects. This is opti-
mised based on studies on simulation, and follows the general guidelines
of the central ATLAS combined performance (CP) groups. After the cate-
gorisation, a dedicated fake suppression selection for electrons and muons
is used.
4.4.1 Jets and b-tagged jets
Jets are reconstructed and calibrated according to the procedure described
in subsection 2.3.4. Since the ttH final state is very heavy, particles produced
in the top and Higgs decays are expected to be produced in the central part
of the detector. Consequently, the jet pseudorapidity range is restricted to
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the ID acceptance of |η| < 2.5, where it is possible to exploit tracking infor-
mation to reject jets from pile-up and to identify jets from b quarks. Jets must
satisfy pT > 25 GeV, and for candidates with pT < 60 GeV and |η| < 2.4 the
JVT pile-up suppression algorithm is employed. Jets containing b-hadrons
are tagged using the MV2c10 algorithm with the 70% b-jet efficiency work-
ing point.
4.4.2 Hadronic taus
The dileptonic same-sign final state enforces a veto for objetcs identified as
hadronically decaying tau leptons (τhad ). The event categorisation therefore
depends indirectly on the selection of tau objects.
The tau reconstruction was briefly described in subsection 2.3.5. The
kinematic selection applied requires candidates to have pT > 25 GeV and
|η| < 2.5, excluding the poorly instrumented EM calorimeter region 1.37 <
|η| < 1.52. A boosted decision tree (BDT) discriminant using calorimeter and
tracking-based variables is used to identify τhad candidates, and reject quark-
initiated jets. The chosen “Medium” working point provides a combined
efficiency for reconstruction and identification of 55% (40%) for one-prong
(three-prong) τhad decays. Rejection of electrons reconstructed as one-prong
τhad candidates is provided by a BDT trained on Z → ee events with a re-
constructed and identified τhad . A working point that is 95% efficient for
true τhad candidates is used. The rejection factor for electrons is of order
30-100, depending on η and pT. An angular separation of ∆R > 0.2 between
τhad candidates and any reconstructed electron and muon with pT > 2 GeV
is also required. Candidates can also be faked by b-tagged jets. To reduce
this, the τhad is matched to the jet that is geometrically overlapping with it.
If the overlapping jet is b-tagged with the chosen 70% WP, the τhad candi-
date is rejected. Finally, in order to suppress tau fakes from pileup jets, the
τhad vertex is required to be the hard scattering vertex of the event.
4.4.3 Light leptons (e, µ)
The light lepton reconstruction has been previously outlined in subsec-
tion 2.3.2 for electrons, and in subsection 2.3.3 for muons.
The minimal transverse momentum requirement for electron candidates
considered in the analysis is pT > 10 GeV. The pseudorapidity coordinate
of the reconstructed calorimetric EM cluster has to be within |ηcluster| <
2.47, excluding the badly instrumented region 1.37 < |ηcluster| < 1.52. The
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“Loose” working point of the electron ID likelihood-based algorithm is used
to reject fake electrons from hadronic showers and converted photons in
the ID material. In order to suppress fakes not belonging to the primary
interaction, requirements on the electron candidates track impact parameters
(IP) are applied. The track transverse impact parameter d0 and longitudinal
impact parameter z0 are calculated with respect to the beam line, assuming
a transversal size of the beamspot much smaller than the primary vertex
position resolution. More effective discrimination is achieved by using the
transverse impact parameter significance - defined as the unsigned impact
parameter divided by its uncertainty, |d0|/σd0 - and the longitudinal impact
parameter weighted by the sine of the track polar angle, z0 sin θ. The latter
definition helps to avoid rejecting good tracks in the forward region, where
larger IP measurement errors are expected. For electrons, a selection of
|d0|/σd0 < 5 and |z0 sin θ| < 0.5 mm is imposed.
Muon candidates are selected according to the “Loose” working point,
which includes segment-tagged and calorimeter-tagged candidates, as well
as combined muons. Candidates are required to satisfy pT > 10 GeV and
|η| < 2.5. The transverse impact parameter significance requirement for
muon candidates is |d0|/σd0 < 3, whereas the longitudinal impact parameter
selection is the same as in the electron case.
4.4.4 Overlap removal
Despite satisfying the basic selection requirements outlined above, a sin-
gle physics object could still be reconstructed as two different objects. In
order to avoid double counting, an overlap removal procedure is employed
to resolve ambiguities in the order described henceforth. Any electron can-
didate within ∆R = 0.1 of another electron with higher pT is removed,
and the same happens if it is found within ∆R = 0.1 of a muon candi-
date. Subsequently, any jet within ∆R = 0.3 of an electron candidate is
removed in favour of the electron. If a muon candidate and a jet lie within
∆R = min(0.4, 0.04+ 10/pT(µ) [GeV]) of each other, the jet is kept and the
muon is removed; the cut value is optimised to maximise the acceptance of
real muons at a fixed rejection factor for non-prompt muon candidates orig-
inating from hadron decays within the jet. Hadronic tau candidates within
∆R = 0.2 of an electron or muon candidate are rejected in favour of the light
leptons, and any jet within ∆R = 0.3 of a τhad candidate is removed in favour
of the τhad . The full overlap removal is schematised in Table 10.
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Keep Reject ∆R cone size
e e (low pT) 0.1
µ e 0.1
e jet 0.3
jet µ min(0.4, 0.04+ 10/pT(µ) [GeV])
e τhad 0.2
µ τhad 0.2
τhad jet 0.3Table 10: Summary of the overlap removal procedure between electrons, muons,
hadronically decaying taus, and jets when more than one are found in a
∆R cone of the size indicated.
4.4.5 MVA-based selection of prompt electrons and muons
The baseline selection on light leptons and hadronic taus just presented
encompasses the minimal set of requirements for the analysis categorisation
to ensure orthogonality between all categories.
A tighter lepton selection is then applied in the 2` SS 0τhad category, since
the baseline lepton selection is too loose to effectively suppress the large fake
backgrounds contaminating the 2` SS 0τhad final state. Two independent
multi-variate algorithms have been developed, specifically targeted at non-
prompt lepton and charge flip suppression, respectively. A selection based
on the output of such algorithms is eventually applied on top of the baseline
one to define signal-like, tight lepton objects.
Non-prompt fakes rejection
In order to define tight leptons, both the Run1 and early Run 2 analyses
rely on lepton isolation variables, which measure the activity around the
reconstructed leptons. Two types of such variables can be defined, which
differ only slightly between electrons and muons:
• Calorimetric isolation, based on the sum of the transverse energies of
the calorimeter topological clusters - excluding the lepton candidate
cluster itself - within a ∆R = 0.2 cone around the lepton candidate.
• Track isolation, based on the sum of the transverse momenta of the
tracks consistent with the primary vertex, excluding the lepton candi-
date track, within a ∆R cone whose size is typically inversely propor-
tional to the lepton pT for high momentum candidates. This is defined
as ∆R = min(X, 10/pT [GeV]). The size X is 0.2 for electrons and 0.3
for muons.
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These variables alone are not specifically designed to suppress non-prompt
fakes within jets. In fact, even after the application of very tight isolation
requirements, such fakes represent the dominant background in most cat-
egories of the Run 1 and early Run 2 analyses, and are the main limiting
factor to the sensitivity [121, 124].
A key feature that can be exploited is the fact that heavy flavoured hadrons
resulting from hadronisation of b, c quarks typically have longer lifetimes
such that they decay away from the primary vertex, at a detectable dis-
tance. This represents the main idea behind the implementation of the
PromptLeptonIso [141] algorithm used in the Run 2 analysis to reject non-
prompt fakes. This algorithm determines the lifetime information by extract-
ing features of all the tracks making up the jet candidate that matches the
selected light lepton, instead of relying exclusively on the lepton object prop-
erties. Such an approach increases the precision of identifying the displaced
decay vertex of bottom or charm hadrons which produced a non-prompt
light lepton.
A set of jet and lepton-related information is combined into a boosted
decision tree discriminant. In total, eight variables are employed to train
the BDT on simulated tt events. Two of such variables use the relationship
between the jet and lepton: the ratio of the lepton pT with respect to the
jet pT as resulting from its tracks, and ∆R between the lepton and the jet
axis. Three of the input variables are the output of the jet flavour tagging
algorithms used in ATLAS to identify b and c decays. Finally, three variables
describe the lepton isolation: the number of tracks within the jet, and the
standard lepton track and calorimeter isolation variables mentioned earlier,
divided by the lepton pT.
Charge flip electrons rejection
In the 2` SS 0τhad categories with electrons of the early Run 2 analysis,
the charge flip background is as large as 30% of the total. A dedicated
algorithm known as QMisIDKiller [142] has been developed to specifically
suppress this background. It combines eight electron variables in a boosted
decision tree: the pT and η of the electron, the track curvature significance
- defined as the ratio between the electric charge and the track momentum
divided by the estimated uncertainty on the measurement - and its impact
parameter times the electric charge, the cluster width along the azimuthal
direction, and the quality of the matching between the track and the cluster,
both in terms of energy/momentum and azimuthal position.
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Electrons
Loose Tight
|dsig0 | 5 5
|z0 sin θ| 0.5 mm 0.5 mm
Electron ID Loose LH Tight LH
Isolation — Loose WP
Non-prompt rejection — PromptLeptonIso< −0.5
Charge flip rejection — QMisIDKiller > 0.067
Muons
Loose Tight
Quality Loose Loose
|dsig0 | 3 3
|z0 sin θ| 0.5 mm 0.5 mm
Isolation — Loose WP
Non-prompt rejection — PromptLeptonIso< −0.5
Table 11: Definition of baseline loose leptons used for the categorisation, and tight
leptons used for the 2` SS 0τhad signal region.
Tight lepton definition, and calibration in data
The tight leptons used in the signal region are defined by requirements
on the PromptLeptonIso and QMisIDKiller scores, combined with tight par-
ticle ID (for electrons only) and a lepton isolation requirement designed to
achieve 99% efficiency for prompt leptons in Z → `+`− events. The latter is
referred to as “Loose” isolation working point, and it exploits the calorimeter
and track-based isolation variables described above. The tight lepton defini-
tion, in comparison with the baseline loose selection used for the analysis
categorisation, is summarised in Table 11.
The efficiency of the tight lepton selection is measured in control regions
enriched in Z → `+`− events using the technique described in [87, 143].
Figure 48 illustrates the efficiency for tight muons and electrons as a function
of pT. The efficiency for muons (electrons) is of order 70% (60%) for pT ≈
10 GeV, and reaches a plateau of 96% (94%) at pT ≈ 45 GeV. The chosen
PromptLeptonIso working point gives a rejection factor against non-prompt
leptons from heavy flavoured hadron decays of about 20. With this selection,
the signal acceptance is twice as large as the one reached in the early Run
2 analysis for a similar signal over background ratio. The rejection factor
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for electrons with a wrong charge assignment owing to the QMisIDKiller
selected working point is ≈ 17.
The efficiency of the tight selection in simulation is matched to the one
measured in data via scale factors parametrised as a function of the lepton
pT and η. These correction factors are approximately 0.92 for low transverse
momentum muons, and average at 0.98-0.99 for higher pT muons, with sim-
ilar performance achieved for electrons. The larger corrections at low pT are
to be ascribed to a poor description of the vertex density (i.e., the number
of vertices along beam direction per mm) as observed in 2016 data by the
ATLAS simulation [144]. No sizeable dependency of the scale factors on
other observables such as Njets, ∆R(`, jet) is seen. A significant decrease of
the scale factor as a function of the number of vertices per event is observed
instead. This effect is covered by adding a systematic uncertainty. The total
size of the systematic uncertainties on the scale factors ranges between ≈ 3%
at low transverse momentum to less than 1% at high pT.
4.5 trigger selection
An event pre-selection based on trigger requirements common to all the
ttH multi-leptonic categories is applied.
The triggers used in this analysis either require the presence of a single,
isolated and well identified electron or muon (single lepton triggers, SLT), or
a pair of light leptons with same or opposite flavour (dilepton triggers, DLT).
The full set of triggers used is outlined in Table 12. The minimal online pT
thresholds of the trigger chains - as well as the online object selections - vary
between 2015 and 2016, in order to cope with the changes in the LHC oper-
ating conditions as summarised in Table 4. For the single muon trigger, the
harsher 2016 conditions required increasing the minimal pT threshold from
20 to 26 GeV to keep the rates within the available bandwidth, as well as
tightening the online isolation requirement from loose to medium. Similarly,
for the single electron trigger the online pT threshold is raised from 24 to
26 GeV, and the likelihood-based electron ID (subsection 2.3.2) is tightened
from medium to tight. In 2016, a loose level of isolation at HLT is also re-
quired. For both single electrons and muons, the actual triggers are a logical
OR combination of several chains with increasing pT thresholds and looser
selections applied, in order to preserve high trigger efficiency where the rate
is lower and a strong fake lepton rejection is not needed. As for the dilepton
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Figure 48: The efficiency in data (black) and simulation (red) of the tight muon
(48a) and electron (48b) selection as a function of pT .
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Single lepton triggers
2015 2016
µ
(pT > 20 GeV (pT > 26 GeV
AND loose isolation) AND medium isolation)
OR OR
(pT > 50 GeV) (pT > 50 GeV)
e
(pT > 24 GeV (pT > 26 GeV
AND medium ID) AND tight ID
AND loose isolation)
OR OR
(pT > 60 GeV (pT > 60 GeV
AND medium ID) AND medium ID)
OR OR
(pT > 120 GeV (pT > 140 GeV
AND loose ID) AND loose ID)
Dilepton triggers
2015 2016
µµ
(pT > 18 GeV (µ1) (pT > 22 GeV (µ1)
AND pT > 8 GeV (µ2)) AND pT > 8 GeV (µ2))
ee (pT > 12 GeV (pT > 17 GeV
AND loose ID (e1, e2)) AND very loose ID (e1, e2))
eµ, µe
(pT > 17 GeV (pT > 17 GeV
AND loose ID (e1) AND loose ID (e1)
AND pT > 14 GeV (µ2)) AND pT > 14 GeV (µ2))Table 12: List of single lepton and dilepton triggers used during the 2015 and 2016
data taking. The trigger selection includes the online pT threshold for the
corresponding physics object, as well as lepton isolation and identification
requirements, if any. The indexes “1, 2” indicate leading and sub-leading
pT leptons, respectively.
triggers, the changes between the 2015 and 2016 involve almost exclusively
the online pT cuts.
Events are selected by a logical OR combination of single lepton and dilep-
ton triggers. This choice improves the signal acceptance by as much as 8%
with respect to trigger strategy used in the previous ttH analyses, which
exploited single lepton triggers only. This is illustrated in Table 13 for the
2` SS 0τhad case. For the SLT OR DLT combination, the trigger efficiency for
leptons passing the offline 2` SS 0τhad event selection is found to be within
82 to 99 %, depending on the lepton flavour of the final state.
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ttH acceptance ratio µµ eµ, µe ee
DLT/SLT 1.04 ± 0.04 0.69 ± 0.02 0.74 ± 0.04
(DLT OR SLT)/SLT 1.08 ± 0.04 1.06 ± 0.03 1.05 ± 0.05
Table 13: Comparison of ttH signal acceptance (with respect to using single lepton
triggers (SLT) only) for dilepton triggers (DLT), and a logical OR of single
and dilepton triggers. Uncertainties are statistical only.
2` SS 0τhad signal region
N` 2, passing T (11)
∑Q` ±2
pT(`) ≥ 20 GeV
Njets ≥ 4
Nb−tags 1 OR 2
Nτhad 0Table 14: Definition of the 2` SS 0τhad signal region.
4.6 signal region definition and event classi-fication
In the 2` SS 0τhad category, signal-like events are selected by requiring the
presence of exactly two same-sign light leptons satisfying the tight selection,
with a pT above 20 GeV. A lower threshold on the lepton transverse momen-
tum has shown no improvement in sensitivity, in consideration of the larger
amount of fake background introduced. A minimum of 4 jets is demanded,
of which one or two must be b-tagged according to the 70% efficiency work-
ing point of the MV2c10 algorithm. This selection takes into account limited
acceptance and inefficiencies, given an expected number of 6 jets (with two
b-jets). Finally, a veto on the presence of hadronic taus is also enforced.
This set of requirements defines the 2` SS 0τhad signal region. A summary
of the full selection is in Table 14.
Based on the previous description, both reducible and irreducible back-
ground events produce very similar signatures to the ttH process. However,
differences in jet multiplicity and kinematic features of the final state with
respect to the signal are expected.
Due to the limited statistics of the selected events sample in the previous
analyses, a cut-and-count approach based on a sequence of binary selections
on weakly separated observables was followed. Taking advantage of the
increased Run 2 statistics, multivariate statistical analysis (MVA) algorithms
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based on machine learning techniques can be exploited for classification pur-
poses. For the 2` SS 0τhad analysis, a set of two such algorithms is trained
to classify signal region events to discriminate ttH against the fake lepton
background and the main irreducible backgrounds, respectively.
The class of algorithm used is a gradient boosted decision tree (BDTG) [145],
as implemented in the TMVA [146] framework. BDTGs consist of a set of
binary tree-structured classifiers sequentially constructed from re-weighted
events of the same training sample, eventually averaged with weights cal-
culated according to each tree’s accuracy. The choice of the weak classi-
fiers used in the combination is based upon minimisation of the loss of the
model via a gradient descent-like procedure. This technique - known as
gradient boosting - has been shown to enhance the classification performance
with respect to a single decision tree, stabilise it against statistical fluctua-
tions in the training sample and be less prone to overtraining [147]. Fur-
thermore, BDTGs can deal with correlations between input variables. This
improves the classification even when relying on observables with low sep-
aration power - such as basic kinematic features of the events. Our analysis
indeed represents a typical scenario for exploiting such algorithms, given
the typical size of the training sample of only few tens of thousands of raw
events (see Table 15). An alternative analysis approach has been developed
as a cross-check to the BDTG-based analysis here presented, based on a
simple cut-based sub-categorisation of the SR in terms of jet and b-jet mul-
tiplicity and lepton flavour composition in a similar fashion to the previous
analyses. The final sensitivity obtained is about 30% poorer than the one
achieved with the BDTGs.
A first BDTG algorithm (BDTGttV) is trained to separate the ttH signal
from the irreducible ttV processes (i.e., the combination of ttW and ttZ ),
and a second independent classifier (BDTGtt) is trained to discriminate sig-
nal against the fake lepton background. The nominal ttH , ttW , ttZ sim-
ulated samples used for the analysis are also employed for the training of
BDTGttV. The training of BDTGtt is based on the ttH sample and a fake-
enriched sample of data events with leptons failing the tight selection. Such
events with loose leptons are also used to estimate the fakes background of
the analysis, as it will be described in more detail in the next section.
Both classifiers use nine input variables, computed in the laboratory frame:
1. Number of jets: Njets (events with more than 7 jets are treated as if
Njets = 7).
2. Number of b-tagged jets: Nb−tags.
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Nr. events Raw Weighted
ttH 41879 42.6 ± 4.2
ttW 50329 123 ± 18
ttZ 41368 41.4 ± 5.6
Fakes 8784 (*) 233 ± 39
Table 15: Number of raw and weighted events for the signal and background sam-
ples used for the BDTG training. For ttH, ttW, ttZ, weighted events corre-
spond to the number of raw events rescaled by the product of correction
factors on reconstruction, identification. . . efficiencies times the ratio of
integrated luminosities of the data and generated samples. For fakes, (*)
indicates the total number of selected collision data events where the two
leptons are required to pass the baseline loose selection only - see subsec-
tion 4.8.2. The weighted number of fake events is computed also accord-
ing to subsection 4.8.2. Half of each event set is used for training, and the
other half is used for testing the performance. Cross-validation is done
as well, using even/odd event classification.
3. Lepton flavour composition of the event (ee, eµ µe, µµ, based on pT
ranking): lFlav = 2× Nµ0 + Nµ1 (Nµi = 1 if i-th lepton in the pair is a
muon, otherwise zero).
4. Distance between leading lepton and its closest jet: min(∆R(`0, jet)).
5. Distance between sub-leading lepton and its closest jet: min(∆R(`1, jet)).
6. Maximum absolute pseudorapidity in the dilepton pair: max(|η`|).
7. Sub-leading lepton transverse momentum: pT(`1).
8. Missing transverse energy: EmissT .
9. Invariant mass of the dilepton pair: m`0`1 .
These variables were found to have the highest separation power. They are
ranked from top to bottom in the list by counting how often each variable
is used to split decision tree nodes, and by weighting each split occurrence
by the separation gain-squared it has achieved and by the number of events
in the node. The addition of further input variables is not seen to improve
the performance of the classifiers. Despite the charge asymmetry of the
ttW process at the LHC, the sum of lepton charges in the event ∑Q` has
not been found to improve the final sensitivity, therefore it has not been
included. For both classifiers, Njets is the most powerful variable, which is
expected given the higher jet multiplicity of the ttH final state with respect to
ttV and tt . Not surprisingly, the largest correlation is found between pT(`1)
and m`0`1 , and it is of order 60%. All the other correlations are below 20%.
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The input event sample is divided into orthogonal subsets for training the
algorithm and testing its performance, based on the parity of the EventNumber
flag associated to each simulated event. For cross-validation purposes, for
each of the two classifiers one BDTG is trained on even events and used to
classify odd events, and the opposite is done for a second BDTG. The BDTG
response function distribution of the BDTGttV and BDTGtt classifiers is rep-
resented in Figure 49. A good agreement between the shape of training and
test samples is observed, indicating absence of overtraining.
The discriminating power of BDTGttV and BDTGtt is shown in Figure 49e,
as the area under the curve representing the background rejection as a func-
tion of signal efficiency. The performance achieved for the fake background
case is sizeably better than in the ttV case, as expected from the greater sim-
ilarity of the ttV and ttH final states. Similar performance is achieved for
even/odd event sets, proving the classification is robust.
As it will be described in the next chapter, the outputs of the two BDTGs
are eventually combined and used as a single discriminating variable in a
template fit to the observed data to extract the ttH signal strength, µttH =
σ/σSM , that is, the ttH production cross section normalised to the SM value
under the assumption of SM Higgs decay branching ratios.
4.7 irreducible background validation
The irreducible backgrounds of this analysis - principally ttW , ttZ and
WZ - are directly estimated from simulation, similarly to the ttH signal. The
validity of the background modelling is checked in validation regions, de-
fined to be sufficiently close to the signal region event topology. All the pro-
cesses contributing to the validation regions are based on simulation except
for fakes, which are modelled via the matrix method as detailed in subsec-
tion 4.8.2.
4.7.1 Modelling of ttW
For the 2` SS 0τhad category, ttW represents the dominant irreducible back-
ground. Only weak constraints on the cross-section measurement of this
process - of order 30% - have been placed so far by ATLAS and CMS [148,
149]. It is therefore essential to ensure the prediction of its rate and kinemat-
ics from simulation is reliable.
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Figure 49: Distribution of the BDTG response function for 49a, 49b BDTGtt and
49c, 49d BDTGttV classifiers for training and test subsets (with even/odd
events cross-validation), and 49e their classification performance as
from the ROC (Receiver Operating Characteristic) curves showing back-
ground rejection versus signal efficiency.
4.7 irreducible background validation 119
Two validation regions are tested. One of them relies on a cut-based event
selection, reaching a purity of 45%. An alternative validation region is de-
fined in the two-dimensional (BDTGtt , BDTGttV) plane by selecting events
in a corner of phase space with maximal purity of ttW events. A similar
value (42%) as for the cut-based region is obtained, but with four times
more events. The two defintions are summarised in Figure 50. Despite that
in both cases the selected events belong to the 2` SS 0τhad signal region as
well, the overall signal contamination is small, accounting for approximately
6% in both regions.
ttW VR selection
2` passing T (11)
p`T > 30 GeV
Njets = 4
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H jetsT > 220 GeV (ee,OF only)
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Figure 50: Definition of the validation regions (VR) for the ttW process. The
H jetsT variable corresponds to the scalar sum of the transverse mo-
menta of all jets in the event and “OF” stands for “opposite-flavour’.
The plot shows the distribution of ttW events in the two-dimensional
(BDTGtt , BDTGttV) plane: the area below the black dashed line - de-
fined as (BDTGttV − BDTGtt < −0.7 OR BDTGttV < −0.7) - represents
the ttW validation region.
Distributions of some of the input variables of the BDT discriminators,
namely the event lepton flavour composition (parametrised as the number
of electrons per event), pT(`1), EmissT and m`` are displayed in Figure 51. In
the plots, the ttH yield is fixed to the SM expectation. A good agreement
between data and the model is seen in all cases. In both regions, the total
expected event yield is fitted to the observed data to extract the ttW strength
µttW , assuming the rates of all the other processes fixed to the SM prediction.
The fit procedure is identical to the one employed for measuring the ttH sig-
nal strength (µttH = σ/σSM) as described in the next chapter (see section 5.1),
except for having the ttW cross section modifier µttW as the parameter of in-
terest of the fit. A best-fit value of µttW = 1.28± 0.58 is obtained in the
cut-based validation region, and a value of µttW = 1.35± 0.43 in the MVA-
based region. The quoted uncertainties are statistical plus systematic (for
the latter, refer to section 4.9). In both cases, the result is compatible with
the SM expectation of 1 within 1σ, strengthening our confidence in the mod-
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elling of the ttW process provided by simulation. In the final fit for µttH, no
correction is applied to the normalisation of the ttW simulated sample.
4.7.2 Modelling of ttZ and WZ
To test the modelling of the ttZ process, a trileptonic validation region
is defined, requiring at least 4 jets in the event, of which more than one
must be b-tagged, and for the presence of at least one pair of same-flavour,
opposite-sign leptons with an invariant mass within a 10 GeV-wide window
around the Z pole. As for the lepton composition and classification, the ab-
solute value of the total charge must be equal to one; `0 indicates the lepton
with opposite-sign charge to the other two in the triplet. Of the remaining
same-charge leptons, `1 indicates the one closest in ∆R to `0, and `2 the
furthest one. The `0 has very low probability of being a fake from tt , there-
fore only loose isolation is applied on it, whereas both the SS leptons must
pass the tight selection of Table 11. An invariant mass of m`` > 12 GeV for
any same-flavour (SF), opposite-sign (OS) pair is required to suppress heavy
flavour resonances decays. The definition of the validation region is sum-
marised in Table 16. The purity achieved for ttZ is around 85%. Figure 52
illustrates the distributions of Ne, Njets, and the invariant mass of `0, `1. An
adequate agreement is found, therefore no additional corrections on the pure
simulation-based prediction are applied.
The diboson background for the 2` SS 0τhad final state is associated mostly
to theWZ process with associated radiation of gluons splitting into b-quarks,
or c-jets mis-tagged as b. Although this background is sub-dominant with re-
spect to ttW and ttZ in the 2` SS 0τhad signal region, it yields a non-negligible
contribution in the regions employed in the fake background estimation (sec-
tion 4.8). Currently, no measurement of the cross section of this specific pro-
cess is available. A cut-based trileptonic validation region for this process
is also summarised in Table 16. The definition follows the ttZ one, except
for loosening the requirement on the total jet multiplicity to allow for events
with as little as two jets, and the presence of exactly one b-tagged jet. The
agreement with data is good, as Figure 52 shows, even though the WZ pu-
rity achieved is only around 30%. Hence, a conservative uncertainty of 50%
on its cross section is assigned.
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Figure 51: Distributions of the number of electrons, pT(`1), EmissT and m`` for the
cut-based and MVA-based ttW validation regions. Errors include statis-
tical and systematic uncertainties (see section 4.9).
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Figure 52: Distributions of the number of electrons and jets for the cut-based
ttZ and WZ+ 1 b-tag validation regions (VR). For the ttZ region, m`0`1
is also displayed. Errors include statistical and systematic uncertainties
(see section 4.9).
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VR selection
ttZ WZ+ 1 b-tag
∑Q` ± 1
OS ` passing Loose WP isolation
SS `s passing T (11)
m`` > 12 GeV ∀ SF, OS pairs
At least 1 SF, OS pair with |m`` − 91.2| < 10 GeV
Njets ≥ 4 Njets ≥ 2
Nb−tags ≥ 2 Nb−tags = 1Table 16: Definition of the validation regions (VR) for the ttZ and WZ+ 1 b-tag
processes.
4.8 reducible background estimation
4.8.1 Estimation of the charge flip electrons background
When a true opposite-sign event such as tt→ (W+ → `+ν`)b(W− → `−ν`)b is
produced, there are three possibilities for it to be reconstructed, assuming a
finite probability e of mis-identifying the charge of an electron5.
• e+e− + X: opposite-sign, without any charge mis-identification, with a
probability of (1− e)2,
• e+e−+X: opposite-sign, where both electrons had their charge wrongly
reconstructed , with a probability of e2,
• e±e± + X: same-sign, with only one of the two electrons charge mis-
identified, with a probability of 2e(1− e).
Therefore, given N true opposite-sign events, the number of reconstructed
opposite-sign and same-sign events will be:
NOS =
(
1− 2e+ 2e2)N
NSS = 2e (1− e)N
(24)
Knowing the charge mis-identification rate e, it is possible to compute
the estimated number of same-sign events NSS satisfying a given selection
from the measured number of opposite-sign events NOS passing the same
selection requirements, for the ee and eµ, µe (OF) categories, respectively:
5 We assume the probability of charge flip for muons is negligible
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NSSee =
ei + ej − 2eiej
1− ei − ej + 2eiejN
OS
ee
= wQMisIDee × NOSee
NSSOF =
e
1− eN
OS
OF
= wQMisIDOF × NOSOF
(25)
where ei and ej are the charge mis-identification rates for each electron,
assuming they depend on properties of each single object.
The rate of an electron being reconstructed with incorrect charge is mea-
sured using a likelihood method in Z → ee events around the Z peak [121].
The charge mis-identification rate is estimated in six bins in η and four bins
in pT, and two bins in electron quality, that is, estimating rates independently
for electrons passing or failing the tight selection. The parametrisation in η
is adopted since the probability of bremsstrahlung radiation emission in-
creases with the amount of detector material crossed.
The bins are determined based on the available statistics, and the rate
dependence on η and pT. The background of events not consistent with the
Z→ ee process is subtracted using a sideband method.
The estimation is validated with a closure test in Z→ ee simulated events,
by comparing the charge flip rates from the Monte-Carlo truth with the ones
obtained by the likelihood method. The maximum observed relative devia-
tion is found to be 15%. An additional closure test is performed in data by
comparing the number of measured same-sign charge events to the number
of estimated same-sign events from reweighting opposite-sign events. The
results are found to agree within uncertainties. Additional uncertainties in-
clude the statistical uncertainty from the data and the variation in the rates
when the Z peak range definition is changed. The total uncertainty on the
charge flip rate is at most 20% with the dominant contribution at low pT
from the closure tests and at high pT from the statistical uncertainty. The
charge flip rate as measured in data is shown in Figure 53 as a function of η
for the four separate pT bins for electrons passing the tight selection, and for
electrons failing it. The error bars include both the statistical and systematic
uncertainties.
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Figure 53: The probability for an electron to be reconstructed with the wrong
charge as a function of η for four separate pT bins, for 53a electrons
passing tight selection and 53b electrons failing it, respectively.
4.8.2 The matrix method for non-prompt leptons and conversion fakesestimation
The estimation of the non-prompt fake leptons background and of the fake
background from photon conversions is performed by means of the matrix
method (MM). At hadron collider experiments, this is the most general data-
driven technique for estimating the contamination of fake physics objects,
given some level of selection. In ATLAS, it has been employed previously
in several top physics analyses [150, 151]; for the ttH search, it represents a
completely novel approach.
The underlying concept of the matrix method can be effectively outlined
in a simplified scenario where only one lepton is taken into account. Firstly,
consider a set of lepton candidates satisfying some baseline loose selection
(L); a subset of this consists of leptons which also pass a tight selection (T)
corresponding to the strict requirements for the signal region definition as
in Table 11. All the loose leptons which fail the tight selection are referred
to as anti-tight (/T); the “loose” set then corresponds to the union of “anti-
tight” and “tight” subsets. The number of events with a tight lepton, and
the one with an anti-tight lepton can be expressed in terms of efficiencies
and inefficiencies for loose real - or prompt - (r) and fake (f ) leptons to pass
the tight selection via a system of two linear equations expressed in matrix
form:
(
NT
N/T
)
=
(
εr εf
/ε r /ε f
)(
Nr
Nf
)
, (26)
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where εr (εf ) represents the efficiency for a real (fake) lepton to pass tight
selection, and /ε r ≡ (1− εr) (/ε f ≡ (1− εf )) represents the probability for a
real (fake) lepton to fail the tight but still pass the baseline selection.
By inverting this matrix equation, one can relate the unknown number of
real and fake leptons in a region of interest to a set of observable quantities,
i.e., the number of tight and anti-tight leptons and the efficiencies to pass the
tight selection. These can be measured directly in dedicated control regions
using data.
A simplified version of the method - known as the fake factormethod - was
used in the previous ttH multi-leptonic analyses. This method relies on the
hypothesis that prompt leptons are correctly modelled in simulation, and
leads to additional systematic uncertainties to cover up for this assumption.
Since in the matrix method both real and fake leptons are directly modelled
from data, a sizeable reduction of the systematic uncertainties is thus fore-
seen.
In our analysis case, there are two lepton candidates which could be fakes.
Therefore, a two-dimensional matrix method formalism is employed. Unless
differently stated, in the following leptons are ranked in descending order
of pT by convention. Depending on whether or not each lepton passes the
tight selection, each i-th event can be categorised as:
• TTi : event with both leptons passing tight selection (Tot. events: NTT).
• T/Ti : event with leading lepton passing tight selection and subleading
lepton failing tight selection (Tot. events: NT/T).
• /TTi : event with leading lepton failing tight selection and subleading
lepton passing tight selection (Tot. events: N/TT).
• /T/Ti : event with both leptons failing tight selection (Tot. events: N/T/T).
The first set corresponds to the signal region; the remaining three orthog-
onal regions are referred to as sidebands. A 4× 4 efficiency matrix can be
defined to map the total number of such events into the total number of
events in four dileptonic regions characterised by different real and fake lep-
ton composition, namely:
• rri : event with both leptons being real (Tot. events: Nrr).
• rf i : event with leading lepton being real and subleading lepton being
fake (Tot. events: Nrf ).
• fri : event with leading lepton being fake and subleading lepton being
real (Tot. events: Nfr).
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• ff i : event with both leptons being fake (Tot. events: Nff ).
The 4× 4 matrix equation can be written as:

NTT
NT/T
N/TT
N/T/T
 =

εr,1εr,2 εr,1εf ,2 εf ,1εr,2 εf ,1εf ,2
εr,1/ε r,2 εr,1/ε f ,2 εf ,1/ε r,2 εf ,1/ε f ,2
/ε r,1εr,2 /ε r,1εf ,2 /ε f ,1εr,2 /ε f ,1εf ,2
/ε r,1/ε r,2 /ε r,1/ε f ,2 /ε f ,1/ε r,2 /ε f ,1/ε f ,2


Nrr
Nrf
Nfr
Nff
 , (27)
The indexes for εr and εf refer to leading (1) and subleading (2) lepton pT.
To obtain the number of fakes in the signal region, the 4 × 4 matrix is
inverted (provided that εr 6= εf ):

Nrr
Nrf
Nfr
Nff
 =

εr,1εr,2 εr,1εf ,2 εf ,1εr,2 εf ,1εf ,2
εr,1/ε r,2 εr,1/ε f ,2 εf ,1/ε r,2 εf ,1/ε f ,2
/ε r,1εr,2 /ε r,1εf ,2 /ε f ,1εr,2 /ε f ,1εf ,2
/ε r,1/ε r,2 /ε r,1/ε f ,2 /ε f ,1/ε r,2 /ε f ,1/ε f ,2

−1
NTT
NT/T
N/TT
N/T/T
 . (28)
The final number of events with fakes in the signal region NfTT, i.e. the
total number of TT events with at least one fake lepton, can be obtained
from the definition:
NfTT = N
rf
TT +N
fr
TT +N
ff
TT = εr,1εf ,2N
rf + εr,2εf ,1Nfr + εf ,1εf ,2Nff . (29)
By plugging the matrix equation (28) into this formula, and making the
weighted sum over the events explicit, we finally obtain:
NfTT =
=∑
i
(
εr,1εf ,2 rf
)
i +
(
εr,2εf ,1 fr
)
i +
(
εf ,1εf ,2 ff
)
i =
=
{TT}
∑
i
(
wMMTT TT
)
i
+
{T/T}
∑
i
(
wMMT/T T/T
)
i
+
{/TT}
∑
i
(
wMM/TT /TT
)
i
+
{/T/T}
∑
i
(
wMM/T/T /T/T
)
i
(30)
where:
128 search for the tth production in the multileptonic final state
wMMTT i =
(
1− αεr,1εr,2/ε f ,1/ε f ,2
)
i
wMMT/T i =
(
αεr,1εr,2εf ,2/ε f ,1
)
i
wMM/TT i =
(
αεr,1εr,2εf ,1a/ε f ,2
)
i
wMM/T/T i = −
(
αεr,1εr,2εf ,1εf ,2
)
i
αi =
1(
εr,1i − εf ,1i
) (
εr,2i − εf ,2i
)
(31)
Each i-th event will contribute to only one of the four sums on the right
side of Eq. (30).
Assumptions of the method
For the matrix method to work as previously illustrated, it is necessary
that at least one of the following conditions is fulfilled:
• Fake leptons from different sources must have the same efficiency to
pass the tight selection.
• The sources of fake leptons must have the same composition in the
control regions where the fake rates are extracted, and in the target
regions where the fake background is actually estimated.
As anticipated, several sources of fake leptons do coexist in the ttH multi-
leptonic final state, notably non-prompt leptons from heavy hadron decays,
electrons from converted photons, and charge flip electrons.
charge flip background in the matrix method Electrons with mis-
identified charge have a different efficiency of fulfilling the tight selection
requirements than electrons with correctly assigned charge. Furthermore,
their relative fraction is found to be larger in the low jet multiplicity regions
where the fake rates are measured (defined in the next paragraphs) than
in the 2` SS 0τhad , high jet multiplicity signal region. As a consequence,
regions contaminated by such background - namely ee and eµ - must be
treated differently than µµ in the context of the matrix method. As from sec-
tion subsection 4.8.1, charge flip background events NQMisID are estimated
with an independent data-driven technique by reweighting opposite-sign
(OS) data events by a factor wQMisID which depends on the probability of
single electrons to be reconstructed with the wrong charge, according to
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Eq. (25). These events can be subtracted from the region used in the matrix
method by taking advantage of the linearity of Eq. (30). This effectively de-
couples the estimation of this background from the estimation of the other
fakes. In fact, the above equation can be rewritten as:
NfTT = N
rf
TT +N
fr
TT +N
ff
TT
= εr,1εf ,2Nrf + εr,2εf ,1Nfr + εf ,1εf ,2Nff =
= wMMTT N
TT + wMMT/T N
t/T + wMM/TT N
/TT + wMM/T/T N
/T/T →
→ wMMTT
(
NTT −NTTQMisID
)
+ wMMT/T
(
NT/T −NT/TQMisID
)
+
+ wMM/TT
(
N/TT −N/TTQMisID
)
+ wMM/T/T
(
N/T/T −N/T/TQMisID
)
(32)
Once making the weighted sums explicit, it eventually reads:
NfTT =
=
{TT,SS}
∑
i
(
wMMTT TT
)
i
−
{TT,OS}
∑
i
(
wMMTT w
QMisID
TT TT
)
i
+
+
{T/T,SS}
∑
i
(
wMMT/T T/T
)
i
−
{T/T,OS}
∑
i
(
wMMT/T w
QMisID
T/T T/T
)
i
+
+
{/TT,SS}
∑
i
(
wMM/TT /TT
)
i
−
{/TT,OS}
∑
i
(
wMM/TT w
QMisID
/TT /TT
)
i
+
+
{/T/T,SS}
∑
i
(
wMM/T/T /T/T
)
i
−
{/T/T,OS}
∑
i
(
wMM/T/T w
QMisID
/T/T /T/T
)
i
(33)
From simulation, the fake electron origin is known to be in more than
90% of the cases the same in signal region dielectron events regardless of the
relative lepton charge. This allows exploiting a unique measurement of ε f -
as will be described in the following - for reweighting both SS and OS data
events.
non-prompt lepton and photon conversion backgrounds in thematrix method Ignoring charge flips, Figure 54 shows the fractions of
fake leptons from different origins in tt simulated events - defined as the
ratio of fake leptons coming from a specific source over the total number
of fakes - in different 2` SS 0τhad regions split by lepton flavour composi-
tion and jet multiplicity. All leptons are required to pass the tight selec-
tion. In the plot, “CR” indicates dileptonic regions with low jet multiplicity
(2 ≤ Njets ≤ 3), whereas “SR” represent the signal regions, characterised by
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a higher number of jets (Njets ≥ 4). The control regions with low jet multi-
plicity are used to measure the real and fake efficiencies, as detailed in the
next paragraph.
ee, CR ee, SR OF, CR OF, SR , CRµµ , SRµµ
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Figure 54: The composition of fake lepton sources in events with tight leptons in
the 2` SS 0τhad signal and control regions as estimated in tt simulation.
For muons, the majority of fakes consists of non-prompt leptons from b-
flavoured hadron decays. Other types of fakes include muons from J/ψ
resonance decays, charm and light flavoured mesons (pi,K. . . ) decays, non-
prompt τ lepton decays and mis-identified jets. All these sources have frac-
tions that are either stable across the regions or negligible.
In the electron case, the picture is more complex. In general, the fraction of
non-prompt electron fakes dominates, but a large fraction of electrons from
photon conversions is also present. This is a consequence of the usage of the
PromptLeptonIso algorithm, which is specifically targeted at suppressing the
lepton fakes contribution from heavy flavour decays. The fractions of fakes
which are neither non-prompt, nor conversions are small (. 5%) and fairly
similar in all regions, thus they are neglected.
On the contrary, the relative electron non-prompt and conversion fakes
fractions are not stable. Also, the efficiency for non-prompt electrons is much
smaller than the one for conversions by approximately a factor 6 in simula-
tion, meaning that those two processes cannot be estimated properly by the
matrix method described in Eq. (33). This would call for an independent
fake estimation strategy for non-prompt electrons and photon conversions,
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respectively, using separated control regions enriched in either type of fakes
to measure their efficiency.
Since we could not define such independent regions with sufficiently high
purity given the available data statistics, an alternative strategy has been de-
vised. The approach is to account for the two contributions simultaneously
by measuring an effective fake efficiency in a control region with both types
of fakes, and correct this efficiency for the different proportion of conver-
sions in the signal region using rescaling factors extracted from simulation,
where the efficiencies for each fake type are known. Starting from the ef-
fective efficiency for non-prompt and conversions 〈εCR〉 as measured in the
electron fake-enriched control region, the efficiency used to estimate fakes in
a region of interest i is obtained by multiplying 〈εCR〉 by a rescaling factor αi
to account for the relative proportions of conversion and non-prompt fakes
between the control region and the region itself 6:
〈ε i〉 = (1+ αi) · 〈εCR〉
αi =

(
1− f Xiγ
)
· εHF + f Xiγ · εγ(
1− fCRγ
) · εHF + fCRγ · εγ
− 1, (34)
where the f Xiγ indicate the conversion fractions, and εHF(εγ) are the non-
prompt (conversion) fake rates as predicted from simulation.
Real and fake lepton efficiency measurement
A set of two control regions - referred to as real and fake control regions
(CRs) in the following - is defined to measure the efficiency for real and fake
leptons to pass the tight selection requirements. In the following, these are
sometimes referred to as real efficiency and fake efficiency for simplicity.
Such control regions are designed to be representative of the 2` SS 0τhad sig-
nal region in term of kinematics and background composition, although re-
taining sufficiently large statistics. Orthogonality is enforced by means of a
requirement of 2 or 3 jets only in the event. The requirement for at least one
b-tagged jet is kept to avoid potentially large changes in the fakes composi-
tion.
real control region definition and ε r measurement The real con-
trol region is designed to be enriched in prompt leptons from dileptonic tt de-
cays by requiring the presence of two leptons with opposite-sign charge and
6 Here we assume electron fakes are either non-prompt or photon conversions.
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Real lepton-enriched CR
Njets 2,3
Nτhad 0
Nb−tags ≥ 1 (MV2c10, 70% eff.)
N` 2
Lepton charge OS
Lepton flavour eµ,µe
Lepton selection L (11)
p`T ≥ 20 GeV
Trigger
Logical OR of SLTs
(e, µ) as from Tab. 12
Nr. trigger-matched ` ≥ 1
Table 17: Definition of the control region used for measuring the real lepton effi-
ciency. The same region is used to measure both εr(e) and εr(µ).
opposite flavour. The event topology is very close to the signal region, where
we expect prompt leptons to be often found close to b-jets. The prompt lep-
ton purity achieved is very high, as can be observed in Figure 55. The full
definition of the control region is summarised in Table 17.
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Figure 55: Observed and expected events in the real control region with tight elec-
trons and muons.
A tag and probe method is used to measure the real efficiency for both elec-
trons and muons. Each event in the control region is tagged by requiring
at least one of the leptons to pass the tight offline selection and be matched
to a lepton reconstructed at trigger level. Then the other lepton - which is
unbiased by both the offline and trigger selection - is picked as the probe
candidate for the efficiency measurement. In case two tag candidates are
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found, both leptons are considered as valid probes and used for the mea-
surement. This procedure follows the one used to measure the muon and
electron efficiencies for calibrating the tight selection working point.
The efficiency for prompt leptons is defined on a per-event basis as the
ratio of “numerator” events where the probe passes the tight selection, and
“denominator” events where the probe passes no additional selection other
than the baseline loose one:
εr(e, µ)i =
NT(e,µ)i −NT(e,µ)bkg i
NL(e,µ)i −NL(e,µ)bkg i
, (35)
where the background from events with fake leptons is subtracted. Given
the small amount of such fake events, these are estimated directly from
tt and single top simulation. The index i in the definition accounts for the
pT binning chosen for parametrising the efficiency.
Since the tag lepton must always be tight, the numerator events are asso-
ciated to tight-tight (TT) dilepton pairs, whereas denominator events are as-
sociated to tight-loose (TL = TT+ T/T), loose-tight (LT = TT+ /TT) dilepton
pairs. Figure 56 shows the probe lepton pT distributions in data and back-
ground, for numerator and denominator events. After subtracting the back-
ground from the data, their ratio eventually gives the real efficiencies dis-
played in Figure 57. The error bars include systematic uncertainties, which
will be discussed later in subsection 4.9.1.
fake control region definition and ε f measurement Unlike the
real control region, which represents a pure sample of prompt leptons once
the small fake background contamination has been subtracted, it is not pos-
sible to select a purely fake-enriched region. In fact, only a semileptonic
tt control region with one real lepton and one fake can be defined. Because
of this ambiguity, a slightly different approach than the standard tag-and-
probe method is followed to measure the fake efficiency for electrons and
muons.
Measurement of εf (e) When considering opposite-flavour, same-sign dilep-
ton events where a tight muon firing the single muon trigger is found,
the muon itself has a high probability of being the prompt lepton of the
pair, leaving the electron as a suitable unbiased probe candidate to measure
the fake efficiency. An additional advantage of using only opposite-flavour
events to measure the electron fake efficiency is the small amount of charge
flip events to be subtracted compared to same-sign ee events. Table 18 sum-
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Figure 56: Distributions of pT for probe electrons and muons in the real control re-
gion (numerator and denominator events) for data events, and for back-
ground events to be subtracted to data.
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Figure 57: Electron and muon real efficiencies as measured in data. The bands
represent the total systematic uncertainty (see subsection 4.9.1). The last
bin includes overflows.
marises the definition of the control region used to measure the electron fake
efficiency.
A large variation of the fake electron origin fractions depending on the
number of b-tagged jets is observed in simulation: events with Nb−tags = 2
have a consistently higher fraction of fakes from photon conversions (ap-
proximately 60% of the total) compared to Nb−tags = 1 events (∼ 20%). This
is an effect of the electron-jet overlap removal procedure by which jets found
within ∆R = 0.3 of an electron are removed. This enhances the population of
fakes not necessarily related to jet proximity - such as converted photons - in
all the events where both the b-jets are kept. Therefore, a Nb−tags-dependent
parametrisation of the electron fake rate has been adopted. This choice is par-
ticularly beneficial, as the Nb−tags = 2 corner of the phase space is the one
where we expect to be most sensitive to the ttH signal. Alternative parametri-
sations such as (pT, η), (pT,∆R(e, jet)) were tested, but they did not improve
the modelling of electron fakes. A two-dimensional (Nb−tags, pT) parametri-
sation for the electron fake efficiency has also been tried. However, the pT
slices of the 2D efficiency map have been observed to be approximately flat
within the statistical uncertainties across the full transverse momentum spec-
trum, hence a one dimensional parametrisation on Nb−tags only was consid-
ered appropriate. The choice made represents the best compromise between
providing a good modelling of fakes and minimising the statistical uncer-
tainty.
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Fake electron-enriched CR
Njets 2,3
Nτhad 0
Nb−tags ≥ 1 (MV2c10, 70% eff.)
N` 2
Lepton charge SS
Lepton flavour eµ,µe
Lepton offline sel. L (11)
p`T ≥ 20 GeV
Tag lepton sel.
T (11) µ
and matched to any SLT (µ)
(12)
Table 18: Definition of the control region used for measuring the electron fake
efficiency. Note that the muon is required to tag the event, with the re-
maining electron being used as selection-unbiased probe for the efficiency
measurement.
The efficiency for fake electrons, similarly to the real electron case, is de-
fined on a per-event basis as:
εf (e)i =
NT(e)i −NT(e)bkg i
NL(e)i −NL(e)bkg i
. (36)
The index i refers to the Nb−tags bin in question. The “background” to be
subtracted accounts for events with genuine prompt same-sign lepton pairs
such as ttW , ttZ and diboson, charge flip events, and semileptonic tt events
with mis-assigned probe electron. Except for charge flips, these backgrounds
are all estimated from simulation.
The overall fake lepton purity achieved is manageable, as shown in Ta-
ble 19. The background to be subtracted is approximately 17% of the ob-
served data yield for denominator events, and approximately 35% for nu-
merator events. The amount of tt events where the probe electron happens
to be prompt is small, accounting for only ≈ 6% of the total background
events to be subtracted at the numerator.
Figure 58 shows the Nb−tags distribution for probe electrons in data for nu-
merator and denominator events, whose ratio gives the efficiency displayed
in Figure 59 after subtracting the backgrounds.
Measurement of εf (µ) In the muon case, using a similar approach as
for electrons by selecting opposite-flavour SS events, tagging on a tightly
selected, trigger-matched electron and using the muon as probe, is not opti-
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Figure 58: Distributions of Nb−tags for probe electrons in the same-sign, opposite-
flavour fake e control region (numerator and denominator events) for
data events, and for background processes with prompt probe electrons
that have to be subtracted to data.
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Loose probe e (D) Tight probe e (N)
Yield
Fraction of
Yield
Fraction of
Tot. Sub. [%] Tot. Sub. [%]
Observed 4755 124
Tot. Sub. 814.9 ± 9.0 44.5 ± 1.9
ttZ 4.5 ± 0.2 0.5 3.0 ± 0.1 6.6
Diboson 24.7 ± 6.1 3.0 10.0 ± 1.6 22.4
Others 4.2 ± 0.2 0.5 2.9 ± 0.2 6.4
Charge flip 738 ± 6 90.5 7.7 ± 0.1 17.4
ttW 22.7 ± 0.4 2.8 15.5 ± 0.4 34.8
tt 11.1 ± 2.2 1.4 2.9 ± 0.9 6.5
tt¯(γ∗``) 10.1 ± 0.3 1.2 2.6 ± 0.2 5.9
Table 19: Observed and expected event yield for numerator (N) events (i.e., where
the probe passes the tight selection) and denominator (D) events of the
electron fake CR. “Tot. Sub.” represents the total yield from the listed
background events with a prompt probe electron to be subtracted. Uncer-
tainties are only statistical.
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Figure 59: Electron fake efficiency as measured in data, as a function of Nb−tags.
The bands represent systematic uncertainties, as discussed in subsec-
tion 4.9.1.
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Fake muon-enriched CR
Njets 2,3
Nτhad 0
Nb−tags ≥ 1 (MV2c10, 70% eff.)
N` 2
Lepton charge SS
Lepton flavour µµ
Lepton offline sel. L (11)
p`T ≥ 20 GeV
Tag lepton sel.
T (11) µ
and matched to any SLT (µ)
(12)
OR (if both T-trigger-matched)
leading-pT µTable 20: Definition of the control region used for measuring the muon fake lepton
efficiency. Note that when both muons are tight and trigger-matched, the
subleading pT muon is chosen as probe.
mal. In fact, for numerator events the probability of selecting an actual fake
muon as the probe becomes very low when both the leptons are required to
pass the tight selection. To overcome this, a tag and probe method in same
flavour µµ events is used, assuming that in case both muons are tight and
fired the trigger, the subleading one is more likely to be the fake lepton in
the pair, hence it is chosen as the probe. Table 20 summarises the definition
of the control region used to measure the muon fake efficiency.
A poor modelling of the low ∆R(µ, jet) 7 corner of the signal region
phase space is observed when using a one-dimensional pT parametrisation
of the muon fake rate. To account for the impact from nearby jets, a two-
dimensional (∆R(µ, jet), pT) parametrisation of the rate was found to be the
best handle to improve the modelling. The choice of two bins for ∆R(µ, jet)
([0.0, 1.0, 5.0]) and two bins for pT ([20, 50,≥ 210] GeV) represents the best
compromise between the ability to model muon fakes properly and to cope
with limited statistics in the control region.
The efficiency for fake muons is defined as:
εf (µ)i =
NT(µ)i,j −NT(µ)bkg i,j
NL(µ)i,j −NL(µ)bkg i,j
. (37)
7 Henceforth ∆R(`, jet) indicates the distance in (η, φ) of a lepton to the closest jet.
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Loose probe µ (D) Tight probe µ (N)
Yield
Fraction of
Yield
Fraction of
Tot. Sub. [%] Tot. Sub. [%]
Observed 1680 159
Tot. Sub. 80.7 ± 3.4 61.5 ± 2.8
ttZ 5.2 ± 0.2 6.4 4.5 ± 0.2 7.3
Diboson 21.6 ± 2.5 26.7 15.8 ± 2.2 25.7
Others 5.3 ± 0.2 6.6 4.7 ± 0.2 7.6
ttW 27.4 ± 0.5 34.0 24.6 ± 0.5 40.0
tt 11.6 ± 2.2 14.4 8.6 ± 1.6 14.0
tt¯(γ∗``) 9.6 ± 0.3 11.9 3.3 ± 0.2 5.3
Table 21: Observed and expected event yield for numerator (N) events (i.e., where
the probe passes the tight selection) and denominator (D) events of the
muon fake CR. “Tot. Sub.” represents the total yield from the listed back-
ground events with a prompt probe muon to be subtracted. Uncertainties
are only statistical.
The double index (i, j) refers to the (∆R(µ, jet), pT) bin in question. In the
muon case, the “background” to be subtracted does not account for charge
flip contamination. The assumption of using the pT ranking as criterion
to solve the ambiguous cases of both muons being tight and matched to the
trigger - despite introducing a selection bias - does not have a significant neg-
ative impact on the muon fake estimate. This can be inferred from Table 21:
the contamination of events where the probe was mis-assigned reaches at
maximum 14% of the total yield to be subtracted. Decent fake lepton purity
is achieved: the prompt event yield to be subtracted is approximately 5% of
the observed data yield for denominator events, growing to approximately
38% for numerator events.
Probe muon pT and ∆R(µ, jet) projections of the (∆R(µ, jet), p`T) distribu-
tions in data for numerator and denominator events are represented in Fig-
ure 60. Figure 61 displays the 2D (∆R(µ, jet), pT) efficiency map projected
along pT for different ∆R(µ, jet) regions.
Closure test in simulation
A closure test of the method has been performed in order to validate the
assumptions of the method, as well as to ensure no additional method bias
is present and the matrix method algebra itself is correct. The test consists
of comparing the prediction from “out-of-the-box” simulation to the fakes
estimation obtained from measurement of real and fake efficiencies as ex-
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Figure 60: Distribution of pT and ∆R(µ, jet) for probe muons in the same-sign,
same-flavour fake µ control region (numerator and denominator events)
for data events, and for background processes with prompt probe muons
that have to be subtracted to data.
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Figure 61: Muon fake efficiency as measured in data. The plot represents the fake
rate projection over pT for each ∆R(µ, jet) slice of a 2-dimensional effi-
ciency map. The bands represent systematic uncertainties, as discussed
in subsection 4.9.1.
plained previously, but using only simulated events from the same process.
The tt sample is employed for this test.
One obvious potential source of non-closure is the Njets-dependent extrap-
olation between the low jet multiplicity fake control regions and the high jet
multiplicity signal regions. To assess the robustness of the method and check
whether any additional extrapolation effect other than the one just cited, the
closure test is firstly performed in three low jet multiplicity regions split by
lepton flavour composition - ee, µµ and OF. The different flavour combi-
nations are tested separately to check any effect of flavour-dependent fake
lepton origin fraction instability. This is particularly crucial to ensure the α
rescaling procedure applied works as expected. Any non closure observed
there will also account for missing non-trivial efficiency parametrisations
and binning effects. Finally, the closure test is performed in the signal re-
gions for the final state categories split by flavour: ee, µµ and OF.
The event selection is the same used for the main analysis signal region
definition, except for the jet multiplicity cuts which can vary between 2 ≤
Njets ≤ 3 and Njets ≥ 4. The expected prediction is obtained from tt events,
selecting a sample with two tight leptons, and requiring the presence of
at least one truth-matched fake lepton - either coming from a photon con-
version or from heavy flavour decay. On top of this selection, events with
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truth charge flip leptons are vetoed as well. The same truth selection is also
applied in all the four loose sidebands contributing to the matrix method
estimate. Events are normalised to the tt cross section, and to an integrated
luminosity of 36.1 fb−1.
Figure 62 displays the real and fake efficiencies as measured in tt events
according to the previously described methods, where a truth requirement
of exactly two prompt leptons is applied in the real control region. In the
fake case, the probe lepton is instead required not to be prompt, and truth
charge flip events are vetoed. Such efficiencies are used to compute the
matrix method weights for the same tt sample used to derive them.
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Figure 62: Electron, muon real (left) and fake (right) efficiencies as measured in
tt simulation. In the muon fake case, the plots is an inclusive projection
over pT of the (∆R(µ, jet), pT) efficiency map previously described.
The non-closure (ζ) can be directly obtained from the ratio of the pure
simulation and matrix method predictions - which we refer to as scale factor
(SF) in the following - and is defined as the relative bias between the two
estimates:
SF =
Ntt
NMM
,
ζ = 1− SF = NMM − Ntt
NMM
,
σζ = σSF =
√
1
N2MM
· σN2tt +
N2tt
N4MM
· σN2MM.
(38)
The error on the matrix method estimate σNMM is a combination of the
statistical uncertainty driven by the statistical size of the signal region and
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ee µµ OF
tt MC 73.1 ± 4.5 84.4 ± 4.9 141.8 ± 6.3
MM fakes (tt ) 67.2 ± 4.5 81.0 ± 5.7 134.1 ± 7.1
Non-closure (ζ) -8.9 ± 10.0 [%] -4.2 ± 9.5 [%] -5.8 ± 7.3 [%]
Table 22: Total yield of tt events with fakes based on simulation, and the yield
of fake events estimated with the matrix method applied on the same
simulated sample in the 2 ≤ Njets ≤ 3, Nb−tags ≥ 1, and the non-closure
ζ. Errors for the matrix method fakes arise from the SR and sidebands
statistics, as well as from the statistics of the control regions.
of the MM sidebands, and the uncertainty on the measured efficiencies. In
this test, the latter depends exclusively on the statistical size of the control
regions. The above formula for the non-closure uncertainty holds in case
σNMM and σNtt are not correlated. This is true in first approximation, since
the contribution of the TT region - which is the only one not independent
between the pure simulated event set and the matrix method set - has a
small contribution to the total fakes yield compared to the sidebands with
anti-tight leptons.
In the following, we consider the method as fully validated if the non-
closure ζ is consistent with zero within 1σζ . Still, if a small non-closure
(. 1.5σζ) is found, we choose not to correct for the bias. However, the max-
imum between ζ and its statistical uncertainty is conservatively accounted
for as the non-closure systematic uncertainty on the matrix method. The
total event yield for matrix method fakes and pure simulation prediction in
the low jet multiplicity region is summarised in Table 22. The non-closure
in all channels is found to be consistent with zero within its uncertainty.
Figure 63 shows the shape of the final BDTG discriminator 8 in the signal
region split by lepton flavour - for matrix method fakes and pure simulation
prediction in the signal region. No significant trend within the statistical
uncertainty for the non-closure is seen across the BDTG shape. The total
event yield and the non-closure are summarised in Table 23. No significant
non-closure is seen in the µµ channel, and in the ee, OF channel is of order
∼ 11± 9%. Based upon our previous considerations, we therefore neglect
such small bias. This implies the Njet extrapolation uncertainty is small,
and that the α rescaling procedure is effective in accounting for the uneven
electron fake composition between the electron fake control region and the
signal regions.
8 This is obtained by combining the output of the BDTGttV , BDTGtt classifiers, as described in
the next chapter.
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Figure 63: Distributions of the final BDTG discriminator output in the
2` SS 0τhad signal region split by lepton flavour, for pure tt events (dots)
and matrix method fakes with efficiencies extracted from tt (purple his-
togram). The dashed lines represent the sum in quadrature of the sta-
tistical error of the sidebands and the error obtained by propagating the
uncertainty on the efficiencies to the matrix method event weights. The
line in the bottom panel represents the scale factor in each bin of the
distribution, with the dashed band representing its uncertainty.
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ee µµ OF
tt MC 53.4 ± 3.8 57.5 ± 4.0 112.8 ± 5.6
MM fakes (tt ) 59.7 ± 3.8 61.4 ± 4.9 101.2 ± 5.9
Non-closure (ζ) 10.6 ± 8.5 [%] 6.3 ± 9.8 [%] -11.5 ± 8.5 [%]
SF 1 1 1
ζ systematic uncertainty 11 [%] 10 [%] 11 [%]
Table 23: Total yield of tt events with fakes based on simulation, and the yield
of fake events estimated with the matrix method applied on the same
simulated sample in the 2` SS 0τhad , and the non-closure ζ. Errors for
the matrix method fakes are statistical plus systematic. If the non-closure
ζ is consistent with zero within . 1.5σ, a SF of 1 is quoted, meaning no
significant method bias is found. The non-closure systematic is taken as
max(ζ, σζ).
Study of trigger bias effects
In the adopted implementation of the matrix method, efficiencies are mea-
sured without any lepton trigger selection, which can be tighter than the
offline loose selection. Still, such unbiased efficiencies are used to compute a
MM weight for events where one (or both) lepton has fired the trigger, thus
carrying its selection bias. This could potentially result in an incorrect fake
prediction. Particular care must be taken when single lepton triggers are
used to select events both in the signal region and in the MM sidebands, as
it is in our case of a SLT||DLT trigger selection (see Table 12). In fact, SLTs
require quite tight isolation and/or particle ID. On the contrary, dilepton
triggers do not have any of these tight selections, therefore they are expected
not to bias the offline efficiency measurement.
A study to assess the impact of such an effect has been carried out on
tt simulated events by comparing the “nominal” matrix method closure test
with the one obtained by applying trigger-dependent efficiencies in Eq. (33)
selectively on each lepton, depending on whether it fired the single lepton
trigger or not (see Table 12). Trigger-dependent efficiencies are measured
with the tag-and-probe method previously described, additionally requiring
the probe lepton to be either matched to the relevant SLT trigger object, or
fail the matching. The pT binning of the efficiencies has been modified to
match with the online pT thresholds of the SLTs used. Figure 64 illustrates
the effect of the trigger bias on the efficiencies in comparison to the baseline
measurement.
For pT below the lowest trigger threshold, events are always being trig-
gered by the tag lepton only, hence no change in the efficiency is seen. As
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expected, for probe leptons with pT above threshold, the probability of pass-
ing the offline tight selection is higher when the reconstructed lepton also
fired the trigger. For muons, the isolation requirement is applied only for
leptons with pT up to 50 GeV. Above this threshold, no significant difference
in the efficiency to pass the offline tight selection is found, regardless of the
muon being trigger-matched or not.
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Figure 64: Real and fake lepton efficiencies measured in tt simulated events.
Dashed lines represent efficiencies for leptons which either passed the
SLT trigger (upward triangle markers) or not (downward triangle mark-
ers). The vertical lines indicate the online pT thresholds for the SLTs
listed in Table 12.
The non-closure as extracted from the total estimated event yield is shown
in Table 24. For the nominal setup, values are slightly different than in
Table 23 because of the different binning adopted. Figure 65 displays a
comparison of the sub-leading lepton pT closure plots in the signal region,
split by flavour composition.
148 search for the tth production in the multileptonic final state
ee µµ OF
Nominal MM setup
Non-closure (ζ) 10.7 ± 8.6 [%] 6.5 ± 9.8 [%] -11.0 ± 8.5 [%]
Trigger-dependent efficiencies
Non-closure (ζ) 9.4 ± 9.3 [%] 9.2 ± 11.4 [%] -7.9 ± 9.6 [%]
Table 24: Comparison of the closure test in the 2` SS 0τhad signal region, split
by lepton flavour, in the nominal MM setup and the one with trigger-
dependent efficiencies used in the MM equations (see Figure 64). Errors
for the matrix method fakes are statistical plus systematic.
A slightly better overall closure is observed for the trigger-dependent
setup, although with larger uncertainties due to the CR events being split
depending on the probe matching the trigger. No significant change in the
pT distribution is seen. Given the small gain in using trigger-dependent ef-
ficiencies in the matrix method, it is therefore concluded that the usage of a
SLT||DLT trigger selection is sufficiently robust against trigger bias effects.
Matrix method fakes modelling validation in data
The full data-driven fakes estimation is validated by comparing data with
the expected distributions from our background model in a set of validation
regions (VRs), designed to be enriched in fakes events and similar to the
signal region, albeit orthogonal to it. They are defined by reverting the jet
multiplicity cut to include only 2 ≤ Njets ≤ 3 events, and are separated in
terms of flavour of the leptons in the pair. In the µµ and OF cases, the VRs
overlap with the “numerator” subset of the fake control region used for the
efficiency measurement. A full set of control plots is displayed in Figures 67,
68, 69, and the normalisation is checked in Figure 66. In all figures, the
ttH signal is fixed to the SM prediction.
The comparison of data to the total expectation reveals fair modelling of
the fakes background as predicted by the matrix method within the uncer-
tainties. In particular, good modelling of the Nb−tags distribution in ee can
be observed, owing to the usage of the two-dimensional parametrisation for
the electron fake rate. Also, the low ∆R(µ, jet) tail of the distribution for
muon fakes is well modelled.
In the 2` SS 0τhad SR, the ratio for the fake background yield estimated by
the matrix method in data with respect to the predictions from tt simulation
is found to be 2.0± 0.5 for ee, 1.5± 0.5 for µµ and 1.7± 0.4 for OF. Errors
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Figure 65: Sub-leading lepton pT distribution for pure tt events (dots) and matrix
method fakes with efficiencies extracted from tt (purple histogram), for
ee, µµ, OF SR events. In the left side plots, efficiencies are estimated
without any trigger selection on the probe lepton (indicated as “nominal”
MM setup). In the right side plots, trigger-dependent efficiencies are
used instead in the matrix method equations.
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Figure 66: Total event yield in the 2 ≤ Njets ≤ 3 validation regions, split by lepton
flavour.
include the total uncertainty on the matrix method prediction (see subsec-
tion 4.9.1) and the statistical uncertainty on the simulated yield.
4.9 systematic uncertainties
The numerous systematic uncertainties on signal and background mod-
elling and acceptance, as well as on physics object reconstruction, calibration
and identification efficiency can affect either the event yield in the signal re-
gion (normalisation systematics), the kinematic properties of each event (shape
systematics), or both simultaneously. The effect of the systematics are esti-
mated as a ±1σ variations around the nominal value of a given quantity.
The following paragraphs summarise the evaluation of the detector-related
experimental uncertainties, as well as of the systematics related to the signal
and background modelling.
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Figure 67: Observed and expected distributions in the ee, TT leptons, 2 ≤ Njets ≤ 3,
Nb−jets ≥ 1 validation region. The band in the lower panel represents the
total uncertainty on the background model, statistical plus systematic.
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Figure 68: Observed and expected distributions in the µµ, TT leptons, 2 ≤ Njets ≤
3, Nb−jets ≥ 1 validation region. The band in the lower panel represents
the total uncertainty on the background model, statistical plus system-
atic.
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Figure 69: Observed and expected distributions in the OF, TT leptons, 2 ≤ Njets ≤
3, Nb−jets ≥ 1 validation region. The band in the lower panel represents
the total uncertainty on the background model, statistical plus system-
atic.
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4.9.1 Fake lepton background uncertainties
Systematic uncertainties on the data-driven, reducible fake lepton back-
ground derive from:
• The uncertainty on the normalisation of the background processes sub-
tracted in the real/fake control regions.
• The statistical uncertainty of the control regions, i.e., the statistical un-
certainty on the efficiencies.
• The statistical uncertainty of the SR and the loose sidebands regions.
• The uncertainty on the simulation-based α rescaling procedure for con-
versions.
• The uncertainty on the non-closure.
In the real control region, a conservative 30% uncertainty is assigned
on the fake tt opposite-sign background normalisation. This is eventually
shown to have no sizeable impact on the final result, therefore it is ne-
glected. In the fake control regions, a theory uncertainty of 14% is assigned
to the ttW , ttZ normalisation to account for the production cross-section
uncertainties from variations of QCD scales and PDF+αs, following the pre-
scription described in subsection 4.3.1. In accordance with the discussion
in section 4.7, a 50% uncertainty is assigned on diboson processes, mostly
WZ + 1 b-jet events. This is a conservative estimate based on the low pu-
rity achieved in our WZ validation region for constraining its normalisation.
Finally, a 30% normalisation uncertainty is chosen for all the remaining sim-
ulated processes to be subtracted, namely tt events where the probe lepton
was mis-assigned and rare SM processes. As for the charge flip subtraction,
the total statistical plus systematic uncertainty on the data-driven estimate is
accounted for as a normalisation uncertainty. The background theory uncer-
tainties are treated as fully correlated across the efficiency bins, and between
the numerator and denominator subsets of the control regions. In total, four
systematic uncertainties account for variations of the background subtrac-
tion. All detector-related systematic uncertainties affecting simulation are
neglected, as we assume they are sub-dominant compared to the size of the
background normalisation uncertainties.
The uncertainties on the efficiencies are propagated to the event weights,
Eq. (31). Each bin of the fake efficiency parametrisation has been varied inde-
pendently from the others by its statistical uncertainty, leading to a different
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systematic event weight for each bin variation. For real efficiency, no differ-
ence is seen when considering a fully correlated variation, likely due to the
small size of this uncertainty. This approach is thus followed for simplicity.
In total, 7 components are considered for the statistical uncertainty on the
efficiencies.
Two αi scaling factors (see Eq. (34)) are relevant to the 2`SS0τ signal region:
αee and αOF. A 40% systematic uncertainty on the f
Xi
γ fractions is assigned.
This is a conservative estimate, based on the linear sum of a 20% uncertainty
estimated from studies of the Inner Detector material description [152], and
a 20% uncertainty on the measured ttγ cross section [153]. This systematic
is assumed to be fully correlated between the OF control region and all
the regions to which the efficiency is extrapolated. A 50% uncertainty is
then assigned on both εγ and εHF, based on the observed differences in the
average fake rates between simulation and data. Under the assumption that
all sources of uncertainties are independent, propagating them in Eq. (34)
leads to a 42% relative uncertainty on each αi. The absolute value of the
uncertainty on αi is then assigned as a relative uncertainty of that size on
the final electron fakes normalisation in ee, OF: two uncertainties in total
are accounted for. No shape uncertainty is considered, as the fraction of
conversions is observed to be fairly stable across the bins of the final BDT
discriminant to be fitted (Fig 70). The values of αi’s and their uncertainties
are displayed in Table 25.
Finally, uncertainties arising from the method’s non-closure are included
in Table 23. Three systematic uncertainties are considered, of order 10% in
all sub-categories and affecting the fake normalisation only, given the flat
shape of the bias (see the bottom panel of Figure 63).
All the sources of systematic uncertainties on the fakes are summarised in
Table 26. The purely statistical uncertainty arising from the limited sample
of data events in the signal region and the three sidebands of the matrix
method is also included in the table. A set of 6 independent uncertainties is
taken, one for each bin of the final BDTG score distribution which is used
in the fit. The size of this uncertainty is found to be about 5% in the ee and
OF regions, up to 11% in µµ. The total number of systematic uncertainties
associated to the matrix method fake estimate is 22.
Overall, the total size of the uncertainty on fakes in the 2` SS 0τhad SR is
around 20− 30%, depending on the lepton flavour composition, and is ob-
tained by summing in quadrature each contribution. For all channels, the
major source of uncertainty is the limited size of the fake control regions,
followed by the non-closure. In the ee case, the uncertainty on the photon
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f Xiγ [%] εHF εγ α
0.009 ± 0.057 ±
0.005 0.029
OF, 2 ≤ Njets ≤ 3 27 ± 11 —
(Electron Fake CR)
ee, (2` SR) 46 ± 18 0.42
+0.06
−0.09 ( fγ)
+0.12
−0.09 (εHF)
+0.07
−0.16 (εγ) =
0.42 ± 0.18
OF, (2` SR) 30 ± 12 0.07
+0.01
−0.01 ( fγ)
+0.02
−0.01 (εHF)
+0.01
−0.02 (εγ) =
0.07 ± 0.03
Table 25: Fraction of fake electrons from photon conversion in the 2`SS0τ signal
region split by flavour composition (excluding µµ) as illustrated in Fig-
ure 54, and the α extrapolation factors defined in Eq. (34), with their
total uncertainty (including a breakdown of the different sources). The
efficiencies for HF fakes and photon conversion fakes as extracted from
tt simulation are shown as well.
conversion rescaling factor is also relevant. The uncertainties from the pro-
cesses subtraction are below 10%.
Figure 70: Fraction of fake electrons from photon conversions in the ee signal re-
gion as a function of the final BDTG discriminant. A linear fit of the
histogram shows no significant slope.
4.9.2 Theory uncertainties
The systematic uncertainties associated with the generation of signal and
irreducible background processes stem from the uncertainties in the pre-
dicted cross sections, and from the modelling of the acceptance for each
process.
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The estimation of the systematics on the production cross sections have
been presented in subsection 4.3.1. They are accounted for as affecting only
the total event yield. For all the rare SM background processes listed in
Table 9 for which no validation regions could be defined, a 50% uncertainty
on the cross section is assigned conservatively.
The SM Higgs boson branching ratio uncertainties for the decays to WW∗,
ZZ∗, ττ, as well as the one on the inclusive BR for all other SM decays,
are considered as four other sources of systematic uncertainty. Much alike
the cross section, they are normalisation-only uncertainties, and are listed in
Table 2. These are assumed to affect also the tH samples.
The acceptance of a process can be affected by the choice of the QCD renor-
malisation and factorisation scales, since they have an impact on the shape
of the differential cross section. The effect of the independent and simulta-
neous variations of both µR and µF up and down by a factor two is encoded
as a set of three event weights in the ttH , ttW and ttZ simulated samples.
These are derived by re-weighting the nominal kinematic distributions at the
parton level according to the procedure described in [154]. The choice and
configuration of the parton showering simulation - as well as the UE and
shower tune - can also alter the acceptance through modifications of the jet
multiplicity and kinematics. The chosen A14 tune is the result of the optimi-
sation of 10 parameters [132], grouped into three sets which are sensitive to
underlying event effects, jet shapes and structure, and different aspects of ex-
tra jets production. The effect of the variation of each sets of tune parameters
has been investigated and the latter set is observed to be the dominant one.
Therefore, only one additional systematic event weight is taken into account
for tune variation. For ttH, Herwig++ has been utilised as an alternative
simulation to Pythia 8 to estimate the uncertainty related to the modelling
of parton showering. For ttW and ttZ, the effect of a different choice of ME
generator - namely, Sherpa - is considered as another systematic uncertainty
on the acceptance, affecting both shape and normalisation. As for diboson
processes, the Sherpa generator implementation of the ME-PS combination
involves the presence of an additional merging scale - defined in terms of a
jet resolution scale: any parton produced above threshold is generated with
a corresponding higher-order matrix element and, conversely, any parton
produced below is generated in the shower. The variation of µR, µF in the
ME, of the parton shower starting scale, the ME-PS merging scale and the
tune variation are embedded into a single event weight with up/down vari-
ations, which results in a shape and normalisation systematic uncertainty.
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4.9.3 Experimental uncertainties
Several observables relevant to the analysis are subject to experimental
systematic uncertainties. Such uncertainties are related to:
• The luminosity measurement and the description of the global event
activity (i.e., the pile-up).
• The lepton momentum/energy calibration, and the measurement of
lepton reconstruction, trigger and identification efficiency.
• The jet energy calibration and resolution, and the pile-up jet suppres-
sion.
• The measurement of the b-tagging efficiency and mis-tag rates 9 for
b-jets and charm/light-flavoured jets, respectively.
Most of these uncertainties are directly estimated by the ATLAS combined
performance groups, and are implemented either as a variation on an event
weight or - in case of calibration uncertainties - through rescaling of the
object energy or tranverse momentum.
Luminosity and event activity (pile-up modelling)
The uncertainty on the integrated luminosity is 2.1%. It is derived follow-
ing a methodology similar to that detailed in [68], from a preliminary cali-
bration of the luminosity scale using x-y beam separation scans performed
in August 2015 and May 2016. As described in subsection 4.3.1, simulated
events are weighted to correctly reproduce the distribution of the average
number of p-p collisions per bunch crossing found in the data. The accuracy
of the average correction factor is of order 4− 6%. The pile-up reweighting
uncertainty originate from the modelling of minimum bias events, including
uncertainties in the p-p inelastic cross section. The final effect of such un-
certainty is less than 1% variation of the total simulated event yield in the
SR.
Lepton-related uncertainties
The measurement of the light lepton reconstruction, identification and trig-
ger efficiency has been documented in subsection 2.3.2 and subsection 2.3.3.
The calibration of these efficiencies in simulation to the collision data is per-
formed with respect to the tight lepton selection based on the multi-variate
9 i.e., the efficiency for non-b jets to be tagged as b.
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algorithms specifically designed for this analysis, as previously described in
subsection 4.4.5. The uncertainty on the measured scale factors is generally
small, around a few per-cent. Such uncertainties are considered to affect
the event normalisation only. Their impact on the simulated event yield in
the 2` SS 0τhad signal region is found to be of order 1%. The muon and
electron momentum (or energy) scale and resolution uncertainties modify
the lepton kinematics, thus can affect the selection acceptance. Similarly to
the efficiency calibration, these uncertainties are estimated exploiting data
events at the Z resonance [85, 87]. They are found overall to have negligible
impact.
Jet-related uncertainties
The methodology followed by ATLAS to calibrate the jet energy scale (JES)
and resolution (JER) was summarised in subsection 2.3.4.
Several sources contribute to the jet energy scale systematic uncertainty [93,
155, 94]:
• The uncertainty on the in situ energy scale measurement in data with
different methods.
• The uncertainty on the relative calibration across different η regions of
the detector, known as inter-calibration.
• The uncertainty due to the difference in the calorimeter response to
quark-initiated and gluon-initiated jets, as well as to the originating
quark flavour.
• The uncertainty on the procedure to correct for the pile-up contribu-
tions to the jet energy.
• The uncertainty on the behaviour of high-pT jets in the propagation of
single hadron uncertainties to a jet.
• The uncertanity on the punch-through effect.
In this analysis, such sources are decomposed into a set of 21 uncorrelated
components, treated as independent systematics terms. Out of this set, 8
systematic terms account for the in situ calibrations uncertainties, the other
13 describing the remaining sources. Due to the sizeably different quark
flavour composition of the various processes, the JES uncertainties related to
jet flavour composition are treated as uncorrelated systematic components af-
fecting ttZ, diboson, and the grouped ttW/ttH/other processes, respectively.
This results into 3 separate components for this uncertainty source.
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Figure 71 displays the total JES uncertainty as well as a breakdown into its
main sources as a function of jet pT and η. The total per-jet JES uncertainty is
found to be within 1− 6%, depending on the jet transverse momentum. The
jet energy scale uncertainty has a sizeable impact on the analysis, resulting
in a 5% uncertainty on the SR simulated event yield. This is understandable,
given the large jet multiplicity of the signal region. Specifically, the largest
contributions come from the uncertainty on the pile-up subtraction [156], the
in situ calibration, and the different response to quark and gluon jets.
The jet energy resolution (JER) systematic uncertainty arise from differ-
ences between several in situ measurement methods, and variations in the
noise thresholds defined for the topoclustering algorithm [157]. The individ-
ual sources for the JER are displayed in Figure 71. All systematic sources are
found to have a similar shape, therefore they are combined into one system-
atic term to be propagated in a correlated way. Finally, the uncertainty on
the JVT association efficiency is determined from the variation of the corre-
sponding cut, and it induces an O(1%) variation on the simulated SR event
yield.
The MV2c10 b-tagging efficiency for b-jets and the mis-tag rate for c-jets
and light flavour jets are measured in data with several independent tech-
niques [98].The uncertainties in the b-tagging efficiencies and mis-tag rates
correction factors account for multiple sources depending on each available
method. Similarly to the JES, they are grouped into a set of 126 uncorrelated
components. Their size is of order 2% for b-jets, 10% for c-jets and 30% for
light jets. Due to the limited number of selected b-jets in the signal region -
typically 1 or 2 - the impact of the b-tagging efficiency uncertainty is found
to be rather small, of O(1.5%) on the simulated event yield.
4.9.4 Summary of systematic uncertainties
A summary of all systematic uncertainties affecting the 2` SS 0τhad sig-
nal region is presented in Table 27. The relative impact of each source of
systematic uncertainty on the event yield of the process (or combination of
processes) affected by the systematic in question is displayed. The uncertain-
ties shown are symmetrised for simplicity.
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(d) JER vs. η, pT = 40 GeVFigure 71: Top row: combined uncertainty on the JES of fully calibrated jets as a
function of 71a jet pT at η = 0 and 71b η at pT = 80 GeV. Systematic un-
certainty components include pile-up, punch-through, and uncertainties
propagated from in situ measurements and inter-calibration. The flavor
composition and response uncertainties assume a quark and gluon com-
position taken from simulation [155]. Bottom row: jet energy resolution
uncertainties estimated for 2015 data as a function of 71c jet pT at η = 0
and 71d η at pT = 40 GeV [157].
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Systematic uncertainty Type Sample(s) affected Size
Experimental
Luminosity N All simulated ±2%
Pile-up modelling SN All simulated < 1%
e (ε’s, scale, resolution) SN All simulated ≈ ±1%
µ (ε’s, scale, resolution) SN All simulated ≈ ±1%
JVT SN All simulated < 1%
JES, JER SN All simulated ±5%
b-tagging SN All simulated ±2%
Reducible backgrounds
SR and sidebands statistics SN Fakes ±4%
Background sub. N Fakes ±10%
Real/fake light lepton efficiencies SN Fakes ±16%
Matrix method non-closure N Fakes ±7%
α conversion fraction for conversions N Fakes ±6%
Electron charge mis-assignment SN Charge flip ±35%
Signal and irreducible backgrounds
Cross section (QCD, PDF+αs) N
ttH
±11%
Higgs branching ratios N ±6%
QCD scales S ±14%
Parton shower model SN ±1%
Shower tune SN ±4%
Cross section (QCD, PDF+αs) N
ttW
±12%
QCD scales S ±11%
Generator SN ±2%
Parton shower tune SN ±3%
Cross section (QCD, PDF+αs) N
ttZ
±11%
QCD scales S ±13%
Generator SN ±13%
Parton shower tune SN ±1%
Cross section N Diboson ±50%QCD Scale, ME-PS, tune SN ±36%
Cross section N Rare SM ±50%
Table 27: Summary of systematic uncertainties for the 2` SS 0τhad channel of the
ttH → multi− leptons analysis. “N” indicates the uncertainty affects nor-
malisation only, whereas “S” denotes systematics that are considered af-
fecting only shapes. The combination “SN” implies the uncertainty affects
both shape and normalisation. The rightmost columnn displays the over-
all effect of each systematic variation(s) on the event yield of the affected
sample(s) in the SR. The up/down variations shown are symmetrised.
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5.1 the statistical interpretation of the anal-ysis
Observed collision data and the prediction for signal and backgrounds
are eventually translated into a statistical model to determine the best-fit
estimate for µttH = σ/σSM, and to assess the relationship between the data
and the prediction within the framework of frequentist hypothesis testing.
The model is implemented using the TRExFitter [158] package - which
relies on the HistFactory [159] software of the RooFit/RooStat framework -
and can handle:
• Signal and multiple background processes, encoded into histogram
templates for a binned distribution of interest.
• Multiple signal regions of interest (channels).
• Unconstrained normalisation parameters.
• Normalisation and shape variations associated to systematic uncertain-
ties, and constraints on them. The systematic uncertainties are encoded
in templates of variations relative to the nominal histogram for each
±1σ variation.
• Variations associated to the statistical uncertainty on the prediction.
• Correlations of systematic uncertainties between different processes,
and across channels.
The description of the underlying key concepts of the statistical model is
provided in the following sections.
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5.1.1 Definition of the likelihood function
We start by considering a binned distribution of events in the signal region,
i.e. the BDTG output histogram in Figure 78. The number of expected events
in each bin i - E[ni] - is determined by the model described in Chapter 4, and
is parametrised as [160]:
E[ni] = νi = µsi + Bi = µsi + ∑
b∈{bkgs}
bi
si = Ns
∫
bini
fs(x,θs)dx
bi = Nb(θb)
∫
bini
fb(x,θb)dx,
(39)
where:
• si and Bi indicate the mean signal and total background yield per bin,
respectively. The latter is the sum of all the individual background
processes bi considered.
• The parameter µ quantifies the abundance of signal in units of SM
prediction: a value of 1 represents the nominal SM prediction, whereas
a value of 0 indicates absence of any signal.
• The normalisation factors Ns, Nb(θb) are the overall signal and back-
ground events. The signal normalisation Ns is assumed to be fixed to
the value predicted by the model.
• fs, fb are the signal and background probability density functions for
a signal (background) event to be found in the i-th bin. The vectors θs,
θb represent a set of parameters which determine the signal and back-
ground shape through the pdfs, and the background normalisation
through Nb(θb).
The ttH signal strength µttH = σ/σSM (assuming a Higgs boson mass of
mH = 125 GeV) is chosen as the parameter of interest (PoI) of our test. It repre-
sents a free parameter of the model, meaning no prior constraints are placed
on it. The vector θ = {θs,θb} contains the so-called nuisance parameters (NPs),
which encode all the uncertainties on quantities that can affect the model
for signal and background. Unlike µ, the nuisance parameter probability
distributions are constrained by the auxiliary measurements or theoretical
predictions of the parameters (θ0) previously illustrated in section 4.9. The
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choice of the probability density function for the NP that defines the con-
straint depends on the type of the associated observable. It is important to
notice that, since our PoI definition is based on the SM prediction for σttH, it
depends on θσs , that is, the nuisance parameters associated to the predicted
signal cross section uncertainties.
The number of observed events in a given bin (n) is assumed to be de-
scribed by a Poissonian probability distribution with expectation value ν(θ0) =
µs(θ0) + b(θ0):
Pois(n; ν(θ0)) =
(ν(θ0))
n
n!
e−(ν(θ0)). (40)
A nuisance parameter θ affecting the shape of signal and/or background
can take both positive and negative values, and it is expected to be described
by a Gaussian probability density:
Gaus(θ; θ0, σθ0) =
1√
2piσθ0
exp
(
− (θ − θ0)
2
2σθ02
)
, (41)
where θ0 and σθ0 indicate the prior estimate of the parameter and its un-
certainty, respectively.
Nuisance parameters associated to quantities that affect the normalisation
- such as the luminosity, efficiencies and cross sections - are described by
a log-normal pdf of variance κ0(θ0, σθ0), in order to avoid any unphysical
negative yield estimate:
LogN(θ; θ0, κ0) =
1√
2piln(κ0)
1
θ
exp
(
− ln
2(θ/θ0)
2ln2(κ0)
)
κ0 = exp(2θ0 + σ2θ0)
[
exp(σ2θ0)− 1
] (42)
Additional NPs (γ) are associated to the rate in each bin of the total simu-
lated background and the data-driven background. They are assumed to be
described by a gamma probability density function - an extension of the Pois-
son distribution for real numbers - constrained by the statistical uncertainty
γ0 of the bin in question [161].
Gamma(γ;γ0) =
1
Γ (γ0 + 1)
γγ0e−γ (43)
The global likelihood function is constructed by taking the product of the
blocks representing the likelihood terms for each set of model parameters
described above:
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L(Nobs,θ0|µ,θ) = Levt(Nobs|µ)×Laux(θ0|θ) =
Nbins
∏
i
Pois (ni|νi(θ))×
∏
j∈{shape NPs}
Gaus
(
θ0 j, σθ0 j |θj
)
×
∏
k∈{norm. NPs}
LogN (θ0k, κ0k|θk)×
Nbins
∏
l
Gamma (γ0l |γl)
(44)
Given the number of observed events Nobs and our prior estimation of θ0,
numerical maximisation [162] of this multi-dimensional likelihood function
eventually leads to a best-fit estimate for µ and θ, that is, their maximum
likelihood estimators (MLE) µˆ and θˆ. In practice, the equivalent minimisa-
tion of the negative log-likelihood (NLL) - −2ln(L) - is performed. This
greatly simplifies the procedure by transforming the products into sums -
so that constant terms can be neglected - and by removing the exponential
terms.
It is assumed that any new signal can only increase νi beyond what is
expected from background alone, that is, any physical estimator of the signal
strength must satisfy µ ≥ 0. However, it should be noted that the MLE µˆ can
be negative, such in the case when a downward fluctuation in data results
in less observed events than even background alone would predict. This is
fine, so long as the expectation value for the number of events in each bin is
non-negative.
5.1.2 Definition of test statistic for discovery
In order to establish a potential discovery of the ttH process, the compat-
ibility of the observed data with the prediction under the background-only
null hypothesis (namely, µ = 0) must be assessed. A statistically significant
comparison is found if the relationship between the two datasets represents
an unlikely realisation of the null hypothesis according to a certain probabil-
ity threshold. This is quantified by defining a suitable test statistic. In particle
physics experiments, the optimal test statistic definition when nuisance pa-
rameters are taken into account is based on the profile likelihood ratio [163],
given the likelihood function definition of Eq. (44):
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λ(µ) =

L(µ, ˆˆθ(µ))
L(µˆ,θˆ) for µˆ ≥ 0,
L(µ, ˆˆθ(µ))
L(0,θˆ(0)) for µˆ < 0.
(45)
The ˆˆθ at the numerator denotes the conditional maximum likelihood es-
timator of θ, given a specific value of µ. The denominator represents the
unconditional maximum likelihood, given the MLEs for µ and θ. The defi-
nition of λ(µ) ensures that in case a negative µˆ is found from the fit due to
downward fluctuations, then the best agreement between model and data
happens at µ = 0. The presence of the nuisance parameters broadens the
profile likelihood as a function of µ relative to what one would have if their
values were fixed. This reflects the loss of information about µ due to the
systematic uncertainties.
From Eq. (45) it holds 0 ≤ λ ≤ 1. Given an hypothesised value of µ, it can
be seen that λ ≈ 1 implies good agreement between data and the hypothesis.
It is convenient to define the test statistics as:
tµ = −2lnλ(µ) =

−2ln
(
L(µ, ˆˆθ(µ))
L(µˆ,θˆ)
)
for µˆ ≥ 0,
−2ln
(
L(µ, ˆˆθ(µ))
L(0,θˆ(0))
)
for µˆ < 0,
(46)
so that higher values of tµ correspond to increasing incompatibility be-
tween the data - as described by the MLE - and the hypothesis of having a
signal with strength µ.
The level of disagreement is quantified by the p-value:
pµ =
∫ ∞
tµ,obs
f (tµ|µ)dtµ (47)
where tµ,obs is the test statistics value obtained from the observed data,
and f (tµ|µ) represents the pdf of the test statistic for a µ hypothesis.
When performing a statistical test for the discovery of a new signal with
non-negative strength such as ttH , the hypothesis under test to exclude is
the background-only hypothesis, i.e. µ = 0. This implies Eq. (46) for the test
statistics becomes:
t0 =
−2lnλ(0) for µˆ ≥ 0,0 for µˆ < 0, (48)
and the p-value to quantify the level of disagreement with the null hy-
pothesis is p0 =
∫ ∞
t0,obs
f (t0|0)dt0. In the particle physics community, it is
customary to map p-values into the significance Z:
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Z = Φ−1(1− p), (49)
where Φ−1 is the inverse of the cumulative distribution of a standard
Gaussian probability density function. In particle physics, the rejection of
the background-only hypothesis to claim for a discovery is conventionally
achieved for a significance of Z ≥ 5, corresponding to p ≤ 2.87× 10−7. This
represents the well-known 5σ threshold to state the observation of a new phe-
nomenon. Evidence can be claimed if a significance of Z ≥ 3 is found.
In order to calculate Z, it is necessary to determine the sampling distribu-
tion for our test statistic, f (t0|0). This in general would require generating
a large number of pseudo-experiments, which is computationally expensive.
Nonetheless, for a test statistics based on the profile likelihood ratio and for
its pdf as well, analytic approximations independent of the NPs can be de-
rived in the asymptotic large sample limit, owing to a result due to Wilks
and Wald [164, 165]. The validity of the asymptotic limit has been proven
to hold true for even as few as O(10) events in a data sample [160]. The
analytic function for Eq. (46) depends only on µˆ and on its variance. The
latter can be estimated from the so-called Asimov dataset, an artificial rep-
resentative dataset defined as the one in which all observed quantities are
set equal to their expectation values and all statistical fluctuations are sup-
pressed. In the asymptotic limit (changing the notation t → q), we find for
the test statistics:
q0 =
µˆ2/σ2 for µˆ ≥ 0,0 for µˆ < 0, (50)
where µˆ is Gaussian-distributed with mean µ′ and variance σ2. For the
discovery testing, µ′ = 0, and eventually we obtain a simple expression for
the sensitivity:
Z0 = Φ−1(1− p0) = √q0. (51)
The Asimov dataset can also be exploited to characterise the expected
sensitivity of the search, that is, the median p-value for the rejection of
the background-only hypothesis under a specific assumption µ′ on the sig-
nal model. To test the sensitivity of the search to the presence of the SM
ttH mechanism, it is therefore assumed µ′ = 1.
5.2 event yields and modelling of bdtg inputs before the fit for the 2` SS 0τhad channel 173
Yield (pre-fit)
Fakes 233± 39
Charge flips 33± 11
ttW 123± 18
ttZ 41.4± 5.6
Diboson 25± 15
Others 28.4± 5.9
Tot. Background 484± 38
ttH 42.6± 4.2
Observed 514
Table 28: Observed and expected event yield for data and background processes
in the 2` SS 0τhad signal region before the fit. Uncertainties are statistical
plus systematic (see section 4.9).
5.2 event yields and modelling of bdtg inputsbefore the fit for the 2` SS 0τhad channel
The event counts in the 2` SS 0τhad signal region before the fit1 are given
in Table 28 for all relevant processes, with errors including both statistical
and systematic uncertainties. The dominant backgrounds are the fake lep-
ton background and ttW , accounting for about 48% and 30% of the total
background, respectively.
Before any attempt at a statistical interpretation of the analysis result, it is
essential to ensure the robustness of the modelling of all the relevant observ-
ables, namely the quantities used as input in the BDTGs and the output of
the BDTGs themselves.
Figure 72 displays the pre-fit distributions of the input variables to the
BDTGtt, BDTGttV discriminants in the signal region. Good agreement be-
tween data and prediction is seen in the Njets, Nb−tags, lepton flavour, ∆R(`, jet)
and max(|η`|) distributions. A deficit of data events of order 1σ is found in
the 20 < pT(`1) < 30 GeV bin. As Figure 73 shows, this region is dominated
by events with fakes, whose majority (≈ 75%) are events with electrons. The
mis-modelling can be mostly traced back to a similar one observed in the
sub-leading lepton pT spectrum in the fake-dominated ee low jet multiplic-
ity VR shown in Figure 67. Different parametrisations and binning of both
electron and muon fake rates have been tested, but no significant improve-
ment of the modelling was found.
1 In the following, the “pre-fit” terminology is also used
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Another notable feature in the pT(`1) distribution is a ≈ 2σ excess of data
at very high sub-leading lepton transverse momentum. This is correlated
with the ≈ 1.5σ excess found at high m``. However, as Figure 74 reveals, no
striking features appear when looking at several distributions for high pT(`1)
events. Note that unlike the low pT(`1) corner of the final state, this repre-
sents a region where the fake background contribution is sub-dominant.
5.2.1 Combination of BDTG outputs
The pre-fit distributions of the output of BDTGttV and BDTGtt are dis-
played in Figure 75.
Good modelling is observed overall, except for a ≈ 1σ data deficit in the
−1 < BDTGtt < −0.4 region. Further investigation of this mis-modelling is
shown in Figure 76, which displays several input distribution of the BDTGs
for events falling in those bins. Such events are characterised by having
mostly low pT(`1) and a fake lepton background purity of about 65%. Specif-
ically, they are dominated by events with fake electrons, accounting for 88%
of total fake background. The discrepancy is therefore related to the one
discussed previously about the pT(`1) distribution. Otherwise, no striking
features are observed.
Maximal sensitivity of the analysis can be achieved by taking advantage
of the shape description of both BDTG outputs simultaneously.
Several ways of combining BDTGttV and BDTGtt were tried, such as se-
lecting rectangular regions of the (BDTGtt,BDTGttV) plane via a grid scan to
try defining bins with high purity of ttH , ttW and fake background events,
respectively. The best sensitivity is eventually achieved by taking a linear
combination of BDTGttV and BDTGtt, according to the following mapping:
BDTG =
BDTGtt + a× BDTGttV
1+ a
. (52)
This quantity represents geometrically a plane surface, where the param-
eter − 1a is the slope of the lines obtained by projecting the surface on the
(BDTGtt,BDTGttV) plane, as illustrated in Figure 77.
After an optimisation process [158], the best sensitivity is reached for
a = 1. This corresponds to taking the simple arithmetic average of the two
discriminators:
BDT =
BDTGtt + BDTGttV
2
. (53)
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Figure 72: Pre-fit distributions of the 9 input variables to the BDTG algorithm in
the 2` SS 0τhad signal region (with the addition of pT(`0)). Events with
fake leptons and charge flip electrons are estimated in a data-driven way,
whereas irreducible background are simulated. Errors include the statis-
tical uncertainty and all systematic uncertainties described in Table 27.
The first and last bins include underflow and overflow events.
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Figure 73: Total event yield in the 2` SS 0τhad signal region for events with 20 <
pT(`1) < 30 GeV, split by lepton flavour.
Optimal sensitivity is then found by grouping the BDTG discriminant val-
ues into 6 bins of different size, imposing the signal yield to be constant
across the bins. As a result, the lowest BDTG bins are more populated by
events with fake leptons, the central bins by ttW, ttZ and the rightmost bins
have the highest purity of ttH signal events.
Given an observable y with probability density function yˆs,b for signal and
background, the separation is defined as:
〈S2〉 = 1
2
∫
(yˆs(y)− yˆb(y))2
yˆs(y) + yˆb(y)
dy. (54)
This integral is equal to zero for identical signal and background PDF
shapes, and is equal to one for non-overlapping shapes.
Figure 78 shows the output of the final BDTG discriminant. The achieved
separation between the signal shape and the total background shape accord-
ing to the previous definition is around 16%. The pre-fit modelling of the
signal and background distribution is good within the uncertainties. A slight
deficit of data characterises the first bin of the distribution, although still cov-
ered by the estimated uncertainty. This region is dominated by fake events,
therefore the discrepancy is driven by the one previously discussed about
the BDTGtt shape, traced back in turn to the mis-modelling at low trans-
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Figure 74: Pre-fit distributions of several input variables to the BDTG algorithm in
the 2` SS 0τhad signal region for events with pT(`1) > 90 GeV.
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(b) BDTGttFigure 75: Pre-fit distributions of the BDTGttV and BDTGtt output in the
2` SS 0τhad signal region. Events with fake leptons and charge flip
electrons are estimated in a data-driven way, whereas irreducible back-
ground are simulated. Errors include the statistical uncertainty and all
systematic uncertainties described in Table 27.
verse momentum of (mostly) electron fakes. The impact on the expected
sensitivity of the search of removing such events from the fitted distribution
was checked. This eventually leads to almost no change in sensitivity, which
gets reduced by only about 2%. Hence, the effect of this mis-modelling is
considered marginal.
5.3 results for the 2` SS 0τhad channel
This results presented in this section are relative to the fit of Eq. (44) per-
formed in 2` SS 0τhad category only. Nuisance parameters for systematic
uncertainties leading to a variation in the yield of less than 1% in all bins
are discarded to improve the speed of the fit. Likewise, the statistical uncer-
tainty NPs are considered for a given bin only if the induced variation in the
yield is greater than 1%. Out of the initial 238, only 181 nuisance parameters
are eventually considered. Their naming scheme in the fit model is outlined
in Table 29.
When appropriate, predicted correlations between uncertainties are ac-
counted for in the model. In particular, as the residual prompt (mainly
ttW and diboson) background contribution is subtracted from the control re-
gions to extract the fake lepton rates, the associated nuisance parameters are
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Figure 76: Pre-fit distributions of several input variables to the BDTG algorithm in
the 2` SS 0τhad signal region, for −1 < BDTGtt < −0.4.
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Figure 77: Distribution of 77a: ttH signal events, 77b: ttV events, 77c: fake back-
ground events in the (BDTGtt,BDTGttV) plane. The white lines corre-
spond to three example values (-0.5,0,0.5) of the combined BDTG output
defined in Eq. (52), in the case a = 1.
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Figure 78: Pre-fit distribution of the combination of the BDTGttV and BDTGtt out-
puts in the 2` SS 0τhad signal region, defined as in Eq. (53). Events with
fake leptons and charge flip electrons are estimated in a data-driven way,
whereas irreducible background are simulated. Errors include the statis-
tical uncertainty and all systematic uncertainties described in Table 27.
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taken as fully correlated with the theoretical cross-section systematic uncer-
tainties in the SR. The same treatment is used for the uncertainty associated
to the measurement of the charge flip background, which is also subtracted
from the electron control region.
Figure 79 shows the post-fit BDTG distribution. The event yield with the
uncertainties is outlined in Table 30, in comparison with the pre-fit values.
The result of the fit for µttH as well as the expected and observed significance
of the search are highlighted in Table 31.
BDTG output
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Figure 79: Post-fit distribution of the combination of the BDTGttV and BDTGtt out-
puts in the 2` SS 0τhad signal region, defined as their arithmetic mean.
Events with fake leptons and charge flip electrons are estimated in a
data-driven way, whereas irreducible background are simulated. Errors
include the statistical uncertainty and the systematic uncertainties de-
scribed in Table 29.
A best-fit of µttH = 1.5
+0.7
−0.6 = 1.5
+0.4
−0.4 (stat.)
+0.5
−0.4 (syst.) is found. Statistical
and systematic components contribute with approximately equal size to the
total uncertainty. The expected significance of the search (see ??) against
the background-only hypothesis - under the hypothesis of the presence of
the SM ttH process - is found to be 1.9σ; the significance extracted from
the observed data is quantified as 2.7σ instead. The significance of the ob-
served data under the assumption of a SM Higgs boson (ie., under the µ = 1
hypothesis) is quantified as 0.9σ, indicating a very low degree of incompati-
bility with respect to the SM prediction for ttH and backgrounds.
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Yield (pre-fit) Yield (post-fit)
Fakes 233± 39 211± 26
Charge flips 33± 11 28.3± 9.4
ttW 123± 18 127± 18
ttZ 41.4± 5.6 42.9± 5.4
Diboson 25± 15 20.0± 6.3
Others 28.4± 5.9 28.5± 5.7
Tot. Background 484± 38 459± 24
ttH 42.6± 4.2 67± 18
Observed 514
Table 30: Observed and expected event yield for data and background processes
in the 2` SS 0τhad signal region before and after the fit. Uncertainties are
statistical plus systematic.
Best-fit µttH
µ = 1.5 +0.4−0.4 (stat.)
+0.5
−0.4 (syst.) = 1.5
+0.7
−0.6
Significance
Observed 2.7σ
Expected 1.9σ
Table 31: Best-fit value of µttH, and expected/observed sensitivity of the ttH →
multi− leptons search in the 2` SS 0τhad channel.
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The total statistical-plus-systematic ±1σ variation of µ is obtained by pro-
filing the likelihood, i.e., minimising with respect to all the parameters but
the PoI, and describing the dependence of the minimum as a function of µ:
−2lnLµ. By re-defining the profile likelihood to be zero at the minimum:
∆
(−lnLµ) = −2 (lnLµ − lnLµmin) , (55)
the uncertainty on µ is found by determining the values at which ∆
(−lnLµ) =
1/2. The profile likelihood as a function of µttH is displayed in Figure 80. Its
smooth shape and the absence of double minima indicates no issues happen
in the minimisation. The systematic error on µttH is found by subtracting in
quadrature from the total uncertainty the statistical uncertainty, determined
by fixing all the NPs in the likelihood to their best-fit values.
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Figure 80: Profile ∆ (−lnLµ) as a function of µttH. The dashed line at ∆ (−lnLµ) =
1/2 determines the ±1σ variations of µttH.
5.3.1 Nuisance parameters pulls and impact on the signal strength un-certainty
As previously stated, the fitted nuisance parameters for systematic uncer-
tainties are expected to be distributed according to a Gaussian model (or
log-normal). If that is the case - given the auxiliary measurements for a nui-
sance parameter and its uncertainty (θ0, σθ0) and their MLE estimators (θˆ, σˆθ)
- the pull:
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∆θ =
θˆ − θ0
σθ0
(56)
is expected to be Gaussian-distributed with zero mean value and a stan-
dard deviation σ∆θ = 1. If a non-zero pull for a NP is found, it indicates the
fit is correcting for a biased initial prediction of that particular parameter.
Moreover, the fit can constrain the estimated uncertainty associated to the
NP itself if it has more statistical sensitivity to that NP than the auxiliary
measurement used to determine its prior uncertainty.
In section 4.9, the impact of the systematic uncertainties on the expected
yield for signal and background was discussed and summarised in Table 27.
However, that does not represent the most relevant quantity to assess the
effect of the systematic uncertainties on the analysis result. Rather, it is the
impact of the systematic uncertainties on the fitted signal strength µttH that
must be evaluated. The procedure to rank the uncertainties upon the size of
their effect on the uncertainty on µ is performed according to the following
steps, repeated for each NP:
• Perform an unconditional fit to the observed data to measure the nom-
inal value of the signal strength.
• Find the ±1σˆθ contour for the nuisance parameter θ based on the mea-
sured profile likelihood for that parameter.
• Fix the value of θ at the upper and lower ±1σˆθ limits.
• Repeat the unconditional fit allowing the other nuisance parameters
and µ to vary, in order to get an upper and lower estimate of the
signal strength µˆ±, corresponding to the upper and lower bounds on
the systematic contour.
• Estimate the systematic impact on µˆ of the NP as ±∆µ = ±µˆ∓ µˆ±.
The 30 NPs with the largest ranking according to the magnitude of the
post-fit impact on µttH are shown in Figure 81, from top-ranked to bottom-
ranked. The plot also shows the pull for each of those NPs, and its uncer-
tainty.
It can be observed that no nuisance parameters are significantly pulled by
the fit, indicating that the pre-fit values and uncertainties are well in agree-
ment with the post-fit results. This is also the case for the other NPs not
represented in the plot, including the b-tagging-related ones. Only minor
constraints on the uncertainties are found, of O(15%) maximum. The two
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Figure 81: Summary of the impact of systematic uncertainties on µttH determined
from an unconditional fit to the observed data. Systematic uncertainties
are ranked from top to bottom on the left axis according to the post-fit
impact shown in solid blue/cyan, and are named according to 29. The
pre-fit impact on µ is indicated by the empty blue/cyan boxes. The
upper axis represents the scale of ∆µ. The plot also includes the values
of the NP pull (shown as black dots) and of its uncertainty (black lines)
determined from the post-fit likelihood contours. The nominal pre-fit
bound on each nuisance parameter is represented by the area between
the vertical dashed lines. The scale of the pull magnitude is shown in
the lower axis.
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top-ranked NPs are relative to the jet energy scale uncertainty arising from
the jet flavour composition of the combined ttH/ttW/other processes, and
the pile-up subtraction. The third highest-ranked NP is the uncertainty on
the ttH cross section due to QCD scale variations. Fake-related NPs are also
found high in the ranking. Overall, the observed ranking reflects our ex-
pectation - taking into account the large jet multiplicity characterising signal
events and the dominant contribution of the reducible background.
In absence of bias in the fit model, it is expected that the fit result for one
NP does not impact in an unexpected way the result for other NPs and -
most importantly - for µttH. This is checked by looking at the correlation
coefficients ρij = Cov(θi, θj)/σθiσθj between NPs after the fit, and between
NPs and µttH. The correlation matrix is displayed in Figure 82, only for pa-
rameters presenting at least one ≥ 10% correlation with another parameter.
In general, the fit does not introduce any large or unexpected correlation
between NPs. An anti-correlation of around 25% is seen between µttH and
the JES-related NPs, indicating upward shifts in the jet energy scale lead to
a reduction of the signal strength.
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Figure 82: Post-fit correlation matrix for the nuisance parameters and the signal
strength. The naming convention of the parameters refers to 29.
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5.4 result of the combination of the ttH multi-leptonic channels
In addition to 2` SS 0τhad , seven other independent signal regions of the
Run 2 ttH → multi− leptons analysis are defined according to section 4.2,
using lepton and τhad counting to ensure orthogonality. Figure 83 shows the
background composition of the eight signal regions and four 3` 0τhad con-
trol regions of the ttH to multi-leptons analysis, expressed as a fraction of
the total background. This indicates that the channels not only differ in
terms of signal purity and sensitivity to Higgs decay modes (see Table 6),
but also largely differ in terms of background composition. Therefore, a
different analysis strategy has been devised for each channel. Their de-
scription is beyond the scope of this thesis; details can be found in [125].
The aforementioned document also includes the result of the analysis of the
2` SS 0τhad channel here thoroughly described.
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Figure 83: Background composition of the eight signal regions and four
3` 0τhad control regions of the ttH → multi− leptons analysis, expressed
as a fraction of the total background [125].
Similarly to the 2` SS 0τhad channel, most of the other analyses exploit
multi-variate analysis techniques to construct discriminants to separate ttH from
the major backgrounds. In the 3` 0τhad channel, additional four control re-
gions for ttW , ttZ , diboson and fakes background are included in the fit
model, in order to provide better constraints on the backgrounds normalisa-
tion.
All categories share the same fit model described previously for 2` SS 0τhad .
The ML fit for µttH is performed in each region individually at first. The
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combined fit takes into account the product of Poissonian likelihood terms
(Eq. (40)) for each region with µttH as unique PoI, as well as the product
of the probability density functions to include NP constraints from auxil-
iary measurements. Experimental and theoretical systematic uncertainties
are treated as fully correlated across the regions, with the exception of those
related to the quark/gluon jet composition. Uncertainties on reducible back-
ground modelling are correlated only among regions that share the same
methodology for the background estimation. For instance, this the case of
the 2` SS 0τhad and 3` 0τhad categories, which are characterised by the same
type of fake lepton backgrounds, except for charge flips being negligible in
the 3` 0τhad case. Figure 84 shows the best-fit value of µttH for each channel
and for the combination, and the significance under the SM background-only
hypothesis and the SM signal-plus-background hypothesis as well. Figure 85
illustrates the observed and expected yield in each region after the fit.
The observed MLE of µ is µttH = 1.6
+0.3
−0.3 (stat.)
+0.4
−0.3 (syst.) = 1.6
+0.5
−0.4.
The two most sensitive channels - 2` SS 0τhad and 3` 0τhad - have uncertain-
ties with roughly equal statistical and systematic components, whereas for
most the other channels the sensitivity is limited by the large size of the
statistical uncertainty. Exceptions are represented by the 1` 2τhad OS and
2` OS 1τhad analyses, which are characterised by large systematic uncertain-
ties originating from the fake τhad estimate. The majority of individual best-
fit values of µttH are found to be compatible with the combined best-fit result.
The 2` SS 1τhad channel features a slightly larger value of µttH, dominated
by the statistical uncertainty. Some tension is also found for the 4` and
1` 2τhad OS channels, likely due to a downward statistical fluctuation of the
observed event yield.
After extrapolating to the inclusive phase space under the SM assump-
tion for σttH, the ttH production cross section is measured to be σttH =
790+150−150(stat.)
+170
−150(syst.) fb = 790
+230
−210 fb, close to the SM prediction of σ
SM
ttH =
507+35−50 fb. In the measured value of σttH, the uncertainty does not include
the systematic uncertainty on the SM ttH predicted cross section. Under
the hypothesis of absence of signal, an excess of events is observed, which
corresponds to an observed (expected) significance of 4.1 (2.8) standard de-
viations. The significance of the excess is quantified also with respect to the
hypothesis of the presence of ttH according to the SM, leading to a signif-
icance of 1.4σ (see Figure 84). Thus, no significant deviation of the result
from the SM prediction is found.
The impact of the most important groups of systematic uncertainties on
the combined measurement of µ is shown in Table 32. Again, the uncertain-
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Channel Significance (µ = 0) Significance (µ = 1)
Observed Expected Observed
2` SS 0τhad 2.7σ 1.9σ 0.9σ
3` 0τhad 2.4σ 1.5σ 1.0σ
3` 1τhad 1.3σ 0.9σ 0.4σ
2` OS 1τhad 0.9σ 0.5σ 0.4σ
1` 2τhad OS – 0.6σ –
2` SS 1τhad 3.4σ 1.1σ 2.2σ
4` – 0.8σ –
Combined 4.1σ 2.8σ 1.4σ
Figure 84: Best-fit values of the signal strength µttH, and associated expected and
observed significance under either the SM background-only hypothe-
sis (µ = 0) or the SM signal-plus-background one (µ = 1), for all the
ttH → multi− leptons categories and their combination [125]. The ob-
served significance is indicated with a − for the channels where µttH is
negative. The plot at the top also includes a graphical representation of
the best-fit values of µttH with their uncertainties (total and statistical-
only component). The vertical black line at µttH = 1 indicates the SM
expectation. In the plot, 2` SS is equivalent to the 2` SS 0τhad category
described in this thesis.
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Figure 85: Observed events and post-fit expected yield in the twelve regions of the
ttH → multi− leptons analysis [125]. The ttH signal yield is scaled by
the best-fit value of µttH = 1.6
+0.5
−0.4. The hatched band in the lower panel
indicates the total uncertainty on the signal-plus-background model as
a result of the fit.
ties with the largest impact are those associated with the signal modelling,
the jet energy scale and the fake lepton estimate.
Our knowledge of the main irreducible backgrounds ttW and ttZ is cur-
rently limited by the available precision of the measurement of their produc-
tion cross section, which is of O(30%) [148, 149]. Despite the simulation of
such processes shows no sign of mis-modelling when checked in dedicated
validation regions (see section 4.7), the purity achieved in those regions is
not particularly high, especially in the case of the ttW background. In or-
der to ensure the result on µttH is not dependent on a biased prediction of
these processes, an alternative fit setup is tested, in which µttH is left free to
float alongside the ttW, ttZ cross section modifiers µttW and µttZ . The lat-
ter are encoded in the fit model as simple normalisation correction factors,
therefore no systematic uncertainties on the cross section of ttW and ttZ is
considered in such setup. The three PoIs are considered to be the same for
all the channels entering the fit.
The result of the maximum likelihood fit yields a value of µttH = 1.6
+0.6
−0.5,
very close to the one obtained from the nominal fit, albeit corresponding to
a 15% worse expected sensitivity. The fitted values for the ttV cross section
modifiers are µttW = 0.92± 0.32 and µttZ = 1.17+0.25−0.22, both in agreement
with unity as expceted from the SM. The size of the post-fit uncertainties on
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Uncertainty Source ∆µ
ttH modelling (cross section) +0.20 −0.09
Jet energy scale and resolution +0.18 −0.15
Fake light-lepton estimates +0.15 −0.13
Jet flavour tagging and τhad identification +0.11 −0.09
ttW modelling +0.10 −0.09
ttZ modelling +0.08 −0.07
Other background modelling +0.08 −0.07
Luminosity +0.08 −0.06
ttH modelling (acceptance) +0.08 −0.04
Fake τhad estimates +0.07 −0.07
Other experimental uncertainties +0.05 −0.04
Simulation sample size +0.04 −0.04
Charge misassignment +0.01 −0.01
Total systematic uncertainty +0.39 −0.30
Table 32: Summary of the effects of the most important sources of systematic un-
certainties on µ [125]. Due to rounding effects and small correlations
between the different sources of uncertainty, the total systematic uncer-
tainty is different from the sum in quadrature of the individual sources.
the cross section modifiers shows no improved precision with respect to the
theoretical prediction used in the simulation.
CONCLUS IONS
This thesis presented a search of the ttH production mode in the multi-
leptonic final state based on 36.1 fb−1 of data collected in 2015 and 2016 by
the ATLAS detector at the LHC at
√
s = 13 TeV. The search is sensitive to
the H →WW∗, H → ZZ∗, and H → ττ decays.
It also described the work carried out by the author to enhance the per-
formance of the ATLAS tracking algorithm to reconstruct charged particle
tracks in high density environments such as high transverse momentum jets
and τhad , where distances between particles become comparable to the Pixel
detector granularity. Despite not directly utilised by the ttH to multi-leptons
search, it is foreseen to be beneficial for searches of heavy resonances decay-
ing to boosted particles. In the core of high-pT jets in simulated Z′ → tt
events, up to 10% more clusters on track at are found with the new setup.
The track reconstruction efficiency is also up to 10% (14%) higher than what
achieved in Run 1 for light-flavoured (b) jets. The performance of b-tagging
algorithms at high jet momentum is enhanced as well, with an increase of
b-tagging efficiency of 7− 13% for given light-flavoured jet rejection factors
for jets with pT greater than 100 GeV. Furthermore, the choice of using the
neural network cluster splitting algorithm directly on track candidates leads
to 10% less tracks to be considered in the ambiguity solving stage and the
track fitting, thus saving CPU time for the entire tracking software.
The ttH search in the 2` SS 0τhad final state with two light leptons of same
sign electric charge, no hadronic taus and large jet multiplicity has been
described. This channel has a sensitivity of S/
√
B ∼ 2, the largest among
all channels taken into acount in the analysis. The irreducible ttW, ttZ and
diboson backgrounds are estimated from simulation, and their modelling
in the signal region is validated in dedicated regions similar to the signal
region. For ttW, two validation regions with limited purity of about 40%
could be defined. In both cases, a fit to the observed data yields a value
of the ttW cross section modifier compatible with the SM value within the
uncertainties. Good agreement with data is observed in a ttZ validation
region with 85% purity. ForWZ, a large uncertainty on the production cross
section is assigned to take into account the low purity of the control region.
The impact of reducible backgrounds is limited by means of dedicated
lepton selection algorithms based on multi-variate analysis techniques. The
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algorithm for the suppression of non-prompt leptons from heavy-flavoured
hadron decays allows reaching a signal acceptance twice as large as the one
achieved in the early Run 2 analysis, given the same signal purity. The
algorithm for the identification of leptons whose charge is mis-reconstructed
leads to a 60% reduction of the fraction of background from charge flips in
e±e± events with respect to the previous analysis.
The residual fake background contamination in the signal region is esti-
mated in a data-driven way via the matrix method. Real and fake lepton effi-
ciencies to pass the tight lepton selection are estimated in control regions us-
ing several parametrisations, and are used to determine the final fake event
yield by weighting events in sidebands containing anti-tight leptons. Fac-
tors are derived from simulation to correct for the uneven fraction of fake
electrons from photon conversions between control and signal region. The
matrix method is validated through a closure test based on simulation, and
by checking the background modelling in data in low jet multiplicity valida-
tion regions. The robustness of the method against potential biases from the
trigger selection is checked as well. A good understanding of the physics
modelling of fake events is achieved within the estimated uncertainties. The
total uncertainty on the predicted fake event yield ranges between 22% to
30%; largest uncertainties are found in events with electrons. The major
source of systematic uncertainty is represented by the statistical uncertainty
on the fake rates, due to the limited event sample size in the control regions
used to extract them. Overall, the size of the uncertainty on the fake lepton
background is reduced by 30− 48% with respect to the early Run 2 analysis.
Two boosted decision trees relying on kinematic features of the event
are trained to discriminate ttH against ttV and fake backgrounds, respec-
tively. A combination of the output of such algorithms is used to define a
binned distribution to be considered in the statistical analysis. A maximum
likelihood fit to the observed collision data gives a ttH signal strength of
µttH = σ/σ
SM
ttH = 1.5
+0.4
−0.4 (stat.)
+0.5
−0.4 (syst.) = 1.5
+0.7
−0.6. The observed (expected)
significance against the background-only hypothesis is quantified as 2.7σ
(1.9σ). Further analysis of the fit results indicates the background model is
robust and well understood.
The 2` SS 0τhad signal region is eventually combined with seven other in-
dependent signal regions - defined by different lepton and τhad multiplicity -
and four control regions. The result of a simultaneous fit in all the signal and
control regions leads to a best-fit µttH = 1.6
+0.3
−0.3 (stat.)
+0.4
−0.3 (syst.) = 1.6
+0.5
−0.4.
When extrapolated to an inclusive final state, this results into a measured
production cross section of σttH = 790
+230
−210 fb, close to the SM prediction of
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σSMttH = 507
+35
−50 fb. The observed (expected) significance of 4.1σ (2.8σ) against
the background-only hypothesis provides the strongest evidence to date for
the ttH production. No significant deviation of the observed data from the
SM prediction for ttH and backgrounds is found. A recent preliminary re-
sult of a ttH to multi-leptons search by the CMS collaboration [166] features
a best-fit value of µttH = 1.5± 0.5 - consistent with the ATLAS result - and
an observed significance of 3.3σ (2.5σ expected).
This result represents a first step towards the ambitious goal of constrain-
ing the measurement of the top Yukawa coupling at the LHC in a direct and
most model-independent way via the sole ttH production mechanism.
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