Today, billions of communication devices connecting to wireless networks impose serious challenges to network deployment, management, and data processing. Among all emerging technologies tackling these challenges, SDNs decouple the control plane from the data plane to provide network programmability, and virtualization can share network and radio resources among various applications. On the other hand, fog computing offloads computing services from the cloud to the edge of networks, offering real-time data services to nearby data terminals. In this article, we present an integrated architecture for software defined and virtualized radio access networks with fog computing. We propose a design of software as a service called OpenPipe, which enables network-level virtualization. To integrate SDNs and network virtualization with fog computing, we adopt a hybrid control model with two hierarchical control levels, where an SDN controller forms the higher level and local controllers comprise the lower level. Typical use cases of the proposed network architecture are validated through laboratory demonstrations.
IntroductIon
Wireless networks have experienced a rapid evolution in the past decade, radically re-shaping people's everyday lives. However, with the current architecture of wireless networks, configuration and maintenance of wireless networks and devices with diverse protocol stacks and vendor-specific interfaces have become extremely complex and expensive. Moreover, there is a lack of openness, flexibility, and scalability in the current wireless network architectures [1] . Today's networks, even using cloud data centers for centralized provisioning of data processing, management, and services, still suffer fairly low network resource utilization and long delay.
New technologies, such as software defined networks (SDNs) [2] , network virtualization [3] , and fog computing [4] , have emerged to tackle these problems. SDNs detach the control plane from the data plane. Network virtualization enables sharing of network resources (e.g., storage, computing, and services), radio resources (e.g., spectrum and time slots), and network elements among different applications. Fog computing moves the majority of computation tasks and services from the cloud to the edge of networks, relieving the overloaded cloud data centers.
So far, the above three technologies have been studied separately in the literature. In [5] , the authors studied SDNs for enterprise wireless local area networks (WLANs). In [6] , an SDN called MobileFlow was proposed for mobile core networks. SoftRAN abstracts a cluster of base stations (BSs) as a virtual BS consisting of a central controller and radio elements [7] . The cloud radio access network (CRAN), as an example on the radio access network (RAN) side to achieve SoftRAN, decouples baseband processing from RF transmission of remote radio heads (RRHs) and centralizes it in a cloud-based pool of baseband units (BBUs) [8] . In [9] , the authors provided a device-to-device communication algorithm in software defined multi-tier LTE networks. The research on fog computing is in its infancy with most efforts to specify definitions, architecture, and user cases. In [4] , fog computing was compared to cloud computing in the context of the Internet of Things (IoT). In [10] , the authors proposed an architecture of SDN-based fog computing for vehicular ad hoc networks. In [11] , a green cloudlet network powered by hybrid energy sources was proposed, supporting seamless services with low latency. More efforts are needed to explore the synergy in combining these three novel technologies for better RAN performance and user experience.
In this article, we present an integrated architecture for software defined and virtualized RANs (SDVRANs) with fog computing. The main contributions of this article include:
• We present a network architecture to integrate fog computing with an SDVRAN by implementing a hybrid control model, an extended OpenFlow (exOF) protocol, and network level virtualization.
• We propose a network example of software as a service (SaaS) called OpenPipe, which enables network-level virtualization and user control of network operation with network management applications.
• We propose a hybrid control model with two control levels to support fog computing in SDVRANs.
The rest of the article can be outlined as follows. We review the basic principles of SDNs, network virtualization, and fog computing. We present the integrated network architecture. A laboratory demonstration and use cases are presented, followed by the conclusion of this article.
sdns And network VIrtuAlIzAtIon
A typical SDN architecture consists of three logical layers: the infrastructure layer, control layer, and application layer [2] . SDN provides application programming interfaces (APIs) to facilitate programmability of network operations. The northbound API connects the control layer and the application layer. The southbound API defines the way that the controller interacts with the infrastructure layer. OpenFlow [12] is the most popular protocol promoted by the Open Networking Foundation (ONF). It enables applications to program the forwarding switches' (or OpenFlow switches') flow tables, each of which is a list of flow entities. A flow entity consists of match fields, counters, and a set of instructions to match to the incoming packets, collect statistics regarding the current flow, and handle a matched packet. However, the OpenFlow protocol was proposed originally for wired networks and is not suitable for wireless networks because of the distinctive properties of wireless channels, such as time variations, attenuation, mobility, and broadcast nature.
Network functions virtualization (NFV) [13] leverages the virtualization technology to abstract various network devices onto general-purpose high-volume servers, switches, and storage, which are normally deployed in the operator's data center. Using SDN functions running in the data center, we know that NFV changes network architectures and the ways the networks operate, as software-based network functions can be moved to or instantiated in the required places in the networks without the installation of new equipment. According to different requirements, virtual resources can be classified into different levels [3] , such as spectrum level slicing, where the spectra is virtualized by multiplexing techniques, infrastructure-level slicing (i.e., virtualization of physical network elements, and network level slicing, where all the entities of the network are sliced to form a virtual network.
Fog computIng
Fog computing was defined by Cisco as an extension of cloud computing from the core to the edges of the network. The distributed intelligence fits the cases of frequent services, real-time applications, and mobile big data analysis. The necessity for the emerging fog computing is three-fold, including:
• Scalability: Smart devices are pushing the current networks to their limits. The scalability of network monitoring and management remains a big challenge to the current centralized network architecture.
• Real-time data analytics: Large delays will make the cloud servers easily overloaded and affect the user experience of latency-sensitive applications. Fog computing can reduce the data processing delays by offloading computation tasks to the nearest fog nodes.
• Saving network resources: Fog nodes undertake most data processing tasks at remote sites, and only forward necessary information to the cloud, thus reducing the use of network resources and the traffic burden on the cloud. The integration of SDN, virtualization, and fog computing benefits the current networks. With fog computing, the computation and transmission burdens on the controller of the SDN and the transmission backbone can be reduced. Meanwhile, the fog network can be implemented by SDN and virtualization to reduce the management and configuration costs, and to improve the scalability and resource utilization. However, there are some challenges to be addressed to integrate fog computing into SDNs. An SDN with fog computing is a distributed SDN, which should meet the requirements (latency, storage, energy consumption, etc.) of fog computing. Besides, the cooperation schemes among various controllers (i.e., the interactions between cloud SDN controllers and fog controllers) should be carefully designed. Challenges in operation strategies include how to make a computation offloading or data storage decision between fog and cloud, and how to achieve cooperation between fog and cloud computing. In the following section, we propose a network architecture that supports the integration of fog computing into SDNs, cooperation among multiple controllers, and the operation of SDVRANs with fog computing.
An IntegrAted network ArchItecture system desIgn Figure 1 shows the proposed network architecture. To better support wireless networks, we propose an exOF protocol, which is backward compatible with the standard OpenFlow protocol and can be implemented in wireless forwarding devices (including access points [APs] and base stations [BSs]), switches in the transport backbone, and the communication channels between the controller and forwarding devices in the proposed network. Note that, without losing the generality, we use a WLAN scenario to describe the proposed architecture for the sake of simplicity.
The fundamental elements of this proposed network architecture including the following:
• The SDN controller has global intelligence of the whole network and can control network devices.
• Local controllers are exOF-enabled and controlled by the SDN controller. They are responsible for forwarding data, and fulfilling the demands of real-time and latency-sensitive applications.
• The exOF enabled forwarding devices include the APs, BSs, and switches in the transport backbone.
• Users include mobile phones, laptops, and other wireless devices.
• Cloud servers store user data and run network functions, such as mobility management, quality of service (QoS) control, and authentication, authorization, and accounting (AAA).
• Service providers (SPs) provide services to their subscribers.
A hybrId control model
An SDN controller can be categorized into three control models, including a centralized model (e.g., Odin [5] ), a distributed model (e.g., Flowvi-
The cooperation schemes among various controllers should be carefully designed. Challenges in operation strategies include how to make a computation offloading or data storage decision between fog and cloud, and how to achieve cooperation between fog and cloud computing.
sor [14] ), and a hybrid model (e.g., Kandoo [15] ). In order to integrate fog computing, the proposed architecture adopts a hybrid control model, where the SDN controller and the local controllers form a two-level hierarchical control plane of the network. Figure 2 shows the high-level hybrid control model with the internal architecture of SDN and local controllers and the APIs, which define the interactions between an SDN controller and a local controller. The SDN controller (in the higher level) defines specific policies and sends these policies to the local controllers (in the lower level) to instruct how specific applications or behaviors should be processed by local controllers based on their local information. The control plane functions can be programmed directly in these controllers or in the SDN controller as applications. From the higher control level's perspective, the SDN controller and local controllers can be considered as the controller and agents (or switches). From the lower control level's perspective, they can be viewed as applications (or clients) and controllers (or servers), respectively. An intermediate interface is needed to connect two control levels, which is described in the next subsection. The benefits of implementing a hybrid control model lie in two areas. First, the SDN controller and local controllers are located in the cloud and fog networks, respectively. A local controller working together with a set of exOF-enabled devices forms a fog and behaves as a sub-SDN, which can run simple applications and can store a small amount of data. Apart from simplifying the management of the fog, the sub-SDN reduces the burden on the transmission backbone and the SDN controller in the cloud. Moreover, local controllers in fog sub-SDNs can be managed by the SDN controller, forming a higher-level SDN. Such a hybrid control model simplifies management and configuration, and improves the scalability of the proposed network.
openpIpe
We propose a virtual resource chain (or network-level virtualization) called OpenPipe. The inner architecture of OpenPipe is transparent to its users. The interface architecture of OpenPipe is shown in Fig. 3 , which consists of three APIs and three virtual layers. The three APIs are:
A southbound API between the infrastructure layer and the control layer. We propose an exOF protocol to meet the requirements of wireless SDNs. Two major changes have been made in the exOF compared to the original OpenFlow. First, the matching field and action sets of the flow entity have been expanded through the OpenFlow Extensible Match (OXM) mechanism by adding wireless type, parameters and the corresponding actions in oxm_class, oxm_field, and action sets, respectively. Second, controller/AP messages have been expanded for the connections between the wireless controller and APs through the following steps. After expanding the type of OpenFlow multipart messages (including wireless port, CPU, storage, wireless channel status, and AP status), we have added the description of available resources, wireless channel status, and AP status in the multipart messages. An intermediate interface between the SDN controller and local controllers. From the viewpoint of the higher control level, this interface can be viewed as a southbound API, while it acts as a northbound API from the viewpoint of the lower control level. Since the northbound API suffers a lack of standards and can be created using any programming languages, we use the exOF protocol as the intermediate API for the sake of simplicity.
A northbound API between the control layer and the application layer. The operators can implement programmed applications and communicate with the SDN controller through northbound APIs, thereby sharing the network resources, adaptively allocating resources according to specific rules, and accessing the underlying forwarding devices.
The three virtual layers of OpenPipe are the infrastructure layer, hybrid control layer, and application layer. Based on network virtualization techniques, the network resources (like forwarding devices) and radio resources can be shared with different applications.
The infrastructure elements include APs, BSs, and switches in the transport backbone. Physical devices and network resources in the infrastructure layer are abstracted and sliced into several isolated virtual resources, and shared by multiple applications. Following the emerging concept of anything as a service (XaaS) in cloud computing, we can view the virtual APs (VAPs) as an example of infrastructure as a service (IaaS), which outfits each user or application with one or more VAPs running on a physical AP. Meanwhile, radio resources can also be sliced and allocated to different VAPs. Figure 4 shows the structure of a software defined AP with the virtualization of infrastructure, network resources, and radio resources. Light VAPs (LVAPs) proposed in the Odin framework [5] are used in this article to achieve seamless mobility and load balance.
The virtual controller (VC) is an example of platform as a service (PaaS). This includes an environment for developing online applications that run on the physical SDN controller or local controllers. Users do not have to manage and control VCs and VAPs. Once applications are created, one or more VCs are formed automatically as needed to run all the applications.
The most significant advantage of OpenPipe is that it achieves full network-level virtualization of the proposed SDN with a hybrid control model. A single OpenPipe is a universal wireless SDN and is transparent to users, as it includes all the virtual resources, such as virtual SDN controller, virtual local controllers, VAPs, virtual radio resources, and virtual cloud server, sliced from all the elements of the SDN. Each OpenPipe is isolated from the others and can be assigned to different applications. This enables multiple applica- tions to be implemented and operated at the same time. It is particularly useful for testing experimental functions without affecting the normal network functions. Besides, OpenPipe is an example of software as a service (SaaS). Therefore, a user can access OpenPipe online whenever he/she needs it through a payper-use revenue model, rather than leasing it for a long term. This assists users who have limited financial resources and prefer to use OpenPipe in a cost-effective way, and benefits OpenPipe providers by increasing the revenue from pay-per-use users.
Fog computIng
In the proposed network, local controllers make the decisions on whether to provide local services to end users or to forward data to the SDN controller, based on specific policies or rules established by and received from the SDN controller. In the following, we discuss the metrics that need to be considered when offloading services from the SDN controller to local controllers:
• Latency: Transmission, signal processing, and control signaling latencies will have significant impact on some latency-sensitive applications, which require fast network response and service provisioning within their delay tolerance levels.
• Energy consumption: It includes not only transmission energy cost but also network equipment energy cost (signal processing, circuit energy loss, etc.) and affiliated costs (e.g., cooling systems).
• Overhead: Considering signaling overheads, applications with frequent transmissions of small data packets (e.g., traffic monitoring) should be provided locally wherever possible.
• Wireless connectivity: The performance of a wireless network will be affected when too many devices choose the same wireless channels to offload their computation tasks to local controllers. Figure 5 shows a high-level architecture of an SDN with fog computing, consisting of an SDN controller located in the cloud and three local controllers deployed in the network. The SDN controller with a global view of the network manages local controllers, which have local views of the fog network. Local controllers control APs, BSs, and switches directly through installing flow entities to these exOF-enabled forwarding devices. Local controllers may be considered as exOF-enabled forwarding devices by the SDN controller. The SDN controller can deliver flow entities to the lower-level controllers to control switches indirectly. In this case, the SDN controller views itself as the applications of lower-level controllers. By registering itself as a lower-level controller, the SDN controller can also directly control some switches for specific purposes. The SDN controller sends the control policies to local controllers, for instance, for offloading computation, assigning a specific event, or sending data required by local controllers. These user cases will be discussed in detail later.
use cAses
The proposed architecture can offer traditional services of SDNs. Let each VAP serve one user, and each physical AP host multiple VAPs. First, load balance can be realized based on the collected network state information by shifting some VAPs from a high traffic AP to a low traffic AP. Second, when a handover event is triggered by a user, the mobility management application moves a number of VAPs from the serving AP to an AP that can provide the user with better QoS without any additional message exchanges between the user and APs. Third, power management classifies APs into two types: masters, which are always on, and slaves, which are at the disposal of power management, and then formulates the problem as, for example, throughput maximization of the network by optimizing the transmission power of APs.
The SDN controller and local controllers can provide services jointly. First, cooperative computation offloading can be provided. In Fig. 5 , local controller 1 decides whether to provide local services or to offload computation to its higher-level controller based on local system states and the computation offloading policies delivered from the SDN controller. For example, the policy can be formulated as an optimization problem aiming to minimize the total energy consumption under specific latency and physical resource constraints. The solution could be the optimal resource allocation and the optimal distribution of computation FIGURE 3. The interface architecture. loads between local applications and higher-level applications. Second, the SDN controller assigns an event (e.g., a camera event) to local controller 2, which creates a camera detecting application. Once the assigned event is received, local controller 2 pre-processes the event according to the SDN controller's policy with the help of local applications and then forwards the pre-precessed event to the SDN controller. Third, the local controllers can also send requests to the SDN controller when some higher-level application data, such as global topology, network energy consumption, and network revenue, are needed by local applications.
In Fig. 5 , local controller 3 can receive higher-level application data after the SDN controller has received the requests from the lower level.
lAborAtory demonstrAtIons
We implemented the proposed network architecture in our laboratory, where tower servers act as controllers, exOF components include switches, gateways, and APs, and users include laptops and mobile phones. The open SDN controller software, Floodlight v. 1.1, runs on the servers. The operation system, OpenWrt, runs in APs, and OpenvSwitch 2.3.2 was installed in these APs to support the exOF protocol based on OpenFlow 1.3. Figure 6a shows the architecture of our laboratory demonstration deployed across a number of rooms on the same floor, where a local controller was placed in Room 250, and the SDN controller was connected through the campus network. Based on the collected network states, computation offloading, load balancing, power management, and QoS management can be carried out to offload computation services, to distribute loads across the network, to reduce the energy consumption, and to guarantee specific QoS levels through solving some optimization problems with certain objectives and constraints. For example, Fig.  6b shows the computation offloading performance (event servicing time) for different control models. An event should be processed locally or at the SDN controllers. The event servicing time includes event transmission time and processing time for the single-level controller. There is an additional offloading decision time at the local controller for the hybrid control model. The computing capability for an event at the local and SDN controllers are set as 0.1  10 9 and 0.25  10 9 instructions per second, respectively. The computation quantity of offloading events (to be run on local or SDN controllers) ranges from 0.1  10 9 to 10 9 instructions. Two sizes of transmission data were considered: 1.2 Mbits and 2.4 Mbits. The hybrid model can estimate the servicing times of the local and SDN controllers, and adaptively choose the controller that requires less serving time to offload computation services, reducing the serving time of the single-level control model. For example, when the computation quantity is low (10 8 instructions), the SDN control spends a longer time on serving this event, and thus the hybrid model chooses local control to offload computation services. Figure 6c shows the performance of load balancing. The local controller observes that AP 1 serves five users and has very high traffic loads, while AP 2 serves only one user with a relatively low traffic demand. Based on the collected network state information, the controller shifts some VAPs from the high-traffic AP 1 to the low-traffic AP 2. The demo network achieves load balancing at about 200 s. Before that, the throughput of AP 1 is more than three times that of AP 2. In contrast, the figures for APs 1 and 2 remain at the same level (about 20 Mb/s). Figure 6d shows that before load balancing, AP 1 serves five users and AP 2 serves one user, while each serves three users after load balancing. Figure 6e shows the application of network topology management. If the physical link from AP 1 to the gateway gets congested or interrupted, data of AP 1 cannot be transmitted without relaying through AP 2. In this case, the controller will send flow entities indicating that AP 2 can act as a relay node to forward the data of AP 1. Figure 6f shows the throughput of AP 1 with AP 2 acting as its relay to the gateway. In contrast, without relaying, no data can be transmitted to the gateway through AP 1.
conclusIons
We have proposed an integrated architecture for software defined and virtualized RANs with fog computing, where SDN techniques were used to split up the control and data planes and provide network programmability. Network virtualization slices network resources and shares these sliced resources to diverse applications. Fog computing offloads computing services from the core network to the edges of the network. We have presented an example of SaaS called OpenPipe, which can be viewed as network-level virtualization. With OpenPipe, the underlying infrastructure becomes transparent to applications. To support fog computing in SDNs, a hybrid control model with two control levels was used, and the related control policies were discussed. Finally, we have presented a lab demo to validate typical user cases of the proposed network architecture. 
