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Résumé
La cartographie des formations meubles à partir des données de télédétection est possible dans
le cas de sols dénudés et nus. Dans ces conditions, l’état de la surface du terrain est relié soit à
la réf lectance dans le visible et le proche infrarouge pour les images optiques, soit à la rugosité
et à l’humidité de surface détectables par le radar. Cependant, les formations meubles sont
généralement recouvertes par les éléments à la surface du sol tels que la végétation,
l’occupation du sol et les résultats des activités humaines. Dans ces conditions, leur
identification par télédétection est quasiment impossible. Aussi, faut-il trouver une méthode
indirecte pour les identifier et les cartographier.
Nous développons dans cette étude une nouvelle méthode de cartographie des formations
meubles basée sur la modélisation de la relation de synergie entre les objets en surface
identifiables à partir des données de télédétection, des informations morphométriques dérivées
du MNA et des données auxiliaires géoscientifiques. Les performances des données satellitaires
HRVIR de SPOT-4, ETM+ de Landsat-7, RSO en modes S4 et S5 de Radarsat-1 sont
comparées afin d’identifier et de cartographier des indicateurs en surface des formations
meubles. Par ailleurs, des données morphométriques telles que l’altitude, la pente, l’orientation
de la pente, les courbures de la pente et l’indice de potentiel d’humidité extraits du MNA, sont
utilisées pour définir les caractéristiques topographiques du terrain. Des classifications dirigées
ont été réalisées à partir d’images unisources et de combinaison d’images multisources par les
techniques de fusion RVB, ACP et ITS. Différents indices spectraux tels que NDVI, TSAVI, RI,
IF et bien d’autres, de même que des indices de texture (moyenne, écart type, entropie,
contraste, etc.) sont également comparés. Les différentes couches d’informations obtenues sont
regroupées en catégorie de variables en fonction de la couverture végétale, des sols, de
l’organisation texturale du paysage et de la topographie qui constituent les indicateurs en
surface des formations meubles.
Les résultats montrent que la classification dirigée selon la méthode du maximum de
vraisemblance réalisée à partir de la fusion RVB des données HRVIR et RSO S4 fournit le
meilleur taux de classification d’occupation du sol estimé à 96 %. Les données
morphométriques dérivées du MNA sont intégrées aux résultats des indices spectraux, des
indices de texture et de la carte d’occupation du sol dans une équation mathématique de
combinaison linéaire après application de l’analyse discriminante. Par cette équation, nous
avons pu modéliser la synergie entre les indicateurs en surface des formations meubles
permettant ainsi de les identifier et de les cartographier. Uniquement à partir des unités binaires
dérivées de la variable occupation du sol, le modèle est capable de discerner et de classifier les
formations meubles de la zone d’étude avec un taux de réussite globale de 70 ¾. L’ajout
d’indices spectraux en rapport avec la végétation et le sol aux informations précédentes,
augmente la précision globale de la classification du modèle de 9 %. Cette amélioration des
résultats confirme l’importance des deux catégories d’indices spectraux qui fournissent des
informations sur la densité du couvert végétal, l’état de croissance de la végétation et les
caractéristiques spectrales des sols. Les indices de texture rajoutés aux informations
précédentes permettent une augmentation du taux de classification globale de 2 % par rapport
au résultat précédent. Enfin, l’ajout d’informations topographiques aux paramètres de l’étape
précédente apporte une amélioration subséquente du taux de classification globale qui passe de
87 ¾ à 88 ¾, soit une augmentation de 7 %. Le résultat final du modèle appliqué à toute la zone
cf étude, donne après la validation, un taux global de classification des formations meubles de 88
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Abstract
Mapping cf surficial deposits using remote sensing data is possible in the case cf thinly
vegetated or bare soils. In these conditions, the grcund surface is related te either the sou
reflectance in the visible and the near-infrared in the case cf optical images, or te roughness and
surface moisture, which are both detectable by radar. However, surficial deposits are generally
covered by ground surface elements such as vegetaticn, land use and cther results of human
activities. In these conditions, their identification using remcte sensing is difficult. Therefore, an
indirect method must be found to identify and map the deposits.
In this study, we develcp a new methcd for mapping surticial deposits based on the modeling cf
the synergistic relationship between cbjects on the surface identifiable frcm remote sensing
data, morphometric information derived from a DEM and geoscience ancillary data. The
performance cf SPOT-4 HRVIR, Landsat-7 ETM+, and RADARSAT-1 S4 and S5 mode SAR
satellite data are compared in order to identify and map the surface indicatcrs cf surficial
depcsits. Furthermore, morphometric data such as altitude, slope, siope orientation, slope
curvature and the potential moisture index extracted from the DEM are used to define the
ground topographical characteristics. Supervised classifications were carried eut from single
source images and multisource image combinations using image fusion techniques including
RVB, ACP and HIS. Different spectral indices including NDVI, TSAVI, RI and IF, as well as
texture indices (average, standard deviation, entropy, ccntrast) are aise ccmpared. The different
layers cf information obtained are regrouped into categories cf variables in relation te the
vegetation cover, sous, the texturai organization of the landscape and the topography. These
constitute the main indicators of surf icial deposits.
Results show that the supervised classification using the maximum likelihocd method based on
the RVB fusion cf HRVIR and SAR S4 data provides the best classification rate cf the land cover
estimated at 96 ¾. The mcrphometric data derived f rom the DEM are integrated with the results
cf the spectral indices, the texture indices and the land ccver map in a linear equation within a
discriminant analysis. Based on this equation, we were able te mcdel the synergy between the
surf icial deposits indicators which allowed their identification and mapping. Based solely en the
binary units derived from the land cover variables, the model is capable of identifying and
classifying surficial deposits in the study area with a global accuracy cf 70 ¾. The addition of
spectral indices relating to vegetaticn and sou to the preceding information increases the glcbal
classification precision to 79 ¾. This improvement in the results confirms the importance cf the
two categories cf spectral indices in providing information on the density cf the vegetation cover,
the state cf growth cf the vegetation and the sou spectral characteristics. The addition cf texture
indices added to the previcus information increases the classification accuracy to 81 ¾. Finally,
the addition cf topographical information te the parameters of the previcus step provides a
further improvement in the global classification rate from 81 ¾ to 88 ¾, a further increase of 7
¾. Validation cf the final results cf the model applied to the entire study area, in comparison with
ground truth data and geological maps, gives a global classificaticn rate of 88 ¾.
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1. lntroductïon générale
L’évaluation des performances des données de la télédétection à des fins de
cartographie géologique et géomorphologique a fait l’objet de nombreuses études
(Chorowicz et al., 1980; Clément et al., 1983; Jones, 1986; Deslandes et Gwyn, 1991;
Scanvic, 1993; Coulibaly, 1996; Scanvic et al., 1996). Différentes techniques de
rehaussement et de segmentation, visuelles ou numériques, sont utilisées afin
d’identifier et de délimiter les unités de surface. Cependant, en géologie et en
géomorphologie, l’utilisation de ces techniques pose un problème à cause de la
couverture végétale, de l’occupation du sol et de la répartition sporadique des
affleurements rocheux. En effet, les études géologiques et géomorphologiques portent
plus d’intérêt aux éléments enfouis sous la surface ou près de la surface plutôt qu’aux
éléments directement apparents comme c’est le cas pour les études portant sur la
végétation et sur l’eau.
La reconnaissance géomorphologique demeure cependant un des domaines où le
potentiel de l’imagerie satellitaire n’a pas encore été étudié à fond. En effet, dans les
quelques recherches effectuées jusqu’à présent sur ce sujet, on ne traite pas du
problème dans sa globalité qui est à la fois l’identification des formations meubles en
présence et la caractérisation des formes d’érosion et de sédimentation. Cette
problématique a suscité l’intérêt de notre étude dans laquelle nous développons une
approche géomatique visant à comprendre et à modéliser l’interaction des différentes
composantes de l’environnement afin d’identifier et de cartographier les formations
meubles.
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7.1. Concept de formation meuble
Les formations meubles ou dépôts de surface, recouvrent partiellement ou
complètement le substratum rocheux. Elles se trouvent à l’interface lithosphère-
atmosphère et constituent l’assise sur laquelle sont établies les composantes des
écosystèmes. Elles sont meubles, parfois faiblement consolidées et peuvent avoir une
épaisseur de quelques décimètres à plusieurs dizaines de mètres, avec ou sans relation
génétique avec le substratum rocheux (Campy et Macaire, 1989). Les formations
meubles proviennent de la dégradation physico-chimique du substratum rocheux suivie
généralement de processus de transport et de sédimentation. Elles sont exposées aux
phénomènes bioclimatiques, interviennent dans la formation des sols (pédogenèse),
conditionnent la distribution et la croissance de la végétation de même que la nature des
activités humaines. Elles sont étroitement associées à l’évolution du relief actuel.
Le besoin d’identification et de caractérisation des formations meubles nécessite une
compréhension de la relation et de l’interaction entre les diverses composantes du
milieu naturel à savoir: le matériel géologique parental (lithologie), la forme du relief
(topographie), les caractéristiques des sols (pédologie), la couverture végétale et
l’occupation du sol.
Les formations meubles sont étudiées au moyen des méthodes classiques de la
géologie et de la géomorphologie. Cependant, les principes et raisonnements
développés pour leur analyse et leur interprétation lithologique, stratigraphique,
paléogéographique et chronologique ainsi que pour leur représentation cartographique,
font appel à des notions variées issues de tous les horizons des sciences de la Terre.
L’étude des formations meubles par télédétection est possible dans le cas de surfaces
nues où la granulométrie est reliée soit à la réflectance dans le visible et le proche
infrarouge pour les images optiques, soit à la rugosité et à l’humidité du sol détectable
par le radar (Scanvic, 1993; Bonn, 1996). Toutefois, la position des formations meubles
fait qu’elles sont généralement recouvertes par la végétation et les types d’utilisation du
sol. Dans ces conditions, leur identification par télédétection est quasiment impossible.
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Aussi, faut-il trouver une méthode indirecte pour les identifier et les cartographier en se
basant sur des éléments en surface qui sont des indicateurs de tormations meubles.
L’approche géomatique développée ici pour la cartographie des formations meubles est
basée sur la modélisation de relations de synergie entre les diverses composantes de
des environnements physïque et biologique du paysage qui constituent les indicateurs
de base des formations meubles. Elle repose, d’une part, sur l’utilisation de la
télédétection pour identifier et regrouper en fonction de leurs propriétés spectrales, les
unités homogènes de surface en relation avec ou influencées par les formations
meubles. D’autre part, elle utilise le modèle numérique d’altitude (MNA) pour calculer les
paramètres morphométriques décrivant les caractéristiques du relief qui sont également
des indicateurs de formations meubles.
7.2. Problématique liée à la cartographie des formations meubles
1.2.7. Au plan spectral
Les travaux antérieurs ont fourni des résultats cartographiques intéressants en géologie
grâce à l’utilisation d’images 1M de Landsat, HRV(XS) de SPOT-3 et RSO de ERS1
(Chorowicz et aI., 1988; Millington et aI., 1986; Karnieli et aI., 1996). Cependant, du fait
de la couverture végétale, des affleurements rocheux isolés ou du paysage souvent très
humanisé, les résultats de ces études sont limités. D’autres travaux ont amélioré les
résultats cartographiques en utilisant des images satellitaires unisources et des MNA
(Rochon et Roksandic, 1982; Willems et aI., 1993; Mc Dermid and Franklin, 1994;
Dymond et aI., 1995). Toutefois, l’information spectrale d’une seule source d’images
satellitaires ne permet d’appréhender que certains aspects observés des formations
meubles dans un intervalle spectral limité. En outre, il faut choisir des solutions de
compromis entre les résolutions spectrale et spatiale des images optiques et les
conditions nuageuses. De même, il faut trouver un compromis entre les déformations
géométriques et les ombres observées dans le cas des images radar, d’où l’intérêt de la
complémentarité des images satellitaires de différentes sources.
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1.2.2. Au plan spatial
La télédétection a un véritable défi à relever face aux méthodes traditionnelles de
cartographie et de photo-interprétation. Une explication théorique au problème des
résultats de classification automatisée d’images de télédétection est liée à l’échelle et à
l’agrégation des objets qui ont un impact considérable sur le contenu des images et leur
analyse subséquente en vue de discerner différentes classes d’objets au sol (Marceau
et aI., 1993; Hay et aI., 1997; Atkinson and Curran, 1997). Cette argumentation,
confirmée par ces études antérieures, démontre que négliger de considérer les effets
d’échelle et d’agrégation spatiale inhérents lors de l’acquisition et de l’analyse de
données peut produire des résultats aléatoires, sans correspondance avec la réalité de
terrain.
Ce constat nous amène à dire qu’un système d’échantillonnage spatial n’est pas
indépendant du phénomène qu’il représente et que, logiquement, il existe une résolution
spatiale optimale pour chaque entité géographique qui correspond à l’échelle
d’observation et au niveau d’agrégation qui lui est propre. Aussi, l’utilisation d’une image
satellitaire, qui représente une grille d’échantillonnage donnée, reflète-t-elle toujours la
réalité de terrain?
Si la réponse à cette question est négative, cela veut dire qu’il faudrait trouver une autre
façon de définir les données spatiales qui ne repose pas uniquement sur des
considérations pratiques de l’image à une seule résolution, mais plutôt sur leur
signification géographique réelle. Certains chercheurs, comme Marceau et aI. (1993),
Hay et aI. (1997) et Atkinson et Curran (1997), ont suggéré d’améliorer les nouvelles
approches d’analyse d’image en utilisant des échelles multiples pour la même image.
Face à cette problématique, nous avons décidé d’utiliser non seulement des
informations obtenues d’une image, mais aussi différentes informations provenant
d’images optiques et radar de résolutions spatiales distinctes afin d’obtenir des règles
de décision logiques combinant des données spectrales et spatiales différentes. Cette
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observation nous ramène dans le domaine de la fusion d’images qui existe déjà comme
outil d’aide à la décision en télédétection. Cette dernière problématique soulève la
question suivante lorsque l’on regarde un paysage avec des entités géographiques
issues d’images satellitaires de nature et de résolutions distinctes, quelle est l’approche
à utiliser pour obtenir la meilleure information à la résolution appropriée issue de la
fusion de ces images?
7.2.3. Au plan de l’intégration des données
L’examen de travaux antérieurs montre que de plus en plus de chercheurs utilisent les
informations de télédétection combinées aux données géoscientifiques pour renforcer
les résultats cartographiques (Metternicht, 1996; Péloquin, 1999; Haboudane, 1999).
Cependant, à cause de la grande quantité de données et de la complexité d’intégration
liée à leur nature et à leur origine différentes, il devient indispensable de trouver une
méthode de combinaison et d’analyse systématique assistée par ordinateur de cette
masse d’informations. Ainsi, l’on se pose la question suivante comment extraire de
façon systématique et efficace des informations thématiques à partir de grandes
quantités de données multisources et comment exploiter ces données pour la
cartographie des formations meubles?
Cette question d’ordre méthodologique constitue le second volet de notre recherche.
Les formations meubles étant étroitement associées à l’évolution du relief actuel, il est
de plus en plus courant de voir intégrer aux données spectrales de télédétection, des
attributs topographiques décrivant les formes de terrain. Dans certaines études, on
utilise les informations topographiques dérivées du MNA comme des néo-canaux que
l’on combine aux données spectrales d’images satellitaires (Franklin, 1987; Jones et al.
1988). Cette approche peut affecter les résultats de classification du fait de l’altération
de la normalité de la distribution et du grand nombre de canaux impliqués, entraînant
ainsi la confusion entre les différentes classes générées (PedUle, 1992). Dans d’autres
études, on intègre les informations spectrales de télédétection et les données
morphométriques dérivées du MNA dans le cadre d’un SIG (Peddle, 1992; Scanvic,
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1993). Dans cette seconde approche, les problèmes se posent au niveau des règles de
décision et de pondération des variables qui sont laissées à la subjectivité de
l’utilisateur. Ces différentes observations soulèvent la question suivante comment et à
quel niveau faudrait-il effectuer l’intégration de données spectrales de télédétection et
des données morphométriques dérivées du MNA?
1.3.. Objectifs et hypothèses d’étude
L’objectif principal de ce projet de recherche est de développer une approche
géomatique pour la cartographie des formations meubles. On se propose de répondre
aux questions suivantes
• quelles sont, parmi les caractéristiques de la surface, celles qui sont influencées par
les formations meubles ou en relation avec elles et qui sont identifiables par
télédétection ?
• l’observation des caractéristiques morphométriques du terrain et les unités
homogènes du paysage identifiables par télédétection peuvent-elles réellement nous
apporter des renseignements sur les types de formations meubles et leur répartition?
Pour répondre à chacune de ces questions et mener à bien ce projet de recherche,
nous avons défini les objectifs spécifiques suivants
• évaluer la contribution de la fusion d’images satellitaires multisources optiques et
radar pour l’identification et la cartographie d’indicateurs de formations meubles;
• évaluer le potentiel des indices spectraux pour discerner des indicateurs de
formations meubles;
• évaluer l’apport de l’analyse de texture pour l’identification des indicateurs de
formations meubles;
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• étudier l’apport des données morphométriques dérivées du MNA pour la
cartographie des formations meubles;
• développer une méthode permettant l’intégration de données spectrales contenues
dans les images satellitaires multisources et les données morphométriques pour
l’identification et la cartographie des formations meubles.
Outre les objectifs de cette étude, trois hypothèses principales sont sous-jacentes à ce
projet de recherche:
• la fusion d’images satellitaires multisources optiques et radar permet d’accentuer les
résultats de classification d’indicateurs de formations meubles;
• il existe une relation de synergie entre les unités homogènes de terrain identifiables
par télédétection et les ensembles de formations meubles;
• l’utilisation de données multisources satellitaires couplées aux données
morphométriques dérivées du MNA améliore la précision de la cartographie des
formations meubles.
1.4. Description de la zone d’étude
La zone d’étude est la vallée centrale de Cochabamba située au centre de la Bolivie à
plus de 2 500 m d’altitude entre les longitudes 66°24’ O et 66°07’ O et les latitudes
17°18’ S et 17°30’ S (figure 1.1). La vallée est constituée de 39 sous-bassins versants
faisant partie intégrante du bassin versant principal du Rio Rocha qui couvre une
superficie d’environ 650 km2. La vallée est bordée au nord par la cordillère Tunari à
environ 5 035 m d’altitude et à l’ouest par la cordillère Mazo-cruz à 4 606 m. Elle est
limitée à l’est par la petite vallée de Sacaba et au sud par des montagnes dont l’altitude
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Figure 1 .1. Localisation de la zone d’étude
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Figure 1.2. Carte topographique de la vallée centrale de Cochabamba
1.4.1. Géologie
Les formations rocheuses sont principalement de l’Ordovicien supérieur et du Silurien.
Elles sont constituées d’arénites, de shales, de quartzites et de phyllites. Dans la partie
ouest et sud-ouest de la zone, on retrouve des formations du Permien et du Crétacé
constituées de roches argileuses, de grès et de marnes, de même que des
conglomérats du Tertiaire (Claure et al., 1994).
La vallée de Cochabamba a une structure complexe de graben (Lavenau, 1986). Les
formations rocheuses du Paléozoïque qui bordent la dépression ont été affectées de plis
de direction NO-SE durant les orogenèses Hercynienne et Andine. Quant aux
formations rocheuses du Mésozoïque et du Cénozoïque dans la partie ouest, elles ont
été affectées par l’orogenèse Andine. La géologie régionale est dominée par des
schistes et des quartzites Ordoviciens. La direction générale des plis est NO-SE.
À
3 U 3 6 km
-
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La structure tectonique dominante locale est constituée de failles bordant le bassin au
nord et à l’ouest, créant des reliefs importants qui lient le développement des thalwegs
aux escarpements. Au contraire, au sud du bassin, le relief plus doux est propice à une
extension plus importante du réseau hydrographique (Dutartre et aI., 1993). Cette
dissymétrie structurale est typique des grabens (Lavenau, 1986). La taille des sédiments
diminue graduellement en direction du centre du bassin (sédiments torrentiels alluviaux,
conglomérats, siits et argiles) (figurel .3).
Figure 1.3. Coupe géologique du bassin de Cochabamba (GEOBOL, 1978)
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J .42. Géomorphologie
Le paysage de la région d’étude peut être décomposé en trois ensembles principaux:
les montagnes, les piémonts et la vallée (Fabbri, 1991). Les formations meubles sont
alluviales, alluviales de cônes de déjection (actuels, récents et anciens), colluviales,
colluvio-fluviales, fluvio-lacustres (récentes et anciennes), lacustres et alluviales de
terrasse (GEOBOL, 1994). Les indications chronostratigraphiques sur les différentes
formations meubles la zone d’étude sont résumées sur le tableau 1.1.
• Montagnes
Les montagnes sont formées de quartzites, de grès, de shales et d’arénites du
Paléozoïque ainsi que de matériaux calcaires du Crétacé. La topographie reflète des
traces d’érosion glaciaire entre 4 400 m et 3 900 m d’altitude. Des dépôts morainiques,
des dépressions en forme de U et des lacs glaciaires observés, constituent les reliques
de la glaciation du Quaternaire (Claure et aI., 1994). Entre 3 900 m et 2 800 m, les
pentes sont très abruptes et causent de forts ruissellements, l’érosion des sols ainsi que
des dépressions profondes dans les montagnes formant ainsi des lits de rivières.
• Piémonts
Les piémonts sont caractérisés par des sédiments alluviaux et colluvio-alluviaux. La
forme du relief est représentée par des cônes de déjection superposés. Ils sont
recouverts d’une végétation éparse, quoique certains soient localement cultivés et
surmontés par des dépôts alluviaux actuels (Fabbri, 1991). La proportion des particules
fines augmente en direction de la partie centrale de la vallée. Nous pouvons ainsi
distinguer les formations alluviales de cônes de déjection anciens, récents et actuels
(Rico etaL 1981).
Les formations alluviales de cônes de déjection anciens se caractérisent par une
structure chaotique sans stratification proprement dite (Rico et aI. 1981). Elles sont
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Tableau 1.1. Indications chronostratigraphiques de la région (modifié de GEOBOL, 1994)
Ère Période Époque* Lithologie I Faciès Caractéristiques physiques
Dépôt alluvial Fragments angulaires de blocs de tailles
Qa variables et gravier dans une matrice sablo
Holocène argileuse; distribution chaotique; ils forment
des dépôts de lit de rivières.
Dépôt colluvio-fluvial Fragments angulaires de roches isolées de
Qcf tailles variables et gravier dans une matrice
formée d’un mélange de sable, de silt et
d’argile.
Dépôt colluvial Sédiment rougeâtre à brun violacé formé de
Qc débris de roches de diamètre variable et deÇ gravier dans une matrice sableuse;
E distribution chaotique.
O Dépôt alluvial de terrasse Fragments angulaires de roches de tailles
z Qt variables et gravier dans une matrice
O constituée d’un mélange de sable, de silt et
d’argile.
Q
u Dépôt lacustre Matériaux fins formés de sable, de silt et
E Ql d’argile; intercalations de couches
argileuses contenant de la tourbe et des
Quaternaire fossiles d’animaux et végétaux.
Pléistocène Dépôt fluvio-lacustre Matériaux argilo-sableux fins, garvier et sut;
récent texture hétorogène; matériaux mixtes par
0f I1 endroit ayant des caractéristiques alluviales
et lacustres.
Dépôt alluvial de cône de Fragments angulaires de blocs de tailles
déjection actuel variables et gravier dans une matrice sablo
Qaa1 silteuse; distribution chaotique; ils forment
des dépôts de lit de rivières intermittentes.
Dépôt alluvial de cône de Fragments angulaires de roches de tailles
déjection récent variables et gravier distribués d’une façon
Qaa2 chaotique dans une matrice sablo-silteuse.
Dépôt fluvio-lacustre Matériaux argilo-sableux tins, garvier et silt
ancien texture hétorogène; matériaux mixtes par
0fl endroit ayant des caractéristiques alluviales
et lacustres.
Dépôt alluvial de cône de Fragments angulaires de roches de tailles
déjection ancien variables et gravier distribués d’une façon
Qaa3 chaotique dans une matrice sablo-silteuse.
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composées de blocs, de gravier, de sable et de silt. La topographie du terrain est
caractérisée par des pentes modérées.
Les formations alluviales de cônes de déjection récents sont composées de cailloux, de
gravier, de sable et de sut. Elles se caractérisent par une ouverture du cône moins
étalée et par différents gradients de texture. Elles présentent par endroit une
stratification de matériel fin, principalement silteux (Dutartre et al., 1993).
Les formations alluviales de cônes de déjection actuels représentent des lits de rivières
intermittentes. Durant la saison des pluies, elles reçoivent et transportent des matériaux
hétérogènes provenant des montagnes. Elles se caractérisent soit, par des dépressions
topographiques profondes creusées dans les cônes de déjection anciens, soit par des
dépressions peu profondes en surface (Rico et al. 1981). Ces formations alluviales sont
composées de blocs, de gravier, de sable et de silt.
• Vallée
La vallée correspond à une dépression tectonique (graben) remplie par des sédiments
du Quaternaire déposés dans des environnements lacustres et alluvio-lacustres (Fabbri,
1991). Le relief est marqué par des terrains plats, des terrasses et des dépressions
lagunaires. Le relief, souvent abrupt au niveau des piémonts, se transforme en pente
douce ou subhorizontale dans la partie centrale de la vallée. La cuvette centrale de la
vallée est caractérisée par la sédimentation des éléments les plus fins, argilo-sableux,
argileux et silteux (Dutartre et aI., 1993).
1.4.3. Pédologie
D’après les observations de terrain, le sol est aride avec quelques exceptions dans les
dépressions et les zones planes de la vallée. Du fait du régime climatique semi-aride
régional, la plupart des sols sont classés comme aridisols ou entisols (Fabbri, 1991).
Dans les piémonts, la profondeur de la nappe phréatique se situe entre 10 et 30 m,
tandis que dans la vallée, elle varie de 2 à 8 m.
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Dans les piémonts, on trouve des orthents appartenant à l’ordre des entisols, qui se
caractérisent par une accumulation constante de nouveaux matériaux (Fabbri, 1991).
Ce sont des sols moyennement profonds, pierreux, pauvres en nutriments, sur lesquels
pousse une végétation éparse arbustive et herbacée. Ils sont constitués de graviers, de
sable et de sut.
Dans le bassin, on trouve des zones d’aridisols, à l’intérieur desquelles nous avons les
calciorthids, dans le sud et le sud-ouest, où l’on rencontre des problèmes de salinité des
sols (Fabbri, 1991). Ces types de sols sont profonds à moyennement profonds, avec
une texture sableuse à argileuse et se caractérisent par un mauvais drainage et une
végétation halophyte. D’une façon générale, les sols dans la vallée sont caractérisés par
une texture variant de sableuse légère à argileuse et peuvent être superficiels à
profonds (Fabbri, 1991). Ces sols sont destinés en grande partie à la production
agropastorale intensive avec de nombreuses irrigations durant la saison sèche.
1.4.4. Climat et végétation
Une étude détaillée du climat des vallées de Cochabamba a été réalisée dans le cadre
du Proyecto integrado de Recursos Hidricos de Cochabamba (PI RHO) en 1976. Les
résultats essentiels en sont reproduits ici. Cochabamba a un climat semi-aride à
caractère tropical les températures varient peu au cours de l’année et les saisons se
distinguent selon les précipitations. C’est aussi un climat de montagne marqué par de
fortes variations diurnes de la température et une faible humidité relative. Toutefois, ce
dernier paramètre augmente lorsque l’on gagne en altitude, de pair avec les
précipitations. En effet, Les mouvements tectoniques et les dépressions dans les lits de
rivières ont crée une importante énergie de relief avec des élévations variant entre 2 500
m et 5 000 m. Ces différentes altitudes diffèrent au niveau de la variabilité climatique.
Par exemple au sud du bassin entre 2 500 m et 2 800 m d’altitude, nous avons un climat
tempéré semi-aride, avec des températures moyennes annuelles de 14 °C à 17
O et
des précipitations moyennes annuelles comprises entre 400 mm et 600 mm. Au niveau
des altitudes plus élevées, la température décroît et les précipitations augmentent
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entraînant ainsi un changement graduel vers un climat plus humide et plus froid. Une
baisse de 0,8 oc du gradient thermique est rapportée à chaque 100 m d’élévation en
altitude, tandis que les précipitations accusent un incrément de 100 mm à chaque 250m
d’élévation (GEOBOL, 1978, CORDECO-SUBDESAL, 1993).
De façon générale, la température maximale est de l’ordre de 25 °C alors que la
température minimale varie entre 12 oc pour les mois d’été et 1,5 oc pour l’hiver. Les
87% des pluies sont concentrées de décembre à mars. Pendant la saison sèche de
mars à novembre, les vents du sud-ouest sont fréquents avec des vitesses moyennes
mensuelles allant de 1,5 km/h en mai à 5,9 km/h en octobre (AASANA, aéroport de
Cochabamba, 1983). L’évapotranspiration annuelle varie entre 1 018 et 1 201 mm.
L’aridité du climat est mise en évidence par un déficit hydrique annuel de l’ordre de 600
à 750 mm.
La végétation naturelle est typique des steppes de zones tropicales semi-arides. Elle est
constituée, d’une part, de végétation herbeuse, de buissons, de cactus, de matorrals et,
d’autre part, de végétation arborée et arbustive regroupant des eucalyptus (Eucalyptus
globulus), des mollés (Schinus molle), des ulalas (Cereus haenkeanus), des acacias
(Acacia caven) et des mesquites (Prosopisjuliflora) (Navarro, 1997).
1 .4.5e Occupation et utilisation du sol
La répartition de la végétation varie en fonction des conditions écologiques (Navarro,
1997). Sur le flan des montagnes où le sol est peu pierreux, la végétation éparse est
constituée d’herbes basses et de buissons. Sur les cônes de déjection, où la pierrosité
est importante, se trouvent en plus des herbes et des buissons, des matorrals, des
cactus et des mollés (arbres). La surface du terrain est, par endroit, dénudée dans ces
secteurs et quelques lopins de terre isolés sont utilisés pour la culture non irriguée.
La densité de la végétation augmente en direction de la partie centrale plane de la
vallée, où se trouvent les zones de cultures, les pâturages et des arbres comme les
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eucalyptus, les mollés, les ulalas et les acacias. Les conditions agricoles favorables
dans ce secteur ont permis le développement de cultures irriguées de céréales et de
légumes (Navarro, 1997).
Le réseau de drainage de la région est caractérisé par un ensemble de rivières
intermittentes pratiquement à sec au cours de l’année sauf en saison de pluies où elles
regorgent d’eau. L’accroissement de la population et les conditions de vie difficiles dans
les villes et villages voisins ont engendré une urbanisation galopante dans la vallée et
une prolifération d’habitats précaires.
1.5. Organisation de la thèse
Outre la présente introduction générale, la thèse est structurée en huit chapitres. Dans
le chapitre 2, on présente une revue des différentes approches classiques de
cartographie des formations meubles utilisées dans le domaine des sciences de la
Terre. Les avantages et inconvénients des différentes méthodes sont exposés. Cette
présentation a pour objectif, d’une part, de situer l’étude dans son contexte et, d’autre
part, d’introduire le concept de l’approche géomatique basée sur la relation de synergie
entre les indicateurs de formations meubles développée.
Le chapitre 3 est consacré aux données multisources utilisées et les résultats des pré-
traitements, Il porte sur la description des caractéristiques générales du terrain, les
résultats des corrections géométrique, atmosphérique et topographique de même que le
filtrage des images RSO. Le pré-traitement des données auxiliaires géoscientifiques
utilisées est également présenté.
Le chapitre 4 est consacré à la conception du modèle de synergie entre les indicateurs
de formations meubles que nous avons développé. Le développement de la
méthodologie d’intégration des données multisources satellitaires aux données
morphométriques dérivées du MNA est expliqué.
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Le chapitre 5 est consacré à l’application et aux résultats du modèle de synergie
développé. Dans la première partie de ce chapitre, on présente les résultats des
paramètres dérivés des données satellitaires en relation avec ou influencés par les
formations meubles. Dans la seconde partie, on présente les résultats des paramètres
morphométriques dérivées du MNA. Les résultats du modèle de synergie développé et
la carte des formations meubles obtenue sont présentés dans la dernière partie.
Le chapitre 6 est destiné à l’interprétation et à la discussion des résultats basées sur les
observations du terrain et les documents cartographiques. La sensibilité du modèle est
évaluée de même que la concordance entre les classes de formations meubles
obtenues à partir du modèle et les résultats cartographiques antérieurs obtenus à partir
de la méthode classique de cartographie géologique.
Le dernier chapitre porte sur la conclusion générale de l’étude et les recommandations
formulées pour les travaux futurs.
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2. Différentes approches cartographiques
Dans ce chapitre, on définit d’abord le mode de classification des formations meubles.
En effet, en fonction de la manière dont on aborde ces formations meubles, plusieurs
critères peuvent être privilégiés comme base de la classification. Ensuite, on passe en
revue les principales démarches cartographiques utilisées pour examiner l’évolution des
méthodes dans le temps. Enfin, l’on présente le concept de base de l’approche
cartographique développée dans cette thèse.
2.1. Mode de classification
2.1.1. Classification à partir de critères texturaux
Le caractère lithologique majeur des formations meubles est leur texture. La texture est
la répartition des grains qui composent le matériau dans des classes de dimensions
définies. Le critère texturai a l’avantage de pouvoir être rapidement utilisé sur le terrain
par estimation visuelle et tactile. Cependant, cette estimation de terrain doit être
corroborée par l’analyse granulométrique en laboratoire des échantillons prélevés en
utilisant le diagramme triangulaire de texture (Campy et Macaire, 1989). On peut ainsi
distinguer, par exemple, des matériaux argilo-silteux (alluvions de plaine d’inondation)
ou sablo-graveleux (alluvions de chenaux), des blocs (moraines) et bien d’autres.
L’intérêt de ce mode de classification est surtout pratique. En effet, les qualités
hydrogéologiques, agronomiques ainsi que les caractéristiques géotechniques d’une
formation peuvent être directement déduites avec une assez bonne précision d’après sa
position dans les différentes aires du diagramme triangulaire. L’inconvénient de cette
technique de classification réside dans le fait qu’elle demande beaucoup de travail
lorsqu’il s’agit de couvrir de grandes étendues de territoire.
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21.2. Classification à partir des relations avec le substratum rocheux
Le mode de classification à partir des relations avec le substratum rocheux permet de
comprendre les rapports qui peuvent exister entre les formations meubles et le
substratum rocheux. En fonction de la relation avec le substratum rocheux, on peut
schématiquement les classer en trois grands groupes (Campy et Macaire, 1989) : les
formations autochtones, para-autochtones ou résiduelles et allochtones ou de transport
(figure 2.1).
Figure 2.1. Relation des formations meubles avec le substratum rocheux
Les formations autochtones proviennent directement du processus de désagrégation et
d’altération du substratum rocheux avec conservation in situ des produits de la
transformation engendrée.
Les formations para-autochtones constituent un résidu des précédentes. En effet, suite
à la désagrégation du substratum rocheux, une partie des produits résiduels arrachés
sont entraînés par dissolution, lessivage, éolisation, ruissellement et enrichis d’éléments
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ces conditions n’ont qu’une parenté plus ou moins éloignée avec le substratum rocheux
sous-jacent. Dans cette classe de formation, on distingue par exemple les argiles à silex
ou à chaules.
Les formations allochtones, elles, n’ont aucun lien avec le substratum rocheux sous
jacent qui devient pour elles un simple support. Leur présence est liée à un agent de
transport qui les ont mobilisé ailleurs avant de les y déposer. Se placent par exemple
dans cette classe, les colluvions, les formations glaciaires et les alluvions.
La classification basée sur la relation avec le substratum rocheux est surtout utilisée
dans la synthèse stratigraphique où toutes les phases érosives et sédimentaires sont
repérées et placées dans le temps de façon relative.
2.7.3. Classification génétique
Le mode de classification génétique est typiquement adopté dans le milieu de la
géologie et de la géomorphologie. La raison essentielle tient au tait qu’il est aisé de
rapprocher des formations meubles en cours de genèse. En effet, il est possible
d’observer des formations meubles en cours de formation dans divers milieux. Les
causes de leur mise en place peuvent donc être définies avec précision et l’analogie
avec les formations plus anciennes peut être établie avec un certain degré de fiabilité.
C’est ainsi qu’on parle, entre autres, de formations alluviales, glaciaires, tluvio
glaciaires, glacio-lacustres, fluviatiles, lacustres et colluviales.
Toutefois, étant donné qu’on n’est jamais absolument sûr à première vue de la genèse
d’une formation, ce type de classification demande des précautions lors de son
utilisation.
Dans le cadre de cette thèse, les formations meubles sont identifiées en fonction de leur
origine (classification génétique) par le fait que nous les analysons sous l’angle de la
géodynamique afin de comprendre les modalités de leur genèse, leur interaction avec
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les éléments du paysage (relief, végétation, sol, utilisation du sol) et leur répartition. Une
autre raison du choix de ce critère réside dans le fait que les cartes géologiques ayant
servi pour les campagnes de terrain et la validation du modèle de synergie développé,
présentent cette typologie génétique.
2.2. Différentes démarches cartographiques
Les méthodes de cartographie sont nombreuses et très différentes dans le détail.
Cependant, on peut faire des regroupements sur la base de deux critères principaux:
l’élément cartographié et la technique de réalisation (Legros, 1996).
En fonction du premier critère, certaines méthodes ont pour objectif de délimiter les
formations meubles et ceci directement. Le géologue utilise plus volontiers les moyens
classiques de la pétrographie, de la stratigraphie ou de la chronostratigraphie sur
lesquelles sont fondées des classifications descriptives moins aléatoires (Campy et
Macaire, 1989). Par contre, d’autres proposent une approche complètement indirecte
(Decade, 1984; Robbez-Masson, 1994). L’élément à cartographier est supposé
fortement lié à un ou plusieurs constituants du milieu naturel dont la répartition est
étudiée, ce qui permet de donner des indications sur leur nature. La géobotanique, la
morphopédologie et le zonage pédo-climatique se classent dans cette catégorie.
En fonction du deuxième critère basé sur la technique de réalisation, le problème
essentiel consiste à passer d’observations ponctuelles sur le terrain, à une
caractérisation de tout l’espace à cartographier. Trois principales façons de procéder
existent pour cela (Legros, 1996). Dans la première, on choisit les sites
d’échantillonnage, un par un, en profitant dans chaque cas de l’expérience acquise
(Campy et Macaire, 1989). Ainsi, le choix d’un site résulte-t-il souvent de ce que le
précédent a permis d’apprendre. La cartographie par la méthode inductive, repose sur
cette approche. Elle permet de cerner la répartition des formations meubles sur la base
d’un raisonnement logique en utilisant très peu de sites d’observation. La seconde
méthode, dite déductive, consiste à effectuer des observations ponctuelles de façon
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aléatoire et à utiliser les moyens mathématiques pour interpoler et généraliser les
résultats à tout l’espace à cartographier (Gascuel-Odoux et al., 1994; Péloquin, 1999).
La troisième méthode, intermédiaire, dite prospection systématique, diffère des
précédentes par son mode d’échantillonnage qui correspond à une prospection plus
exhaustive de tout l’espace à cartographier (King, 1986; Olivier and Webster, 1989). Les
sites d’observation sont très nombreux et choisis en fonction d’un procédé
d’échantillonnage systématique à l’aide d’une grille (grid mapping). Elle consiste à
diviser arbitrairement la zone à cartographier selon les mailles régulières d’une grille,
c’est-à-dire en petites surfaces identiques (carrés ou rectangles). Les formations de
chaque surface sont identifiées à partir d’observations sur le terrain (profils ou
sondages).
2.2.1. Méthode inductive
La méthode inductive correspond à la cartographie géologique et géomorphologique
classique où l’utilisateur reste libre du choix des sites d’observation et de l’emplacement
des sondages à la tarière et des fosses. Les techniques de cette méthode sont
largement présentées dans plusieurs ouvrages (Derruau, 1988; Campy et
Macaire,1989). L’expert établit les règles et critères nécessaires à bâtir l’ébauche de
partition de l’espace destinée à être affinée et enrichie au fur et à mesure de la
prospection pour déboucher sur l’élaboration définitive de la carte et de sa légende.
La cartographie par la méthode inductive est employée à cause de son faible coût pour
de petites zones d’étude, de sa souplesse et du fait qu’elle est basée sur l’analyse
minutieuse des échantillons prélevés sur le terrain. Cependant, l’expert doit être très
averti. En effet, elle demande beaucoup d’efforts d’analyse et de compréhension du
milieu en plus des travaux de laboratoire. De plus, les règles et critères sont totalement
tributaires du jugement personnel de l’expert. On peut également tomber sur des
problèmes de biais puisque le territoire n’est pas prospecté de manière systématique.





La méthode déductive est une approche objective, par laquelle on tente d’établir les
règles et les critères cartographiques à partir d’observations ponctuelles représentatives
du phénomène étudié. En supposant que ces observations identifiées en ces lieux sont
caractéristiques de chaque type de formation étudiée, par conséquent, si des conditions
semblables sont réunies ailleurs dans la zone d’étude, elles seront jugées elles aussi
comme représentant la même formation. Les méthodes statistiques, telles que la
géostatistique ou l’analyse multivariée, sont ensuite utilisées pour interpoler et
généraliser les résultats à tout l’espace à cartographier.
L’approche géostatistique a pour objectif principal d’examiner de quelle manière et dans
quelle proportion les valeurs mesurées au niveau des points peuvent être corrélées
entre elles. Plus précisément, à l’aide d’un variogramme, on essaye de vérifier qu’elles
sont d’autant plus semblables qu’elles sont proches (Matheron, 1970). Si cela est exact,
il sera possible de trouver les valeurs pour tout point, en tenant compte des valeurs
trouvées dans son voisinage. La distance à partir de laquelle on ne trouve plus de
liaison entre les valeurs prises par les points est la portée. Au-delà, on trouve une
dispersion maximale correspondant au palier (Journel and Huijbregts, 1989).
La méthode géostatistique est une discipline qui fait l’objet de nombreux travaux en
sciences de la Terre t géologie, exploration minière, pédologie, etc. (Webster and
Olivier, 1990; Gascuel-Odoux et aI., 1994). La géostatistique a deux intérêts essentiels:
d’une part, elle sert à décrire la variabilité des propriétés géologiques,
géomorphologiques ou pédologiques des unités étudiées et, d’autre part, elle permet le
tracé de cartes par un procédé d’interpolation entre des points isolés. Cette approche
est particulièrement utile lorsque le caractère à étudier ne correspond à rien de visible
dans le sol (par exemple : carte de teneurs en argile ou en silt). Les résultats obtenus
sont présentés sous forme de courbes d’isovaleurs (cartes isoplèthes). Sur le plan des
concepts, l’apport de la géostatistique est très importante car elle représente une sorte
d’alternative aux autres types de cartographie.
Toutefois, sur le plan des principes, la géostatistique n’est pas sans défaut. D’abord,
comme toutes les méthodes statistiques, on suppose que différentes hypothèses
concernant les variables et leurs méthodes d’acquisition sont réalisées. En particulier, la
géostatistique postule que la variabilité est du même type dans les différentes parties du
périmètre, ce qui est presque toujours faux (Walter, 1990). Ensuite, la géostatistique
s’applique mal dans le cas où on observe au sol des discontinuités brutales (Legros,
1996). Par ailleurs, elle est lourde d’emploi car elle doit s’appuyer sur de nombreux
points d’observation dont le nombre augmente en fonction de la superficie. L’utiliser
comme moyen de cerner la variabilité des unités sur le terrain suppose évidemment que
cette variabilité soit prise en compte dans toute son étendue. Il faut alors que la largeur
et la longueur de la zone étudiée représente chacune 2 à 3 fois la portée (Gascuel
Odoux et al., 1993).
L’approche d’analyse statistique multivariée exige, elle, que les échantillons soient
choisis avec un procédé aléatoire et que les différentes variables traitées soient
indépendantes (Haïr et aI., 1998). Aussi, les méthodes d’analyse multivariée telles
l’analyse factorielle, l’analyse en régression multiple, l’analyse discriminante et de plus
en plus les réseaux de neurones sont utilisées pour évaluer les corrélations entre les
différents points d’observation et prédire leur variabilité spatiale en fonction des
variables et critères cartographiques établis. Cette technique est utilisée en géologie
(Gwyn, 1971; Scanvic, 1993) et en prospection minière pour identifier les gisements de
minéraux en intégrant des variables géologiques, géochimiques et géophysiques
(Bonham-Carter et al., 1988; An et al., 1992). Elle est également utilisée pour la
cartographie des sols (Legros, 1996) et des zones à risque de glissement de terrain
(Mulder, 1991; Clouâtre, 1994; Péloquin, 1999).
Au plan des concepts, l’approche par l’analyse statistique multivariée offre un point de
vue objectif sur les règles et les critères de décision pour la pondération des variables.
De même, elle permet d’étudier la variabilité spatiale des données et présente plus de
souplesse dans le choix des sites d’observation ponctuels qui sont aléatoires et peu
nombreux (Péloquin, 1999). Cependant, elle exige que les variables utilisées soient
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indépendantes et aient des distributions normales si on se réfère à la loi de Gauss (Hair
et al., 1998). En outre, elle s’applique à des variables quantitatives, même si des
méthodes adaptées aux variables qualitatives sont disponibles (Péloquin, 1999).
Cette brève synthèse des différentes approches de classification et de cartographie
permet d’introduire la méthode géomatique développée dans cette thèse, laquelle
s’inscrit dans la ligne directe des méthodes déductives avec utilisation de l’analyse
statistique multivariée.
2.3. Approche basée sur la relation de synergie entre les indicateurs de
formations meubles
La synergie est l’association de plusieurs organes pour l’accomplissement d’une
fonction. Une relation de synergie est donc une mise en commun de plusieurs actions
concourant à un effet unique.
La synergie, telle qu’employée ici, représente la combinaison de plusieurs éléments du
milieu naturel (climat, lithologie, topographie, sol, végétation et occupation du sol) qui
interagissent entre eux et dont l’association permet d’expliquer ou de comprendre la
présence d’une formation meuble donnée. Nous qualifions ces différents éléments du
milieu naturel d’indicateurs de formations meubles.
Cette brève définition nous permet d’introduire le concept de l’approche cartographique
basée sur la relation de synergie entre les indicateurs de formations meubles. En effet,
le processus de mise en place des formations meubles est lié à l’association de
plusieurs agents (facteurs) physiques, chimiques, biologiques, climatiques et
topographiques du milieu qui interagissent ensemble (Campy et Macaire, 1989). Les
différentes combinaisons de ces facteurs permettent d’expliquer la mise en place de tel
ou tel type de formation meuble dépendamment des conditions du milieu. Partant du
postulat qu’il existe une relation de synergie entre ces indicateurs ayant pour effet la
mise en place des formations meubles, dans ce travail, on utilise les données de
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télédétection, les données morphométriques dérivées du MNA et les données auxiliaires
géoscientifiques (photographies aériennes, carte géologique et données de terrain) pour
identifier dans la mesure du possible, ces différents facteurs impliqués. Par ailleurs, on
essaie de modéliser l’interaction entre ces facteurs en les croisant afin de créer des
associations, les synergies, permettant de révéler des informations sur les types de
formations meubles.
Dans les prochaines sections, nous analysons les interactions des dittérentes
composantes du milieu impliquées dans le processus de mise en place des formations
meubles. Par la suite, nous expliquons les grandes lignes de la démarche
cartographique développée.
2.31. Interaction des différentes composantes du milieu impliquées dans
le processus de mise en place des formations meubles
La géomorphologie est l’étude des formes de relief terrestres et de leur matériaux. La
relation entre la géologie et la géomorphologie est que la seconde découle de la
première suite aux phénomènes géologiques et à l’intervention des caractéristiques du
milieu climat, érosion, végétation, actions anthropiques et fauniques. Ces différents
éléments constituent des indicateurs qui sont impliqués dans le processus de mise en
place des formations meubles. Les interactions entre ces indicateurs et les formations
meubles sont analysées dans cette section afin de pouvoir connaître le degré de relation
qui les lie pour ensuite établir les critères de cartographie.
A) Clï mat et érosion
La période Quaternaire a commencé il y a environ 1,64 millions d’années (Campy et
Macaire, 1989). Elle se caractérise par des variations climatiques importantes qui ont
engendré des glaciations séparées par des épisodes au climat plus chaud appelés
interglaciaires (Campy et Macaire, 1989). Durant cette période, le gel-dégel ainsi que
divers agents climatiques (glace, eau et vent), chimiques et biologiques ont largement
contribué à la mise en place de certains types de formations meubles. En effet, au fil du
temps, divers processus d’érosion, de transport et de sédimentation sous l’action de ces
agents climatiques, ont permis le façonnement du paysage actuel.
L’érosion est l’ensemble des processus qui dégradent Ce relief (eaux courantes, en
réseau organisé ou non, mais aussi gel, vent, actions chimiques, végétation, actions
anthropiques et fauniques). Elle se traduit par des signes visibles en surface tels que
des ravinements, des sols partiellement érodés, des glissements de terrain et bien
d’autres.
B) Lithologie
La lithologie est l’ensemble des caractères et propriétés qui définissent les roches
(granulométrie, couleur, genèse). Au niveau des formations géologiques, deux
ensembles sont perceptibles le substratum rocheux formé en général de roches
cohérentes et parfois visibles en surface et les formations meubles qui recouvrent le
substratum rocheux. Les formations meubles peuvent être le résidu de la dégradation
physique et chimique du substrat rocheux qui les supporte. Ce sont alors des altérites,
autochtones ou para-autochtones. Mais le plus souvent, les formations meubles n’ont
pas de relation directe avec le substratum qui constitue à leur égard, plus une roche
support qu’une roche-mère. Elles sont alors allochtones et résultent de processus
géologiques sédimentaires (Campy et Macaire, 1989).
C) Topographïe
Les détails topographiques revêtent une grande importance pour l’analyse
géomorphologique, dans la mesure où le type et la répartition des formations meubles
sont généralement liés aux formes du relief. Par exemple, les alluvions sont associées
aux dépressions topographiques et les éboulis aux versants escarpés. Les formes du
relief agissent en favorisant ou inhibant l’action de tel ou tel agent géomorphologique
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(glace, eau, vent) et en réglant l’énergie donc la capacité d’érosion, de transport ou de
sédimentation (Campy et Macaire, 1989). Une orientation favorable du relief par rapport
aux agents climatiques (pluie, soleil, vent) autorise certains processus impossibles
lorsque l’orientation est défavorable, directement ou par le biais du couvert végétal. Les
formations meubles apparaissent donc comme l’expression lithologique de la
différenciation du relief actuel.
D) Sol
Au sommet des formations meubles, se trouvent les sols qui s’en distinguent par une
modification plus poussée du sédiment, imputable à l’affaque de la matière minérale par
la matière organique et les êtres vivants (végétaux et animaux) et aussi à l’impact plus
incisif des agents bioclimatiques (Derruau, 1988). Le sol est constitué essentiellement
d’éléments minéraux meubles dérivés de la désagrégation physique et de l’altération
chimique de la roche-mère sous-jacente (cette roche-mère peut être déjà une formation
meuble: altérite autochtone ou para-autochtone). La topographie intervient également
dans la pédogenèse et la répartition des sols sur deux plans: en commandant les
processus d’érosion et en déterminant la répartition des eaux superficielles (Derruau,
1988). Il existe donc une relation étroite entre la roche-mère, les formations meubles, la
topographie, le climat et les types de sols rencontrés en surface.
E) Végétation
Les formations meubles étant généralement recouvertes de végétation, leur
identification à l’aide de la télédétection devient complexe dans la mesure où, la
lithologie, le sol et ses caractéristiques optiques sont cachés. Cependant, la végétation
peut être également un bon indicateur des formations meubles sous-jacentes (Scanvic,
1993). En effet, sa répartition est conditionnée par les variations de l’humidité des sols,
les conditions locales de drainage, le type de sol et la topographie qui intervient dans la
pédogenèse.
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F) Occupation et utilisation du sol
L’occupation du sol représente la répartition des différentes unités homogènes du
paysage. Une réflexion sur la structure hiérarchique des unités de paysage a jeté les
bases de plusieurs méthodes de cartographie écologique (Legros, 1996). Les unités de
paysage sont inventoriées en fonction du type de substratum rocheux ou de formation
meuble, du type de sol, du type de végétation, du type de pente et du type de drainage.
La géomorphologie de l’environnement contrôle et influence l’occupation du sol, donc la
répartition des unités du paysage.
L’utilisation du sol quant à elle, représente le type d’usage consacré aux différentes
parties du paysage (zone urbaine; zone agricole cultures, pâturages, boisés productifs,
etc.). Elle se caractérise essentiellement par les actions anthropiques dans
l’environnement. La nature des formations meubles sur le terrain influence grandement
le mode d’utilisation du sol. Par exemple, la répartition des cultures est fonction des
types de sols.
2.3.2. Approche cartographique développée dans cette thèse
Les formations meubles peuvent être abordées sous des angles très divers. Nous avons
choisi de présenter les formations meubles sous une approche géomatique intégrant les
données de télédétection, les attributs topographiques dérivées du MNA et les données
auxiliaires géoscientifiques (photographies aériennes, carte géologique et données de
terrain). Au plan des concepts, nous partons du postulat que le milieu naturel
(écosystème) est un continuum et que les changements y sont progressifs. Aussi, tout
changement ou discontinuité dans l’environnement pourrait séparer spatialement des
objets ayant leur individualité propre, qu’il s’agisse d’horizons, de pédons ou d’unités de
paysage. Nous utilisons une approche de cartographie indirecte pour la simple raison
que, les formations meubles de la zone d’étude ne sont pas identifiables directement sur
les images satellitaires. II s’agit d’utiliser les données de télédétection, les données
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morphométriques dérivées du MNA et les données auxiliaires pour déterminer les
différents indicateurs en surface des formations meubles (figure 2.2). Partant de ce fait,
les critères de cartographie sont établis en fonction des interactions entre ces
indicateurs (physiques, biologiques et topographiques) dans l’environnement et les
formations meubles.
Une fois les critères et les indicateurs de formations meubles définis, les techniques de
traitement d’images satellitaires multisources (prétraitements, classifications
automatiques par le maximum de vraisemblance, analyse de texture, calculs d’indices
spectraux, fusion d’images) et de SIG sont utilisées pour les identifier et les
cartographier (figure 2.2). Nous obtenons ainsi des données morphométriques (pente,
orientation de la pente, courbures de la pente, altitude, indice de potentiel d’humidité),
des indices spectraux (NDVI, TSAVI, RI, IF, IC, intensité, teinte, saturation), une carte
d’occupation du sol et des indices de texture (moyenne, écart type, contraste,
homogénéité, second moment angulaire, entropie, corrélation, dissymétrie).
L’étape suivante a consistée à la structuration de la base de données. Il s’agit de
paramétrer dans le SIG les indicateurs de formations meubles en groupes de variables
afin de faciliter leur utilisation pour l’analyse discriminante. Ce type de traitement a pour
objectif d’optimiser l’interprétation des mesures et des observations réalisées au moyen
des différents outils d’investigation de télédétection et des SIG, en les croisant de façon
simultanée sous l’éclairage constante des observations cartographiques réalisées sur le
terrain. L’analyse discriminante vise à créer des associations, des synergies,
susceptibles de révéler une information nouvelle et au moins de permettre une sélection
plus rigoureuse et objective de nos variables. Elle permet de modéliser l’interaction
entre les variables qui constituent les indicateurs de formations meubles par la
formulation d’une équation mathématique (modèle de synergie) où les poids de chaque
variable sont assignés en fonction de leur importance dans la discrimination des types
de formations meubles.
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Figure 2.2. Organigramme méthodologique
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À partir de l’équation mathématique établie, il devient aisé de procéder à la
généralisation des résultats du modèle de synergie obtenu à toute la zone d’étude par
une méthode de classification automatique bayesienne a posteriori permettant d’obtenir
la carte des formations meubles. Les différentes étapes de la méthodologie et les détails
d’élaboration de la démarche cartographique sont présentés dans les prochains
chapitres.
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3. Données et résultats des pré-traïtements
Nous abordons la pratique en commençant par la préparation des données à utiliser.
Nous envisageons donc ici toutes les phases du travail qui précèdent l’extraction des
informations à intégrer dans le modèle de synergie, principalement les corrections
géométriques, atmosphérique et topographique des différentes images satellitaires
(optiques et radar), le filtrage des images radar et, enfin, la préparation des données
auxiliaires géoscientifiques. Ces pré-traitements sont importants pour l’obtention de
résultats de qualité lors des étapes d’analyse et de classification.
3.1. Caractéristiques générales des données utilisées
Depuis plusieurs années, différents types de données satellitaires sont disponibles à
des fins d’utilisation dans des perspectives d’étude et de cartographie des ressources
terrestres. Les données radiométriques, fournies par un capteur d’un satellite, doivent
être évaluées en fonction de leur précision et leur pertinence vis-à-vis de la thématique
pour laquelle elles seront employées. En fonction de l’application visée, le choix du
capteur revient en gros à chercher un compromis entre haute résolution spectrale,
spatiale ou temporelle, d’où l’intérêt d’une complémentarité de données satellitaires
multisources.
Étant donné que les phénomènes à étudier (indicateurs de formations meubles) sont
différentes de par leur nature et leur répartition, nous avons fait l’acquisition de quatre
images satellitaires composant la base de données images: deux images optiques
(ETM+ de Landsat-7 et HRVIR de SPOT-4) et deux images radar (RSO de RADARSAT
1 en mode S4 et S5). Les caractéristiques générales de chacune de ces images sont
présentées dans le tableau 3.1.
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Tableau 3.1. Caractéristiques générales des images satellitaires utilisées
Satel lites Capteurs Caractéristiques
Résolution spatiale : 20 m
SPOT-4 HRVIR Bandes utilisées : Xi1, Xi2, Xi3, Xi4
Date d’acquisition: 1 1 octobre 1998
Résolution spatiale : 30 m
Landsat-7 ETM+ Bandes utilisées: ETM1, ETM2, ETM3, ETM4, ETM5, ETM7
Date d’acquisition : 12 août 1999
Résolution spatiale : 12,5 m
Bande utilisée: C, polarisation HH
Mode : S4 descendant
Angle d’incidence : 36,46°
Date d’acquisition : 15 mars 1998
RADARSAT-1 RSO
Résolution spatiale : 12,5 m
Bande utilisée : C, polarisation HH
Mode : S5 ascendant
Angle d’incidence : 39,22°
Date d’acquisition : 24 mars 1998
Les différentes images ont été acquises durant la période de la saison sèche (mars à
novembre) où la végétation est abondante et verdoyante et où la couleur des différents
types de sols est bien identifiable à partir des images satellitaires optiques. Les images
optiques ETM+ et HRVIR nous permettent de tirer profit d’une gamme spectrale large,
allant du bleu à l’infrarouge thermique. Ces images fournissent une bonne discrimination
des classes de végétation, certaines caractéristiques de surface des sols nus (telles que
la couleur et la texture), des informations sur la géologie et le réseau de drainage. Quant
aux images RSO S4 et S5, elles s’avèrent complémentaires des images optiques. En
effet, étant donné que nous sommes en région semi-aride, l’onde radar est encore plus
sensible à la micromorphologie, ce qui nous permet de différencier les états de surface
des sols sur la base de la rugosité de surface. Par ailleurs, les images radar nous
permettent de mettre en évidence des détails du terrain par l’analyse de texture.
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Nous disposons également de données auxiliaires géoscientitiques constituées
principalement de photographies aériennes (1/ 20 000) datant de 1997, de cartes
topographiques (1/ 50 000) de 1976 dont les courbes de niveau sont équidistantes de
20 m, de la carte géologique (1/ 100 000) datant de 1994 et d’observations ponctuelles
de terrain localisées à l’aide du GPS.
3.2. Réalité de terrain
Les observations de terrain nous permettent d’analyser la répartition des formations
meubles en fonction des différentes composantes du paysage et de choisir des sites de
référence qui sont échantillonnés. Des traits importants de leur répartition dans le
paysage, notamment en relation avec la végétation, le sol, la lithologie des formations
meubles, la topographie, l’occupation et l’utilisation du sol sont illustrés. L’analyse et
l’étude de la variation des caractéristiques de surface sont utilisées pour identifier des
indicateurs de formations meubles susceptibles d’être perçus par la télédétection et les
données dérivées du SIG.
3.2.1. Description des types de formations meubles
D’après les études et la carte géologique au 1/100 000 réalisées par la Direction de
géologie de la Bolivie (GEOBOL, 1994), la zone d’étude est subdivisée en dix types de
formations meubles présentés sur la figure 3.1. Les formations alluviales de cônes de
déjection récents Qaa2 forment une ceinture dans les bordures nord, nord-ouest et
ouest de la vallée. Elles sont contiguès aux formations alluviales de cônes de déjection
anciens Qaa3 qui, à leur tour, sont adjacentes aux formations fluvio-lacustres anciennes
0112 situées dans la partie centrale de la vallée. Les formations alluviales de cônes de
déjection actuels Qaa1 rencontrées au niveau de lit des rivières intermittentes,
traversent la zone d’étude du nord et du nord-ouest vers le centre de la vallée. Les
formations alluviales Qa traversent la zone du sud-ouest vers le sud-est. Le sud de la
vallée est dominée par les formations colluviales Qc, colluvio-fluviales Qcf fluvio






















































































































































































































































terrasse Qt. Quelques formations colluviales Oc et colluvio-fluviales Qcf sont observées
au pied des montagnes au nord.
Sur les tableaux 3.2 à 3.11, nous présentons la description des caractéristiques de
surface de chaque groupe de formation meuble en fonction de la couverture végétale,
du sol, de la lithologie, de la topographie, de l’occupation et de l’utilisation du sol.
Les premiers résultats de l’analyse des caractéristiques de surface des différents types
de formations meubles (figures 3.2 à 3.1 1), nous permettent de noter une variation dans
la répartition de la couverture végétale, du sol, de la lithologie, de la topographie et de
l’occupation du sol en fonction de la présence de chaque formation. Par exemple, nous
pouvons remarquer un changement des espèces végétales dont la densité augmente
au fur et à mesure que l’on progresse de la périphérie de la zone d’étude où sont
situées les formations alluviales Qa (figure 3.2), alluviales de cônes de déjection actuels
Qaa1 (figure 3.3), alluviales de cônes de défection récents Qaa2 (figure 3.4), alluviales
de cônes de déjection anciens Qaa3 (figure 3.5), alluviales de terrasse Qt (figure 3.11),
colluviales Oc (figure 3.6), colluvio-fluviales Qcf (figure 3.7) vers la partie centrale plane
de la vallée où sédimentent les éléments les plus fins argilo-sableux ou argilo-silteux
(figures 3.8 et 3.9). Dans cette partie favorable aux cultures intensives et aux pâturages,
sont présentes les formations fluvio-lacustres récentes Qfl (figure 3.8), et fluvio
lacustres anciennes 0112 (figure 3.9).
Nous constatons également que la pierrosité, la taille des grains caractérisant la texture
du sol, l’altitude et la pente diminuent de la périphérie de la zone d’étude (figures 3.2 à
3.7 et figure 3.11) vers le centre de la vallée (figures 3.8 et 3.9). Par exemple la
pierrosité et la taille des blocs et des graviers diminuent des formations périphériques
(formations alluviales de cônes de déjection actuels Qaaj (figure 3.3), alluviales de
cônes de déjection récents Qaa2 (figure 3.4), colluviales Oc (figure 3.6), alluviales de
cônes de déjection anciens Qaa3 (figure 3.5), alluviales Qa (figure 3.2), alluviales de
terrasse Qt (figure 3.11), colluvio-fluviales Ocf (figure 3.7)) vers les formations fluvio
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lacustres anciennes 0f!2 (figure 3.9) et fluvio-lacustres récentes 0fl7 (figure 3.8) au
centre et au sud du bassin.
D’après nos mesures de terrain, nous passons d’une altitude de 2 450 m au centre du
bassin au niveau des formations fluvio-lacustres récentes 0f!1 (figure 3.8) et fluvio
lacustres anciennes Qfl2 (figure 3.9) à 3 000 m au nord aux pieds des montagnes où se
trouvent les formations alluviales de cônes de déjection récents Qaa2 (figure 3.4). Les
valeurs de pente mesurées passent de 0° au centre du bassin au niveau des formations
fluvio-lacustres récentes 0fl1 (figure 3.8), fluvio-lacustres anciennes 0f!2 (figure 3.9) et
lacustres 0! (figure 3.10) à plus de 20° au nord et au nord-ouest au niveau des piémonts
où sont situées les formations alluviales de cônes de déjection récents Qaa2 (figure 3.4).
Par ailleurs, la topographie, plane et horizontale dans la partie centrale au niveau des
formations fluvio-lacustres et lacustres (figures 3.8, 3.9 et 3.10) devient accidentée avec
des pentes de plus en plus inclinées au fur et à mesure que l’on progresse vers les
limites nord, nord-ouest, ouest et sud de la zone d’étude au niveau des formations
alluviales de cônes de déjection actuels Qaa1 (figure 3.3), alluviales de cônes de
déjection récents Qaa2 (figure 3.4), alluviales de cônes de déjection anciens Qaa3
(figure 3.5), colluviales Oc (figure 3.6), colluvio-fluviales Qcf (figure 3.7) et alluviales de
terrasse Ot(figure 3.11).
Les observations et mesures de terrain nous permettent donc de faire un
rapprochement entre la répartition des formations meubles et celles de la végétation, du
sol, de la lithologie, de la topographie et de l’occupation du sol. Afin de matérialiser ce
lien de cause à effet, il s’agit pour nous, dans un premier temps, de capter la réalité du
terrain à l’aide de la télédétection et du SIG. Puis, dans un deuxième temps, de
paramétrer les différentes composantes du paysage en les quantifiant pour permettre de
modéliser ce lien afin de prédire à l’échelle de la zone d’étude, la répartition des
formations meubles.
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Tableau 3.2. Caractéristiques des formations alluviales
Groupe de formations Composition Caractéristiques de surface
Formation alluviale Qa • Blocs • Lit de rivière intermittente, pas de végétation sauf
• Gravier sur les berges (buissons, herbes). Zone non
• Sable cultivable.
. SiIt • Sol totalement nu de couleur marron clair à
• Argile rougeâtre. Texture rugueuse au toucher; niveau
d’humidité sec; bon drainage; des blocs, galets et
gravier baignent dans un mélange de sable, d’argile
et de silt.
• Topographie du terrain généralement plane (pente




Figure 3.2. Photographie des caractéristiques de surface des formations alluviales
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Tableau 3.3. Caractéristiques des formations alluviales de cônes de déjection actuels
Groupe de formations Composition Caractéristiques de surface
Formation alluviale de cône • Blocs • Lit de rivière intermittente, végétation éparse
de déjection actuel Qaa1 . Gravier principalement constituée de buissons et d’arbustes.
. Sable Zone non cultivable.
• Sut • Sol totalement nu de couleur gris clair à gris foncé.
Texture rugueuse au toucher; niveau d’humidité
sec ; bon drainage ; sol recouvert à plus de 75 ¾ de
blocs, galets et graviers baignant dans un mélange
de sable (80 %) et de sut.
• Topographie du terrain présentant des valeurs de
pentes fortes au niveau des piémonts (20-40 %), qui






Figure 3.3. Photographie des caractéristiques de surface des formations alluviales de cônes de
déjection actuels
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Tableau 3.4. Caractéristiques des formations allu1iales de cônes de déjection récents
Groupe de formations Composition Caractéristiques de surface
Formation alluviale de cône • Cailloux • Densité du couvert végétal extrêmement faible
de déjection récent Qaa2 • Gravier (arbres et arbustes isolés, buissons et herbes
• Sable parsemés). Zone très peu cultivable.
• SiIt • Etat de surface du sol pierreux avec des cailloux et
• graviers éparpillés sur un fond de sable et de silt de
couleur marron clair à foncé. Texture rugueuse au
toucher ; sol sec ; drainage moyen.
• Topographie du terrain variant entre des valeurs de
pentes de 1 O-40 %. Aucun affleurement rocheux.
M
Figure 3.4. Photographie des caractéristiques de surface des formations alluviales de cônes de
déjection récents
52
Tableau 3.5. Caractéristiques des formations alluviales de cônes de déjection anciens
.
Groupe de formations Composition Caractéristiques de surface
Formation alluviale de cône • Blocs • Densité du couvert végétal relativement moyenne
de déjection ancien Qaa3 . Gravier (arbres et arbustes, buissons et herbes). Zone de
• Sable culture non intensive.
• SiIt • Etat de surface du sol moins pierreux, cailloux et
graviers éparpillés de tailles réduites par rapport aux
tormations Qaa2. Sol marron clair à foncé constitué
d’un mélange de sable et de silt. Texture rugueuse
au toucher ; sol sec ; drainage moyen.




















Figure 3.5. Photographie des caractéristiques de surface des formations alluviales de. cônes de
déjection anciens.
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Tableau 3.6. Caractéristiques des formations colluviales
Groupe de formations Composition Caractéristiques de surface
Formation colluviale Oc • Blocs • Densité du couvert végétal très faible (arbustes;
. Gravier buissons et herbes basses). Zone non cultivable.
• Sable • Etat de surface du sol pierreux, sables grossiers et
sables fins liés aux touffes de végétation éparse.
Blocs et graviers éparpillés recouvrant près de 50 %
de la surface au sol. Couleur du sol rougeâtre à
marron; texture rugueuse au toucher; sol sec ; bon
drainage.
• Topographie du terrain modérée (pente de 10-20 %).
Pas d’affleurement rocheux
M W)
Figure 3.6. Photographie des caractéristiques de surface des formations colluviales
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Tableau 3.7. Caractéristiques des formations colluvio1luviales
Groupe de formations Composition Caractéristiques de surface
Formation colluvio-fluviale Oct • Gravier • Densité du couvert végétal relativement moyenne
. Sable (arbres, arbustes, buissons et herbes basses).
• Sut Zone de culture non intensive.
• Argile • Etat de surface du sol très peu pierreux (quelques
cailloux et graviers de petite taille). Sol rougeâtre
à marron clair, formé d’un mélange de sable, de
silt et d’argile; texture fine au toucher; sol
faiblement humide ; drainage faible.
• Topographie du terrain plane (pente de 0-5 ¾).
Aucun affleurement rocheux.
Figure 3.7. Photographie des caractéristiques de surface des formations colluvio-fluviales
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Tableau 3.8. Caractéristiques des formations fluvio-lacustres récentes
L
Groupe de formations Composition Caractéristiques de surface
Formation fluvio-lacustre • Gravier • Densité du couvert végétal relativement importante
récente QfI . Sable (arbres, arbustes, herbes basses, pâturage). Zone de
• Sut culture intensive irriguée.
• Argile • Etat de surface du sol non pierreux. Sol marron clair à
foncé, formé essentiellement de silt et d’argile ; texture
fine au toucher ; sol humide à sec; mauvais drainage.








Figure 3.8. Photographie des caractéristiques de surface des formations fluvio-lacustres
récentes
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Tableau 3.9. Caractéristiques des formations fluvio-lacustres anciennes
Groupe de formations Composition Caractéristiques de surface
Formation fluvio-Iacustre • Gravier • Densité du couvert végétal relativement importante
ancienne Qf12 . Sable (arbres, arbustes, herbes basses, pâturage). Zone
• SiIt de culture intensive irriguée.
• Argile • Etat de surface du sol très peu pierreux (cailloux de
petite taille). Sol marron clair à foncé, formé
essentiellement de silt et d’argile ; texture fine au
toucher; sol sec mais humide dans les secteurs
irrigués ; drainage mauvais.





Figure 3.9. Photographie des caractéristiques de surface des formations fluvio-lacustres
anciennes
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Tableau 3.10. Caractéristiques des formations lacustres
Groupe de formations Composition Caractéristiques de surface
Formation lacustre 01 • Sable • Densité du couvert végétal extrêmement faible
• Sut (quasi inexistant par endroit); végétation herbacée.
• Argile Zone non cultivée.
• Etat de surface du sol non pierreux. Sol marron clair
à foncé, formé essentiellement de sable, de silt et
d’argile ; texture fine au toucher ; sol humide avec un
drainage mauvais.




Figure 3.10. Photographie des caractéristiques de surface des formations lacustres
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Tableau 3.11. Caractéristiques des formations alluviales de terrasse
Groupe de formations Composition Caractéristiques de surface
Formation alluviales de • Blocs • Densité moyenne à faible du couvert végétal (arbres,
terrasse Qt • Gravier arbustes, buissons, herbes, cactus). Zone peu
. Sable cultivée.
• SiIt • Etat de surface du sol pierreux avec des blocs et
• Argile graviers éparpillés. Sol marron clair à foncé, formé
essentiellement de sable, de sut et d’argile; texture
au toucher variant de rugueuse à fine par endroit;
sol sec avec un mauvais drainage.
• Topographie du terrain accidentée par endroit avec
des valeurs de pente allant de 5 % à 20 ¾.





Figure 3.11. Photographie des caractéristiques de surface des formations alluviales de terrasse
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3.2.2. Sites de référence
Nous avons réalisé les travaux de terrain afin d’identifier les indicateurs potentiels de
surface des formations meubles de la région d’étude susceptibles d’être identifiés par
télédétection. Nous avons également considéré la répartition des formations meubles
vis-à-vis des variations des composantes du paysage telles que la végétation, la
lithologie, les sols, l’occupation du sol et la topographie du terrain.
Considérant l’analyse stratigraphique pour la cartographie traditionnelle des formations
meubles, nous cherchons à caractériser de la manière la plus précise possible les
sédiments de la région d’étude selon les critères suivants
• photo-interprétation : délimitation des ensembles homogènes du paysage;
• granulométrie, minéralogie, couleur et épaisseur;
• position géométrique dans l’environnement géomorphologique: place au sein des
vallées, sur les interiluves, au pied des ruptures de pentes;
• relation du matériau avec les unités supérieures, inférieures ou latérales et la nature
des passages (progressifs ou brutaux).
Par analogie avec les critères du géologue, nous avons basé nos travaux sur les
observations de terrain susceptibles d’être identifiées par la télédétection et les données
dérivées du SIG. Partant de ce fait, la photo-interprétation est effectuée ici à partir de
l’analyse de texture des images RSO S4 et S5 ainsi qu’à partir de classifications
spectrales des images HRVIR, ETM± et RSO. Les informations sur la granulométrie
sont associées à la rugosité de la surface détectable par les images RSO. Les variations
de couleur des matériaux ou des sols sont étudiées à l’aide des indices spectraux
calculés à partir des images HRVIR et ETM+. L’estimation de la densité de la végétation
est obtenue à l’aide d’indices de végétation calculés à partir des images HRVIR et
ETM+. Les positions géométriques sont déterminées à partir des données
morphométriques dérivées du MNA dans le SIG. Enfin, la relation de la formation
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meuble avec les différentes composantes du milieu est modélisée à partir d’une
équation mathématique de combinaison linéaire.
Les campagnes de terrain ont été effectuées sur la base de l’image HRVIR corrigée et
tirée sur du papier à l’échelle du 1/ 50 000, de la carte géologique de la région (1/ 100
000), des cartes topographiques (1/ 50 000), des photographies aériennes (1/ 20 000) et
de la photo-interprétation. Un échantillon de 100 sites de référence choisis de façon
aléatoire par groupe de formation meuble a été décrit sur le terrain. La description des
caractéristiques de surface et les mesures ont été effectuées sur des sections de blocs
carrés de 100 m x 100 m sur les différentes unités homogènes de formations meubles.
Le choix de nos sites résulte d’une analyse conjointe de certaines caractéristiques du
paysage, de l’information radiométrique contenue dans l’image satellitaire et de la
localisation exacte des formations meubles. Chaque site de référence choisi doit être
représentatif et rendre compte de la variété des types de végétation, des formes du
relief, des sols, de l’occupation du sol et enfin des formations meubles. Une fois
identifié, la description des sites a porté sur les points suivants:
• végétation : strates arborée, arbustive et herbacée, pourcentage de recouvrement;
• sol : texture, couleur, humidité, drainage;
• lithologie : affleurement rocheux, taille et forme des blocs détachés, pierrosité, nature
des passages;
• topographie: pente et orientation de la pente, forme du terrain;
• occupation du sol : types de milieux naturels, cultures.
3.3. Correction géométrique
Au cours de l’enregistrement des données par les capteurs satellitaires, les images sont
sujettes à des déformations causées par la courbure de la Terre, le mouvement des
plates-formes, les erreurs des systèmes de mesures et les erreurs induites par la
topographie du terrain (Toutin, 1996). Il est donc nécessaire de procéder à une
correction géométrique afin de corriger les distorsions observées sur les images
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satellitaires. Les pré-traitements et les traitements d’images ont été réalisés à l’aide du
logiciel Easi-Pace de PCI Geomatics Inc.
Nous avons effectué la correction géométrique des images au moyen de deux
méthodes différentes: l’approche polynomiale utilisée pour la correction des images
optiques ETM+ et HRVIR, et la méthode photogrammétrique requise pour corriger les
images RSO S4 et S5 compte tenu des distorsions géométriques plus importantes
(Toutin, 1996). Les images corrigées ont ensuite été rééchantillonnées à la même
résolution spatiale afin d’obtenir la même taille de pixels.
3.3.1. Méthode de correction polynomiale
La méthode de correction polynomiale a été retenue pour corriger les images ETM+ et
HRVIR étant donné la faible importance des distorsions observées visuellement sur ces
images. Nous avons d’abord effectué une correction de l’image HRVIR par rapport aux
cartes topographiques au 1/ 50 000 couvrant la zone d’étude. La méthode consiste à
choisir une série de points de référence communs sur l’image et sur les cartes
topographiques. Une trentaine de points uniformément répartis sur l’image ont ainsi été
sélectionnés. Comme équation de transfert des points, nous avons ensuite utilisé une
fonction polynomiale du premier degré, calculée à partir des points de contrôle. Cette
équation détermine la translation que chaque point devra subir afin d’assurer une
parfaite superposition de l’image et de la carte. La valeur de l’erreur résiduelle moyenne
(RMS) obtenue est de l’ordre d’un demi pixel, soit 10 m.
Au moyen du même procédé, nous avons ensuite effectué une correction géométrique
de l’image ETM+ par rapport à l’image HRVIR corrigée. La valeur de RMS obtenue dans
ce second cas est également de l’ordre d’un demi pixel, soit 15 m.
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3.3.2. Méthode de correction photogrammétrïque
Nous avons utilisé la méthode de correction photogrammétrique (Toutin, 1996) pour
corriger les images RSO S4 et S5 en raison des distorsions géométriques prononcées
observées en bordure de la zone d’étude et liées aux montagnes entourant la vallée
ainsi qu’aux angles d’incidence élevés (36° - 40°). Nous avons utilisé les paramètres de
saisie de l’image et les caractéristiques topographiques de la région d’étude dérivées du
MNA. Le développement final des équations repose sur les principes liés à la condition
de colinéarité, à la trajectoire de vol, à l’utilisation d’une ellipsoïde de référence et à la
conformité de la projection. Le principe et le développement de l’équation finale sont
détaillés dans Toutin (1996). Le résultat de la correction obtenue à partir de cette
méthode donne une erreur de l’ordre de 6 m pour chacune des deux images RSO (S4 et
S5).
3.33. Rééchantillonnage des images corrigées
Afin de pouvoir superposer les quatre images pour les fusionner et travailler à la même
résolution spatiale, ces dernières ont été reéchantillonnées à la même taille de pixels de
10 m. Le choix de 10 m s’explique par le fait que c’est la plus grande résolution spatiale
de l’ensemble des quatre images, ce qui permet de bénéficier des atouts des différentes
images (variété spectrale offerte par les images HRVIR, ETM+, RSO S4 et RSO S5).
D’autre part, les informations spectrales satellitaires obtenues seront intégrées aux
différentes planches de données morphométriques dérivées du MNA qui, elles-mêmes,
sont à une résolution de 10 m. Ceci est largement acceptable étant donné la nature des
données géoscientifiques utilisées et de l’échelle finale de la carte à fournir (11 50 000).
Le rééchantillonnage des pixels des images a donc été effectué à l’aide d’un algorithme
d’interpolation bilinéaire prenant en compte les quatre pixels les plus proches du pixel
central. Les images corrigées géométriquement et rééchantillonnées sont par la suite
utilisés, d’une part, pour la correction atmosphérique et topographique dans le cas des
images HRVIR et ETM+ et, d’autre part, pour le filtrage dans le cas des images RSO S4
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et S5. Les résultats finaux des prétraitements sont présentés dans les prochaines
sections.
3.4. Corrections atmosphérique et topographique
Afin d’obtenir des résultats de qualité reflétant les mesures au sol, nous avons effectué
les corrections atmosphériques et topographiques des images HRVIR et ETM+. Ces
images ont été corrigées en utilisant la méthode de Richter (1997), qui est une approche
combinant à la fois les corrections topographique et atmosphérique. Cette méthode a
été utilisée, d’une part, parce qu’elle est spécialement conçue pour les zones
montagneuses et, d’autre part, pour sa souplesse d’application. Le modèle de transfert
radiatif 6S (Second Simulation of Satellite Signal in the Solar Spectrum), développé par
Vermote et aI. (1996), a été utilisé pour déterminer les paramètres atmosphériques
servant à calculer la réflectance apparente p(x,y). Ces paramètres sont déterminés en
fonction des phénomènes d’absorption gazeuse et de diffusion par les molécules et les
aérosols, des géométries d’éclairement et de visée, de la variation d’altitude du terrain,
de la visibilité, ainsi que des conditions de la cible et de l’environnement. Les
paramètres topographiques (pente et orientation de la pente) sont calculés à partir du
MNA rééchantillonné à 10 m de résolution spatiale, afin d’avoir la même taille de pixel
que celle de l’image géoréférencée à corriger. La réflectance apparente pour chaque
pixel de l’image est obtenue à partir de l’équation suivante (Hill et al., 1995):
[d { Co+C] CN (x,y)}-Lp (z)]
*
(1)
Tr(Z) [ET (z) cos (x,y)+Ei (x,y,z)]
où
x, y: coordonnée horizontale du pixel géoréférencé;
z: coordonnée verticale (altitude dérivée du M NA);
CN(x, y): compte numérique du pixel géoréférencé;
C0, C1: coefficients de calibration (respectivement offset et gain) de chaque bande
spectrale permettant de convertir le CN en luminance apparente (Slater et
al., 1987) : L = C0 ÷ C1CN;
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U: distance Terre-Soleil en unité astronomique;
L(z): luminance directionnelle (dépendante de l’élévation);
transmittance ascendante totale (composante directe + diffus);
transmittance directe descendante;
fi(x, y): angle entre le rayon solaire et la normale à la surface du sol;
E: éclairement solaire hors atmosphère calculé pour chaque bande;
Ed*(x, y, z): éclairement solaire diffus.
Le terme E8i(z)cos fi(x, y) représente l’éclairement solaire direct. Il est remplacé par O si
cos fi(x, y)< O, ce qui signifie que le pixel est complètement dans l’ombre et ne reçoit
pas d’éclairement solaire direct. C’est le cas de l’effet d’ombre causé par la topographie.
Dans le cas d’une surface inclinée, l’éclairement solaire diffus est calculé au moyen de
l’équation de Hay et McKay (1993) qui tient compte de la distribution anisotropique de la
luminance du ciel
E (x,y,z)=Ed (z) [z. (z) cos fi (x,y)+{1—s (z) cos 6s}cos2 O n(x,y)/2] (2)
où Ed(z) représente l’éclairement solaire diffus homogène (isotrope) dans un plan à
l’élévation z. L’angle fi est calculé à partir de la pente (6h) du terrain et de l’orientation de
pente (Øn) dérivées du MNA, ainsi qu’à partir de la géométrie d’éclairement: angle
zénithal solaire (Os) et angle azimutal solaire (ç5)
cos fi(x, y) = cos O8cos O (x, y)+sin Osin O (X, y)cos [Ø - (x, y)] (3)
Pour finir, la réf lectance finale corrigée pf(x, y) est obtenue à partir de l’équation (4)
pi (x,y)=p (x,y)+q [p (x,y)—p] (4)
où q représente le rapport de la transmittance diffuse sur la transmittance directe, et p
la réflectance moyenne de l’environnement de la cible. Les détails des différentes
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étapes de cette méthode de corrections topographique et atmosphérique combinées,
sont fournis dans Richter (1997).
Les résultats des images HRVIR et ETM÷ obtenues après les corrections géométriques,
atmosphérique et topographique sont présentés sur les figures 3.12 et 3.13.
Figure 3.12. Image HRVIR corrigée (composée colorée des bandes 3, 2, 1)
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Figure 3.13. Image ETM+ corrigée (composée colorée des bandes 4, 3, 2)
3.5. Filtrage des images radar
On entend par filtrage toute technique visant à éliminer le chatoiement (bruit) contenu
dans les images. Le chatoiement est une espèce de granularité qui apparaît dans les
images radar liée au système de mesure, à la réponse inégale des détecteurs et à la
rugosité de surface. La présence du chatoiement dans une image radar réduit
l’identification des objets au sol. La suppression du chatoiement au moyen d’un filtre
approprié permet d’améliorer la qualité visuelle de l’image. Cependant, il faut toutefois
que la suppression du chatoiement se fasse sans perte du contenu en information de
l’image.
Pour corriger les images RSO S4 et S5, nous avons testé divers filtres adaptatifs pour la
suppression du chatoiement. Ainsi, le filtre de Frost (Frost et aI., 1982), le filtre de Lee
(Lee, 1981) et le filtre Gamma (Lopes et aI., 1993) ont été évalués. Deux critères
d’évaluation ont été retenus : un critère visuel et un critère statistique qui permettent de
3 0 3 6 km
‘ç
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comparer les résultats du coefficient de variation (CV) et d’indice de suppression du
chatoiement fISC). Le CV représente le rapport de l’écart type sur la moyenne de
l’image filtrée (CV = &t). Plus le CV tend vers zéro, plus la capacité de suppression du
chatoiement du filtre est grande. L’ISC (Zong-Guo and Sheng, 1996) se définit comme
étant le produit du CV moyen du bruit dans l’image filtrée par l’inverse du CV moyen
dans l’image originale brute. li s’écrit selon la formule suivante
ISC=Rx! (5)
JJR URO
où Ro est la valeur originale du pixel dans l’image originale brute et R la valeur du pixel
dans l’image filtrée. Le chatoiement dans l’image est considéré comme réduit ou éliminé
lorsque ISC < 1. Plus ISC tend vers zéro, plus la capacité de suppression du
chatoiement du filtre est grande.
Lee (1986) suggère de considérer l’écart type du chatoiement comme étant le seuil
minimum tolérable que peut atteindre le CV de l’image filtrée. Le chatoiement est
caractérisé par une moyenne unitaire ji de 1 et un écart type
. Cet écart type est
supposé connu pour une image RSO et est égal à ii.JL, pour une image d’intensité ou
à 0,5231-1L dans le cas d’une image d’amplitude (Lopes et aI., 1990). L représente le
nombre de looks nécessaires pour générer l’image RSO en question. Une relation très
simple permet de passer cependant d’une image d’intensité (Ii) à une image d’amplitude
(Ai) au moyen de l’équation suivante (Lee, 1986) : A = /iT. Dans le cas de nos deux
images RSO S4 et $5, qui sont des images d’amplitude, la valeur de ce seuil est de 0,3
soit 0,523!.JL Le chiffre 3 correspond au nombre de looks moyen des images $4 et S5
recalculé après la correction géométrique.
Les résultats des filtrages des images RSO sont présentés sur le tableau 3.12. En les
analysant, nous constatons que le filtre de FROST 11 x 11 est celui qui réduit le plus le
chatoiement dans les deux images RSO 54 et $5 avec des valeurs de ISC de 0,59 dans
les deux cas. Cependant, après l’analyse visuelle des deux images filtrées, nous
constatons une perte du contenu en information qui se traduit par une disparition totale
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des contours, une définition moins nette des zones homogènes et un aspect plus flou
des images. Ce constat est corroboré par les valeurs respectives de CV de 0,29 et 0,3
obtenues pour les images RSO S4 et S5. En effet, ces valeurs obtenues sont situées à
la limite du seuil minimum tolérable de 0,3 que peut atteindre le CV d’une image filtrée
(Lee, 1986).
Tableau 3.12. Résultats des filtrages des images RSO en mode S4 et S5
Types Types Taille de Nombre Valeur Valeur
Images de filtre la fenêtre d’iterations CV lSC
3x3 1 0,42 0,86
5x5 1 0,40 0,82
GAMMA 7 x 7 1 0,40 0,82
9x9 1 0,40 0,82
11x11 1 0,41 0,82
3x3 1 0,41 0,84
5x5 1 0,35 0,72
RSO FROST 7x7 1 0,32 0,65
S4 9x9 1 0,30 0,62
11x11 1 0,29 0,59
3x3 1 0,42 0,85
5x5 1 0,36 0,73
LEE 7 x 7 1 0,33 0,67
9x9 1 0,31 0,63
11x11 1 0,30 0,61
3x3 1 0,43 0,86
5x5 1 0,42 0,84
GAMMA 7 x 7 1 0,42 0,84
9x9 1 0,42 0,83
11x11 1 0,42 0,84
3x3 1 0,41 0,83
5x5 1 0,35 0,71
RSO FROST 7 x 7 1 0,32 0,64
S5 9x9 1 0,31 0,61
11x11 1 0,30 0,59
3x3 1 0,42 0,84
5x5 1 0,36 0,72
LEE 7 x 7 1 0,33 0,67
9x9 1 0,32 0,64
11 xli 1 0,31 0,61
*CV: coefficient de variation
“ISC: indice de suppression du chatoiement
69
L’analyse conjointe de façon itérative des résultats statistiques et visuels des images
filtrées nous a permis de retenir le filtre Gamma 5 x 5 car, en plus de réduire le
chatoiement, il conserve les contours et les détails d’informations dans les images RSO
S4 et S5. Les images filtrées obtenues (figures 3.14 à 3.17) ont été ensuite
transformées de 16 bytes en 8 bytes afin de faciliter les manipulations avec les images
optiques en 8 bytes et l’archivage des données.
3.6. Pré-traitement des données auxiliaires géoscientifiques
Les limites géologiques et les courbes de niveau en format analogique, sont numérisées
et ramenées à la même échelle (1 I 50 000) pour créer des planches d’informations
thématiques à l’aide du logiciel ArcView GIS.
La carte géologique numérisée est utilisée ultérieurement dans le SIG, d’une part, pour
positionner les points d’échantillonnage localisés dans la zone d’étude et, d’autre part,
pour la validation du modèle par comparaison avec les résultats de la carte finale des
formations meubles élaborée.
Quant aux courbes de niveau topographique numérisées, équidistantes de 20 m, elles
sont utilisées pour générer le MNA dans le SIG. Le MNA est défini comme une
représentation numérique et discrète des altitudes d’un espace géographique, qui prend
la forme d’une matrice régulière de points. Dans cette étude, la matrice de points est
construite par interpolation selon la méthode du krigeage. Le MNA résultant a une
résolution spatiale de 10 m correspondant à la taille des pixels des quatre images
satellitaires reéchantittonnées. À partir de ce MNA, sont créées diverses planches
thématiques représentant les caractéristiques topographiques du relief (paramètres
morphométriques: pente, orientation de la pente, courbures de la pente, indice
topographique et altitude). Ceux-ci sont utilisés conjointement avec les données de
télédétection et les données auxiliaires pour l’élaboration du modèle de synergie.
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Figure 3.14. Image RSO S4 après la correction géométrique
Figure 3.15. Image RSO S4 après la correction géométrique et le filtrage
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Figure 3.16. Image RSO S5 après la correction géométrique
Figure 3.17. Image RSO S5 après la correction géométrique et le filtrage
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4. Méthodologie d’ïntégratïon de données spectrales
satellitaires et morphométrïques : approche par synergie
Dans ce chapitre, nous présentons les différentes étapes de la conception du modèle de
synergie. Dans un premier temps, il s’agit de la structuration de la base de données en
différentes couches thématiques puis, dans un deuxième temps de la modélisation des
synergies susceptibles de révéler des informations sur les différents types de formations
meubles présentes dans la zone d’étude. La modélisation des interactions entre les
indicateurs du milieu permet de caractériser les types de formations meubles en vue de
leur cartographie. Le modèle d’équation mathématique élaboré est utilisé ultérieurement
pour régionaliser la répartition des formations meubles dans toute la zone d’étude,
permettant ainsi l’automatisation de la démarche cartographique.
4.1. Introduction
Sur le terrain, le cartographe bâtit son diagnostic sur des indices basés sur des critères
de ressemblance: tel objet est immédiatement reconnu comme ressemblant à tel autre.
L’ordinateur, à l’aide d’apprentissages, peut détecter des ressemblances entre des
classes d’objet dans les domaines géologique et géomorphologique.
Les mesures de ressemblance entre objets sont employées dans l’analyse statistique de
données. Elles servent spécifiquement dans l’analyse en composantes principales
(ACP), l’analyse en régression multiple, l’analyse discriminante et les réseaux de
neurones (Hair et aL, 1998). Nous nous sommes donc inspirés des méthodes
statistiques pour définir les critères de ressemblance et modéliser la synergie entre les
indicateurs de formations meubles.
Nous cherchons à simuler une partie de la démarche cartographique du géologue, y
compris la prise en compte de l’expérience du terrain qui résulte des observations
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ponctuelles que nous avons réalisées. Il est reconnu que différentes approches
cartographiques présentées dans le chapitre 2 sont utilisées pour la cartographie en
géologie et en géomorphologie (Chorowicz et al., 1980; Jones, 1986; Campy et Macaire,
1989; Deslandes et Gwyn, 1991; Scanvic,1993; Bonham-Carter, 1994; Scanvic et al.,
1996; Péloquin, 1999). Cependant, ces méthodes nécessite de nombreuses
informations et données multisources en plus de nombreuses sorties sur le terrain, Il
s’agit pour nous de développer une approche géomatique mettant l’emphase d’une part,
sur l’accessibilité des données à tous (images satellitaires et MNA) et, d’autre part, sur
la répétitivité des résultats cartographiques obtenus indépendamment de l’utilisateur.
La stratégie retenue pour développer le modèle de synergie est basée sur deux
approches méthodologiques existantes. La première approche consiste à extraire
uniquement en surface les indicateurs de formations meubles sur la base des images
satellitaires et des données morphométriques dérivées du MNA. Nous utilisons pour ce
faire différentes techniques existantes en traitements numériques d’images
(classification bayésienne supervisée par le maximum de vraisemblance, fusion
d’images, indices spectraux, analyse de texture). Par ailleurs les attributs
topographiques sont dérivés du MNA pour caractériser le relief et la géomorphologie de
la région d’étude (Beven and Kirkby, 1979; Pike, 1988; Dikau, 1989; Florinsky, 1994). La
zone dans laquelle nous étudions le paysage est divisée en pixels et l’information
environnementale correspondante est enregistrée sous forme matricielle : altitude,
pente, végétation, etc. Nous examinons par la suite la combinaison des différentes
couches d’informations, caractéristiques d’un type de formation meuble. Les résultats
obtenus suite à cette analyse permettent d’identifier les éléments-clés pour la
conception du modèle de synergie. Pour y arriver, nous utilisons la seconde approche à
savoir la méthode statistique afin de définir des critères de ressemblance entre les
différents points d’échantillonnage dans le but de pouvoir les classer en fonction des
types de formations meubles identiques. Le résultat du modèle de synergie est utilisé
ultérieurement pour généraliser la cartographie des formations meubles dans toute la
zone d’étude.
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Cette nouvelle approche cartographique basée sur la modélisation de la synergie entre
les indicateurs de formations meubles, consiste à informatiser et à automatiser les
méthodes classiques du géologue. Elle est subdivisée en trois étapes principales (figure
4.1).
La première étape concerne la structuration hiérarchique de la base de données qui
intègre l’ensemble des informations pour caractériser chacun des indicateurs de
formations meubles du milieu. La deuxième étape concerne l’analyse statistique
multivariée qui permet le croisement entre les différents paramètres issus des
indicateurs du paysage et les formations meubles. La méthode retenue pour cette fin est
l’analyse discriminante. Cette méthode objective permet de déterminer à quel groupe un
SIG
Structuration hiérarchique








Figure 4.1. Organigramme de la conception du modèle de synergie
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objet est le plus susceptible d’appartenir en comparant ses caractéristiques avec des
objets similaires sur le terrain pour lesquels nous connaissons déjà le classement. Les
résultats de cette seconde étape se traduisent par une fonction mathématique soit la
combinaison linéaire de variables discriminantes les plus importantes, permettant de
discerner chacune des classes de formations meubles. La dernière étape concerne la
régionalisation du modèle à toute la zone d’étude par le biais de la classification
automatique.
4.2. Structuration de la base de données
La cartographie des formations meubles conduit au recueil et à l’exploitation des
informations multisources. Il faut donc assurer la gestion informatique des données.
Cela implique des manipulations, des contrôles de qualité et des traitements divers en
vue de les rendre compatibles pour l’intégration dans la base de données.
La première étape consiste à créer une base de données géoréférencées numériques
au sein de laquelle sont intégrées, dans un système de projection cartographique
commun, des données nécessaires à la conception du modèle. li s’agit d’une base de
données de type relationnel comprenant des objets graphiques (points, lignes,
polygones) et des pixels d’images satellitaires. La carte topographique au 1/50 000
numérisée constitue le référentiel cartographique de la base de données. L’approche
cartographique développée requiert que chaque information environnementale soit
enregistrée sous forme matricielle sur des couches thématiques unitaires différentes.
Ainsi, chaque pixel de la zone d’étude se caractérise par une pile verticale de couches
d’informations unitaires en fonction du nombre de variables disponibles. Cette
superposition permet de déterminer exactement quelle est la situation, sur les
différentes couches, d’un point ou d’un pixel de coordonnées choisies. Cela permet de
résoudre des problèmes du type : trouver les pentes fortes (couche des pentes), sous
forêt (couche de la végétation), avec des sols nus (couche d’occupation du sol). Les
différentes couches d’informations matricielles sont toutes ramenées à la même
résolution spatiale de 10 m pour assurer une parfaite superposition avec les images
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satellitaires qui sont déjà à 10 m de résolution. Nous utilisons le SIG ArcView pour
élaborer et gérer la base de données et pour réaliser les opérations d’analyses
spatiales.
Après avoir constitué la base de données, la seconde étape de travail consiste à
structurer les couches d’informations suivant une hiérarchie pyramidale à trois niveaux
(figure 4.2)
Figure 4.2. Structure hiérarchique de la base de données
• le premier niveau concerne la thématisation de l’information en fonction des
principales catégories ïndicatrices en surface des formations meubles : l’occupation
du sol, la topographie, la couverture végétale, les sols et l’organisation texturale du
paysage;
• le second niveau concerne la représentation des variables dérivées des principales
catégories précédentes; par exemple, la carte de pente est dérivée de la catégorie
topographie et la carte d’indice de végétation, de la catégorie couverture végétale;
Niveau I : catégorie d’informations
Niveau II: catégorie de variables
Niveau III : catégorie d’unités binaires
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• le troisième niveau concerne la représentation de certaines couches d’informations
en unités binaires (O ou 1); il s’agit de subdiviser, par exemple, la carte de pente
dérivée du MNA (catégorie topographie) en fonction des classes de pente: nulle,
faible, douce, forte etc.; chaque classe de pente est ainsi représentée par une unité
binaire ou carte binaire.
Les détails techniques de la structuration hiérarchique de la base de données sont
présentés dans les sections ci-dessous.
4.2.1. Thématisation de l’information en catégories de variables
La thématisation consiste à sélectionner parmi une grande quantité de données
disponibles les seules informations pertinentes pour les combiner de manière adéquate
et ainsi obtenir la solution du problème (Legros, 1996). Dans cette étude, elle permet de
regrouper les surfaces des cartes en catégories de valeurs équivalentes par rapport aux
objectifs déterminés, li s’agit spécifiquement de thématiser les couches d’informations
en les regroupant en cinq catégories de variables indicatrices en surface des formations
meubles à savoir: l’occupation du sol, la topographie, la couverture végétale, les sols et
l’organisation texturale du paysage.
La catégorie occupation du sol comporte une seule variable représentée par la carte
d’occupation du sol qui est créée à partir de la classification dirigée des images optiques
et radar. La catégorie topographie comprend sept variables représentant différents
attributs topographiques du terrain qui sont dérivés du MNA. La catégorie couverture
végétale comporte quatre variables représentant des indices de végétation qui sont
calculés à partir des images HRVIR et ETM+. La catégorie sols est constituée de sept
variables correspondant à différents indices spectraux qui sont calculés à partir des
images HRVIR et ETM+. Ces indices caractérisent les sols sur la base de leurs
réponses spectrales qui sont fonction de leur couleur et des états de surface. La
catégorie organisation texturale du paysage comporte quatre variables correspondant à
différents indices de texture qui sont calculés à partir des images RSO S4 et S5.
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4.2.2. Création des images binaires
La base de données est constituée d’un mélange de variables quantitatives (indice de
végétation) et qualitatives (carie d’occupation du sol). Bien que, à première vue, les
variables indépendantes impliquées dans l’analyse discriminante doivent être de nature
quantitative, il est possible d’y incorporer des variables qualitatives en utilisant la
technique des variables binaires (Hair et aI., 1998; Péloquin, 1999). Pour les fins de
l’analyse discriminante, nous avons procédé à une codification binaire de chacune des
classes (unités) de cartes thématiques correspondant aux variables qualitatives
(variables d’occupation du sol et de la topographie). Ainsi, sur un total de cinq
catégories de variables (occupation du sol, topographie, couverture végétale, sols et
organisation texturale du paysage), seules les deux premières ont été reclassifiées en
nouvelles unités binaires afin d’optimiser les résultats de l’analyse discriminante. La
carie d’occupation du sol est subdivisée en unités binaires représentant chacune une
classe de mode d’occupation du sol donné (eau, sol dénudé, végétation naturelle, etc.).
Les variables topographiques dérivées du MNA sont donc reclassifiées en unités
binaires afin de segmenter le relief en ensembles homogènes de classes identiques de
pente (faible, moyenne, forte), d’altitude (basse, moyenne, élevée), de courbure de la
pente (horizontale, verticale), etc. Cette reclassification binaire des variables dérivées du
MNA permet de mieux cerner les changements au niveau de la topographie et donc de
faire le lien avec la géomorphologie et les formations meubles. Les trois autres
catégories de variables (couverture végétale, sols et organisation texturale du paysage)
extraites à partir d’indices spectraux et d’images de texture dérivées des images
satellitaires multisources sont des variables quantitatives continues qui sont utilisées
sans transformation binaire dans le modèle de synergie.
Le principe de codage est simple et consiste à représenter la variable discrète à l’aide
d’une combinaison binaire de O et 1. Ainsi, pour la variable qualitative occupation du so
si nous considérons l’unité sol dénudé par exemple, le chiffre 1 signifie présence de sol
dénudé et le chiffre O absence de sol dénudé. La technique de reclassification binaire de
cet exemple est illustrée à la figure 4.3. La création d’unités binaires correspond au
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troisième niveau hiérarchique de la structure pyramidale de la base de données (niveau
inférieur). Cette technique de reclassification binaire des couches comportant des
informations qualitatives permet d’avoir toutes les variables quantitatives et qualitatives
au môme niveau, facilitant ainsi leur combinaison dans l’analyse discriminante et leur
interprétation.
Valeur du pixel
Unité binaire sot dénudé
Figure 4.3. Exemple schématique du processus de création d’une unité binaire
4.3. Analyses statistiques
Cette étape du travail consiste à définir des critères de ressemblance entre les différents
points d’échantillonnage afin de pouvoir les classer en classes identiques à l’aide de
méthodes d’analyses statistiques. Pour ce faire, nous avons recours, d’une part, à
l’analyse statistique univariée qui permet d’étudier individuellement chacune des
variables et, d’autre part, à l’analyse statistique multivariée qui permet d’étudier les
relations de dépendance et d’interdépendance entre les variables.
4.3.1. Analyse statistique univariée
La première étape d’une analyse statistique consiste à faire un survol des données à
inclure dans l’analyse. Pour ce faire, nous utilisons l’analyse univariée par laquelle on
décrit une variable à la fois, mettant de côté toutes relations possibles avec les autres
variables.
de cultures
Variable occupation du sol
$0
Les formations meubles de la zone d’étude ont été regroupées en dix classes, en
fonction de la carie géologique de GEOBOL (figure 3.1). Pour chaque type de formation
meuble, nous avons échantillonné 100 points repartis de façon aléatoire lors des
observations sur le terrain. Pour chaque point localisé par ses coordonnées
géographiques, sont déterminées les valeurs des variables et des unités binaires
correspondantes. Ainsi, les différents points d’échantillonnage sur le terrain sont
caractérisés par un ensemble de variables et d’unités binaires.
Pour chaque population de 100 points localisés de façon aléatoire sur un type de
formation meuble, nous observons le comportement global des variables et des unités
binaires. Cette première approche permet d’avoir une idée de la distribution des
variables et des unités binaires par rapport aux différents types de formations meubles.
4.3.2. Analyse statistique multivariée
L’analyse statistique multivariée est utilisée pour étudier les relations de dépendance et
d’interdépendance entre les populations décrites par plusieurs variables. En science de
la Terre, particulièrement en géologie, les statistiques multivariées sont utilisées pour
localiser les zones potentielles de minéralisation (Bonham-Carter, 1994).
Les techniques d’analyses multivariées sont multiples, incluant l’analyse canonique,
l’analyse de la variance multivariée, l’analyse discriminante, l’analyse factorielle,
l’analyse en régression linéaire, l’analyse en composantes principales et les réseaux de
neurones (Hair et al., 1998). Le choix d’une de ces techniques a été fait en fonction de
la nature des variables (continues ou discrètes, métriques ou non) et en fonction que
l’on se trouve face à une analyse de dépendance ou d’interdépendance dans notre
étude. Étant donné que nous pouvons clairement identifier dans cette étude une
variable dépendante (type de formation meuble) et une variable indépendante (variable
et unité binaire), nous utilisons une analyse de dépendance (Hair et al., 1998). L’analyse
discriminante utilisée dans le cadre de cette étude en est une illustration.
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A) Principes de l’analyse discriminante
L’analyse discriminante est une méthode objective qui permet de déterminer à quel
groupe un objet est le plus susceptible d’appartenir. Une stratégie intuitive consiste à
comparer les caractéristiques d’un nouvel objet avec des objets similaires pour lesquels
nous connaissons déjà le classement. Basée sur les similarités et les différences, une
classification des objets peut être établie.
L’analyse discriminante a d’abord été introduite par Ficher (1936). Il proposa un principe
qui repose sur la formation d’une combinaison linéaire des variables indépendantes
pour prédire une variable dépendante. Cette combinaison est ensuite utilisée pour la
classification d’un objet dans un seul des groupes de la variable dépendante. Par
analogie, cette relation de dépendance entre les variables indépendantes (variables et
unités binaires) et les types de formations meubles illustre la relation de synergie. En
effet, dans une relation de synergie, il y a une association (combinaison) de plusieurs
éléments (variables indépendantes) concourant à un effet unique (variable dépendante).
Aussi, la relation de synergie n’est rien d’autre qu’une relation de dépendance. Ainsi, un
type donné de formation meuble (variable dépendante) est caractérisé par une
combinaison de variables et d’unités binaires indépendantes, extraites des différentes
couches d’informations thématiques.
Le principe mathématique de l’analyse discriminante est basé sur la pondération et la
combinaison linéaire de variables indépendantes pour assurer la meilleure séparation
des groupes (Hait et aI., 1998). Cette combinaison est ensuite utilisée pour assigner les
observations à l’un des groupes de la variable dépendante. La combinaison linéaire des
variables représente ici la modélisation mathématique de la relation de synergie.
L’équation de combinaison linéaire nommée fonction discriminante est définit ci
dessous:
Dgp = W0 + WiXigp + W2X2gp + ... + WnXngp (1)
où
$2
Dgp = score discriminant pour le cas p dans le groupe g;
Xigp = valeur de la variable indépendante X pour le cas p dans le groupe g;
W1 = coefficient de pondération ou poids de la variable indépendante;
W0 = constante.
Les coefficients de pondération sont estimés pour assurer la meilleure séparation entre
les groupes. Chaque coefficient représente la contribution relative de la variable
indépendante associée. Les signes + ou - indiquent le sens dans lequel la variable
contribue. Enfin, en se basant sur les scores discriminants, il est possible de dégager
une règle de classification des observations dans les groupes.
4.4. Classification des formations meubles
En se basant sur les scores discriminants obtenus lors de l’analyse discriminante, il est
possible de dégager une règle de classification des observations dans les types de
formations meubles. Pour ce faire, nous utilisons la technique de la classification
bayesienne. En effet, la probabilité qu’un point i échantillonné sur le terrain appartienne





où g représente le nombre de groupe de la variable à prédire (formations meubles).
Dans notre exemple, g est égal à 10. Les prochains paragraphes expliquent les
différentes composantes de cette équation et les relations qui existent entre elles.
La probabilité a priori, représentée par P(G), est une estimation de la probabilité qu’un
point i échantillonné sur le terrain appartienne au type j de formation meuble lorsque
aucune information sur ce point n’est encore disponible. La probabilité a prfori peut être
évaluée de différentes manières. Par exemple, si l’échantillon est représentatif de la
$3
population, les proportions observées dans l’échantillon peuvent servir à titre de
probabilité a priori.
La probabilité conditionnelle P(D1\G) représente la probabilité qu’un point i échantillonné
sur le terrain obtienne un score D1 sachant qu’il appartient au type j de formation
meuble. En se basant sur les observations et en supposant que les valeurs D sont
distribuées normalement dans chaque groupe, la probabilité P(D1\G) peut être estimée.
La probabilité la plus importante P(G\D) représente la probabilité qu’un point i
échantillonné sur le terrain appartienne à un type j de formation meuble sachant son
score discriminant D1. Cette estimation s’appelle la probabilité a posteriori qui représente
la probabilité qu’un point échantillonné appartienne à un type de formation meuble en
connaissance de l’information disponible à son sujet. Cette probabilité révèle beaucoup
plus d’informations que la probabilité a priori. Ainsi, une observation est classée dans le
groupe pour lequel sa probabilité a posteriori est la plus grande.
Pour chacun des points échantillonnés sur le terrain, le calcul des scores discriminants
D se fait simplement à l’aide de l’équation discriminante. Plus précisément, pour chaque
point échantillonné, le score discriminant est obtenu en multipliant les coefficients W
non standardisés par les valeurs des variables ou des unités binaires associées,
retenues dans les différents modèles de synergie. Puis, on effectue leur somme en
additionnant en plus la constante du modèle. Enfin, le calcul de la distance entre le
centroïde des différents groupes potentiels et le score discriminant obtenu pour un cas
permet d’assigner un point échantillonné à un type de formation meuble selon que cette
distance est petite.
L’application et les résultats du modèle de synergie pour l’identification et la
cartographie des formations meubles sont présentés au chapitre 5.
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5. Application et résultats du modèle de synergie développé
Dans ce chapitre, nous présentons les résultats de l’application du modèle de synergie
pour la cartographie des formations meubles. Dans une première partie, nous
présentons les résultats de différents indicateurs du milieu naturel caractéristiques des
formations meubles obtenus à l’aide de la télédétection, des données morphométriques
dérivées du MNA et des données auxiliaires géoscientifiques élaborées à l’aide du SIG.
Dans une deuxième partie, nous présentons les résultats de la modélisation de la
synergie entre les indicateurs de formations meubles. Enfin, la troisième partie porte sur
les résultats de la carte finale des formations meubles obtenue à partir de la
généralisation du modèle de synergie.
5.1. Variables dérivées des données spectrales satellitaires
Il s’agit dans cette section d’identifier et de discerner à l’aide des techniques de
traitement d’image les indicateurs du milieu naturel caractéristiques des formations
meubles. Les informations thématiques ou variables sont extraites des images
satellitaires unisources (provenant d’un même capteur) et des images multisources
(résultant de la fusion d’images de divers capteurs).
5.1.7. Variables dérivées des indices spectraux
Un indice spectral est défini comme une fonction simple (rapports de bandes, rapports
normalisés ou fonctions linéaires) d’une ou de plusieurs bandes spectrales d’un capteur.
Les indices spectraux utilisés dans cette étude ont l’avantage de refléter la réalité
physique des caractéristiques de surface du terrain. En effet, la recherche des indices
spectraux s’appuie ici sur la connaissance du comportement spectral des matériaux
étudiés ou des phénomènes étudiés en surface (localisation et intensité de la ou des
bandes d’absorption).
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II existe deux principaux champs d’application des indices spectraux en télédétection
• la recherche et l’identification d’objets présents dans une image, comme par exemple
divers types de couverts végétaux, des formations calcaires ou gypseuses, l’état de
dégradation des sols causé par l’érosion, etc. (Huete and Jackson, 1987; Fraser,
1991; Mathieu etal., 1997; Renaud, 1998; Haboudane, 1999);
• l’estimation quantitative de certaines caractéristiques de la surface observée, par
exemple la teneur en eau, en argile ou en matières organiques du sol, la teneur en
oxyde de fer d’une roche, la biomasse, l’indice foliaire, etc. (Cervelle et al., 1988;
Dymond et al., 1992; Escadafal, 1993; Guyot et al., 1996; Renaud, 1998).
Dans cette étude, nous avons calculé et évalué la contribution de différents types
d’indices spectraux pour l’identification et la distinction des indicateurs de formations
meubles. Les indices calculés à partir des bandes des capteurs HRVIR et ETM+, sont
regroupés en deux catégories sur le tableau 5.1 les indices en rapport avec la
végétation (NDVI et TSAVI) et les indices en rapport avec le sol (RI, IF, 10, I, S et T).
Les deux premiers indices nous donnent des informations sur le taux de recouvrement
du sol par la végétation (taux de couverture végétale) tandis que les autres nous
fournissent des informations relatives à l’exposition du sol qui varie en clarté et en
saturation.
A) Indices spectraux en rapport avec la végétation
La forte pente du spectre de réflectance de la végétation entre le rouge (0,6-0,7 im
corrélé à la concentration en chlorophylle) et le proche infrarouge (0,75-1 ,1 im corrélé
à l’indice foliaire, c’est-à-dire à la densité de la végétation verte) unique à la végétation
(Major et al., 1990) a permis la création de plusieurs indices de végétation utilisés en
télédétection (Bannari et al., 1995).
Nous avons calculé deux indices spectraux permettant d’obtenir des informations sur le
couvert végétal de la zone d’étude, soit le NDVI et le TSAVI. Le choix de ces indices
$6
s’explique par le fait que le premier est le plus couramment utilisé pour caractériser la
végétation tandis que, le second est adapté pour les milieux semi-arides à végétation
éparse (Bannari et al., 1995).
Tableau 5.1. Indices spectraux utilisés
Indice Formule Formule
Spectral HRVIR ETM+ Auteurs
Normalized
Difference NDVI_XS3_XS2 NDVI_TM4_TM3 Tucker
Vegetation XS3+XS2 TM4+TM3 (1977)
Index (NDVI)
Transformed
Soil Adjusted TSAVT= a (XS3—aXS2-b) TSAVI= a(TM4—aTM3-b) Baret and Guyot
XS2 + aXS3—ab +K1+a2 J TM3+aTM4—ab+X i+a2 J (1991)
rougeur (RI) RI= RI= Escadafalet Huete
Indice de Pas d’équivalent IF_2TM3—TM2-TM1 Escadafal et al.forme (IF)
— TM2—TM1 (1994)
Indice de Pas d’équivalent
I Escadafal et al.coloration C_ TM3 (1994)(IC)
. ,.
. 1 Escadafal et al.Intensite (I) Pas d equivalent l=T(R+G+B) (1994)
Teïnte (T) Pas d’équivalent 5max(R,G,B)—min(R,G ,B) Escadafal et al.
max(R,G,B) t )
Saturatïon (S) Pas d’équivalent H=Tan_1C3j Esca()etal.
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NDVI (Normalized Difference Vegetation Index)
Le NDVI (Tucker, 1977) représente le rapport normalisé de la différence entre le proche
infrarouge et le rouge. Il est sensible à la végétation verte.
Le NDVI, tel que formulé au tableau 5.1, a été calculé pour les images HRVIR et ETM+.
Les résultats obtenus sont présentés sur les figures 5.1 et 5.2. À partir de ces résultats,
nous avons calculé la valeur moyenne de NDVI pour chaque groupe de 100 points
d’observation localisés par GPS sur chacune des formations meubles de la zone
d’étude. Nous remarquons sur les (figures 5.3 et 5.4) que la valeur moyenne de NDVI
varie en fonction des types formations meubles. Par exemple, les valeurs moyennes de
NDVI pour les formations lacustres Q!, alluviales de cônes de déjection actuels Qaa1,
alluviales Qa et colluviales Qc pourraient s’expliquer par une végétation éparse et peu
abondante sur ces formations (figures 3.2, 3.3, 3.6 et 3.10). Par contre, les valeurs de
NDVI pour les formations fluvio-lacustres anciennes 0f!2 et alluviales de terrasse Qt
s’expliqueraient par une végétation naturelle relativement abondante et la présence de
zones de cultures intensives et de pâturages (figures 3.8, 3.9 et 3.11).
Ces résultats nous permettent de suggérer que le paramètre NDVI pourrait être utilisé
afin d’étudier la variation de la densité et de la répartition de la végétation en fonction
des types de formations meubles.
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Figure 5.1. Carte de la variable ND VI7 établie à partir de l’image HRVIR
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Figure 5.4. Variation des valeurs du NDVI2 en fonction des types de formations meubles
TSAVI f Transformed Soi! Adjusted Vegetation Index)
Le second indice de végétation que nous avons utilisé est le TSAVI modifié de Baret et
Guyot (1991). Tout comme le NDVI, le TSAVI est calculé à partir des valeurs de
réf lectances dans le rouge et le proche infrarouge. Dans l’équation du TSAVI exprimée
sur le tableau 5.1, a et b (respectivement la pente et l’ordonnée à l’origine de la droite
des sols nus) sont les coefficients de la droite des sols nus calculés d’après la formule
suivante PIR = aR + b. La valeur du X, correspondant à 0,08 est une modification
introduite par rapport à l’ancienne formule du TSAVI de Baret et aI. (1989) pour
minimiser l’effet de brillance du sol.
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Nous avons calculé le TSAVI à la fois pour les images HRVIR et ETM+. Les résultats
obtenus sont présentés sur les figures 5.5 et 5.6. La variation du TSAVI en fonction des
types de formations meubles (figures 5.7 et 5.8) montre que les valeurs de TSAVI
obtenues pour les formations alluviales de cônes de déjection actuels Qaa; , alluviales
Qa et colluviales Oc pourraient s’expliquer par une végétation éparse et peu abondante
(figures 3.2, 3.3 et 3.6). Par contre, les valeurs de TSAVI augmentent pour les
formations fluvio-lacustres anciennes 0112, alluviales de terrasse Qt et alluviales de
cônes de déjection anciens Qaa3. Cette augmentation de la valeur moyenne de TSAVI
au niveau de ces formations pourrait être liée à la présence de la végétation
relativement abondante (figures 3.5, 3.9 et 3.11). Le TSAVI présente le double avantage
de caractériser les changements du couvert végétal et les propriétés spectrales des
sols. Les variations de valeurs de TSAVI ainsi observées, pourraient être justifiées par
les variations de la densité et de la répartition de la végétation en fonction des différents
types de formations meubles.
En guise de conclusion partielle, nous retenons que les résultats obtenus à partir des
indices de végétation NDVI et TSAVI nous permettent d’émettre l’hypothèse qu’il existe
une relation entre la densité et la répartition de la végétation ainsi que les types de
formations meubles présents dans la zone d’étude. Ainsi, la végétation pourrait être un
indicateur potentiel permettant de discerner les formations meubles
B) Indîces spectraux en rapport avec le sol
Définir précisément la couleur du sol est un critère important dans l’étude des sols, tant
sur le plan de la caractérisation sur le terrain que dans l’étude de la pédogenèse et de la
classification des sols. En effet, la couleur est liée à la présence de quelques éléments
principaux, en particulier la matière organique, les oxydes-hydroxydes de fer, le
carbonate de calcium et la lithologie de la roche-mère à la base (Legros, 1996).
Caractériser la couleur du sol nous permet d’avoir une idée de la proportion très
approximative de l’un ou l’autre de ces éléments et de prévoir le comportement
agronomique qu’ils déterminent.
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Figure 5.5. Carte de la variable TSA VI1 établie à partir de l’image HRVIR
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Ainsi, définir la couleur des sols en terme de réflectances spectrales dans cette étude
faciliterait leur identification et leur caractérisation (propriétés intrinsèques) au moyen
des techniques de télédétection. Pour ce faire, nous avons calculé six indices spectraux
permettant de déterminer et d’estimer les variations de couleurs des sols. Ces indices
(tableau 5.1) sont les suivants RI, IF, IC, intensité, teinte et saturation.
RI (Redness Index)
L’indice de rougeur (RI) a été développé pour estimer la teneur en oxyde de fer ou en
hématite à partir de données TM de Landsat (Escadafal et Pouget, 1987; Escadatal et
Huete, 1991). Nous utilisons l’indice de rougeur RI dans cette étude pour étudier la
variation de la couleur des sols en fonction de la répartition des formations meubles.
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Figure 5.8. Variation des valeurs du TSAVI2 en fonction des types de formations meubles
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Nous avons calculé le RI pour les données HRVIR et ETM+ (figures 5.9 et 5.10). La
variation du RI en fonction des types de formations meubles calculée à partir de ces
résultats est présentée sur les figures 5.11 et 5.12. Nous constatons que les valeurs de
RI varient de façon spécifique par rapport à chaque type de formation meuble. Par
exemple les valeurs de RI pour les formations colluviales Oc et colluvio-fluviales Oct
(figures 5.11. et 5.12) s’expliquent par la présence de sols de couleur rougeâtre à
jaunâtre riches en oxyde de fer (figures 3.6 et 3.7). Par contre, les valeurs de RI pour les
formations lacustres 01 s’expliquent par la présence de sols à dominance argileuse de
couleur marron qui absorbe le rayonnement solaire (figure 3.10).
Ces résultats, nous permettent de formuler l’hypothèse qu’il existe un lien entre les
variations de RI associées à la couleur des sols et les types de formations meubles de
la zone d’étude. Ainsi, l’indice de rougeur RI permettrait de faire ressortir les variations
de couleur des types de sols rencontrés en fonction des différents types de formations
meubles permettant ainsi de les identifier et de les distinguer.
À










0 3 6 km
Figure 5.9. Carte de la variable R!1 établie à partir de l’image HRVIR
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Figure 5.10. Carte de la variable RI2 établie à partir de l’image ETM+
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Figure 5.12. Variation des valeurs du RI2 en fonction des types de formations meubles
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• IF (Indice de forme)
L’indice de forme (IF) exprime la forme de la courbe de réflectance spectrale du sol
dans le domaine du visible du spectre solaire. Il a été élaboré par Escadafal et al. (1994)
pour l’étude de la dégradation des sols dans les régions méditerranéennes ou
intertropicales. Dans cette étude, nous utilisons l’indice de forme pour caractériser la
surface des sols en fonction de la répartition des formations meubles associées.
Nous avons calculé l’indice de forme uniquement pour les données EIM+ étant donné
que HRVIR ne possède pas de bande bleue (figure 5.13). La variation des valeurs de IF
calculée (figure 5.14) montre que la valeur de l’indice de forme diminue pour les
formations lacustres Q! caractérisées par des sols nus de couleur marron à marron
foncé (figure 3.10). Ces sols humides et riches en matières organiques ont tendance à
absorber beaucoup plus le rayonnement solaire, ce qui expliquerait cette valeur de IF
observée. Par contre, les valeurs de IF augmentent pour les formations Qa, Qaa2, Oc et
Qcf. Par ailleurs, pour les autres formations meubles, les valeurs de IF ont tendance à
évoluer en dents de scie du fait que les surfaces de sols nus exposées sont en général
À
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Figure 5.14. Variation des valeurs du IF2 en fonction des types de formations meubles
cachées par la végétation. Cependant, la tendance générale de la variation de l’indice
de forme nous permet de remarquer un lien potentiel avec les formations meubles
associées. En effet, d’après la figure 5.14, nous constatons que les valeurs de IF
obtenues varient de façon spécifique en fonction de chaque type de formation meuble
permettant ainsi de les discerner en fonction de leur réponse spectrale.
• lC (Indice de coloration)
L’indice de coloration tIC) (Escadafal et aI., 1994) est en toute rigueur plus proche du
concept de saturation de couleur. Il exprime la pente de la courbe de réflectance dans le
domaine du visible. Dans notre étude, l’indice de coloration est utilisé pour distinguer les
sols en fonction de leur couleur et de leur surface.
Nous avons calculé l’indice de coloration uniquement pour les données ETM÷, pour la
raison que les données HRVIR ne possèdent pas de bande bleue (figure 5.15). La
variation d’indice de coloration IC calculée (figure 5.16) montre que les valeurs de IC
varient de façon spécifique en fonction de chaque type de formation meuble observé.
Par exemple, les valeurs d’indice de coloration diminuent pour les formations alluviales
de terrasse Qt où l’on trouve des blocs et gravier éparpillés. Le sol dans ce secteur a
une couleur marron foncé et une texture rugueuse au toucher (figure 3.11). Par ailleurs,
les valeurs d’indice de coloration diminuent également pour les formations alluviales de
cônes de déjection actuels Qaa1 où le sol est recouvert à plus de 80 % de blocs et
gravier de couleur gris foncé (figure 3.3). Cependant, les valeurs d’indice de coloration
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augmentent pour les formations fluvio-lacustres récentes Qfl1 et colluvio-fluviales Qcf où
l’on trouve quelques graviers éparpillés dans un mélange de sable, d’argile et de silt
(figures 3.8 et 3.7). Pour ces deux formations (Qfl1 et Qct), le sol a une texture fine au
toucher. Cependant pour les formations Q111, le sol a une couleur marron clair
contrairement aux formations Qcf où le sol a plutôt une couleur rougeâtre à marron clair.
L’analyse des résultats obtenus nous amène à présumer que, sur la base des variations
des valeurs d’indice de coloration caractérisant la couleur des sols et leur surface, il
serait possible de discerner les types de formations meubles. Par conséquent il nous
serait possible de faire le lien entre les valeurs d’indice de coloration IC, la couleur des
sols, la surface des sols et la répartition des différents types de formations meubles
présents dans la zone d’étude.
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Figure 5.16. Variation des valeurs du 1C2 en fonction des types de formations meubles
I (intensité), T (hue ou teinte), S (saturation)
Escadafal et aI., (1994) ont adapté les équations colorimétriques (ITS) de Liu et Moore
(1990) au cas des sols pour établir l’état de dégradation de surface des milieux arides
de Tunisie à végétation éparse et peu verte. Dans cette étude, nous déterminons les
variations de couleurs des sols en terme d’intensité (I), de teinte ou Hue (T) et de
saturation ou chroma (S) afin de faire le lien avec les formations meubles en vue de les
identifier et de les discerner. Les formulations simplifiées de ces trois indices utilisés
sont présentées au tableau 5.1.
Nous avons calculé l’intensité, la teinte et la saturation uniquement pour l’image ETM+
(figures 5.17 à 5.19) étant donné que l’image HRVIR ne possède pas de bande bleue.
Les variations de ces trois indices en fonction des types de formations meubles (figures
5.20 à 5.22) montrent que, l’intensité et la saturation varient plus contrairement à la
teinte qui varie peu entre les types de formations meubles.
L’intensité (I) représente l’aspect sombre ou clair de la couleur. Elle est souvent liée à la
teneur en matières organiques. Les valeurs d’intensité augmentent pour les formations
fluvio-lacustres Q111 et lacustres Q! (figure 5.20). Les sols au niveau de ces deux
formations sont à dominance argileuse, riches en matières organiques et de couleur
marron à marron foncé (figures 3.8 et 3.10). Par contre, les valeurs d’intensité diminuent
pour les formations alluviales de terrasse Qtet alluviales de cônes de déjection récents
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Figure 5.17. Carte de la variable intensité établie à partir de l’image ETM+
Â





















0 3 6 km
3
Figure 5.18. Carte de la variable teinte établie à partir de l’image ETM+
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Figure 5.19. Carte de la variable saturation établie à partir de l’image ETM+
Figure 5.20. Variation des valeurs de l’intensité en fonction des types de formations meubles
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Figure 5.22. Variation des valeurs de la saturation en fonction des types
de formations meubles
Qaa2 où le sol, à faible teneur en matières organiques est constitué de blocs et de
gravier éparpillés dans un mélange de sable, de sut et d’argile de couleur marron
(figures 3.4 et 3.11).
Sur la figure 5.21, nous présentons les variations de la teinte en fonction des types de
formations meubles. La teinte (T) indique la couleur dominante du sol (Mattikalli, 1997).
Nous remarquons que les valeurs de la teinte obtenues varient de façon spécifique vis-
à-vis de chaque formation meuble associée. Par exemple, les valeurs de la teinte
augmentent pour les formations colluviales Oc et colluvio-fluviales Qcf où la couleur
dominante du sol est rougeâtre (figures 3.6 et 3.7). Par contre, la valeur de la teinte
diminue pour les formations lacustres QIoù le sol aune couleur marron (figure 3.10).
Sur la figure 5.22, nous présentons les variations de la saturation en fonction des types
de formations meubles. Nous remarquons que les valeurs de la saturation augmentent
pour les formations fluvio-lacustres récentes Qfl, et lacustres 0/ où les sols sont à
dominance argileuse, riches en matières organiques et de couleur marron à marron
foncé (figures 3.8 et 3.10). Par contre les valeurs de la saturation diminuent pour les
formations fluvio-lacustres anciennes Qfi2 et alluviales de terrasse Qt. D’une façon
générale les variations des valeurs d’intensité, de la teinte et de la saturation nous
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permettent de noter un lien potentiel entre la couleur des sols caractérisée par ces trois
indices et les types de formations meubles présents dans la zone d’étude.
L’analyse des résultats des variations des indices spectraux déterminés en fonction des
types de formations meubles nous permet de noter les remarques suivantes:
• l’indice de rougeur (RI) permet une nette distinction des dix formations meubles; ses
valeurs augmentent pour les sols rougeâtres et jaunâtres;
• l’indice de forme (IF) varie légèrement entre les dix formations meubles sauf pour les
formations lacustres Q! où il a une valeur qui diminue; cette légère variation
observée pourrait s’expliquer par le fait que l’indice de forme est sensible à la
présence de la végétation recouvrant les sols;
• l’indice de coloration tIC) nous permet de bien discerner les dix formations meubles;
ses valeurs augmentent pour les sols clairs;
• l’intensité et la saturation permettent une nette distinction des dix formations meubles
contrairement à la teinte qui a tendance à varier très peu d’une formation à l’autre.
En conclusion, nous retenons, qu’à partir des indices spectraux utilisés, il est possible
de faire le lien entre la surface des sols, la couleur des sols et les différents types de
formations meubles présents dans la zone d’étude. Ceci nous permet de les identifier et
de les distinguer à partir des images satellitaires. Nous retenons ainsi le sol comme un
indicateur potentiel des formations meubles.
Les différents indices spectraux calculés à partir des images HRVIR et ETM+ sont
présentés sous forme de planches cartographiques qui sont utilisées dans la base de
données pour l’élaboration du modèle de synergie. Outre les indices spectraux, nous
avons déterminé des indices de textures présentés dans la prochaine section.
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5.1.2. Variables dérivées d’indices de texture
La texture est basée sur les variations locales de brillance à l’intérieur des classes d’une
image. Elle traduit l’organisation spatiale de l’image, la granularité et l’orientation des
motifs dans l’image (Haese-Coat et al., 1994).
L’utilisation de la texture a été étudiée à travers plusieurs travaux de télédétection dans
des domaines de traitement d’images tels que l’analyse, l’interprétation, la classification
et la segmentation (Ulaby et al., 1986; Sali and Wolfson, 1992; Wang, 1994; Anys et He,
1995). Après leur création, les images de texture peuvent être utilisées de différentes
façons:
• elles peuvent être utilisées toutes seules dans les procédés de classification ou de
segmentation (Slimani, 1986; Ratté, 1999);
. elles peuvent être superposées à l’image d’origine pour contribuer à son
interprétation par ordinateur; dans ces conditions, elles interviennent comme
données auxiliaires; c’est le cas des méthodes de segmentation basées sur le
contexte (Cruse et al., 1984);
• certains auteurs ont utilisé les images de texture pour améliorer la précision et
l’identification des pixels déjà classifiés (Lee and Philpot, 1991); dans ces conditions,
les pixels qui ont été classifiés dans une même classe doivent avoir les mêmes
paramètres de texture pour confirmer leur appartenance à cette classe; la texture est
alors considérée comme un procédé de post-classification;
• d’autres auteurs ont plutôt utilisé les images de texture comme des néo-canaux
qu’on ajoute aux canaux d’images multispectrales (multibandes) dans les procédés
de classification (Salvaggio et al., 1990; Anys et He, 1995); dans ces conditions,
l’information spatiale texturale est considérée comme équivalente et de même nature
que l’information spectrale; cette dernière approche est la plus répandue.
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Dans cette thèse, nous proposons une nouvelle approche d’utilisation des images de
texture avec les images multispectrales. Elle consiste à extraire séparément
l’information spectrale et texturale puis de les combiner dans une équation de
combinaison linéaire où elles sont pondérées en fonction de leur pouvoir discriminant
des objets au sol.
Nous avons établi les indices de texture en utilisant l’approche basée sur la matrice de
cooccurrence développée par Haralick et aI. (1973), encore connue sous le nom
d’histogramme de deuxième ordre. Ces auteurs ont développé 14 paramètres
statistiques calculés sur la matrice de cooccurrence pour extraire l’information texturale.
Nous avons calculé la corrélation entre les différents paramètres de texture les plus
utilisés dans la littérature (Haralick et aI. 1973; Ulaby et aI., 1986; Haese-Coat et al.,
1994; Anys et He, 1995; Ratté, 1999). Parmi ces paramètres, nous avons choisi les
moins corrélés présentant un faible coefficient de corrélation. Ainsi, 8 paramètres de
textures ont été retenus à savoir: l’écart type, la moyenne, l’homogénéité, la
dissimilarité, l’entropie, la corrélation, le second moment angulaire et le contraste
(tableau 5.2). Ces dittérents paramètres de texture sont extraits pour chacune des
images RSO S4 et S5 brutes non filtrées pour ne pas perdre d’information texturale.
Nous obtenons ainsi un total de 16 images de texture.
Sur le tableau 5.2 où sont présentés les 8 paramètres de texture, P(j,d,O) est la
probabilité de se déplacer du NG1 au NGj, sachant que la distance entre les deux pixels
est de d et l’orientation de déplacement est fonction de l’angle O. Les valeurs de et
Ux représentent respectivement la moyenne et l’écart type des lignes de la matrice de
cooccurrence. Quant à et y, ils représentent respectivement la moyenne et l’écart
type des colonnes de la matrice.
L’utilisation de la méthode de la matrice de cooccurrence de niveaux de gris impose la
définition préalable des trois paramètres suivants: le choix de la distance appropriée
entre les pixels, le choix de la taille de la fenêtre optimale pour le calcul des paramètres
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Tableau 5.2. Indices de texture utilisés
Paramètres de texture Formule Caractéristiques
L-1 L-1 La moyenne représente la moyenne de
Moyenne (M) M iP(i,j,d,O) l’histogramme sur l’échelle des niveaux de
gris.
La variance, par conséquent l’écart type, est
(4 c- L-l une mesure de la répartition des niveaux de
Écart type (ET) ET=Z(P (iidO)(i_Mfl] gris autour de la moyenne.
r=0 1=0
Le contraste est une mesure du contraste
(ou de la variation locale de niveaux de gris)
Contraste (C) , f . dans l’image. Il est d’autant plus grand queC=LLlI_JfiI,J,d,O) les variations locales de niveaux de gris
1=0 J0 sont importantes.
L’homogénéité est grand lorsque les valeurs
p(i,j,d,O) de niveau de gris se concentrent le long de
Homogénéité (H)
.
. la diagonale de la matrice. Cela est observé
i+(i_J quand l’image est localement uniforme.
Le second moment angulaire (énergie) est
Second moment L-1 L-l 2 l’opposé de l’entropie. Plus la texture sera
angulaire (SMA) SMA=(P(i,j,d,O)) homogène (lisse), plus grande sera la valeur
=0 j=0 du paramètre second moment angulaire.
L’entropie mesure la complexité de l’image
(le degré de désordre de la texture).
Pt. d &l (p(.• L’entropie est grande quand les valeurs deEntropie (E) E» , , n tI,J,d,8)) la matrice sont presque toutes égales et elle
- est faible dans le cas contraire.
La corrélation exprime le coefficient de
corrélation du nuage de points (pixels de la
fenêtre) avec un modèle linéaire (la droite
((i) (j—)P(i ide)) de régression étant la diagonale de la
Corrélation (C) C= ‘‘ ‘ matrice de cooccurrence). Ce paramètre a
l=0
une valeur forte quand les valeurs sont
uniformément distribuées dans la matrice et
une valeur faible dans le cas contraire.
La dissymétrie est similaire au contraste.
L-l L- Elle a une valeur élevée lorsqu’une région
Dissymétrie (D) i_j P(i,j,d,O) locale a un contraste élevé.
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de texture et, enfin, le choix approprié de la direction entre pixels en fonction de laquelle
les calculs seront effectués.
Ainsi, une distance égale à 1 pixel (valable autant pour les textures fines que grossières)
a été choisie (Anys et He, 1995). Le choix de la taille de fenêtre pour le calcul des
paramètres de texture est crucial. En effet, une taille de la fenêtre trop petite ne permet
pas d’extraire assez d’informations spatiales pour caractériser un type de couverture au
sol. Par contre, si la fenêtre est trop grande, elle, pourra soit chevaucher sur deux types
de couverture au sol et introduire ainsi une information spatiale erronée (Pultz and
Brown, 1987; Anys et He, 1995), soit créer des limites de transition trop larges entre
deux types voisins d’occupation du sol (Gong, 1990). Nous avons adopté le calcul du
coefficient de variation (CV = écart type / moyenne) d’un paramètre donné sur l’image
en fonction de la taille de la fenêtre (Laur, 1989). La taille de la fenêtre à retenir sera
celle à partir de laquelle la valeur du CV commence à se stabiliser tout en ayant la plus
faible valeur. Nous avons effectué ce test en utilisant de manière arbitraire le paramètre
contraste, calculé à partir de la matrice de cooccurrence. Les résultats obtenus (figure
5.23) montrent que le CV du paramètre contraste commence à se stabiliser à partir de la
fenêtre 9 x 9. Cela signifie que l’utilisation d’une plus grande taille de la fenêtre
n’apportera pas d’information supplémentaire.
C
RR*
3 5 7 9 11 13 15 17 19 21 23 25 27
Taille de fenêtre (pixels)
Figure 5.23. Variation de la valeur du coefficient de variation en fonction
de la taille de la fenêtre pour le paramètre de contraste.
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Concernant le choix de l’orientation pour le calcul des paramètres de la matrice de
cooccurrence, Haralick (1979) a proposé d’utiliser les quatre orientations (00, 45° 90° et
135°) et de faire leur moyenne. Toutefois, des études plus récentes ont démontré que
certaines orientations préférentielles peuvent permettre une meilleure distinction entre
des objets sur le terrain comparativement à la moyenne des quatre orientations, en plus
de diminuer le temps de calcul (Franklin and Peddle, 1989). Afin d’évaluer les
performances des huit paramètres de texture pour l’identification et la distinction des
indicateurs de formations meubles, nous avons choisi de calculer ces derniers en
fonction d’une même orientation, soit 0° proposée par Anys et He (1995).
Les images de texture ainsi créées sont utilisées comme des néocanaux conjointement
avec les canaux d’images multispectrales HRVIR et ETM÷ pour la classification des
modes d’occupation du sol. Parmi ces différentes images de texture, quatre sont
retenues pour la suite des travaux étant donné leur bonne performance dans la
classification des modes d’occupation du sol réalisée dans la prochaine section. II s’agit
des paramètres de texture suivants: la moyenne, l’écart type, le second moment
angulaire et l’entropie présentés sur les figures 5.24 à 5.27.
À partir de ces résultats cartographiques, nous avons calculé les variations des valeurs
de chacun des paramètres de texture retenus pour chaque population de 100 points
échantillonnés par type de formation meuble (figures 5.28 à 5.31).
D’après ces graphiques, nous constatons que l’entropie varie le plus en fonction des
types de formations meubles (figure 5.31). Par exemple, nous passons d’une valeur
moyenne d’entropie de 2,3 pour les formations alluviales de terrasse Qt à une valeur de
0,27 pour les formations colluviales Oc. La valeur élevée de l’entropie traduit une plus
grande hétérogénéité de surface pour les formations alluviales de terrasse Qt (figure
3.11). Les variations de l’entropie observées permettent une nette distinction entre les
dix types de formations meubles.
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Figure 5.24. Carte de la variable moyenne établie à partir de l’image RSO S4
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Figure 5.25. Carte de la variable écart type établie à partir de l’image RSO S4
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Figure 5.26. Carte de la variable second moment angulaire établie à partir de l’image RSO S4
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Figure 5.30. Variation des valeurs du second moment angulaire en fonction des types
de formations meubles
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Figure 5.31. Variation des valeurs de l’entropie en fonction des types
de formations meubles
L’écart type varie très peu d’un type de formation à l’autre. Ces valeurs augmentent
cependant pour les formations alluviales de cônes de déjection anciens Qaa3 et fluvio
lacustres anciennes Q112 (figure 5.29). Par contre, la valeur de l’écart type diminue pour
les formations lacustres Qt Du fait de sa faible variation entre les types de formations
meubles, l’écart type ne permet pas de bien les distinguer.
Sur la figure 5.28, nous présentons les variations de la moyenne en fonction des types
de formations meubles. On observe des fluctuations de la moyenne principalement
entre les formations Qfl, Q112, Q! et Qt. Les variations de la moyenne ne permettent pas
de bien distinguer les formations Qaa1, Qaa2 et Qaa3 qui ont pratiquement la même
valeur de moyenne c’est à dire 7.
Le second moment angulaire varie peu entre les différents types de formations sauf
pour les formations lacustres QI où sa valeur augmente (figure 5.30). Cette
augmentation s’explique par une plus grande homogénéité de surface au niveau de ces
formations (grande surface étendue de sol nu) (figure 3.10). Les faibles variations
observées entre les autres types de formations meubles ne permettent pas de les
distinguer nettement.
D’une façon générale, à partir de l’analyse des résultats obtenus, nous arrivons à la
conclusion que les paramètres de texture varient en fonction des types de formations
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meubles. Nous retenons que, parmi les paramètres de texture déterminés, l’entropie est
celui qui permet une nette distinction des dix formations meubles. Par ailleurs, l’analyse
des résultats nous démontre la possibilité de faire le lien de façon spécifique entre les
variations de la texture observées et les types de formations meubles associés. Cela
signifie que l’on pourrait différencier les types de formations meubles sur la base de
l’information texturale obtenue à partir des images satellitaires tout comme l’information
spectrale présentée dans les sections précédentes.
Les images de texture présentées sont utilisées ultérieurement comme intrants
(paramètres) dans le processus de modélisation de la synergie entre les indicateurs de
formations meubles.
5.1.3. Variables dérivées de l’occupation du sol
Les différentes unités homogènes du paysage constituant l’occupation du sol sont
regroupées en classes radiométriques identiques par classification dirigée en utilisant la
méthode du maximum de vraisemblance (MDV). Ce type de classification requiert une
bonne connaissance de la nature des objets dans les sites d’entraînement. Le logiciel
utilise les signatures spectrales de ces sites d’entraînement pour regrouper en un même
thème tous les pixels qui se rattachent à ces sites. La qualité de l’image classifiée
dépend grandement de l’aptitude de l’utilisateur à établir les paramètres optimaux de
distinction des classes d’objets. Pour ce faire, nous avons identifié les sites
d’entraînement à partir des photographies aériennes et des visites sur le terrain.
Les différentes classifications dirigées ont été réalisées en deux phases: une première
phase où seules les images satellitaires unisources sont utilisées, et une seconde phase
où la fusion d’images satellitaires multisources est utilisée.
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A) Images satellitaires unïsources
Dans plusieurs travaux de recherche en télédétection (Cervelle et al., 1988; Holben and
Justice; Bonn, 1996), différentes combinaisons spécifiques de bandes ou de rapport de
bandes d’images satellitaires sont proposées. Cependant, nous nous rendons compte
que ces différentes combinaisons proposées ne s’avèrent généralement pas les
meilleures en fonction de la thématique abordée, de la région d’étude et des classes
radiométriques homogènes à cartographier (Bonn, 1996). Face à cette problématique,
nous avons opté pour une procédure itérative de combinaisons exhaustives des bandes
des différentes images satellitaires utilisées dans cette étude.
Dans la première phase, des classifications dirigées par la méthode du MDV sont
effectuées à partir de combinaisons exhaustives 3 par 3 intra-images (entre les diverses
bandes de la même image) de chacune des images HRVIR et ETM+. Par aiHeurs, des
combinaisons 3 x 3 des huit images de texture générées pour chacune des images RSO
S4 et S5 sont également réalisées. Ces différentes combinaisons effectuées ont pour
objectif de révéler la combinaison spectrale optimale capable de fournir le meilleur
résultat de classification d’occupation du sol. La procédure itérative de combinaisons
exhaustives des différentes bandes a permis d’effectuer un total de 3 820 combinaisons
(3 x 3). Les meilleurs résultats de classification pour chacune des images HRVIR,
ETM+, RSO S4 et S5 et pour les différentes combinaisons de ces images sont fournis
au tableau 5.3. Ces résultats sont analysés à la section C.
B) Fusion d’images satellitaires multïsources
La seconde phase de traitement consiste à effectuer des classifications dirigées par
MDV à partir de combinaisons inter-images par fusion d’images optiques et radar. Afin
de tenir compte des effets des résolutions spectrale et spatiale inhérents à l’acquisition
et à l’analyse des données de télédétection, nous avons évalué la contribution de la
fusion d’images multisources comme approche d’aide à la prise de décision. II s’agit de
prendre en compte la complémentarité d’informations issues de différents capteurs
visant la même zone à différentes résolutions afin d’augmenter le pouvoir d’identification
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Tableau 5.3. Résultats des meilleures classifications dirigées
Combinaisons Images Bandes Classification Coefficient
satellites utilisées Globale ¾ kappa
HAVIR 1,3,4 89 0,87
ETM+ 1,3,7 82 0,77
Intra-images RSO S4 1, écart type, 79 0,74
contrast
RSO S5 1, second moment 78 0,73
angulaire, entropie
HRVIR 3,4
RVB RSO S4 moyenne 96 0,95
Inter-images: ACP HAVIR 1,2,3,4
fusion RSO S4 1 91 0,90
ITS RSOS4 1
HRVIR 3,4 84 0,81
et de distinction des unités géographiques du paysage. Cette approche procure les
avantages suivants: substitution des données manquantes liées à la présence de
nuage ou d’ombre, amélioration de la qualité de la correction géométrique, amélioration
de l’identification de certains détails invisibles dans le cas de l’utilisation d’un seul
capteur, amélioration de la précision des résultats de classification (Strobl et al., 1990;
Aschbacher and Lichtenegger, 1990; Chavez et al. 1991; PohI, 1998).
Il existe plusieurs modèles de fusion d’images regroupés principalement en trois
catégories par PohI (1998) en fonction du niveau auquel la fusion a lieu : la fusion au
niveau des pixels, la fusion au niveau des paramètres et la fusion au niveau décisionnel.
La fusion au niveau des pixels est la fusion la plus simple où on utilise la superposition
d’image à image avec une image de référence qui a été préalablement géocodée. Les
images sont rééchantillonnées pour avoir une même taille de pixels. C’est le cas des
méthodes RVB, ITS et ACP (Yesou et al., 1993; Toutin, 1995).
La fusion au niveau des paramètres est une approche qui requiert l’extraction d’objets
reconnus dans différentes sources d’images en utilisant la procédure de segmentation.
Les paramètres correspondent aux caractéristiques de l’objet extraites de l’image initiale
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en fonction de son environnement, de sa forme et de son voisinage (Mangolini, 1994).
Des objets similaires, appartenant à la même région et provenant des différentes
images, sont assignés les uns aux autres et fusionnés pour prendre des décisions en
utilisant des approches statistiques.
La fusion au niveau décisionnel est une approche qui consiste à traiter séparément les
différentes images afin d’en extraire différentes informations. Les informations obtenues
sont combinées selon des règles de décision pour renforcer l’interprétation commune et
permettre ainsi une meilleure compréhension des objets observés (Shen, 1990).
Dans le cadre de cette étude, nous avons utilisé la première approche de fusion
d’images, c’est-à-dire la fusion au niveau des pixels. Cette approche a été choisie pour
sa facilité d’application et du fait que nous disposions des moyens techniques pour sa
réalisation. Ainsi, la fusion des différentes images optiques et radar a été effectuée en
utilisant les méthodes RVB (rouge, vert, bleu), ACP (analyse en composantes
principales) et ITS (intensité, teinte, saturation).
La méthode RVB
La méthode RVB consiste à utiliser directement trois images en assignant chaque
image à une couleur. Des combinaisons 3 x 3 inter-images sont réalisées de façon
exhaustive sur un total de 28 bandes (4 bandes de HRVIR, 6 bandes de ETM+, 1 bande
de RSO S4, 1 bande de RSO S5, 8 images de texture dérivées de RSO S4 et 8 images
de texture dérivées de PSO S5). La méthodologie utilisée pour réaliser la fusion RBV
pour la classification est présentée à la figure 5.32. Les résultats statistiques des
classifications dirigées par MDV d’occupation du sol après la fusion par RVB sont
donnés sur le tableau 5.3.
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• La méthode ACP
L’objectif principal de l’analyse en composantes principales est de réduire l’information
contenue dans plusieurs images, parfois hautement corrélées en un nombre plus
restreint de composantes (Schowengert, 1983). Généralement les trois premières
composantes représentent jusqu’à 95 ¾ de la variance totale de l’ensemble des
données originales. La somme de la variance reste inchangée et chaque composante
principale consécutive a un niveau de variance décroissant. Par exemple, l’information
comprise dans 5 ou 6 bandes est réduite par l’ACP en seulement trois composantes
principales. Cette méthode permet, entre autres, de créer des compositions colorées





spatiale de 10 m
Figure 5.32. Organigramme de la méthode de fusion RVB
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Nous avons réalisé une série d’ACP à partir de combinaisons inter-images présentées à
la figure 5.33. Dans chacune des combinaisons, les trois premières composantes
principales (CPi, CP2, CP3) sont utilisées dans la classification dirigée par MDV. Les





La méthode lIS permet le passage de couleurs RVB en coordonnées sphériques, OÙ
les couleurs sont codées en terme d’intensité, de teinte et de saturation. Le retour en




Figure 5.33. Organigramme de la méthode de fusion ACP
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Nous avons effectué la fusion par la méthode ITS en trois étapes. Dans la première
étape, on utilise la combinaison spectrale optimale de chacune des images HRVIR et
ETM+ pour calculer l’intensité (I). Dans la seconde étape, l’intensité calculée est
substituée soit par une image RSO S4, soit par une image RSO S5. La transformation
inverse RVB est ensuite réalisée dans une troisième étape pour mixer les images avant
de procéder à la classification. Tout comme dans le cas de l’ACP, nous avons réalisé
une série de fusions par la méthode lIS présentée à la figure 5.34. Les résultats
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Figure 5.34. Organigramme de la méthode de fusion lIS
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C) Résultats des différentes classifications d’occupation du sol
Les meilleures performances obtenues dans chacune des classifications dirigées par
MDV sont illustrées sur le tableau 5.3. Cette comparaison des résultats des différentes
combinaisons constitue un moyen d’évaluer correctement le potentiel de chacun des
capteurs utilisés à pouvoir identifier, par le processus de classification, les indicateurs de
formations meubles recherchés. Les connaissances reliées à cette étape de travail sont
intégrées ultérieurement à la base de données globale.
La classification réalisée après la fusion par la méthode RVB des données HRVIR et
RSO S4 (Xi3, Xi4, paramètre de texture moyenne), donne un résultat supérieur aux
autres avec un taux de précision de 96 ¾ (figure 5.35). Ce résultat est suivi de celui de
la fusion ACP entre les données HRVIR et RSO S4 avec un taux de précision de 91 %.
Ces résultats confirment la première hypothèse selon laquelle: la fusion d’images
satellitaires multisources optiques et radar permet d’accentuer les résultats de
classification d’indicateurs de formations meubles. La carte d’occupation du sol obtenue
(figure 5.35) après évaluation des résultats statistiques des différentes classifications
dirigées, comporte sept classes: eau, sol dénudé, végétation native (herbes, buissons,
arbustes), sable, blocs et gravier, végétation arborée et zone de cultures.
À partir de la carte d’occupation du sol obtenue, nous avons déterminé la valeur
moyenne de chacune des sept classes pour chaque population de 100 points
échantillonnés par type de formation meuble (figures 5.36 à 5.42).
Nous remarquons que de façon générale, les valeurs moyennes des sept classes
d’occupation du sol varient spécifiquement en fonction des types de formations meubles
présents dans la zone d’étude:
• la classe eau permet de mieux discerner les formations Oc, Off1, Off2 et O! (figure
5.36); sa valeur augmente dans les formations lacustres Q! (f igure 3.10); par contre,
il n’y a pas d’eau dans les formations Qa, Oaa1, Qaa2, Qaa3, Qcf et Qt;
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Figure 5.35. Carte de la variable occupation du sol établie à partir de la classification dirigée par
MDV après la fusion RVB des images HRVIR et RSO S4
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Figure 5.42. Variation des valeurs de la classe cultures en fonction des types
de formations meubles
Figure 5.40. Variation des valeurs de la classe blocs etgravieren fonction des types
de formations meubles
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Figure 5.41. Variation des valeurs de la classe végétation arborée en fonction des types
de formations meubles
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• la classe sol dénudé permet une nette distinction des dix formations meubles (figure
5.37); le pourcentage de sol dénudé augmente dans les formations lacustres Q!
(figure 3.1 0) et diminue dans les formations alluviales de cônes de déjection actuels
Oaa ;
• la classe végétation native permet une bonne distinction des formations Qa, Qaa1,
Qaa2, Qaa3, Oc, Qcf et Qfl (figure 5.38); cependant, elle présente des valeurs
pratiquement similaires pour les formations 0112, 0! et Ot; la végétation native est
plus abondante sur les formations colluviales Qc(figure 3.6);
• la classe sable permet une bonne distinction des dix formations meubles (figure
5.39); elle varie cependant très peu entre les formations Qaa1 et Qaa2 qui présentent
des valeurs similaires; le pourcentage de sable augmente dans les formations
alluviales Qa (figure 3.2) et diminue dans les formations alluviales de terrasse Ot;
• la classe blocs et gravier permet une distinction bien nette des dix formations
meubles (figure 5.40); les blocs et gravier sont abondants dans la formation Qaa1
(figure 3.3); par contre, il n’y a pas de blocs et gravier dans la formation Qfl1;
• les classes végétation arborée et cultures permettent également une nette distinction
des dix formations meubles (figures 5.41 et 5.42); par exemple, la végétation arborée
est plus abondante sur la formation Qaa3 (figure 3.5) et plus faible sur la formation Q!
(figure 5.41); par contre nous observons un pourcentage de cultures élevé sur la
formation 0f!2 (figure 3.9) et faible sur la formation Oc (figure 5.42).
Dans l’ensemble, nous remarquons qu’il existe un lien potentiel entre les classes
d’occupation du sol et les formations meubles présentes dans la zone d’étude. Nous
pouvons donc conclure que les classes d’occupation du sol seraient influencées par les
formations meubles sous-jacentes.
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En guise de conclusion partielle à cette partie de notre étude, nous retenons qu’il est
possible d’identifier et d’extraire, à partir des données de télédétection, des informations
spécifiques nous permettant de faire le lien avec les formations meubles et de les
discerner.
5.2. Variables dérivées des données morphométriques
Définir les caractéristiques topographiques est un critère important dans l’étude
géomorphologique tant sur le plan de l’identification des formes du terrain que dans
l’étude des formations meubles, des sols, des types d’érosion ainsi que leur répartition
et leur cartographie. En effet, la forme et la géométrie du terrain exercent une influence
considérable sur les processus physiques de mise en place des différentes
composantes du milieu naturel. Par conséquent, elles reflètent en même temps les
résultats de ces processus.
Il est possible de modéliser la forme et la géométrie du terrain grâce au modèle
numérique d’altitude (MNA). Le MNA est une représentation de la topographie sous
forme numérique et discrète des altitudes d’un espace géographique. Il est présenté
sous la forme d’une matrice de points de coordonnées géographiques x, y et d’altitudes
z.
Les paramètres topographiques, dérivés du MNA, représentant les données
morphométriques, sont regroupés en deux catégories d’après Moore et al. (1991). On
distingue, d’une part, les paramètres primaires que nous avons directement dérivés du
MNA, telles que l’aire drainée par un point et des mesures ponctuelles correspondant
soit aux dérivées premières, ou secondes du MNA comme la pente, l’orientation de la
pente et les courbures de la pente horizontales et verticales. D’autre part, nous avons
calculé l’indice du potentiel d’humidité qui est un paramètre secondaire résultant des
combinaisons de paramètres primaires (équation 1).
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Dans le cadre de cette étude, nous avons retenu sept paramètres morphométriques:
l’altitude, la pente, l’orientation de la pente, la courbure horizontale de la pente, la
courbure verticale de la pente, les courbures horizontales et verticales de la pente
combinées ainsi que l’indice de potentiel d’humidité (IPH). Le choix de ces paramètres
morphométriques s’explique par le fait qu’ils fournissent d’une part, une bonne
description de la géométrie et de la forme du relief et, d’autre part, ils permettent de
comprendre l’action de la topographie en géomorphologie et sur le paysage (Beven and
Kirkby, 1979; Pike, 1988; Dikau, 1989; Moore etal., 1993, Florinsky, 1994).
La pente agit en favorisant ou inhibant l’action des agents géomorphologiques (glace,
eau, vent) et en réglant la vitesse et (‘énergie, donc la capacité d’érosion, de transport
ou de sédimentation (Campy et Macaire, 1989). Une orientation de pente favorable du
terrain par rapport aux agents climatiques (pluie, soleil, vent) provoque certains
processus qui ne peuvent se produire lorsque l’orientation est défavorable, directement
ou par le biais du couvert végétal. La courbure de la pente décrit la rugosité de surface
(Pike, 1988). La courbure verticale influence les processus d’accélération (zone
convexe) et de décélération (zone concave) de transport de sédiments. La courbure
horizontale, elle, influence les phénomènes de convergence (zone concave où se
concentrent les sédiments) et de divergence (zone convexe où les sédiments se
dispersent dans diverses directions). Entre ces deux courbures, nous distinguons une
zone de transition où sédimente temporairement les matériaux. L’indice du potentiel
d’humidité IF (Beven and Kirkby, 1979) décrit l’état d’humidité du sol et les conditions de
drainage (Moore et aI., 1993). Il permet d’identifier et de localiser les zones saturées en
eau. Cet indice est corrélé à la teneur en matières organiques du sol, à la qualité de
drainage (porosité et granulométrie des sédiments), à l’épaisseur de l’horizon A du sol,
etc. (Gessler et aI., 1995). L’IF pour un point quelconque du MNA est défini par la
formule suivante:
IF = In [AD!tan(a)J (1)
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où AD représente l’aire drainée par un point donné du MNA et a l’angle de pente du
même point. L’aire drainée (AD) correspond au nombre total de pixels qui coulent vers
un point donné en fonction du sens d’écoulement des eaux.
Les résultats des différents paramètres morphométriques dérivés du MNA sont
présentés sous forme de cartes (figures 5.43 à 5.48). À partir des résultats
cartographiques obtenus, nous avons déterminé la valeur moyenne de chacun des
paramètres morphométriques pour chaque population de 100 points échantillonnés par
type de formation meuble. Les variations de ces différents paramètres calculées en
fonction des types de formations meubles sont présentées sur les figures 5.49 à 5.58.
En analysant les résultats obtenus, nous remarquons que les paramètres dénudation
verticale et dénudation horizontale ne varient pas et restent constants pour tous les
types de formations meubles. Excepté les paramètres précédents, nous observons une
variation de tous les autres paramètres morphométriques en fonction des différents
types de formations meubles présents.
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Figure 5.43. Carte d’altitude dérivée du MNA
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Figure 5.44. Carte de la pente dérivée du MNA
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Figure 5.45. Carte d’orientation de la pente dérivée du MNA
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Figure 5.46. Carte de la courbure horizontale dérivée du MNA
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Figure 5.49. Variation des valeurs d’altitude en fonction des types
de formations meubles
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Figure 5.48. Carte d’indice de potentiel d’humidité dérivée du MNA
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Figure 5.52. Variation des valeurs de la zone de dénudation horizontale
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Figure 5.53. Variation des valeurs de la zone de transition horizontale
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Figure 5.54. Variation des valeurs de la zone d’accumulation horizontale
en fonction des types de formations meubles
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Figure 5.55. Variation des valeurs de la zone de dénudation verticale en fonction




Figure 5.56. Variation des valeurs de la zone de transition verticale en fonction
des types de formations meubles
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Figure 5.57. Variation des valeurs de la zone d’accumulation verticale en fonction
des types de formations meubles
Figure 5.58. Variation des valeurs d’indice de potentiel d’humidité (IPH)
en fonction des types de formations meubles
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L’analyse des résultats présentés ci-dessus nous montre que les différents paramètres
morphométriques décrivant la topographie n’ont pas la même capacité à distinguer les
dix formations meubles. Nous pouvons noter les remarques suivantes:
• l’altitude permet de discerner les dix formations meubles (figure 5.49); cependant,
elle varie légèrement entre les formations Qfl, Q! et Ot, ce qui pourrait entraîner une
confusion entre ces trois classes; l’altitude est plus élevée pour les formations Qaa2;
• la pente permet une bonne distinction des types de formations meubles dans
l’ensemble (figure 5.50); cependant, au niveau des formations Qfli et 0112, elle
présente des valeurs presque similaires, ce qui ne permet pas de les distinguer
nettement; les valeurs de pente augmentent au niveau des formations Oc et Qaa2 et
diminuent au niveau des formations Qfl et 0fl2 dans la partie centrale;
• l’orientation de la pente permet une nette distinction des dix formations meubles
(figure 5.51); l’orientation dominante au niveau des formations colluviales Oc est le
sud-est (127 O);
• la zone de dénudation horizontale (figures 5.52) ne permet de discerner que les
formations Qaa1 et Qaa2; ce paramètre se comporte de façon identique face aux
autres formations meubles rendant ainsi leur distinction difficile;
• les zones de transitions horizontales (figure 5.53) et daccumulations horizontales
(figure 5.54) permettent de bien distinguer les types de formations meubles; la valeur
de la zone de transition horizontale augmente au niveau des formations 0112 dans la
partie centrale; par contre, l’accumulation horizontale est plus importante au niveau
des formations Q!et Qaa2;
• la dénudation verticale (figure 5.55) est importante dans les formations Qaa2 et Qaa3
où nous avons des valeurs de pente comprises entre 8° et 35°; cependant, elle
diminue dans la formation lacustre Q! où la pente est quasi nulle;
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• les zones de transitions verticales (figure 5.56) et daccumulations verticales (figure
5.57) permettent une bonne distinction des types de formations meubles; par
exemple, les formations 0f!1 et 0fl2 constituent d’importantes zones de transitions
verticales où l’on trouve principalement du gravier, du sable, du silt et de l’argile; par
contre, l’accumulation verticale est moins importante au niveau des deux formations
précédentes et augmente au niveau des formations colluviales Oc (figure 5.57);
• l’indice de potentiel d’humidité permet une nette distinction des dix formations
meubles (figure 5.58); ses valeurs augmentent au niveau des formations Qfl et 0f!2;
dans ces deux secteurs, le sol est plus humide et favorable à l’agriculture intensive
et aux pâturages; l’indice de potentiel d’humidité diminue au niveau des formations
colluviales Oc (figure 5.58) où l’on trouve un sol sec, des cuirasses, des blocs, des
graviers et du sable.
Comme conclusion partielle dans cette section, nous retenons que, dans l’ensemble, les
paramètres morphométriques dérivés du MNA fournissent une bonne description de la
réalité topographique du terrain. Nous arrivons à mettre en évidence le lien entre ces
paramètres et les types de formations meubles en étudiant leur variation en fonction de
ces derniers. Les résultats de cette étude nous démontrent qu’il est possible d’identifier
et de distinguer les formations meubles sur la base des paramètres morphométriques
calculés. Nous pouvons ainsi considérer ces paramètres comme de bons indicateurs de
formations meubles. Les résultats des paramètres morphométriques dérivés du MNA
sont utilisés dans les sections ci-dessous dans la structuration de la base de données
pour l’élaboration du modèle de synergie.
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5.3. Présentation des informations à intégrer dans le modèle
Dans cette section, nous présentons l’ensemble des résultats à inclure dans l’analyse
statistique. Il s’agit de variables quantitatives continues et d’unités binaires issues de la
reclassification des variables qualitatives discrètes. Les motivations ayant guidé le choix
de ces paramètres sont fondées, d’une part, sur des critères utilisés par le cartographe
pour identifier des ressemblances entre les objets sur le terrain et, d’autre part, sur des
observations ponctuelles que nous avons réalisées sur des sites de référence.
5.3.1. Unités binaires reliées à l’occupation du sol
La répartition des différentes unités homogènes du paysage est fournie par ta variable
occupation du sol constituée de sept classes (tableau 5.4). Suite à la reclassification de
cette variable, nous obtenons sept couches d’informations individuelles (unités binaires)
à savoir: eau, sol dénudé, végétation native, sable, blocs et gravier, végétation arborée
et zone de cultures. Cette reclassification en couches d’unités binaires du paysage
permet d’apprécier la relation entre chacune des unités binaires d’occupation du sol et
les types de formations meubles qu’elles recouvrent.
Tableau 5.4. Variable et unités binaires associées à l’occupation du sol
Variable Unites binaires associees ID* Applications principales
Eau 1 Plans d’eau, cours d’eau intermittents,
bassin de traitement d’eau
Sol dénudé 2 Jachères et terrains vacants
Occupation du sol Végétation native 3 Végétation naturelle non exploitée
Sable 4 Sablière
Blocs et gravier 5 Gravière
Végétation arborée 6 Zones de reboisement
Zone de culture 7 Utilisation agropastorale
* ID: numéro d’identification du paramètre
1.—,
I.,
5.32. Unités binaires reliées à la topographie
Nous avons pu dériver du MNA, sept variables décrivant les caractéristiques
topographiques de la zone d’étude: l’altitude, la pente, l’orientation de la pente, la
courbure horizontale de la pente, la courbure verticale de la pente, les courbures
horizontale et verticale de la pente combinées ainsi que l’indice de potentiel d’humidité.
La reclassification de chacune de ces variables topographiques en couches
d’informations individuelles a permis de générer un total de 35 unités binaires (tableau
5.5). Les variables topographiques sont reclassifiées en unités binaires afin de
segmenter le relief en ensembles homogènes de classes identiques (classes de pente
faible, moyenne, forte, etc.).
5.3.3. Variables reliées à la couverture végétale
Les variables reliées à la couverture végétale sont représentées par les indices de
végétation NDVI et TSAVI calculés à partir des images HRVIR et ETM+ (tableau 5.6).
Ces variables quantitatives continues permettent dévaluer la densité du couvert végétal
et d’avoir une indication de l’état de croissance de la végétation naturelle et des cultures.
5.3.4. Variables reliées aux sols
Les variables quantitatives continues reliées aux sols correspondent aux indices
spectraux caractéristiques des propriétés spectrales des sols (tableau 5.7). La couleur
des sols, définie en terme de réflectances spectrales, facilite leur identification, leur
caractérisation et leur cartographie. Sept variables correspondant aux indices spectraux
en rapport avec le sol ont été calculées au précédent chapitre : RI1, RI2, IF2, 1C2,
intensité (I), teinte (T) et saturation (S).
1—,
1.)
Tableau 5.5. Variables et unités binaires associées à la topographie
Variables Unités binaires associées 10* Applications principales
> 2 900
2 700 — 2 900
































Classe de gradients d’altitude.
La pente agit en favorisant ou inhibant
l’action des agents géomorphologiques
(glace, eau, vent) et en réglant la vitesse
et l’énergie donc la capacité d’érosion, de
transport ou de sédimentation.
Azimut de la pente. Une orientation de
pente favorable du terrain par rapport aux
agents climatiques (pluie, soleil, vent)
provoque certains processus impossibles
lorsque l’orientation est défavorable,
directement ou par le biais du couvert
végétal.
Rayon de courbure suivant des plans
verticaux et horizontaux. La courbure
décrit la rugosité de surface. La courbure
verticale de la pente influence les
processus d’accélération (zone de
dénudation) et de décélération (zone
d’accumulation) de transport de
sédiments. La courbure horizontale de la
pente, elle, influence les phénomènes de
convergence (zone d’accumulation où se
concentrent les sédiments) et de
divergence (zone de dénudation où les
sédiments se dispersent dans diverses
directions). La zone de transition se situe
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* ID: numéro d’identification du paramètre
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Tableau 5.6. Variables associées à la couverture végétale
Variables 10* Applications principales
NOVI * Le NDVI sensible à la végétation verte, est utilisé pour prédire1 42 les cultures agricoles et permet le suivi de la végétation à
NDVI2 travers ses différents stades de croissance.
TSAVI1 44 Le ISAVI présente le double avantage de décrire les
TSAVI 45 changements du couvert végétal et les propriétés spectrales2 des sols. Il s’avère efficace pour la discrimination de la
végétation éparse des milieux semi-arides.
* Les chiffres 1 et 2 désignent respectivement les images HRVIR et ETM+
* ID: numéro d’identification du paramètre
Tableau 5.7. Variables associées aux sols
Variables ID* Applications principales
RI * 46 L’indice de rougeur (RI) a été développé pourl’estimation de la teneur en oxyde de fer ou hématite
RI2 47 à partir de données ETM+.
IF2 48 L’indice de forme (IF) est utilisé pour l’étude de la
dégradation des sols.
1C2 49 L’indice de coloration (IC) est utilisé pour étudier la
dégradation des milieux naturels, et dans l’étude des
sols.
Intensité (I) 50 Ces indices sont utilisés pour l’étude des sols et pour
. discriminer leur état de dégradation en surface.Teinte (T) 51 ,. . . .L intensite (I) represente I aspect sombre ou clair de
Saturation (S) 52 la couleur. La teinte (T) indique la couleur dominante.
La saturation (S) indique la vivacité de la teinte.
* Les chiffres 1 et 2 désignent respectivement les images HRVIR et ETM+
* ID: numéro d’identification du paramètre
1,,
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5.3.5. Variables reliées à l’organisation texturale du paysage
Les variables quantitatives continues reliées à l’organisation texturale du paysage
correspondent aux quatre indices de texture extraits à partir de l’image RSO S4 (tableau
5.8). Ces variables décrivent l’organisation spatiale des objets au sol qui se traduit par la
texture dans l’image satellitaire.
Les différentes variables et unités binaires obtenues font l’objet d’analyses statistiques
univariée et multivariée dans les sections à venir. Ces analyses statistiques ont pour but
de révéler les ressemblances et les différences entre les paramètres impliqués et de
permettre leur croisement avec les types de formations meubles rencontrés dans la
zone d’étude.
Tableau 5.8. Variables associées l’organisation texturale du paysage
Variables ID* Applications principales
Moyenne 53 Ces paramètres de texture décrivent
Écart type 54 l’organisation spatiale des objets constituantle paysage sur l’image satellitaire.
Second moment angulaire 55
Entropie 56
* ID: numéro d’identification du paramètre
5.4. Analyses statistiques
Après la structuration hiérarchique de la base de données constituée de l’ensemble des
paramètres établis et l’organisation de l’information en catégories de variables et unités
binaires, nous définissons les critères de ressemblance entre les points échantillonnés
sur le terrain à l’aide d’analyses statistiques. Pour ce taire, nous utilisons, d’une part,
l’analyse statistique univariée qui nous permet d’étudier individuellement chacun des
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paramètres et, d’autre part, l’analyse statistique multivariée qui nous permet d’étudier
les relations de dépendance et d’interdépendance entre les paramètres.
54.1. Analyse statistique univariée
Les tests de normalité et les différentes analyses statistiques qui suivent ont été
effectués à l’aide du logiciel STATISTICA. Ainsi, après avoir vérifié le test de normalité
des différentes variables et des unités binaires, nous n’avons constaté aucune violation
significative au niveau de l’asymétrie et au niveau de l’aplatissement, ce qui nous a
permis de conclure à la normalité des variables et des unités binaires utilisées.
Nous avons étudié la variation des différents paramètres impliqués par rapport à
l’ensemble des formations meubles en calculant le coefficient de variation total (CV). Le
CV représente le rapport de l’écart type sur la moyenne (CV = GI1). Un paramètre qui
possède peu de variation totale par rapport à sa moyenne totale montre que les
individus (groupes) ont tendance à répondre de façon uniforme (Hair et al., 1998).
Sur la figure 5.59, nous présentons la fluctuation des valeurs du coefficient de variation
totale sur l’ensemble des 10 formations meubles en fonction des différents paramètres
(variables et unité binaires). Les numéros de paramètres correspondent respectivement
aux ID attribués aux unités binaires et aux variables pour les identifier. Ainsi, le
paramètre numéro 1 représente l’unité binaire eau tandis que le numéro 56 représente
la variable entropie. Une faible valeur de CV totale témoigne d’une faible variation entre
les groupes, donc un faible pouvoir discriminant de la variable ou unité binaire associée
prise individuellement. Nous remarquons que si l’on considère les paramètres
individuellement, l’altitude 2 900 m est celui qui différencie le mieux les types de
formations meubles (figure 5.59). Ce paramètre est suivi, par ordre d’importance, de la
pente forte, du sable, de l’eau et bien d’autres en fonction des valeurs élevées de CV.
Certains paramètres tels que la pente très forte, la dénudation verticale et la dénudation
horizontale/ verticale présentent des valeurs de CV quasi nulles, ce qui signifie que ces
paramètres se comportent de façon identique sur l’ensemble des formations meubles ne
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permettant pas ainsi de les discerner. Suite à cette analyse, les variables et les unités
binaires ayant une variance totale quasiment égale O sont éliminées de ce fait.






Figure 5.59. Variation des valeurs du coefficient de variation (CV) totale sur l’ensemble des
10 formations meubles en fonction des différents paramètres
Les statistiques univariées sont utiles pour identifier les variables ou unités binaires qui,
seules, séparent bien les types de formations meubles. Cette évaluation préliminaire
permet d’éliminer les variables très peu significatives et d’avoir une idée des variables
potentielles qui pourraient être retenues ou éliminées pour le modèle d’intégration des
données. Par cette première analyse statistique, nous avons pu éliminer les paramètres
comme la pente extrême, la pente très forte, la dénudation horizontale, la dénudation
verticale et la dénudation horizontale et verticale.
Cependant, il est important de ne pas juger trop rapidement de l’utilité d’une variable sur
la simple constatation unidimensionnelle. En effet, l’analyse statistique multivarié
véhicule de l’information supplémentaire que l’analyse univarié est incapable de
reconstituer en entier. En utilisant les variables simultanément, nous sommes en
mesure d’incorporer de l’information importante concernant leurs interrelations, ce qui
fait l’objet de la prochaine section.
n F— C) — CD U) r- — C’) U) C- C) n C’) U) r— C) — C’) r— C) — C’) U)
e——— C\l CJ C’J C\i C’J C’) C’) C’) C’) C’) U) U) U)
Numéro des paramètres
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5.4.2. Application de l’analyse discriminante
La méthode de l’analyse discriminante utilisée se nomme Stepwïse. Elle permet
d’intégrer les variables et les unités binaires une par une, en commençant par la plus
performante. Lorsqu’une nouvelle variable ou une nouvelle unité binaire est entrée dans
le modèle, on vérifie si cette dernière augmente le pouvoir discriminant total obtenu à ce
point. Si le pouvoir discriminant est accentué, la variable ou l’unité binaire sera retenue,
sinon elle sera tout simplement rejetée (Klecka, 1975).
Afin d’évaluer la contribution de chaque variable et de chaque unité binaire dans le




Figure 5.60. Étapes de réalisation de l’analyse discriminante
Dans la première étape, seules les sept unités binaires de l’occupation du sol (eau, sol
dénudé, etc.) sont utilisées dans l’analyse discriminante. La seconde étape regroupe en
plus des unités binaires de la première étape, les variables dérivées des indices
spectraux caractérisant la végétation et le sol. La troisième étape de l’analyse
discriminante inclut les informations des deux précédentes étapes en plus des indices
de texture. Enfin, la dernière étape regroupe l’ensemble de toutes les variables et unités
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binaires utilisées dans les précédentes étapes en plus des paramètres associés à la
topog raph je.
Cette réalisation progressive de l’analyse discriminante en fonction des différentes
étapes permet d’estimer l’apport de chaque variable et de chaque unité binaire dans te
modèle de synergie. Les différentes étapes de combinaisons linéaires des variables et
des unités binaires représentent les différentes relations de synergie permettant
d’identifier et de caractériser les types de formations meubles.
Pour construire le modèle de synergie, nous avons utilisé les 10 types de formations
meubles (figure 3.1) dans l’analyse discriminante. Les différents types sont de tailles
homogènes en terme d’individus. En effet, chaque type de formation meuble est
caractérisé par 100 points d’observations repartis de façon aléatoire sur le terrain. Si
nous considérons les 10 formations meubles, nous obtenons une population totale de
1000 individus pour une superficie de 350 km2, ce qui correspond à une densité
d’observation d’environ 3 individus par kilomètre carré.
A) Présentation des modèles de synergie obtenus après l’analyse discriminante
Les différents modèles obtenus pour chacune des quatre étapes d’application de
l’analyse discriminante sont présentés sur le tableau 5.9. Les variables et les unités
binaires retenues sont significatives à 95 % dans la discrimination des types de
formations meubles. La généralisation du modèle est obtenue en multipliant chaque
paramètre par son coefficient de pondération puis en effectuant leur somme en plus de
la valeur de la constante. Chaque coefficient représente la contribution relative du
paramètre indépendant associé. Les signes + ou
— indiquent le sens dans lequel le
paramètre contribue.
Les informations du tableau 5.9 ne nous donnent aucun résultat sur la performance de
chaque modèle à bien classer les types de formations meubles de la zone d’étude.
Cependant, nous pouvons faire les remarques suivantes:
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Tableau 5.9. Modèles de synergie obtenus









































Pente nulle (0—0,3°) -0,68










Indice de potentiel d’humidité> 10 0,42
Constante 12,89
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• dans l’étape I d’application de l’analyse discriminante, sur un total de sept
paramètres d’occupation du sol utilisés, seuls quatre sont conservés pour le modèle
de synergie (sable, cultures, blocs et gravier, végétation native);
• l’ajout d’indices spectraux dans l’étape Il augmente à sept le nombre de paramètres
impliqués dans le modèle; le paramètre cultures de l’étape I précédente est
retranché et nous notons l’ajout de quatre nouveaux paramètres dans l’étape Il: RI1,
intensité, RI2 et ISA VI7
• le nombre de paramètres impliqués dans le modèle de synergie de l’étape III passe à
huit avec l’ajout d’indices de texture à l’étape précédente; comme paramètres de
l’étape II, seul le TSA VI1 est retranché du modèle actuel au profit de la teinte; nous
constatons également l’entrée du paramètre moyenne dans l’équation du modèle de
l’étape III;
• au total, douze paramètres sont retenus dans la dernière étape après l’ajout de
paramètres topographiques à l’étape III précédente (tableau 5.9); parmi ces
paramètres de l’étape IV, nous comptons six paramètres de l’étape précédente
(Végétation native, sable, blocs et gravier RI2, intensité, moyenne) qui sont
conservés; nous remarquons l’ajout de quatre paramètres topographiques (altitude
2 500-2 700 m, pente nulle (0-0,3°), orientation sud-est de la pente et indice de
potentiel d’humidité> 70) et le retrait de deux indices spectraux (RI1, teinte) au profit
des paramètres lFet ISA VI1
5.5. Classification des formations meubles
En appliquant chaque équation du modèle, c’est-à-dire en multipliant les valeurs des
paramètres retenus par leur coefficient respectif, puis en additionnant l’ensemble des
produits calculés et la constante, on obtient un score discriminant. Les scores
discriminants ainsi calculés sont classifiés de façon à correspondre à un des dix types
de formations meubles en se basant sur la probabilité a posteriori. Cette probabilité
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représente la probabilité qu’un point / échantillonné sur le terrain appartienne à un type j
de formation meuble sachant son score discriminant. Les résultats du taux de
classifications globales obtenus à partir des quatre modèles de synergie (les quatre
étapes d’application de l’analyse discriminante) sont présentés sur le tableau 5.10. Un
peu comme le coefficient de détermination r2 issu d’une régression multiple, un
pourcentage d’observations bien classées est obtenu, ce qui permet d’apprécier la
fonctionnalité de notre analyse discriminante, Il va de soi que plus le pourcentage
d’observations bien classées est élevé, plus l’analyse est efficiente.
À partir du modèle de synergie de l’étape I, nous obtenons un résultat de classification
globale (test) de 74 % ; cela signifie que, sur la base de l’occupation du sol uniquement,
nous sommes en mesure, en appliquant le modèle de synergie, de cartographier les
formations meubles avec une précision globale de 74 ¾. En ajoutant de l’information
supplémentaire sur la végétation et les sols à l’aide des indices spectraux établis, nous
améliorons le résultat global de classification qui passe à 82 ¾ pour le modèle de
l’étape Il. En ajoutant de l’information texturale au modèle précédent, le résultat de
classification globale passe à 83 ¾ pour l’étape III. Enfin, l’ajout d’informations sur la
topographie aux paramètres de l’étape précédente permet d’augmenter le taux de
classification globale qui passe à 91 ¾ pour le modèle de l’étape IV.
Tableau 5.10. Résultats de classifications des différentes étapes d’application
de l’analyse discriminante
Étapes Catégories de paramètres Classification Classification
impliquées dans le modèle globale (test) ¾ globale (validation) %
I Paramètres d’occupation du soI 74 70
Il Paramètres de l’étape I plus les indices spectraux 82 79
III Paramètres de l’étape Il plus les indices de texture 83 81
IV Paramètres de l’étape III plus les paramètres 91 88
topographiques
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En analysant ces résultats (tableau 5.10), nous arrivons à la conclusion que le modèle
de synergie à retenir est celui de l’étape IV qui fournit le meilleur taux de classification
globale pour le test. L’efficacité de chaque variable et unité binaire utilisée dans le
modèle retenu est déterminée par la valeur de la statistique F du test de Fisher
présentée sur le tableau 5.11. Plus la valeur F est grande, plus le paramètre a un
pouvoir discriminant élevé et, par conséquent, plus il est efficace pour discerner les
types de formations. Nous remarquons ainsi que le sable est le plus efficace à discerner
les types de formations meubles. Viennent ensuite par ordre d’efficacité, l’altitude 2 500-
2 700 m, la pente nulle (0-0,3°), les blocs et gravier et les autres. L’indice de potentiel
d’humidité> 70 et la moyenne sont les moins discriminants. Cette même variation du
pouvoir discriminant des paramètres est observée sur le graphique de la figure 5.61.
Tableau 5.11. Variables et unité binaires retenues dans le modèle (étape IV)
Modèle Paramètres retenus Numéro d’identification Valeur de F*
Altitude 2 500-2 700 m 1 9,6
Végétation native 2 2,9
Sable 3 15,7
RI2 4 4,1
Pente nulle (0—0,3°) 5 7,9




Orientation sud-est 10 3,4
TSAVI1 11 3,2
Indice de potentiel d’humidité> 10 12 1,5











Figure 5.61. Variation des valeurs de la statistique F du test de Fisher
des paramètres retenus dans le modèle
5.6. Évaluation de la performance du modèle et validation
Dans toute analyse, il faut valider le modèle sur des observations n’ayant pas servi à
l’étude. En effet, il faut comprendre qu’un modèle fonctionne toujours mieux sur
l’échantillon avec lequel il a été construit. Ainsi, les mesures d’efficacité peuvent
surestimer la performance réelle du modèle. C’est pourquoi il est important de valider la
performance du modèle sur l’échantillon de contrôle.
Dans le cadre de cette étude, nous avons évalué la performance du modèle de deux
façons différentes. La première méthode consiste à valider la performance du modèle
sur des observations de contrôle. C’est l’approche la plus recommandée pour l’analyse
discriminante (Hair et aI., 1998). La seconde méthode consiste à croiser des points
choisis de manière aléatoire sur la carte géologique de base avec ceux du modèle.
Pour la première méthode de validation, nous avons utilisé un total de 1 000 points de
contrôle localisés par GPS sur le terrain, soit 100 points pour chacun des 10 formations
meubles. En effet, pour ne pas influencer les résultats de performance du modèle de
synergie, nous avons utilisé autant de points de contrôle que de points d’observations
ayant servi à concevoir le modèle. Cette nouvelle population de points de contrôle est
indépendante de celle ayant servi à l’élaboration du modèle de synergie. Un ensemble
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de 100 points est ainsi sélectionné de façon aléatoire dans chaque type de formation
meuble. Le modèle de synergie est ensuite appliqué de nouveau sur ces points
d’observations de contrôle. Nous obtenons ainsi deux matrices de contusion et donc
deux pourcentages d’observations classées. Ces valeurs nous permettent d’évaluer la
performance de l’équation discriminante du modèle. Nous avons donc le moyen de
vérifier si la mesure automatique de la ressemblance est correcte ou non.
Les résultats de taux de classification globale obtenus à partir des observations de
contrôle pour les quatre modèles de synergie sont présentés sur le tableau 5.10. La
comparaison des performances de chaque modèle pour les populations d’observations
tests et les populations d’observations de contrôle est illustrée à la figure 5.62.
En analysant le tableau 5.10 et la figure 5.62, nous constatons qu’il n’y a pas de
différence significative entre les résultats de classification globale pour le test et pour la
validation. En effet, la différence de taux de classification globale passe respectivement
de 4, 3, 2 et 3 % des étapes I à IV, soit une différence moyenne de taux de classification
globale de 3 %. Cette faible différence entre les taux de classifications (test et validation)
nous permet de conclure que du fait que le modèle de synergie développé reflète la











‘D Classification globale (test)
• Classification globale (validation)
Il III IV
Étapes
Figure 5.62. Comparaison des performances des différents modèles (étapes).
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En consultant le tableau 5.10, il apparaît que la performance du modèle est très bonne
sur la population avec lequel l’équation a été construite. En effet, dans l’ensemble, 91 %
des observations ont été bien classées dans le modèle de synergie retenu. Cependant,
comme il s’agit de la population d’observations ayant servi pour le test, cette
performance de 91 % peut-être une surévaluation de la vraie performance éventuelle du
modèle sur d’autres données. Pour pallier ce problème, il est utile d’utiliser le
pourcentage d’observations bien classées de la population de contrôle. Ici, 88 ¾ des
observations ont été bien classées, ce qui est inférieur à 91 %. La valeur de 88 ¾
ressemblera davantage à la performance de classification effective du modèle sur de
nouvelles observations.
La seconde méthode de validation a consisté à croiser 200 points choisis de manière
aléatoire sur la carte géologique de base de la zone d’étude avec la carte obtenue à
partir de notre modèle de synergie. Cette carte géologique de base au 1/100 000 a été
numérisée, géoréférencée et ramenée à l’échelle de 1 / 50 000 dans la base de
données. La technique de validation consiste à prendre un par un des points
d’observations localisés sur la carte géologique. Puis, sachant le type de formation
meuble auquel ils appartiennent, nous vérifions la concordance des classes en
positionnant les mêmes points sur la carte obtenue avec le modèle. En comptabilisant le
nombre total de points concordant sur les deux cartes, il est possible de se faire une
idée de la performance du modèle. Ainsi, dans la seconde méthode de validation, sur un
total de 200 points, nous obtenons une concordance de 149 points d’observations sur
les deux cartes, ce qui représente un pourcentage de 74,5 ¾. Ce résultat est intéressant
dans la mesure où nous travaillons à une résolution spatiale de 10 m, donc nous avons
plus de détails et d’informations comparativement à la carte géologique au 1/100 000.
Le résultat cartographique du modèle est analysé et comparé à la carte géologique de
base dans la prochaine section.
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5.7. Analyse des résultats cartographiques
Dans cette partie du travail, nous analysons et comparons le résultat cartographique du
modèle de synergie développé à la carte géologique de base, établie de façon
conventionnelle sur le terrain (figures 5.63 et 5.64).
Dans l’ensemble, nous constatons une répartition relativement égale des classes de
formations meubles. Les résultats issus de notre modèle présentent cependant
plusieurs secteurs moins uniformes avec quelques pixels isolés. Cela s’explique par le
fait que la méthode classique a tendance à homogénéiser les groupes, ce qui n’est pas
le cas dans la nature où les transitions entre les groupes sont nuancées. Ainsi, les
frontières apparaissent plus nettement sur la carte géologique de base, car le
cartographe tente une polygonisation des ensembles de formations meubles. Ces
différences expliquent le taux de concordance de 74,5 ¾ entre les points d’observations
sélectionnés sur la carte géologique et validés sur la carte du modèle.
En outre, il faudrait tenir compte du fait que la carte géologique au 1 / 100 000 nous
fournit moins de précisions et de détails au niveau des limites des types de formations
meubles. En effet, nous avons pu vérifier ces constats lors des différentes campagnes
de terrain, où plusieurs points d’observations et plusieurs sondages localisés par le GPS
sur le terrain se sont avérés totalement différents de ceux de la carte géologique de
base.
Il faudrait également ajouter que nous recherchons, de manière statistique, des
ressemblances entre les points d’observation de référence ayant servi à élaborer le
modèle de synergie et l’ensemble des pixels de chaque couche d’informations (grille de
10 m x 10 m). Ceci signifie qu’on effectue un balayage systématique de toute la zone
d’étude, contrairement à la méthode de cartographie classique. C’est ainsi que nous
avons pu cartographier certaines formations alluviales de cônes de déjection actuels
Qaa1, dans la partie nord et nord-est de la zone d’étude et qui n’apparaissent pas sur la
carte géologique de base.
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L’analyse de la carte obtenue par le modèle laisse cependant constater de la confusion
au niveau de certains types de formations meubles. C’est le cas des formations
alluviales Qa (blocs, gravier, sable, silt et argile) et les formations alluviales de cônes de
déjection récents Qaa2 (blocs, gravier, sable et silt). Ainsi, 21 ¾ des formations
alluviales de cônes de déjection récents Qaa2 ont été classées comme des formations
alluviales Qa. Par contre, seulement 10 % des formations Qa ont été classées comme
des formations Qaa2.
De même, 10 ¾ de formations alluviales de cônes de déjection actuels Qaa1 (blocs,
gravier, sable et silt) ont été classées comme des formations alluviales de cônes de
déjection anciens Qaa3 (blocs, gravier, sable et silt). Nous avons également obtenu 12
¾ de formations colluvio-fluviales Qcf (gravier, sable, silt et argile) classées dans le
groupe des formations fluvio-lacustres anciennes Qfl2 (gravier, sable, silt et argile). Pour
le reste, la confusion entre les classes sont toutes inférieures à 9 ¾, ce qui est
satisfaisant en ce qui concerne les méthodes de classifications automatiques.
Finalement, nous arrivons à la conclusion que les différences entre les deux cartes se
situent principalement au niveau des frontières entre les types de formations meubles.
Cependant, dans l’ensemble, nous constatons que la répartition des types de formations
meubles du centre vers la limite d’une même zone correspond sur les deux cartes.
Ainsi, le modèle de synergie développé permet de révéler, de façon indirecte, autant














































































































































































































































































































































































































































































































6. Interprétation et discussion des résultats
Dans ce chapitre, nous examinons les résultats du modèle de synergie développé à la
lumière des observations sur le terrain. La première partie aborde la question de la
sensibilité du modèle élaboré vis-à-vis des différents paramètres environnementaux
impliqués. Ensuite, nous procédons à l’interprétation du résultat cartographique obtenu
après application et généralisation du modèle à toute la zone d’étude, en fonction des
observations de terrain. Cet exercice permet ainsi, de comprendre les résultats obtenus.
6.1. Introduction
Nous avons démontré qu’il est possible de modéliser l’interaction entre les diverses
composantes du milieu naturel pour cartographier les formations meubles. Comme le
géologue infère des informations sur la structure géologique d’une région en observant
les coupes, mais aussi la géomorphologie et la lithologie, nous pouvons intégrer
l’information sur les caractéristiques de surface du terrain dans l’étude des formations
meubles à partir des données de télédétection et des données morphométriques.
La qualité de la cartographie repose sur la qualité des observations faites sur le terrain
et particulièrement sur la qualité des descriptions des profils et des sondages. Dans ce
chapitre, nous examinons la sensibilité du modèle et la qualité des résultats obtenus sur
la foi des observations faites lors de nos différentes campagnes de terrain.
6.2. Sensibilité du modèle
L’analyse des résultats du tableau 5.10 permet d’évaluer la sensibilité du modèle de
synergie. Uniquement à partir des unités binaires dérivées de la variable occupation du
sol, le modèle est capable de discerner et de classifier les formations meubles de la
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zone d’étude avec un taux de réussite globale de 70 ¾ . Ceci est fort intéressant dans la
mesure où, les formations meubles de la zone d’étude ne sont pas directement exposés
en surface et, par conséquent, l’utilisation des techniques de télédétection pour leur
classification directe s’avère impossible dans ces conditions. Cela démontre l’efficacité
du modèle à discerner les formations meubles malgré le fait qu’elles soient cachées en
surface par la végétation et les types d’occupations du sol.
L’ajout d’indices spectraux, en rapport avec la végétation et le sol aux informations
précédentes, augmente la précision globale de la classification du modèle de 9 ¾. Cette
amélioration des résultats confirme l’importance des deux catégories d’indices spectraux
qui fournissent des informations sur la densité du couvert végétal, l’état de croissance
de la végétation, les caractéristiques spectrales des sols à travers les variations de
couleurs, etc.
Cependant, l’apport de l’information texturale rajoutée aux informations précédentes de
l’étape Il contribuent à une augmentation du taux de classification globale de 2 ¾ par
rapport au résultat précédent (tableau 5.10). Cela s’explique par l’hétérogénéité du
paysage. En effet, le fait que nous soyons en milieu semi-aride accentue encore plus
l’hétérogénéité des éléments sur le terrain, rendant ainsi leur analyse texturale au
niveau des images satellitaires plus complexe.
L’ajout d’informations topographiques aux paramètres de l’étape précédente apporte
une amélioration subséquente du taux de classification globale qui passe de 81 ¾ à 88
¾, soit une augmentation de 7 % (tableau 5.10). Cette augmentation confirme la
troisième hypothèse selon laquelle : l’utilisation de données multisources satellitaires
couplées aux données morphométriques dérivées du MNA améliore la précision de la
cartographie des formations meubles.
Comme nous l’avons prévu, la topographie joue un rôle clé dans les processus
d’érosion, de mise en place des formations meubles et des sols. Elle conditionne la
répartition de la végétation, influence le drainage et la rétention d’eau. Ainsi, en
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examinant le tableau 5.11, nous constatons que l’unité binaire altitude 2500-2 700m,
possède la deuxième plus grande valeur de F, confirmant son efficacité et son pouvoir
discriminant dans le modèle de synergie retenu. Les autres paramètres topographiques
retenus dans le modèle sont, par ordre d’efficacité : pente nulle (0-0,3°), orientation sud-
est et indice de potentiel d’humidité> 70 avec des valeurs respectives de F de 7,9, de
3,4 et de 1,5.
6.3. Interprétation et discussion des résultats en fonction des observations
de terrain
Dans cette section on procède à une vérification de la concordance entre les prédictions
du modèle à travers les paramètres impliqués et les unités du paysage telles qu’elles
ont été observées sur le terrain. Les observations du paysage sont appuyées par des
photographies illustrant les différentes facettes du terrain à savoir: la couverture
végétale, les sols, l’utilisation du sol, la topographie, la pierrosité et la granulométrie, la
géomorphologie et la géologie.
L’observation du tableau 5.11 permet de faire une interprétation de la synergie qui
existe entre les différentes variables et les différentes unités binaires impliquées et les
types de formations meubles en présence. En effet, après les étapes d’analyses
statistiques univariée et multivariée, seules les variables significatives fortement
discriminantes des formations meubles sont retenues. L’efficacité de chaque paramètre
impliqué dans le modèle de synergie est défini par sa valeur F. La combinaison des
différents paramètres du modèle retenu caractérise la synergie entre les indicateurs de
formations meubles. Cette constatation confirme la deuxième hypothèse selon laquelle
Il existe une relation de synergie entre les unités homogènes de terrain identifiables par
télédétection et les ensembles de formations meubles.
Dans la catégorie des paramètres d’occupation du sol, l’unité binaire sable est la plus
discriminante avec une valeur F de 15,7. Cette unité binaire est principalement associée
aux formations alluviales Qa qui correspondent aux lits de rivières intermittentes
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présentés à la figure 3.2. La deuxième unité binaire la plus significative est blocs et
gra vier avec une valeur F de 5,7. Cette unité est principalement associée aux formations
alluviales de cônes de déjection actuels Qaa1 présentées sur la figure 3.3. Avec une
densité du couvert végétal extrêmement faible, la végétation native de ce milieu est
constituée de buissons et d’herbes basses. L’unité binaire végétation native arrive en
troisième position par ordre d’efficacité avec une valeur de F de 2,9.
Les formations alluviales Qa localisées au niveau de lit des rivières intermittentes
présentés sur la figure 3.2 se confondent par endroits sur la carte du modèle aux
formations alluviales de cônes de déjection récents Qaa2 (figure 3.4) étant donné que
ces dernières comprennent des surfaces de sols dénudés ayant parfois des signatures
spectrales identiques à celles des surfaces sableuses. Cette observation justifie la
confusion constatée de 21 ¾ de formations alluviales de cônes de déjection récents
Qaa2 classées comme des formations alluviales Os sur la carte du modèle.
Dans la catégorie des indices spectraux, nous distinguons les indices spectraux en
rapport avec la végétation et les indices spectraux en rapport avec les sols. Ainsi, dans
la première catégorie d’indices spectraux, le TSAVI1 calculé à partir de l’image HRVIR
avec une valeur de F de 3,2 est retenu dans le modèle. Cet avantage du TSAVI1 sur te
NDVI1 était prévisible étant donné que nous sommes en milieu semi-aride, donc en
présence d’un couvert végétal faiblement dense. Dans ces conditions, le NDVI1 est
influencé par la brillance du sol, contrairement au TSAVI1 qui minimise cet effet. Par
conséquent, sur la foi des variations de la densité du couvert végétal observées à
travers les différentes figures qui illustrent les états de surface du sol, il est possible
d’obtenir des informations facilitant l’identification des types de formations meubles.
Dans la seconde catégorie d’indices spectraux, le RI2 et l’intensité (I) calculés à partir de
l’image ETM+ sont les plus discriminants avec des valeurs de F respectives de 4,1 et de
3,8. Quant au IF2 calculé à partir de l’image ETM+, il vient en troisième position avec
une valeur F de 2,6. Ces différents indices ont en commun le fait qu’ils sont sensibles
aux variations de couleur des sols liées à la présence de quelques éléments principaux,
159
en particulier la matière organique, les oxydes-hydroxydes de fer et le carbonate de
calcium. Estimer les variations de couleur des sols à l’aide des variations spectrales
associées à partir d’indices spectraux retenus dans le modèle contribue à la distinction
des types de formations meubles de la région. Ainsi en observant les différentes
photographies illustrant te terrain (figures 3.2 à 3.1 1), nous pouvons effectivement
remarquer les différences de couleur entre les sols des types de formations meubles
associées. Les sols très sableux et clairs de Qa (figure 3.2) de même que les sols
sableux gris clairs de Qaa1 (figure 3.3) réfléchissent fortement le rayonnement solaire.
Par contre, les sols riches en matières organiques et en argile, comme ceux de Qfl1
(figure 3.8) et de Qfl2 (figure 3.9) absorbent le rayonnement, ce qui se traduit par des
valeurs élevées de réflectance spectrale dans le premier cas et des valeurs faibles dans
le second cas.
Dans la catégorie des paramètres de texture retenus, la moyenne est la plus
significative avec une valeur de F de 1,7. Les autres paramètres de texture n’ont pas été
retenus dans le modèle, car faiblement significatifs. L’augmentation de 2 ¾ du taux de
classification globale, uniquement sur ta base des informations spectrales et texturates,
s’explique par l’hétérogénéité du milieu semi-aride comme nous pouvons le constater à
travers les différentes photographies représentant les caractéristiques de surface du
terrain (figures 3.2 à 3.11).
Dans la catégorie des paramètres topographiques (variables morphométriques), l’unité
binaire altitude 2 500-2 700 m est la plus significative avec une valeur de F de 9,6. Cette
unité binaire représente le paramètre ayant le pouvoir discriminant le plus élevé dans la
catégorie des paramètres topographiques. Ce résultat s’explique par le fait que la
répartition des formations meubles dans la vallée se fait en fonction d’un gradient
d’altitude. La granulométrie et la pierrosité (tailles des blocs, gravier, sable, argile et silt)
diminuent des piémonts à plus de 2 900 m d’altitude où l’on trouve les formations
alluviales de cônes de déjection actuels Qaa1 (figure 3.3) et récents Qaa2 (figure 3.4),
vers le centre de la vallée à moins de 2 500 m où se trouvent les formations fluvio
lacustres Qfl (figure 3.8) et Q112 (figure 3.9). Nous pouvons observer cette diminution de
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la tailles des blocs, graviers, sable, argile et siIt sur les photographies illustrant l’état de
surface des sols recouvrant les différents types de formations meubles associées
(figures 3.2 à 3.11).
La seconde unité binaire reliée aux paramètres topographiques retenue est la pente
nulle (0-0,3°) qui découle directement de la première avec une valeur de F de 7,9. En
effet, les valeurs de la pente, tout comme celles de l’altitude, augmentent en partant de
0° au centre de la vallée à plus de 300 au niveau des piémonts où se trouvent les
formations alluviales de cônes de déjection. Cette variation des valeurs de la pente est
confirmée par les différentes photographies montrant la topographie du terrain (figures
3.2à3.11).
La troisième unité binaire reliée aux paramètres topographiques retenue dans le modèle
est l’orientation sud-est avec une valeur de F de 3,4. Cela s’explique par le fait, qu’au
centre de la vallée, la topographie est plane et que les valeurs de la pente diminuent en
partant de plus de 30° au nord à 0° vers le sud.
La dernière unité binaire reliée aux paramètres topographiques retenue dans le modèle
est l’indice de potentiel d’humidité> 70 avec une valeur de F de 1,5. Cette unité binaire
est principalement associée aux formations fluvio-lacustres récentes Qfl (figure 3.8) où
le sol est plus humide et favorable à l’agriculture intensive et aux pâturages.
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7. Conclusion et recommandatïons
Dans la première partie de ce chapitre, on résume les efforts faits sur le plan de
l’intégration des paramètres du milieu naturel dans un modèle de synergie en vue de
discerner et de cartographier les types de formations meubles de la zone d’étude. Nous
faisons le point sur l’approche cartographique développée. Ensuite, nous passons en
revue les contributions scientifiques de cette recherche puis discutons des voies pour
les développements futurs dans les recommandations.
7.1. Conclusion
Depuis toujours, la cartographie a suscité beaucoup de développement d’outils et de
nouvelles méthodes aussi bien en sciences de la Terre que dans les nombreuse
disciplines connexes. Parmi ces outils, nous pouvons citer l’informatique qui a fait sauter
le mythe que représentait la masse de calculs à réaliser. Du coup, elle a libéré
l’imagination des modélisateurs. De plus en plus de chercheurs se sont lancés dans des
recherches de laboratoire et de cartographie, mais qui impliquent, à l’amont, l’acquisition
d’une quantité importante de données telles que l’obtention, l’enregistrement et
l’archivage de différents éléments du milieu naturel, ceci pour chaque pixel d’une
énorme matrice.
Par ailleurs, la télédétection, par son caractère pluridisciplinaire, a permis le
développement et le lancement de capteurs de plus en plus performants tels que
HRVIR, ETM+, RSO, IKONOS et des images hyperspectrales. Cette importance
croissante des images en télédétection souligne la nécessité de développer de
nouvelles méthodes d’interprétation et de cartographie des ressources naturelles qui
soient de plus en plus automatisées, tout en se rapprochant au mieux de la démarche
du photo-interprète et du cartographe utilisant les méthodes traditionnelles de
cartographies géologique ou géomorphologique.
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C’est dans ce contexte de développement de nouvelles approches cartographiques et
de gestion de base de données multisources de plus en plus diversifiées et grande que
s’inscrit le travail de recherche réalisé dans cette thèse.
L’objectif principal de ce projet de recherche a consisté à développer une approche
géomatique pour la cartographie des formations meubles. Nous nous sommes proposé
de répondre aux questions suivantes:
• quelles sont, parmi les caractéristiques de la surface, celles qui sont influencées ou
en relation avec les formations meubles et qui sont identifiables par télédétection ?
• l’observation des caractéristiques morphométriques du terrain et les unités
homogènes de l’environnement identifiables par télédétection peuvent-elles
réellement nous apporter des renseignements sur les types de formations meubles
et leur répartition spatiale?
• quelles approches et quels outils utiliser pour la caractérisation et la cartographie des
formations meubles?
Les réponses à ces questions ont permis d’atteindre les objectifs fixés à travers
l’intégration de données spectrales contenues dans les images satellitaires
multisources, les données morphométriques dérivées du MNA et les données auxiliaires
géoscientifiques pour l’identification et la cartographie des formations meubles.
L’approche cartographique développée est simple, directe et consiste à simuler une
partie de la démarche du géologue, y compris la prise en compte de l’expérience du
terrain qui résulte des études réalisées antérieurement par te géologue, et les
observations sur le terrain que nous avons à notre tour réalisées. Cette première étape
permet d’établir les critères de cartographie fondés sur nos observations et la démarche
du cartographe pour identifier les ressemblances entre les objets sur le terrain.
La seconde étape du travail a consisté à concevoir un modèle d’intégration de toutes les
informations obtenues. Pour ce faire, nous avons utilisé l’analyse statistique multivariée,
163
précisément la méthode d’analyse discriminante pour établir les critères de similarité et
de différence entre les observations de référence, pour ainsi sélectionner les paramètres
impliqués les plus discriminants dans l’équation de combinaison linéaire obtenue.
La troisième étape a consisté à l’application du modèle de synergie sur les données
obtenues. Pour ce faire, nous avons évalué différentes techniques de traitements
d’images satellitaires en vue d’extraire les différents paramètres potentiels du milieu
naturel pouvant avoir une relation quelconque avec les formations meubles. De même,
nous avons eu recours au SIG pour extraire du MNA les attributs topographiques
permettant d’avoir des informations sur la forme, l’orientation et la géométrie du terrain
ainsi que sur les conditions d’humidité des sols. L’équation mathématique de
combinaison unaire des variables obtenue après l’analyse discriminante a permis de
modéliser la relation de synergie entre les différents indicateurs du milieu naturel et les
types de formations meubles. Enfin, l’application du modèle ainsi élaboré a permis la
généralisation de la répartition des formations meubles dans toute la zone d’étude,
permettant d’automatiser leur cartographie.
Le résultat final du modèle, validé sur une population d’observations de contrôle de
1000 points répartis de façon aléatoire sur le terrain, a permis d’obtenir un taux de
classification global de 88 %. Les contributions scientifiques de cette étude sont
résumées en six points principaux.
1. Comme première contribution, cette thèse démontre qu’il existe une relation de
dépendance, c’est-à-dire une relation de synergie entre les différentes
composantes du paysage (milieu naturel) à savoir: le couvert végétal, les sols,
l’occupation du sol, la topographie, la géologie du substratum rocheux et la
nature des formations meubles. Ainsi, l’étude des différentes composantes
environnementales permet d’avoir une idée sur les types de formations meubles,
sur leur condition de mise en place et sur leur évolution dans le temps. Par
conséquent, les indicateurs du milieu naturel apparaissent comme le reflet en
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surface des phénomènes géologiques qui, généralement, ne sont pas
observables en surface.
2. En deuxième lieu, nous avons proposé et validé une approche originale
permettant de modéliser la relation de synergie entre les composantes
environnementales du milieu naturel et les types de formations meubles. En effet,
le modèle mathématique de l’équation discriminante, basé sur la pondération et
la combinaison linéaire des variables extraites des composantes du paysage,
permet de modéliser cette relation de synergie. Le modèle de synergie ainsi
obtenu facilite la compréhension des différentes interactions entre les divers
paramètres impliqués. L’analyse des scores discriminants et des valeurs de ta
statistique du F de Fisher, de même que l’étude de la sensibilité du modèle,
permettent de jauger le degré d’importance de chaque variable impliquée, ce qui
permet la hiérarchisation plus objective des différentes composantes du milieu
naturel.
3. Une contribution centrale réside dans la méthodologie d’intégration efficace des
données spectrales contenues dans les images satellitaires multisources et les
données morphométriques dérivées du MNA pour l’identification et la
cartographie des formations meubles. En effet, la recherche d’une grande
objectivité a amené à privilégier une approche analytique où chaque caractère du
paysage, même mineur, est décrit individuellement sur des couches d’information
indépendantes dans une grille matricielle. Ensuite, les mesures de similarité et de
différence entre les points d’observations (pixels de l’image) sont analysées au
moyen de techniques d’analyses statistiques univariées et multivariées
permettant ainsi de prendre des règles de décision et de pondération de
variables plus objectives dans le but de leur intégration. Ainsi, les résultats
obtenus peuvent être répétés et atteints par un autre expert dans la même zone
d’étude.
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4. À travers ce travail, nous avons également démontré qu’il est possible de
combiner autrement les informations spectrales et texturales d’images
satellitaires pour des fins de classification. En effet, en plus d’avoir utilisé
l’information texturale comme néocanal, nous avons démontré que cette
information peut être utilisée séparément dans le modèle de combinaison linéaire
où elle est évaluée de façon indépendante en fonction de son pouvoir
discriminant. Dans ces conditions, l’information texturale et l’information spectrale
sont chacune pondérées en fonction de leur importance relative puis intégrées
dans l’équation de combinaison linéaire pour ensuite être utilisées dans la
classification. Cette technique permet alors d’apporter, comme nous avons pu le
constater, une amélioration des résultats de classification faite uniquement sur la
base d’informations spectrales.
5. Par ailleurs, ce travail a mis en relief à travers notre méthodologie innovatrice, la
contribution de la fusion d’images satellitaires multisources optiques et radar pour
l’identification et la cartographie d’indicateurs de formations meubles, Il a
également permis, d’une part, d’évaluer le potentiel des indices spectraux dans la
discrimination des indicateurs de formations meubles et, d’autre part, d’étudier
l’apport de t’analyse de texture dans l’identification des indicateurs de formations
meubles. Il a enfin, permis d’évaluer l’apport des données morphométriques
dérivées du MNA pour la cartographie des formations meubles de la région.
6. Finalement, nous avons démontré une nouvelle approche originale de
cartographie des formations meubles. Ceci à été la finalité de notre thèse. Cette
méthode indirecte d’identification et de cartographie de la répartition des
formations meubles à partir de données de télédétection et de données
morphométriques se veut flexible. En effet, les résultats du modèle montrent qu’il
est applicable sur de grandes zones d’étude comportant plus de trois classes de
formations meubles. Il peut être utilisé par plusieurs experts qui, à partir des
mêmes données, trouveront, en principe, les mêmes résultats. Également, le
modèle développé pourrait être adapté et utilisé pour d’autres fins de
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cartographie des ressources naturelles à savoir: la cartographie des sols en
pédologie basée sur le même principe, la modélisation mathématique des zones
potentielles de minéralisation en exploration minière, la cartographie des zones
potentielles de localisation d’eau souterraine en hydrogéologie et bien d’autres
applications cartographiques en sciences de la terre où il est question de prédire
une variable dépendante en fonction d’une série de variables indépendantes.
7.2. Recommandations
Cette étude vient s’inscrire dans la très grande diversité des méthodes de cartographie
à travers la variété des objectifs de délimitation des ensembles homogènes, la variété
des techniques de prospection, des légendes et des modes de représentation
graphique. Il est donc souhaitable de confronter les différentes approches et d’examiner
les cas où l’une est avantageuse par rapport à l’autre. Ce constat nous amène à
formuler sept recommandations pour les travaux futurs.
1. De façon générale, la modélisation est une simplification des raisonnements et
une réduction du nombre de données prises en compte. Il y a donc un risque de
laisser de côté des informations essentielles. Dans ces conditions, les
observations de terrain constituent une faible quantité d’informations qui
représentera et caractérisera le terrain aussi bien sur les cartes que dans la base
de données créée. Par conséquent, la localisation des points d’observation de
référence doit faire l’objet d’une sélection rigoureuse et judicieuse. Il est donc
recommandé d’établir notre diagnostic sur la base de la cartographie
conventionnelle utilisant, en plus des sondages, les caractéristiques de
l’environnement, la connaissance des lois géologiques, l’expérience du milieu et
la photo-interprétation.
2. Étant donné que nous utilisons une approche statistique, en particulier l’analyse
discriminante, il est recommandé de vérifier la normalité des variables
indépendantes afin d’optimiser les résultats. De même, l’analyse discriminante
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utilisant principalement des variables quantitatives, peut cependant être adaptée
aux variables qualitatives. Dans ces conditions, il est préférable de procéder à
une codification binaire de ces dernières afin d’optimiser les résultats.
3. L’utilisation de modèles pour simuler la réalité sur le terrain exige une certaine
qualité des données d’entrée afin d’éviter une propagation des erreurs. Aussi, il
est fortement recommandé de procéder, d’une part, aux pré-traitements des
images satellitaires (corrections géométrique, atmosphérique et topographique)
et, d’autre part, de veiller à la parfaite superposition des couches d’informations
dans un système de référence cartographique commun.
4. Pour des travaux futurs, il sera également intéressant d’utiliser les images radar
afin d’en extraire d’autres informations telles que la rugosité de surface et
l’humidité du sol, permettant ainsi d’avoir des informations sur le microrelief et
certaines caractéristiques de l’état de surface des sols.
5. Le modèle développé dans cette thèse offre un certain nombre de paramètres sur
lesquels on peut jouer. Nous avons pu ainsi évaluer la sensibilité du modèle à
l’ajout progressif de variables indépendantes. Cependant, il serait intéressant
d’étudier la sensibilité du modèle sur des tailles de fenêtres différentes, autrement
dit, étudier l’effet du changement d’échelle sur les résultats obtenus. Cette étude
permettra alors de savoir à quelle résolution spatiale optimale se situe le meilleur
résultat.
6. Par ailleurs, tout modèle de simulation cartographique nécessite une validation
pour corroborer les résultats obtenus. Ainsi, il est indispensable de valider les
résultats afin de mesurer la qualité du travail effectué et d’assurer sa répétitivité
par un autre expert utilisant les mêmes données dans les mêmes conditions.
7. Enfin, étant donné que nous utilisons des informations spectrales satellitaires
pour identifier et discerner de manière indirecte les types de formations meubles,
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il serait intéressant d’exploiter les possibilités de la méthode de déconvolution
spectrale afin d’optimiser la qualité des résultats.
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