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Abstract
Quantum spin systems are simple models for quantum many body physics
involving an unbounded number of intricately interacting degrees of freedom.
Their complexity gives rise to interesting phenomena, offers many challenging
problems in mathematical physics, and also presents a resource of entangle-
ment for prospective quantum computation. Ground states are important for
understanding systems at low temperatures, but of course they usually cannot
be obtained exactly in such models.
Restricting to ground states that are gapped (uniformly in the volume), as
we do in this thesis, allows to elaborate on the general structure of these
states. Ground states along uniformly gapped paths of Hamiltonians share
similar properties on large length scales. This stability property constitutes the
basis for the common definition of gapped ground state phases (two ground
states are in the same phase if such a connecting gapped path of Hamiltonians
exists between them) and can be described transparently by Hastings’ spectral
flow. It allows to link different states from the same phase through quasi-local
transformations, and one central motivation for the work in this thesis is to
improve and extend the spectral flow technique and the stability principle
behind it. For impurity models we show that, after activation of a localized
and hence bounded perturbation which preserves a gapped sector in the
spectrum, the gapped eigenstates can be related to the unperturbed ones
through exponentially local maps. In contrast, the locality in the spectral flow’s
standard construction is only sub-exponential.
For weakly coupled spin systems, we construct an exponentially quasi-local
dressing transformation which is applicable for general weak local perturbation
acting throughout the entire volume. Our construction, which is based on
a renormalization procedure that progressively removes frustration in the
Hamiltonian, moreover works also for perturbations which are not self-adjoint.
This extension is relevant rather for studying stationary states of quantum or
classical Markov dynamics originating from local gapped stochastic generators
(better known as Lindbladians in the quantum case) in place of ground states
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from gapped Hamiltonians. Weakly coupled quantum Markov dynamics
are examined in detail and we establish a uniqueness regime where the
thermodynamic limit of stationary states is unique and independent of
boundary conditions.
At last, we analyze classical restrictions of quantum equilibrium and ground
states to Abelian sub-algebras generated by single-site observables. For general
high temperature systems and at low and zero temperature for a class of
weakly coupled spin systems with unique gapped ground state we show that
these induced classical spin states are Gibbs measures. These findings imply
quantum large deviation results which are novel in the case of low temperature
and ground states. The occurrence of non-Gibbsian classical restrictions can be
viewed as sign for non-local dependencies in the underlying quantum state,
and we give an example for that in the ground state of the transverse field Ising
model.
Most of the work presented in this thesis was reported before in the articles
[35, 36, 25, 37].
Beknopte samenvatting
1 Kwantum spinsystemen zijn eenvoudige modellen voor kwantummechani-
sche veel-deeltjessystemen met een onbegrensd aantal complex interagerende
vrijheidsgraden. De complexiteit van deze systemen geeft aanleiding tot enkele
interessante fenomenen, biedt daarnaast verschillende uitdagende problemen
in de mathematische fysica en vormt ook een bron van entanglement voor
toekomstige kwantumcomputers. Grondtoestanden zijn belangrijk om het
gedrag van systemen bij lage temperaturen te begrijpen, maar uiteraard zijn
deze niet altijd exact te bekomen.
Wanneer we ons echter beperken tot grondtoestanden met een gap (uniform in
het volume), kunnen we de algemene structuur van deze toestanden uitwerken.
De grondtoestanden langs paden van Hamiltonianen met uniforme gap delen
gelijkaardige eigenschappen op grote lengteschaal. Deze stabiliteitseigenschap
vormt de basis voor de gebruikelijke definitie van fasen van grondtoestanden
met gap (twee grondtoestanden bevinden zich in dezelfde fase als er een pad
van Hamiltonianen bestaat dat hen verbindt) en wordt op een transparante
manier beschreven door de spectrale stroming van Hastings. Deze techniek
stelt ons in staat om de verschillende toestanden in eenzelfde fase te verbinden
met quasi-lokale transformaties. Het verbeteren en uitbreiden van de techniek
van Hastings en de onderliggende stabiliteitseigenschap is een centraal
uitgangspunt van deze thesis. Voor onzuiverheidsmodellen tonen we aan
dat, na activatie van een lokale bijgevolg begrensde perturbatie die de gap in
het spectrum behoudt, de eigentoestanden met gap gerelateerd kunnen worden
aan de ongeperturbeerde eigentoestanden via exponentieel lokale afbeeldingen,
in tegenstelling tot de sub-exponentiële lokaliteit in de standaardconstructie
van Hastings.
Voorts construeren we een exponentieel quasi-lokale transformatie die een
niet-interagerend spinsysteem afbeeldt op een interagerend systeem, geldig
voor algemene zwak lokale perturbaties die inwerken op het volledige
volume. Onze constructie, die gebaseerd is op een renormalisatieprocedure die
1thanks to Kristof Moors, who translated the abstract.
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stelselmatig frustratie verwijdert uit de Hamiltoniaan, werkt bovendien ook
voor niet-zelfgeadjungeerde perturbaties. Deze uitbreiding is eerder relevant
voor het bestuderen van stationaire toestanden van de kwantummechanische
of klassieke Markov-dynamica van lokale stochastische generatoren met gap
(beter bekend als Lindbladianen in het kwantummechanische geval) dan voor
grondtoestanden van Hamiltonianen met gap. We bestuderen in detail de zwak
gekoppelde kwantum Markov-dynamica en we werken een uniciteitsregime
uit waarbij de thermodynamische limiet van stationaire toestanden uniek is en
onafhankelijk van de randvoorwaarden.
Ten slotte analyseren we de klassieke restricties van kwantummechanisch equi-
librium en grondtoestanden op Abelse sub-algebra’s die gegenereerd worden
door observabelen inwerkend op een enkel roosterpunt. Voor algemene hoge-
temperatuursystemen en voor een familie van zwak gekoppelde spinsystemen
met unieke grondtoestand met gap bij lage temperatuur of temperatuur nul,
tonen we aan dat kwantummechanische grote afwijkingen optreden, wat
een nieuw resultaat is voor lage temperaturen en grondtoestanden. De niet-
Gibbsiaanse klassieke restricties kunnen worden beschouwd als een teken van
niet-lokale afhankelijkheden in de onderliggende kwantumtoestand, waarvoor
we een voorbeeld geven in de grondtoestand van een Ising-model met een
transversaal veld.
Het werk in deze thesis is grotendeels eerder gerapporteerd in de volgende
artikels [35, 36, 25, 37].
BEKNOPTE SAMENVATTING v
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Chapter 1
Informal introduction and
outline
Since their introduction in the 1930’s with the aim to describe magnetism,
quantum spin systems have more generally become an essential class of toy
models for various aspects of quantum many body physics. Such models
are important for identifying structures and concepts in the intimidating
complexity of an unbounded number of degrees of freedom in a concise or even
rigorous manner, which can serve as guiding principles in the understanding
of phenomena, such as phase transitions, in more realistic condensed matter
systems.
quantum spin systems
The Hilbert space of a quantum spin system is a huge tensor product
H = H1 ⊗H2 ⊗ · · · ⊗ HN , 1 N,
of particularly simple, namely finite dimensional, Hilbert spacesHi. Each of
these single site Hilbert spaces describes the finite ‘spin’ degrees of freedom
of a small quantum system located at a position i in a volume Λ, which in
our example is just a subset of Z. The dimension of H grows exponentially
in the number of sites N , which rules out the possibility to store the data of
a general wave function on a computer even for moderately sized systems.
Understanding macroscopic systems however means to arrive at statements
that hold uniformly for all arbitrarily large volumes. To define a quantum spin
1
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system a local Hamiltonian needs to be specified, for example of the form
H = H1,2 +H2,3 + · · ·+HN−1,N ,
where each Hi,i+1 is a self-adjoint operator that acts only on the subsystem
Hi ⊗ Hi+1 (corresponding here to a nearest neighbor interaction). More
generally, locality means that the Hamiltonian is a sum of local terms which can
involve several spins but whose strength becomes weaker the more spins are
affected and the farther they are apart. Locality is crucial here and the minimal
assumption saving us from being confronted with just any Hermitian and
arbitrarily large matrix. Without locality systems could easily exhibit subtle
volume dependencies, e.g. from adding one spin to a million. The locality of the
interaction readily implies an effective ‘propagation speed’ for the dynamics
given by a Lieb–Robinson velocity v [83].
Quantum spin systems can be defined rigorously with hardly any effort
(think about interacting quantum field theories in contrast), but despite their
simplicity they exhibit an overwhelming (to the author) and at times exotic
(also to the experts) phenomenology, especially concerning quantum phase
transitions [118] driven by quantum fluctuations and critical behavior at the
transition points. We can already make a connection to the title of this thesis by
pointing out that this text will not be directly concerned with the question of
what and where phase transitions are, but rather when they do not occur and
when properties are stable and do not change abruptly as system parameters
are varied. Many mathematical concepts were developed around the theory
of quantum spin systems, for example on operator algebras [19]. They offer a
stage for interesting and difficult problems in mathematical physics, such as
the longstanding problem of proving long range order or existence of a phase
transition at positive temperatures in the ferromagnetic Heisenberg model
in three or more dimensions. Also the spectral gap problem of proving or
excluding a positive volume-uniform lower bound for the gap between the
ground state energy and the excited spectrum is very challenging in general1.
This question is not unrelated to this thesis, since we will be mostly concerned
with states that are indeed gapped.
Quantum spin systems may seem to be too oversimplified to describe real
physics, but already today some quantum spin systems can be realized effec-
tively or, in modern parlance, engineered in experiments. This demonstrates
their relevance beyond just being nice toy models. To give an example, details
of the quantum phase transition for the transverse field Ising model were
verified in cobalt niobate, which consists of nearly one-dimensional crystals of
aligned Co2+ ions whose spin degrees of freedom are experimentally accessible
1at times ‘undecidable’, see [27].
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through neutron scattering [23]. Here the transverse field Ising model is given
by the Hamiltonian
H =
∑
i
hσzi + Jσxi σxi+1
in terms of the usual Pauli matrices, and it will serve us repeatedly as a
guiding example in this thesis. Its ground state undergoes a paradigmatic
quantum phase transition from a magnetically disordered to an ordered phase,
accompanied by discrete symmetry breaking, as one decreases the strength h
of a large external magnetic field in z direction. Some aspects of quantum spin
systems can also be studied in cold atom experiments. In the experiment of
[121] an optical lattice is loaded with rubidium atoms and initially prepared
in a Mott insulating state with an integer number of atoms per trap. Roughly
speaking, this initial state becomes resonantly connected to a whole manifold
of states by tilting the potential in a particular way. Up to some time, the
dynamics then can be approximately reduced to this resonant subspace, and
moreover, the particle system can be effectively described by a quantum Ising
model [117]. Along with increasing precision and adjustability in cold atom
experiments the philosophy has become [11] that a broad class of Hamiltonians
can be designed in the lab allowing to physically simulate theoretical models
such as quantum spin systems, which was impossible on ordinary computers
due to the inherent complexity of many body systems. In continuation of this
mindset one may dream of materializing a quantum computer in cold atom
systems that is capable of accomplishing more general tasks than simulating
spin systems. Needless to say, it is awfully hard to prepare, store, and operate
on quantum states coherently. Stability (in various meanings) with respect
to small disturbances in the system, which can never be completely avoided,
is crucial at this point. Not only here the field of quantum information gets
connected to the theory of quantum spin systems, which might provide ideas
for possible stabilizing mechanisms.
Let us in most brevity lay out the toric code model [73] to underline the claim
that quantum spin systems combine many interrelated interest and also to
give an example where gapped states are important. It is defined on the
square lattice and not a particularly realistic model in that its Hamiltonian,
whose details we do not need to mention here, consists only of four spin
interaction terms. More importantly, it is an exactly solvable model with
topological order. This property manifests itself in different degeneracies of
the ground state subspace depending on the genus of the surface on which the
model is embedded, e.g. fourfold degenerate on the torus whereas the ground
state is unique on the sphere. But topological order furthermore implies that
local operators (not seeing the topology of the whole volume) do not allow
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transitions between the different ground states,
〈ψi, Olocψj〉 = ciδij ,
for some basis ψi in the ground state subspace. In this sense different ground
states are topologically protected from each other. This curious property is
even approximately stable under small local perturbations in the interaction.
Additionally, the model has a gap above the ground state which also can be
shown to be stable [17]. From a quantum information perspective, one might
say that the ground states ψi are protected energetically from the excited states
and topologically between each other. The excited states furthermore can
be visualized as (anyonic) particle pairs connected by strings. By creating
such pairs and annihilating them after topologically non-trivial relocation (e.g.
leading one end of the string around the torus) one can operate between the
different ground states, adding to the idea of using the ground state subspace
for quantum computation.
gapped ground state phases and stability
Since we were mentioning cold atom experiments just above, it is not difficult
to imagine that ground states are central objects of study in condensed matter
physics as a starting point to understand low temperature regimes. Restricting
to ground states which are gapped gives just enough additional structure
besides the natural locality assumptions to allow for a detailed analysis of such
states. Intuitively speaking, quantum spin systems with a gapped ground state
can be thought of as massive particle models. The presence of a gap g defines a
time scale t ∼ 1/g and together with the intrinsic propagation velocity v, which
again is only a consequence of the interaction’s locality, it gives rise to a length
scale l ∼ vt. And indeed it can be shown that correlations for a gapped ground
state decay exponentially on such a length scale [59, 98]. Gapped ground states
are special and constitute only a tiny corner in the Hilbert space of all states.
For example, the entanglement entropy for gapped ground states is conjectured
to satisfy an area law [40], whereas there is volume scaling for typical states. In
one dimensional systems this statement is a proof [56] and the gapped ground
states can be efficiently approximated by finitely correlated states [44], also
called matrix product states [108]. It implies that less than an exponentially
increasing number of coefficients is needed to specify a gapped ground state.
The quest remains to understand and then possibly benefit from the
peculiarities of gapped ground states. A natural related task is to classify
gapped ground states and divide them into phases with similar or stable large
scale properties, not only for obtaining a more orderly picture of the affair, but
also for the very practical purpose of extrapolating results from well known
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or very tractable models to perturbations thereof. The following simple and
by now standard classification scheme for gapped ground states turns out to
be very useful2: two gapped ground states ψ0 and ψ1 of Hamiltonians H0 and
H1 are in the same phase if there exists a smooth path H(p), p ∈ [0, 1], of local
Hamiltonians which connects H0 = H(0) with H1 = H(1) and whose ground
states ψ(p) remain uniformly gapped along the path. The path H(p) can be
imagined to arise from tuning a parameter, such as an external field, in the
physical system. The locality of the path is again essential here, otherwise this
equivalence relation would be trivial. As a first reason to see that this definition
is meaningful, note that correlations decay exponentially for states within the
phases. Therefore, quantum phase transitions in the conventional sense and
critical points exhibiting a diverging length scale can only (but do not have
to) occur at the interfaces between different phases in the phase diagram from
above’s more general definition.
Beyond such consistency with the usual notion of quantum phase transitions,
a strong manifestation of stability of large scale properties within the phases is
given by the existence of a spectral flow. This concept was introduced under the
name of quasi-adiabatic continuation by M. Hastings in [53] and it is central for the
motivation of the work in this thesis: given a smooth path of local Hamiltonians
H(p), p ∈ [0, 1], with uniformly gapped ground states ψ(p), one can construct
another family of local Hamiltonians D(p) whose unitary evolution carries the
ground states ψ(p) along this prescribed path. In other words, the path ψ(p) is
the solution of the time-dependent Schrödinger equation
∂pψ(p) = iD(p)ψ(p).
Going back to the definition of a gapped ground state phase, this non-
perturbative result implies that each state ψ1 can be reached from any other
state ψ0 in the same phase by evolving it according to some local, hence
physical, dynamics for a finite amount of time (in contrast to slow adiabatic
changes). This fact is a strong and intuitively clear indication that states within
the same phase are very similar on large scales. Under such an evolution
long range order, e.g. corresponding to spontaneous magnetization, cannot be
created in ψ1 if it was not there in the first place for ψ0, nor can it be destroyed.
The same is true for topological order, see [18], which we mentioned when
describing the toric code model. Another example is the area law for the
entanglement entropy, which through the spectral flow can be seen to be stable,
so either present or absent for all states, within each phase [129].
The question of stability of properties within a phase is not the same as asking
whether a phase, or more concretely the gap of a Hamiltonian, itself is stable
under general perturbations. But also for this second mathematically difficult
2We make the restriction to non-degenerate ground states in this exposition.
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question the spectral flow turned out to be a useful tool [17]. Other areas where
the spectral flow proved to be valuable include disordered systems [58] and
the quantum Hall effect [60]. As one conclusion in this introduction we hope
to have convinced the reader that there is ample justification for giving the
spectral flow, as a general notion of stability as well as a technique, a place on
center stage in a thesis like this. A detailed rigorous account focusing on the
spectral flow itself was given in [9]. Not exclusively but to a large part we will
address the task of improving and extending results and ideas concerning the
spectral flow.
outline
In chapter 2 many of the statements that appeared in this brief introduction
will be stated in a more precise manner. For example the chapter will start
with introducing the general setup for quantum spin systems used throughout
the thesis and their locality in form of Lieb–Robinson bounds. Furthermore
we will give a short proof of the exponential clustering theorem for gapped
ground states mainly to show a first instance how the gap assumption can
be exploited together with Fourier transforms. Gapped ground state phases
and the spectral flow will be discussed in more detail, so that we can point
at possible improvements concerning the spectral flow’s locality and and at
desirable extensions to stationary states instead of ground states.
In chapter 3 we study the effect on the system’s gapped ground states from
localized bounded perturbations in the Hamiltonian, which physically may
be thought of as impurities. If the ground state gap remains open while the
perturbation gets gradually ”switched on”, the spectral flow can be used to
compute the perturbed ground state and to show that the impurity’s influence
is approximately localized up to corrections which decay away from the
impurity. The locality in the spectral flow’s standard construction is only
sub-exponential, i.e. local interaction terms in the spectral flow Hamiltonian
D(p) decay slower than exponentially in the distance of the spins they act
on, giving corrections that decay only sub-exponentially. This weakness is
somewhat surprising as there is a clear length scale in the system. We construct
a transformation relating the ground states before and after switching on the
impurity which is exponentially local (while it looses other advantages of the
standard construction). Our results reinforce the idea that ‘local gaps’ instead
of the true spectral gap determine the decay behavior of correlations. These
results were reported before in [36].
In chapter 4 we introduce Markov dynamics on quantum spin systems (the
formalism includes classical spin systems as well). In analogy to the locality
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assumption for Hamiltonians, we consider processes which are generated by
local Lindbladians. The physical status of such constructs is still under debate
(e.g. a derivation from reduced unitary evolution in some limit), but they serve
as widely used consistent framework to model dissipation and non-equilibrium
situations. Instead of ground states, this chapter is concerned with properties
of stationary states in many body systems. On an abstract level these two topics
are not too different: ground states are encoded in the spectral subspace for
the smallest eigenvalue of a Hamiltonian, whereas for stationary states it is
the 0-kernel of a generator. As a main difference in this analogy, note that a
generator needs not to be a self-adjoint operator. For weakly coupled spins, we
prove stability of the stationary state in the sense that its thermodynamic limit
remains unique for arbitrary boundary conditions. The content of this chapter
is already published in [25].
In chapter 5 we aim for extending the spectral flow technique to gapped spectral
subspaces of operators which need not to be self-adjoint, allowing to discuss
ground and stationary states at the same time. We confine ourselves to weakly
coupled spin systems with possibly non-self-adjoint perturbations. In contrast
to our rather weak result on impurity models in chapter 3, these perturbations
are allowed to be extensive in the volume. As a main result, we construct a
dressing transformation which can relate the uncoupled and perturbed gapped
states in a manner that is very similar to the spectral flow. Moreover, this
transformation is exponentially local unlike the standard construction of the
spectral flow. Therefore, to some degree the questions and results of both
previous chapters 3 and 4 on the spectral flow’s locality and its possible
relevance for the stability of stationary states are merged in this chapter.
Frustration-freeness is an important ingredient in our construction and our
result also shows that perturbations of classical Hamiltonians are similar to
frustration-free Hamiltonians. We reported these findings already in [37].
Chapter 6 is perhaps not directly in line with the theme of stability that we
sketched in this exposition and we try to explain the motivation for this work,
which was presented before in [35], at the beginning of that chapter. In essence,
we study ground and thermal states in quantum spin systems by restricting
them to algebras of commuting/ classical observables, giving states of classical
spin systems. In most general terms, we then ask if standard concepts in
classical spin systems, such as Gibbsianess and large deviation theory, can
be applied to such classical restrictions and translated back to meaningful
statements in the quantum system. The main novel result is again concerned
with (quantum large deviations of) gapped ground states in weakly coupled
systems and can also be viewed as a stability result.

Chapter 2
Preliminaries and basics of
gapped ground state phases
2.1 Locality in quantum spin systems
and Lieb–Robinson bounds
Here we present the formal setup for quantum spin systems with local
interactions. After that Lieb–Robinson propagation bounds are introduced,
which are a convenient manifestation of locality constraining the growth of an
observable’s support under the time evolution from a local Hamiltonian.
2.1.1 Quantum spin systems
Throughout the thesis, we mostly use the framework of quantum spin
systems to describe models of extended quantum many-body systems in a
mathematically concise way. The spatially extended character of such models is
accounted for by introducing an infinite volume Γ, which is a countably infinite
set of sites endowed with graph structure and the shortest path distance metric
d(·, ·). Typically we think of Γ as the ν-dimensional lattice Γ = Zν . Other
relevant examples can be obtained by contracting the sites from a connected
subset, which could be the region where a perturbation acts, to form a single
vertex, see chapter 3. We write S b Γ to indicate that a subset S is finite, and if
we just speak of a volume Λ we mean a finite subset of Γ.
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For each x ∈ Γ, let Hx be a finite dimensional Hilbert space representing the
finite spin degrees of freedom located at that site x. The Hilbert space for a
system of many spins in a volume Λ is given by the tensor product
HΛ = ⊗x∈ΛHx.
The bounded operators B(HΛ), the algebra of observables in the volume Λ,
are endowed with the operator norm ‖·‖ and also denoted by AΛ. We often
identify operators O ∈ AΛ′ from a volume Λ′ ⊂ Λ with local operators in
larger volumes O ⊗ 1l ∈ AΛ that, we say, have support in Λ′. Physically
meaningful results in quantum spin systems usually involve a thermodynamic
limit of growing volumes Λ or even hold Λ-uniformly. Let Λ↗ Γ stand for the
thermodynamic limit along all sequences of volumes Λ such that every ∆ b Γ
is a subset of almost all of them. A natural language to discuss such limits and,
more generally, quantum spin systems in infinite volume in a mathematically
sharp fashion is centered around the quasi-local algebra denoted by A. It is the
C∗ algebra defined as the operator norm closure of the inductive limit ∪ΛAΛ
with subsets Λ b Γ ordered by inclusion. A normalized positive functional on a
C∗ algebra is called a state, even though the same name is also used for vectors
in Hilbert spaceHΛ. If a statement holds Λ-uniformly, we often suppress the
volume dependence in notation and we writeH instead ofHΛ etc..
A quantum interaction Φ, which sometimes is also called a potential, is a family
of self-adjoint local operators {Φ(X)}XbΓ, where each Φ(X) ∈ AX . For each
volume Λ, the interaction Φ defines a Hamiltonian
HΦΛ :=
∑
X⊂Λ
Φ(X) (2.1)
and a one-parameter group of automorphisms {τΛt }t∈R on the C∗ algebra AΛ
through
τΛt (A) := eiH
Φ
Λ tAe−iH
Φ
Λ t, A ∈ AΛ, (2.2)
which is the Heisenberg time evolution of observables in the quantum spin
system. As is physically reasonable, we always assume that the norm of Φ(X)
related to the interaction strength of spins within a subset X decreases the
more spins at sites x ∈ X are involved and the farther they are apart, but the
precise type of decay may vary throughout the thesis. In other words, the
interaction Φ and Hamiltonian HΦΛ are quasi-local (however, oftentimes we
simply say local, even though that term is also reserved for operators acting on
a bounded region and not the whole volume). For example, an interaction Φ
has finite range R > 0 iff Φ(X) = 0 whenever the diameter diam(X) > R. In
particular, we will always be working with interactions Φ whose finite volume
dynamics τΛt (·) converges to a strongly continuous one-parameter group of
automorphisms on A in the thermodynamic limit.
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2.1.2 Lieb–Robinson bounds
The estimates presented in this section show that the support of a local
observable A spreads linearly in time as it evolves under the Hamiltonian
dynamics τΛt (A) from a local interaction Φ. There is hence an effective
propagation speed v, the Lieb–Robinson velocity, which can be compared
to the speed of light in relativistic systems while it is really a consequence of
locality rather than of fundamental physical nature. These bounds originate
from the name giving work of Lieb and Robinson in [83], but we will closely
follow the presentation of [96]. Lieb–Robinson bounds have found their way
to an abundance of applications in quantum many body and condensed matter
physics. The reviews [95, 99, 100] cover some of them starting from and proving
Lieb–Robinson bounds essentially in the same setup as here, see also the lecture
notes by Hastings [57]. Lieb–Robinson bounds for the dynamics from a time-
dependent interaction can be found in [9], and in [93] such bounds are proven
more generally for local quantum Markov dynamics in quantum spin systems.
Already the notion of quasi-locality for an interaction Φ depends on the
structure of the underlying infinite volume Γ, and we will have to impose some
regularity conditions on it. We fix a family of non non-increasing functions
Fµ : [0,∞)→ (0,∞), µ ≥ 0, with Fµ(d) := e−µdF0(d),
such that, for µ = 0 and hence for all µ ≥ 0, the following holds:
(i) uniform summability,
‖Fµ‖ := sup
x∈Γ
∑
y∈Γ
Fµ
(
d(x, y)
)
<∞, (2.3)
(ii) convolution property,
Cµ := sup
x,y∈Γ
∑
z∈Γ
Fµ
(
d(x, z)
)
Fµ
(
d(z, y)
)
Fµ
(
d(x, y)
) <∞. (2.4)
The cubic lattice Zν is clearly contained in the just defined class of allowed
infinite volumes. In that case, one may for example take the function
F0(d) =
(
1 + d
)−(ν+1)
and with this choice one can verify the convolution property with
C0 ≤ 2ν+2
∑
z∈Zν
(
1 + |z|)−(ν+1).
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We then define a Banach spaceBµ(Γ) of interactions that decay exponentially
at rate µ > 0. It contains interactions Φ for which
‖Φ‖µ := sup
x,y∈Γ
∑
X3x,y
‖Φ(X)‖
Fµ
(
d(x, y)
) (2.5)
is finite. The above expression without the contributions from single-site
interaction terms, i.e., imposing additionally the restriction |X| > 1 in the sum,
is abbreviated with ‖Φ‖′µ.
Theorem 2.1.1 (Lieb–Robinson bound). Let µ > 0 and Φ ∈ Bµ(Γ). For every
volume Λ b Γ and pair of local observables A ∈ AX and B ∈ AY with disjoint
supports X,Y ⊂ Λ, the time evolution τΛt satisfies∥∥[τΛt (A), B]∥∥ ≤ 2‖F0‖Cµ ‖A‖‖B‖min{|X|, |Y |}e−µd(X,Y )(eµv|t| − 1), (2.6)
for all times t ∈ R, where
v :=
2‖Φ‖′µCµ
µ
(2.7)
is the so-called Lieb–Robinson velocity.
Note that the above estimate, and in particular the Lieb–Robinson velocity v,
does not depend on the single-site interaction terms Φ({x}), x ∈ Γ, and also
not on the volume Λ.
The Lieb–Robinson bound is traditionally given in terms of commutators as
above, but can be translated to a statement on the support of τΛt (A). For every
subset Y ⊂ Λ, the normalized partial trace of an operator A ∈ AΛ over the spin
degrees of freedom in Y can be expressed as
trY (A) =
∫
UY
dµY (U) UAU∗ (2.8)
in terms of the Haar measure µY on the unitary group UY := U(HY ). By
definition, the support of trY (A) is contained in the complement Y c = Λ \ Y .
Let X ⊂ Λ be the support of an observable A just as in the theorem. Given a
length l ≥ 0, we denote with
Xl :=
{
x ∈ Λ : d(x,X) ≤ l} (2.9)
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the l-fattening ofX . We then can make use of the theorem’s commutator bound
when estimating the difference
∥∥trXc
l
(
τΛt (A)
)− τΛt (A)∥∥ = ∥∥∥∫
UXc
l
dµXc
l
(U) U
[
τΛt (A), U∗
]∥∥∥
≤
∫
UXc
l
dµXc
l
(U)
∥∥[τΛt (A), U∗]∥∥
≤ 2‖F0‖
Cµ
‖A‖|X|e−µl(eµv|t| − 1),
(2.10)
which shows that τΛt (A) is approximately supported on Xvt and that contri-
butions reaching beyond that set are exponentially suppressed. Sometimes
one says the ‘light-cone’ from the Lieb–Robinson velocity is only sharp up to
exponentially decaying errors.
X
Avt
Xl
τΛt (A)
Λ
Figure 2.1: Illustration Lieb–Robinson bounds.
Using a simple telescoping sum, the time-evolved observable may also be
expressed exactly as a sum of strictly local operators
τΛt (A) =
∑
l≥0
Ol, Ol ∈ AXl , (2.11)
where we defined
Ol =

trXc
(
τΛt (A)
)
if l = 0
τΛt (A)− trXcl−1
(
τΛt (A)
)
if Xl−1 ⊂ Λ ⊂ Xl
trXc
l
(
τΛt (A)
)− trXc
l−1
(
τΛt (A)
)
for l in between
(2.12)
which are bounded in norm according to
‖Ol‖ ≤ ‖A‖, l = 0,
‖Ol‖ ≤ 4‖F0‖
Cµ
‖A‖|X|e−µ(l−1)(eµv|t| − 1), l ≥ 0. (2.13)
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2.2 Exponential decay of correlations for gapped
ground states
Systems with exponentially decaying interaction Φ ∈ Bµ(Γ), µ > 0, posses a
natural length scale 1/µ. Suppose that there is a volume uniform gap g > 0
above the ground state energy in the Hamiltonian HΦΛ , corresponding to a
finite time scale 1/g. Together with the Lieb–Robinson bounds, and just as in
massive relativistic quantum field theories [6] with the Lieb-Robinson velocity
v taking the role of the speed of light, another natural length scale v/g emerges
when ground state properties are concerned. This reasoning is confirmed by
the fact that spatial correlations for gapped ground states decay exponentially
on a combined length scale.
The first results on exponential clustering in the context of local quantum spin
systems were introduced by Hastings in [54, 53], but our exposition follows
more closely the work of Nachtergaele and Sims [98], see also their review
notes [99, 100]. Another refinement, which for example allows a small splitting
of energies in a gapped low-lying sector in the spectrum (that vanishes in the
thermodynamic limit), can be found in [59]. We also include a proof for belows
exponential clustering theorem, since not only the result itself is interesting
but also the method to derive such a static property of a Hamiltonian from the
knowledge of a gap and the locality of its dynamics.
Theorem 2.2.1 (exponential clustering). Let Φ ∈ Bµ(Γ) be an exponentially
decaying interaction with µ > 0 and assume that HΦΛ has a g-gapped ground state
energy for a volume Λ b Γ. Let Ω be a normalized ground state of HΦΛ and choose two
observables A,B with disjoint support in X,Y ⊂ Λ respectively. Assume furthermore
that PAΩ = PA∗Ω = 0, where P is the spectral projection of the ground state
subspace, then ∣∣〈Ω, ABΩ〉∣∣ ≤ C ‖A‖‖B‖e−µ′d(X,Y ) (2.14)
for a decay length
1
µ′
= 1
µ
+ 2v
g
(2.15)
and constant
C = 1
µd(X,Y ) +
1√
µd(X,Y )
+ 1‖F0‖
Cµ
min{|X|, |Y |}. (2.16)
Note that for a non-degenerate ground state Ω the theorem implies the bound∣∣〈Ω, ABΩ〉 − 〈Ω, AΩ〉〈Ω, BΩ〉∣∣ ≤ c ‖A‖‖B‖min{|X|, |Y |}e−µ′d(X,Y ) (2.17)
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for all observables A,B with disjoint support (the extra condition on A is
no longer required). In the non-degenerate scenario the condition PAΩ =
PA∗Ω = 0 cannot be dropped in general as the following simple example
shows. Consider the Ising Hamiltonian H = −∑i σ3i σ3i+1 and its ground states
ψ± :=
1√
2
(|↑ . . . ↑〉 ± |↓ . . . ↓〉), (2.18)
then the condition is not satisfied for A = σ3i and Ω = ψ+ but also the result of
the theorem is no longer valid, since
〈ψ+, σ3i σ3jψ+〉 = 〈ψ+, σ3i σ3jψ+〉 − 〈ψ+, σ3i ψ+〉〈ψ+, σ3jψ+〉 = 1, (2.19)
for all and arbitrarily distant sites i, j. The following proof of the theorem is
inspired by a sketch in [57].
Proof (exponential clustering). Without restriction we can assume that the
ground state energy of HΦΛ is equal to zero. Let {ψj} be a spectral basis in
the excited subspace of HΦΛ for eigenvalues denoted by {Ej}, which are all
greater than or equal to the gap g. The basic idea allowing to exploit the both
the gap and locality of the dynamics is to write
〈Ω, ABΩ〉 =
∫
dt δ(t)〈Ω, τt(A)BΩ〉e−αt2 , α > 0, (2.20)
for a suitable realization of the δ distribution. The parameter α will be chosen
later on. Recall the Sokhoski–Plemelj formula
lim
→0+
1
t± i = P(
1
t )∓ ipiδ(t), (2.21)
where P stands for the Cauchy principal part. It also appears in the Fourier
transform of the Heaviside function Θ if expressed as
FΘ(t) = piδ(t)− iP( 1t ), (2.22)
again in the sense of tempered distributions and with the convention
Ff(ω) =
∫
dt e−iωtf(t) (2.23)
for the Fourier transform. Taken together, one obtains the two identities
δ(t) = 12piFΘ(t)−
i
2pi lim→0+
1
t+ i , (2.24)
lim
→0+
1
t− i = iFΘ(t). (2.25)
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Using this form of the delta distribution in (2.20), the correlation function can
be written as the sum of two terms
〈Ω, ABΩ〉 = CF + Cpole (2.26)
with
CF =
1
2pi
∫ ∞
0
dω
∫
dt 〈Ω, τt(A)BΩ〉e−αt2−iωt (2.27)
and
Cpole =
i
2pi lim→0+
∫
dt e
−αt2
t+ i 〈Ω, τt(A)BΩ〉. (2.28)
By the spectral gap and the assumption that A does not allow transitions from
Ω to the ground state subspace, we find that∥∥∥∫ ∞
0
dω
∫
dt eiωt−αt
2
τt(A)Ω
∥∥∥2
=
∑
j
∣∣〈ψj , AΩ〉∣∣2∣∣∣∫ ∞
0
dω
∫
dt ei(ω+Ej)t−αt
2
∣∣∣2
≤4piα
g2
‖A‖2e−g2/2α.
(2.29)
The same upper bound holds for the adjoint A∗ instead of A and together with
the Cauchy–Schwarz inequality we get
|CF | ≤ ‖A‖‖B‖
√
α
pig2
e−g
2/4α (2.30)
for the first term in (2.26). But also for the second term Cpole we can use this
estimate again after recalling the identity (2.25) to obtain∣∣Cpole − C ′pole∣∣ ≤ ‖A‖‖B‖√ αpig2 e−g2/4α (2.31)
for C ′pole :=
i
2pi lim→0+
∫
dt e
−αt2
t+ i 〈Ω, [τt(A), B]Ω〉, (2.32)
which is an invitation for Lieb–Robinson bounds to enter the stage. We
introduce a new parameter T > 0 and divide the time integration in two
parts. For large times |t| ≥ T the Gaussian cutoff can be used, while for short
times |t| ≤ T we indeed apply Theorem 2.6 to arrive at the upper bound
|C ′pole| ≤
‖A‖‖B‖
piαT 2
e−αT
2
+ 2‖F0‖
piCµ
‖A‖‖B‖min{|X|, |Y |}e−µ(d(X,Y )−vT ).
(2.33)
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We are left with the task to adjust the free parameters α and T , so that (2.14) is a
bound for the sum of (2.30), (2.31), and (2.33). As an aside, one may also check
that the decay length 1/µ′ as stated in the theorem is optimal if we pretended
that only these three bounds were available. The theorem follows (only) with
the choice
α = g
2
4µ′d(X,Y ) and T =
(µ− µ′)d(X,Y )
µv
. (2.34)
2.3 Stability in gapped phases: the spectral flow
Restricting to ground states of local Hamiltonians that are gapped gives just
enough structure for a general classification of such states into stable phases
with qualitatively similar properties. From a physics point of view, we regard
two systems to be in the same phase if they can be tuned to one another by
adjusting external parameters without undergoing a quantum phase transition.
Of course, this phrase is not much more than a tautology without explaining
what a quantum phase transition is. A natural and useful definition of a gapped
ground state phase is given by the following idea of an equivalence relation.
One may take the view that it is based on a sufficient condition for the absence
of a quantum phase transition taken in the usual sense involving symmetry
breaking and changes in an order parameter:
“The ground state subspaces of two gapped and local Hamiltonians H0 and H1 are in
the same phase if there is a smooth path of uniformly gapped and local Hamiltonians
H(p), p ∈ [0, 1], connecting H0 = H(0) with H1 = H(1).”
For a precise definition, the exact meaning of a ‘local Hamiltonian’ must be
specified, necessarily involving a thermodynamic limit or volume uniform
statements unless we restrict to finite range interactions. We can, for example,
constrain ourselves again to Hamiltonians H1, H2 from exponentially decaying
interactions Φ0,Φ1 ∈ Bµ(Γ), µ > 0, and require that, in every volume Λ b Γ,
there is a smooth path of interactions Φ ≡ ΦΛ(p), p ∈ [0, 1], connecting Φ0
with Φ1, such that the derivative ‖∂pΦ‖µ is bounded and the Hamiltonian HΦΛ
is gapped uniformly in p and Λ. However, there is no good reason to insist
dogmatically on just this definition, and that’s why we emphasized more the
idea than a rigorous definition. One could also demand additionally that each
HΦΛ depends analytically on p and that the gap remains open on a Λ-uniform
domain containing the interval [0, 1]. In that case, all thermodynamic limit
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points of the ground state energy density1 depend analytically on p, whereas
quantum phase transitions are often defined by a non-analytic dependence in
the ground state energy density [118]. However, see also [134] for a discussion
on the possibly different definitions and the proposal that non-analyticity of
any observable quantity should signal a quantum phase transition. But even
without the additional analyticity requirement, we showed in the previous
section that all correlations in the ground states of H(p) decay exponentially at
a definite length scale along the whole path and for all volumes. In contrast, a
quantum phase transition is usually linked to a diverging length scale at the
quantum critical point [118].
The question of stability of properties in a phase is different but also related to
studying the stability of a phase upon perturbations in the system. A physically
meaningful definition of a ground state phase should ideally be robust to small
but arbitrary deviations in the Hamiltonian, which will always be present in a
real system. With applications in quantum computation in mind, this type of
stability is particularly important if one would like to exploit special features
of a phase. More concretely the question here is whether the ground state
gap of a Hamiltonian remains open uniformly for all volumes Λ if a small
but non-vanishing interaction is added leading to a Λ-extensive perturbation
in the Hamiltonian. This question is notoriously hard and has only been
affirmed for a few frustration-free systems under assumptions such as local
gap conditions and topological order, see [17, 16, 92], for parent Hamiltonians
of matrix product states in quantum spin chains [124], and PVBS models
introduced in [10] . As an aside remark, in [27] a system is engineered where
the spectral gap problem is logically ‘undecidable’.
Finally, we make the observation that the objects we classified here are
sequences of states (or rather of subspaces in case of degeneracy) for different
volumes Λ rather than interactions. In practice this difference is not too
important since concrete physical models are conventionally defined by
specifying an interaction. But theoretically there are other ways to define
states and the same state can be a ground state for different Hamiltonians. For
example, finitely correlated states in spin chains, or nowadays rather called
matrix product states, always posses a gapped ‘parent Hamiltonian’ with
nearest neighbor interaction [44] but also a local ‘uncle Hamiltonian’ which is
gapless [47], demonstrating that this remark is not fully empty.
1To make a connection to the classical theory of phase transitions at positive temperatures recall
that the ground state energy is the limit of the Helmholtz free energy as temperature goes to zero.
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2.3.1 The spectral flow
A strong manifestation of stability within gapped ground state phases is the
existence of a spectral flow, also called quasi-adiabatic continuation, which is a
central concept for the motivation of the work in this thesis. It roughly means
that ground states from the same phase can be evolved to one another by a
unitary evolution (with p the ‘time’ parameter)
ψ(p) = U(p)ψ, ∂pU(p) = iD(p)U(p), (2.35)
from some quasi-local possibly time-dependent Hamiltonian D(p) in a finite
amount of time, giving a rather intuitive reason for the qualitative similarity
of states from the same phase. One might even define a phase through this
property [21]. As a supporting example, note that during such an evolution
long range order cannot be created in the state U(p)ψ if it was not present
before in ψ (depending on the exact type of quasi-locality of D(p)). In the
sequel we present a particular construction of a spectral flow following [9]
which goes back to the ground-breaking work of Hastings [53], see also [61].
Even though this construction can be applied to spectral subspaces of any
gapped patch in the spectrum, we restrict the discussion to gapped ground
states for simplicity.
Let Φ(p) ∈ Bµ(Γ), p ∈ [0, 1], be a smooth path of interactions. Assume that for
some volume Λ b Γ the corresponding path of Hamiltonians
H(p) = HΦ(p)Λ (2.36)
has a uniformly gapped ground state energy with gap g > 0. We denote with
P (p) the associated smooth path of ground state projections. Furthermore, let
w ∈ L1(R) be a function with the properties:
(i) w is a non-negative and even function.
(ii)
∫
dt w(t) = 1 and
∫
dt |tw(t)| <∞.
(iii) The Fourier transform ŵ is supported in the interval [−g, g].
Such functions exist and in [9] a concrete example is given. The decay of w(p)
will be relevant for determining the spectral flow’s locality more precisely. Note
already here that w cannot decay exponentially fast, since otherwise the Fourier
transform ŵ could be continued analytically to an open strip along the real axis
as a consequence of the Paley–Wiener Theorem, see e.g. Theorem IX.13 in [114],
which opposes the condition (iii) of compact support. The example mentioned
in [9] decays sub-exponentially according to
w(t) ≤ C g2t exp(− 2gt7 log2(gt)) (2.37)
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but for the following proposition we only need to assume that the function
W (t) := sgn(t)
∫ ∞
|t|
dsw(s) (2.38)
is integrable.
Proposition 2.3.1. The ground state projections P (p) along the path of gapped
Hamiltonians H(p) satisfy
P (p) = U(p)P (0)U(p)∗, (2.39)
where U(p) is the norm-continuous path of unitaries solving the linear differential
equation
∂pU(p) = iD(p)U(p), U(0) = 1l, (2.40)
with the self-adjoint operator
D(p) :=
∫
dtW (t) eitH(p)H ′(p)e−itH(p). (2.41)
Proof. We briefly give a proof for a non-degenerate ground state subspace as
in [57], which is sufficient to point out the main idea in the construction. The
degenerate scenario is covered in detail in [9]. The ground state projection
hence can be written as
P (p) = |ψ0(p)〉〈ψ0(p)| (2.42)
for a smooth path of gapped and normalized ground state vectors ψ0(p). More
generally, let {ψi(p)} be a spectral basis for H(p) and associated eigenvalues
{Ei(p)}. First note that W ′(t) = −w(t), and therefore
D(p) =
∫
dt w(t)
∫ t
0
ds eisH(p)H ′(p)e−isH(p) (2.43)
follows from integration by parts. The proof reduces to a short calculation,
which is valid for all p (and hence we suppress the dependence in notation),
Dψ0 =
∑
i 6=0
∫
dt w(t)
∫ t
0
ds e−is(E0−Ei)〈ψi, H ′ψ0〉ψi
= −i
∑
i 6=0
∫
dt w(t)1− e
−it(E0−Ei)
E0 − Ei 〈ψi, H
′ψ0〉ψi
= −i
∑
i 6=0
(
1− ŵ(E0 − Ei)
) 〈ψi, H ′ψ0〉
E0 − Ei ψi
= −i
∑
i 6=0
〈ψi, H ′ψ0〉
E0 − Ei ψi,
(2.44)
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where we used properties (i) and (ii) for the first step. The last step follows
from ŵ(ω) = 0 if |ω| > g as in assumption (iii), since |E0 − Ei| > g, i 6= 0. By
basic spectral perturbation theory this shows that indeed
∂pψ0(p) = iD(p)ψ0(p), p ∈ [0, 1], (2.45)
for D(p) as in (2.41).
Quasi-locality of D(p)
Before discussing the locality of Hastings’ spectral flow, or more precisely
the quasi-locality of the generating Hamiltonian D(p), be reminded that the
construction works uniformly for every volume Λ b Γ. In particular, the
function w only depends on the gap g of the path of Hamiltonians H(p). Let us
write them out as sum of local interaction terms
H(p) =
∑
X⊂Λ
Φ(p;X), Φ(p ;X) ∈ AX , (2.46)
then there is also a natural way to cast D(p) in the form of a sum of operators
which however need not to be strictly local,
D(p) =
∑
X⊂Λ
D(p ;X) ≡
∑
X⊂Λ
∫
dtW (t) eitH(p)(∂pΦ)(p ;X)e−itH(p). (2.47)
Each term in the sum is a weighted time-average of an evolving but initially
local operator. The strategy to show quasi-locality of each term is straight forward:
for small times t ≤ T with suitable T > 0 defined below the integrand remains
quasi-local by the Lieb–Robinson bounds (2.13) and for large times t > T
the fast though certainly sub-exponential decay of W can be used. By the
smoothness of the path of interactions Φ(p) ∈ Bµ(Γ), there is a maximal Lieb–
Robinson velocity
v := max
p∈[0,1]
2‖Φ(p)‖′µCµ
µ
(2.48)
along the path.
Proposition 2.3.2. For every X ⊂ Λ and l ≥ 1, there is D(p ;X,Xl) ∈ AXl
depending smoothly on p ∈ [0, 1], so that∥∥D(p ;X)−D(p ;X,Xl)∥∥
≤
(
‖W‖∞ 2‖F0‖
Cµ
|X| l
v
eµl/2 +
∫
|t|≥T
dt |W (t)|
)∥∥(∂pΦ)(p ;X)∥∥, (2.49)
where we defined T = l/2v.
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This claim of course holds Λ-uniformly and also note that ‖W‖∞ ≤ 1/2 as
consequence of the conditions imposed on w.
Lieb–Robinson bounds for the spectral flow
As explained above, the second term in the upper bound (2.49) decays at most
sub-exponentially fast and hence D(p) can only be shown to be a sub-exponentially
quasi-local operator. Even though we did not state it in our exposition of the
Lieb–Robinson bounds in Theorem 2.1.1, this still implies a sub-exponentially
exact light cone for the dynamics
τΛp (A) = U(p)AU(p)∗ (2.50)
for the same Lieb–Robinson velocity v as in (2.6) but with e−µd(X,Y ) replaced
by some fast but not exponentially fast decaying function and possibly with a
more complicated dependence on the support of the local operators A,B. In
summary, the spectral flow allows to obtain the ground state expectation of a
local observable A by computing the expectation of a quasi-local observable
τΛp (A) for any other and maybe more accessible ground state from the same
phase. In this sense the spectral flow is a dressing transformation which is not
only a good justification for the above definition of a gapped phase, but also an
invaluable tool in many applications, e.g. concerning the quantum Hall effect
[60] or disordered systems [58]. The spectral flow was also employed to prove
the stability of the area scaling law for the entanglement entropy of gapped
ground states within the same phase [129].
Non-uniqueness and desirable extensions of the spectral flow
To illustrate that the spectral flow which we discussed so far, defined by D(p)
in Proposition 2.3.1, is certainly not the only possibility to obtain unitaries
relating the ground state subspace according to
P (p) = U(p)P (0)U(p)∗, (2.51)
∂pU(p) = iD(p)U(p), U(0) = 1l, (2.52)
we briefly mention another example, namely Kato’s transformation function [70],
which is defined as
Dtf(p) = i
[
P (p), ∂pP (p)
]
. (2.53)
This choice also satisfies the relation above but usually Dtf(p) will not be
quasi-local, since a priori the ground state projections P (p) are not quasi-local.
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Therefore it is of little use in our context of local quantum spin systems. We are
led to the question if there exist at least in some particular situations alternative
constructions with even better properties.
Concerning exponentially decaying interactions Φ(p), e.g. in Bµ(Γ) as before,
the natural question arises whether there is an exponentially local spectral flow.
Even though there is also no immediate reason for its existence, it would
be somewhat curious (and interesting) to see that exponentially decaying
interactions do not allow for such a construction. To back this view recall that
correlations decay exponentially in for all the ground states along the gapped
path.
Even though it gives a clear physical interpretation, the spectral flow’s property
of being derived from a Hamiltonian flow equation is not indispensable from
a more practical perspective. Excluding this condition and possibly even
unitarity from our wish list, we may hope to get other improvements, such as
exponential quasi-locality, in return. A minimal requirement for such a more
general dressing transformation T (p) should be that
P (p) = T (p)T (0)T (p)−1 (2.54)
and that A 7→ T (p)AT (p)−1 preserves quasi-locality. Yarotsky constructed a
dressing transformation for the ground states in systems of weakly coupled
gapped spins that is indeed exponentially quasi-local [135] but not unitary.
Trying to extend the spectral flow technique and philosophy to operators which
are not self-adjoint presents another challenge. It is not only relevant as a formal
mathematical problem, but also physically for studying stationary states of non-
equilibrium stochastic systems. They are encoded in the 0-kernel of a Markov
generator, be it in the form of a quasi-local Lindbladian for dissipative quantum
dynamics or a spin-flip type stochastic generator in classical interacting particle
systems, similarly as ground state properties are connected to the spectral
subspace for the smallest eigenvalue of a self-adjoint Hamiltonian. In chapters
4 and 5 we outline this analogy in more detail. One may hope that some parts of
the spectral flow story and the notion of phases and stability for gapped ground
states remains valid for stationary states. Since spectral properties alone are
not equally valuable in estimates for normal and non-normal operators, one
can suspect that additional constraints besides a gapped generator, e.g. on the
relaxation behavior, must be made for a similarly useful definition of a phase.
Recently, the stability of Lindbladian dynamics and their stationary states have
been studied focusing on the ‘rapid mixing condition’, see [26, 69, 15]. The
authors of these references found that correlations decay exponentially and
that an entanglement entropy area law holds for stationary states in rapidly
mixing systems, similar to the situation for gapped ground states.
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Let us therefore emphasize that Hastings’ construction of a spectral flow does
not go through for operators that are not self adjoint. First, the functional
calculus for self-adjoint operators is vital in the derivation, see (2.44), to arrive
at a sum of (vanishing) Fourier transforms. But also for normal operators
with general complex spectrum we would need a function w whose Laplace
transform (instead of Fourier) vanishes on the spectrum, which however may
fill dense parts of the complex plane as the volume grows. This clearly implies
a conflict, since the Laplace transform is analytic if it exists at all.
2.3.2 Topological quantum order
The traditional notion of a phase resting on absence or presence of symmetry
breaking with vanishing or non-vanishing local order parameter is clearly
consistent with the way a ground state phase was defined above. A phase
transition in the symmetry breaking pattern implies a phase transition also
in the latter more general sense. Another property which can be seen to be
stable within a gapped phase by the spectral flow is the absence or presence
of topological quantum order. This term does not have a definite definition
throughout the literature. One may ascribe it to systems whose ground state
degeneracy depends on the topology of the volume (despite being defined
by a local interaction). It has also been linked to invariants (topological
entanglement entropy) derived from scaling behavior of the entanglement
entropy [74, 81]. Here we take the very transparent definition introduced in
[18].
Definition 2.3.1. Let P be an orthogonal projection, e.g. ground state projection,
to a subspace of HΛ. This subspace of states has topological quantum order
with error (l, ) if for every local observable A ∈ AX , ‖A‖ = 1, with support
diam(X) ≤ l, there is z ∈ C, such that
‖PAP − zP‖ ≤ . (2.55)
This property is most interesting in models where the length l can be increased
as the volume Λ grows and it implies that local measurements can hardly
distinguish different states from a subspace with topological quantum order
if  is small. Transitions between orthogonal states by “local operations” are
suppressed, presenting an idea to protect states from others for applications
in quantum computation which is not based on energy barriers. Note that a
non-degenerate ground state always satisfies the above condition. Systems
with topologically non-trivial ground state subspace are very fortunate in that
they do not only exhibit fascinating and possibly even applicable phenomena
but also because at the same time they appear to be mathematically more
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tractable than generic systems with degenerate ground state subspace. That is
not so surprising, since topologically ordered ground states locally look like
non-degenerate ground states. This claim may be exemplified by the work
[17, 88] on the stability of the ground state gap based on assumptions including
topological order.
The main point in the following paragraph is to show that topological order
cannot be created or destroyed under a quasi-local transformation, such as
the spectral flow or any other physical Hamiltonian evolution, during a finite
amount of time. Let P (0), P (1) be ground state projections for Hamiltonians
HΦ0Λ , H
Φ1
Λ from exponentially decaying interactions Φ0, Φ1. For explicitness’
sake we take here the lattice Γ = Zν as infinite volume. Assume they are in the
same gapped ground state phase. For each volume Λ they hence can be related
through P (1) = UP (0)U∗ using the spectral flow from Proposition 2.3.1, which
is quasi-local in the sense that, for every length l > 0 and observable A ∈ AX
with support in X ⊂ Λ and norm one, we have∥∥trXc
l
(
U∗AU
)− U∗AU∥∥ ≤ f(|X|, l), (2.56)
for some function f which decays sub-exponentially in l and grows at most
polynomially in |X|, see [9] for the details. Assume now that the range of P (0)
possesses topological quantum order with error (L∗, ), and additionally that
diam(X) ≤ L∗/3 for the support of A, then there is z ∈ C, so that∥∥P (0) trXc
l
(
UAU∗
)
P (0)− zP (0)∥∥ ≤ , l := L∗/3, (2.57)
and furthermore∥∥P (1)AP (1)− zP (1)∥∥
=
∥∥P (0)U∗AUP (0)− zP (0)∥∥
≤ ∥∥P (0) trXc
l
(
U∗AU
)
P (0)− zP (0)∥∥+ ∥∥trXc
l
(
U∗AU
)− U∗AU∥∥
≤ + f(X, l).
(2.58)
This shows that the ground state subspace for P (1) keeps topological quantum
order with error (L∗/3, ′), where
′ = + f
(
(L∗/3)ν , L∗/3
)→ , Λ↗ Γ, (2.59)
if L∗ grows with the volume Λ.
Chapter 3
Impurities and gapped ground
states
3.1 Introduction
This chapter is concerned with quantum spin systems with exponentially
decaying interactions Φ in the same setup as introduced in the previous chapter.
Hence we also assume Lieb-Robinson bounds to hold in the form of Theorem
2.1.1. We consider paths of Hamiltonians H(p) that are modified only locally in
a confined spatial region and that maintain a gapped sector in the spectrum as
the path parameter p changes. The regions where the Hamiltonian is modified
may be physically viewed as impurities in the system, and we address the
question to what spatial extend they have influence on eigenvectors from the
gapped sector in the spectrum.
In this sense we elaborate on the principle that local perturbations perturb locally
(LPPL) put forward in [9]. There, the authors give a general and rigorous
account of the spectral flow technique introduced by Hastings in seminal work
[53], which we also reviewed in chapter 2. Recall that it allows to relate the
spectral projections for a gapped patch of spectrum along a Hamiltonian path
by means of a quasi-local unitary flow. The spectral flow is quasi-local in the
sense that the involved unitary operator can be approximated by a truly local
one up to an error that decreases (only) sub-exponentially in the diameter of
the support of this local operator. As an application thereof, in [9] the principle
of LPPL is shown to hold in the sense that, for a gapped ground state, the effect
on the expectation value of a local observables decays sub-exponentially in the
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distance to a localized perturbation in the Hamiltonian.
Instead of using the spectral flow technique, we relate the individual
eigenvectors from the gapped sector by a transformation that is indeed
exponentially local. For that we build on ideas from [62] based on Lieb–
Robinson bounds combined with Gaussian time cutoff functions and Fourier
transforms. This transformation is the content of our main Theorem 3.3.2
in Section 3.3. As a drawback, the transformation does not correspond to a
unitary linear map between the spectral subspaces. It also does not allow as
such to consider local perturbations in the whole volume in contrast to the
spectral flow. Here we are exclusively concerned with perturbations which
have bounded support and hence norm-bounds independent of the volume.
By invoking the exponential clustering property for gapped ground states, see
Theorem 2.2.1 in chapter 2, our main result enables us to improve the LPPL
principle to exponential precision for systems with unique ground state (also
covered already in [62]) or with topological quantum order. Furthermore, we
may also dope these systems with impurities that increase the dimension of
the low lying sector by ‘closing the gap locally’. This is modeled by adding
additional degrees of freedom with degenerate energies at a few sites. In
this setup we arrive at statements on individual eigenstates from the gapped
sector without making further assumptions on the spectrum within sector
(e.g. that it contracts to a point in the thermodynamic limit, which was a
useful assumption in [59]). We also give a result on the exponential decay of
correlations in such impurity models where the decay length in the bulk, i.e.
away from the impurities, is determined by the gap to the sector instead of
the energy differences within the sector. These applications are described in
Section 3.4.
Similar impurity models, however also for a positive impurity density, were
studied before by Albanese [3], restricting to perturbations of independent
spins in the bulk. An interesting result of this flavor was given by Yarotsky on
ground states that are again weak perturbations of classical states. In [136] he
showed that the influence of arbitrary boundary conditions, which in particular
may also close the gap, decays exponentially into the bulk, underlining the
importance of a ‘bulk gap’ for determining the decay of correlations besides
the true spectral gap.
Finally, in Section 3.5, we ask the natural question whether one can construct an
exponentially local and unitary spectral flow, or if there is some fundamental
obstruction to its existence. This question is particularly important in view
of the wealth of applications of this technique, e.g. concerning (topological)
ground state phases and their stability [16, 17], the quantum Hall effect [60], or
disordered systems [58], and see also [55, 105]. In general, there seems to be no
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obvious way to obtain a spectral flow that is exponentially quasi-local, but we
present a simple example where it can be done. Our example however really is
only concerned with a few-particle system by exploiting a conserved quantity.
This chapter follows closely the paper [36].
3.2 Setup – local perturbations that keep gapped
sectors
In this chapter, we will be dealing with general quantum spin systems for an
infinite volume Γ as introduced in section 2.1.1. In particular, the same notation
will be used. For let Φ ∈ Bµ(Γ) be an exponentially decaying interaction for a
positive decay parameter µ. We would like to study the effect on eigenfunctions
of the Hamiltonian HΦΛ when adding local perturbations that have support
only on a finite number of sites k1, k2, . . . within a subset denoted by K b Γ.
For each of these sites let Wi : [0, 1]→ A{ki} be a smooth path of self-adjoint
operators starting at Wi(0) = 0. Then
HΛ(p) := HΦΛ +W (p) (3.1)
defines a smooth path of Hamiltonians. We denote with CW ≥ 0 the maximal
norm of the derivative of W :=
∑
iWi. The restriction to (independent)
perturbations at single sites is not severe since we are working with general
infinite volume graphs and single-site Hilbert spaces. The generalization to
perturbations involving several sites can be achieved by starting out with a
modified infinite volume, in which these sites are merged to a single vertex.
Note however that our estimates are sensitive to the norm of W (e.g. via CW )
and hence in practice to the size of K.
Our main assumption is that HΛ(p) maintains a sector in the spectrum which
has a gap lower bounded by g > 0 to the rest of the spectrum, uniformly along
the path and for all volumes Λ under consideration (e.g. for all volumes large
enough to exclude non-interesting pathologies). Therefore the dependence on
Λ will be mostly suppressed in notation. More precisely, we assume as in [9]
that the spectrum of H(s) is a union
σ(p) = σin(p) ∪ σout(p), (3.2)
where σin(p) is contained in an interval of length at most L ≥ 0 which does
not intersect σout(p). We require that the distance between these two parts of
the spectrum is bounded below by g > 0 uniformly for all p ∈ [0, 1] (and all
volumes Λ).
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The orthogonal projection onto the sector eigenspace is denoted by P (p). For
each p ∈ [0, 1], let λi(p), i = 1, . . . , D, stand for the eigenvalues in the sector of
H(p) repeated according to their multiplicity and {ψi(p)}i a set of orthonormal
eigenvectors
H(p)ψi(p) = λi(p)ψi(p). (3.3)
3.3 Main Result
3.3.1 Weak Local Perturbation
In this section we restrict to weak perturbations in the sense that we compare
the eigenvectors in the sectors of H(p0 + ε) and H(p0) for p0 ∈ [0, 1 − ε] and
ε > 0 small enough. The following observations are in fact the main step in our
analysis of impurities in this chapter and the result for the whole path H(p)
will be obtained by iterating the argument.
In what follows we assume that an interaction Φ ∈ Bµ(Γ) is fixed and that
the path of Hamiltonians H(p) satisfies the main assumption stated in Section
3.2. The appearing constants will be understood to depend on the choice of
µ and the parameters related to the infinite volume Γ, such as ‖F0‖ and Cµ
(see section 2.1.2), furthermore on the Lieb–Robinson velocity v, but also on
all the parameters involved in the main assumption: the sector dimension D,
the number of perturbation sites |K| and g, CW , and L. Most importantly,
constants are independent of the volume Λ. The statement ‘for ε small enough’
and O(ε) is to be understood in the same way, the maximum value can depend
on all the parameters just mentioned but not on the volume.
By the existence of the gap g > 0 and basic spectral perturbation theory for
bounded perturbations, see for example the textbook [70],
‖P (p0 + ε)− P (p0)‖ = O() (3.4)
and the vectors {P (p0 + ε)ψi(p0)}i=1,...,D remain linearly independent, if ε > 0
is small enough. Then the perturbed eigenvectors (normalized) can be written
as
ψi(p0 + ε) =
∑
j
cij(p0, ε)P (p0 + ε)ψj(p0) (3.5)
for suitable coefficients cij(p0, ε) ∈ C, i, j = 1, . . . , D, which are bounded above
according to
‖ci(p0, ε)‖1 :=
∑
j
|cij(p0, ε)| ≤ 1 +O(ε), (3.6)
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for ε > 0 small enough. Finally we define
ξ :=
g + 4Cµ‖Φ‖′µ
µg
= 1
µ
+ 2v
g
, (3.7)
which will be the relevant length scale for our locality estimates. The second
equality shows that it is related to the natural length scales in the system.
Proposition 3.3.1. For every µ′ < 1/ξ, there is ε0 > 0 so that, for all ε < ε0,
s0 ∈ [0, 1− ε], i = 1, . . . , D, and l > 0, there exists a local operator Rli(p0, ε) ∈ AKl
with support in the l-fattened set of impurities Kl and which satisfies∥∥Rli(p0, ε)∥∥ ≤ |σin(p0 + ε)| = O(1) (3.8)
and ∥∥(P (p0 + ε)−Rli(p0, ε))ψi(p0)∥∥ = e−µ′lO(ε). (3.9)
Proof. In short, the proof relies on an idea from [62] to approximate the
spectral projection of gapped spectrum by a Gaussian integral of the time
evolution operator, which then is accessible by perturbation theory and the
Lieb–Robinson bounds.
First recall that changes in the interaction at single sites as from the perturbation
W (p) do not affect the interaction strength ‖Φ‖′µ and in particular not the Lieb–
Robinson velocity v. Therefore the following holds uniformly throughout the
path, i.e., for every path parameter p0. Here we view V := H(p0 + ε)−H(p0)
as small perturbation of H(p0), which is bounded by ‖V ‖ ≤ εCW . We also
abbreviate H0 ≡ H(p0), H ≡ H(p0 + ε) and the sector projections P0 ≡ P (p0)
and P ≡ P (p0 + ε). For every eigenvalue λ ∈ σ ≡ σ(p0 + ε) and in dependence
of a parameter α > 0, which we do not specify for now, we introduce the
operator
Pλ := (α/pi)−1/2
∫
R
dt e−αt
2
eit(H−λ). (3.10)
By inserting the spectral decomposition
H − λ =
∑
κ∈σ
(κ− λ)Qκ, (3.11)
where Qκ is the spectral projection for H and eigenvalue κ, and noting that the
Fourier transform of a Gaussian is again Gaussian, we find that
Pλ =
∑
κ∈σ
e− 14α (κ−λ)
2
Qκ. (3.12)
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Then there is a linear combination of these operators
P :=
∑
λ∈σin
aλPλ, 0 < aλ < 1, (3.13)
where the sum runs over all eigenvalues in the sector σin ≡ σin(p0 + ε), that
satisfies (we also set σout ≡ σout(p0 + ε) in notation)
P − P =
∑
κ∈σout
∑
λ∈σin
e− 14α (κ−λ)
2
Qκ. (3.14)
By spectral perturbation theory ‖QκP0‖ = O(ε) for κ ∈ σout, and by the gap
assumption we therefore obtain∥∥(P − P )P0∥∥ = e− 14α g2 ·O(ε). (3.15)
In a next step each exponential in (3.10) is replaced by its Dyson series, which
is norm convergent in our finite dimensional setting,
eit(H−λ) =
( ∞∑
n=0
in
∫ t
0
dt1 . . .
∫ tn−1
0
dtnτ0tn(V ) . . . τ
0
t1(V )
)
eit(H0−λ). (3.16)
Here τ0t indicates the time evolution belonging to the Hamiltonian H0 and the
(n = 0) term in the sum is taken to be the identity. If ψ0i is an eigenvector for an
eigenvalue λ0i in the sector of H0, then we can rewrite
Pψ0i =
∑
λ∈σin
aλ (α/pi)−1/2
∫
R
dt e−αt
2
eit(H−λ) e−it(H0−λ) eit(λ
0
i−λ) ψ0i
=
∑
λ∈σin
aλ (α/pi)−1/2
∫
R
dt e−αt
2
eit(λ
0
i−λ)
∞∑
n=0
in
∫ t
0
dt1 . . .
∫ tn−1
0
dtnτ0tn(V ) . . . τ
0
t1(V ) ψ
0
i
≡ (R≥Ti +R≤Ti )ψ0i ,
(3.17)
where we also introduced a parameter T ≥ 0 and where the operators R≥Ti
and R≤Ti are defined by restricting the t-integration to |t| ≥ T and |t| ≤ T
respectively. The (n = 0) term is exclusively added to R≤Ti .
We now show that both terms in Ri := R≥Ti +R
≤T
i can be well approximated
by a local operator with support in Kl if we choose
α :=
g(g + 4Cµ‖Φ‖′µ)
4µl and T :=
4Cµ‖Φ‖′µl
(g + 4Cµ‖Φ‖′µ)v
(3.18)
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giving the three equalities
g2
4α, αT
2, µ(l − vT ) = µgl
g + 4Cµ‖Φ‖′µ
, (3.19)
which will be the dominant exponents in the next estimates.
In fact, the norm of R≥Ti is so small that its locality is irrelevant. Using
et‖V ‖ − 1 ≤ t‖V ‖et‖V ‖ (3.20)
we get to the upper bound on its norm,
2
∑
λ∈σin
aλ(α/pi)−1/2
∫
t≥T
dt e−αt
2
t‖V ‖ et‖V ‖ = e−µ′lO(ε) (3.21)
for any
µ′ <
µg
g + 4Cµ‖Φ‖′µ
(3.22)
and ε small enough. Concerning the second term R≤Ti , we can make use of
the Lieb–Robinson bound at small times |t| ≤ T for the time evolution of the
perturbation τ0t (V ). Let A ∈ AX be any operator with support X ⊂ Λ \Kl, i.e.
at least a distance l away from the perturbation in K, then we find∥∥[τ0tn(V ) . . . τ0t1(V ), A]∥∥ ≤ n · 2‖F0‖Cµ |K| e−µ(l−vT )‖V ‖n‖A‖ (3.23)
for times |t1|, . . . , |tn| ≤ T , and the commutator with R≤Ti is hence bounded by∥∥[A,R≤Ti ]∥∥ ≤ 2‖F0‖Cµ ‖A‖ |K| e−µ(l−vT )
∞∑
n=1
n
n!
(‖V ‖T )n
= ‖A‖ e−µ′lO(ε)
(3.24)
for ε small enough. Therefore, see section 2.1.2, the normalized partial trace
R≤T,li :=
1
dimHΛ\Kl
TrΛ\Kl
(
R≤Ti
)
(3.25)
(which by definition has support in Kl) satisfies∥∥R≤Ti −R≤T,li ∥∥ = e−µ′lO(ε). (3.26)
Defining the constants α and T as in (3.18), equation (3.15) hence becomes∥∥(P − P )P0∥∥ = e−µ′lO(ε). (3.27)
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Putting it all together, we find that (3.9) in the proposition holds forRli(p0, ε) :=
R≤T,li and that (3.8) can be obtained from
‖Ri‖ ≤
∑
λ∈σin
aλ ≤ |σin(p0)|. (3.28)
3.3.2 Iterating the Argument
A relation between eigenvectors ψi(0) and ψi(1) from the beginning and end
of the path H(p) can be obtained by iterating the step (3.5) from the previous
paragraph,
ψin(1) =
∑
i0,...,in−1
n∏
k=1
cikik−1(k/n, 1/n)P (k/n)ψi0(0) (3.29)
for n ≥ 1 large enough (in the same sense as ε small enough). In each term of
the sum P (k/n) then can be substituted by Rlik−1((k − 1)/n, 1/n) as from the
Proposition. Together with the bound (3.6) on the coefficients cij the following
theorem is a rather direct consequence of the proposition. This is the main
result of the chapter, saying that impurities perturb gapped ground states only
exponentially.
Theorem 3.3.2. For a Hamiltonian path H(s) as introduced above and for every
µ′ < 1/ξ there is a constant C ≥ 0, such that, for every l > 0 and i = 1, . . . , D, there
exist local operators Llij , j = 1, . . . , D, with support in the l-fattening Kl, which take
eigenvectors from the sector of H(0) to those of H(1) according to∥∥ψi(1)−∑jLlijψj(0)∥∥ ≤ C e−µ′l (3.30)
and which are uniformly bounded by ‖Llij‖ ≤ C.
Note again that the constant C may grow with the number of steps n needed to
follow the path in sufficiently small steps of size ε = 1/n (see the Proposition)
and therefore may depend on all the model and path parameters.
Proof. As said above, we will replace each projection P (k/n) in (3.29) by the
approximation Rlik−1((k − 1)/n, 1/n) from Proposition 3.3.1, and we just write
Rlik−1 and also cikik−1 instead of cikik−1(k/n, 1/n) and ψik for ψik(k/n). Recall
that the substitution P (k/n)→ Rlik−1 is not good in the operator norm sense,
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but only when acting on the gapped sector. Therefore, we start with replacing
P (1), then P (1− 1/n), and so on, to obtain∥∥∥ψin − ∑
i0,...,in−1
n∏
k=1
cikik−1 R
l
ik−1ψi0
∥∥∥
=
∥∥∥ψin − ∑
i1,...,in−1
n∏
k=2
cikik−1 R
l
ik−1ψi0
(
ψi1 +
∑
i0
ci1i0
(
Rli0 − P (1/n)
)
ψi0
)∥∥∥
≤
n∑
m=1
∑
im−1,...,in−1
∥∥∥ n∏
k=m+1
cikik−1 R
l
ik−1
∥∥∥ · ∣∣cimim−1∣∣ · ∥∥(P (m/n)−Rlim−1)ψim−1∥∥
≤
n∑
m=1
O(1)n−m e−µ
′l, (3.31)
where we also used that the sum of coefficients ‖cik‖1 and the norm of Rlik−1
are of order O(1).
3.4 Applications in impurity models
We present two examples where the above results give a useful insight.
3.4.1 Impurities in Systems with Unique Ground State
Let Φ ∈ Bµ(Γ) be as above. However, we now assume additionally that each
Hamiltonian HΦΛ has a spectral gap γ > 0 above a non-degenerate ground
state energy. Let ψgs be a normalized ground state vector, which is hence
unique up to a phase factor. To each perturbation site k ∈ K we attach a finite
dimensional Hilbert space Ik depicting the degrees of freedom of an impurity.
In other words, we redefine the single-site Hilbert space to become Hk ⊗ Ik.
The interaction Φ will be naturally viewed as family of operators on the larger
space which act trivially on I := ⊗k Ik. The energy of each impurity and its
coupling to the rest of the system is described by a self-adjoint operator Wk on
Hk ⊗ Ik. To put ourselves in the context of Proposition 3.3.1, we assume that
H ≡ HΦΛ can be connected to
H ′ := H +W := H +
∑
k
Wk (3.32)
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by a smooth path of gapped Hamiltonians satisfying the main assumption of
Section 3.2 with a dim(I) = D dimensional sector. In particular, everything
holds uniformly in the volume Λ, which therefore remains suppressed in the
notation. By basic perturbation theory, the main assumption is surely satisfied
if the norm of W is smaller than γ. If all Ik ∼= C are merely one dimensional
Hilbert spaces, the overall Hilbert space and dimension of the ground state
sector is not extended at all. Our results then effectively describe the influence
of local perturbations on systems with unique gapped ground state, which was
studied in detail in [62].
Let {ψ′i}, i = 1, . . . , D, be an orthonormal set of eigenvectors from the sector
of H ′. Let P ′ be the orthogonal sector projection for H ′ and P the one for the
sector of H . Note that the range of P is the subspace of product vectors of the
form ψgs ⊗ φ with φ ∈ I.
Proposition 3.4.1. For every µ′ < 1/ξ, there is a constant C > 0, such that for every
length l > 0 and local observable A with support outside of the l-fattening Kl∣∣〈ψ′i, Aψ′i〉− 〈ψgs, Aψgs〉∣∣ ≤ C|Kl/2|‖A‖ e−µ′l, i = 1, . . . , D. (3.33)
For every l ≥ 0 there furthermore exists a local operator Tl with support within Kl
which transforms the sector projection with exponential accuracy∥∥P ′ − T ∗l PTl∥∥ ≤ C e−µ′l/2. (3.34)
The norm of Tl is bounded by C.
The Proposition can be proven by combining Theorem 3.3.2 with the
exponential clustering Theorem 2.2.1 for unique ground states, which we
included in chapter 2. The sector projection can be approximated as in (3.34)
because of the simple product structure of vectors in the unperturbed sector,
but this does not seem to be implied by the Theorem in general. However,
recall once again that in general (3.34) holds with a sub-exponential bound for
Hastings’ spectral flow. In physically relevant models |Kl/2| usually grows only
polynomially in l, so that this factor in (3.33) can be eliminated by choosing a
slightly smaller decay parameter µ′.
Proof of Proposition 3.4.1. First we choose an orthonormal basis {ψi} in the
ground state subspace of the unperturbed Hamiltonian H of the form
ψi = ψgs ⊗ φi, i = 1, . . . , D, (3.35)
with φi ∈ I and in Dirac’s notation we define the local operators Iij = |φi〉〈φj |
acting non-trivially on I. By Theorem 3.3.2 there exist, for any length l ≥ 0,
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local operators Llij with support in Kl, so that the eigenvectors ψ
′
i in the system
coupled to impurities satisfy∥∥∥ψ′i −∑
j
LlijIjiψi
∥∥∥ ≤ (const.) e−µ′l. (3.36)
where here and in the following ‘(const.)’ stands for a constant that may
change from line to line but only depends on the fixed model parameters. The
greatest of these possibly different constants qualifies as the constant C in the
Proposition. The decay length ξ is of course taken from the theorem. Therefore
the perturbed sector projection can be approximated according to∥∥∥P ′ −∑
i,p,q
LlipIpiPIiqL
l∗
iq
∥∥∥ ≤ (const.) e−µ′l (3.37)
and we arrive at (3.34) with
Tl :=
∑
ij
LlijIji (3.38)
Concerning the first part of the Proposition note that∣∣∣〈ψ′i, Aψ′i〉−∑
p,q
〈
ψm, AImpL
l/2∗
ip L
l/2
iq Iqmψm
〉∣∣∣ ≤ (const.) e−µ′l/2 (3.39)
again with the aid of Theorem 3.3.2. By the exponential clustering Theorem
(Theorem 2.2.1)∣∣〈ψm, AImpLl/2∗ip Ll/2iq Iqmψm〉− 〈ψm, Aψm〉〈ψm, ImpLl/2∗ip Ll/2iq Iqmψm〉∣∣
≤ (const.) |Kl/2|‖A‖ e−µ
′l/2,
(3.40)
for any m = 1, . . . , D and a µ′ > 0 as specified in the Proposition, which
finishes the proof.
Exponential Decay of Correlations
Just above we stated and used the well-known fact that gapped unique ground
states arising from local interactions exhibit exponential decay of spatial
(truncated) correlations. The same was shown to hold for states defined
through spectral projections on gapped sectors of eigenvalues which approach
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the ground state energy in the thermodynamic limit [59, 99]. For our model
with a single impurity we show a (modified) exponential clustering property
for every state defined by an eigenvector from the low-lying sector. In particular
it holds for any ground state (in finite volume) independent of the gap to the
energy of the next highest excitation, which may be small but non-vanishing
for all volumes. This is not surprising since we just showed that each sector
state is identical to a gapped unique ground state away from the impurity and
since, intuitively, one would expect the correlation length to be determined by
bulk properties, e.g. a kind of ‘bulk gap’, of the system.
For two subsets X,Y ⊂ Λ, which will be the supports of observables A and
B, and depending on the perturbation set K, we define an effective distance
dK(X,Y ) as the smallest number l ≥ 0 such that Xl ∪ Yl ∪Kl has a connected
component containing both X and Y . This distance hence tends to be shorter if
an impurity is located in between the supports X and Y . Our next result shows
that correlations decay exponentially in this effective distance for a single
impurity K = {k} and we assume that |Kl| increases at most polynomially in l.
Proposition 3.4.2. If |K| = 1 and for every µ′ < 1/ξ, there is a constant C > 0, so
that, for every pair of observables A,B with support in X,Y∣∣〈ψ′i, ABψ′i〉− 〈ψ′i, Aψ′i〉〈ψ′i, Bψ′i〉∣∣ ≤ C ‖A‖‖B‖e−µ′dK(X,Y ) (3.41)
for i = 1, . . . , D.
Proof. If d(X,Y ) is smaller than or equal to the distance of X and Y to the
perturbation set K, then exponential clustering for ω′i(·) = 〈ψ′i, ·ψ′i〉 is an
immediate consequence of Proposition 3.4.1 knowing that ωgs(·) = 〈ψgs, ·ψgs〉
has this property, see Theorem 2.2.1. More generally, we use again that
ψ′i ≈
∑
j L
l
ijIjiψi as in (3.36) and that L
l
ij commutes with either A and/or
B, let’s say B, for l = dK(X,Y )/2. In the same way that (3.39) was obtained in
the previous proof we arrive at∣∣∣〈ψ′i, ABψ′i〉−∑
p,q
〈
ψm, ImpL
l∗
ipAL
l
iqIqmBψm
〉∣∣∣ ≤ (const.) e−µ′l (3.42)
Since the distance d(X ∪Kl, Y ) between the support of each ImpLl∗ipALliqIqm
and of B is at least dK(X,Y ) and since we assumed that |Kl| grows slower
than exponentially in l, the exponential clustering Theorem can be used to
finish the proof.
For several impurities |K| > 1, the different regions around them may be
correlated for arbitrary distances for states from (entangled) eigenvectors
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already due to possible degeneracies in the spectrum. This can be seen in the
uncoupled case with W = 0. For the average of sector states ω(·) = 1D tr(P · )
however, truncated correlations still decay exponentially in the distance
between observables as a consequence of the exponential clustering Theorem
applied to the unique ground state in the bulk. If the impurities can be coupled
to the system one after another along a gapped path, one might also expect
exponential clustering to hold for ω′(·) = 1D tr(P ′ · ) as above in Proposition
3.4.2 (i.e. with respect to distance dK), but we are not able to show it.
Also to clarify this statement, we briefly point out that in this case ‘sub-
exponential’ decay of correlations can be easily obtained with the help of
the spectral flow technique, indicating the deficiency in Theorem 3.3.2 of not
being implemented by a unitary transformation. The set of impurity sites can
be split into two parts K = KX ∪KY of sites close to X and close to Y in the
sense that, for l = dK(X,Y )/2, their fattened sets satisfy
d
(
KXl ∪X,KYl ∪ Y
) ≥ l (3.43)
Furthermore we assume that both the uncoupled and perturbed Hamiltonian
H and H ′ are connected to
HX := H +
∑
k∈KX
Wk (3.44)
by a gapped path in the same way as before, but with derivatives in AKX
and AKY respectively. This requirement formalizes the assumption that the
impurities can be coupled to the system one after another without closing the
gap. The spectral flow technique allows to construct two unitary operators
UXl and U
Y
l supported on K
X
l and K
Y
l which transform between the gapped
sectors of H/HX and HX/H ′,
UXl P (UXl )∗ ≈ PX and UYl PX(UYl )∗ ≈ P ′ (3.45)
up to errors whose norm decays sub-exponentially in l indicated by the ≈
symbol. Here PX stands for the sector projection of HX . Then indeed
ω′
(
AB
) ≈ ω((UXl )∗(UYl )∗ABUYl UXl )
= ω
(
(UXl )∗AUXl (UYl )∗BUYl
)
≈ ω((UXl )∗AUXl )ω((UYl )∗BUYl )
= ω
(
(UXl )∗(UYl )∗AUYl UXl
)
ω
(
(UXl )∗(UYl )∗BUYl UXl
)
≈ ω′(A)ω′(B)
(3.46)
To get to the third line, the exponential clustering property was used for the
state ω.
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3.4.2 Impurities in Systems with Topological Quantum Order
Another interesting class of models for which Theorem 3.3.2 translates into
exponentially sharp locality estimates are those with topological quantum
order. To account for the topological aspects of such systems, each volume Λ
here is a finite graph imbedded on a possibly non-trivial surface rather than a
finite subgraph of a common infinite volume Γ. For the sake of concreteness, we
restrict to two dimensional square lattices Λ = ZL×ZL of lengthLwith periodic
boundary conditions (imbeddings on a torus) and to translation invariant
finite-range interactions. This restriction includes one of the most prominent
examples with topological order, Kitaev’s toric code, see [73]. To relate the
models at different L, we fix a µ and we assume that the model parameters
‖F0‖, Cµ, and v converge to finite non-zero values as L→∞. This puts us in a
setting where Theorem 3.3.2 applies (Λ-uniformly).
We are concerned with impurity models which are set up for each such Λ in the
same way as in the previous section and the same notation and assumptions
will be used. The only change we make is that we dismiss the requirement of
a unique ground state for H and instead we assume, for each volume Λ, the
ground states of H possess topological quantum order (TQO) with error (L∗, ),
 = 0, defined in section 2.3.2. Again, it implies that different ground states
cannot be distinguished by measurements localized on length scales up to L∗.
Typically we have in mind that L∗ increases as a function of the system’s size
L, e. g. that L∗ ≥ La for some a > 0.
Proposition 3.4.3. For every µ′ < 1/ξ, there is a constant C > 0, such that the
following holds for every length l ≥ 0: IfA is a local observable with supportX outside
the l-fattening Kl of the impurity set K such that the union X ∪Kl/2 is contained in
a square of side length L∗, then∣∣〈ψ′i, Aψ′j〉− zδij∣∣ ≤ C‖A‖ e−µ′l/2 (3.47)
for i, j = 1, . . . , D and where z ∈ C is given by PAP = zP .
The Proposition shows that away from the impurities in the system (or from
perturbations if all Ik ∼= C) the measurements of local (up to L∗) observables
remain unchanged with exponential accuracy. Moreover, in this region TQO
persist ‘with error’ that is exponentially decreasing.
Proof. We essentially follow the proof for Proposition 3.4.1 with adaptations
due to the possible, say f -fold, degeneracy of the ground state energy for the
bulk system (without the impurities). Let {ψi} be an orthonormal basis in the
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ground state subspace for H of the form
ψi = ψgsib ⊗ φiK , i ≡ (ib, iK)
ib = 1, . . . , f, iK = 1, . . . ,dim(I)
(3.48)
Note that D = f · dim(I). By using Theorem 3.3.2 and the local transition
operators IiK ,jK as before we find∣∣∣〈ψ′i, Aψ′j〉−∑
p,q
〈
ψ(pb,mK), AImKpKL
l/2∗
ip L
l/2
jq IqKmKψ(qb,mK)
〉∣∣∣
≤ (const.) e−µ′l/2
(3.49)
for any mK = 1, . . . ,dim(I). By the definition of the local transformation
operators and assumptions of the Proposition, the support of
AImKpKL
l/2∗
ip L
l/2
jq IqKmK
lies within a square of length L∗ and therefore those terms in the sum with
pb 6= qb vanish as a consequence of the TQO condition. We can assume that the
support X of A is disjoint from K otherwise there is nothing to be proven. On
the square lattice |∂ΦKl/2| only grows polynomially in l. Again by the TQO
condition 〈
ψ(pb,mK), Aψ(qb,mK)
〉
= zδpbqb (3.50)
and in particular
P (A− z)ψ(pb,mK) = P (A∗ − z¯)ψ(pb,mK) = 0 (3.51)
for all pb andmK , so that the proof of the Proposition follows by the exponential
clustering Theorem 2.2.1.
3.5 Simple Example of an Exponentially Local
Spectral Flow
Here we present a particular impurity model in the same setup as above for
which it is not difficult to construct a unitary exponentially local spectral flow.
We are dealing with a ν-dimensional lattice of S = 1/2 spins, i.e. Hx ∼= C2,
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and restrict to cubic volumes Λ = ZνL of length L with periodic boundary
conditions. The bulk interaction is that of an ‘xy-model’ with Hamiltonian
H = −
∑
d(x,y)=1
1/2
(
S1xS
1
y + S2xS2y
)
+
∑
x
(u(x) + 2ν)
(
1/2 + S3x
)
(3.52)
where Six, i = 1, 2, 3, are the spin matrices at site x (half the Pauli matrices). For
uwe take a positive function bounded below by u(x) ≥ γ, for γ > 0, which then
is also the spectral gap above the zero ground state energy. The ground state
is the product of spin-down vectors (eigenvectors of S3x and eigenvalue −1/2)
and frustration-free. Note that (1/2 + S3x) is the orthogonal projection onto the
spin-up state and that the first term, the ‘hopping term’, can be rewritten as
S1xS
1
y + S2xS2y = 2S+x S−y + 2S−x S+y (3.53)
in terms of the spin raising/lowering operators S±x = S1x ± iS2x. In fact, this
model is unitarily equivalent to a system of hard core bosons where sites
occupied by a boson correspond to those being in spin-up state (sometimes
called Matsubara–Matsueda correspondence [84]). Locality of operators is
strictly preserved in this correspondence. Using standard second quantization
notation, see e.g. [33],
H ∼= H˜ := Phc dΓ(−∆ + u)Phc (3.54)
where Phc is the orthogonal projection on the subspace of bosonic Fock space
Γ(l2(Λ)
)
with at most one Boson per site (hard core condition). ∆ denotes
the discrete Laplacian. The particle number is conserved in this many-boson
system just as our xy-model conserves the spin, i.e. [H,
∑
x S
3
x] = 0.
We now add an impurity at a single site, K = {k}, which itself consists of
N spins with Hilbert space I = (C2)⊗N . This is equivalent to adding N
sites I = {i1, . . . , iN} on the Boson model side of the correspondence. The
coupling to the system is described by a smooth path W (s) of spin-conserving
operators on Hk ⊗ I with H(0) = H , so that H(p) = H + W (p) maintains a
2N -dimensional g-gapped sector. Recall that we denoted with CW the maximal
norm of the derivative of W . Initially, any state with Bosons located only
at the Impurity’s sites is a ground state. By the assumption of spin/particle
number conservation along the path, the low-lying sector is fully described by
eigenfunctions of a few-particle system (up to N ). These decay exponentially,
making the model so tractable.
Proposition 3.5.1. Let P (p) be the spectral sector projections for the low-lying sector
along the path of Hamiltonians H(p) in the xy-model with impurity as defined above.
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There are C, µ′ > 0 depending only on g and N , such that the following holds: for
every length l ∈ [0,∞], there is a smooth path of self-adjoint operators Gl(p) and of
unitary operators Ul(p) with support in the l-fattening Kl of the impurity site, which
satisfy ∥∥P (p)− Ul(p)P (0)U∗l (p)∥∥ ≤ C e−µ′l (3.55)
and solve
− i∂pUl(p) = Gl(p)Ul(p), Ul(0) = 1l (3.56)
We only give a brief sketch of the proof : We show that Kato’s ‘transformation
function’, see chapter 2 or also II. § 4 in [70], which is a particular choice of a
spectral flow, is exponentially quasi-local for our model. It is defined as the
unique solution U(p) of (3.56) generated by the commutator
G(p) := i
[
P (p), ∂pP (p)
]
(3.57)
and satisfies (3.55) with l = ∞. For n ≥ 0, let H(n)(p) and P (n)(p) be the
restrictions of H(p) and P (p) to the invariant n-spin (particle) subspace. If
n > N , note that P (n)(p) = 0, which implies G(n)(p) = 0 and U (n)(p) = 1l for
the restrictions of G(p) and U(p). By the holomorphic functional calculus, the
sector projection and its derivative can be expressed in terms of the resolvent
as
P (n)(p) = − 12pii
∫
C(p)
dz
(
H(n)(p)− z)−1
∂sP
(n)(p) = 12pii
∫
C(p)
dz
(
H(n)(p)− z)−1 ∂sW (n)(p) (H(n)(p)− z)−1 (3.58)
for a family of contours C(p) at distance of at least g/2 to the spectrum and
enclosing the low-lying spectrum. Switching to the particle description of our
model, H(n)(p) is unitarily equivalent to to an n-particle discrete Schrödinger
operator on (the symmetric hard-core subspace of) l2((Λ ∪ I)n). For such
operators, a Combes–Thomas type estimate [24] shows that the matrix elements
of the resolvent as in the above integrals decay exponentially away from the
diagonal in the canonical position basis. The length scale of this decay may
increase with the dimension n and as the gap closes (for z ∈ C(p)). Since
∂sP
(n)(p) is equivalent to an operator with support inK∪I , the matrix elements
of G(n)(p) then decay exponentially away from k. Truncating G(n)(p) outside
of Kl only gives a difference in norm that decays exponentially in l. Therefore,
we can define Gl(p) of the Proposition as the direct sum (from 0 to N ) of
these truncations and Ul(p) as the corresponding unique solution of differential
equation (3.56).
Chapter 4
Weakly coupled Markov
dynamics in quantum spin
systems
4.1 Introduction
Stochastic Markov dynamics is a crucial modeling device for (non-equilibrium)
statistical mechanics, as well as a technical tool for simulation purposes, i.e.
Monte Carlo algorithms. In the past years, Markov evolutions have been also
considered for many-body quantum systems, see e.g. [4, 5, 67, 77, 91, 87, 112,
126, 127, 139] just to name a few situations. A lot remains to be clarified about
their physical origin and justification, but in this chapter we take a top-down
approach and we assume that a Markovian dynamics is given. Its generator
(Lindblad operator) is a sum of quasi-local terms. We allow this dynamics to be
non-equilibrium in that it does not need to satisfy a detailed balance condition,
i.e. we do not ask that it is self-adjoint w.r.t. to a scalar product weighted
with a Gibbs state. We are motivated by the following question: When does
the Markov dynamics allow for phase coexistence, i.e. multiple stationary
states in the thermodynamic limit? A property that appears often together with
uniqueness, or absence of phase coexistence, is (uniform) exponential relaxation
to the stationary state, meaning that expected values of local observables
approach their stationary values exponentially fast independent of the volume
and boundary conditions. This notion and the related property of ‘rapid
mixing’, which was important in recent work [15, 26, 69] on similar questions
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as ours, is made more precise in the main part of the text.
As such, the question of phase uniqueness is also interesting for classical
systems. One could conjecture that for any detailed balance dynamics
in the uniqueness regime (e.g. at high enough temperature for Glauber
type dynamics, etc.) the uniqueness is stable against small non-detailed
balance perturbation. To our knowledge, this has yet been proven in any
generality. Nevertheless, there are numerous results on uniqueness and
uniform exponential relaxation (and log-Sobolev inequalities), in particular in
the regime of ‘complete analyticity’. We refer to works like [52, 86, 89, 138] and
references therein.
On the quantum side, uniqueness and exponential approach have been
established in [87, 88] for small perturbations of product dynamics with specific
generators of the form EX − 1l, where EX maps arbitrary operators into
operators that act as (multiple of) the identity within the spatial set X . In [68]
exponential relaxation is proven starting from a log-Sobolev inequality, and in
[115], exponential relaxation was obtained for a class of cellular automata.
This chapter follows closely the paper [25] and is concerned with general
perturbations of product dynamics. Analogous classical models were treated
by Maes and Netocny in [85] for studying the Gibbsianity of the time-evolved
measures. We show that perturbation theory for the stationary state around
independent spins is very robust, indicating the stability of this ‘trivial
phase regime’. Concretely, the perturbed dynamics remains exponentially
ergodic with a unique (infinite-volume) stationary state, see Theorem 4.3.1.
Additionally, if the dynamics depends analytically on some parameter, then so
does the stationary state. Boundary conditions do not affect the thermodynamic
limit of the dynamics and stationary state, which is the content of Corollary
4.3.4.
4.2 Definition of the Dynamics
Quantum Spin System
We consider quantum spin systems on the the d-dimensional lattice Zd, d ≥
1, as introduced in section 2.1.1. In the same way as observables A ∈ AS ,
S ⊂ Λ, are embedded canonically in AΛ as the local observable A ⊗ 1l, we
also often identify each (super-)operator O ∈ B(AS) with a local operator in
B(AΛ) ∼= B(AS)⊗B(AΛ\S) without explicitly mentioning it. We recall that the
quasi-local algebra A is the C∗ algebra defined as the operator norm closure of
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the inductive limit
⋃
ΛAΛ with subsets Λ b Zd ordered by inclusion. A state is
a normalized positive functional on a C∗ algebra. The operator norm on B(AΛ)
is again denoted by ‖ · ‖. Note that the norm of a local operator O ∈ B(AΛ)
with support in S ⊂ Λ may increase with the ambient volume Λ b Zd, which
motivates the definition of the completely bounded norm ‖O‖cb := supΛ‖O‖
on the space of local operators. Since however ‖O‖cb ≤ dim(HS)‖O‖, where
the right hand side means the norm in B(HS), which is shown for example in
the textbook [106] (Proposition 8.11), we use the completely bounded norm
mostly to facilitate volume-independent notation.
Unperturbed Product Dynamics
For each x ∈ Zd let G(x) ∈ B(Ax) be the generator of a semigroup etG(x), t ≥ 0,
of completely positive and identity preserving operators on Ax, i.e. a quantum
Markov semigroup (QMS) in the Heisenberg picture.
Our main assumption is that 0 is a simple eigenvalue of each G(x) with
corresponding rank one projection Qx and that there exist constants M, g > 0
such that
sup
x∈Zd
∥∥eG(x)t(1l−Qx)∥∥cb ≤Me−gt (4.1)
for all times t ≥ 0.
As an immediate consequence, there is a (unique) state %G(x) on Ax such that
lim
t→∞σ
(
etG(x)A
)
= %G(x)(A) (4.2)
for all initial states σ and observables A ∈ Ax. In such a situation, we shall say
that the semigroup etG(x) is relaxing to a unique stationary state. For a volume
Λ b Zd, the non-interacting dynamics on Λ is generated by the sum of local
generators
GΛ :=
∑
x∈Λ
G(x). (4.3)
The corresponding semigroup is relaxing to the unique stationary state
%G,Λ :=
⊗
x∈Λ%G(x). (4.4)
Remark 4.2.1. Every QMS generator G on Ax can be written in the Lindblad
form
G(A) = i[H,A] +
∑
m
K∗mAKm − 12{K∗mKm, A}, A ∈ Ax, (4.5)
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with a self-adjoint H ∈ Ax and a finite family of (Kraus) operators {Km}m. Let
K be the algebra generated by this family. If all G(x) are merely local copies
of a generator G as above, then the irreducibility property Kψ = Hx, for all
ψ ∈ Hx, is a convenient sufficient condition for our main assumption. See e.g. the
introductory part of [65] for more details.
The Perturbation
The perturbation is defined by a family of local QMS generators {V(Γ)}, Γ b Zd,
V(Γ) ∈ B(AΓ). We assume that V(Γ) = 0 whenever Γ is not a connected subset
of Zd or if Γ is the empty set and that the norm of V(Γ) decays exponentially in
the size of Γ:
|||V|||l := sup
x∈Zd
∑
Γ3x
e|Γ|/l ‖V(Γ)‖cb ≤ , (4.6)
for some decay length l > 0. The constant  may be viewed as the second
natural energy scale in our setup besides the decay rate g. The proof of our
main Theorem indeed does not require that each local term V(Γ) generates a
QMS, but only that it annihilates the identity, and that globally
VΛ :=
∑
Γ⊂Λ
V(Γ) (4.7)
is a QMS generator for every volume Λ.
Boundary Conditions
Boundary conditions are implemented by a family of QMS generators {W(Γ)},
Γ b Zd,W(Γ) ∈ B(AΓ). Again it is assumed thatW(Γ) = 0 whenever Γ is not
a connected subset of Zd or if Γ is the empty set and that it satisfies |||W|||b <∞
for some (not necessarily small) decay length b > 0.
4.3 Results
4.3.1 Open Boundary Conditions
The weakly interacting QMS in the volume Λ b Zd and open boundary
conditions is generated by
LΛ := GΛ + VΛ. (4.8)
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Let Λ ↗ Zd stand for the thermodynamic limit along any sequence of finite
volumes Λ such that every ∆ b Zd is a subset of almost all of them.
Theorem 4.3.1. Assume 1/l > log 2 and define another decay length
l′ = 11/l − log 2 . (4.9)
Assume further that  < g and choose a decay rate g′ > 0 such that  < g − g′. We
also abbreviate
K = g − g
′
g − g′ −  , (4.10)
then the following holds for some constant C > 0 that may only depend on M defined
in equation (4.1):
1. there is a unique strongly continuous quantum Markov semigroup St on the
quasi-local algebra A, such that∥∥etLΛ(A)− St(A)∥∥ ≤ (K − 1)e−d(X,Λc)/l′C |X|‖A‖, (4.11)
for all t ≥ 0, Λ b Zd, and local observables A with support in X ⊂ Λ.
2. St is relaxing to a unique stationary state %Zd exponentially according to∥∥St(A)− %Zd(A)1l∥∥ ≤ Ke−g′tC |X|‖A‖. (4.12)
3. etLΛ is relaxing to a unique stationary state %Λ, for every finite volume Λ, and
furthermore
%Zd = lim
Λ↗Zd
%Λ (4.13)
is the unique weak* thermodynamic limit.
4. Truncated correlations decay exponentially in space for the stationary state:∣∣%Zd(AB)−%Zd(A)%Zd(B)∣∣ ≤ (K − 1)e−d(X,Y )/l′C |X|+|Y |‖A‖‖B‖ (4.14)
for all pairs of local observables A,B with support in X,Y b Zd, X ∩ Y = ∅.
The Theorem is proven below by a basic perturbative expansion of the
dynamics exploiting the uniform local relaxation of the product dynamics
for the temporal bound and the exponential decay of the interaction for the
spatial bound.
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Remark 4.3.2. The definitions of the time scale 1/ and spatial scale l is obviously
not independent. The situation is more transparent for finite range interactions.
In that case, the constraint 1/l > log 2 is no longer meaningful, since |||V|||l is
finite for every l. Our result then can be roughly summarized in the following
expected form: one can take any g′ < g and any l′ provided that the interaction
satisfies
|||V|||∞ . (g − g′)e−Rd/l′ (4.15)
where R is the range of the interaction.
Remark 4.3.3. If the generators G(x) and V(Γ) depend analytically on some
parameters without violating the assumptions throughout an (open complex)
parameter domain, then the expansions used in the proof converge uniformly.
As a consequence, also the dynamics and stationary state, i.e. St(A) and
%Zd(A), for local observables A, depend analytically on these parameters. More
precisely, this holds if the operators G(x) and V(Γ) uniformly satisfy (4.1) and
(4.6) and as long as they annihilate the identity 1l. For a non-trivial analytic
dependence on the parameters, note that etLΛ and %Λ cannot be positive for
the whole domain. Furthermore, the theorem’s decay estimates remain valid
throughout the parameter domain, which we however can only prove for decay
lengths l′ that are larger than (4.9). The proof of the theorem is given for this
more general setting and gives a lower bound for 1/l′ of the form 1/(a1l)− a2,
for some a1, a2 > 1.
Let us also comment on the relation with some interesting recent work on
extended quantum Markov dynamics. In [26], the authors do not only study
perturbations of products as we do, but more generally of (locally generated)
dynamics etLΛ which satisfy ‘rapid mixing’. In case of a unique stationary state
%Λ for each volume Λ, this condition means that∥∥etLΛ(A)− %Λ(A)1l∥∥ ≤ C(|Λ|) e−gt (4.16)
holds for all observables A ∈ AΛ and with a function C(|Λ|) growing only
polynomially in the volume. As a main result, it is shown in [26] that rapidly
mixing systems are stable according to∥∥etLΛ(A)− etL′Λ(A)1l∥∥ ≤ C(|X|)(+ b(d(X,Λ))) (4.17)
for all local observables A with support X ⊂ Λ, where L′Λ is the perturbed
generator and b(d) ≥ 0 a decaying boundary correction. On the way to
this result they also prove that rapid mixing implies the existence of the
thermodynamic limit of stationary states. Note however that it is unclear
and an interesting question whether perturbations of product dynamics as
studied here satisfy rapid mixing. It does not follow from our result as we only
obtain estimates with prefactors that grow exponentially in the support of local
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observables. This question is interesting also because it has been established
that rapid mixing furthermore implies exponential decay of correlations and an
area law (for the ‘mutual information’) for the stationary state, see [15, 26, 69].
4.3.2 Other Boundary Conditions
The result on the existence of the infinite volume dynamics St is already
contained in the work of Nachtergaele et al. [93] applying Lieb–Robinson
propagation bounds [83] for QMS; see also [54, 111] for similar results in the
context of (classical) Markov Processes. In fact, we use their result to prove,
as a Corollary of the Theorem, independence from boundary conditions for
the thermodynamic limit of stationary states. For that purpose we define the
following QMS generator in volume Λ′ b Zd with boundary conditions outside
a bulk volume Λ ⊂ Λ′,
LΛ,Λ′ := LΛ′ +
∑
Γ⊂Λ′\Λ
W(Γ). (4.18)
Corollary 4.3.4. Under the conditions of the theorem, there are constants C, l˜ > 0,
such that the following holds for all Λ ⊂ Λ′ b Zd: let σ be a stationary state for
etLΛ,Λ′ , then ∣∣σ(A)− %Zd(A)∣∣ ≤ e−d(X,Λc)/l˜C |X|‖A‖ (4.19)
for all local observables A with support in X ⊂ Λ, where the state %Zd is defined as in
the Theorem.
This result may be viewed as a dissipative version of Yarotsky’s result on
ground states for weak perturbations of gapped non-interacting systems [136].
Here the QMS was defined by sums of local generators, and by definition each
of them has a non-empty kernel containing the identity. This fact simplifies the
problem considerably and is somewhat comparable with frustration-freeness
when studying ground states of local Hamiltonians. Note however we are here,
in case of non-equilibrium, dealing with generators that may not be self-adjoint.
4.3.3 Examples
Quantum Ising Model With Dissipation
For this example we consider a chain of qubits, i.e. each Hx, x ∈ Z, is a copy
of H ∼= C2. We denote with σi, i = 1, 2, 3, the usual Pauli matrices, and with
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|↑〉 and |↓〉 the spin up and spin down eigenstate of σ3 in Dirac’s notation.
Additionally, we put 2σ± = σ1 ± iσ2 such that σ+|↓〉 = |↑〉, σ−|↑〉 = |↓〉. The
unperturbed product dynamics is generated by copies of a single-site generator
G(A) = i[hσ3, A]+ σ+Aσ− − 12{A, σ+σ−}, A ∈ B(H), (4.20)
where h ∈ R is a parameter indicating the strength of a (transverse) field, and
where the expression in square brackets is the commutator and in curly brackets
the anti-commutator. The coherent and dissipative part of the generator
commute with each other. It gives rise to a unique stationary state %G(x) = |↓〉〈↓|
at each site and (4.1) holds h-uniformly for the projection Qx( · ) = 〈↓| · |↓〉1l, for
example with constants M = 4 and g = 1/2. We take a translation invariant
perturbation acting only on pairs of nearest neighbour sites defined through
V({x, x+ 1})(A) = i[Jσ1xσ1x+1, A], A ∈ A{x,x+1} (4.21)
where σ1x is the local operator acting on site x as σ1 and where the coupling
strength J ∈ R is another parameter. The coherent part of the dynamics is that
of the transverse field Ising model with Hamiltonian
H = h
∑
x∈Λ
σ3x + J
∑
{x,x+1}
σ1xσ
1
x+1. (4.22)
By our Theorem, if the coupling J is small enough (e.g. 2J < e−2 log 2g, see also
Remark 4.3.2 on finite range interactions) and for all values of h, the stationary
state for the full dynamics generated by LΛ as in (4.8) is unique even in the
thermodynamic limit. We chose the particular form of perturbation above
to relate to the well-known (Hamiltonian) transverse Ising model, which is
exactly solvable. See also [109], where similar dissipative models are solved
exactly. This property is however not relevant here: uniqueness holds for
any perturbation that is small enough according to the Theorem. We may, for
example, add a small longitudinal field ∝ σ1 at each site, then the model is not
longer mapped to free fermions by a Jordan–Wigner transformation.
An immediate interesting question would be whether uniqueness persists as J
is increased or if there is a transition to a phase with multiple stationary states.
It seems tempting (though a-priori not justified) to make a comparison with
ground state properties of the Ising model in transverse field, for which indeed
a quantum phase transition (in the ground state) occurs at a certain critical
value of J/h and there is phase coexistence above the critical value. This is
also very much connected to a question that is not even fully resolved in the
classical domain: is it possible to devise a one-dimensional cellular automaton
with ‘non-degenerate’ noise that can have phase coexistence, see [49, 51].
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Figure 4.1: Time-evolution of the quantum Ising model with dissipation on a
ring of N = 9 sites with transverse field strength h = 1 and for different values
of the coupling J . Initially all spins point upwards and the plots show the
expectation value for 〈σ3x(t)〉 for any site x. The result was obtained numerically
using the QuTip python package [66].
Transport for Weakly Coupled Self-consistent Heat Baths
In our second example we start out with a product dynamics describing a
quantum spin chain where each site x ∈ Z is in contact with a separate heat
bath at temperature Tx. Given a local Hamiltonian Hx = H∗x ∈ Ax, this contact
is modelled by a QMS with unique stationary state %G(x) = Z−1 exp(−Hx/Tx),
the Gibbs state. Its generator G(x) = G(x, Tx) is detailed balance w.r.t. Hx at
temperature Tx > 0, i.e. it is self-adjoint for the inner product ‘weighted’ with
the Gibbs state %G(x),
〈A,B〉x = Tr
(
A∗%sG(x)B%
1−s
G(x)
)
. (4.23)
for some 0 ≤ s ≤ 1 and it depends analytically on Tx, see Remark 4.3.3. The
perturbation V is a nearest neighbour interaction of the form
V({x, x+ 1}) = i[Vx,x+1, ·], such that [Vx,x+1, Hx +Hx+1] = 0, (4.24)
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and supposed to be sufficiently weak, so that the Theorem guarantees a unique
stationary state %Λ = %Λ(T1, . . . , TN ), for all volumes Λ = {1, . . . , N} ⊂ Z.
Using that the interaction conserves energy locally, i.e. (4.24), we can write the
continuity equation
0 = ∂t%Λ
(
etLΛ(Hx)
)
(4.25)
= %Λ
(V({x− 1, x})(Hx))+ %Λ(V({x, x+ 1})(Hx))+ %Λ(G(x)(Hx))
≡ jx(T1, . . . , TN )− jx+1(T1, . . . , TN ) + Jx(T1, . . . , TN )
where
jx = %Λ
(V({x− 1, x})(Hx)) = −%Λ(V({x− 1, x})(Hx−1)) (4.26)
is the current from site x− 1 to x and Jx the current originating from the heat
bath at site x. One can ask if the temperatures Tj can be chosen in a way such
that the currents J = J2, . . . , JN−1 from the bulk heat baths all vanish (but not
necessarily J1 and JN ). Of course, choosing all Tj equal is a solution, which
corresponds to global equilibrium. But there are other solutions, for example
those which result in a uniform heat current jsc through the chain,
J1 = jx = −JN = jsc, x = 2, . . . , N. (4.27)
The idea which motivates looking for such temperature profiles is that the
coupled heat baths may model chaotic degrees of freedom along the chain,
so that indeed the steady currents from these reservoirs should vanish. The
non-trivial question is now: How does the profile of Tj look like for a nonzero
jsc. The problem can be solved for sufficiently small TN − T1, and the result is
that the current jsc and local temperature differences Tx+1 − Tx both scale as
1/N obeying Fourier’s law jsc = κ(Tx)(Tx+1 − Tx) for some heat conductivity
κ, see [13]. We do not prove this theorem here as it strays too far from the
main message of this chapter. However, with some thought the result of the
present chapter, in particular the local currents’ analytic and exponentially
weak dependence on distant temperature parameters, allows to establish
Fourier’s law. For related results on such chains of ‘self-consistent heat baths’
in classical mechanics see e.g. [12].
4.4 Proofs
4.4.1 Proof of the Theorem
For every volume Λ b Zd the QMS can be expressed in the form of the norm-
convergent Dyson expansion. For any local observable A with support in
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X ⊂ Λ, X 6= ∅, one obtains
etLΛ(A) = etGΛ(A) +
∞∑
n=1
∫
t1≤···≤tn≤t
dt1 . . . dtn e(t−tn)GΛVΛe(tn−tn−1)GΛVΛ . . .
. . . e(t2−t1)GΛVΛet1GΛ(A).
(4.28)
Given a subset E ⊂ Λ we define the projection operator
PΛ(E) :=
(⊗
x∈E(1l−Qx)
)⊗ (⊗x∈Λ\EQx) (4.29)
on AΛ. Since the one-dimensional range of each Qx is spanned by the identity
we find that
V(Γ)PΛ(E) = 0 if Γ ∩ E = ∅ (4.30)
and in particular V(Γ)PΛ(Λ) = 0 for every Γ ⊂ Λ. The locality of the expansion
and the local relaxation assumption (4.1) become accessible by writing out the
sum of local terms in VΛ and inserting the identity in the form
1l =
∑
E⊂Λ
PΛ(E) (4.31)
multiple times in the Dyson expansion. It can be written as
etLΛ(A) = etGΛ(A) +
∑Λ
Γn,En
∫ t
0
dsHt(s,Γn,En, A), (4.32)
where we abbreviated Γn = (Γ1, . . . ,Γn), En = (E1, . . . , En+1), with non-
empty Γi, Ei ⊂ Λ for all i = 1, . . . , n, and En+1 ⊂ Λ also allowed to be the
empty set. The above sum runs over all these n-tupels, n ≥ 1, of subsets of the
volume Λ. Furthermore we introduced the operator-valued function
Ht(s,Γn,En, A) (4.33)
:=
∫
t1≤···≤tn−1≤s
dt1 . . . dtn−1 e(t−s)GΛPΛ(En+1)
(V(Γn)e(s−tn−1)GΛPΛ(En)) . . .
. . .
(V(Γ1)et1GΛPΛ(E1)) (A).
For given Γn and En let us define the set
D = D(Γn) :=
⋃n
i=1Γi (4.34)
and we state some rather direct observations regarding Ht(s,Γn,En, A):
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(i) Ht vanishes unless
E1 ⊂ X, Ei+1 \ Γi = Ei \ Γi and Ei ∩ Γi 6= ∅, 1 ≤ i ≤ n (4.35)
where X is the support of A.
(ii) Ht does not depend on the volume Λ as long as X,D ⊂ Λ.
(iii) Ht does not depend on the time t if En+1 = ∅.
(iv) Ht is a local operator whose support is within En+1. In particular it is
proportional to the identity if En+1 = ∅.
The above expansion, or more precisely the integrand in (4.33), can be depicted
by diagrams that spread into space-time starting from X at time zero and that
are connected as a consequence of observation (i), see Figure 4.2.
We continue the proof with two Lemmata; the first one concerns the time
integral of Ht(s,Γn,En, A) and then we show Λ-uniform summability over
the spatial subsets Γn and En in the second Lemma. χ denotes the indicator
function.
Lemma 4.4.1. For every l′, g′ ∈ R, g′ < g, there there is l′′ > 0, such that for all
volumes Λ b Zd, Γn and En within Λ, all times t ≥ 0, and n ≥ 1,∫ t2
t1
ds
∥∥Ht(s,Γn,En, A)∥∥ (4.36)
≤ exp{−g′tχ[En+1 6= ∅]−g′t1χ[En+1 = ∅]−l′|D|}
× C |X|‖A‖
n∏
i=1
e|Γi|/l′′‖V(Γi)‖cb
(g − g′)|Ei|
holds for all times 0 ≤ t1 ≤ t2 ≤ t. Here, one can take l′′ = l′ and C = 1 under the
conditions of the Theorem, and 1/l′′ = log(M + 1)(1 + 1/l′) and C = M + 1 for the
more general setting with complex parameter dependence introduced in Remark 4.3.3.
Proof. In the proof we first focus on the more general setting. By observation
(iii) we can, for every given Γn andEn, restrict the volume to Λ = X ∪D. Note
that, for all t ≥ 0 and E ⊂ Λ,
etGΛPΛ(E) =
(⊗
x∈E e
tG(x)(1l−Qx)
)⊗ (⊗x∈Ec Qx) (4.37)
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Λ
t
X
s tn−1 t5 t4 t3 t2 t1
Γn
Γn−1
Γ1
Γ2
Γ3
Γ4
Γ5
En+1
E1
En
En−1
Figure 4.2: (a) Sample diagram for n = 7: the vertical lines indicate perturbations
V(Γi) acting on Γi at time ti, the horizontal zig-zag lines indicate the sets within En.
is a product of single-site operators, which are bounded in the completely
bounded norm by Me−gt or M + 1 by assumption (4.1). The integrand in (4.33)
can be bounded in norm by∥∥e(t−s)GΛPΛ(En+1)(V(Γn)e(s−tn−1)GΛPΛ(En)) . . . (4.38)
. . .
(V(Γ1)et1GXPX(E1)) (A)∥∥
≤ (M + 1)|Γn| e−g(t−s)|Γn∩En+1|
× ∥∥(V(Γn)e(t−tn−1)GΛ\Γn e(s−tn−1)GΓnPΛ(En)) . . .
. . .
(V(Γ1)et1GXPX(E1)) (A)∥∥
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Repeating this step n times gives the upper bound
(M + 1)|X|+
∑
i
|Γi| e−g(t−s)|En+1|‖A‖
n∏
i=1
e−g(ti−ti−1)|Ei|‖V(Γi)‖cb (4.39)
where we set t0 := 0 and as before s := tn. The diagrammatic representation
can be useful for this exercise. Since |D| ≤∑i|Ei|, we then get∫ t2
t1
ds
∥∥Ht(s,Γn,En, A)∥∥ exp{g′tχ[En+1 6= ∅]+g′t1χ[En+1 = ∅]+|D|/l′}
(4.40)
≤ (M + 1)|X|+(1+1/l′)
∑
i
|Ei|‖A‖
×
∫ t2
t1
dtn
∫
t1≤···≤tn−1≤tn
dt1 . . . dtn−1
n∏
i=1
e−(g−g
′)(ti−ti−1)|Ei|‖V(Γi)‖cb.
By changing the integration variables to si := ti − ti−1 and extending the
integration domain, we obtain another upper bound for (4.40),
(M + 1)|X|+(1+1/l
′)
∑
i
|Ei|‖A‖
n∏
i=1
∫ ∞
0
dsi e−g
′si|Ei|‖V(Γi)‖cb (4.41)
= (M + 1)|X|‖A‖
n∏
i=1
(M + 1)(1+1/l′)|Γi|‖V(Γi)‖cb
(g − g′)|Ei| .
This finishes the proof of the lemma in the setting of Remark 4.3.3.
Under the conditions of the Theorem, we proceed just as above, but we can
additionally exploit the fact that ‖Qx‖cb = 1, since Qx is the t→∞ limit of a
(contractive) QMS.
Lemma 4.4.2. Recall the definition of K in (4.10) of the Theorem. For every l′′ > 0,
∑Zd
Γn,En:(i)
n∏
i=1
e|Γi|/l′′‖V(Γi)‖cb
(g − g′)|Ei| ≤ (K − 1)2
|X| (4.42)
if |||V|||l < g − g′ for 1/l = log 2 + 1/l′′.
Proof. First recall the constraint (4.35) in observation (i). Fixing Ei and Γi for
some 1 ≤ i ≤ n fully determines a family of at most 2|Γi| different compatible
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subsets Ei+1. On the other hand, fixing Ei determines a family of compatible
subsets Γi. Then, for every Ei b Zd,∑′
Γi
∑′
Ei+1
e|Γi|/l′′‖V(Γi)‖cb
(g − g′)|Ei| (4.43)
≤
∑
x∈Ei
∑
Γ3x
2|Γi|e|Γi|/l′′‖V(Γi)‖cb
(g − g′)|Ei|
≤ |||V|||l
g − g′ with 1/l = log 2 + 1/l
′′
where we put primes to indicate that we sum over compatible subsets
depending on Ei and Ei,Γi respectively. Therefore we obtain the majorizing
geometric series∑Zd
Γn,En:(i)
n∏
i=1
e|Γi|/l′′‖V(Γi)‖cb
(g − g′)|Ei| (4.44)
=
∞∑
n=1
∑
E1⊂X
∑′
Γ1
∑′
E2
e|Γ1|/l′′‖V(Γ1)‖cb
(g − g′)|E1| . . .
∑′
Γn
∑′
En+1
e|Γn|/l′′‖V(Γn)‖cb
(g − g′)|En|
≤ 2|X|
∞∑
n=1
( |||V|||l
g − g′
)n
,
if |||V|||l < g − g′, which proves the Lemma.
The above Lemmata together show that the expansion (4.32) converges in norm,
even if weighted exponentially,∑Zd
Γn,En
∫ t2
t1
ds
∥∥Ht(s,Γn,En, A)∥∥ (4.45)
× exp{g′tχ[En+1 6= ∅]+g′t1χ[En+1 = ∅]+|D|/l′}
≤ (K − 1)C |X|‖A‖
for all times 0 ≤ t1, t2 ≤ t and with some constant C > 0 (that only depends
on M ), if  = |||V|||l < g − g′, where either
1/l = log 2 + 1/l′ or
1/l = log 2 + log(M + 1)(1 + 1/l′)
(4.46)
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in the setting of the Theorem or of Remark 4.3.3 respectively.
In the following, the constant C represents a family of constants and its value
may change from line to line. Let us describe further consequences of the
Lemmata:
(1) The thermodynamic limit of the dynamics
St(A) : = lim
Λ↗Zd
etLΛ(A) (4.47)
= etGX (A) +
∑Zd
Γn,En
∫ t
0
dsHt(s,Γn,En, A)
exists for each local observable A ∈ AX , X b Zd, and t ≥ 0. Since the local
observables are dense in A, the infinite volume quantum Markov semigroup
St of the Theorem can be defined by continuous extension. Let Λ,Λ′ b Zd with
Λ ⊂ Λ′. In the difference
etLΛ(A)− et′LΛ′ (A) (4.48)
=
∑Λ′
Γn,En
χ[D ∩ Λc 6= ∅]
∫ t
0
dsHt(s,Γn,En, A) (4.49)
all those terms that, diagrammatically speaking, do not reach outside of Λ
cancel by observation (ii). Moreover the remaining terms in the sum decay
exponentially in the distance d(X,Λc) ≤ |D|,∥∥etLΛ(A)− et′LΛ′ (A)∥∥ ≤ (K − 1)e−d(X,Λc)/l′C |X|‖A‖. (4.50)
This shows that (4.11) holds by taking the limit Λ′ ↗ Zd and that the
convergence of (4.47) is uniform for all times. Therefore St is strongly
continuous.
(2) We take %Zd to be the state on A defined by
%Zd(A)1l = %G,X(A)1l + lim
t→∞
∑Zd
Γn,En
χ[En+1 = ∅]
∫ t
0
dsHt(s,Γn,En, A) (4.51)
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for local observables and extend it by continuity to the full algebra of
observables. We find that
St(A)− %Zd(A)1l (4.52)
= etGX (A)− %G,X(A)1l
+
∑Zd
Γn,En
χ[En+1 6= ∅]
∫ t
0
dsHt(s,Γn,En, A)
− lim
t′→∞
∑Zd
Γn,En
χ[En+1 = ∅]
∫ t′
t
dsHt′(s,Γn,En, A).
Due to the fact that the unperturbed dynamics is relaxing exponentially fast,
the first term is bounded by∥∥etGX (A)− %G,X(A)1l∥∥ = ∥∥∥ ∑
∅6=E⊂X
(
etGXPX(E)
)
(A)
∥∥∥ (4.53)
≤ 2|X|(M + 1)|X| e−gt‖A‖.
This bound only uses (4.1), which is convenient in view of the remark 4.3.3 on
analytic dependence. For products of QMS one can easily improve the above
bound to obtain a prefactor that grows only linearly in |X|. By (4.45), the other
two terms are each bounded by
(K − 1)e−g′tC |X|‖A‖, (4.54)
so that the Theorem’s claim (4.12) follows for some appropriate constant C.
(3) Defining states %Λ as above, but restricting to finite volumes Λ, it also follows
in the same way that etLΛ is relaxing to a unique stationary states exponentially
fast, ∥∥etLΛ(A)− %Λ(A)1l∥∥ ≤ Ke−g′tC |X|‖A‖. (4.55)
Furthermore, we have∣∣%Λ(A)− %Zd(A)∣∣ ≤ (K − 1)e−d(X,Λc)/l′C |X|‖A‖. (4.56)
It follows that %Zd is the (unique) weak* limit of these stationary states.
(4) Exponential decay of correlations follows from the expansion and (4.45),
since all terms with |D| ≤ d(X,Y ) cancel in the difference (4.14).
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4.4.2 Proof of the Corollary
By assumption, the local generators of the bulk and boundary dynamics V and
W decay exponentially in the diameter of their support (assumed here to be
connected sets). This infers the existence of an effective ‘propagation speed’ in
the system, see [93]: adapted to our purposes we may conclude that there exist
constants C, µ, v > 0, such that∥∥etLΛ,Λ′ (A)− etLΛ(A)∥∥ ≤ e−µ(d(X,Λc)−vt)C |X|‖A‖ (4.57)
for all local observables A with support in X ⊂ Λ and times t ≥ 0. [To
facilitate transferring the results from [93] note that, in case of the d-dimensional
lattice, one may take e−µn(1 +n)−(1+d) for the function Fµ(n) appearing in this
reference.] Inserting the time evolution appropriately and using the triangle
inequality as in [26] we obtain∣∣σ(A)− %Λ(A)∣∣ (4.58)
≤ ∣∣σ(etLΛ,Λ′ (A))− σ(etLΛ(A))∣∣+ ∣∣σ(etLΛ(A)− σ(%Λ(A)1l)∣∣
≤ ∥∥etLΛ,Λ′ (A)− etLΛ(A)∥∥+ ∥∥etLΛ(A)− %Λ(A)1l∥∥
for arbitrary t ≥ 0. Choosing this time through vt = d(X,Λc)/2 hence gives∣∣σ(A)− %Λ(A)∣∣ ≤ e−d(X,Λc)/l˜C |X|‖A‖, l˜ := max{l′, 2/µ} (4.59)
by the propagation bound (4.57) and exponentially fast relaxation in finite
volume (4.55). Together with (4.56) we arrive at the Corollary.
Chapter 5
A spectral flow for weakly
coupled spin systems
– with exponential locality and for perturbations
which need not to be self-adjoint –
5.1 Introduction
In chapter 2 we introduced a notion of stability in gapped phases based on the
spectral flow, allowing to relate different ground states from the same phase by
applying a quasi-local transformation. Moreover, the spectral flow was used
in [16, 92] to show stability of gapped phases, namely that the ground state gap
remains open if a small perturbation is added to the interaction. In this work
they restrict to a certain class of frustration-free Hamiltonians, exemplifying
the tendency that frustration-free systems are more robust and accessible than
generic ones, see also [94, 122, 124, 10]. On the other hand, it is believed that
every gapped ground state can be approximately described by a frustration-
free model or at least that there is a frustration-free representative in each phase
[44, 119].
One of the ultimate goals motivating the work of this chapter is to extend
such stability statements to non-self adjoint operators, so as to cover gapped
stochastic generators (e.g. Glauber dynamics) and their quantum counterparts,
see also [26] and the previous chapter 4 for more background on such a program.
At the same time, we try to construct an exponentially local unitary spectral
flow (or dressing transformation), interpolating between gapped ground states
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and their perturbations. This is an improvement over existing results which
are restricted to sub-exponentially local transformations. In the present chapter,
these aims will however be only partially achieved, as we will restrict ourselves
to the vicinity of non-interacting spins.
Our approach is an iteration procedure that progressively eliminates non-
frustration-free terms in the Hamiltonian, resembling the common scheme in
KAM theory for removing non-integrable parts of the dynamics. We will now
give an outline of this approach and simultaneously explain what ‘frustration-
free’ here means. The strategy is restricted to ground states in the ‘trivial phase’
(connected to product states) but it is not restricted per se to states that are only
small perturbations of product states. As such, the following outline is meant
to hint at potential extensions of the method.
This chapter directly follows the paper [37].
5.1.1 Outline
Let us explain this procedure in an informal way and in the most basic setup
for systems of s = 12 spins on the lattice. For every finite volume Λ ⊂ Zν , the
Hilbert space is H = ⊗x∈ΛHx, where each Hx ∼= C2 is the Hilbert space for
such a spin at site x with some preferred basis |↓〉, |↑〉. We take Ω = ⊗x∈Λ|↓〉x
to be a reference state. Throughout the outline, Ω will appear as an eigenstate
of operators for a non-degenerate and gapped eigenvalue 0. Even though these
operators might not be self-adjoint when we are dealing with perturbations
that are not self-adjoint, we will speak about Ω as ground state. Let us also
have the operators
|↑〉 = σ+|↓〉, |↓〉 = σ−|↑〉. (5.1)
A frustration-free operator F with ground state Ω is one that can be written as a
sum of local terms F =
∑
S FS , FS acting in S ⊂ Λ, such that FSΩ = F ∗SΩ = 0.
We are given an operator of the form
F + V, (5.2)
where F is frustration free with ground state Ω and a gap above that ground
state, and V has only non-frustration-free terms. By that we mean that we can
write V = V + + V − with
V ± =
∑
S
v±S σ
±
S , σ
±
S =
∏
x∈S
σ±x . (5.3)
We moreover assume that V is small, in the sense that all v±S are small (and of
course decaying appropriately as S grows large). The game consists now of
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finding an operator A such that
eiA(F + V )e−iA = F ′ + V ′ + a constant, (5.4)
where F ′, V ′ are like F, V above but with V ′ smaller than V . With foresight,
we declare A to be of order V and we expand in orders of V ,
eiA(F + V )e−iA = F + i[A,F ] + V + higher orders in V . (5.5)
We now seek A = A+ +A− of the same type as V above and so that it satisfies
i[A,F ] + V = frustration-free + a constant. (5.6)
A little thought shows that it suffices to solve the equations
− i[A+, F ]Ω = V +Ω, −(i[A−, F ])∗Ω = (V −)∗Ω. (5.7)
Let us focus on the first equation, the second being very similar. First, due to
the frustration-free property of F it is equivalent to iFA+Ω = V +Ω and this is
solved by
A+Ω = −i 1
F
V +Ω (5.8)
Note that the right-hand side is well-defined, since by the gap assumption F is
invertible on the orthogonal complement of Ω, which is also the range of V +.
The expression (5.8) is indeed an unambiguous prescription for A+ as the latter
can only contain products of σ+ operators. Writing A+ =
∑
S a
+
S σ
+
S , we get
a+S = i〈σ+S Ω,
1
F
V +Ω〉 (5.9)
At this point, one should argue that a+S decays sufficiently fast as diameter
and/or size of S increases and that it inherits the smallness of V +. This problem
is only easy in the case where F is itself a small perturbation of independent
spins, and therefore we restrict in this paper to that case. Once this step is
accomplished, the story writes itself: The new V ′ is roughly of the order of
(V )2, since the leading contribution to the ‘higher orders’ in (5.5) is
− [A, [A,F ]] + i[A, V ]. (5.10)
We can hence hope to iterate this procedure to eliminate V entirely. One issue
that has not yet been addressed is that the new frustration-free operator F ′,
obtained by adding perturbative frustration-free terms to F , needs to have a
gap to continue the iteration. This likely requires additional assumptions on F ,
but in the case where F is non-interacting, it follows immediately.
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5.1.2 Comparison with earlier work on weakly interacting spin
systems
Here we first want to mention some recent related work on the stability of
frustration-free systems and then earlier work on weakly interacting spin
systems.
In [16, 92] the authors prove that the ground state gap for a class of frustration-
free Hamiltonians is stable under arbitrary perturbations in the interaction.
They use Hastings spectral flow technique to map the perturbed Hamiltonian
in a similarity transformation to a Hamiltonian that is frustration-free (called
‘locally block diagonal’ in [16]) with respect to the unperturbed ground state
and for which therefore a gap can be proved more easily. In our work we
show that perturbations, which however need not to be self-adjoint, of classical
Hamiltonians are similar to frustration free ones. Moreover, if the perturbation
is exponentially quasi-local, so is the new Hamiltonian, a new result which
cannot be obtained through the sub-exponentially quasi-local spectral flow.
Frustration-freeness appeared as an important property in many studies of
gapped systems, see e.g. [94, 122] on lower bounds of ground state gaps. On
the other hand frustration-free systems not only seem to be more tractable,
but still rather generic. In one-dimensional spin chains for example, gapped
ground states can be approximated by matrix product states which always
possess a frustration-free parent Hamiltonian [44]. A close connection between
such parent Hamiltonians and perturbations of classical systems was worked
out in [124]. Besides the restriction to frustration-free systems the result [16, 92]
rests on assumptions concerning the presence of a local gap and topological
order (see chapter 2) in the unperturbed ground state subspace, which are
trivially satisfied in our setting of independent spins and unique ground state.
We mentioned this to give an idea of what properties should be relevant
in possible generalizations of our construction away from weakly coupled
systems.
Systems of independent quantum spins, each with a uniformly gapped non-
degenerate ground state, are deep in the unique ground state phase regime.
Though no longer a product, the ground state remains gapped when adding
a weak quasi-local interaction [135] and the infinite volume ground state is
unique for arbitrary boundary conditions [136]. Various methods have been
devised to obtain information on the ground state in such a setting, see for
example [71, 137] for low-temperature expansions. Another method going
back to [29, 72] extracts a quasi-local dressing transformation U connecting
the ground state Ω′ with the unperturbed product ground state Ω through
UΩ = Ω′ from certain fixed-point equations. Yarotsky constructed such a
dressing transformation for the setting at hand in [135] which is the exponential
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of an exponentially quasi-local operator (meaning that it can be written as sum
of truly local terms whose strength decay exponentially in the size of their
support). The transformation is clearly invertible, but not unitary.
5.2 Setup and Result
Quantum spin system. In this paper, we consider quantum spin systems on
the lattice Zν , ν ≥ 1, as introduced in chapter 2. For every finite volume Λ ⊂ Zν ,
its Hilbert space is given byHΛ = ⊗x∈ΛHx, where eachHx ∼= CD is the Hilbert
space describing finite spin degrees of freedom located at site x. The bounded
operators on HΛ, the observables, are denoted by BΛ and ‖·‖ stands for the
operator norm1. We will henceforth drop the dependence on volume Λ, since
all our results hold for any Λ, and all used constants can be chosen uniform in Λ.
As usual, we often identify operators O ∈ BΛ′ , Λ′ ⊂ Λ, with local operators in
larger volumes O ⊗ 1l ∈ BΛ. Our result concerns perturbations of independent
spins with Hamiltonian H = H0 +H ′, where
H0 :=
∑
x∈Λ
hx, hx = h∗x ∈ B{x}. (5.11)
We assume that the ground state energy of each single-site contribution hx is
equal to 0, non-degenerate, and uniformly gapped with gap g > 0 away from
the excited spectrum. H0 is diagonal for a basis consisting of product vectors.
The perturbation is a general operator H ′ ∈ B and, unlike H0, it does not
need to be self-adjoint. This allows to apply our results to (quantum) Markov
generators. In fact, within the context of generators, the restriction of H0 being
self-adjoint can also be relaxed and replaced by a condition on the relaxation
behavior, see section 5.2.1 and chapter 4 for the setup and generalization we
have in mind. This is important in view of applications to non-equilibrium
dynamics whose generators do not satisfy a detailed balance condition.
Quasi-locality. Let Ωx ∈ Hx be the ground state (vector) of hx, which is unique
up to a phase factor, and let hence Ω := ⊗x∈ΛΩx be the ground state of H0.
The orthogonal ground state projection at each site x is denoted by Px. We
also use the notation P¯x = (1l − Px) and, for subsets S ⊂ Λ, we abbreviate
PS = ⊗x∈SPx and P¯S = ⊗x∈SP¯x. At each site, the space of observables can be
1In this chapter the operators on Hilbert space are denoted with BΛ rather than with AΛ as
before. We do so to prevent confusion, since we want to treat ground states of Hamiltonians and
stationary states associated to stochastic (Lindblad) generators in the same abstract framework,
but in the context of quantum Markov dynamics the Hilbert space itself already consists of the
the algebra of observables, i.e.HΛ ≡ AΛ (with Hilbert–Schmidt norm instead of C∗ norm, but in
finite volume these are of course equivalent).
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split into the direct sum
Bx = B+x ⊕ B−x ⊕ Bnx ⊕ span(1l), where (5.12)
B+x := P¯xBxPx, B−x := PxBxP¯x, and Bnx := P¯xBxP¯x,
and, for subsets S ⊂ Λ, we also set
B+S := ⊗x∈SB+x , B−S := ⊗x∈SB−x , and BnS := ⊗x∈SBnx . (5.13)
The operators from the first two spaces may be viewed as those which can
locally create excitations out of the ground state or annihilate them at sites
within S. We use the convention that, if S = ∅, the above spaces consist only of
multiples of the identity 1l. Given the decomposition of single-site observables
in (5.12), we can expand every operator O ∈ B accordingly in the form
O =
∑
S
OS , OS ∈ BS := B+S+ ⊗ B−S− ⊗ BnSn , (5.14)
S = (S+, S−, Sn), S+, S−, Sn ⊂ Λ mutually disjoint.
The support of each operator OS , i.e. the collection of sites where it acts on
non-trivially, is denoted by
S = S(S) := S− ∪ S+ ∪ Sn. (5.15)
A volume intensive norm. Next, we want to define a norm ‖·‖µ on O ∈ B
which can capture exponential locality of operators and which, unlike the
operator norm, does not grow with the volume if O is exponentially local, i.e. a
sum of local operators whose strength decays exponentially in the support.
We introduce the function w(S) := |S| + |S|c on subsets S ⊂ Λ, where |S| is
the cardinality of S and |S|c the minimal cardinality of a connected set in Zν
containing S. Given µ ≥ 0, we define the µ-norm on operators O ∈ B as
‖O‖µ := ‖O∅‖|Λ| + supx∈Λ
∑
S: x∈S
eµw(S)‖OS‖. (5.16)
We assign the symbol ‖O‖′µ to the above expression without the first term
involving O∅. For each operator O, we obtained a unique decomposition
into a sum of local terms through (5.14). This decomposition is marginally
different from the more conventional representation through interactions as
in the introductory chapter 2. More concretely, if O =
∑
S⊂ΛO(S) for some
collection of local operators O(S) ∈ BS , then
‖O‖µ ≤ sup
x∈Λ
∑
S3x
4|S|eµw(S)‖O(S)‖. (5.17)
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Frustration-freeness. We say that an operator O ∈ B is frustration-free (here,
always with respect to the product state Ω) if
OSP = POS = 0, for all S. (5.18)
We can use the decomposition (5.14) to characterize frustration-free operators.
The terms which can spoil this property are the term O∅ proportional to the
identity, which we also write as O∅ = D[O], and those consisting exclusively
of (excitation) creation operators in B+S or of annihilation operators in B−S . If
S = (S, ∅, ∅), S 6= ∅, we write OS = O+S , and in the same way we set OS = O−S
if S = (∅, S, ∅). Furthermore, we define
V[O] := V−[O] + V+[O] =
∑
S
O−S +
∑
S
O+S , (5.19)
which we call the non-diagonal part of O. The frustration-free part of O is then
defined as
F [O] := O −D[O]− V[O]. (5.20)
We now present our main result on the dressing transformation or spectral
flow for the perturbed Hamiltonian
H = H0 +H ′, H0 =
∑
x∈Λ
hx. (5.21)
Since each hx ∈ Bnx we have ‖H0‖κ = eκ supx‖hx‖, which appears in the
following theorem.
Theorem 5.2.1 (dressing transformation). Let κ′ > κ ≥ log 2 and κ′ − κ ≤ 1.
There is a constant  > 0 independent of the volume Λ, so that, if
‖H ′‖κ′ ≤  · g
2(κ′ − κ)2
‖H0‖κ′ , (5.22)
then there are An ∈ B, n ≥ 1, so that the following holds true:
These operators are summable,∑
n
‖An‖κ ≤ C · ‖H
′‖κ′
g
, (5.23)
which also shows that the operator U := limn→∞ e−iA1 . . . e−iAn exists in every finite
volume Λ. It defines a similarity transformation,
U−1(H0 +H ′)U := HF = H0 + d · 1l + F, (5.24)
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where d ∈ C and F is frustration-free with respect to |Ω〉 and bounded as
‖F‖κ ≤ C · ‖H0‖κ
′‖H ′‖κ′
g(κ′ − κ) . (5.25)
The constant C does not depend on the volume. H0 + H ′ and HF have the same
spectrum and d is a non-degenerate eigenvalue gapped away from the rest of the
spectrum. If the perturbation H ′ is self-adjoint, then all the An can be chosen to be
self-adjoint. In this case, Ω is the non-degenerate ground state of HF , the operator U
is unitary and Ω′ = UΩ is the non-degenerate ground state of H0 +H ′.
Locality of the dressing transformation. If H ′ is self-adjoint, we may view U
as the unitary evolution operator U(t), t ∈ [0, 1], arising from a time-dependent
piecewise constant Hamiltonian A(t). In this setting, Lieb–Robinson bounds
yield quasi-locality for the Heisenberg dynamics of observables,
αt(O) = U∗t OUt, O ∈ B, (5.26)
as follows. Let O be a local observable with support in S, and set
Sr := {x ; d(x, S) ≤ r} (5.27)
for the support extended up to range r ≥ 0. Then there is an observable Or
with support in Sr, so that
‖U∗OU −Or‖ ≤ C · |S|‖O‖(eκvt − 1)e−κ·r (5.28)
for time t = 1 and Lieb–Robinson velocity v. Again C ≥ 0 is a constant which
of course does not depend on the volume nor on the particular observable O.
To obtain the above bound, we define the piecewise constant time-dependent
Hamiltonian A(t), t ∈ [0, 1], through A(0) = A1 and
A(t) =
∑∞
k=1‖Ak‖κ
‖An‖κ An
if
n−1∑
k=1
‖Ak‖κ < t ·
∞∑
k=1
‖Ak‖κ ≤
n∑
k=1
‖Ak‖κ.
(5.29)
By construction the κ-norm of the Hamiltonian A(t) is bounded from above
by
∑∞
k=1‖Ak‖κ for all times t ∈ [0, 1], so that we can find a uniform in t
Lieb–Robinson velocity v ∼ ‖H ′‖κ′/(κg) from (5.23). See for example ref. [9]
together with [96] for a version of Lieb–Robinson bounds for time-dependent
Hamiltonians. There they assume strongly continuous time dependence, but
the proof remains valid in our setting. (Note that A(t) is piece-wise constant on
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a finite number of intervals up to times 1−δ for arbitrary δ > 0. This parameter
can be chosen smaller and smaller for increasing volumes to bound the effect
of the remaining time evolution uniformly in the volume.)
With this locality result, the problem of computing expectation values of local
observables for the ground state of H0 + H ′ can therefore be transferred to
computing those of quasi-local observables (with exponential decay) with
respect to the simple product state Ω.
If the perturbation H ′ and hence possibly the An are not self-adjoint, then the
above arguments involving a unitary time evolution are no longer valid, but we
can still prove a locality property in our specific setting that is very similar (in
some direction even stronger) to (5.28). Let the observable O be exponentially
localized, say around a certain site x ∈ Λ, and we want to express that U−1OU
remains localized in that way. For that purpose, we introduce the norm
‖O‖µ,x := ‖O∅‖+
∑
S
eµwx(S)‖OS‖, wx(S) := w(S ∪ {x}), (5.30)
where µ ≥ 0 again indicates an exponential decay rate.
Theorem 5.2.2 (locality of dressing transformation). In the same setting and
under the same condition (5.22) of Theorem 5.2.1, we have
‖U−1OU‖κ,x ≤ C · ‖O‖κ′,x, ‖U−1OU‖κ ≤ C · ‖O‖κ′ ,
for all O ∈ B and x ∈ Λ, where C ≥ 0 is a constant independent of the volume.
Note that this result gives locality both of local observables around x, as of
observables that are sums of local terms throughout the whole volume. As
opposed to (5.28), this result shows that the local terms of the transformed
operator U−1OU decay exponentially in the size of their support and not
only in the distance to the support of the original operator O. On the other
hand, when reverting to the formulation of (5.28), there is roughly speaking a
prefactor that grows exponentially ∼ e(κ′−κ)w(S) in the support of O instead of
only linearly ∼ |S| as in (5.28).
5.2.1 Stationary states of (quantum) Markov dynamics
The dressing transformation introduced above cannot only be applied to
ground states but also stationary states in weakly coupled (quantum) spin
systems with Markovian time evolution. Such dynamics are often used to
effectively describe or model open quantum systems under the influence of
70 A SPECTRAL FLOW FOR WEAKLY COUPLED SPIN SYSTEMS
dissipation and possibly non-equilibrium driving. In the field of quantum
computation the hope emerged to enable the preparation of quantum states
as stationary states from engineered quantum dissipative dynamics [77, 131].
The stability of these systems and in particular of the corresponding stationary
states under perturbations is obviously important for such ideas. Since there is
a well-established notion of stability and of phases for gapped ground states
(see chapter 2), one may wonder if some aspects can be transferred to the
study of stationary states in dynamics from quasi-local gapped generators
(Lindbladians). Whereas locality results analogous to Lieb–Robinson bounds
in Hamiltonian systems were obtained for quantum Markov dynamics [111, 93],
Hastings’ spectral flow technique cannot be generalized to non-normal
operators and operators whose spectrum is not confined to the reals (both
is possible for general generators) in a straight forward way. In this non-self-
adjoint case, it is not clear whether persistence of a gap is sufficient for stability.
The work of [26, 15] is concentrating on the stability of the dynamics and
stationary states of rapidly mixing systems, which involves a condition on
the (fast) relaxation behavior of the dynamics that is stronger than a gap. In
[68] the authors discuss the connection between gaps, relaxation times, and
Log-Sobolev inequalities for general quantum Markov dynamics. See also [140]
for related work on extended quasi-local systems.
We will first briefly outlay the setup and state the result for quantum Markovian
dynamics. Our theorem applies to weakly coupled systems as introduced in 4.
Markov jump processes for classical spin systems will be discussed separately,
even though they are in fact a special case of the quantum formalism. We still
work on a quantum lattice system with the same Hilbert space as defined in the
beginning of this section, but, concerning the transfer of the result, the role of
Hx will be played by the space of single site observables Ax := B(Hx) and the
role ofHΛ is consequently taken over by AΛ := ⊗x∈ΛAx. Most naturally, these
spaces should be endowed with the operator norm to form a C∗ algebra, but
we furnish them with Hilbert space structure to allow a more direct application
of our result. Towards the end of this discussion we get back to this issue. For
each site x ∈ Λ, let ρx be a density matrix onHx with full rank, e.g. a thermal
state ρx ∼ e−βxVx for some inverse temperature βx and Hamiltonian Vx. Then
we define an inner product on Ax through
〈A,B〉ρx = TrHx(ρxA∗B) = ρx(A∗B), A,B ∈ Ax, (5.31)
where we slightly abused notation in that we use the same symbol for density
matrices and the associated state (functional). In analogy to the product ground
state Ω we are here dealing with a product stationary state ρ := ⊗x∈Λρx. We
defineA as the tensor product of Hilbert spacesAx with inner product denoted
by 〈·, ·〉ρ. In place of each single site Hamiltonian hx, we consider a Lindblad
generator lx ∈ B(Ax). It generates a quantum Markov semigroup of completely
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positive and identity preserving (super-) operators et lx , t ≥ 1, which define
the time evolution A(t) = et lxA of observables. Such generators annihilate the
identity 1l and cannot have eigenvalues with positive real part. To be in line
with the requirements of our theorem, we assume that each generator lx is self-
adjoint and that 0 is a non-degenerate and uniformly gapped eigenvalue, which
implies that at each site the dynamics is relaxing to the (unique) stationary
state τ(At) → ρx(A), t → ∞, for all observables A and initial states τ . As
mentioned before, the assumption of self-adjointness should not be necessary
in this setting and replaceable by assuming a spatially uniform relaxation rate,
but we do not give the details of the proof (more concretely, Lemma 5.3.3 can
be adapted following chapter 4). We set
L0 :=
∑
x∈Λ
lx, and L = L0 + L′, (5.32)
where the perturbation L′ is an arbitrary Lindblad generator. If it is
exponentially local and weak enough in the sense that ‖L′‖κ′ is small, then as
a result of the theorem there is a dressing transformation,
U−1(L0 + L′)U = L0 + F, (5.33)
where F annihilates the identity as frustration free operator. By definition 0 is
an eigenvalue of the left hand side, and therefore the constant d as appears in
(5.24) does not show up. To make the meaning of our definition of frustration-
freeness more clear in this context (the terminology may not be too suitable
here) note that P is the rank one projection taking observables A to ρ(A)1l.
Therefore F satisfies
ρ(FA) = ρ(PFA) = 0. (5.34)
By the gap stability claimed in Theorem 5.2.1, the perturbed dynamics retains a
unique stationary state, which we denote with ρ′. Since ρ is the stationary state
for the dynamics generated by L0, we have
ρ(L0A) = ρ(U−1(L0 + L′)UA) = 0 (5.35)
and therefore also
ρ(U−1(L0 + L′)A) = 0 (5.36)
for all observables A. It implies that the perturbed stationary state is given
through
ρ′(A) = λ · ρ(U−1A), (5.37)
where λ ∈ C is a non-zero normalization constant. The null space of both
L0 + L′ and L0 + F is spanned by the identity 1l, and from (5.33) we then
conclude that U(1l) = λ1l. The density matrices are related through
ρ−1ρ′ = λ · (U−1)∗1l = (U−1)∗U1l. (5.38)
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Since ρ is a product, taking the adjoint of operators on A does not change their
locality, and in particular, we have
‖(U−1)∗‖κ = ‖U−1‖κ. (5.39)
We can get another type of locality estimate by using Theorem 5.2.2 and
rewriting expectations with respect to ρ′ in the following way. For A ∈ A,
we denote with LA ∈ B(A) the operator defined by left multiplication with A,
then
ρ′(A) = ρ(U−1LAU1l) = ρ(A′), (5.40)
for A′ := U−1LAU1l.
By Theorem 5.2.2 we have therefore again obtained a way to express expectation
values of local observables for ρ′ in terms of the simple product state ρ and an
exponentially quasi-local observable. More precisely and having in mind that
A and hence also LA may be localized near some site x, we find that
‖U−1LAU‖κ,x ≤ C · ‖LA‖κ′,x (5.41)
and therefore A′ can be written as sum of local operators
A′ =
∑
S⊂Λ
A′S , A
′
S ∈ AS , (5.42)
with decay
∑
S⊂Λ
eκwx(S)‖A′S‖ ≤ C · ‖A‖κ′,x. (5.43)
The norm appearing in the sum is still the weighted Hilbert–Schmidt norm in
A, but obviously we can deduce exponential decay of A′ at a smaller rate also
for the more natural operator norm,∥∥A′S∥∥2op ≤ c|S| ‖A′S‖2, (5.44)
with 1/c the smallest eigenvalue of ρx, x ∈ S. For example at this point, the
exponential locality of our construction proves to be useful itself.
5.2.2 Classical stochastic processes
Markov jump processes on classical spins, or interacting particle systems,
are embedded in the above formalism. We repeat the discussion for the
convenience of the reader. Let Σx = {σ(x)1 , . . . , σ(x)D } be an orthonormal basis
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of Hx for every site x ∈ Λ. We identify each Σx with the configuration
space of a single classical spin and the Cartesian product Σ =
∏
x∈ΛΣx is
the configuration space of the spin lattice. The observables for each spin are
defined as the functions on Σx, which can be identified with Dx, the subset of
operators in Ax that are diagonal for the basis Σx. Again, the natural choice of
norm for observables would be the sup norm (corresponding to the operator
norm), but we choose a Hilbert space structure to apply our result. Let νx be a
strictly positive probability measure on Σx, then we set Dx := l2(Σx, νx) and
D := ⊗x∈Λl2(Σx, νx),∼= l2(Σ, ν) (5.45)
where ν is the product of the measures νx. We assume that νx is the unique
stationary measure of a Markov jump process with self-adjoint and gapped
generator lx (corresponding to a Lindbladian acting non-trivially only on the
subspace Dx ⊂ Ax). Given any Markov generator L′ on D, whose norm ‖L′‖κ
is small enough, we obtain a generator L of weakly coupled classical spins just
as above in (5.32) with unique stationary measure denoted by ν′. Using the
Theorems in the same way as above, we find that, for all f ∈ D (thinking about
a local function near some site x),
ν′(f) = ν(f ′) with f ′ := U−1mfU1 =
∑
S⊂Λ
f ′S , (5.46)
and
∑
S⊂Λ
eκwx(S)‖f ′S‖ ≤ C · ‖f‖κ′,x, (5.47)
where mf is the operator multiplying by f , where 1 is the constant function,
and each f ′S is a function depending only on the configuration of spins in a
subset S ⊂ Λ. Again, we can find an exponential decay estimate for f ′ also
with respect to the sup norm if the rate κ could be chosen large enough and if
the measures νx are bounded uniformly from below for all x.
As a final remark in this section, note that
ν′
(
f
)
= λ · ν(U−1f) = λ · ν(f · (U−1)∗1)
= ν
(
f · (U−1)∗U1) (5.48)
in terms of the adjoint operator of U−1 in l2(Σ, ν) and a normalization constant
λ ∈ C. In analogy with (5.38), we have hence obtained an explicit expression
for the Radon–Nikodym derivative
dν′
dν = λ · (U
−1)∗1 = (U−1)∗U1. (5.49)
In our perturbative setup the exponentials appearing inU−1 = limn→∞ eiAn . . . eiA1
should be manageable with high temperature cluster expansion techniques
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(where high temperature corresponds to the smallness of ‖An‖κ) to show that
the above quotient is a positive function and that it moreover can be written as
a the exponential
(U−1)∗1 = exp(Φ) (5.50)
of a potential Φ which is an exponentially local function. See e.g. references
[101, 35] for the background of this claim.
5.3 The Proof
– inspired by KAM theory with frustration-free operators
playing the role of integrable Hamiltonians –
We now describe our main iteration scheme to transform the Hamiltonian. It is
inspired by KAM theory. We rename the Hamiltonian H1 = H0 +H ′ and split
it (in a unique way) into a sum,
H1 = H0 + d1 + F1 + V1, (5.51)
where d1 = D[H ′] ∈ C is proportional to the identity, F1 = F [H ′] is the
frustration-free part, and V1 = V[H ′] is the non-diagonal remainder of the
perturbation H ′. Starting from our Hamiltonian H1, we recursively define a
sequence of Hamiltonians Hn, n ≥ 1, where Hn+1 is obtained from Hn through
Hn+1 := eiadAnHn = eiAnHne−iAn , (5.52)
and just below in (5.54) we will specify An as a function of Hn, which is self-
adjoint if Hn is self-adjoint. In that case, the Hn hence define a sequence of
unitarily equivalent Hamiltonians. We denote with dn, Fn, and Vn the constant,
frustration-free, and non-diagonal part of Hn −H0 respectively.
Lemma 5.3.1. Let F ∈ B be frustration-free and ‖F‖µ=0 < g/2, then 0 is a non-
degenerate eigenvalue of H0 + F (for eigenstate Ω) and the real part of the remaining
spectrum is larger than g/2.
This lemma on the gap stability of H0 upon frustration-free perturbations is
proven later in section 5.4 (as well as all other lemmata). It allows to define the
reduced resolvent of H0 + Fn for the eigenvalue 0, i.e., the operator Rn that
satisfies
Rn(H0 + Fn) = (H0 + Fn)Rn = P¯ , (5.53)
at least as long as ‖Fn‖µ=0 ≤ g/2. Under this condition, we define the operator
An, which was introduced above, as
An := iV−[VnRn]− iV+[RnVn]. (5.54)
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Lemma 5.3.2. An solves the equation Vn + iV
[
[An, H0 + Fn]
]
= 0
This property of An is central in our construction, as it enables us to rewrite
the transformation as follows. With this lemma, we see a cancellation of terms
when expanding each exponential in
Hn+1 = dn + eiadAn (H0 + Fn) + eiadAnVn. (5.55)
and we get Hn+1 = H0 + dn+1 + Fn+1 + Vn+1 with
dn+1 = dn +D
[
i[An, H0 + Fn] + En+1
]
, (5.56)
Fn+1 = Fn + F
[
i[An, H0 + Fn] + En+1
]
, (5.57)
Vn+1 = V[En+1], (5.58)
where we introduced
En+1 :=
∞∑
k=1
adkiAn
k!
( i[An, H0 + Fn]
k + 1 + Vn
)
. (5.59)
The operators An are accessible in perturbative expansions, as they are defined
through the resolvent of a frustration-free perturbation ofH0. As a consequence,
we will be able to show that, roughly speaking, the magnitude ofAn is the same
as that of Vn as long as Fn remains small enough. We can start the recursion
with a small V1. Assuming for a moment that the Vn at least do not grow, En+1
can in this sense be viewed as a second order contribution in Vn. The important
observation then is that Vn+1 = V[En+1] is quadratic in the precursor Vn, which
provides the (super-exponential) convergence of the procedure common from
KAM. The argument can be closed consistently realizing that the differences
Fn+1 − Fn decay just as fast as Vn. In summary we therefore find that Vn → 0
super-exponentially as n→∞ and that the map limn→∞ eadiAn . . . eadiA1 will
take the Hamiltonian H0 +H ′ to HF = limn→∞Hn, which is frustration-free
apart from a constant. We now supply the quantitative estimates.
5.3.1 Convergence of the recursion relation
Unfortunately, we did not manage to set up the whole procedure based on a
single norm and we therefore consider a family of norms by fixing a strictly
decreasing sequence of decay rates,
κn = κ+ (κ′ − κ)/n, n ≥ 1, (5.60)
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which lie between κ′ and κ, so that κ1 = κ′ and κ is approached as n → ∞.
Note also that the differences decrease as
δκn+1 := κn − κn+1 = κ
′ − κ
n(n+ 1) . (5.61)
We will often abbreviate the associated norms ‖·‖κn simply by ‖·‖n and we also
introduce the abbreviations
e1 := ‖H ′‖κ′ , en := ‖En‖2n, n ≥ 2, (5.62)
fn := ‖Fn‖2n, vn := ‖Vn‖2n, an := ‖An‖2n, n ≥ 1. (5.63)
We chose the 2n-norm instead of the n-norm in our estimates at the n-th step
only because of later notational convenience. The shifts dn are mostly irrelevant
in the construction, since An+1 and therefore also En+1 does not depend on it.
One should not expect volume independent convergence and upper bounds
for the dn, which present overall energy renormalizations, but rather for the
densities dn/|Λ|.
Next, we state the main tools of our proof. The first of the following three
lemmata shows that indeed an ∼ vn as long as there is a uniform upper bound
for the fn. Its proof is based on a perturbative expansion for the resolvent of
a frustration-free Hamiltonian of the form H0 + F . The other two lemmata
give general estimates on the commutator and, basically, the exponential of
operators for our particular type of volume intensive norms.
Lemma 5.3.3. Let µ ≥ 0 and F, V ∈ B, where F = F [F ] is frustration-free with
‖F‖µ < g/4 and V = V[V ] non-diagonal. The reduced resolvent R of H0 + F for the
eigenvalue 0 exists by Lemma 5.3.1 and A = iV−[V R]− iV+[RV ] is well-defined. It
satisfies
‖A‖µ ≤ 8‖V ‖µ
g/4− ‖F‖µ . (5.64)
Lemma 5.3.4. Let µ′ > µ ≥ log 2 and A,B ∈ B, then∥∥[A,B]∥∥
µ
≤ 8‖A‖µ′‖B‖µ′
µ′ − µ . (5.65)
Lemma 5.3.5. Let µ′ > µ ≥ log 2, µ′ − µ ≤ 1, A ∈ B with ‖A‖µ′ ≤ (µ′ − µ)/6,
and B(k) ∈ B, k ≥ 1, then∥∥∥ ∞∑
k=1
adkAB(k)
k!
∥∥∥
µ
≤ 252 b‖A‖µ′
µ′ − µ , (5.66)
where b = supk‖B(k)‖µ′ .
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We will now show inductively for all n ≥ 1 that en ≤ e1/n4 and fn ≤ g/8 if
 := e1‖H0‖κ′
g2(κ′ − κ)2 (5.67)
is small enough (independent of n). The choice of proving a decay ∼ 1/n4
is rather arbitrary at this point, and we will later see that it is indeed faster
than exponential. The type of decay obviously cannot be detected from a finite
number of first terms in the sequence en that are relevant for the induction. In
the following c, c′ > 0 stand for numerical constants that we do not bother to
specify and their value may be different in each expression. For n = 1 the claim
concerning e1 is trivial and f1 ≤ g/8 follows from
f1 ≤ ‖F1‖κ′ ≤ e1 ≤ g
2(κ′ − κ)2
‖H0‖κ′ ≤ g (5.68)
if  ≤ 1/8. For the last inequality we used that g ≤ ‖H0‖κ′ and the assumption
κ′ − κ ≤ 0 (both inequalities will be used repeatedly in the following). Assume
that the claim holds up to some n ≥ 1, then, by Lemma 5.3.3 employed with
µ = κ2n and A = An, we can confirm
‖An‖2n+1 ≤ an ≤ c · vn
g
≤ c · en
g
≤ c · e1
n4g
≤ c · (κ
′ − κ)
n4
≤ δκ2(n+1)/6, (5.69)
for  > 0 small enough. This is the working assumption for using Lemma 5.3.5
with
B(k) = i[An, H0 + Fn]
k + 1 + Vn (5.70)
as from (5.59) and with µ′ = κ2n+1 = µ+ δκ2(n+1) to get the upper bound
en+1 ≤ c · ‖An‖2n+1
δκ2(n+1)
∥∥[An, H0 + Fn] + Vn∥∥2n+1 (5.71)
≤ c′ · n
2an
κ′ − κ
(∥∥[An, H0 + Fn]∥∥2n+1 + en). (5.72)
The commutator term can be estimated through Lemma 5.3.4 with µ′ = κ2n =
µ+ δκ2n+1 and again Lemma 5.3.3 to give∥∥[An, H0 + Fn]∥∥2n+1 ≤ c · anδκ2n+1 (‖H0‖2n+1 + fn)
≤ c′ · n
2an
κ′ − κ‖H0‖κ′ , (5.73)
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where we used that fn ≤ g/8 ≤ ‖H0‖2n+1 ≤ ‖H0‖κ′ by the induction
hypothesis. If we insert this inequality in the previous estimate and by
bounding an in terms of en as in (5.69) we finally arrive at
en+1 ≤ c · n
2en
g(κ′ − κ)
(n2en‖H0‖κ′
g(κ′ − κ) + en
)
≤ c′ · 
e1
(
n2en
)2
, (5.74)
which together with en ≤ e1/n4 also implies the first part of the induction step,
en+1 ≤ e1/(n+ 1)4, (5.75)
for  > 0 small enough. With this result we can easily obtain the second part of
the induction claim, that fn+1 ≤ g/8, as follows. Recalling the form of Fn in
(5.57) we find
fn+1 ≤ fn +
∥∥[An, H0 + Fn]∥∥2(n+1) + en+1 (5.76)
≤ fn + c · n
2an‖H0‖κ′
κ′ − κ + e1/(n+ 1)
4, (5.77)
since the commutator term is bounded by (5.73). Using once again the bound
(5.69) on an together with g ≤ ‖H0‖κ′ and κ′−κ ≤ 0 and (5.75), we furthermore
arrive at
fn+1 ≤ fn + c · e1‖H0‖κ
′
g(κ′ − κ)(n+ 1)2 = fn + c ·

(n+ 1)2 g(κ
′ − κ) (5.78)
for  > 0 small enough. A factor 4 from the estimate n−2 ≤ 4(n + 1)−2 was
absorbed in the constant c. Hence the differences |fn+1 − fn| are summable
and since f1 ≤ g(κ′ − κ) we therefore obtain
fn+1 ≤ c · g(κ′ − κ) = c · ‖H0‖κ
′‖H ′‖κ′
g(κ′ − κ) , (5.79)
which does not only finish the induction, but also shows that Fn → F in the
norm ‖·‖κ and presents the theorem’s bound (5.25) on ‖F‖κ. In the same way
it follows that the differences of the constants dn decrease at least as
|dn+1 − dn| ≤ |Λ|
(∥∥[An, H0 + Fn]∥∥2(n+1) + en+1) (5.80)
≤ c · |Λ| (n+ 1)2 g(κ
′ − κ) (5.81)
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implying that dn/|Λ| → d/|Λ| converges uniformly for all volumes Λ. The
non-frustration-free parts Vn → 0 in ‖·‖κ norm because vn ≤ en. To finish
the proof of Theorem 5.2.1, we need to show the summability of the ‖An‖κ
according to (5.23), which follows from
‖An‖κ ≤ an ≤ c · en
g
≤ c · e1
gn4
≤ c · ‖H
′‖κ′
gn4
. (5.82)
As an aside, note that (5.74) in our proof actually shows that the convergence
speed of our procedure is faster than ∼ 1/n4 and even faster than exponential
if  > 0 is small enough, meaning for example that en+1/en ≤ n4n < 1 for all
n ≥ 1.
5.3.2 Locality of the dressing transformation
To prove Theorem 5.2.2, we will use the rapid decay of the An together with
repeated application the following lemma, which is very similar to Lemma 5.3.5
but concerned with the different norm ‖·‖µ,x that was introduced to describe
operators with support near a site x.
Lemma 5.3.6. Let µ′ > µ ≥ log 2 and A,B ∈ B with ‖A‖µ′ ≤ (µ′ − µ)/2, then∥∥eadAB −B∥∥
µ,x
≤ 2‖A‖µ′‖B‖µ′,x
µ′ − µ , (5.83)
for all x ∈ Λ.
Let us write Un := e−iA1 . . . e−iAn , then we find, for every O ∈ B,∥∥U−1n OUn∥∥κ,x ≤ ∥∥e−iadAn (U−1n−1OUn−1)∥∥2(n+1),x (5.84)
≤
(
1 + 2an
κ2n − κ2(n+1)
)∥∥U−1n−1OUn−1∥∥2n,x (5.85)
and repeating this step n times gives∥∥U−1n OUn∥∥κ,x ≤ ‖O‖κ′,x ∏
m≥1
(
1 + 16m
2am
κ′ − κ
)
(5.86)
≤ exp
(
c · ‖H
′‖κ′
g(κ′ − κ)
)
‖O‖κ′,x, (5.87)
which converges by the fast decay of the sequence am. The other locality
estimate of the theorem, which is also meaningful for operators that may have
full support throughout the entire volume, follows in the same way from
Lemma 5.3.5.
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5.4 Proofs of the Lemmata
Proof of Lemma 5.3.1
We will compute the reduced resolvent R(z) = P¯ (H0 +F −z)−1 perturbatively
and show that its expansion converges for <(z) ≤ g/2. First we introduce a
partition of the identity 1l =
∑
X⊂ΛQX with projections QX = P¯XPΛ\X and
expand the resolvent in a Neumann series
R(z) =
∑
∅6=X⊂Λ
R′(z)
∞∑
n=0
(−FR′(z))nQX (5.88)
with a unperturbed reduced resolvent R′(z) = P¯ (H0 − z)−1. Let us focus on
the norm of the n-th term in the series and spell out F as its sum of local terms,∥∥R′(z)(FR′(z))nQX∥∥
≤
∥∥∥ ∑
S1,...,Sn
R′(z)
n∏
i=1
FSiQXiR
′(z)
∥∥∥, (5.89)
for uniquely defined non-empty X1, . . . , Xn ⊂ Λ. Each Xi only depends
on S1, . . . ,Si−1 and X ≡ X1. Here and in the following we use the order
convention that the smallest index term in operator products is to the right.
Each set Xi only depends on S1, . . . ,Si−1 or more precisely on Xi−1 and Si−1.
Starting from X = X1 the other sets Xi, 2 ≤ i ≤ n, are defined iteratively
through Xi = (Xi−1 \ Si−1) ∪ S−i−1. Note that R′(z)QX = QXR′(z), X ⊂ Λ,
that we furthermore have the bound
‖R′(z)QX‖ ≤ 2
g|X| , (5.90)
by the uniform gap condition on the hx. Finally we also use that FSQX = 0
unless S ∩X 6= ∅, since F is frustration-free. Therefore,∑
S1,...,Sn
∥∥∥R′(z) n∏
i=1
FSiQXiR
′(z)
∥∥∥
≤2
g
∑
S1,...,Sn−1
( ∑
x∈Xn
∑
Sn: x∈Sn
2‖FSn‖
g|Xn|
)∥∥∥n−1∏
i=1
FSiQXiR
′(z)
∥∥∥ (5.91)
≤2
g
(2‖F‖µ=0
g
)n
, (5.92)
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so that the resolvent’s expansion (5.88) is indeed bounded by a finite sum
of convergent geometric series’ if ‖F‖µ=0 < g/2. By standard spectral
perturbation theory, see e.g. [70], this finishes the proof of the lemma. In
particular, the multiplicity of the gapped eigenvalue 0 remains constant along
the path H0 + tF , t ∈ [0, 1] and hence Ω is a non-degenerate eigenstate for
H0 + F .
Proof of Lemma 5.3.2
By decomposing all operators as in (5.14) we find that
V+[(H0 + Fn)An] = −iV+[(H0 + Fn)V+[RnVn]]
= −iV+[(H0 + Fn)RnVn] = −iV +n . (5.93)
Concerning the first step, note that, when inserted above, the first term in
An = iV−[VnRn]− iV+[RnVn] (5.94)
does not contribute. The inner V+ operation can be dropped to get to the third
equality, since either V+[(RnVn)S ] = 0 or V+[(RnVn)S ] = (RnVn)S . And if it
vanishes, then either S = ∅ or (H0 + Fn)(RnVn)S = OP¯x, for some operator
O and site x, which is annihilated by the outer V+ operation. Otherwise,
concerning the possible constant term (RnVn)∅, note that
V+[(H0 + Fn)(RnAn)∅] ∝ V+[H0 + Fn] = 0, (5.95)
because Fn and H0 are frustration-free. In the same way, one also obtains
V−[An(H0 + Fn)] = iV −n . Both equations together yield
iV−[An(H0 + Fn)]− iV+[(H0 + Fn)An]+ Vn
=iV[[An, (H0 + Fn)]]+ Vn = 0, (5.96)
where it was again used that H0 + Fn is frustration-free.
Proof of Lemma 5.3.3
First, we point out that it is sufficient to prove
∥∥V+[RV ]∥∥
µ
≤ 8‖V
+‖µ
g/4− ‖F‖µ , (5.97)
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under the general conditions of the lemma. Using this claim with F ∗ and V ∗
in the role of F and V , we also find ‖V −‖µ = ‖(V ∗)+‖µ and hence∥∥V−[V R]∥∥
µ
=
∥∥(V−[V R])∗∥∥
µ
=
∥∥V+[R∗V ∗]∥∥
µ
≤ 8‖V
−‖µ
g/4− ‖F‖µ ,
(5.98)
which would finish the proof of the lemma, because ‖V +‖µ + ‖V −‖µ = ‖V ‖µ.
We continue using the notation from the proof of Lemma 5.3.1 and set R′ =
R′(z = 0). Again, we expand the resolvent R in V+[RV +] as its Neumann
series. Note the following two properties of the V operation. For all OS ∈ BS
and all S0 ⊂ Λ, we find that
V+[OSV +S0] = 0 if Sn \ S0 6= ∅ or S− \ S0 6= ∅ (5.99)
and V+[OSPS′ ] = V+[OS ] if S ∩ S′ = ∅. Therefore
V+[OV +S0 ] = V+[OQS0V +S0 ], for all O ∈ B, (5.100)
we can employ exactly the same convergent expansion (5.88) as in the previous
proof to obtain
V+[RV +S0 ] =
∑
S
V+[RV +S0 ]S (5.101)
=
∑
S
V+
[ ∞∑
k=0
∑
S1,...,Sk
R′
( k∏
i=1
FSiQXiR
′
)
QS0V
+
S0
]
S
(5.102)
For each S0 and S1, . . . ,Sk there is at most one S = S(S0,S1, . . . ,Sk), so that
V+
[
R′
( k∏
i=1
FSiQXiR
′
)
QS0V
+
S0
]
S
6= 0. (5.103)
The expression in between the brackets is of the form OSPΛ\S , where OS ∈
B+S , and by writing out PΛ\S = ⊗x∈Λ\S(1l − (1l − Px)) it becomes clear that
V+[OSPΛ\S ] = OS . Therefore, we find
∥∥∥V+[R′( k∏
i=1
FSiQXiR
′
)
QS0V
+
S0
]
S
∥∥∥
≤
∥∥∥QSR′( k∏
i=1
FSiQXiR
′
)
QS0V
+
S0
∥∥∥
(5.104)
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Since S ⊂ Uk :=
⋃k
i=0 Si and w(Uk) ≤
∑k
i=0 w(Si), we furthermore obtain∥∥V+[RV +]∥∥
µ
≤ 2
g
∞∑
k=0
Ik with (5.105)
Ik = sup
x
∑
S0
∑
S1,...,Sk
χ(x ∈ Uk)eµw(S0)‖V +S0‖
k∏
i=1
eµw(Si)
∥∥QXi+1FSiR′QXi∥∥
(5.106)
where we set Xk+1 = S in each term, and χ denotes the indicator function. By
induction in k ≥ 0, we now show that
Ik ≤
(4‖F‖µ
g
)k
‖V +‖µ, (5.107)
which is obvious for k = 0. For every Sk, so that FSk 6= 0, there is a site z ∈ Sk
satisfying FSn P¯z = FSk , because F is frustration-free. We choose one such site
z = z(Sk) for each Sk. Using that each term in Ik is zero unless z ∈ Uk−1, we
get the induction step,
Ik ≤ sup
x
∑
S0
∑
S1,...,Sk
(
χ(x ∈ Sk) + χ(x ∈ Uk−1)
)
eµw(S0)‖V +S0‖ (5.108)
×
k∏
i=1
eµw(Si)
∥∥QXi+1FSiR′QXi∥∥
≤ sup
x
∑
S0
∑
S1,...,Sk
χ(x ∈ Sk)χ(z ∈ Uk−1)eµw(S0)‖V +S0‖ (5.109)
×
k∏
i=1
eµw(Si)
∥∥QXi+1FSiR′QXi∥∥
+ sup
x
∑
S0
∑
S1,...,Sk−1
χ(x ∈ Uk−1)
∑
y∈Xk
∑
Sk: y∈Xk
2‖FSk‖
g|Xk| e
µw(Sk) (5.110)
× eµw(S0)‖V +S0‖
k−1∏
i=1
eµw(Si)
∥∥QXi+1FSiR′QXi∥∥
≤ sup
x
∑
Sk: x∈Sk
eµw(Sk)‖FSkR′‖ Ik−1 +
2‖F‖µ
g
Ik−1 (5.111)
≤ 4‖F‖µ
g
Ik−1 (5.112)
which also finishes the proof of the lemma after explicitly computing the
geometric series arising in the upper bound of
∑
k Ik.
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Proof of Lemma 5.3.4
First we write out the commutator using the locality of both operators
[A,B] =
∑
S1,S2: S1∩S2 6=∅
[
AS1 , BS2
]
(5.113)
and have a look at each local term AS1BS2 . For each pair S1,S2 there is
another such index S′ with support S′ ⊂ (S1 ∪S2) \ (S−1 ∩S+2 ) and an operator
OS′ ∈ BS′ with norm bounded by ‖OS′‖ ≤ ‖AS1‖‖BS2‖, such that AS1BS2 =
PS−1 ∩S+2 ⊗ OS′ . Writing out again the ground state projection at each site
x ∈ S−1 ∩ S+2 as Px = 1l− (1l− Px), and since
w(S1 ∪ S2) + |S−1 ∩ S+2 | ≤ w(S1) + w(S2) (5.114)
and µ > log 2 by assumption, we find∥∥AS1BS2∥∥µ ≤ 2S1∩S2‖AS1‖‖BS2‖ ≤ eµw(S1)‖AS1‖eµw(S2)‖BS2‖. (5.115)
We then get that the second term in ‖[A,B]‖µ = ‖[A,B]∅‖/|Λ| + ‖[A,B]‖′µ is
bounded above by∥∥[A,B]∥∥′
µ
≤ sup
x
∑
S1: x∈S1
∑
S2: S1∩S2 6=∅
(∥∥AS1BS2∥∥µ + ∥∥AS2BS1∥∥µ + ∥∥BS2AS1∥∥µ + ∥∥BS1AS2∥∥µ)
≤ 2 sup
x
∑
S1: x∈S1
∑
y∈S1
∑
S2: y∈S2
eµw(S1)+µw(S2)
(
‖AS1‖‖BS2‖+ ‖AS2‖‖BS1‖
)
≤ 2 sup
x
∑
S1: x∈S1
|S1|eµw(S1)
(
‖AS1‖‖B‖µ + ‖A‖µ‖BS1‖
)
≤ 4‖A‖µ′‖B‖µ′
µ′ − µ ,
(5.116)
where we used |S1|e−(µ′−µ)w(S1) ≤ 1/(µ′ − µ) for the last step. Concerning the
first term, using ∥∥(AS1BS2)∅∥∥ ≤ ‖AS1‖‖BS2‖, (5.117)
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we similarly obtain∥∥[A,B]∅∥∥ ≤∑
x∈Λ
∑
S1: x∈S1
∑
S2: S1∩S2 6=∅
(∥∥(AS1BS2)∅∥∥+ ∥∥(AS2BS1)∅∥∥
+
∥∥(BS2AS1)∅∥∥+ ∥∥(BS1AS2)∅∥∥)
≤ |Λ| · 2 sup
x
∑
S1: x∈S1
∑
y∈S1
∑
S2: y∈S2
(
‖AS1‖‖BS2‖+ ‖AS2‖‖BS1‖
)
≤ |Λ| · 2 sup
x
∑
S1: x∈S1
|S1|
(
‖AS1‖‖B‖µ + ‖A‖µ‖BS1‖
)
≤ |Λ| · 4‖A‖µ′‖B‖µ′
µ′ − µ ,
(5.118)
which proves the lemma.
Proof of Lemma 5.3.5
This lemma and its proof is essentially the same as Lemma 4.1 in [1] with
adaptations due to the different type of norm (there, on potentials) employed
in this reference. The proof is based on a combinatorial trick to reduce
graph structure inductively, which is commonly used for controlling cluster
expansions in general polymer models, see [128]. Before that, we expand
equation (5.66) into local terms,
∞∑
k=1
adkAB(k)
k! =
∞∑
k=1
1
n!
∑
S0,...,Sk
adASk . . . adAS1B
(k)
S0
. (5.119)
Generalizing only slightly the argument in the previous proof for the estimate
concerning the product AS1BS2 , one can rewrite a product of several operators
O(i)Si ∈ BSi , i = 0, . . . , k, as
O(k)Sk . . . O
(0)
S0
= PS′′ ⊗OS′ , OS′ ∈ BS′ , (5.120)
where S′ and S′′ are disjoint and satisfy
S′ ∪ S′′ = Uk :=
⋃k
i=0Si and S
′′ ⊂ Dk :=
⋃
0≤i<j≤k(Si ∩ Sj). (5.121)
Moreover, the norm of OS′ is bounded by ‖OS′‖ ≤
∏
i‖O(i)Si‖. Therefore, for
every S0, . . . ,Sk,∑
S
∥∥∥(adASk . . . adAS1B(k)S0)S∥∥∥ ≤ 2|Dk|‖B(k)S0‖ k∏
j=1
2‖ASj‖, (5.122)
86 A SPECTRAL FLOW FOR WEAKLY COUPLED SPIN SYSTEMS
which moreover vanishes whenever one of the Sj does not intersect Uj−1.
Clearly S is either empty or S ⊂ Uk for each term in the sum. Moreover, the
expression is zero if one of the Si equals the empty set or if the sets from the
sequence S0, . . . , Sk can be divided into two (non-empty) families of mutually
disjoint sets. If such a partition is not possible, the sequence is called a cluster.
If S0, . . . , Sk is a cluster then we have
µw(S) + log 2 · |Dk| ≤ µw(Uk) + log 2 · |Dk| ≤ µ
k∑
i=0
w(Si). (5.123)
Recall the assumption µ ≥ log 2, then the last inequality follows from
|Uk|+ |Dk| ≤
k∑
i=0
|Si|
|Uk|c = min
{|T | | T ⊂ Zv connected, Uk ⊂ T} ≤ k∑
i=0
|Si|c
where we used that S0, . . . , Sk is a cluster for the second inequality (hence the
union of the minimal connected extensions of the Si is a connected set with not
less than |Uk|c elements). Therefore we arrive at∥∥adkAB(k)∥∥′µ
k!
≤ sup
x
1
k!
∑
S: x∈S
eµw(S)
cluster∑
S0,...,Sk
∑
S0,...,Sk:
S(Si)=Si
∥∥∥(adASn . . . adAS1B(k)S0)S∥∥∥
≤ sup
x
1
k!
cluster∑
S0,...,Sk:
x∈Uk
eµw(Uk)2|Dk|
∑
S0:
S(S0)=S0
‖B(k)S0‖
k∏
j=1
( ∑
Sj :
S(Sj)=Sj
2‖ASj‖
)
≤ 18b‖A‖µ′(µ′ − µ)2 supx
1
(k + 1)!
cluster∑
S0,...,Sk:
x∈Uk
k∏
i=0
v(Si),
(5.124)
where we made use of the assumption ‖A‖µ ≤ (µ′ − µ)/6, and we also
introduced
v(S) = (µ′ − µ)
∑
S: S(S)=S
eµw(S)
3
(2‖AS‖
‖A‖µ′ +
‖BS‖
b
)
. (5.125)
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In a similar but more lavish manner, we can show that∥∥(adkAB(k))∅∥∥
k! ≤
1
k!
cluster∑
S0,...,Sk
∑
S0,...,Sk:
S(Si)=Si
∥∥∥(adASn . . . adAS1B(k)S0)∅∥∥∥ (5.126)
≤ |Λ| · 18b‖A‖µ′(µ′ − µ)2 supx
1
(k + 1)!
cluster∑
S0,...,Sk:
x∈Uk
k∏
i=0
v(Si). (5.127)
Next, we use induction (in N ) to show that, for every subset S′,
1 +
N∑
k=0
1
(k + 1)!
∑
S0,...,Sk
χ
(
S0,...,Sk,S
′
is a cluster
) k∏
i=0
v(Si) ≤ e(µ′−µ)w(S′). (5.128)
The following statement again holds for every S′ and is in fact stronger than
required for starting the induction at N = 0:∑
S: S∩S′ 6=∅
v(S)e(µ
′−µ)w(S) ≤ |S′| sup
x
∑
S3x
v(S)e(µ
′−µ)w(S) ≤ (µ′ − µ)w(S′).
(5.129)
For general N , we reorganize (5.128) and collect terms in which at least m of
the sets S0, . . . , Sk intersect with S′. Every such set S′′ that has overlap with S′
can be part of a cluster with at most N other sets from S0, . . . , Sk, so that the
induction hypothesis can be used. Therefore we obtain the upper bound
1 +
N∑
k=0
1
(k + 1)!
∑
S0,...,Sk
χ
(
S0,...,Sk,S
′
is a cluster
) k∏
i=0
v(Si)
≤ 1 +
N∑
m=1
1
m!
[ ∑
S′′: S′′∩S′ 6=∅
v(S′′)
(
1 +
N−1∑
M=0
1
(M + 1)!
∑
S0,...,SM
χ
(
S0,...,SM ,S
′′
is a cluster
) M∏
i=1
v(Si)
)]m
≤ 1 +
N∑
m=1
1
m!
[ ∑
S′′: S′′∩S′ 6=∅
v(S′′)e(µ
′−µ)w(S′′)
]m
,
(5.130)
and we can use (5.129) to conclude that (5.128) holds indeed for all N ≥ 0.
In particular, we may evaluate equation (5.128) for any singleton S′ = {x}.
Finally, recall the assumption µ′ − µ ≤ 1, so that e(µ′−µ)w({x}) − 1 ≤ 7(µ′ − µ),
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and our estimates can be assembled in the following way to prove the lemma,
∥∥∥ ∞∑
k=1
adkAB(k)
k!
∥∥∥
µ
≤
∞∑
k=1
1
k!
(∥∥(adkAB(k))∅∥∥/|Λ|+ ∥∥adkAB(k)∥∥′µ)
≤ 2 · 18b‖A‖µ′(µ′ − µ)2
∞∑
k=1
sup
x
1
(k + 1)!
∑
S0,...,Sk
χ
(
S0,...,Sk,{x}
is a cluster
) n∏
i=0
v(Si)
≤ 2 · 7 · 18b‖A‖µ′
µ′ − µ .
(5.131)
Proof of Lemma 5.3.6
We proceed very similarly and with the same notation as in the proof of Lemma
5.3.5. We expand the exponential and use again (5.122), but this time with
µwx(S) + log 2
∑
j
|Sj−1 ∩ Sj | ≤ µwx(S0) + µ
∑
j
w(Sj) (5.132)
instead of (5.123). We obtain∥∥adkAB∥∥µ,x
k! ≤
∑
S
eµwx(S) 1
k!
cluster∑
S0,...,Sk
∑
S0,...,Sk:
S(Si)=Si
∥∥∥(adASn . . . adAS1B(k)S0)S∥∥∥
≤
∑
S0
eµwx(S0)‖BS0‖
1
k!
∑
S1,...,Sk
χ
(
S0,...,Sk
is a cluster
)∏
j
eµw(Sj)
( ∑
Sj :
S(Sj)=Sj
2‖ASj‖
)
≤ 2‖A‖µ′
µ′ − µ
∑
S0
eµwx(S0)‖BS0‖
1
k!
∑
S1,...,Sk
χ
(
S0,...,Sk
is a cluster
)∏
j
v˜(Sj),
(5.133)
using the assumption ‖A‖µ′ ≤ (µ′ − µ)/2 in the last step, and where we
introduced a different (weight) function
v˜(S) := (µ
′ − µ)
‖A‖µ′
∑
S: S(S)=S
eµw(S)‖AS‖. (5.134)
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Just as we got to (5.128), we find
∞∑
k=1
1
k!
∑
S1,...,Sk
χ
(
S0,...,Sk
is a cluster
)∏
j
v˜(Sj) ≤ e(µ′−µ)w(S0) (5.135)
which finishes the proof if insert it above and sum over k while keeping in
mind that
eµwx(S0)e(µ
′−µ)w(S0) ≤ eµ′wx(S0). (5.136)
Chapter 6
Classical restrictions of
quantum spin systems
6.1 Introduction
The present chapter investigates aspects of locality and non-locality for thermal
and ground states ω of quantum spin systems by studying their restrictions
to commutative sub-algebras, which are equivalent to states in classical spin
systems. To obtain such a classical restriction, we select a single site quantum
observable X and consider its copy Xi at each site i of the d-dimensional lattice
Γ = Zd. The spectrum of X is a finite set of eigenvalues x ∈ sp(X) and the
state ω naturally induces a probability measure on sp(X)Γ. Informally, for all
finite sets Λ ⊂ Zd, the probability to find the values x = {xi}, i ∈ Λ, equals
µX(xi, i ∈ Λ) = ω
(∏
i∈Λ
Qi(xi)
)
, xi ∈ sp(X), (6.1)
where Qi(xi) is a copy of the projection Q(x) appearing in the spectral
decomposition X =
∑
x xQ(x). These classical restrictions then can be
analyzed using standard concepts from classical (equilibrium) statistical
mechanics on extended lattice systems such as the theory of Gibbs measures and
large deviations.
First, we address the natural question if quantum equilibrium states ω, i.e.
those satisfying the KMS condition, give rise to classical restrictions µX that are
classical equilibrium states, i.e. Gibbs measures satisfying the DLR condition
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for some quasi-local potential Ψ.1 In more physical terms, we might imagine
being exposed to a block of material at a given temperature whose microscopic
physics is well-described by a quantum spin model and that we are given a
measuring devise only for the observable X . We then ask if we can associate
energies Ψ(x) to the measurement outcomes x = {xi}, i ∈ Λ, which are local
functions of x and such that the Gibbs ensemble µX(x) = exp (Ψ(x)) gives
the correct distribution of outcomes in repeated measurements. Obviously,
the answer can depend on both the state ω and hence the interaction of the
quantum spin system but also on the chosen observable X . We show that
(a) for high temperature quantum spin systems and exponentially decaying
interaction, the classical restriction µX is indeed a Gibbs measure for
every X , see Theorem 6.4.1.
(b) for weakly coupled quantum spin systems with exponentially decaying
interaction and with unique ground state and under certain conditions
on the observable X , the classical restriction µX is a Gibbs measure for
an exponentially decaying potential Ψ if the temperature is low enough
including zero temperature (ω is the ground state), see Theorem 6.4.2.
One of the central properties of Gibbs measures that adds to their meaning in
statistical mechanics and thermodynamics is that they imply the existence of
a large deviation principle for the distribution of spatial averages of local
functions, i.e. macroscopic observables. On the other hand, there is no
similarly developed fluctuation theory for quantum equilibrium states, and the
knowledge on large deviations is still quite restricted apart from the full and
confirming treatment by Ogata [105] for d = 1 spin chains. However, and that
is a second main motivation for the results in this chapter, Gibbsianness of a
classical restriction µX immediately yields such a quantum large deviation result
at least for spatial averages of local (commuting) quantum observables which
are diagonal in the product basis induced by X .
In contrast to classical systems, studying the large deviation behavior even for
unique (translation invariant) ground states is interesting and non-trivial in
quantum spin systems due to the possible presence of entanglement. The result
(b) therefore adds some understanding. One may interpret the absence of a large
deviation principle in quantum states as a sign for the presence of long range
order possibly due to entanglement. This is the third main theme in this chapter.
We introduce a natural indicator for non-locality or presence of entanglement
that can be extracted from the classical restriction µX . This indicator is based
1For background on these central concepts of rigorous equilibrium statistical mechanics see e.g.
[19] in the quantum context and [42, 50] for classical Lattice systems and [120] for both. Of course,
we also very briefly give and explain the definitions of the KMS and DLR conditions further below.
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on another aspect of Gibbsianess, namely quasi-locality, or rather the absence
thereof, and might be another interesting instance of “prevalence of non-
Gibbsian states in mathematical physics” put forward by Aernout van Enter
[41]. Kozlov’s theorem shows that indeed, together with a not so interesting
non-null condition, quasi-locality2 is equivalent to Gibbsianness. The precise
definition of absence of quasi-locality will be given later in terms of an essential
discontinuity in the conditional expectation of a local observable. Roughly
speaking, if a classical restriction µX is not quasi-local, then this translates back
to the following statement for the underlying quantum state ω: measuring
Xi at some site i conditioned on the measurement outcome of Xj for the
surrounding spins j 6= i depends on the condition at far away sites over
arbitrarily large distances. Absence of quasi-locality in µX is similar in spirit to
other useful quantities designed to characterize entanglement in quantum
states ω. Examples include the Localizable Entanglement [133, 130], which
computes the maximal average correlation that can be created between distant
spins after measuring the others. Our way of spotting long range dependencies
and possibly entanglement in quantum many body states may appear abstract
at first sight, but it has a clear interpretation in terms of conditional probabilities
and is connected to well-understood concepts in classical spin systems. As a
concrete example, we show that
(c) the classical restriction µX is not quasi-local for the ground state ω of the
Ising model in transverse field in the disordered phase for a particular
choice of X related to the field direction. This presents a counter example
to (b) showing that non-Gibbsianness can occur if the conditions on X in
(b) are not satisfied.
We will see in section 6.8 that the origin of this non-locality can be connected to
spin parity conservation in the model. Note that we have given a counter
example only for the ground state and hence not found an instance of
non-Gibbsianness arising from an equilibrium quantum state at positive
temperatures.
This chapter is directly following the article [35] and is structured as follows.
The results and the concepts needed to formulate them are introduced in the
following three sections. For the sake of concreteness we already illustrate
them in the next section in the case of the quantum Ising model in a transverse
field. We also highlight there the dependence on the observable X in case of
low temperature and ground states. In section 6.5 we discuss two applications
of our Gibbsianess result, namely on quantum large deviations and on (non-)
2The terminology ‘quasi-local’ was used in earlier parts of the thesis for operators in quantum
spin systems which are sums of truly local operators, here we are dealing with a property of
probability measures in classical spin sytems.
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locality in quantum systems. The proofs can be found in the last two sections.
For high temperatures our proof of Gibbsianess, i.e. Theorem 6.4.1, relies in
essence on similar expansion techniques as developed by Netocny and Redig
in [101], where the existence of a large deviation principle (as implied by our
results) is already shown. The validity of low temperature and ground state
large deviations is mostly new, and we say more on that in Section 6.5. The
proof of Theorem 6.4.3 on the absence of quasi-locality in the ground state of the
Ising model uses the same expansion which we set up for proving Gibbsianess
in the more general low temperature setting of Theorem 6.4.2. In particular, it
is not important at this point that the model is defined on a spin chain instead
of higher dimensional lattices. However, for showing that the large deviation
principle holds in the ground state of the Ising model also for the previously
excluded observables X , see Theorem 6.4.4, we exploit the integrability of the
model in one dimension and make use of the Jordan–Wigner transformation to
free Fermions.
6.2 Example: the quantum Ising chain
The quantum Ising chain in a transverse magnetic field has formal Hamiltonian
H = −J
∑
i
σxi σ
x
i+1 − h
∑
i
σzi (6.2)
in one dimension, i ∈ Z, and with the Pauli matrices (σxi , σyi , σzi ) in the three
directions as usual for spin 1/2 particles. In finite volume, the coupling J ,
the magnetic field h > 0, and the inverse temperature β parametrize the
equilibrium state ω(·) = Tr[ · e−βH/Z]. In the limit β →∞ the model undergoes
a quantum phase transition with critical point at |J/h| = 1, see e.g. [118]. For
|J/h|  1, the ground state is a perturbation of the state
|↑〉 ⊗ |↑〉 ⊗ . . .⊗ |↑〉 (6.3)
where |↑〉 is the normalized eigenvector of σz with eigenvalue +1 and |↓〉 stands
for the normalized eigenvector with eigenvalue −1. Note that the state (6.3) is
completely disordered in the σx-basis:
|〈 a | ↑〉|2 = |〈b | ↑〉|2 = 1/2 (6.4)
where a,b stand for the two normalized eigenvectors of σx.
There are three natural choices for classical restrictions. We can look at the
probability distributions µx, µy and µz obtained from the quantum equilibrium
state by choosing X = σx, σy, σz , respectively.
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(a) The first type of results is in the regime |J |, |h|  β−1 (high temperature);
then all three spin-distributions µx,y,z are Gibbsian.
(b) The second class of results is at low temperatures but needs extra
conditions on X . We think of the transverse magnetic field, the second
term in (6.2), as the classical model with a small quantum perturbation,
the first term. For that case we can show Gibbsianness for µx and
µy, whenever β−1, |J |  |h|, including the ground state obtained for
β →∞. This also implies a large deviation property for the macroscopic
magnetizations
MxN =
N∑
i=1
σxi /N and M
y
N =
N∑
i=1
σyi /N.
(c) However, in the disordered ground state, i.e. still for |J |  |h|, the
distribution µz is no longer quasi-local (in the sense that its local
conditional distributions do not allow a continuous version, see below)
and hence not Gibbsian, which is the content of Theorem 6.4.3. Yet, a large
deviation principle still holds for the magnetization MzN in z-direction,
see Theorem 6.4.4.
6.3 Setup and background on equilibrium states
We will be working with quantum spin systems on the lattice Zd as introduced
in section 2.1.13 with single-site Hilbert spaces Hi ∼= Cm for some fixed
dimension m ≥ 2. We simply write A + i for the set A ⊂ Zd shifted by
i ∈ Zd. Let Φ be a translation invariant interaction, i.e. Φ(A+ i) acts as a copy
of Φ(A), for all A b Zd and i ∈ Zd. Furthermore, we assume in this chapter
that Φ(A) = 0 whenever A is not a connected set. To prevent confusion, let us
mention that this assumption is not made for the classical potential introduced
further below. We will not consider the class of potentialsBµ(Γ) introduced
earlier for general infinite volumes Γ, but rather use the norm
‖Φ‖κ :=
∑
A30
eκ|A| ‖Φ(A)‖, κ ≥ 0. (6.5)
Of course, these norms are finite if the potential has finite range r, i.e. if Φ(A)
vanishes whenever A contains two sites at a lattice distance larger than r.
3In this chapter, the site indices will be denoted with i, j rather than x, y, which will stand for
classical configurations. Subsets of the lattice are denoted with A,B rather than X,Y , since X is
reserved for the observable which induces the classical restriction.
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6.3.1 KMS states as quantum equilibrium states
Very briefly we collect some facts on quantum equilibrium states, which in
infinite volume are commonly characterized by the Kubo–Martin–Schwinger
(KMS) condition, for a detailed exposition see [19]. Given an interaction Φ,
recall that the Hamiltonian in finite volume Λ b Zd is given by
HΦΛ =
∑
A⊂Λ
Φ(A). (6.6)
defining a finite volume Gibbs state ωβΛ at inverse temperatures 0 ≤ β ≤ ∞ and
the time evolution τΛt for times t ∈ R,
ωβΛ(O) :=
1
ZβΛ
TrΛ
(
e−βH
Φ
ΛO,
)
, ZβΛ = TrΛ
(
e−βH
Φ
Λ
)
, (6.7)
τΛt (O) := eitHΛOe−itHΛ , (6.8)
on the finite volume observablesO ∈ AΛ. The symbol TrΛ denotes the standard
trace onAΛ. If the interaction Φ decays exponentially with ‖Φ‖κ <∞ for some
κ > 0, which we always assume throughout this discussion and also later on,
then there is a strongly continuous one parameter group of ∗automorphisms τt
on the infinite volume quasi-local C∗ algebra Awhich is the thermodynamic
(strong) limit of the finite volume evolutions, i.e.
lim
Λ↗Zd
∥∥τΛt (O)− τt(O)∥∥ = 0, for all O ∈ A, t ∈ R. (6.9)
As before, the thermodynamic limit Λ ↗ Zd is taken along any sequence of
growing volumes such that eventually ∆ ⊂ Λ for every ∆ b Zd. The space
of states on A is compact in the weak∗ topology and hence every sequence
of states, in particular the Gibbs states ωβΛ for different finite volumes, has a
convergent sub-sequence. As it turns out, every such thermodynamic limit
point of finite volume Gibbs states (or rather arbitrary extensions thereof to the
whole of A) satisfies the KMS condition. This is the main reason for viewing
the KMS states as the infinite volume equilibrium states, and they are defined
as follows. Definition: A state ω on A is called a (τt, β)-KMS state if, for every
pair O1, O2 ∈ A, there is a complex function F (z) which is analytic on the open
strip
D := {z ∈ C; 0 < Im(z) < β} (6.10)
and continuous on the the closure of D, such that
F (t) = ω
(
O1τt(O2)
)
and F (t+ iβ) = ω
(
τt(O2)O1
)
, (6.11)
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for all t ∈ R. In finite volume, the Gibbs state ωβΛ is the unique KMS state, but it
is not known if all KMS states can be obtained as thermodynamic limit points
of Gibbs states. The (infinite volume) ground states on A, or (τt,∞)-KMS states,
are defined as those states ω which fulfill∑
A∩Λ 6=∅
ω
(
O∗[Φ(A), O]
) ≥ 0, (6.12)
for all volumes Λ b Zd and O ∈ AΛ. Again, for finite volumes this definition
reduces to the usual one that every ground state is a convex combination
of states ω( · ) = 〈ψ, ·ψ〉, where ψ ∈ HΛ is a ground state (vector) of the
Hamiltonian HΦΛ . Moreover, the definition is consistent in the way that
every weak∗ limit point of a sequence of (τnt , βn)-KMS states, where τnt → τt
converges strongly and βn → β ∈ [0,∞], is again a (τt, β)-KMS state. In
particular, if a model with interaction Φ has a unique ground state (which
will always be the case in this chapter), then it can be obtained as the
interchangeable Λ↗ Zd, β →∞ limit of finite volume Gibbs states ωβΛ.
Let us mention in short a few other justifications for identifying KMS states
with the physical equilibrium states. First, they are invariant under the time
evolution, ω◦τt = ω, which presents merely a minimal requirement that should
hold. For a translation invariant and exponentially decaying interactions Φ
as before, the KMS states can be equivalently determined from a variational
principle. They are exactly those states which minimize the free energy density
functional, i.e. ω is a (τt, β)-KMS state if and only if
fβΦ(ω) := eΦ(ω)− β−1s(ω) = inf
ω′
t.i. state onA
fβΦ(ω′) = f eqβΦ, (6.13)
where the energy and entropy densities are defined as the limits
eΦ(ω) := lim
n→∞|Λn|
−1ω
(
HΦΛ
)
,
s(ω) := lim
n→∞|Λn|
−1SΛ(ω), SΛ(ω) := −TrHΛ
(
ωΛ log ωΛ
)
,
(6.14)
along increasing cubes Λn.4 The local entropy SΛ(ω) is defined in terms of the
local density matrices ωΛ on HΛ induced by ω. The minimal value of fβΦ is
given by the equilibrium free energy density, or pressure,
f eqβΦ := −β−1 limn→∞|Λn|
−1 log TrHΛ
(
e−βH
Φ
Λ
)
. (6.15)
We mention already now, and then again a little more precisely in the next
section, that the analogous variational characterization of course also holds
4or more generally in van Hove sense.
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in the classical case for Gibbs measures but that then also a large deviation
result on the equilibrium fluctuations of spatial observable averages can be
added. This link is missing in the quantum theory and it is not even known if
the large deviation principle holds in general. There is yet another equivalent
characterization of KMS states, the Araki–Gibbs condition [7], which is inspired
by the DLR definition of Gibbs measures and reduces to the DLR condition
when restricted to Abelian sub-algebras. However, already the statement itself
requires concepts from the modular Tomita–Takesaki theory on von Neumann
algebras, which we do not even touch here (and do not need elsewhere). A
state ω satisfies the (β,Φ)-Araki–Gibbs condition if it is faithful5 and, roughly
speaking, if it is a perturbation of a product state
ωW = ωβΛ ⊗ σΛc (6.16)
associated to the surface interaction
WΦΛ =
∑
A∩Λ,Λc 6=∅
Φ(A) ∈ A, (6.17)
where ωβΛ is the finite volume Gibbs state on AΛ and σΛc some state on the
complement AΛc , for all volumes Λ b Zd.6 Other properties giving meaning
to (τ, β)-KMS states as equilibrium states include passivity; the state cannot
do work in cyclic processes, and oftentimes return to equilibrium; if they are
locally perturbed, they evolve back to to equilibrium under τt. The details and
especially the (strict) conditions for these statements can be found in [19, 113].
Moreover, from a viewpoint of mathematics, KMS states appear naturally in
Tomita–Takesaki theory7.
At last, let us emphasize that it is the infinite volume description which is an
(additional) idealization or approximation of physical reality, chosen to obtain
sharp mathematical results. In this chapter, we almost exclusively work on
finite volumes Λ, but the methods and results of course will hold Λ-uniformly,
5For every state ω onA, there is a representation pi ofA on a Hilbert space H and a cyclic vector
Ω ∈ H, i.e. pi(A) dense in H, such that ω(O) = 〈Ωω , pi(O)Ωω〉 for all O ∈ A. The representation is
unique up to unitary equivalence. The GNS representation is a canonical example. The state ω is
faithful if and only if the vector Ω is separating for the bicommutant M = pi(A)′′ (the enveloping
von Neumann algebra), i.e. MΩ = 0 for some M ∈M implies M = 0.
6more precisely, this means that the product state ωW corresponds to the vector
ΩW =
∑∞
n=0
∫ β/2
0 dt1
∫ t1
0 dt2 . . .
∫ tn−1
0 dtn
∆tnpi(W )∆tn−1−tnpi(W ) . . .∆t1−t2pi(W )∆−t1 Ω,
(6.18)
where ∆ is the modular operator for (Ω,M).
7e.g. every faithful normal state ω on a von Neumann algebra M is a KMS state for the modular
group σωt and β = −1.
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such that the thermodynamic limit can be explicitly constructed. In principle,
we could avoid mentioning KMS states altogether to get and formulate our
results, but it is interesting to compare KMS states as quantum equilibrium
states in extended systems with their classical counterparts, the Gibbs measures,
for which a quite complete theory has been worked out. The motivation for the
work in this chapter largely rests on this analogy between quantum to classical
picture and the attempt to fill, if possible, some gaps on the quantum side.
6.3.2 Classical restriction
We choose a self-adjoint single site observable
X =
∑
x∈sp(X)
xQ(x), (6.19)
where Q(x) is the spectral projection for the eigenvalue x ∈ sp(X), and we
write Xi and Qi(xi) for the copies in Ai. We also write ΩΛ =
∏
i∈Λ sp(Xi)
for the set of (classical) configurations in finite volume Λ. Each single-site
configuration space Ωi ≡ Ω{i} is given the discrete topology. The infinite
volume configuration space Ω :=
∏
i∈Zd Ωi then is a compact Polish space
(metrizable, separable, and complete) for the product topology, which is
defined as the coarsest topology containing the cylinder sets
C(xΛ) := {y ∈ Ω; yΛ = xΛ}, xΛ ∈ ΩΛ, Λ b Zd. (6.20)
Here we used the notation yΛ for the restriction of a configuration y ∈ Ω to a
subset Λ. Let AX ⊂ A be the Abelian quasi-local sub-algebra obtained from
single site algebras AXi that are generated by the projections Qi(xi), xi ∈ Ωi.
This classical sub-algebra AX is equivalent to the Banach space of continuous
functions with sup norm
C0(Ω) ∼= AX . (6.21)
If ω is a state on A, then we denote with µXω its classical restriction to AX
(oftentimes we just write µX if it is clear which ω is meant or also µβ,X to
indicate a dependence on temperature if ω is a thermal state). By the Riesz–
Markov theorem, it is a probability measure on Ω with the Borel σ-algebra F ,
i.e. a state of a classical spin system. Hence we will often call it a probability
measure or distribution. For a subset Λ ⊂ Zd, we denote with FΛ the σ-algebra
generated by the cylinder sets C(xΛ), xΛ ∈ ΩΛ. According to the quantum
formalism, the probability distribution
µX(xΛ) ≡ µX(CxΛ) = ω
(
QΛ(xΛ)
)
,
QΛ(xΛ) :=
∏
i∈Λ
Qi(xi),
(6.22)
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gives the frequencies of outcomes xΛ ∈ ΩΛ when repeatedly and independently
measuring the simultaneously measurable observables Xi, i ∈ Λ.
6.3.3 Classical equilibrium states: Gibbs measures
Let µ be probability measure on the configuration space Ω. Given two
configurations x, y ∈ Ω and a volume Λ b Zd, we introduce the local
conditional probabilities
µ(xΛ | yΛc) := Eµ
[
1C(xΛ) | FΛc
]
(yΛc), (6.23)
which are defined for µ-almost every y in terms of the conditional expectation
Eµ. For a subset Λ1 ⊂ Λc, the conditional probability µ(xΛ | yΛ1) is defined
in the same way with µ replaced by the marginal distribution restricted to
the subset Λ ∪ Λ1. If furthermore Λ1 is a finite set and µ(yΛ1) > 0, then the
conditional probability takes the simple form
µ(xΛ | yΛ1) =
∫
C(yΛ1 )
dµ(z) µ(xΛ | zΛc)
µ(yΛ1)
= µ(xΛyΛ1)
µ(yΛ1)
. (6.24)
We now turn to the definition of Gibbs measure through the DLR condition8. A
family Ψ = {ΨA}, A b Zd, of real-valued functions ΨA : ΩA → Rwith Ψ∅ = 0
is called a (classical) potential. Here we always consider potentials that are
translation invariant and we make use of the following norms, cf. (6.5) for the
quantum analogue,
‖Ψ‖κ :=
∑
A30
eκ|A| sup
xΛ∈ΩΛ
∣∣ΨA(xΛ)∣∣, κ ≥ 0. (6.25)
The DLR condition, which we state below, roughly means that for given
boundary conditions local probabilities are determined by the canonical
ensemble for some potential and that the dependence on the boundary
conditions only enters through the interaction between the local volume and
its surroundings.
Definition 6.3.1. Let Ψ be a potential with ‖Ψ‖0 <∞. A probability measure
µ on Ω is a Gibbs measure for Ψ if, for every Λ and for µ-almost every xΛc ∈ ΩΛc ,
8in honor of Dobrushin[39], Lanford, and Ruelle[79].
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the conditional probabilities are given by
µ(xΛ |xΛc) = 1ZΛ(xΛc) exp
[
−
∑
A∩Λ6=∅
ΨA(x)
]
, (6.26)
with ZΨΛ (xΛc) =
∑
xΛ∈ΩΛ
exp
[
−
∑
A∩Λ 6=∅
ΨA(x)
]
. (6.27)
A probability measure µ on Ω is Gibbsian if there exists such a potential Ψ, so
that the above DLR equations hold.
Note that we avoided hard core interactions by not allowing ΨA to take the
value infinity at some configurations. Sometimes an explicit temperature
dependence is inserted in the definition by replacing Ψ→ βΨ. In the sequel, we
sketch some properties of Gibbs measures that justify their use as equilibrium
states in classical spin systems, just as we did for KMS states in the quantum
setup. For a general theory of Gibbs measures and proofs we refer to [42, 46, 50].
The set of probability measures µ on Ω in the weak topology (∼= states onAX in
weak∗ topology) is compact. Let Ψ be a potential with ‖Ψ‖0 <∞ and denote
with
HΨΛ :=
∑
A⊂Λ
ΨA, WΨΛ :=
∑
A∩Λ,Λc 6=∅
ΨA, (6.28)
the (classical) Hamiltonian in a volume Λ b Zd and the interaction between
the volume and its complement, just as in the quantum case in (6.6) and (6.17).
First, let us point out that he weak thermodynamic limit points as Λ↗ Zd of the
finite volume Gibbs ensembles
µβΛ(xΛ) := e
−βHΨΛ (xΛ)
/ZβΨΛ (open boundary condition), (6.29)
µβΛ,b(xΛ) := e
−β(HΨΛ +WΨΛ )(xΛ)
/ZβΨΛ (bΛc) (boundary condition b ∈ Ω), (6.30)
for both types of boundary condition are Gibbsian. Therefore, for every
potential Ψ, there exists at least one Gibbs measure solving (6.26) for Ψ. But
the solution may not be unique, i.e. a system of local conditional probabilities
does not always define a unique measure, which is a crucial for using the
formalism of Gibbs measures for describing phase transitions. Non-uniqueness
is associated with the occurrence of phase coexistence through symmetry
breaking. Since the Gibbs measure is unique at high enough temperatures, it
implies the occurrence of a phase transition as temperature is lowered. This
interpretation of non-uniqueness is also adopted for KMS states in quantum
systems, but for Gibbs measures it is additionally known that they can all be
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obtained as convex combinations of thermodynamic limit points of Gibbs
ensembles with different boundary conditions b ∈ Ω. Alternatively, the
Gibbs measures for given Ψ can also be characterized by a variational principle
involving the free energy density functional. We can use the same notation as
in the quantum section. A measure on Ω is a Gibbs measure for the potential
βΨ if and only if
fβΨ(µ) := eΨ(µ)− β−1s(µ) = inf
µ′
fβΨ(µ′) = f eqβΨ, (6.31)
where the infimum is taken over the translation invariant measures on Ω. The
energy and entropy densities are given by
eΨ(µ) := lim
n→∞|Λn|
−1µ
(
HΨΛ
)
,
s(µ) := lim
n→∞|Λn|
−1SΛ(ω), SΛ(µ) := −
∑
xΛ∈ΩΛ
µ(xΛ) logµ(xΛ),
(6.32)
and the minimal equilibrium free energy density, or the pressure, takes the
familiar form
f eqβΨ := −β−1 limn→∞|Λn|
−1 logZβΨΛn . (6.33)
Contrary to the quantum theory of KMS states, the formalism of Gibbs
measures directly demonstrates the close connection between statistical
mechanics and thermodynamics and the theory of large deviations. Let us
define the relative entropy (relative to equilibrium)
sβΨ( · ) := βfβΨ( · )− βf eqβΨ, (6.34)
which can also be obtained as the thermodynamic limit of relative entropies
sβΨ( · ) = lim
n→∞SΛ( · | ν), SΛ(µ | ν) :=
∑
xΛ∈ΩΛ
µ(xΛ) log
µ(xΛ)
ν(xΛ)
. (6.35)
Here, the measure ν can be any Gibbs measure for the potential βΨ and the
limit does not depend on the particular choice. We implicitly assumed µ ν.
Now, let Θ be a translation invariant finite range potential, then HΘΛ /|Λ| can be
regarded as the spatial average of a local observable. If distributed according to
a Gibbs measure µ for a potential βΨ, its fluctuations around the mean satisfy
a large deviation principle, see e.g. [104, 50], of the form
lim sup
n→∞
|Λn|−1 logµ
(
HΘΛ /|Λ| ∈ C
) ≤ − inf
x∈C
IβΨ(x,Θ), C ⊂ R closed,
lim inf
n→∞ |Λn|
−1 logµ
(
HΘΛ /|Λ| ∈ O
) ≤ − inf
x∈O
IβΨ(x,Θ), O ⊂ R open,
(6.36)
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with a rate function given by
IβΨ(x,Θ) := inf
{
sβΨ(µ′); µ′ t.i. prob. measure with eΘ(µ′) = x
}
(6.37)
= sup
t∈R
{
t · x+ f eqβΨ−tΘ
}− f eqβΨ, (6.38)
where the second expression involves a Legendre transformation of a pressure
for a modified potential βΨ − tΘ. Relationships of this form connecting the
large deviation rate function or entropy (thermodynamics) with the pressure
(statistical mechanics) are also often called a variational principle. In section
6.5.1 we continue the discussion on the large deviation principle for quantum
systems and the difficulties in obtaining a similar result in such a non-
commutative setting. At last, note that the KMS condition was expressed
in terms of a time evolution τt, for which there is no natural analogon in
classical spin systems (a direct translation would lead to the trivial dynamics).
6.3.4 Gibbsianness and quasi-locality
Directly from the definition one can read off that a Gibbs measure µ is quasi-local
in the sense that it allows all its local conditional probabilities
µ(xΛ | yΛc), Λ b Zd, (6.39)
to have a continuous realization, namely of the explicit form (6.26) where the
right-hand side depends only weakly on far away spins. In fact, this condition
is not only necessary but moreover a probability measure µ on Ω is Gibbsian
if and only if its system of conditional probabilities has a version that is both
continuous (quasi-local) and positive (uniformly non-null),
inf
xΛ,yΛc
µ
(
xΛ | yΛc
)
> 0, for all Λ b Zd. (6.40)
This result is Kozlov’s theorem and goes back to [76, 123]. A probability
measure µ that is not quasi-local must have an essential discontinuity, and we
can give the following sufficient condition for the absence of quasi-locality.
Definition 6.3.2. A configuration x ∈ Ω is a bad configuration for µ if there is
ε > 0 and i ∈ Zd and a sequence of finite sets Λ↗ Zd containing the site i, so
that for each Λ there is a finite set Γ ⊃ Λ and there are configurations y, y′ ∈ Ω,
such that
µ(xΛ\i yΓ\Λ) > 0, µ(xΛ\i y′Γ\Λ) > 0, (6.41)∣∣µ(xi |xΛ\i yΓ\Λ)− µ(xi |xΛ\i y′Γ\Λ)∣∣ > ε. (6.42)
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In words, the state at site i conditioned on the values of spins in Λ \ i keeps
depending on additional conditioning outside Λ no matter how big that volume
Λ is chosen.
To understand this definition, suppose that µ had a continuous version of the
local conditional probability µ(xi | · ) despite having a bad configuration at site
i as above. Then it would follow that the two limits
c := lim
Λ↗Zd
µ
(
xi |xΛ\iyΓ\Λ
)
=
∫
C
dµ(z)
µ(xi | zZd\i)
µ(C) , (6.43)
c′ := lim
Λ↗Zd
µ
(
xi |xΛ\iy′Γ\Λ
)
=
∫
C′
dµ(z)
µ(xi | zZd\i)
µ(C ′) , (6.44)
exist by the continuity assumption, where we abbreviated the cylinder sets
C = C(xΛ\iyΓ\Λ), C ′ = C(xΛ\iy′Γ\Λ), (6.45)
and where we were somewhat imprecise in notation in that yΓ\Λ and yΓ\Λ
implicitly depend on Λ as in the above definition of a bad configuration.
However, by (6.42) the two limits cannot be equal, which again contradicts
continuity.
Remark 6.3.1. Classical restrictions for quantum ground states can easily fail to
be non-null. As an example take the ground state of the transverse Ising model
at J = 0 and h > 0, i.e. (6.3). We choose the observable X to be
X = |↑〉〈↑| − |↓〉〈↓| (6.46)
having eigenvalues ±1. It is obvious that the classical restriction µX satisfies
µX(xi = −1) = 0 for all sites i.
To some degree the formalism of Gibbs measures as equilibrium states can
be extended to another larger class of probability measures, the asymptotically
decoupled probability measures, see for example [107]. A probability measure µ
on Ω is asymptotically decoupled if there are functions
g : N→ N, lim
n→∞ g(n)/n = 0, (6.47)
c : N→ [0,∞), lim
n→∞ c(n)/|Λn| = 0, (6.48)
such that, for all a ∈ Zd, n ∈ N,
e−c(n)µ(1A)µ(1B) ≤ µ(1A · 1B) ≤ ec(n)µ(1A)µ(1B),
holds for all A ∈ FΛn+a and B ∈ F(Λn+g(n)+a)c .
(6.49)
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This condition is clearly a locality property. Asymptotically decoupled
measures satisfy a large deviation principle as introduced in the previous
section and all the Gibbs measures are asymptotically decoupled.
6.4 Results
For any suitably decaying quantum interaction Φ there is a unique equilibrium
state ωβ satisfying the KMS conditions for high enough temperatures 1/β, see
e.g. [19]. This state ωβ is the thermodynamic limit of finite volume Gibbs states
ωβΛ, see (6.7), and in particular its classical restriction µ
β,X can be obtained as
µβ,X = lim
Λ↗Zd
µβ,XΛ with µ
β,X
Λ (xΛ) := ω
β
Λ
(
QΛ(xΛ)
)
. (6.50)
Theorem 6.4.1 (High temperature). Let Φ be an interaction with ‖Φ‖κ <∞ for a
given κ > 0. Then there exists βmax > 0 such that the classical restriction µβ,X of
the (unique) quantum equilibrium state ωβ is Gibbsian for β ≤ βmax and for every
self-adjoint matrix X ∈ B(H).
In the proof, see (6.88), we give an explicit estimate of an inverse temperature
β0 > 0, such that the thermodynamic limit (6.50) exists for all β ≤ β0. As we
have outlined in section 6.3.3, this result immediately implies a large deviation
principle for spatial averages of local observables whose shifts commute. As of
independent interest, at high temperatures, these results can be used to obtain
a central limit theorem; we refer to [101] for further discussion.
At low temperatures we specify the weak-coupling regime in which our
results hold by two assumptions; the first is concerned with the interaction
underlying the quantum state, the second spells out a condition on the single-
site observable X which induces the classical restriction.
Assumption 1. Suppose an interaction Φ = Φ0 + Υ, where Φ0 has finite range.
Assume there is a one-dimensional orthogonal projection P ∈ B(H), such that
the local Hamiltonian HΦ0Λ satisfies the following, for all Λ and S ⊂ Λ:
1. HΦ0Λ commutes with PΛ(S),
2. HΦ0Λ PΛ(∅) = 0,
3. there is a Λ-uniform gap g > 0, such that
HΦ0Λ PΛ(S) ≥ g |S|PΛ(S) (6.51)
in the sense of positive operators,
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where we defined the projections
PΛ(S) :=
(⊗
i∈SP⊥i
)⊗ (⊗i∈Λ\SPi) ∈ B(HΛ). (6.52)
The condition (6.51) is a Peierls condition: the local Hamiltonians HΦ0Λ have a
(Λ-uniformly) gapped non-degenerate product ground state. As an example,
we look at the disordered ground state (6.3) in the quantum Ising model of
Section 6.2. We can take there P = |↑〉〈↑|, and Φ0 corresponds to the second
term in the Hamiltonian (6.2), the transverse field term. In our treatment the
second term Υ will be a sufficiently small perturbation of the particularly
simple interaction Φ0. In this case the above assumption implies a unique
ground state for the interaction Φ, see e.g. [136], and furthermore applicability
of so-called quantum Pirogov–Sinai theory, see [14, 28]. As a consequence
there is a unique KMS state for small enough temperatures and the classical
restriction µβ,X can again be obtained through (6.50).
There is a second major assumption: the observable X must show some
disorder for the unperturbed ground state given by the projection P .
Assumption 2. Suppose that Tr
(
Q(x)P) > 0 for all x ∈ sp(X).
Clearly, this assumption is not satisfied in the case of the Ising model for
X = σz and P = |↑〉〈↑| as above. There is however then no problem in the case
of X = σx or X = σy which are completely disordered for the state given by P ;
see in particular (6.4).
Theorem 6.4.2 (Low temperature & weak coupling). Take the Assumptions 1
and 2 above. There exist positive κmin, βmin (depending on X) so that if κ ≥ κmin,
β ≥ βmin and ‖Υ‖κ ≤ 1, then µβ,X is Gibbsian. Moreover, this statement remains
true for the ground states, i.e. for β →∞.
The most striking condition in the above theorem is Assumption 2, which in
particular excludes observables X that commute with the projector P . A first
reason for it is to avoid the nullness-scenario mentioned in Remark 6.3.1, which
rules out Gibbsianness right away. Note that there the quantum ground state
and also its classical restriction is local as a product state. At least at zero
temperature (β =∞), Assumption 2 can surely not be dropped also in view of
the more interesting quasi-locality aspect of Gibbsianness, as follows from the
following.
Theorem 6.4.3 (Non-quasi-local ground state). Consider the Ising model in
transverse field as discussed in Section 6.2 and let X = σz . Let β =∞ and |J/h| > 0
be small enough. Then, the corresponding classical restriction µz is non-null in the
sense that µz(xΛ) > 0 for any xΛ ∈ ΩΛ, Λ b Z. Most importantly, µz is not quasi-
local and the configuration x ∈ Ω defined by xi = −1, i ∈ Z, is a bad configuration.
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As pointed out to us by Aernout van Enter, the computations in the proof of
the Theorem can be used to show that in fact all configurations x ∈ Ω are bad
for µz . For simplicity we supply the explicit proof only for the configuration
x ≡ −1 as in the Theorem. The result holds for higher dimensions d > 1 as
well, as one checks by going through the proof, but again we restrict ourselves
to d = 1 for brevity. The fact that a classical restriction of the ground state is not
quasi-local does not mean that it does not satisfy a large deviation principle, as
we see in
Theorem 6.4.4 (Large deviation principle despite Non-Gibbsianness). As in
Theorem 6.4.3, consider the transverse Ising model in the disordered regime |J/h| < 1
with X = σz , β =∞. Then the generating function
F (t) := lim
n→∞
1
n logω
(
exp
(
t
∑n
i=1σ
z
i
))
, t ∈ R (6.53)
exists and is differentiable.
As a consequence of the Gärtner-Ellis theorem, see e.g. [43], Theorem 6.4.4
implies that in the disordered ground state of the quantum transverse Ising
model the magnetization
MzN :=
1
N
N∑
i=1
σzj
satisfies a quantum large deviation principle. More precisely, with respect to
the classical restriction µz ,
mN =
1
N
N∑
j=1
xj
as a function on Ω satisfies a large deviation principle for a (lower semi-
continuous and convex) rate function I which is the Legendre transform of the
generating function F :
lim sup
n→∞
1
n
logµz
(
mn ∈ C
) ≤ − inf
m∈C
I(m) for C ⊂ R closed,
lim inf
n→∞
1
n
logµz
(
mn ∈ O
) ≤ − inf
m∈O
I(m) for O ⊂ R open.
(6.54)
6.5 Discussion
Studying Gibbsianness of classical restrictions of quantum states ω has two
major applications. If a classical restriction admits a Gibbsian local description
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as in the setting of Theorem 6.4.1 and 6.4.2, then spatial averages in the quantum
state have well behaved large deviations. On the other hand, if a classical
restriction fails to be quasi-local and hence also Gibbsian, see section 6.3.4, this
presents an interesting signal for non-local structure in the quantum state, e.g.
from entanglement.
6.5.1 Fluctuation theory
Static fluctuation theory, or the theory of large deviations [31, 43], is a
cornerstone of classical equilibrium statistical mechanics and thermodynamics
[78, 107]. In most general terms, it offers a framework to say that fluctuations
of macroscopic observables scale exponentially as the volume grows, which is
essential for characterizing thermodynamic systems with a huge number of
degrees of freedom by only a few macroscopic state variables. But moreover,
as was discussed shortly in section 6.3.3 for Gibbs measures, fluctuation
theory beautifully links to common concepts in statistical mechanics and
thermodynamics such as entropy, pressure, and variational principles. By
the success of the classical theory, it is an obvious question whether similar
connections can be made for quantum systems, see e.g. [34, 38, 125] for work in
that direction. However, the question probably should not be taken too literally,
since even the task of verifying a large deviation principle for quantum states
is difficult and accomplished only for few cases. Let us repeat what we mean
by quantum large deviations and how it is linked to classical restrictions, which
we study here. Let F be a function on sp(X) and consider the spatial average
F¯Λ =
1
|Λ|
∑
i∈Λ
F (Xi). (6.55)
Fluctuation theory is about characterizing the ‘probabilities’
ω
(
1[a,b](F¯Λ)
)
(6.56)
associated to a quantum state ω, where 1[a,b](·) as before denotes the indicator
function of some interval [a, b] ⊂ R. This gives the distribution of the outcomes
when measuring the average F¯Λ. These fluctuations can be expressed via the
classical restriction µX , namely
ω
(
1[a,b](F¯Λ)
)
= µX
( 1
|Λ|
∑
i∈Λ
F (xi) ∈ [a, b]
)
. (6.57)
Hence the question emerges whether a large deviation principle holds for
the distribution µX . From classical statistical mechanics we know that the
108 CLASSICAL RESTRICTIONS OF QUANTUM SPIN SYSTEMS
answer is positive for equilibrium distributions. In this sense Gibbsianness of
the classical restriction µX of quantum equilibrium or ground states implies a
quantum large deviation result. The results of the present chapter, in particular
Theorems 6.4.1 and 6.4.2 thus add to the current state-of-the-art on quantum
large deviations. In quantum spin systems, they are now proven for:
• High temperature equilibrium states, see [101, 80].
• Quantum spin chains (dimension d = 1), be it quantum equilibrium states
or finitely correlated states, see [63, 105].
• Low temperature or ground states in weakly coupled systems with
appropriate conditions, see Theorem 6.4.2 in this chapter.
In all these cases, the result is strong enough to imply a central limit theorem,
because the large deviation generating function is analytic in a a neighborhood
of 0, but we give no further details. For quantum systems of non-interacting
and some systems of many weakly interacting particles it was shown that
a large deviation principle holds for the fluctuations of the particle density
[82, 48].
For proving quantum large deviations it is sufficient to show that the classical
restriction µX is asymptotically decoupling, see section 6.3.4 for the definition,
instead of the stronger Gibbsianness property as we do here. Such an approach
is discussed in [103] and the d = 1 and high temperature results are recovered
that way. Note that the definition of asymptotical decoupling can be naturally
transferred from classical measures to quantum states on the full quasi-local
algebra (by replacing the local indicator functions 1A by local projections)
whereas the notion of Gibbsianness for a quantum state requires a choice of
a single-site observable X . This distinction may be relevant when aiming for
more general quantum large deviation results for macroscopic observables
which are not averages of commuting operators. So far, such results were only
proven for d = 1 by Ogata in [105].
a glimpse at non-commutativity
To finish this discussion, let us mention in an informal way some simple
instances in the classical large deviation theory whose quantum counterparts
get somewhat spoiled by non-commutativity. Let ω be a thermodynamic
limit point of finite volume Gibbs states ωΛ′ for an interaction Ψ and inverse
temperature β, see (6.7). Assume that the sequence F¯Λ, here viewed as a
function on Ω, satisfies a large deviation principle for the classical restriction
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µX (in other words, a quantum large deviation principle for ω) with rate |Λ|
and rate function I . An outcome of F¯Λ will be denoted with f . By Varadhan’s
Lemma the rate function I satisfies
lim
Λ↗Zd
|Λ|−1 logµX(eλF¯Λ|Λ|) = sup
f
(
λ · f − I(f)) (6.58)
in terms of a generating function on the left hand side. It involves expressions
of the form
|Λ|−1 log TrΛ′
(
e−βH
Ψ
Λ′ eλF¯Λ|Λ|
)
, Λ ⊂ Λ′ ↗ Zd. (6.59)
Classically, i.e. if the HΨΛ′ and F¯Λ all commute, this corresponds to the pressure
of a system with a modified Hamiltonian
HΨΛ′ 7→ HΨΛ′ − λ/β
∑
i∈Λ F (Xi), (6.60)
but this connection does not survive if they do not commute, since then (6.59)
is not immediately related to the quantum pressure of a modified quantum
system. If it can be shown that µX is Gibbsian for some classical potential Φ,
which is one of our main results in this chapter, one can at least recover a link
to the pressure of an effective classical system with Hamiltonian
HΦΛ′(x)− λ/β
∑
i∈Λ F (xi), (6.61)
but the relationship between ω and the potential Φ will usually be quite
complicated.
In the classical theory, a lot can be inferred about the large deviations of a
macroscopic observable like F¯Λ by adjusting the Hamiltonian accordingly as
above. More generally, the concept of exponential tilting holds, which roughly
goes as follows: Let pn be probability measures, such as the distributions of
f ∈ F¯Λ with respect to µX , and assume that they satisfy a large deviation
principle with rate n and rate function I . Then also the ‘tilted’ sequence of
probability measures given by
pλn(f) :=
eλf ·npn(f)∫
dpn(f)eλf ·n
, λ ∈ R, (6.62)
satisfies a large deviation principle with rate n and rate function
Iλ(f) := I(f)− λf − inf
f ′
(
I(f ′)− λf ′) (6.63)
With such (Cramér) transformations events can be “made typical”, which is
a very useful tool in the classical fluctuation theory, see e.g. the textbook [32].
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Going back to our quantum example, the changes in the distribution of F¯Λ
under exponential tilting correspond to the replacement
TrΛ′
(
e−βHΨΛ′1[a,b](F¯Λ)
)
TrΛ′
(
e−βHΨΛ′
) 7→ TrΛ′(e−βHΨΛ′ eλF¯Λ|Λ|1[a,b](F¯Λ))
TrΛ′
(
e−βHΨΛ′ eλF¯Λ|Λ|
) (6.64)
in finite volume. In the classical setting where HΨΛ is also just a function on
Ω or which arises if one had shown µX to be Gibbsian for a potential Φ, the
tilting just adds an additional field term in the Hamiltonian as in (6.60) and
(6.61) respectively. In a genuine quantum setting however, the right hand
side of (6.64) does not even define a state outside a classical sub-algebra, for
observables which are not functions of the Xi. A priori, it is not closely related
to the natural way of tilting a quantum thermal state, namely by adding a field
term to the (quantum) Hamiltonian, again simply because the exponential of
a sum of operators needs not to be the same as the product of exponentials.
One should however also keep in mind the limit of taking Λ and Λ′ to infinity,
which was at most implicitly present in our brief discussion and which might
possibly wash out some of the differences due to non-commutativity.
an example: large deviation principle for quasi-free fermions
Product states ω = ⊗iωi (as before translation invariant) are simple examples
where a quantum large deviation principle can be shown. In that case also the
classical restriction µX is a product measure and the functions F (xi) become
i.i.d. random variables. The spatial averages F¯Λ are nothing but the empirical
averages of these random variables and satisfy a large deviation principle by
Cramér’s theorem.
Let us now give another slightly more involved example concerning the density
fluctuations of quasi-free fermions in discrete and one-dimensional (just for
simplicity) space with single particle Hilbert space h = l2(Z). Strictly speaking
we are hence not dealing with quantum spin systems in this example, but there
is a close and intuitively clear connection between fermionic lattice models
and spin- 12 systems, e.g. demonstrated by the Jordan–Wigner transformation,
which we discuss in further detail in section 6.8.2. We introduce the usual
fermionic creation and annihilation operators on Fock space, which satisfy the
canonical anticommutation relations{
a∗(f), a∗(g)
}
=
{
a(f), a(g)
}
= 0,{
a(f), a∗(g)
}
= 〈f, g〉,
(6.65)
for all f, g ∈ h. We abbreviate the creation and annihilation for a fermion at
a site i ∈ Z with a∗i := a∗(δi) and ai := a(δi). For every operator T on h with
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0 ≤ T ≤ 1l, one can define a quasi-free and gauge-invariant state ωT on the C∗
algebra generated by all the creation and annihilation operators through
ωT
(
a∗(fn) . . . a∗(f1)g(g1) . . . g(gm)
)
= δm,n det
(〈gi, Tfj〉)
≡ δm,n
∑
pi∈Sn
n∏
i=1
(−1)pi〈gi, T fpi(i)〉.
(6.66)
The single particle density operator T must be translation invariant for ωT to
be translation invariant. Therefore, it is unitarily equivalent to a multiplication
operator mψ for a function ψ ∈ l∞([−pi, pi]) with essential range in [0, 1],
FTF∗ = mψ, (6.67)
with the following convention for the Fourier transform
Ff(k) := 1√
2pi
∑
l∈Z
e−iklf(l), f ∈ h. (6.68)
For the sake of simplicity, we assume that ψ is continuous viewed as function on
the circle [−pi, pi). For example, thermal states of non-interacting fermions can
be described by quasi-free states. If in this case the single particle Hamiltonian
consists only of a kinetic term, i.e. the negative discrete Laplacian, then the
function ψ would correspond to the Fermi–Dirac distribution
ψ(k) = 11 + eβE(k) , E(k) = 1− cos(k). (6.69)
We will now examine the density fluctuations of fermions in growing volumes
Λn := {1, 2, . . . , n} ⊂ Z, which are distributed according to
µ
(
Dn ∈ [a, b]
)
= ωT
(
1[a,b](Dn)
)
, Dn :=
1
n
∑
i∈Λn
a∗i ai, (6.70)
where we again abused notation in that Dn stands both for the quantum
observable but also for the classical random variable with outcomes m/n,
m = 0, . . . , n. The moment generating function M(t), t ∈ R, for the number of
particles Nn := nDn in the volume Λn can be computed as
Mn(t) = ωT
(
etnDn
)
= ωT
(
exp
(
t
∑
i∈Λna
∗
i ai
))
= ωT
(∏
i∈Λn1l + (e
t − 1)a∗i ai
)
= 1 +
∑
∅6=S⊂Λn
ωT
(∏
i∈S(e
t − 1)a∗i ai
) (6.71)
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Each term in the last sum is just a principal minor of the matrix
(et − 1)Tij = (et − 1)
〈
δi, T δj
〉
, i, j ∈ Λn. (6.72)
Since the sum over all principal minors of matrix A is equal to det(1l +A), see
e.g. [64], we can write the moment generating function as determinant of a
Toeplitz matrix
Mn(t) = det
(
Cij(t)
)
, i, j ∈ Λn, (6.73)
with entries that are the Fourier transforms
Cij(t) =
〈
δi,
(
1l + (1 + et)T
)
δj
〉
=
∫ pi
−pi
dk
2pi e
−ik(i−j)φt(k)
(6.74)
of a symbol
φt(k) = 1 + (et − 1)ψ(−k). (6.75)
Since φ is positive and continuous, it follows from Szego˝’s theorem, see e.g.
[30], that
lim
n→∞
1
n
logMn(t) =
∫ pi
−pi
dk
2pi log φt(k), (6.76)
differentiable in t ∈ R. By the Gärtner–Ellis theorem this implies a large
deviation principle for Dn.
6.5.2 A measure of non-locality
In section 6.3.4 we introduced the notion of quasi-locality for measures on Ω
and its close relation to Gibbsianess. The absence of quasi-locality, for example
if there is a bad configuration, for a classical restriction µX indicates non-local
dependencies for the underlying quantum state ω: if X is measured at some
site i, then the probability of an outcome xi under the condition of measuring
xΛ\i in a huge set Λ of sites around i, a sea, keeps depending on additional
conditioning outside of Λ in a set Γ \ Λ no matter how large Λ is, see Figure
6.1. Note however that by our definition of a bad configuration the additional
conditioning may be imposed on a volume Γ \ Λ which is itself huge and in
particular can be much larger than each Λ. For our discussion here on the
detection of non-localities in many body quantum states, it is just as natural to
consider also a stricter definition of a bad configuration by allowing additional
conditioning only on a single site j outside of Λ. We refer to x as a very bad
configuration of a measure µ if the condition in definition 6.3.2 is satisfied with
Γ \ Λ = {j} for some j ∈ Zd, for each Λ. In fact, we will see in section 6.8
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condition xΛ\i
Γ \ Λ
condition
yΓ\Λ or y
′
Γ\Λ
additional
Figure 6.1: Illustration of the definition of a bad configuration.
that the non-locality pointed out in Theorem 6.4.3 for the ground state of the
transverse field Ising model is due to a very bad configuration. In the following
we will focus on this second stronger notion of non-locality.
Let us rephrase the non-locality of a classical restriction µX in more common
terms of correlation functions for the underlying state ω, which helps to shine
some light on its possible connection to the (long range) entanglement of ω. Let
us also restrict to spin- 12 systems, so that for each site i on the lattice there are
two classical configurations unless X is trivial. If xi is such a configuration at
site i, then we denote with x¯i the other ‘flipped’ one. Given a measurement
outcome xV for the observable X at each site in a subset V b Zd, we define the
conditioned state
ωxV ( · ) := ω
(
QV (xV ) · QV (xV )
)
ω(QV (xV ))
(6.77)
assuming of course that the denominator does not vanish. One should think of
V ≡ Λ \ i with respect to the definition of a bad configuration in section 6.3.4.
Let j ∈ Λc be the site where the additional conditioning is imposed, then one
can rewrite the difference
µX
(
xi |xV yj
)− µX(xi |xV y¯j)
=
ωxV
(
Qi(xi)Qj(yj)
)
ωxV
(
Qj(yj)
) − ωxV (Qi(xi)Qj(y¯j))
ωxV
(
Qj(y¯j)
)
=
CVij (xΛyj)
ωxV
(
Qj(yj)
)
ωxV
(
Qj(y¯j)
) ,
(6.78)
with
CVij (xΛyj) := ωxV
(
Qi(xi)Qj(yj)
)− ωxV (Qi(xi))ωxV (Qj(yj)), (6.79)
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where we used Qj(yj) = 1l − Qj(y¯j). The numerator is a familiar truncated
correlation function for the conditioned state ωxV . If the configuration x is
very bad for µX , then this correlation function cannot tend to zero but must
remain finite along a certain sequence of increasing volumes V , unless if
simultaneously the probabilities to measure yj go to either one or zero (giving
a diverging denominator).
For simplicity and in order to connect the discussion more easily to the usual
formulation of localizable entanglement [110], we consider now quantum states
ω on finite spin- 12 chains on intervals I = [i, j] ⊂ Z where the two sites i < j
play the same role as before. We abbreviate the interval between the them
as V := [i + 1, j − 1]. Furthermore, we assume that ω is a pure state, e.g. a
ground state for a given interaction, obtained from a vector ψ ∈ HI , then every
conditioned state is still pure and given by
ωxV ( · ) = 〈ψxV , ·ψxV 〉, ψxV ≡ ψxVij ⊗ ψxVV :=
QV (xV )ψ
‖QV (xV )ψ‖ , (6.80)
for some ψxVV ∈ HV and ψxVij ∈ H{i,j}. From a quantum information
perspective, the immediate question arises if a state ω can be used to generate
a pair of entangled qubits with wave-function ψxVij ∈ H{i,j} at the ends of the
chain by measuring X at all spins in between with outcome xV . Moreover, one
may ask if this entanglement can persist for arbitrarily long chains. Getting
back to our notion of non-locality, i.e. existence of a bad configuration for a
classical restriction µX of ω, we have as a sufficient condition for such long
range entanglement that the correlation function (6.79) is bounded away from
zero for all V .9 Let us also stress however that a bad configuration is not too
conclusive for the question at hand: if ωxV (Q(yj)) tends to one or zero while
increasing the chain length, then ψxVij ∈ H{i,j} ceases to be entangled, but there
may still be a bad configuration with (6.78) remaining finite. On the other hand,
it can happen that there is entanglement between the endpoints of the chain,
but that it can only be detected with measurements which do not commute
with Xi and Xj .
For completeness, let us mention the related notion of localizable entanglement,
which in our setting can be defined as
LV (ω) := sup
X
∑
xV
ω
(
QV (xV )
)
E
(
ψxVij
)
, (6.81)
where E is some measure of entanglement on a two qubit system, e.g. the
entanglement entropy. It quantifies the entanglement that can be induced
on average between the ends of the chain for an optimized measurement in
9note that as a slight modification in the setup, now ω itself depends on the volume.
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between, which clearly adds some additional complexity to the discussion,
since so far we were making point-wise statements for given observable X and
outcome xV . The decay of LV as the chain is increased gives rise to a length
scale, an entanglement length, which is lower bounded by the correlation
length. If LV remains finite for all V , one speaks of long range localizable
entanglement [130], and one may interpret it as signal for a (different) type
of quantum phase transition. An example of such a quantum phase transition
was found within a family of systems containing the AKLT model.
6.6 Proof – high temperature regime
In this section we give a proof of Theorem 6.4.1, together with some more
explicit formulæ and estimates on the classical potential Ψβ,X . The decisive
step of our strategy, namely Proposition 6.6.1, is based on a formulation of
the problem in terms of a polymer model and on a perturbative construction
by means of a high-temperature cluster expansion. For that we closely follow
Section 6 of [101].
6.6.1 Logarithm of the classical restriction
We start by deriving explicit formulæ for the logarithm of µβ,XΛ , the classical
restriction of the finite volume Gibbs states ωΛ as defined in (6.50). In
this section we mostly suppress the dependence on the chosen single-site
observableX and on the inverse temperature β. The symbol tr is used to denote
the (normalized) trace state on A, and for W b Zd and for configurations
xW ∈ ΩW we write
trxW ( · ) = Tr( ·QW (xW ))Tr(QW (xW )) (6.82)
which is a (normalized) state on AΛ. From (6.50) we express the distribution
µΛ in terms of these product states:
µΛ(xW ) = ωΛ(QW (xW )) =
1
ZΛ
TrΛ
(
e−βH
Φ
ΛQW (xW )
)
= tr
(
QW (xW )
) trxW (e−βHΦΛ )
tr(e−βHΦΛ )
.
(6.83)
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The logarithm of the above finite volume partition functions can be written as
a sum over local weights,
log tr
(
e−βH
Φ
Λ
)
=
∑
A⊂Λ
w(A)
log trxW
(
e−βH
Φ
Λ
)
=
∑
A⊂Λ
wxW (A),
(6.84)
where for all Λ b Zd the weights are given as
w(A) =
∑
B⊂A
(−1)|A\B| log tr(e−βHΦB)
wxW (A) =
∑
B⊂A
(−1)|A\B| log trxW (e−βHΦB). (6.85)
This combinatorial trick goes by the name of inclusion-exclusion principle, which
itself is an application of more general Möbius inversion theory. Note that the
weights are uniquely determined by the consistency requirement that the above
equations hold for all Λ b Zd and for weights wxW (A) which only depend on
A but not on the ambient volume Λ. Furthermore wxW (A) = wxW∩A(A) and
in particular we have wxW (A) = w(A) whenever W ∩A = ∅. We always write
wxA(A) instead of wxW (A) if A ⊂W .
6.6.2 Gibbsianness – proof of Theorem 6.4.1
With the preceding definitions we can write µΛ as finite volume Gibbs
distributions for a classical potential {ΨA}, A b Zd,
µΛ(xW ) = tr
(
QW (xW )
)
exp
( ∑
A⊂Λ
A∩W 6=∅
[
wxW (A)− w(A)])
=
∑
xΛ\W∈ΩΛ\W
1
ZΛ
exp
(∑
A⊂Λ
ΨA(xA)
) (6.86)
with
ΨA(xA) =
{
wxA(A) + log
(
tri(Qi(xi)
)
for A = {i}, i ∈ Zd
wxA(A) else (6.87)
We are left to show that the family Ψ = {ΨA}, A b Zd, is indeed a potential
which satisfies ‖Ψ‖0 < ∞. As discussed in section 6.3.3, it then immediately
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follows that any thermodynamic limit point of the µΛ is a Gibbs measure for Ψ.
For high enough temperatures we know that there is indeed only the unique
limit point µ but an explicit demonstration of the convergence of (6.86) is also
contained in the proof of the next proposition. The relevant bounds on the
weights w and wxA are not deduced from their implicit definition in (6.85) but
rather from a concrete construction obtained within the (non-commutative)
Mayer-expansion formalism.
Proposition 6.6.1. For a quantum interaction Φ, let a, β0 > 0 be such that∑
A30
ea|A|(eβ0‖Φ(A)‖ − 1) ≤ a (6.88)
(which can always be achieved if ‖Φ‖κ<∞ for a κ > 0) then
‖w‖0 ≤ a and ‖Ψ‖0 ≤ a+ log(dimH) (6.89)
for all β ≤ β0. In particular Ψ is a potential for the Gibbs distribution µ obtained as
the unique thermodynamic limit of the µΛ. ΨA is analytic in the open disk |β| < β0
for any A b Zd.
Sketch of Proof. The weights w and wxW , which were used to express the finite
volume partition functions with respect to the product states tr and trxW can
be expressed more explicitly starting out from expanding the exponentials
together with cluster expansion techniques. One can proceed similarly as it
was done in [101] for states defined in eq. (6.2) of this reference. There, the
Λ-uniform construction does not depend on the explicit form of the underlying
state apart from the product property which is also shared by tr and trxW . In
particular, the analogue of Proposition 6.25 in [101] remains valid. It is subject
to condition (6.22) in [101] which is literally the same as our assumption (6.88).
Transferred to our setting and accounting for the fact that the state trxW is not
translation invariant the result of Proposition 6.25 in [101] reads ‖w‖0 < a and
sup
i∈Zd
∑
AbZd; i∈A
∣∣wxW (A)∣∣ < a, (6.90)
for all xW ∈ ΩW , W b Zd, and β ≤ β0. Therefore (6.86) is convergent and
the measures µΛ have a unique thermodynamic limit. Note that for almost all
terms in the series we have W ⊂ A, but it also immediately follows that
sup
i∈Zd
∑
A⊂W ; i∈A
∣∣wxA(A)∣∣ < a, (6.91)
for all x ∈ Ω, W b Zd, which shows that Ψ is a potential. Analyticity of each
ΨA follows from the arguments given in section 6.3. of [101].
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6.7 Proof – low temperature regime
Here we consider low temperatures and our perturbation strategy goes via
an expansion around the ground state. Similar expansions are familiar in the
framework of quantum Pirogov-Sinai theory [14, 28, 71], see also [137] for an
alternative approach at zero temperature.
First, we express the finite volume classical restrictions µβ,XΛ as Gibbs
distributions for a classical potential Ψβ,XΛ which still depends on the volume
Λ b Zd towards the boundary. By our explicit construction we can control the
thermodynamic limit as well as the limit of zero temperature. To lighten the
notation we again often do not indicate the dependence on the volume Λ b Zd,
on the observableX ∈ B(H), and on the inverse temperature β > 0 whenever it
does not inflict confusion. We also introduce the more convenient abbreviations
H0 ≡ HΦ0Λ for the local Hamiltonian, V ≡ HΥΛ for its perturbation, andH ≡ HΦΛ
for the sum of both.
6.7.1 Polymer model representation of the finite volume
classical restriction
In finite volumes the finite-dimensional matrix exponential e−βH can be written
as its norm-convergent Dyson series:
e−β(H0+V )
= e−βH0 +
∑
n≥1
∫
Sn
dt1 . . . dtn e−(β−tn)H0V . . . V e−(t2−t1)H0V e−t1H0
= e−βH0 +
∑
n≥1
∑
S0,...,Sn
⊂Λ
∑
B1,...,Bn
⊂Λ
∫
Sn
dt1 . . . dtn
(PΛ(Sn)e−(β−tn)H0Υ(Bn)) . . .
. . .
(PΛ(S1)e−(t2−t1)H0Υ(B1))e−t1H0PΛ(S0)
(6.92)
where tn = (t1, . . . , tn) and where we integrate over the simplex
Sn := {tn ∈ [0, β]n | 0 < t1 < t2 < · · · < tn < β} (6.93)
In the third line we expanded each term of the series by inserting the
decomposition 1l =
∑
S⊂Λ PΛ(S). We introduce new notation to reorganize
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the above expansion. Let Sn = (S0, . . . , Sn) and Bn = (B1, . . . , Bn), then we
define the set of diagrams of n interactions Sn,
Sn :=
{(
tn,Sn,Bn
) ∈ Sn × ℘(Λ)n+1 × ℘′(Λ)n ∣∣
Sk \Bk = Sk−1 \Bk, k = 1, . . . , n
}
, n ≥ 1,
(6.94)
where ℘(Λ) is the power set of Λ and ℘′(Λ) the power set of Λ without the
empty set. We furnish these sets with the obvious structure of a measurable
space (Sn,Fn), whereFn is the product of the Lebesgue measurable sets within
the simplex and the discrete σ-algebra on the finite set ℘(Λ)2n+1. We define
a finite complex measure Wn on Sn which is determined by a density with
respect to the Lebesgue measure on Sn: still for n ≥ 1 we set
ρn(X) dt1 . . . dtn
:= Tr
(P(∅)Q(x))−1 Tr(P(S0)Q(x)(P(Sn)e−(β−tn)H0Υ(Bn)) . . .
. . .
(P(S1)e−(t2−t1)H0Υ(B1))e−t1H0P(S0)) dt1 . . . dtn
(6.95)
where X ∈ Sn. Recall that Υ(B) = 0 whenever B is not a connected set.
Throughout the construction one can always restrict to those Bn consisting
of connected sets. The denominator does not vanish and the above density is
well-defined by Assumption 2. Also note that the density would vanish if the
condition on Sn and Bn in the definition of Sn were not satisfied, because
P(S′)e−tH0Υ(B)P(S) = 0 if S′ \B 6= S \B. (6.96)
For n = 0 we decide that S0 = ℘(Λ)0 = ∅ and the discrete measure on S0 =
℘(Λ) to be determined through
W0(X) =
{ 0, S0 = ∅
ρ0(X) := Tr
(P(∅)Q(x))−1 Tr(P(S0)Q(x)e−βH0), else
(6.97)
The reason for manually removing the weight on X = ∅ ∈ S0, the empty
diagram, will become apparent in combinatorial constructions to come. Recall
that
Tr
(P(∅)Q(x)e−βH0) = Tr(P(∅)Q(x)) (6.98)
and thus
Tr
(
Q(x)e−βH
)
= Tr
(P(∅)Q(x))[1 + ∞∑
n=0
Wn
(
Sn
)]
(6.99)
The logarithm of the left-hand side will give the potential for the classical
restriction.
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Graphical representation and factorization into polymers
As the name indicates and as illustrated in Figure 6.2 for a spin chain with
volumes Λ ⊂ Z, we associate each X ∈ Sn with a diagram living on Λ× [0, β].
We refer to elements in Λ as spatial points and to elements in [0, β] as times. The
union of the vertical and horizontal segments constituting a diagram (fully
drawn in Fig. 6.2) is denoted by
Dom(X) :=
( n⋃
k=0
Sk × [tk, tk+1]
)
∪
( n⋃
k=0
Bk × tk
)
(6.100)
where we set t0 = 0, tn+1 = β, and
Domr(X)
:=
{
(z′, t) ∈ Λ× [0, β] | there is (z, t) ∈ Dom(X), dist(z, z′) < r} (6.101)
indicates the space-time volume within the spatial interaction range r to this
domain (the shaded areas and dashed segments in Fig. 6.2). We say that two
diagrams X ∈ Sn, X′ ∈ Sm are adjacent,
X↔ X′ iff Domr(X) ∩Domr(X′) 6= ∅, (6.102)
otherwise we write X= X′. A given diagram X ∈ Sn is called a polymer if one
cannot find two diagrams Z ∈ Sl, Z′ ∈ Sm, (l +m) = n, so that
Dom(X) = Dom(Z) ∪Dom(Z′) and Z= Z′. (6.103)
The set of polymers of n interactions is denoted by Pn. Every diagram Xn has a
unique decomposition into polymers {pα}, pα = (tαn,Sαn,Bαn) ∈ Pn(α), where
α runs over a finite index set and
∑
α n(α) = n. For a given diagram X ∈ Sn,
we denote withR(X) := Sn ∪ S0 its so-called root set.
We have the following factorization and locality properties:
Lemma 6.7.1. Let X = (tn,Bn,Sn) ∈ Sn, n ≥ 0, be a diagram with polymer
decomposition {pα}, pα ∈ Pn(α), then the density factorizes according to
ρn(X) =
∏
α
ρn(α)(pα) (6.104)
Moreover ρn(X) does not depend on the volume Λ ⊂ Z, assuming of course that
Domr(X) ⊂ Λ× [0, β] and it is independent of xi ∈ Ωi whenever i /∈ R(X).
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Λ
t1t2t3t4t5t6t7
B1
B2
B3
B4
B5
B6
B7
S0S1
t0 = 0tn+1 = β
Figure 6.2: A sample diagram X ∈ Sn for n = 7 which is composed of 4
polymers.
The fully-drawn horizontal segments correspond to the sets S0, . . . , Sn. They
are allowed to start or end only at fully drawn vertical segments, each
corresponding to a (connected) interaction set Bi at time ti, or at the boundaries
of the diagram.
Proof. In case of spatial separation of two diagrams the factorization property
simply follows from the locality of the involved operators, the finite range r
of the unperturbed potential Φ0 and the fact that the trace of a tensor product
of operators factorizes in the same way. For the other case of separation
in time recall that P is a one-dimensional projection, which eliminates non-
commutativity of polymers separated in time. More precisely, let us choose a
product basis ofHA, A ⊂ Λ, denoted by{
b(lA)
}
:=
{⊗
i∈A bi(li)
}
, lA = (li)i∈A, li = 0, . . . ,m− 1 (6.105)
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The unperturbed ground state is denoted by bi(0) = Pibi(0), then
ρn(X)
=
∏
i∈R(X)
〈
bi(0) , Qi(xi)bi(0)
〉−1
i
×
∑
(li),i∈S0
li 6=0
〈
b(lΛ\S0 ≡ 0)⊗ b(lS0) ,
(⊗i∈R(X)Qi(xi)⊗ 1lΛ\R(X))(P(Sn)e−(β−tn)H0Υ(Bn)) . . . (P(S1)e−(t2−t1)H0Υ(B1))e−t1H0
b(lΛ\S0 ≡ 0)⊗ b(lS0)
〉
=
∏
α
∏
i∈R(p(α))
〈
bi(0) , Qi(xi)bi(0)
〉−1
i
×
∑
(li),i∈Sα0
li 6=0
〈
b(lΛ\Sα0 ≡ 0)⊗ b(lSα0 ) ,
(⊗i∈R(pα)Qi(xi)⊗ 1lΛ\R(pα))(P(Sαn(α))e−(β−tαn(α))H0Υ(Bαn(α))) . . . (P(Sα1 )e−(tα2−tα1 )H0Υ(Bα1 ))
e−t1H0 b(lΛ\Sα0 ≡ 0)⊗ b(lSα0 )
〉
(6.106)
The assertion that the density ρn(X) is independent of the volume, in which
the diagram X is embedded, and of the local configuration xi at i /∈ R(X) is
evident from the above expression.
Let us denote with (
PβΛ =
)
P :=
⋃
n≥0
Pn (6.107)
the disjoint union of the set of polymers with n interactions and furnish this
set with the σ-algebra Fp generated by ⋃n≥0 Fpn, where Fpn is the σ-algebra
induced by Fn on the subset Pn ⊂ Sn. If
∑
n≥1 |Wn|(Pn) < ∞, |Wn| the
variation, as will be shown in Prop. 6.7.4, then there is a complex measure
W on (P,Fp) with finite total variation |W |(P) < ∞, such that W = Wn on
Pn. With this in mind we abbreviate
∑
n
∫
dWn with
∫
dW already from now
on. Let χ[·] denote the indicator function. Another consequence of the future
Proposition 6.7.4 is that∑
N≥0
1
N !
∫
P
d|W |(p1) . . .
∫
P
d|W |(pN )
∏
1≤i<j≤N
χ[pi = pj ] <∞ (6.108)
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so that the factorization property of Lemma 6.7.1 allows to do the following
reordering, here called polymer expansion,
∞∑
n=0
Wn(Sn) =
∞∑
N=1
1
N !
∫
P
dW (p1) . . .
∫
P
dW (pN )
∏
1≤i<j≤N
χ[pi = pj ] (6.109)
On the left-hand side the sum is over diagrams with n interactions and on the
right-hand side over diagrams composed of N polymers which are pair-wise
non-adjacent. On the right-hand side the combined integration additionally
includes diagrams where some of the times tn = (t1, . . . , tn) coincide, which is
however only a contribution of measure zero.
6.7.2 Kotecký-Preis Criterion
In the following we prove a Kotecký-Preis criterion for our polymer model
(Proposition 6.7.4), which allows to express (6.109) as an exponential of an
integral over weighted clusters, i.e. sets of polymers which form connected
graphs with respect to the graph structure given the adjacency relation ‘↔’.
The underlying combinatorics go back to [75] and the generalization used here
can be reviewed in [128].
Decomposition of the polymers into constituents
We decompose the polymers into constituents that have a simpler structure.
They can be seen as the vertices of yet another polymer model. Denote by
K := (℘′(Λ)× [0, β]) ∪ Λ ≡ Kv ∪ Kh (6.110)
the set of these constituents. Elements from the first part of the disjoint union
may be thought of as the (connected) vertical segments in our diagrammatic
description and elements from Kh are represented by horizontal segments at
i ∈ Λ which connect both boundaries, see also Fig. 6.3. In this sense we define
the (extended) domain of constituents x ∈ K by
Domr(x) :=
{ {
(z′, t)
∣∣dist(z′, z) < r, z ∈ B} if x = (B, t) ∈ Kv{
z′ ∈ Λ ∣∣dist(i, z′) < r}× [0, β] if x = i ∈ Kh (6.111)
For a given polymer p ∈ P and constituent x ∈ K we write p ↔ x if and only
if Domr(p) ∩ Domr(x) 6= ∅, otherwise we write p = x. We fix two positive
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constants α1, α2 > 0 and construct a measure w on K (not to be confused with
the weights w appearing in the high-temperature section):
w(B, dt) = 4|B| · exp((α2 + γ)|B|)‖Υ(B)‖ dt, on Kv,
w(i) = exp
(−(g − α1)β + γ), on Kh. (6.112)
Here we defined
γ := max
x∈sp(X)
log
(
m
Tr
(
Q(x)P)
)
, (6.113)
where m is the dimension of each single-site Hilbert space, and we may
occasionally abuse notation and write w(B, dt) = w(B)dt, such that the
expression w(x) is meaningful for all x ∈ K. We also define the following
functions on the set of diagrams,
a : S→ R ; X 7→ α1Lh(X) + α2Lv(X),
Lh : S→ R ; X 7→
n∑
i=0
|Si| · |ti+1 − ti|,
Lv : S→ R ; X 7→
n∑
i=1
|Bi|,
(6.114)
where as beforeX = (tn,Bn,Sn). The functionsLh andLv indicate a diagram’s
total length of its horizontal and vertical segments. We furthermore introduce a
symmetric function ξα1 : K× K→ R,
ξα1(x, x′) =

e−(g−α1)|t−t′| if x, x′ ∈ Kv, dist(B,B′) < 2r
1 if Domr(x) ∩Domr(x′) 6= ∅, and not both x, x′ ∈ Kv
0 else
(6.115)
The relevant relationship between the constituents and the polymers, which
they compose, is provided by the following lemma. All following results hold
uniformly in b Zd and x ∈ Ω. For a polymer p = (tn,Bn,Sn) ∈ Pn we define
I(p) :=
⋂n
i=0 Si, which indicates the location of end-to-end horizontal segments
in the diagrams, and we define its skeleton
skl(p) = {(B1, t1), . . . , (Bn, tn)} ∪ I(p) ⊂ K, (6.116)
which is a collection of constituents. With skl(P) we denote the set of all
skeletons. On the other hand for a given skeleton s ∈ skl(P), we denote with
P(s) ⊂ P the set of those polymers p whose skeleton skl(p) = s.
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1
e−g|t4−t1|
e−g|t3−t1|
e−g|t4−t2|
e−g|t5−t4|
Figure 6.3: A polymer for a given skeleton. On the right the graph on its
constituents from K = Kv ∪ Kh is depicted; Kv contains the vertical segments,
Kh the end-to-end horizontal segments.
Lemma 6.7.2. Let α1 < g and α2 > 0, then for every skeleton s = {x1, . . . , xN} ∈
skl(P), we have
∑
p∈P(s)
|ρ(p)| ea(p) ≤
(
N∏
i=1
w(xi)
)
max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj) (6.117)
where T ∗N denotes the set of connected trees on the vertices 1, . . . , N and E(T ) denotes
the set of edges in a connected tree T .
Proof. Recall the details in the definition of the measure Wn given in (6.95)
and (6.97). Given p = (tn,Bn,Sn) ∈ P, the density is bounded from above by
|ρ(p)|
≤
∣∣∣( ∏
i∈R(p)
Tri
(
Qi(xi)Pi
)−1)Tr((⊗i∈R(p)Qi(xi))⊗ (⊗i/∈R(p)Pi)(P(Sn)e−(β−tn)H0Υ(Bn)) . . . (P(S1)e−(t2−t1)H0Υ(B1))P(S0)e−t1H0)∣∣∣
≤ eγ(|I(p)|+Lv(p)) ∥∥(P(Sn)e−(β−tn)H0Υ(Bn)) . . .
. . .
(P(S1)e−(t2−t1)H0Υ(B1))P(S0)e−t1H0∥∥
≤ eγ(|I(p)|+Lv(p))e−gLh(p)
n∏
k=1
‖Υ(Bk)‖
(6.118)
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where the second trace was estimated by the norm of the operator product
(note that the norm of each orthogonal projections Qi and Pi equals one)
multiplied with rank(P(S0)) < m|R(p)|, m = dim(H). This factor together with
the product over inverse traces then was absorbed in eγ(|I(p)|+Lv(p)) where we
used that |R(p)| ≤ |I(p)| + Lv(p). The last inequality in (6.118) follows from
the Peierls’ type condition (6.51). Take any skeleton and cast it in the form
s = sn,k = {x1, . . . , xn, xn+1, . . . , xN} ∈ skl(Pn)
xi = (Bi, ti) ∈ Kv, i = 1, . . . , n
xi ∈ I ⊂ Kh, i = n+ 1, . . . , (n+ k) = N, k := |I|
(6.119)
The minimal horizontal length of any polymer p ∈ P(s) belonging to such a
skeleton can be estimated as
Lh(p) ≥ |I|β+ min
T∈T ∗
N
χ
[
ξα1(xi, xj) 6= 0 ∀ {i, j} ∈ E(T )
] ∑
{i,j}∈E(T );
i,j≤n
|ti−tj | (6.120)
The first term accounts for the contribution from end-to-end segements. The
second term gives the minimal length of the horizontal segments which,
diagrammatically speaking, must be added to the skeleton between vertical
constituents to obtain a polymer. The function ξα1 was defined in such a way
to obtain the upper bound
e−(g−α1)Lh(p) ≤ e−(g−α1)β|I| max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj) (6.121)
and using the bound (6.113) gives
ea(p) |ρ(p)| ≤
(
n∏
i=1
e(α2+γ)|Bi|
∥∥Υ(Bi)∥∥) e−(g−α1)β|I|+γ|I|
× max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
(6.122)
for any polymer p ∈ P(s). The lemma then follows from the fact that the
number of different polymers for a given skeleton is bounded by
|P(s)| ≤ 4Lv(p) (6.123)
and that Lv(p) is independent of the choice p ∈ P(s). This multiplicity is
accounted for by the 4|B| factor in the definition of w in (6.112).
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The next lemma is concerned only with the constituent model. It gives a bound
on the integral over ‘clusters of constituents’, where the word cluster here
refers to a collection of constituents viewed as vertices that is a connected
graph w.r. to ξα1 viewed as edge weight.
Lemma 6.7.3. For all α1, α2 with α1 < g and 0 < δ1, δ2 < 1 there exist
κmin, βmin > 0, so that, for any κ ≥ κmin, β ≥ βmin and for every constituent
x0 ∈ K,
1 +
∞∑
N=1
1
N !
∫
K
dw(x1) . . .
∫
K
dw(xN ) max
T∈TN
∏
{i,j}∈E(T )
ξα1(xi, xj) ≤ ed(x0) (6.124)
where
d(x0) :=
{
δ1(g − α1)β if x0 = i ∈ Kh
δ2|B| if x0 = (B, t) ∈ Kv (6.125)
and where TN denotes the set of all connected trees on the vertices 0, . . . , N .
Proof. In fact, we prove a stronger version of the lemma by replacing the above
maximum by a sum over all connected trees. We truncate the series, i.e. replace∑∞
N=1 by
∑M
N=1, and then proceed by induction on M . By the exponential
decay of the perturbation interaction ‖Υ‖κ ≤ 1 and by counting the possible
constituents x1 that can be attached to the fixed one x0, i.e. with ξ(x0, x1) 6= 0, it
is not hard to see that, for sufficiently large κ and β, one has the bound:∫
K
dw(x1) ξα1(x0, x1) ed(x1)
≤ C(α1, α2)×
{
e−(1−δ1)(g−α1)β + e−κ β if x0 = i ∈ Kh
e−(1−δ1)(g−α1)β |B|+ e−κ |B| if x0 = (B, t) ∈ Kv
(6.126)
whereC(α1, α2) is an irrelevant constant depending only on α1, α2. This bound
immediately implies that∫
K
dw(x1) ξα1(x0, x1) ed(x1) ≤ d(x0) (6.127)
for β, κ large enough. It also allows to start the induction at M = 1. To obtain
the induction step M − 1 → M we first sort the terms within the sum over
trees by the number m of different constituents, say x1, that are connected to x0
in the sense ξα1(x0, x1) 6= 0. Each x1 is itself connected to at most M −m other
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constituents, so that the induction hypothesis can be used.
M∑
N=1
1
N !
∑
T∈TN
∫
K
dw(x1) . . .
∫
K
dw(xN )
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤
M∑
m=1
1
m!
[∫
K
dw(x1) ξα1(x0, x1)
M−m∑
N=0
1
N !
∑
T∈T ∗
N+1
∫
K
dw(x2) . . .
∫
K
dw(xN+1)
∏
{i,j}∈E(T )
ξα1(xi, xj)
]m
≤
M∑
m=1
1
m!
[∫
K
dw(x1) ξα1(x0, x1)ed(x1)
]m
≤ ed(x0) − 1
(6.128)
where T ∗N again denotes the set of connected trees on the vertices 1, . . . , N and
the N = 0 term in the sum is again understood to be equal to one. For the last
inequality we used (6.127).
Kotecký–Preis criterion
Now we prove a Kotecký–Preis type criterion for our polymer model, i.e. an
upper bound for the integral over polymers which are adjacent to a fixed
polymer p0 ∈ P.
Proposition 6.7.4. For all α1, α2 > 0 with α1 < g and constants c1, c2 > 0, there
exist κmin, βmin > 0, such that, for all κ ≤ κmin, β ≤ βmin,∫
P
d|W |(p) χ[p↔ p′] ea(p) ≤ c1Lh(p′) + c2Lv(p′)
and
∫
P
d|W |(p) ea(p) <∞,
(6.129)
for every fixed polymer p′ ∈ P, volume Λ b Zd, and classical configuration x ∈ Ω.
Proof. Note that p↔ p′ implies at least one of the following conditions:
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(i) The vertical skeleton of p is connected to p′:
∃ x ∈ skl(p) ∩ Kv such that x↔ p′
(ii) The horizontal skeleton of p is connected to p′:
∃ x ∈ skl(p) ∩ Kh such that x↔ p′
(iii) A horizontal segment of p that is not end-to-end is connected to p′:[
Domr(p) \
⋃
x∈skl(p)Domr(x)
] ∩Domr(p′) 6= ∅
Furthermore it can be seen that polymers p, p′ ∈ P for which (iii) holds must
satisfy either (i) and/or
(iii’) p is ‘connected’ to the vertical skeleton of p′:
∃ x′ ∈ skl(p′) ∩ Kv such that p↔ x′
At last, note that polymers p, p′ ∈ P for which (ii) is true must satisfy either
(iii’) and/or
(ii’) The horizontal skeletons of p and p′ are connected:
∃ x ∈ skl(p) ∩ Kh, x′ ∈ skl(p′) ∩ Kh such that ξα1(x, x′) = 1.
Therefore ∫
P
d|W |(p) χ[p↔ p0] ea(p)
≤
∫
P
d|W |(p) (χ[(i)] + χ[(ii’)] + χ[(iii’)]) ea(p) (6.130)
and we proceed by giving bounds for each of the three terms.
For the case (i) we first reorganize the integral for given n, k ≥ 0 and tn ∈ Sn
by collecting polymers with common skeleton of the form
sn,k = {x1, . . . , xn+k}
parametrized as in (6.119) with xj ≡ (Bj , tj) ∈ Kv, j = 1, . . . , n, and where
xj+n ≡ ij ∈ Kh, for j = 1, . . . , k, enumerates elements in I ⊂ Kh (in arbitrary
order).∫
P
d|W |(p) χ[(i)] ea(p)
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=
∞∑
n=1
∞∑
k=0
∫
Sn
dt1 . . . dtn
∑
sn,k
n∑
l=1
χ[xl ↔ p′]
∑
p∈P(sn,k)
ea(p)|ρ(p)|
≤
∞∑
n=1
∞∑
k=0
∫
Sn
dt1 . . . dtn
∑
sn,k
n∑
l=1
χ[xl ↔ p′]
( N∏
i=1
w(xi)
)
max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤
∞∑
n=1
n
n!
∞∑
k=0
1
k!
∫
[0,β]n
dt1 . . . dtn
∑
Bn
∈℘′(Λ)n
χ[x1 ↔ p′]
∑
(xn+1,...,xn+k)
∈Hkh
(6.131)
( N∏
i=1
w(xi)
)
max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤
∫
Kv
dw(x1)χ[x1 ↔ p′]
[
1 +
∞∑
N=2
1
(N − 1)!
∫
K
dw(x2) . . .
∫
K
dw(xN ) max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
]
≤
∫
Kv
dw(x1)χ[x1 ↔ p′] ed(x1) (6.132)
≤ C ′ e−κ Lh(p′)
for a constant C ′ which only depends on α1, α2. To obtain the first inequality
Lemma 6.7.2 was used. The integrand is explicitly invariant under exchange of
time coordinates and for the second inequality we replaced the integration over
the simplex Sn by integrating the cube [0, β]n and dividing by n!. Furthermore
we spelled out the sum over skeletons sn,k more explicitly, but instead of
summing over sets containing k horizontal constituents we summed over
k-tuples divided by k! for the upper bound. The additional factor n is a
consequence of rewriting (made possible by the symmetrization) the condition
that at least one vertical constituent, namely x1, of the polymer p must be
adjacent to p′. One arrives at the third inequality by taking out the integral over
this adjacent constituent x1 and by writing the remaining sums and integrals as
multiple integral over (both horizontal and vertical) constituents. The last two
steps follow from Lemma 6.7.3 with x1 assuming the role of x0 in the Lemma.
We proceed similarly for the case (ii’), but this time we first enumerate
horizontal constituents, i.e. xj ≡ ij ∈ Kh, for j = 1, . . . , k, (again in arbitrary
order) in the sum over the skeletons sn,k = {x1, . . . , xk+n} and then the vertical
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ones, i.e. xj+k ≡ (Bj , tj) ∈ Kv, for j = 1, . . . , n. We get the following upper
bound∫
P
d|W |(p) χ[(ii’)] ea(p) (6.133)
=
∞∑
k=1
∞∑
n=0
∫
Sn
dt1 . . . dtn
∑
sn,k
k∑
l=1
χ
[ ∃ x′ ∈ skl(p′) ∩ Kh;
ξα1(xl, x′) = 1
] ∑
p∈
P(sn,k)
ea(p) |ρ(p)|
≤
∞∑
k=0
k
k!
∞∑
n=1
1
n!
∫
[0,β]n
dt1 . . . dtn
∑
Bn
∈℘′(Λ)n
∑
(xn+1,...,xn+k)
∈Hkh
( N∏
i=1
w(xi)
)
χ
[ ∃ x′ ∈ skl(p′) ∩ Kh;
ξα1(x1, x′) = 1
]
max
T∈T ∗
n+k
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤
∫
Kh
dw(x1)χ
[ ∃ x′ ∈ skl(p′) ∩ Kh;
ξα1(x1, x′) = 1
]
(6.134)
[
1 +
∞∑
N=2
1
(N − 1)!
∫
K
dw(x2) . . .
∫
K
dw(xN ) max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
]
≤
∫
Kh
dw(x1)χ
[ ∃ x′ ∈ skl(p′) ∩ Kh;
ξα1(x1, x′) = 1
]
ed(x1) (6.135)
≤ C ′′ e−(1−δ1)(g−α1)β Lh(p
′)
β
(6.136)
where the last fraction is a bound on the number of end-to-end segments in the
polymer p′ and where C ′′ is another constant which only depends on α1, α2.
The parameter δ1 here has the same meaning as in Lemma 6.7.3 and can be
chosen to be small.
For the remaining third integral (iii’) we first split the vertical skeleton of p′ into
‘singletons’ x0 ∈ {(i, t) ∈ Kv | i ∈ Λ, ∃ (B, t) ∈ skl(p′) ∩ Kv; i ∈ B} to obtain∫
P
d|W |(p) χ[(iii’)] ea(p)
≤
∑
x0
∫
P
d|W |(p) χ[∃ p˜ ∈ P(skl(p)); p˜↔ x0] (6.137)
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For every skeleton s = {x1, . . . , xN} such that there is p˜ ∈ P(s) with p˜↔ x0 one
finds
max
T∈T ∗
N
∏
{i,j}∈E(T )
ξα1(xi, xj) ≤ max
T∈T
N
∏
{i,j}∈E(T )
ξα1(xi, xj) (6.138)
By transferring the integral over polymers to an integral over clusters of
constituents (just as it was done for case (i) and (ii’) to obtain the first inequality
in (6.133) and (6.131) respectively) (6.137) is bounded by
∑
x0
∞∑
N=1
1
N !
∫
K
dw(x1) . . .
∫
K
dw(xN ) max
T∈T
N
∏
{i,j}∈E(T )
ξα1(xi, xj)
≤ C ′′′ Lv(p′) δ2
(6.139)
for a constant C ′′′ that only depends on α1, α2. This finishes the proof, since
the parameter δ2 (same as in Lemma 6.7.3) can be chosen arbitrarily small for
β, κ large enough.
6.7.3 Construction of the classical potential
The Kotecký–Preis criterion of Proposition 6.7.4 allows to write the classical
restriction µβ,XΛ in the form of (6.109), the polymer expansion. On the level of
this polymer model, we moreover verified the conditions to proceed with a
cluster expansion in the sense of [128], from where we extract what is relevant
in our context in the following proposition. We continue to suppress the
dependence on Λ, β, X , and x in the notation.
Proposition 6.7.5. For any choice of constants 0 < c1 < g and 0 < C1, c2, C2, there
are κmin, βmin > 0, so that, for any volume Λ b Zd, any classical configuration x ∈ Ω,
and as long as β ≥ βmin, κ ≥ κmin,
(1) 1 +
∞∑
N=1
1
N !
∫
P
dW (p1) . . .
∫
P
dW (pN )
∏
1≤i<j≤N
χ[pi = pj ]
= exp
[ ∞∑
N=1
1
N !
∫
P
dW (p1) . . .
∫
P
dW (pN )ϕ(p1, . . . , pN )
] (6.140)
with
ϕ(p1, . . . , pN ) :=
{
1 if N = 1∑
G∈CN
∏
(i,j)∈G
(−χ[pi ↔ pj ]) if N ≥ 2 (6.141)
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where combined sum and integrals, the ‘integral over clusters’, converge absolutely,
and where CN denotes the set of connected graphs on the vertices {1, . . . , N}.
(2) The ‘weight’ of clusters decays exponentially in their length, i. e., the integral of
clusters adjacent to a polymer p0 ∈ P can be bounded according to
∞∑
N=1
1
N !
∫
P
d
∣∣W ∣∣(p1) . . . ∫
P
d
∣∣W ∣∣(pN )χ[∃ i with p0 ↔ pi]
× |ϕ(p1, . . . , pN )|
N∏
i=1
exp
(
c1Lh(pi) + c2Lv(pi)
)
≤ C1Lh(p0) + C2Lv(p0)
(6.142)
Proof. This proposition is a consequence of Theorems 1 and 3 and equation (19)
in [128], where the function ζ of this reference is given through 1 + ζ( · , · ) =
χ[ ·= · ]. The conditions for these results to work, including the Kotecký–Preis
criterion, are contained in Proposition 6.7.4.
Motivated by this result we abbreviate the integral over clusters of polymers,
in notation c = (p1, . . . , pN ) ∈ C, N ≥ 1, as∫
C
dM(c) · :=
∞∑
N=1
1
N !
∫
P
dW (p1) . . .
∫
P
dW (pN )ϕ(p1, . . . , pN ) · (6.143)
and indeedM is a measure on the set of clusters C (depending on Λ and β)
which is consistent for different Λ b Zd. Note again thatM also depends on
the configuration xΛ ∈ ΩΛ even though it does not appear in the notation. We
also write R(c) = ⋃iR(pi) for the root-set of a cluster, Dom(c) = ⋃i Dom(pi)
for its domain, Lv/h(c) =
∑
i Lv/h(pi) for its length, spanh(c) for its horizontal
span, i.e. the added minimal length of two intervals Il, Ir ⊂ [0, β], so that
Dom(c) ⊂ Λ× Il ∪ Ir, and c↔ p if it is adjacent to a polymer p ∈ P, i.e. there is
i ∈ {1, . . . , N}with pi ↔ p.
We now define the classical potential Ψ as limit of the following finite volume
approximations, depending on Λ b Zd:
ΨΛ,A(x) :=

∫
CΛ
dM(c)χ[∪iR(pi) = A] if |A| > 1
‘as above’ + log Tri(PiQi(xi)) if A = {i}, i ∈ Λ
0 if A = ∅
(6.144)
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Note that the measure of a cluster reflected with respect to the t = β/2 plane is
just the complex conjugate of the measure of the original cluster. Therefore, all
ΨΛ,A are real functions. Moreover each ΨΛ,A only depends on xA ∈ ΩA.
Theorem 6.7.6. Provided that the assumptions of Theorem 6.4.2 hold and given a
constant c > 0, there exist κmin, βmin > 0, such that, for any κ ≥ κmin, β ≥ βmin,
and Λ b Zd, the classical restriction takes the form
µΛ(xΛ) =
1
Z˜Λ
exp
(∑
A⊂Λ
ΨΛ,A(xA)
)
(6.145)
The (unique) thermodynamic limit µ of these Gibbs distributions is a Gibbs distribution
for a potential given through
ΨA(xA) := limΛ↗Zd
ΨΛ,A(xA) (6.146)
which decays exponentially according to∥∥Ψ∥∥
c
<∞ and
∑
A30
max
xA∈ΩA
ec·diam(A)
∣∣ΨA(xA)∣∣ <∞ (6.147)
Moreover these statements remain true for the classical restriction of the ground state,
i.e., for the (unique) probability distribution obtained by first taking β →∞ in (6.145)
or after the thermodynamic limit in µ. The corresponding classical potential is given
by (6.146) as β →∞.
Proof. The first claim (6.145) follows by putting together (6.99), (6.109), and
(6.140) to give
Tr
(
Q(x)e−βH
)
= Tr
(
Q(x)P(∅)) exp[∫
C
dM(c)
]
(6.148)
and furthermore recall that the weight of a cluster c = (p1, . . . , pn) with empty
root set
⋃
iR(pi) = ∅ does not depend on the configuration x ∈ Ω, so that the
contribution of these bulk clusters is canceled when normalizing the above
expression, which gives µΛ. For βmin large enough, we introduce two positive
constants c, C > 0, satisfying
C := C1 = C2 and c := c2 ≤ c12rβmin (6.149)
in terms of the constants c1, c2, C1, C2 > 0 appearing in Proposition 6.7.5.
Denote with spanh(p) the horizontal span of a polymer p ∈ P, i. e. the minimal
added length of two intervals Il, Ir ⊂ [0, β], so that Dom(p) ⊂ Λ× Il ∪ Ir. Using
the bound (6.142) we can estimate the difference of the classical potential for
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possibly different volumes Λ′ ⊂ Λ and temperatures β′ ≤ β evaluated at the
same x ∈ Ω, A ⊂ Λ′:
mc(Λ′,Λ, β′, β)
∣∣Ψβ′Λ′,A(x)−ΨβΛ,A(x)∣∣
≤
∑
a∈A
∫
C
d |M| (c)χ[Domr(c) ∩
(
(Λ \ Λ′)× [0, β]) 6= ∅ or spanh(c) > β′]
χ[a ∈ R(c)] exp(c1Lh(c) + c2Lv(c))
+
∑
a∈A
∫
C′
d |M| (c)χ[spanh(c) = β′]χ[a ∈ R(c)] exp
(
c1Lh(c)
)
≤ 2C |A|
(6.150)
with C = CβΛ, C′ = C
β′
Λ′ , and with
mc(Λ′,Λ, β′, β)
:= max
{
χ[Λ′ 6= Λ] exp(cdist(Λ \ Λ′, A)) , χ[β′ 6= β] exp(c β′)} (6.151)
In terms of the graphical representation, note that the above difference is merely
an integral over those clusters c ∈ C, rooted in A which are end-to-end clusters
(second term), which have a horizontal span greater than β′, or which reach
vertically into the complemental volume Λ \ Λ′ through vertical segments or
through horizontal segments with an effective vertical range r. Recall again
our assumption of all interaction sets Bi being connected. By the choice of the
constants the contributing clusters satisfy either
β′ ≤ Lh(c) and/or
c · dist(Λ \ Λ′, A) ≤ cLv(c) + 2rc |I(pi)| ≤ c1 Lh(c) + c2 Lv(c)
(6.152)
which shows how we could absorb the factor mc in the bounding integral.
To obtain the second inequality in (6.150) we covered the root-set A with |A|
polymer ‘singletons’ (t1, ∅, {i}) ∈ P1, which play the role of the fixed polymer
p0 in (6.142).
We have thus proven the existence the thermodynamic limit (6.146) for each
A b Zd, which can be understood as integral over clusters (of course with finite
length) in Zd × [0, β] rooted in A, and furthermore that it is interchangeable
with the limit β → ∞. In this limit the contribution of end-to-end clusters
vanishes exponentially and by the cyclicity of the trace we may think of the
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classical potential at zero temperature Ψ∞A as integral over clusters in Zd × R
that have contact with the β = 0 plane at positions in A. In the following we
always allow β =∞.
The exponential decay property (6.147) can be read as integral over all clusters
c ∈ C, that are rooted in A 3 0 and respectively weighted with the exponential
of
c · |A|, c · diam(A) ≤ c1 Lh(c) + c2 Lv(c) (6.153)
and this integral can be bounded from above by the constant C by using
again the estimate in Proposition 6.7.5 similarly as in (6.150). We can now
immediately conclude that, for Γ ⊂ Λ b Zd, the conditional probabilities,
µΛ
(
xΓ |xΛ\Γ
)
= (norm.)× exp
[ ∑
A⊂Λ
A∩Γ6=∅
ΨΛ,A(xA)
]
(6.154)
converge uniformly in x ∈ Ω as Λ↗ Zd. Almost by definition, this proves that
any thermodynamic limit point of µΛ is a Gibbs distribution for the potential
Ψ, see e.g. [116, 120] for standard arguments.
Even though there is nothing left to show to prove the theorem, let us briefly
describe an explicit way to show that the probabilities µΛ(xΓ), Γ ⊂ Λ, converge
as Λ ↗ Zd interchangeably with the low temperature limit β → ∞. In our
construction, we could have begun right from the start to work with QΓ(xΓ)
instead of QΛ(xΛ) in the definition of the classical restriction without causing
any harm, giving a polymer weightWxΓ and cluster weightMxΓ . For Γ = ∅, let
us denote this cluster weight withM1l, since it can also be obtained by taking
X = 1l. Then we have
Tr
(
QΓ(xΓ)e−βH
)
= Tr
(
QΓ(xΓ)P(∅)
)
exp
[∫
C
dMxΓ(c)
]
, (6.155)
and Tr
(
e−βH
)
= exp
[∫
C
dM1l(c)
]
, (6.156)
and the marginal distribution of the classical restriction can be written as
µΛ(xΓ) = Tr
(
QΓ(xΓ)P(∅)
)
exp
[∫
C
dMxΓ(c)−
∫
C
dM1l(c)
]
= Tr
(
QΓ(xΓ)P(∅)
)
exp
[∫
C
dMxΓ(c)χ[R(c) ∩ Γ 6= ∅]
−
∫
C
dM1l(c)χ[R(c) ∩ Γ 6= ∅]
]
.
(6.157)
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where we used that the measuresMxΓ andM1l are only different for those
clusters which have roots in Γ. By the same arguments as earlier in this proof,
mainly the exponential decay of the cluster weights, the above expression has a
well-defined thermodynamic limit Λ↗ Zd which is also interchangeable with
taking β →∞.
6.8 The ground state of the Ising chain in a
transverse field
In this section we prove Theorems 6.4.3 and 6.4.4 concerning a non-locality
property of the ground state of the Ising chain in a transverse field. The origin
of this non-locality is easily understood in finite volume, as we explain now:
Note that the parity operator
P := exp
(
ipi
∑
i
σzi
)
(6.158)
commutes with the local Hamiltonian HΛ. In volumes Λ consisting of an even
number of sites and for J = 0 the unique ground state
ωΛ( · ) = 〈ψgs, ·ψgs〉 (6.159)
has positive parity in the sense that the ground state vector ψgs ∈ HΛ is an
eigenstate of P for the eigenvalue p = +1. By simple perturbation theory the
gapped ground state maintains positive parity for |J/h|  1. The classical
restriction µXΛ (x) for X = σz and with configurations x ∈ ΩΛ = {−1,+1}Λ
then vanishes whenever the number of spins facing the same direction is odd,
or equivalently whenever
∏
i xi is negative. This is clearly a non-local effect
and the core of our argument is to show that this nonlocality persists in infinite
volume.
In the following we always have in mind the choice X = σz and as in the
introduction we write µz for the belonging classical classical restriction of the
ground state.
6.8.1 Absence of quasi-locality
– Proof of Theorem 6.4.3
Later on we will be fermionizing the spin in a Jordan-Wigner-transformation
as is commonly done for solving this model explicitly to study the large
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deviation properties. But in this section we use the previously presented
cluster expansion which has the advantage of not being restricted to d = 1 spin
chains. We treat here the Ising model for a slightly modified Hamiltonian with
the same ground state,
HΛ =
∑
i
(σzi + 1l)− e−2κ
∑
i
σxi σ
x
i+1 (6.160)
just to make the quantum interaction exactly in line with Assumption 1 of
Theorem 6.4.2. For notational purposes we only treat the one-dimensional
setting i ∈ Z explicitly, but it is straightforward to check that the proof given
here carries over to higher dimensions.
Once again, note that the infinite volume ground state ω of the Ising chain in
transverse field is unique for κ large enough, see also [8], and that its classical
restriction equals the limit
µz = lim
Λ↗Z, β→∞
µβ,XΛ , X = σ
z, (6.161)
in arbitrary order. As in the previous low temperature section, we mostly
keep the dependence on β and X = σz implicit in notation and simply write
µΛ = µβ,XΛ . Recall the notation introduced in Section 6.3.3 and in particular
the notion of absence of quasi-locality as in definition 6.3.2. For L > 1 we
set ΓL := {−L2, . . . , L2} ⊂ Z, but we often suppress the subscript L as in the
following proposition. Cylinder sets of configurations on the infinite lattice are
abbreviated by their defining constraint on a finite number of configurations.
Proposition 6.8.1. Given κ > 0 large enough, the conditional probabilities of the
classical restriction µz satisfy
µz
({x0 = +1} | {xΓ\{0} ≡ −1}) L→∞−−−−−→ 0 (6.162)
and
µz
({x0 = +1} | {xL = +1, xΓ\{0,L} ≡ −1}) L→∞−−−−−→ 1 (6.163)
and the above expressions are well-defined, since µz is positive on each cylinder set.
Therefore x ∈ Ω defined through xi = −1, i ∈ Z, is a bad configuration in the sense of
section 6.3.3.
By proceeding just as before in the general setting we can again express the
classical restriction µΛ in terms of a polymer model. As a pecularity of the
Ising model the polymers can be seen to be non-intersecting loops (in particular
without ends) which furthermore have positive polymer weights. We want to give
a rough sketch of the proof for the above result in terms of the diagrammatic
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β = 0
0
L
L2
Z
p+
cluster c
β = 0
0
L
L2
Z
p+
cluster c
β = 0
0
L
L2
Z
p+ cluster c
Figure 6.4: Graphical representation of contributions to
(a) µz
({x0 = +1} ∣∣ {xΓ\{0} ≡ −1}),
(b) µz
({x0 = −1, xL = +1} ∣∣ {xΓ\{0,L} ≡ −1}),
(c) µz
({x0 = xL = +1} ∣∣ {xΓ\{0,L} ≡ −1}).
language of such a loop gas. The exact details will be supplied only in the next
section.
As we will see, the conditional probability (6.162) can be read as integral over
loops p+ in Z×Rwhich are ‘dressed’ with clusters of other loops and which are
pinned to the origin (0, 0) but forbidden to touch (Γ \ {0})× 0, corresponding
to the condition xi = −1, for 0 < |i| < L, see (a) in Fig 6.4. We will also see that
the loop p+ must reach spatially from the origin into the complement of Γ, and
by the loop weight’s exponential decay in its length we get that (6.162) decays
exponentially in L2. Since we can rewrite
µz
({x0 = +1} | {xL = +1, xΓ\{0,L} ≡ −1})
=
[
1 +
µz
({x0 = −1, xL = +1} ∣∣ {xΓ\{0,L} ≡ −1})
µz
({x0 = xL = +1} ∣∣ {xΓ\{0,L} ≡ −1})
]−1
,
(6.164)
the limiting behaviour (6.163) is equivalent to a vanishing ratio of conditional
probabilities for a common condition xΓ\{0,L} ≡ −1,
µz
({x0 = −1, xL = +1} ∣∣ {xΓ\{0,L} ≡ −1})
µz
({x0 = xL = +1} ∣∣ {xΓ\{0,L} ≡ −1}) L→∞−−−−−→ 0. (6.165)
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The numerator is illustrated in (b) of Fig 6.4 and goes to zero exponentially
in L2 − L, which is the distance between site L and the complement of Γ. In
the diagrammatic representation of the denominator in Fig 6.4 (c), there is a
contributing from loops crossing the β = 0 plane at 0 and L, and therefore it
cannot decay faster than exponentially in L.
Proof of Proposition 6.8.1
1) The classical restriction as loop-gas: assume throughout that the values of
β and κ are large enough in the sense of Theorem 6.7.6. Then we apply the
results of the previous general part of the low temperature section 6.7 for the
trivial single-site observable X = 1l, see also the discussion in the paragraph
just after the proof of Theorem 6.7.6). With the help of Proposition 6.7.5 we can
express the partition function in the form
ZΛ = TrΛ
(
e−βHΛ
)
= 1 +
∞∑
N=1
1
N !
∫
P
dL(p1) . . .
∫
P
dL(pN ) χ[pi = pj , 1 ≤ i < j ≤ N ]
= exp
[∫
C
dM(c)
] (6.166)
where we should have writtenM1l instead ofM to conform with (6.156), but
no other cluster weights will be used in this section. We also renamed L := W1l
to emphasize the following peculiarity. Since σx flips the spin in z-basis,
σx = Pσx(1l− P) + (1l− P)σxP, (6.167)
the measure L is non-vanishing only on the set of diagrams that are represented
by collections of non-intersecting (closed) loops on Λ× [0, β] if we identify the
points (i, 0) ∼ (i, β), i ∈ Λ. Consequently, we restrict the set of polymers to
consist only of such loops. Going back to the definition (6.97), one can see that
L is indeed a strictly positive measure on the set of loops (and on the set of
diagrams composed of such loops). Recall that L andM implicitly depend on
the inverse temperature Λ and β, but these measures are translation invariant
on these cylinders and, if restricted to ‘contractable’ loops, mutually consistent
for different space-time volumes specified by Λ and β. By that we mean that
the measure of a set of loops or clusters of loops does not change when they
are shifted or if the ambient cylinder is increased.
Note that the spectral projection of X = σz for the eigenvalue x = −1 is the
same as the local ground state projection of the uncoupled Hamiltonian, i.e.
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Q(−1) = P . Therefore trivially Tr(Q(x)P(∅)) vanishes unless x ≡ −1. Let us
now redo the procedure of section 6.7.1 for X = σz and classical configuration
x ∈ Ω except that we do not factor out the just mentioned trace in the definition
of the density ρ in (6.95) resulting in a different definition of the polymer
measure W ≡Wx. With this adjustment, one obtains
Tr
(
Q(x)e−βH
)
=
[
1 +
∞∑
n=0
Wn
(
Sn
)]
(6.168)
instead of (6.99), and we may use that for every diagram X ∈ Sn, n ≥ 0,
R(X) 6= pΛ(x) := {i ∈ Λ |xi = +1} implies ρ(X) = 0. (6.169)
With this one-to-one correspondence between configurations and root-sets
we can express the (marginal) probabilities as restrictions of the partition
function (6.166) by imposing conditions on the root-sets of the involved loops
and clusters. Summarized in other words, Wx does not vanish only on sets of
diagrams which have the root set pΛ(x) and restricted to such diagrams we
have Wx = L.
Let p,m ⊂ Λ, p∩m = ∅, denote sets of ‘plus-sites’ and ‘minus-sites’ respectively.
By the positivity of L there are no convergence concerns when writing
µΛ
({xp ≡ +1, xm ≡ −1})
= 1
ZΛ
{
χ[p = ∅] +
∞∑
N=1
1
N !
∫
P
dL(p1) . . .
∫
P
dL(pN ) χ[∪iR(pi) ∩m = ∅]
χ[p ⊂ ∪iR(pi)]χ[pi = pj , 1 ≤ i < j ≤ N ]
}
=
|p|∑
N=1
1
N !
∫
P
dL(p1) . . .
∫
P
dL(pN )
χ[∪iR(pi) ∩m = ∅] χ[pi = pj , 1 ≤ i < j ≤ N ]
χ[p ⊂ ∪iR(pi)] χ[p ∩R(pi) 6= ∅, i = 1, . . . , N ]
exp
[
−
∫
C
dM(c)χ[∃i with pi ↔ c orR(c) ∩m 6= ∅]
]
(6.170)
where in case p = ∅ we read the above sum as the plain exponential. The
last expression is the announced integration over the particular loops which
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are rooted at ‘plus-sites’ p and dressed with clusters and perhaps requires
further explanation: If we fix for a moment the at most |p| different loops which
have roots in p, we are left with an integration over loops which must not be
adjacent to these separated loops. There may also not be an additional loop
besides the ones we fixed (a new empty diagram, with positive weight) and
we can thus rewrite this remaining polymer expansion as before as exponential
of an integral over clusters which now however must not be adjacent to the
separated loops or rooted in m. These contributions are all canceled by the
normalization factor ZΛ as in (6.166), leaving behind clusters that are indeed
adjacent to the separated loops or rooted in m. This also explains the minus
sign in the above exponential.
2) The limits β → ∞ and Λ ↗ Z: by the exponential decay of the loops
and clusters, the (infinite volume) ground state’s classical restriction can be
visualized by a gas of dressed loops on Z× R: the loops must cross the β = 0
line and the dressing clusters must be adjacent to either these secluded loops
and/ or to the set m× {0}.
3) Bounds on conditional probabilities: we now express in formulae what was
said about the conditional probabilities illustrated in Fig 6.4. Using (6.170) with
m = Γ \ 0 we write (a) as
µz
({x0 = +1} ∣∣{xΓ\0 ≡ −1})
=
µz
({x0 = +1, xΓ\0 ≡ −1})
µz
({xΓ\0 ≡ −1})
= lim
Λ↗Z, β→∞
∫
P
dL(p+)χ[R(p+) ∩ Γ = {0}]
exp
[
−
∫
C
dM(c)χ [p+ ↔ c]χ [R(c) ∩ (Γ \ 0) = ∅]
]
= O(e−C L2)
(6.171)
for a positive constant C. The above conditional probability is indeed an
integral over one loop p+ crossing the β = 0 line at the origin and outside of
Γ and dressed with clusters which must be adjacent to p+ but not rooted in
m. The exponential upper bound follows from Proposition 6.7.5 and direct
application of Proposition 6.7.4 and analogously for (b),
µz
({x0 = −1, xL = +1} ∣∣ {xΓ\{0,L} ≡ −1}) = O(e−C (L2−L)). (6.172)
To prove Proposition 6.8.1 requires a lower bound on the conditional probability
in the denominator of (6.165). By proceeding as above and neglecting most
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(positive) contributions in the integral over dressed loops, we find, with suitable
constants c, c′, c′′ > 0,
µz
({x0 = xL = +1} ∣∣ {xΓ\{0,L} ≡ −1})
≥ lim
Λ↗Z, β→∞
∫
P
dL(p+)χ[R(p+) = {0, L}]χ[Lv(p+) = 2L]χ[spanh(p+) ≤ 2]
exp
[
−
∫
C
d|M|(c)χ [p+ ↔ c]︸ ︷︷ ︸
≤ c′′(Lv(p+)+Lh(p+))
]
≥ c′ · e−c L
(6.173)
To obtain the last inequality, we have used the definition of the loop weights
and that the above restricted integral with respect to L really means to integrate
a positive function on the 2L-dimensional unit-cube, which is bounded below
by exp
(−4c′′L− 2(κ+ 1)L).
6.8.2 Large deviation principle for the magnetization
– Proof of Theorem 6.4.4
The ground state of the Ising model can be determined explicitly using a Jordan–
Wigner transformation. This computation is summarized in the next section
6.8.3, where, following ideas of [20, 22], it is also shown that the expectation,
ω
(
exp
(
t
∑n
j=1σ
z
j
))
= det
(
M tn
)
(6.174)
can be written as determinant of an n× n Toeplitz-matrix,
(
M tn
)
jj′ = φ̂t(j − j′) :=
∫ pi
−pi
dk
2pi φt(k)e
−ik(j−j′) (6.175)
for the complex symbol
φt(k) = cosh(t)− sinh(t) h/J + e
−ik√
(h/J + e−ik)(h/J + eik)
(6.176)
Note that the symbol Re(φt) > 0, for t ∈ R and h/J > 1, and that it is analytic
(take the positive branch of the square-root) as a function on a sufficiently
thin ring domain containing the complex unit circle z = eik. Then also log φt
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is analytic on such a domain and the Fourier coefficients of log φt, which are
nothing but the Laurent coefficients, decay exponentially fast. In this case a
strong type of Szego˝’s Theorem, see e.g. Theorem 7 in [30], yields
F (t) = lim
n→∞
1
n log det
(
M tn
)
= l̂og φt(0) (6.177)
which is differentiable in t ∈ R by Leibniz’s rule.
6.8.3 Solving the ground state of the Ising chain in a
transverse field
For real parameters h, J satisfying |g| > 1 for g := h/J the Ising model in a
transverse field has a unique infinite-volume ground state ω, see e.g. [8, 90].
This ground state can be obtained as the unique weak∗ limit as Λ ↗ Z of
the ground states ωΛ in finite volumes on AΛ (extended by zero to a state
on A). Therefore we may take ΛN = {−N/2, . . . , N/2 − 1} with an even
number of sites and the Hamiltonian may be modified at the boundaries of
these chains without effect on the limit point. We also use the abbreviations
Λ′N = {−N/2, . . . , N/2− 2} and ωN = ωΛN . Besides the important constraint
|g| > 1 we furthermore set J > 0 however merely for convenience.
Jordan–Wigner-transformation
For now it is convenient to work with periodic boundary conditions by
identifying σxN/2 ≡ σx−N/2 in the Hamiltonian
HN =−
∑
j∈ΛN
hσzj + Jσxj σxj+1. (6.178)
As usual, we introduce the operators
a∗j = σ+j exp
(
−ipi
∑
l<j
σ+l σ
−
l
)
, j ∈ ΛN , (6.179)
which are defined in terms of the spin raising/lowering operators
σ±j =
1
2(σ
x
j ± σyj ) (6.180)
and which together with their adjoints satisfy the canonical anticommutation
relations (CAR),
{a∗i , aj} = δij , {a∗i , a∗j} = {ai, aj} = 0. (6.181)
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The basic idea behind the transformation (6.179) is to identify a local spin
up state in the spin picture with a state that is occupied by a fermion on the
fermion side of the correspondence. Naturally, one would like to identify the
spin raising operators with fermion creation operators and the spin lowering
operators with annihilation operators, but such an identification cannot be
exact. Whereas the spin operators acting on different sites commute with each
other, the fermionic operators anticommute, and this difference is corrected
for by inserting the non-local exponential in (6.179). With these fermion
creation/annihilation operators the Hamiltonian can be rewritten as
HN = −h
∑
j∈ΛN
[
a∗j , aj
]− J ∑
j∈Λ′
N
(
a∗j − aj
)(
a∗j+1 + aj+1
)
+ J
(
a∗N/2−1 − aN/2−1
)(
a∗−N/2 + a−N/2
)
P,
(6.182)
where P = exp(ipi
∑
l a
∗
l al) is the parity operator. It commutes with each term
in the Hamiltonian. Therefore HN is block-diagonal with respect to the direct
sum HN = HevenN ⊕HoddN and P acts as (minus) the identity on HevenN (HoddN ),
the space with even (odd) numbers of Jordan–Wigner-fermions.
Fourier-transformation
We proceed with diagonalizing HN separately on each P -eigenspace by
employing a different Fourier-transformation convention in each of the two
cases p = even/odd,
aˆ∗k = N−
1
2
∑
j∈ΛN
eikja∗j ,
a∗j = N−
1
2
∑
k∈Kp
N
e−ikj aˆ∗k,
(6.183)
for j ∈ Z and
k ∈ KevenN =
{ 2pi
N
(
n+ 12
) ∣∣n = −N2 , . . . , N2 − 1},
k ∈ KoddN =
{ 2pi
N n
∣∣n = −N2 , . . . , N2 − 1}. (6.184)
For p = even this choice imposes anti-periodic boundary conditions, giving or
redefining a∗N/2 = −a∗−N/2, whereas for p = odd periodic boundary conditions
are more convenient ensuring that a∗N/2 = a∗−N/2 and aˆ∗−pi = aˆ∗pi. This way,
the parity operator appearing in the boundary term in the Hamiltonian can
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simply be replaced by a minus sign in both cases. One then obtains after a
short computation that
HN
∣∣
Heven
N
= HevenN
∣∣
Heven
N
and HN
∣∣
Hodd
N
= HoddN
∣∣
Hodd
N
(6.185)
for the following operators on the whole Hilbert-spaceHN
HevenN = 2J
∑
0<k∈Keven
N
(
aˆ∗k , aˆ−k
)(−g − cos(k) −i sin(k)
i sin(k) g + cos(k)
)(
aˆk
aˆ∗−k
)
(6.186)
HoddN =− 2J(g + 1)
(
aˆ∗0aˆ0 − 12
)− 2J(g − 1)(aˆ∗−piaˆ−pi − 12)
+ 2J
∑
0<k∈Kodd
N
(
aˆ∗k , aˆ−k
)(−g − cos(k) −i sin(k)
i sin(k) g + cos(k)
)(
aˆk
aˆ∗−k
) (6.187)
in obvious matrix notation.
Bogoliubov-transformation
We finally diagonalize HN by means of a Bogoliubov-transformation on pairs
of Jordan–Wigner-fermions with opposite momenta. We define a new set
of operators {αk}, k ∈ KpN , respectively for even or odd parity p, and their
adjoints through
α0 = aˆ∗0, α−pi = aˆ∗−pi, for g > 0,
α0 = aˆ−pi, α−pi = aˆ0, for g < 0,
(6.188)
for odd parity p, and(
aˆk
aˆ∗−k
)
= U
(
αk
α∗−k
)
, U =
(
cos(θk/2) i sin(θk/2)
−i sin(θ−k/2) cos(θ−k/2)
)
, (6.189)
for 0 < |k| ∈ KpN , in obvious matrix notation. If the so-called Bogoliubov
angles θk are chosen according to
eiθk = − g + e
−ik
|g + e−ik| , (6.190)
thenU is a unitary matrix and {αk, α∗k}, k ∈ KpN , satisfy the CAR. One can verify
that HN simply describes free fermions on each P -eigenspace with respect to
these two algebras of creation and annihilation operators, i.e.
HpN =2J
∑
k∈Kp
N
∣∣g + e−ik∣∣(α∗kαk − 12). (6.191)
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The ground state as vacuum of free fermions
The difference of vacuum energies with respect to HpN for different values of
the parity p vanishes in the limit N → ∞, since it is the Riemann-sum of the
derivative of the periodic function J |g + e−ik|,
Eoddvac,N − Eevenvac,N = J
∑
n∈ΛN
(∣∣g + e−i 2piN (n+ 12 )∣∣− ∣∣g + e−i 2pinN ∣∣)→∞. (6.192)
The new vacuum state ψ′vac for the CAR algebra {αk, α∗k} obtained from the
above Bogoliubov transformation is a superposition of states with possibly
several pairs of opposite-momentum fermions described by {aˆk, aˆ∗k}. More
precisely, it is proportional to
ψ′vac ∼
∏
k∈Kp
N
|cos(θk/2)| exp
( ∑
k∈Kp
N
i sin(θk/2) cos(θk/2)
|cos(θk/2)| aˆ
∗
kaˆ
∗
−k
)
ψvac, (6.193)
but the exact form is not important in the sequel. In particular, the (non-
degenerate) ground state of HpN is an element ofHevenN for both values of the
parity p. Therefore, the ground state of HevenN , i.e. the vacuum for {αk, α∗k},
k ∈ KevenN , is equal to the ground state of HN .
Generating function for the transverse magnetization
Here we compute the moment generating function Gn for the magnetization
in the z-direction of a chain of n ≥ 1 sites viewed as (classical) discrete random
variable with distribution
µz(x) = ω
(
1x
(∑
jσ
z
j
))
, x ∈ sp(∑jσzj ), (6.194)
induced by the (quantum) infinite-volume ground state ω. Note that ω is
translation-invariant as the unique ground state for a translation-invariant
interaction and therefore we restrict to evaluating
Gn(α) = lim
N→∞
GnN (α),
GnN (α) = ωN
(
exp
(
α
∑
j∈Γn σ
z
j
))
= ωN
(∏
j∈Γn
(
eαa∗jaj + e−αaja∗j
))
,
(6.195)
for chains of the form Γn = {1, . . . , n} and for α ∈ C. If we define
Aj =
(
a∗j + aj
)
, Bαj =
(
e−αa∗j + eαaj
)
, (6.196)
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which mutually anti-commute for different values of j and which are linear
combinations also of the transformed creation/ annihilation operators α∗k/αk,
then Wick’s theorem can be used to evaluate the generating function in terms
of pair-correlations,
GnN (α) = ωN
(∏
j∈Γn AjB
α
j
)
= ωN
(
A1 . . . AnB
α
n . . . B
α
1
)
(6.197)
=
∑
pi∈Sn
∏
i∈Γn
(−1)piωN
(
Ai1B
α
pi(i)
)
.
Using the explicit form of ωN as Fermi vacuum, one obtains in a simple but
tedious calculation (the aj , a
∗
j must be expressed in terms of αk, α
∗
k) that
ωN
(
AjAj′
)
= δjj′ , j, j′ ∈ ΛN ,
ω
(
AjB
α
j′
)
= lim
N→∞
ωN
(
AjB
α
j′
)
, j, j′ ∈ Z,
=
∫ pi
−pi
dk
2pi
(
cosh(α)− sinh(α)e−iθk) e−ik(j−j′),
(6.198)
and therefore the generating function can be written as the determinant of an
n× n Toeplitz-matrix Mαn ,
Gn(α) = det (Mαn ) ,
(
Mαn
)
jj′ =
∫ pi
−pi
dk
2pi φα(k)e
−ik(j−j′), (6.199)
whose entries are the Fourier-coefficients of the function
φα(k) = cosh(α)− sinh(α)e−iθk , (6.200)
which is called a symbol when viewed as function on the complex unit circle
z = eik ∈ C, k ∈ (−pi, pi].
Chapter 7
Summary of some conclusions
and related open questions
Departing from a discussion of Hastings’ spectral flow, which is fundamental
for the meaning of gapped ground state phases and very useful as a practical
tool, we worked out similar notions of stability for gapped states, including
also stationary states, in quantum spin systems. In chapter 3 we constructed
a transformation between gapped ground states in impurity models with
localized perturbations that yield exponentially strong locality estimates in
contrast to the sub-exponential locality available by the standard spectral flow.
However, the restriction to perturbations which are not extensive in the volume
is severe and the question, whether there exists an exponentially local spectral
flow offering the same amenities and the same general applicability as the
standard construction, is still open.
Our findings in chapter 5 support the position that there is no immediate
general obstruction for such a program. As a main result we obtained a
dressing transformation for unique gapped states within a class of weakly
coupled systems that is exponentially local. Most importantly, our construction
also applies to gapped states of non-self-adjoint local operators, such as for
example (non-equilibrium) stochastic generators, allowing to relate stationary
states of different quantum or classical Markov dynamics in a quasi-local way.
In the quantum setting, this class of weakly coupled Lindblad dynamics, which
again need not necessarily satisfy a detailed balance condition, was studied in
detail in chapter 4. We found that the corresponding stationary states remain
unique in the thermodynamic limit upon arbitrary boundary conditions in
the local dynamics, indicating a stable uniqueness regime within the broad
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set of (non-equilibrium) stationary states. We also gave explicit bounds on
the exponentially fast relaxation of expectations for local observables. This
situation can be compared to that of equilibrium states in the (Dobrushin-
Shlosman) uniqueness regime of classical Ising systems, which can of course
be defined statically but also obtained as stationary states in fast relaxing
and in particular gapped Glauber processes. However, we are far away
from establishing similar connections for quantum equilibrium states and
Lindblad dynamics. It is not even known if quantum Glauber processes, i.e.
local Lindblad dynamics that converge to the equilibrium state of a given
local Hamiltonian, exist except for systems described by Hamiltonians with
commuting local interaction terms [67]. In particular, the author is not aware
of such results for high temperature or weakly coupled systems. These open
questions are also important for possible applications in quantum computation
addressing the general problem of state preparation.
Backed by our results, it seems not absurd to ask if there exists a more general
kind of spectral flow and hence a meaningful notion of gapped phases among
stationary states that arise from gapped local Markov generators (or at least
from a subset thereof satisfying additional speculative conditions, e.g. on the
relaxation behavior). Although the general idea in our iteration procedure,
which is carried by using frustration freeness in locality estimates of the
resolvent at each step, is attractive itself, we see at present no easy way to extend
the results beyond weakly coupled systems due to several technical reasons.
As a first slight extension one could make another perturbative attempt around
gapped product states of operators which are no longer sums of single-site
operators but still fulfill a more general type of ‘local gap condition’ [94, 92].
In contrast, one of the virtues of Hastings’ spectral flow is that it exploits the
spectral gap in a non-perturbative fashion (combined with Fourier transforms),
whereas so far, our scheme is restricted a priori to a class of gapped systems and
it does not directly run on the gap condition alone. Naturally, improvements
in that direction would be very welcome. To put these apparent deficiencies
into perspective, one should however also point out that it is in general quite
difficult to verify or refute a positive lower bound on the gap. Somewhat in
reverse to its original purpose, Hastings’ spectral flow also turned out to be a
useful technique for proving the stability of ground state gaps, which adds to
the value of a potential (even perturbative) spectral flow for non-self-adjoint
operators.
Unlike for Lindblad dynamics in small finite dimensional systems, which can be
linked rigorously to the reduced evolution of the system coupled to a reservoir
(e.g. in a weak coupling or low density limit), the status of local Lindblad
dynamics in quantum many body systems as physically meaningful models
is less settled. This interesting field of open questions should be included
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in or even precede the discussion of our results in the context of quantum
Markov dynamics. Note however that the ideas we sketched in the previous
paragraphs are also relevant for classical stochastic systems.
As a main result in the last chapter 6 we obtained a quantum large deviation
principle at low temperatures and in the ground state of gapped weakly
coupled quantum spin systems. Except for dimension d = 1, there are so
far no quantum large deviation results at intermediate temperatures and in
low temperatures systems more general than those studied here. This open
problem draws its relevance from the importance of analogous concepts in
classical statistical mechanics. Connecting to the first part of this thesis, one
may wonder if the spectral flow or an improved version of it (especially with
respect to locality) can be used to establish quantum large deviation principles
for gapped ground states. More generally, one may ask if the validity of a
quantum large deviation principle is a stable property within gapped ground
state phases. We arrived at our large deviation result by proving Gibbsianess
for classical restrictions of quantum states. The absence of Gibbsianess, or more
precisely quasi-locality, can be interpreted as a type of long range order in the
quantum system, and we showed this to happen in the quantum Ising model
in transverse field. It would be interesting to see other examples of this kind
to decide whether Gibbsianess, again central in the rigorous study of classical
equilibrium systems, is also a useful concept in quantum systems.
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