A common method for assessing validity of Bayesian sampling or approximate inference methods makes use of simulated data replicates for parameters drawn from the prior. Under continuity assumptions, quantiles of functions of the simulated parameter values within corresponding posterior distributions are uniformly distributed. Checking for uniformity when a posterior density is approximated numerically provides a diagnostic for algorithm validity. Furthermore, adjustments to achieve uniformity can improve the quality of approximate inference methods. A weakness of this general approach is that it seems difficult to extend beyond scalar functions of interest. The present article develops an alternative to quantile-based checking and adjustment methods which is inherently multivariate. The new approach is based on use of the tower property of conditional expectation and the law of total variance for relating prior and posterior expectations and covariances. For adjustment, approximate inferences are modified so that the correct prior to posterior relationships hold. We illustrate the method in three examples. The first uses an auxiliary model in a likelihood-free inference problem.
Introduction
Researchers are increasingly called upon to analyse large datasets using complex models, and this has resulted in approximate inference methods being more widely used, such as likelihoodfree inference (Marin et al., 2012; Blum et al., 2013) and variational inference (Ormerod and Wand, 2010; Blei et al., 2017) . However, often the accuracy of these methods cannot be guaranteed, so there is interest in diagnosing algorithm failures, and in developing adjustments which improve their performance. The current paper is a contribution to this area, and considers an approach that can easily handle multivariate quantities of interest, unlike the existing approaches which are hard to extend beyond checking and adjustment for univariate quantities.
A common method for checking Bayesian computational algorithms is based on posterior quantiles (Cook et al., 2006; . To save notation, and following the discussion in Cook et al. (2006) , consider the case of a scalar parameter θ of interest. The data will be denoted as y. Suppose we have a joint Bayesian model for (θ, y) specified by a density p(θ, y) = p(θ)p(y|θ), where p(θ) is the prior density and p(y|θ) is the sampling density.
Consider a simulation (θ , y ) from p(θ, y), obtained by drawing θ ∼ p(θ), and then y ∼ p(y|θ ). Noting that p(θ)p(y|θ) = p(y)p(θ|y), we can equivalently think of (θ , y ) as obtained by sampling y ∼ p(y), then θ ∼ p(θ|y ), so that we can regard θ in the joint sample as being an exact draw from p(θ|y ). Under continuity assumptions, transforming a random variable by its distribution function gives a uniform random variable, so writing F (θ|y ) for the posterior distribution function of θ given y , we have that F (θ |y ) ∼ U [0, 1], where U [0, 1] is the uniform density on [0, 1]. When Markov chain Monte Carlo (MCMC) simulation or some approximate inference algorithm is used to approximate F (θ|y ) byF (θ|y ) say, testing for uniformity ofF (θ |y ) based on replicate samples of (θ , y ) can be used to diagnose problems with the simulation algorithm, or to make inference adjustments. points out that problems can occur in implementation of the method of Cook et al. (2006) if proper account is not taken of correlation between samples when checking MCMC sampling algorithms. Difficulties can also arise from discretization when using sample based estimates of quantiles. Talts et al. (2018) suggest an alternative approach based on ranks and ways of adjusting for dependence, if that is an issue. They also show how to interpret the nature of any problems with the algorithm based on the kind of departure from uniformity observed. Closely related methods to those of Cook et al. (2006) have been applied for checking likelihood-free and variational inference algorithms (Wegmann et al., 2009; Prangle et al., 2014; Yao et al., 2017; Lee et al., 2019) . In the context of likelihood-free inference using approximate Bayesian computation (ABC), these quantile-based checks have motivated recalibration algorithms to improve the quality of posterior approximations (Rodrigues et al., 2018) . In these approaches, if simple importance sampling ABC computational methods are used, then repeated posterior approximations for different data can be done using the same prior samples, and the recalibration adjustments can be performed efficiently. Rodrigues et al. (2018) also note that their adjustments are feasible when fast approximations are available, and they discuss in detail calibration of inferences based on auxiliary models. Variational approximations can also benefit from the suggested adjustments.
One difficulty with the quantile-based adjustment methods mentioned above is that it seems difficult to apply them in the case of a multivariate θ when corrections in the dependence structure of the posterior are desired. In the next section we outline a novel alternative to the standard quantile-based inference adjustments. In particular, we consider applying the tower property of conditional expectation and law of total variance to relate prior and posterior means and covariances. When the posterior means and covariances are estimated by an approximate inference algorithm, we suggest adjustments so that the correct prior to posterior relationships hold after the adjustment.
After outlining the main idea in Section 2, Section 3 explains the detailed implementation in the case where particle approximations of the posterior distributions are available. Section 4 considers several applications involving likelihood-free inference, and checking and adjusting for approximate inferences in some deep neural network and Gaussian process regression models. Section 5 gives some concluding discussion.
The basic idea
Suppose that θ is a possibly multivariate unknown of interest. We define a Bayesian model through a joint density p(θ, y) = p(θ)p(y|θ) = p(y)p(θ|y). We assume that the first two moments of the prior distribution exist. The tower property of conditional expectation allows us to write the prior mean as
for Y ∼ p(y). Now suppose some approximate inference algorithm is available, approximating the true posterior density p(θ|y) byp(θ|y), with approximate posterior mean and posterior covariance matrix E(θ|y) and Cov(θ|y) respectively. If our approximate inference algorithm is accurate, then
Similarly, applying the law of total variance to the prior covariance matrix Cov(θ) of θ,
for Y ∼ p(y). Once again, if our approximate inference algorithm is accurate,
for Y ∼ p(y). The main idea of our checking and adjustment method is that given independent samples (θ (i) , y (i) ) ∼ p(θ)p(y|θ), i = 1, . . . , I, we can estimate the left-hand sides of (2) and (4) based on the prior samples θ (i) (if the prior mean and covariance are not available analytically), and the right-hand sides of (2) and (4) based on the samples y (i) and the approximations E(θ|y (i) ) and Cov(θ|y (i) ). For checking, we can assess whether departures from equality in (2) and (4) are of practical concern. For inference adjustments, we can alterp(θ|y (i) ) so that exact equality holds in (2) and (4) for E(θ|y (i) ) and Cov(θ|y (i) ) after adjustment. Although this is the basic idea, some further refinements are outlined below.
Checking Bayesian inferences according to equation (2) is somewhat related to the idea of calibration of posterior means discussed in Gelman et al. (2013) , p. 128, although the use of (2) and (4) jointly to check and adjust approximate inference methods is novel as far as we know. It may also be possible to extend to adjustments beyond second order moments using the law of total cumulance (Brillinger, 1969) , but we do not consider this further.
Use of a conditioning set
A first observation (related to a similar remark in Prangle et al. (2014) for their quantile based diagnostic for likelihood-free inference algorithms) is that while achieving approximate equality in (2) and (4) is necessary for an approximate inference algorithm to be good, it is not sufficient. Consider, for example, the approximate inference method which always returns the prior as the estimated posterior. Then E( E(θ|Y )) = E(E(θ)) = E(θ), and (2) and (4) hold exactly if we always estimate the posterior regardless of y by the prior. On the other hand, it is not hard to see that diagnosing the quality of the approximation using (2) and (4) In the case of checking and adjustment of a posterior density p(θ|y obs ) for observed value y obs of y, it seems sensible to consider (again following Prangle et al. (2014) ) a conditioning on y ∈ F in the joint model for some set F with y obs ∈ F in order to make the adjustment more relevant to the data observed. This will also avoid problems such as the one mentioned above where an approximate inference algorithm returning the prior would be considered satisfactory or in no need of adjustment. This is because after modifying equations (2) and (4) by conditioning on y ∈ F , these modified relations will not hold, in general, for an approximate inference algorithm estimating the posterior density by the prior. The choice of F will be discussed later in the examples. More explicitly, consider the joint model
where 1(·) denotes the indicator function, and samples from this joint model can be obtained by drawing (θ , y ) ∼ p(θ)p(y|θ) until y ∈ F . Write p F (y) for the y marginal of p F (θ, y). In the model p F (θ, y) we can consider the following analogues of (1) and (3):
and
and then checking and adjustment can be based on assessment of departures from equality in (5) and (6) 
for samples from p F (θ, y). In the next section we describe in detail how checking and adjustment are done when approximate posterior distributions are given as particle approximations in the form of Monte Carlo samples.
Checking and adjustment strategy
For an approximate inference algorithm leading to approximate posterior distributionsp(θ|Y )
for Y ∼ p F (y) we have suggested checking and adjustment based on assessing departure from equality in (7) and (8). For data y we assume that the approximationp(θ|y) comes in the form of an approximate posterior sample, θ (1) (y), . . . , θ (S) (y), and if this is not the case, we assume that it is easy to generate fromp(θ|y) to obtain such a sample. Let (θ (i) , y (i) ), i = 1, . . . I denote independent draws from p F (θ, y).
Let us write
Here µ L and µ R are sample based estimates of the left-and right-hand sides of (7). Also write
Here Σ L and Σ R are sample estimates of the left-and right-hand sides of (8), with Σ R1 and Σ R2 sample estimates of the first and second terms on the right-hand side of (8). In the case where E(θ|y (i) ) and Cov(θ|y (i) ) are known exactly, these can be substituted for µ R (y (i) ) and Σ R (y (i) ) above. This can happen when the approximation is not in the form of a Monte Carlo sample but takes some analytical form such as for a variational approximation. With the above ideas and notation established, we consider next inference algorithm assessment, and then inference adjustments.
Assessment of the inference algorithm
The equalities µ L = µ R and Σ L = Σ R will not hold exactly. We suggest assessing whether components of µ L and µ R and of Σ L and Σ R differ by a large amount compared to the variability in their sample based estimation. The practical importance of the size of any difference for inferences and decisions should also be considered, but this question tends to be application specific. To assess variability in sample based estimation of µ L , µ R , Σ L and Σ R we suggest using the bootstrap. Consider resampling of the triples (θ i , µ R (y (i) ), Σ R1 (y (i) )), i = 1, . . . , I, with replacement, B times. For each resample we compute µ L , µ R , Σ L and 
Adjustment of the inference algorithm
To adjust approximate inferences so that the equalities (7) and (8) hold, we can transform the particles θ (s) (y (i) ). We assume that the components of θ are unrestricted, which can be achieved by a preliminary transformation if necessary. Write C for the lower triangular Cholesky factor of Σ R1 . Also, assuming that Σ L − Σ R2 is positive definite, write T for it's lower triangular Cholesky factor. Although Σ L − Σ R2 is not guaranteed to be positive definite in general, it usually is, since the prior variation (captured by Σ L ) tends to be larger than the variability in the posterior means (estimated by Σ R2 ). We describe later how to handle the situation where Σ L − Σ R2 is not positive definite, which can which can happen when there is a very poor approximation or because of the sampling variability in the estimation of Σ L and Σ R2 . Now suppose we transform the samples θ (s) (y (i) ), i = 1, . . . , I, s = 1, . . . , S tõ
The first two terms on the right-hand side of (9) perform a mean adjustment for the ith replicate samples sufficient to ensure that (7) holds for the adjusted samples. The final term on the right-hand side of (9) is a scaling of the mean-centred particles for the ith replicate samples, and ensures that an empirical estimate of E(Cov(θ|Y )) based on the transformed particles leads to equality in (8). More precisely, denote the quantities µ R (y
so thatμ R = µ L and (7) holds exactly for the adjusted samples. Next, note that
so (8) also holds exactly for the adjusted samples. Given samples θ (s) (y obs ), s = 1, . . . , S for the observed data, we will transform them similarly to (9) to get an adjusted Monte Carlo sample from the posterior given y obs to be used for inferential purposes:
As mentioned earlier it may happen that Σ L − Σ R2 is not positive definite when the approximate inference algorithm gives particularly poor estimation of the posterior mean values, or due to sampling variability in the estimates Σ L and Σ R2 . To handle this we can do a preliminary preprocessing in which θ (s) (y (i) ) is changed to
in which ρ is a shrinkage parameter, 0 < ρ < 1. It is easy to see that this results in shrinkage of the µ R (y (i) ) for the new particles towards µ R , with Σ R2 changing to ρΣ R2 . The preprocessing leaves µ R , Σ R1 (y (i) ) and Σ R1 unchanged. The parameter ρ is chosen so that Σ L − ρΣ R2 is positive definite. We suggest choosing it so that the smallest eigenvalue of Σ L − ρΣ R2 is equal to the smallest eigenvalue of Σ R1 . Once this preprocessing is done if necessary, our adjustment can proceed as above.
The adjustment suggested (and the similar quantile based adjustment and checking methods in the literature) are computationally intensive, since they require repeated approximations to the posterior for different datasets. However, these approximations are sometimes easy to obtain. For example, in the case of approximate Bayesian computation methods using samples from the prior, the same prior samples can be reused for the approximation for dif- 
Applications
We consider three examples. The first concerns a likelihood-free inference application discussed in Rodrigues et al. (2018) , and we compare our own adjustment method with the quantile-based method considered in their paper. Our second example involves inference in a deep neural network generalized linear mixed model (Tran et al., 2019) . In this example our method corrects for empirical Bayes and variational computational approximations in approximate Bayesian inference. We also explain the features of this example which make the adjustment of Rodrigues et al. (2018) performs poorly compared to our new method. The third example considers predictive inference in a Gaussian process model, when a deep neural network regression is used as a surrogate for the Gaussian process. The inference adjustment is intended to make the deep neural network regression uncertainty quantification closer to that provided by the Gaussian process. This can be of interest because the Gaussian process computation can be intractable for large datasets.
Likelihood-free inference using an auxiliary model
Our first example was considered in Rodrigues et al. (2018) , where they considered a simple model that is useful in some finance and insurance applications. Consider n independently and identically distributed observations y = (y 1 , . . . , y n ) of a random variable Y that is defined Rodrigues et al. (2018) consider the so-called Fenton-Wilkinson approximation (Fenton, 1960; Asmussen and Rojas-Nandayapa, 2008) which uses a log-normal density matching the mean and variance of Y to approximate the intractable
As before, the observed y is denoted y obs . As a fast auxiliary model approximation to the posterior density for the parameter θ = (µ, η = log σ 2 ), Rodrigues et al. (2018) Laplace approximation is N (θ(y), H(θ(y)) −1 ). Computation of this approximation is very fast, whereas an ABC approximation usingθ(y) as the summary statistic is computationally demanding. After obtaining a posterior approximation for θ, we transform back to an approximation for (µ, σ). Although this example is concerned with likelihood-free inference, the use of an auxiliary model is not the traditional ABC approach commonly used in such settings.
For ABC, there are a number of other adjustment methods in the literature. These include methods based on regression (Beaumont et al., 2002; Blum, 2010; Blum and Tran, 2010; Blum and François, 2010 ) and on making adjustments to low-dimensional marginals (Nott et al., 2014; Li et al., 2017) . Rodrigues et al. (2018) consider simulating n = 10 observations with κ = 10 and (µ, σ) = (0, 1). The prior densities on µ and σ are independent N (0, 1) and Gamma(1,1) respectively.
The recalibration procedure in Algorithm 2 of Rodrigues et al. (2018) incorporates kernel weights. With a uniform kernel, this corresponds to choosing a conditioning set F in their approach, similar to that considered in Section 2, based on the support of the kernel centred onθ(y obs ). In this example they use kernel bandwidth h = ∞, so that there is no reweighting or conditioning. As starting point for their adjustment, they generate a training sample of 10, 000 parameter and data pairs from the prior. For each of these they compute their auxiliary model posterior approximation. Our own multivariate adjustment approach will be implemented based on these same posterior approximations. For our new method, we use a conditioning set F of the form
where w 1 and w 2 are the prior predictive mean absolute deviations ofμ(y) andσ(y) respectively estimated from the training sample, and c is chosen so that 1, 000 of the 10, 000 prior training samples are covered by F .
First, we consider a check on the quality of the approximate inferences provided by the auxiliary model. Figure 1 Figure   2 is the adjusted posterior density estimate for our new approach, again comapred with the "gold standard" ABC analysis and the unadjusted approximation. Since the new method performs only mean and scale adjustments, the estimated joint posterior for θ will be normal after adjustment when the auxiliary model posterior approximation is normal. Figure 2 shows that both methods manage to correct for the miscalibration of mean and scale in the initial auxiliary model approximation. 
where N(x j,t , w, β + α j ) is the scalar output of a feed-forward neural network with inner weights w and output weights β + α j , for input x j,t . If L is the number of nodes in the last hidden layer of the neural network, the dimension of β and each α j is L + 1, after inclusion of an intercept term. The vector β contains fixed effects parameters and α j are random effects, modelled as α j ∼ N (0, Γ) where Γ is diagonal with diagonal entries Γ i , i = 0, . . . , L, and Γ 0 is the variance of the random intercepts. In our later example L = 10, and only a single hidden layer will be used in the neural network. The model parameters are θ = (w, β, Γ 0 , . . . , Γ L ) .
Semiparametric versions of the above model which are more interpretable and in which some of the covariates are not transformed can also be considered. See Tran et al. (2019) for further discussion of the model.
For the neural network weights we use a prior which is normal, w ∼ N (0, 1 γ I), β ∼ N (0, 1 γ I), where in our later data analysis γ = 130. The value γ = 130 was chosen based on prior predictive simulations. The parameters Γ i i = 0, . . . , L are assumed to follow a prior in which they are independent with Γ i ∼ Gamma(a 0 , b 0 ), but constrained to the region Γ 1 > Γ 2 > · · · > Γ L . This means that the basis functions are ordered according to the size of the corresponding random effect variance. We set a 0 = 1 and b 0 = 10 in this example,
where the shape-scale parametrization of the gamma distribution is used here. We focus on inference for θ = (log Γ 1 , . . . , log Γ L ) . It is challenging to make inferences about a large set of random effects variance parameters here unless the number of subjects is large. In generalized linear mixed models, maximum likelihood estimates or posterior mode estimates with weak priors often lead to degenerate estimates (Chung et al., 2015) . Here we use strong shrinkage priors and a random effect for each basis function to define a predictive model which flexibly describes within subject dependence.
We use our adjustment method to approximate full Bayes inference using the normal prior on the weights above, based on the approximate normal posterior produced by the algorithm of Tran et al. (2019) . Tran et al. (2019) approximate Bayesian inference under a different prior specification for the weights and using variational approximation methods and empirical
Bayes methods for hyperparameter estimation. See Section 6.1.4 of their paper. Tran et al.
(2019) do not impose the identification constraint Γ 1 > . . . , > Γ L for inference, and in their normal posterior approximation it is assumed that the covariance matrix has the low-rank plus diagonal form BB +D 2 , where D is diagonal and it will be assumed here that B is a column vector. The approximate posterior samples needed for our adjustment method are obtained by simulating from the normal variational posterior, and then reordering components so that Γ 1 > · · · > Γ L . We take the effect of the relabelling as another aspect of the approximation that our method aims to correct.
Similar to the previous example, we use a conditioning set F . If y is a simulated dataset from the prior with y = (y 1 , . . . , y n ) , y j = (y j,1 , . . . , y j,T j ) , then we use
where y obs is the observed data, y obs = (y obs,1 , . . . , y obs,n ) , y obs,j = (y obs,j1 , . . . , y obs,jT j ) , 0 < < 1 is a tolerance parameter, and dist(y, y obs ) = 1 n n j=1 dist Jaccard (y j , y obs,j ), with dist Jaccard (u, v) the Jaccard distance (Jaccard, 1901) between two binary vectors with the same length. If a is the number of components where u and v are both 1 and b is the number of components where u and v take different values, then dist Jaccard (u, v) 
where here by convention 0/0 is defined to be 0. We use our adjustment method with I = 200 prior replicates, and choose in the conditioning set so that 100 of these prior replicates are kept for the adjustment.
We consider an analysis of a German health care dataset (Geil et al., 1997) consisting of yearly records of hospitalized status of 1887 German workers. The response y j,t = 1 if worker j was hospitalized in year t, and y j,t = 0 otherwise. The covariates include gender, age, income, education, marriage status, job type and insurance type. There are 12 predictors in total after using dummy variables to represent the categorical variables. We use only the first 500 panels in the dataset, since fitting the deep GLMM model is computationally expensive.
Assessment of approximate inference
First, consider our bootstrap assessment plots for ∆ = (∆ 1 , ∆ 2 , ∆ 3 , ∆ 4 ) , where ∆ j = log Γ j .
We focus on the four largest random effects variance parameters since they are the most important, and summarizing the results graphically is easier with a smaller number of parameters. Figure 3 shows the plots for the mean (top row) and standard deviation (bottom row).
We see that the approximate inference method underestimates the largest log Γ j values, and overestimates their variability.
Approximate inference adjustments
When the value of E(∆ j |y (i) ) is estimated by∆ (i) j , the squared estimation error is |∆
j is the value of ∆ j used in simulating the data for replicate i. Figure 4 shows boxplots of these squared estimation errors for estimated posterior means obtained from unadjusted and adjusted posterior samples. The total variance adjustment improves substantially on the unadjusted method. We also tried the adjustment method of Rodrigues et al. (2018) , which does not work well in this example (results not shown). The reason is that the unadjusted posterior approximation is very poor here, and the method of Rodrigues et al. (2018) Figure 4 for the simulated data, inference based on the adjusted approach seems preferable, and furthermore this adjustment leads to substantially different estimated posterior densities.
Approximate Gaussian process regression predictive inference using a deep neural network surrogate
Our final example considers application of a deep neural network regression model as a surrogate for Gaussian process regression predictive inference. We consider a D = 2 dimensional input space. Suppose data (z obs , X obs ) are observed, where z obs = (z obs,1 , . . . , z obs,n ) is a vector of n observed values for a response z and X obs is a corresponding matrix of inputs with n rows. The ith row of X obs is denoted x obs,i , and gives the value of the input x = (x 1 , x 2 ) for the response z obs,i . We wish to make predictive inference for a future response z * for input
x * , and we will treat x as random for the purpose of deriving appropriate adjustments. The main purpose of this example is to show how our adjustment method applies in a setting which involves predictive inference. This gives E(σ 2 ) = 0.1, Var(σ 2 ) = 0.01, E(τ 2 ) = 0.1, Var(τ 2 ) = 0.02 and assigns a fairly diffuse prior to the correlation between f (r) values at two inputs separated by unit Euclidean distance. We also simulate one further replicate for which the training set values take the role of the observed data (z obs , X obs ).
We approximate Gaussian process predictive inference using dense layer feed-forward neural network (FNN) regression models. This can be of interest since exact Gaussian process computations can be difficult for large n. There is a large literature on how to do Gaussian process computations efficiently for large datasets, and we make no effort to compare the adjustment described here with other methods for this task. The purpose of our example here is to illustrate the use of our adjustment method for predictive inference, where a surrogate model is being used which is more tractable than the original one. We consider an example with n = 1000, since we wish to compare with exact Gaussian process answers. The neural network architecture we use has two hidden layers of size 64 each with ReLU activation functions followed by a univariate linear dense layer for the output. To avoid overfitting we employ L2 regularization and a dropout rate of 0.3 at the hidden layers. The unadjusted deep learning regression model is estimated using the R package keras (Chollet and Allaire, 2018) and is denoted as unadjusted DNN below when discussing the results.
Adjustment and choice of conditioning set
Consider predictive inference on a yet to be observed response value z * at a known input value x * based on the observed training data. In the notation of Section 3.2, we apply our adjustment to inference for θ = z * . We will use a Gaussian plug-in predictive density from the neural network at x * as the posterior approximation for z * rather than some particle approximation. In this experiment one of the replicate datasets denoted y (i) in Section 3.2 consists of a training dataset of responses and inputs of size n, (z, X) say, as well as a test input x * . The replicate datasets y (i) retained by the conditioning set for our adjustment will take the form (z (r) , X (r) ), x ( * ,r) l for some combinations of r and l. A total of I replicates will be retained and we describe how the corresponding (r, l) pairs are obtained below. The replicates (θ (i) , y (i) ) used in the adjustment process will be dependent here if m > 1, because some of the training sets are shared between different (θ (i) , y (i) ) replicates, as we simulate more than one test input per Gaussian process replicate. This does not complicate the estimation of means and covariances for our adjustment, but the construction in Section 3.1 of plots for assessment using the bootstrap would need to be modified to account for the dependence. This will not be considered further here, since we focus on predictive inference adjustments.
To describe the conditioning set used for our adjustment method, writeτ (r) ,λ (r) andσ (r) for estimates of τ , λ and σ for replicate r, r = 1, . . . , R. The corresponding values for the observed data are written simply asτ ,λ,σ. Estimates of τ 2 , λ are obtained based on weighted least squares fits to empirical variograms using the R package geoR (Ribeiro Jr. and Diggle, 2001) , while the estimate for σ 2 is simply the residual variance in the training data. Write S = S( ) for the set of indices of those replicates r ∈ {1, . . . , R} for which
where > 0 is a tolerance and the weights w 1 , w 2 , w 3 are the prior standard deviations of the estimates for τ , λ and σ respectively across the R Gaussian process replicates. We will choose so that S contains S < R elements. Then S is the index set of the S replicates with covariance hyperparameter estimates closest to the observed ones in a weighted Euclidean distance.
Next, consider the distances For any test input x * and training set of inputs X write k(x * , X) for the index of the bin in which x * lies for training inputs X. For a simulated training set (z, X) from the prior and simulated test input x , the conditioning set for our adjustment for predictive inference at x * based on the observed training set is F (x * , X) = {(z, X), x : d((z, X), (z obs , X obs )) < , k(x , X) = k(x * , X obs )}
As discussed above, is chosen so that S has S < R elements.
With input x * for the observed training data, the above conditioning set results in using for the predictive adjustment the replicates y (i) given by {(z (r) , X (r) ), x ( * ,r) l : r ∈ S, 1 ≤ l ≤ m, k(x * , X obs ) = k(x ( * ,r) l , X (r) )} required for the adjustment, are the same for test inputs in the same bin for the observed data. So we compute adjustments that are bin specific, applying to all inputs in the same bin.
The full adjustment algorithm is given in Algorithm 1. We used R = 1000 prior replicates, K = 10 bins, n = 1, 000 training samples per dataset, m = 100 test samples per dataset, and S = 100.
Benchmarking and results
To evaluate the performance of our adjustment, we compare the unadjusted DNN to our adjusted DNN inferences. Exact Gaussian process predictive inferences are also considered using the assumed Matérn covariance function fitted using the R package GPfit (MacDonald et al., 2015) . Figure 6 shows boxplots of the unadjusted, adjusted and full GP inferences for the observed data test inputs where performance is evaluated according to a logarithmic scoring rule. For displaying the results, the distances of test set inputs to the nearest training input were partitioned into four distance intervals of equal length. The adjustment procedure improves predictive inference from the neural network surrogate model, across all distances and in particular for points with inputs very far from the nearest training input. Algorithm 1 Algorithm I, part 1 Given R, D, n, m, K, a σ , b σ , a τ , b τ , a λ , b λ , µ x , Σ x :
1: for r = 1, . . . , R do Loop over replicates to get bins 2:
Simulate X (+,r) with each row drawn independently as N (µ x , Σ x ).
3:
for j = 1, . . . , m do Draw (σ 2 ) (r) ∼ IG(a σ , b σ ).
11:
Draw (τ 2 ) (r) ∼ IG(a τ , b τ ).
12:
Draw λ (r) ∼ IG(a λ , b λ ).
13:
Draw z (+,r) ∼ N (0, C(X (+,r) , X (+,r) ; ζ (r) ) + (σ 2 ) (r) I).
14:
Train FNN with data z (r) and X (r) and construct a normal plug-in predictive density N (ẑ ( * ,r) , (σ 2 ) (r) ) for input x * , where (σ 2 ) (r) is the residual variance.
15: end for
can be made so that the correct relationships hold after adjustment. The main strength of the approach is that it can naturally handle multivariate quantities and directly checks calibration of mean and scale parameters which are of most direct interest to users. The main weakness is that it is based on adjusting only first and second order moments of an approximation, and is unable to correct errors in more complex features relating to the shape of the posterior density.
It might be possible to apply our correction first, and then use marginal quantile-based adjustments afterwards, such as those of Rodrigues et al. (2018) , to make corrections to the shape of marginal posterior densities. However, this does involve additional computation.
Higher order corrections based on the law of total cumulance (Brillinger, 1969) can also be considered, but the lack of any general family of transformations of a set of particles to achieve given means, covariances and higher order moments simultaneously makes it unclear how to generalize our approach in this direction.
