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Abstrakt
Tato diplomová práce se zabývá vytvorˇením monitorovacího systému pro vyhledávání
sít’ových anomálií na základeˇ sít’ového provozu a systémových informací získaných z
ru˚zných zarˇízení. Vytvorˇený systém je založený na open-source nástroji RRDtool a na
protokolu SNMP. Pro vizualizaci výsledku˚ byl použit webový server. Nástroj RRDtool
slouží pro ukládání cˇasoveˇ závislých dat a má v sobeˇ také implementovanou metodu
Holt-Winters, která slouží pro predikci vývoje cˇasové rˇady. Pro práci s tímto nástrojem
jsem použil skriptovací jazyk Perl. Skripty, které jsem vytvorˇil, tvorˇí jádro celého monito-
rovacího systému pro detekci anomálií. Vytvorˇený systém patrˇí do kategorie IDS. Funkcˇ-
nost navrženého systému byla otestována v programu GNS3, v laboratorˇi pocˇítacˇových
sítí a na zarˇízení, které bylo prˇipojené prˇímo k internetu.
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Abstract
This master thesis is about creation of monitoring system for searching network anoma-
lies based on network traffic and system information obtained from different devices.
Created system is based on open-source tool RRDtool and on SNMP protocol. For visu-
alization of results was used web server. RRDtool serves for saving time-dependent data
and it has also implemented Holt-Winters method for prediction of evolution of time se-
ries. I used scripting language Perl for working with this tool. Scripts, which I’ve made,
form the core of entire monitoring system for anomaly detection. Created system belongs
to IDS category. Functionality of designed system was tested in GNS3 software, in labo-
ratory of computer networks and on device, which was connected directly to internet.
Keywords: RRDtool, SNMP, Perl, scripts, anomaly detection.
Seznam použitých zkratek a symbolu˚
ARP – Address Resolution Protocol
CF – Consolidation Function
DHCP – Dynamic Host Configuration Protocol
DoS/DDoS – Denial of Service/Distributed Denial of Service
DS – Data Source
DNS – Domain Name System
DTS – Data Source Type
EUI-64 – 64-bit Extended Unique Identifier
ICMP – Internet Control Message Protocol
IDS – Intrusion Detection System
IPS – Intrusion Prevention System
IPv4 – Internet Protocol version 4
IPv6 – Internet Protocol version 6
MIB – Management Information Base
MLD – Multicast Listener Discovery
MTU – Maximum Transmission Unit
OID – Object Identifier
PDU – Protocol Data Unit
PDP – Primary Data Point
RRA – Round-Robin Archive
RRDs – Round-Robin Database
RRDtool – Round-Robin Database tool
SNMP – Simple Network Management Protocol
SSH – Secure Shell
TCP – Transmission Control Protocol
UDP – User Datagram Protocol
URL – Uniform Resource Locator
UTC – Coordinated Universal Time
VoIP – Voice over Internet Protocol
VPN – Virtual Private Network
XML – Extensible Markup Language
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51 Úvod
V dnešní dobeˇ se síteˇ staly soucˇástí každodenního života a s tím roste i závislost spo-
lecˇnosti na nich. Zasahují stále do více odveˇtví a oboru˚. Jejich velký rozvoj je spojen s
celkovým rozvojem IT odveˇtví. Nové technologie jsou stále dostupneˇjší i pro širší ve-
rˇejnost, nejen pro oblast velkých spolecˇností. Síteˇ nabízejí stále více služeb a možností
jejich uplatneˇní. To prˇináší, ale i jistá negativa. S rostoucí mobilitou a pocˇtem zarˇízení je
trˇeba dávat velký du˚raz na zabezpecˇení systému˚ a celkovou bezpecˇnost infrastruktury. K
tomu slouží nejen monitorovací systémy, ale prˇedevším bezpecˇnostní systémy. Tyto sys-
témy mají stále více klícˇovou úlohu ve všech spolecˇnostech. Útoky se stávají každodenní
záležitostí a jejich pocˇet roste. Proto systémy, které dokáží odhalit útoky a zejména ty ne-
známé, jsou velmi potrˇebné. Nejveˇtší slabinou všech bezpecˇnostních systému˚, ale stále
zu˚stává lidský faktor. Další slabinou je, že mnoho firem provozuje zabezpecˇení pouze na
úrovní IPv4 a podcenˇuje zabezpecˇení na úrovni IPv6. Zabezpecˇení jen na úrovni IPv4 je
ve veˇtšineˇ prˇípadu˚ nedostacˇující. Pokud není zabezpecˇení i na úrovní IPv6, mohou být
útoky vedeny práveˇ prˇes IPv6 a zabezpecˇení na IPv4 se stává zbytecˇným.
Pocˇítacˇové útoky už dávno nejsou záležitostí jen jednotlivcu˚. Vznikají organizované
skupiny, které si své obeˇti vybírají cíleneˇ. Nejedná se pouze o zábavu, prˇi které se útocˇ-
níci snaží prˇekonat bezpecˇnostní systém a upozornit na bezpecˇnostní chyby. Cílem teˇchto
útoku˚ bývají klícˇové služby dané spolecˇnosti a jejich zneprˇístupneˇní. K vyrˇazení neˇjaké
služby, není nutné provádeˇt útok prˇímo sám. Dnes je možné si na internetu takovéto
útoky objednat. Tyto útoky se staly výnosným byznysem. Jejich cena zacˇíná na pár do-
larech a mu˚že prˇekrocˇit hranici tisíce dolaru˚. Záleží na rozsahu daného útoku. Útoky
nemusí mít za cíl pouze zneprˇístupneˇní neˇjaké služby. V neˇkterých zemích se pocˇítacˇové
útoky staly soucˇástí propagandy ru˚zných hnutí nebo politických stran. Neˇkteré vlády
prˇímo financují a podporují tyto organizované skupiny. Útoky na této úrovni mohou do-
speˇt až do fáze kybernetické války. Z tohoto du˚vodu také vznikl projekt FENIX, který
má chránit cˇást cˇeské internetové infrastruktury prˇed velkými DDoS (Distributed Denial
of Service) útoky. Vznik tohoto projektu inicializoval internetový uzel NIX.CZ. Hlavní
myšlenka spocˇívá v tom, že prˇi útoku se sít’ odpojí od zbytku sveˇta a data se budou
vymeˇnˇovat jen v rámci propojených sítí od velkých tuzemských provozovatelu˚. [3]
Cílem této diplomové práce je popsat sít’ové útoky, anomálie a také popsat formát
souboru PCAP. Hlavním cílem této práce je navrhnout a vytvorˇit monitorovací systém,
který bude založený na detekci anomálií v pocˇítacˇových sítích. Funkcˇnost tohoto systému
bude otestována v laboratorˇi pocˇítacˇových sítí. Monitorovací systém bude využívat ná-
stroj RRDtool a protokol SNMP (Simple Network Managment Protocol). Systém se bude
skládat z vlastneˇ implementovaných skriptu˚ v jazyce Perl. Tyto skripty budou sloužit pro
práci s nástrojem RRDtool a sbeˇr informací. Jejich obsahem bude vytvorˇení databáze, na-
plneˇní databáze daty a vytvorˇení grafu˚, ve kterých se budou vykreslovat anomálie. Pro
sbeˇr sít’ových a systémových informací byl vybrán protokol SNMP. Pro lepší vizualizaci
budou výsledné grafy umísteˇny na webový server. To zajistí veˇtší prˇehled nad monito-
rovanou sítí. Soucˇástí této práce je také ukázkový skript, který slouží pro jednoduché
vytvorˇení vlastního skriptu na detekci anomálií.
6Text této diplomové práce je rozdeˇlen do devíti kapitol, které tvorˇí trˇi základní bloky.
První blok kapitol je veˇnován popisu útoku˚ a anomálií v pocˇítacˇových sítích. Nejprve je
popsáno základní rozdeˇlení teˇchto útoku˚ a poté následují dveˇ kapitoly veˇnující se po-
drobneˇjšímu popisu jednotlivých útoku˚. Jedna kapitola popisuje pasivní útoky typu Port
Scanning a odposlouchávání. V další kapitole jsou popsány aktivní útoky typu: Denial of
Service/Distributed Denial of Service, Spoofing Attack, Malware, Google Hacking a útoky za-
meˇrˇené na IPv6. Následuje blok kapitol, který se zabývá sbeˇrem sít’ových a systémových
informací a následným vyhledáváním anomálií v teˇchto datech. Jedna z kapitol se tedy
veˇnuje sbeˇru informací zejména pomocí protokolu SNMP. Druhá z teˇchto kapitol popi-
suje možnosti nástroje RRDtool a popis parametru˚, které slouží pro detekci anomálií.
Poslední blok kapitol je veˇnován návrhu monitorovacího systému založeného na detekci
anomálii a jeho následnému testování. Nejprve je popsáno, na jakém principu celý sys-
tém pracuje a jak zprovoznit tento systém. Následneˇ je popsáno, jak byl systém testován
a výsledky teˇchto testu˚. Celá tato diplomová práce je napsána v LATEXu. [1]
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V této kapitole budou popsány anomálie a útoky v pocˇítacˇových sítích. Sít’ový útok je
obvykle definován jako zásah do sít’ové infrastruktury (viz obrázek 1). Pomocí kterého
útocˇník nejprve analyzuje prostrˇedí dané síteˇ a shromažd’uje informace s cílem nalézt
otevrˇené porty a slabá místa (neoprávneˇný prˇístup ke zdroju˚m) a poté zaútocˇit na systé-
mové zdroje. Útoky mohou být provádeˇny na ru˚zných vrstvách: IP útoky, ICMP útoky,
TCP útoky, útoky na smeˇrování, útoky na aplikacˇní vrstveˇ. [4]
Obrázek 1: Diagram útoku
Definice 2.1 Úmyslný cˇin, kterým se subjekt snaží vyhnout bezpecˇnostním službám a poru-
šit bezpecˇnostní politiky systému. Skutecˇný útok na bezpecˇnost systému pochází z inteligentní
hrozby. [4]
2.1 Vnitrˇní/Vneˇjší útoky
Útok mu˚že být proveden mimo organizaci neoprávneˇnou osobou (vneˇjší útok) nebo
uvnitrˇ organizace prostrˇednictvím osoby, která má prˇístup k síti (vnitrˇní útok). Vnitrˇní
útok mu˚žeme dále rozdeˇlit na zámeˇrný útok a nezámeˇrný útok. Zámeˇrný útok je prová-
deˇn osobou pomocí úmyslného odposlouchávání, krádeže, poškozování informací, vyu-
žívání informací podvodným zpu˚sobem nebo k odeprˇení prˇístupu ostatním legitimním
uživatelu˚m. Nezámeˇrný útok obvykle vyplývá z nedbalosti, neznalosti nebo z úmysl-
ného obcházení zabezpecˇení. [4, 5]
2.2 Pasivní útoky
Pasivním útokem útocˇník sleduje nešifrovaný provoz, hledá hesla v cˇisté podobeˇ (clear-
text) a jiné citlivé informace, které mohou být využity prˇi jiném typu útoku. Nedochází
k ovlivneˇní systémových zdroju˚ nebo k jejich omezení. Pasivní odposlech provozu síteˇ
umožnˇuje útocˇníkovi pochopit chování v dané síti. Výsledkem pasivního útoku je získání
informací nebo datových souboru˚ bez souhlasu nebo veˇdomí obeˇti. [2]
8Pasivní útoky zahrnují:
• analýzu provozu
• sledování nechráneˇné komunikace
• dešifrování slabeˇ šifrované komunikace
• zachycení informací pro autentizaci
2.3 Aktivní útoky
Pomocí aktivního útoku se útocˇník snaží obejít nebo prolomit zabezpecˇení systému. Prˇi
tomto typu útoku mohou být využity viry, cˇervi nebo trojští koneˇ. Dochází k nepovole-
nému prˇístupu k systémovým zdroju˚m a jejich zmeˇneˇ, omezení, ovlivneˇní nebo znicˇení.
Výsledkem aktivního útoku je zverˇejneˇní nebo šírˇení zabezpecˇených informací, zneprˇí-
stupneˇní dané služby nebo úpraveˇ dat. [2]
Aktivní útoky zahrnují:
• obcházení nebo prolomení ochranné funkce
• zavádeˇní škodlivého kódu
• získání a úpravu informací
2.4 Anomálie
Za anomálii oznacˇujeme chování nebo jev, který neodpovídá nastaveným pravidlu˚m.
Nemusí se vždy jednat o pocˇítacˇový útok. Anomálie mu˚že být zpu˚sobena aktualizací
systému, špatným nastavením nebo nedostatecˇným výkonem. V takovém prˇípadeˇ tuto
anomálii nazýváme False Positive. Pokud dojde k opravdovému útoku na pocˇítacˇovou
sít’, nazýváme tuto anomálii jako True positive.
Pro detekci anomálií musíme nejprve znát model chování v dané síti. Za anomálii
považujeme takové chování, které neodpovídá modelu dané síteˇ. Výhoda systému˚ zalo-
žených na detekci anomálií spocˇívá v jejich dynamicˇnosti. Dokáží se prˇizpu˚sobit chování
v dané síti. Veˇtšina systému˚ je založena na porovnávání signatur (pravidel). Tyto pra-
vidla mají pevneˇ dané hranice a po prˇekrocˇení teˇchto hranic systém zahlásí význacˇnou
událost. Jedná se tedy o statický model. Nevýhoda systému˚ založena na anomáliích je
prˇedevším v generování pomeˇrneˇ mnoha falešných poplachu˚ (False Positive). [6]
Velmi du˚ležitá je také vizualizace anomálií. Slouží k rychlejšímu a prˇehledneˇjšímu
zjišteˇní, kde problém nastal nebo co všechno bylo ovlivneˇno. Administrátor dané síteˇ
nemusí procházet tak velké množství logu˚. Mu˚že se zameˇrˇit na konkrétní veˇci. Vizuali-




Jedná se o typ útoku, kdy útocˇník pošle neˇkolik žádostí na daný rozsah portu˚. Útocˇník
zjišt’uje, v jakém stavu se nachází dané TCP a UDP porty. Hledá porty na zarˇízení obeˇti,
které jsou používané sít’ovými službami a zda jsou otevrˇené nebo zavrˇené. Útocˇník tímto
zpu˚sobem zjistí, které typy útoku˚ budou na tento systém úcˇinné a které úcˇinné nebudou.
Dále pak z teˇchto informací mu˚že útocˇník zjistit, jaký operacˇní systém beˇží na zarˇízení
obeˇti. Tím je sice dále omezen pocˇet útoku˚, které mu˚že útocˇník použít, ale mu˚že využít
zranitelná místa charakteristická pro daný operacˇní systém. Port Scanning využívají také
bezpecˇnostní technici k oveˇrˇení zabezpecˇení síteˇ. Používají se k tomu softwarové nebo
hardwarové nástroje. [5]
3.1.1 TCP Connect scanning
Základní technika skenování portu˚. Útocˇník testuje každý port systémovým voláním me-
tody Connect. Pokud dojde k prˇipojení na daný port, znamená to, že port je otevrˇený a
naslouchá. Jestliže je port zavrˇený (nedostupný), je vracen paket s prˇíznakem RST (viz
obrázek 2). Výhodou této techniky je, že nejsou potrˇeba žádné zvláštní oprávneˇní a je
velmi rychlá (skenuje se mnoho portu˚ paralelneˇ). Nevýhodou je snadné rozpoznání této
techniky na zarˇízení obeˇti. [7, 8]
Obrázek 2: TCP Connect scanning
3.1.2 TCP SYN scanning
Tato technika je nazývána také jako „half-open scanning". Nedochází totiž k úplnému se-
stavení TCP spojení. Útocˇník posílá paket s nastaveným prˇíznakem SYN (snaha navázat
spojení). Zarˇízení obeˇti odpoví paketem s prˇíznakem SYN/ACK (daný port je otevrˇený a
naslouchá) nebo odpoví paketem s prˇíznakem RST (daný port je zavrˇený). Útocˇník poté
ihned pošle paket s nastaveným prˇíznakem RST (ukoncˇení spojení) (viz obrázek 3). Vý-
hodou této techniky je, že mnohem menší pocˇet zarˇízení tuto událost vloží do logu. Pro
tuto techniku je nutné mít administrátorská práva na zarˇízení odkud je provádeˇn útok.
To mu˚že být oznacˇeno jako nevýhoda této techniky. [7, 8]
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Obrázek 3: TCP SYN scanning
3.1.3 TCP FIN scanning
Prˇedchozí technika TCP SYN scanning není dostatecˇneˇ utajena a mu˚že být uvedená v
logu. Neˇkteré firewally, paketové filtry nebo IDS registrují pakety s nastaveným prˇízna-
kem SYN. Pakety s prˇíznakem FIN nemusí být zaregistrovány bezpecˇnostními systémy.
Hlavní myšlenka spocˇívá v tom, že zavrˇené porty na paket s prˇíznakem FIN odpoví po-
mocí paketu s prˇíznakem RST (viz obrázek 4). Otevrˇené porty pakety FIN ignorují. Toto
chování ale není pravidlem a neˇkteré operacˇní systémy (Microsoft) odpovídají paketem
RST i u otevrˇeného portu. Z toho plynou výhody i nevýhody této techniky. [8]
Obrázek 4: TCP FIN scanning
3.1.4 Fragmentation scanning
Tato technika je jen úprava prˇedchozích technik. Místo odeslání celého paketu, se paket
rozdeˇlí na neˇkolik menších fragmentu˚. Prˇi takovémto rozdeˇlení TCP hlavicˇky je pro bez-
pecˇnostní systémy obtížneˇjší útok odhalit. Tato technika nefunguje u paketových filtru˚
nebo firewallu, které fragmentované pakety rˇadí do front. [7]
3.1.5 TCP reverse ident scanning
Využívá ident protokol pomocí kterého, je možné zjistit uživatelské jméno, pod kterým
beˇží proces na daném portu. Útocˇník mu˚že tedy zjistit, zda služba bežící na otevrˇeném
portu má administrátorská práva. Tato technika je možná pouze prˇi úplném TCP spojení.
[7]
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3.1.6 TCP Null scanning
V této technice útocˇník posílá paket, který nemá nastavený žádný prˇíznak v TCP hla-
vicˇce. Porty, které nejsou otevrˇené, odpoví paketem RST (viz obrázek 5). Porty, které jsou
otevrˇené, tento paket ignorují a neodpoví na neˇj. Toto chování ale není pravidlem a neˇ-
které operacˇní systémy (Microsoft) odpovídají paketem RST i u otevrˇeného portu. [8]
Obrázek 5: TCP Null scanning
3.1.7 TCP ACK scannnig
Pomocí této techniky nemu˚žeme urcˇit, zda je port otevrˇený nebo zavrˇený. Útocˇník mu˚že
zjistit pouze, zda je port filtrovaný cˇi nikoliv. Jestliže útocˇník pošle paket a vrátí se odpo-
veˇd’ v podobeˇ paketu RST, je port nefiltrovaný. Pokud se žádná odpoveˇd’ nevrátí, je port
filtrovaný (viz obrázek 6). Tímto zpu˚sobem útocˇník zjistí nastavení firewallu. [8]
Obrázek 6: TCP ACK scanning
3.1.8 UDP ICMP port unreachable scanning
Tato technika se zameˇrˇuje na skenování UDP portu˚. Prˇestože UDP protokol je jedno-
dušší, jeho skenování je obtížneˇjší. UDP protokol neposílá potvrzení prˇijetí jako TCP pro-
tokol. Pokud útocˇník pošle UDP paket na zavrˇený port, dostane odpoveˇd’ ICMP-PORT-
UNREACH (viz obrázek 7). Mu˚žeme tedy zjistit, který port je zavrˇený, Vylucˇovací me-
todou, pak zjistíme i porty, které jsou otevrˇené. Tato technika je dost pomalá. Z du˚vodu
nízké frekvence odpoveˇdí ICMP-PORT-UNREACH. Je potrˇeba taky brát ohled na to, že
ICMP-PORT-UNREACH zpráva nemusí být dorucˇena podle základního chování UDP
protokolu. [7]
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Obrázek 7: UDP ICMP port unreachable scanning
3.1.9 Nmap
Jedním z nástroju˚ pro skenování síteˇ je open-source nástroj Nmap. Tento nástroj byl vy-
vinut pro rychlé skenování velkých sítí. Nmap posílá na hostitelská zarˇízení speciálneˇ
upravené pakety. Následnou analýzou dokáže zjistit: jaké služby nabízí toto hostitelské
zarˇízení, na jaké verzi operacˇního systému beˇží, jaký typ paketového filtru nebo firewallu
je využíván a mnoho dalších užitecˇných veˇcí. Tento nástroj je beˇžneˇ používán ke kontrole
zabezpecˇení síteˇ. Nmap deˇlí porty do 6 stavu˚: otevrˇený, zavrˇený, filtrovaný, nefiltrovaný,
otevrˇený/filtrovaný a zavrˇený/filtrovaný. [7]
Obrázek 8: Ukázka z programu Nmap
3.1.10 Nessus
Nessus vulnerability scanner patrˇí k nejvyspeˇlejším skenovacím softwaru˚m na sveˇteˇ. Do-
káže provádeˇt vysokorychlostní sledování a skenování jednotlivých zarˇízení v síti nebo
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celých sít’ových infrastruktur. Nessus má velké množství prˇednastavených testu˚. Pomocí
kterých je administrátor schopen oveˇrˇit zranitelnost jednotlivých zarˇízení prˇed prˇípad-
ným útokem. Pro nekomercˇní použití je Nessus nabízen zdarma.
Obrázek 9: Ukázka z programu Nessus [9]
3.2 Odposlouchávání
Pomocí techniky odposlouchávání je možné zachytit nešifrovaný provoz a následneˇ pro-
vézt jeho analýzu. Z této analýzy mu˚žeme zjistit velmi mnoho informací: prˇihlašovací
údaje uživatele, hesla sít’ových zarˇízení, smeˇrovací informace, adresy zarˇízení atd. Od-
poslouchávání je možné jen tehdy, pokud útocˇník má prˇístup na komunikacˇní medium.
Nejveˇtší slabinou je tedy rozbocˇovacˇ (hub), který rozesílá provoz na všechny své porty.
Tímto zpu˚sobem je umožneˇno útocˇníkovi zachytit veškerou komunikaci, která se usku-
tecˇní v rámci rozbocˇovacˇe. Zachycený provoz se nejcˇasteˇji ukládá do souboru pcap. Nej-
využívaneˇjším nástrojem v této kategorii je Wireshark, dále pak tcpdump a TShark. [5]
3.2.1 Wireshark
Wireshark je „open source"nástroj, šírˇen pod licencí GNU-GPL. Jedná se o sít’ový pake-
tový analyzátor, pomocí kterého je možné zobrazit zachycená data v paketu v co nejde-
tailneˇjší formeˇ. Tento nástroj pracuje pasivneˇ a neodesílá žádné pakety do dané síteˇ. Wire-
shark je využíván: sít’ovými administrátory prˇi rˇešení problému v dané síti, bezpecˇnost-
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ními techniky k odhalení hrozeb, vývojárˇi k odhalení chyb v implementaci protokolu
nebo lidmi, kterˇí chteˇjí daný sít’ový protokol prozkoumat podrobneˇji. [10]
Neˇkteré z vlastností nástroje Wireshark:
• dostupný pro UNIX i Windows
• zachycení paketu˚ v reálném cˇase
• možnost otevrˇení souboru se zachyceným provozem z jiných programu˚ (tcpdump)
• zobrazení paketu˚ s velmi detailními informacemi daného protokolu
• uložení zachyceného provozu do souboru
• filtrace paketu˚ podle mnoha kriterií
• vyhledávání paketu˚ podle mnoha kriterií
• barevné rozlišení protokolu˚
Obrázek 10: Ukázka výpisu z nástroje Wireshark
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3.2.2 Formát souboru pcap
Jedná se o typ souboru, který patrˇí k nejvíce využívaným pro ukládání zachyceného sít’o-
vého provozu v reálném cˇase. Je soucˇástí knihoven libpcap/WinPcap a má velmi jednodu-
chou strukturu. Soubor typu pcap je neoficiálním standardem pro ukládání sít’ového pro-
vozu na systémech UNIX. Aktuální verze formátu je 2.4. Každý soubor obsahuje globální
záhlaví. To obsahuje globální informace a za ním následují záznamy o zachycených pake-
tech. Soubor používá prˇíponu .pcap. Programy, které využívají knihovny libpcap/WinPcap:
tcpdump, ngrep, Wireshark, Snort, Nmap, Bro IDS, Suricata, Scapy a další.
Obrázek 11: Formát pcap souboru
Zachycený paket v souboru nemusí nutneˇ obsahovat všechny data v paketu, které
byly prˇenášeny sítí. Soubor mu˚že obsahovat nejvýše prvních N bajtu˚ každého paketu,
pro neˇjakou hodnotu N. Hodnota N je také nazývána jako „snapshot length"nebo „snaplen".
Hodnota N by meˇla být veˇtší než nejveˇtší možná délka daného paketu. To zajistí, že
žádný paket nebude zkrácen. Veˇtšinou je tato hodnota nastavena na 65535.
Globální záhlaví - je na zacˇátku každého pcap souboru a je následováno záhlavím
prvního paketu:
typedef struct pcap_hdr_s {
guint32 magic_number; /∗ magic number ∗/
guint16 version_major; /∗ major version number ∗/
guint16 version_minor; /∗ minor version number ∗/
gint32 thiszone; /∗ GMT to local correction ∗/
guint32 sigfigs ; /∗ accuracy of timestamps ∗/
guint32 snaplen; /∗ max length of captured packets, in octets ∗/
guint32 network; /∗ data link type ∗/
} pcap_hdr_t;
Výpis 1: Syntaxe globálního záhlaví souboru pcap
• magic_number - slouží k urcˇení, v jakém porˇadí budou bajty zpracovány. Pokud
aplikace zapíše do tohoto pole hodnotu 0xa1b2c3d4. Jedná se o nativní rˇazení.
Aplikace, která toto pole cˇte, ho mu˚že prˇecˇíst dveˇma zpu˚soby. První zpu˚sob je,
že prˇecˇte hodnotu 0xa1b2c3d4 (identické rˇazení). Druhý zpu˚sob je, že prˇecˇte hod-
notu 0xd4c3b2a1 (obrácené porˇadí). Pro soubor s rozlišením na nanosekundy to
jsou hodnoty 0xa1b23c4d (identické rˇazení) a 0x4d3cb2a1 (obrácené porˇadí).
• version_major, version_minor - urcˇuje verzi formátu souboru (aktuální verze je 2.4)
• thiszone - slouží ke korekci cˇasu mezi ru˚znými cˇasovými pásmy. Hodnota se zadává
v sekundách. Pokud jsou cˇasové údaje v GTM (UTC), je tato hodnota nastavena na
0. Pokud jsou cˇasové údaje ve strˇedoevropském cˇase (GTM + 1:00) musí být tato
hodnota nastavena na -3600. V praxi se ale hodnota tohoto parametru nastavuje na
0.
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• sigfigs - teoreticky slouží k urcˇení prˇesnosti cˇasových údaju˚. V praxi je tato hodnota
nastavena na 0.
• snaplen - maximální délka „snaplen"pro zachycení dat. Veˇtšinou tato hodnota bývá
nastavena na hodnotu 65535, ale mu˚že být i veˇtší.
• network - urcˇuje typ záhlaví na spojové vrstveˇ. Pro Ethernet je tato hodnota nasta-
vena na 1.
Záhlaví zachyceného paketu - každý zachycený paket zacˇíná tímto záhlavím. Ne-
jedná se o samotné záhlaví zachyceného paketu, ale o popis paketu který byl zachycen:
typedef struct pcaprec_hdr_s {
guint32 ts_sec; /∗ timestamp seconds ∗/
guint32 ts_usec; /∗ timestamp microseconds ∗/
guint32 incl_len ; /∗ number of octets of packet saved in file ∗/
guint32 orig_len; /∗ actual length of packet ∗/
} pcaprec_hdr_t;
Výpis 2: Syntaxe záhlaví zachyceného paketu souboru pcap
• ts_sec - udává datum a cˇas, kdy byl paket zachycen. Hodnota je ukládána v unixo-
vém cˇase (cˇas v sekundách od 1.1.1970).
• ts_usec - v klasickém pcap souboru je tento parametr offset v milisekundách pro
parametr ts_sec. Pokud prˇesáhne hodnotu 1 000 000 musí být parametr ts_sec in-
krementován. V souboru, který má rozlišení na milisekundy udává tento parametr,
kdy daný paket byl zachycen. Pokud prˇesáhne hodnotu 1 000 000 000 musí být
parametr ts_sec inkrementován.
• incl_len - pocˇet bajtu˚ z daného paketu, které byly zachyceny a uloženy do sou-
boru. Hodnota tohoto parametru by nikdy nemeˇla být veˇtší než hodnota parametru
orig_len a hodnota parametru snaplen z globálního záhlaví.
• orig_len - skutecˇná velikost paketu prˇi zachycení na síti. Pokud se hodnota parame-
tru orig_len liší od hodnoty parametru incl_len. Byl paket zkrácen z du˚vodu prˇekro-
cˇení hodnoty parametru snaplen z globálního záhlaví.
Po globálním záhlaví a záhlaví zachyceného paketu už následují data samotného za-
chyceného paketu, poté se znovu opakuje záhlaví dalšího zachyceného paketu, které je
opeˇt následováno daty tohoto paketu. Toto rˇazení je zobrazeno na obrázku 11.
Neˇkteré veˇci v tomto formátu chybí a mohly by být užitecˇné: rozlišení zachycení pa-
ketu v nanosekundách, komentárˇe uživatele („výpadek spojení je zobrazen od paketu
1579"), informace o rozhraní (výrobce sít’ové karty), pocˇet zahozených paketu˚ (a další
ru˚zné údaje ohledneˇ pocˇtu). Všechny tyto popsané nedostatky by meˇly být soucˇástí next
generation pcap (pcap-NG), který má být nástupcem formátu pcap. Tento nový formát je
stále ve vývoji. Neˇkteré aplikace tento nový formát podporují již nyní. [11]
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4 Aktivní útoky
4.1 Denial of Service Attack, Distributed Denial of Service Attack
Server dokáže v jednom okamžiku zpracovat pouze urcˇité množství požadavku˚. Toho
veˇtšinou útocˇník využívá a snaží se server zahltit požadavky. Cílem teˇchto útoku˚ bývá
veˇtšinou jedna konkretní internetová služba (email, bankovnictví, DNS, VoIP...) nebo in-
ternetové stránky. Útocˇník využívá chyby v implementaci TCP/IP, softwaru nebo hard-
waru. [5]
Denial of Service (DoS) Attack - útok vedoucí k prˇerušení nebo pozastavení služeb
konkrétního uživatele nebo serveru. Server není schopen odpovídat na legitimní poža-
davky. Existují dva základní typy útoku˚ DoS [12, 13]:
• odeslání speciálneˇ vytvorˇených paketu˚, které daný server neocˇekává a které zpu˚-
sobí restartování nebo zastavení systému;
• odeslání velkého množství paketu˚, které server nedokáže zpracovat v daném cˇaso-
vém úseku a dojde k vycˇerpání systémových prostrˇedku˚.
Obrázek 12: Denial of Service Attack
Distributed Denial of Service (DDoS) Attack - útocˇník využívá cizí pocˇítacˇe/ser-
very, které má pod kontrolou (botnet). Ukázka botnet síteˇ je na obrázku 13. Tyto cizí pocˇí-
tacˇe/servery posílají velké množství dat a požadavku˚ (DoS Attack) cíleneˇ na pocˇítacˇe/-
servery dané obeˇti. [12, 13]
Prˇíznaky útoku:
• neobvykle pomalá odezva síteˇ (prˇi otevírání souboru nebo prˇi prˇístupu na webové
stránky)
• nedostupná konkretní webová stránka
• zamítnutí prˇístupu k libovolné webové stránce
• rapidní náru˚st obdrženého spamu
Ne všechny výpadky dané služby musí znamenat útok typu DoS nebo DDoS. V dané
síti mu˚že probíhat údržba nebo aktualizace systému˚, mu˚že se také jednat o problémy
samotné síteˇ. Výpadek mu˚že být také zavineˇný selháním softwaru nebo hardwaru.
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Obrázek 13: Distributed Denial of Service Attack
DoS a DDoS útoky mu˚žeme rozdeˇlit do peˇti skupin:
1. Vycˇerpání výpocˇetních zdroju˚: šírˇka pásma, operacˇní pameˇt’, místo na disku nebo
cˇas procesoru.
2. Zmeˇnou konfigurací: informace o smeˇrování, zmeˇnou spanning-tree konfigurace
3. Narušením stavu informace: nevyžádané resetování TCP relací.
4. Fyzické znicˇení sít’ových komponent.
5. Zabráneˇní komunikace mezi legitimními uživateli a obeˇtí, tak aby nemohli dosta-
tecˇneˇ komunikovat.
4.1.1 SYN Flood Attack
K tomuto útoku dochází prˇi sestavování TCP spojení beˇhem three-way handshake. V nor-
málním prˇípadeˇ klient pošle požadavek (TCP SYN) pro prˇipojení k serveru. Server rezer-
vuje systémové prostrˇedky a pošle paket potvrzující žádost o prˇipojení (TCP SYN-ACK).
Poté, co klient obdrží paket TCP SYN-ACK, odpoví na neˇj zasláním potvrzujícího paketu
TCP ACK. V tuto chvíli je vytvorˇeno TCP spojení. Celý proces je zobrazen na obrázku 14.
Obrázek 14: Navázání TCP spojení
Beˇhem SYN Flood útoku na server pošle útocˇník žádost (TCP SYN) na sestavení
spojení. Server rezervuje systémové prostrˇedky a pošle paket potvrzující žádost (TCP
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SYN-ACK) (viz obrázek 15). Útocˇník však už neodpoví paketem potvrzující spojení (TCP
ACK). Teˇchto požadavku˚ na spojení pošle útocˇník neˇkolik. Výsledek toho je, že na ser-
veru jsou rezervované systémové prostrˇedky pro spojení, která nikdy nevzniknou. Server
tyto rezervované systémové prostrˇedky uvolní až po vypršení platnosti. Cílem útocˇníka
je tedy vycˇerpat systémové prostrˇedky serveru. Aby legitimní uživatele nemohli vytvorˇit
spojení se serverem a prˇistoupit tak k neˇmu.
Obrázek 15: SYN Flood útok
Existují dveˇ možnosti, jak zpu˚sobit nedodání potvrzujícího paketu TCP ACK serveru.
První možnost už byla popsána. Útocˇník úmyslneˇ nepošle potvrzující paket TCP ACK.
Druhá možnost spocˇívá v tom, že útocˇník využívá falešnou IP adresu (IP Spoofing - Ka-
pitola 4.2.1). Útocˇník pošle žádost o spojení (TCP SYN) s falešnou zdrojovou adresou.
Server poté pošle paket TCP SYN-ACK na tuto falešnou adresu, ale odpoveˇd’ se mu už z
této falešné adresy nevrátí.
SYN Flood útok je obvykle v moderních sít’ových infrastrukturách neúspeˇšný. Úspeˇšný
je pouze tehdy, pokud server rezervuje systémové prostrˇedky pro nové spojení ihned prˇi
požadavku na navázání spojení (TCP SYN). [5, 13]
4.1.2 Ping of Death
Jedná se o další typ Denial of Service útoku. Tento útok je také známý pod jménem Long
ICMP. Útocˇník pošle ICMP paket, jehož velikost je veˇtší než 64kB. Pokud takový paket
obdrží zarˇízení obeˇti, dojde k zamrznutí, restartu nebo pádu operacˇního systému. Nové
operacˇní systémy jsou vu˚cˇi tomuto útoku imunní. [13]
4.1.3 Smurf Attack
Útocˇník vysílá velké množství ICMP paketu˚ „echo-request"na ru˚zná zarˇízení nebo na ad-
resu broadcast pro ru˚zné podsíteˇ (viz obrázek 16). Využívá k tomu falešnou zdrojovou
IP adresu. Jako zdrojovou IP adresu útocˇník používá IP adresu obeˇti. Všechny zarˇízení
ze všech podsítí odpoví na IP adresu obeˇti pomocí paketu ICMP „echo-reply". Zarˇízení
obeˇti je tedy zaplaveno teˇmito ICMP odpoveˇdmi a dochází k zpomalení nebo zamrznutí
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celého systému. Na zarˇízeních od firmy Cisco je možné zabránit, aby se daná sít’ stala
soucˇástí teˇchto útoku˚. [13] Stacˇí zadat tento prˇíkaz:
Router(config-if)# no ip directed-broadcast
Obrázek 16: Smurf útok
4.1.4 ICMP flood attack (Ping Flood)
Útok typu Ping flood spocˇívá v tom, že útocˇník zaplaví obeˇt’ ICMP „echo-reguest"pakety.
Tyto pakety posílá s co nejveˇtší frekvencí, bez toho aniž by cˇekal ICMP odpoveˇd’ „echo-
reply". Útok je úspeˇšný, pokud útocˇník a zarˇízení, která má pod kontrolou, mají celkoveˇ
veˇtší šírˇku pásma než obeˇt’. Prˇi tomto útoku dochází k zahlcení šírˇky pásma v obou
smeˇrech, protože zarˇízení obeˇti se bude snažit odpovídat na ICMP „echo-reguest"pomocí
ICMP „echo-reply". Pokud zarˇízení obeˇti není prˇíliš výkonné, mu˚že také dojít k velkému
zatížení procesoru a tím k zpomalení celého systému. [5]
4.1.5 Back
Tento útok je mírˇený proti web serveru apache. Útocˇník pošle velké množství požadavku˚,
které obsahují velký pocˇet lomítek v URL adrese. Server se snaží obsloužit všechny tyto
požadavky a díky tomu se mu˚že stát nedostupným nebo s omezeným prˇístupem pro
legitimní uživatele. [13]
4.2 Spoofing Attack
Tento typ útoku˚ spocˇívá v tom, že útocˇník se úmyslneˇ vydává za legitimní zarˇízení nebo
uživatele dané síteˇ. Cíl útocˇníka mu˚že být ru˚zný: získat prˇístup k zabezpecˇenému ser-
veru, šírˇení škodlivého kódu, odposlouchávaní provozu, získání prˇístupových informací,
získání citlivých dat nebo zneprˇístupneˇní neˇkteré služby. Existuje neˇkolik ru˚zných typu
spoofing útoku˚, aby útocˇník dosáhl svého cíle. Mezi nejznámeˇjší patrˇí: IP Address spo-
ofing, ARP spoofing (ARP Poisoning), DNS spoofing a Email spoofing. Neˇkterá sít’ová
zarˇízení mají implementovanou ochranu proti teˇmto typu˚m útoku. Jedná se naprˇíklad o
DHCP snooping, port security nebo Dynamic ARP inspection. [5, 14]
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4.2.1 IP Address Spoofing Attack
IP address spoofing patrˇí k nejvíce využívanému útoku typu spoofing. Útocˇník pošle pa-
kety s falešnou („spoofed") zdrojovou adresou, aby tím kryl, odkud útok pochází. Tento
typ útoku je cˇasto využit spolecˇneˇ s DoS/DDoS útokem. Útok potom vypadá, že pochází
z legitimní zdrojové IP adresy.
Existují dveˇ metody IP spoofing útoku pomocí kterých mu˚že útocˇník provést prˇetí-
žení cíle sít’ovým provozem. První metoda spocˇívá v tom, že útocˇník posílá prˇímo pro-
voz na obeˇt’ z mnoha ru˚zných falešných („spoofed") adres. Metoda je úspeˇšná, pokud je
prˇíchozí provoz veˇtší než provoz, který dokáže obeˇt’ zpracovat. Druhá metoda pracuje
s IP adresou obeˇti. Útocˇník pošle ru˚zné požadavky na mnoho ru˚zných zarˇízení v síti s
falešnou zdrojovou IP adresou. Jako falešnou zdrojovou IP adresu útocˇník využívá IP
adresu obeˇti. Všechny zarˇízení odpoví na tyto falešné požadavky a odešlou odpoveˇd’ na
IP adresu obeˇti. Ta nedokáže všechny tyto odpoveˇdi zpracovat a tím dochází k prˇetížení
systému sít’ovým provozem. Tato metoda je použita u DoS/DDoS útoku typu Smurf At-
tack.
IP address spoofing mu˚že také být použit k prolomení autentizace založené na IP
adrese. Tento postup mu˚že být velice obtížný a lze ho použít pouze tam, kde je využita
du˚veˇra mezi sít’ovými zarˇazeními a vnitrˇním systémem. V takovém systému je použita
IP adresa k oveˇrˇení identity a povolení prˇístupu. Místo oveˇrˇení identity pomocí uživatel-
ského jména a hesla. Tímto zpu˚sobem se útocˇník mu˚že dostat do zabezpecˇeného systému
a získat tím trˇeba neˇjaké citlivé informace nebo provést další typy útoku˚. [14]
4.2.2 ARP Spoofing Attack
ARP (Address Resolution Protocol) slouží k získání MAC (Media Access Control) adresy
pro IP adresu kterou známe. V útoku typu ARP spoofing útocˇník pošle v místní síti fa-
lešnou zprávu ARP. Jeho cílem je propojit svou MAC adresu s IP adresou obeˇti v dané
síti. Tím zajistí, že provoz, který je urcˇen pro IP adresu obeˇti, bude poslán na jeho MAC
adresu. Tento typ útoku slouží k získání informací, k úpraveˇ nebo zastavení provozu v
místní síti. ARP spoofing slouží, také k usnadneˇní jiným typu˚m útoku: DoS/DDoS, neo-
právneˇnému prˇístup a útoky typu man-in-the-middle. ARP spoofing lze provést pouze
v LAN (Local Area Networks) sítích, kde je použit Address Resolution Protocol. [14]
4.2.3 DNS Spoofing Attack
DNS (Domain Name System) je systém, který propojuje doménové jména s IP adresami.
Zarˇízení prˇipojená k internetu nebo k privátní síti spoléhají na DNS prˇi prˇekladu URL,
e-mailové adresy a dalších doménových jmen na odpovídající IP adresu. Útocˇník pomocí
jiných typu˚ útoku˚ zmeˇní IP adresu DNS serveru na zarˇízení obeˇti. Pokud obeˇt’ bude chtít
prˇistoupit naprˇíklad na stránky svého internetového bankovnictví, pošle dotaz na tento
falešný DNS server. Tento falešný DNS server odpoví obeˇti a pošle ji falešnou IP adresu
web serveru. Na falešném web serveru mu˚že být vytvorˇena úvodní prˇihlašovací stránka,
která vypadá identicky jako ta na skutecˇném webu s internetovým bankovnictvím. Po-
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kud obeˇt’ vyplní své prˇihlašovací údaje na tomto falešném serveru, dostávají se do rukou
útocˇníka. Nemusí se jednat pouze o internetové bankovnictví, ale trˇeba o platbu kartou,
prˇihlášení k emailu, prˇihlášení k sociální síti a mnoho dalšího. Falešný web server mu˚že
být využit ješteˇ druhým zpu˚sobem. Útocˇník na tento falešný web umístí ru˚zné viry, cˇervy
a další škodlivý software, pomocí kterého dojde k napadení systému obeˇti. [14]
4.2.4 Email Spoofing Attack
Tento typ útoku bývá využíván spolecˇneˇ s Phishing útokem nebo prˇi zasílání nevyžádané
pošty (spam). Útocˇník zmeˇní nebo podvrhne jméno odesílatele. Email poté vypadá jako
od legitimní osoby nebo spolecˇnosti.
Phishing útok - tento typ útoku˚ spadá pod sociální inženýrství. Využívá se k zasílání
podvodných emailu˚, které pu˚sobí velmi du˚veˇryhodneˇ a snaží se obeˇt’ oklamat svou rea-
listicˇností. Veˇtšinou email obsahuje odkaz na falešný web a žádá vás, aby jste vyplnili své
osobní nebo prˇihlašovací údaje z du˚vodu: zvýšení zabezpecˇení, vypršení platnosti hesla,
váš úcˇet se stal tercˇem útoku, apod. Útocˇník díky vaší neopatrnosti mu˚že lehce získat
vaše údaje. [5]
4.3 Malware
Slovem malware se oznacˇuje veškerý škodlivý software. Tento název vznikl z anglických
slov malicious a software. Do této kategorie naprˇíklad patrˇí: viry, cˇervi, trojské koneˇ, spy-
ware, adware, back door apod. Jedná se o škodlivý kód nebo software, který vznikl spe-
ciálneˇ za úcˇelem poškození, narušení, krádeže nebo pro další nelegitimní úkony. Cílem
malware jsou data, hostitelské zarˇízení, síteˇ a sít’ové zarˇízení.
Existuje neˇkolik ru˚zných zpu˚sobu˚, jak mu˚že dojít k infikování systému. Malware
mu˚že infikovat systém tím, že je v balíku s dalšími programy nebo prˇipojený jako makro
k neˇjakému souboru. Další druh malware mu˚že být nainstalován využitím známých zra-
nitelností v operacˇním systému, sít’ovém zarˇízení nebo jiném softwaru (díry ve webovém
prohlížecˇi). V takovém prˇípadeˇ stacˇí pouze, aby uživatel navštívil infikované webové
stránky. Naprostá veˇtšina malware je nainstalována do zarˇízení za pomocí neˇjaké akce
od uživatele. Zde mu˚žeme zarˇadit naprˇíklad otevrˇení prˇílohy v emailu nebo stahování
souboru˚ z internetu.
Malware nemu˚že poškodit fyzický hardware systému nebo sít’ových zarˇízení, ale
mu˚že dojít k poškození dat a softwaru umísteˇného na zarˇízení. Malware by nemeˇl být
zameˇnˇován s vadným softwarem, který je urcˇený pro legitimní úcˇely, ale obsahuje vady
nebo chyby. [15, 16]
4.3.1 Viruses
Pocˇítacˇový vir je druh malware, který se šírˇí tím, že vloží kopii sebe sama do jiného pro-
gramu a stane se tak jeho soucˇástí. Prˇi prˇenosu takového programu, dochází k napadení
dalších pocˇítacˇu˚. Viry se tedy šírˇí prostrˇednictvím síteˇ, diskových úložišt’, sdílení souboru
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nebo pomocí emailu˚. Viry mají ru˚zný rozsah škod, které mohou zpu˚sobit. Od poškození
souboru nebo softwaru až po DoS útok.
Témeˇrˇ všechny viry jsou prˇipojeny k spustitelným souboru˚m, což znamená, že virus
mu˚že být v systému prˇítomen, ale není aktivní a není schopen se dál šírˇit dokud uživa-
tel neotevrˇe nebo nespustí infikovaný soubor nebo program. Prˇi spušteˇní infikovaného
programu, program probeˇhne normálneˇ, ale spustí se i škodlivá cˇást kódu. Za normál-
ních okolnostní tedy soubor nebo program dále fungují, poté co jsou napadeny virem.
Nicméneˇ neˇkteré viry prˇepíší program uživatele kopií sama sebe a tím tento program
znicˇí. [15, 16]
4.3.2 Worms
Pocˇítacˇové cˇervi jsou podobné jako viry v tom, že replikují kopii sama sebe a mohou
zpu˚sobit stejný rozsah škod. Na rozdíl od viru˚, které potrˇebují k šírˇení hostitelský sou-
bor nebo program, cˇervi jsou samostatný software a dokáží se propagovat sami. Cˇervi
vstoupí do systému prostrˇednictvím zranitelnosti a chyb tohoto systému. K šírˇení využí-
vají soubory nebo jiné dopravní prvky v systému, to jim umožnˇuje cestovat bez jakékoliv
pomoci. [15, 16]
4.3.3 Trojans
Jedná se o škodlivý software, který se tvárˇí jako legitimní. Uživatelé si obvyklé myslí, že
se program nacˇítá nebo spouští, ale mezitím se do pocˇítacˇe instaluje škodlivý software.
Poté, co je tedy tento škodlivý software aktivován, mu˚že být proveden libovolný pocˇet
útoku˚ na hostitelský systém. Na uživatele naprˇíklad vyskakuje plno oken za úcˇelem od-
vedení pozornosti. Uživatel se je snaží zavrˇít, ale mezitím dochází k mazání souboru,
krádeže dat nebo aktivaci a šírˇení dalšího škodlivého softwaru. Trojské koneˇ jsou také
známé, že vytvárˇí zadní dvírˇka (backdoor) pro útocˇníka. [16]
4.3.4 Backdoor
Backdoor slouží k vytvorˇení prˇístupu do systému a k vyhnutí se autentizacˇním mecha-
nismu˚m. Neˇkteré backdoor jsou vytvorˇeny samotnými programátory prˇi vývoji soft-
waru, neˇkteré se do softwaru dostanou po prˇekonání zabezpecˇení systému, pomocí škod-
livého softwaru (viry, cˇervi, trojské koneˇ). Tímto zpu˚sobem si útocˇník vytvorˇí v systému
díru pro snadneˇjší a pozdeˇjší neprˇetržitý prˇístup k tomuto hostitelskému systému. [16]
4.3.5 Spyware
Jedná se o software, který byl vyvinut s cílem získávání citlivých informací ze zarˇízení
obeˇtí bez jejich veˇdomí. Tyto získané citlivé informace potom zasílá útocˇníkovi. Jde prˇe-
devším o cˇísla bankovních úcˇtu˚ a karet, které mu˚že útocˇník zneužít. Spyware se do za-
rˇízení dostane veˇtšinou prˇi instalaci neˇjakého programu nebo prˇi kliknutí na neˇkterá vy-
skakovací okna na nedu˚veˇryhodné internetové stránce. [15]
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4.3.6 Rootkit
Rootkit je sada nástroju˚ sloužící pro zakrytí škodlivého softwaru a k povolení adminis-
trátorského prˇístupu na hostitelském zarˇízení. Mu˚že být soucˇástí výše popsaných typu˚
malware nebo sloužit k vytvorˇení prostrˇedí pro jejich zavedení do systému. Je velmi teˇžké
detekovat tento typ malware. Obvykle je aktivován ješteˇ prˇed úplným spušteˇním operacˇ-
ního systému. Rootkit umožnˇuje útocˇníkovi zavádeˇt do systému skryté soubory, procesy,
úcˇty nebo instalovat další škodlivý software. Je schopen také zachytit data z terminálu
nebo klávesnice. [15]
4.4 Google Hacking
Google hacking je velmi zajímavá technika. Využívá se k tomu fulltextový vyhledávacˇ
od spolecˇnosti Google, pomocí neˇhož útocˇník hledá bezpecˇnostní slabiny na internetu.
Ve veˇtšineˇ prˇípadu˚ se jedná o dva typy bezpecˇnostních slabin, které mu˚žeme na webu
najít: slabina v softwaru nebo špatná konfigurace. Google Hacking Database (GHDB) je
databáze dotazu˚, které identifikují citlivá data. Útocˇník pomocí pokrocˇilých google ope-
rátoru˚ vytvárˇí sofistikovaný dotaz a snaží se vyhledat a využít známé slabiny v systému.
Tyto operátory mu˚žeme ru˚zneˇ kombinovat:
• intitle, allintitle, inurl, allinurl, filetype, allintext, site, link, inanchor, numrange, da-
terange, author, group, insubject, msgid.
Syntaxe teˇchto operátoru˚ a ukázka prˇístupu na tiskárnu od firmy HP vypadá takto:
operator:search_term
inurl:hp/device/this.LCDispatcher
Útocˇník se takto mu˚že prˇipojit naprˇíklad k internetové(bezpecˇnostní) kamerˇe a sle-
dovat co se zrovna deˇje v daném objektu. Prˇi použití nástroje whois mu˚že také zjistit,
kde daná IP adresa sídlí. Útocˇník má tedy prˇehled o objektu a zná i jeho adresu. Pomocí
jiného dotazu se útocˇník mu˚že dostat do domácího smeˇrovacˇe a zmeˇnit nastavení, což
mu˚že být dále využito k jiným typu˚m útoku. Mnoho teˇchto zarˇízení má nastavené to-
vární prˇihlašovací údaje a proto není složité se dostat prˇes autentizaci. Další zarˇízení, ke
kterému se takto mu˚že útocˇník prˇipojit, je tiskárna.
Tiskárny a domácí smeˇrovacˇe nejsou jediná zarˇízení, ke kterým se dá takto lehce prˇi-
pojit. Mnohem nebezpecˇneˇjší je pokud se útocˇník prˇipojí takto k neˇjakému zarˇízení typu:
Firewall, IDS (Intrusion Detection System) nebo UPS (Uninterruptible Power Supply/-
Source) - zdroj neprˇerušovaného napájení. Na teˇchto zarˇízeních už útocˇník mu˚že zpu˚so-
bit velké škody a provést útoky s mnohem veˇtšími dopady na danou sít’, na rozdíl od
prˇístupu k tiskárneˇ. Dalším cílem mohou být pobocˇkové ústrˇedny, které mu˚že prˇekonfi-
gurovat, vypnout nebo zjistit citlivá data uživatelu˚.
Mnoho citlivých informací je také uloženo v chybových hlášeních nebo lozích, ke kte-
rým se lze takto dostat. S tímto je spojena i další možnost využití pokrocˇilých operátoru˚
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a to s SQL dotazy. Útocˇník takto mu˚že zjistit strukturu databáze a pokusit se ji vymazat
nebo mu˚že zjistit heslo pro prˇipojení k této databázi.
Útok typu Google hacking lze provést v dnešní dobeˇ prakticky odkudkoliv, protože
veˇtšina mobilních zarˇízení má prˇístup k internetu. K provedení takovéhoto útoku stacˇí
tedy pouze zarˇízení s internetovým prohlížecˇem a prˇístupem k internetu. [17, 18]
4.5 Útoky na IPv6
Tato podkapitola je zameˇrˇena cˇisteˇ jen na útoky provádeˇné na IPv6 protokolu. Prˇedchozí
popis útoku˚ byl ve veˇtšineˇ prˇípadu˚ spolecˇný pro IPv4 i IPv6. Acˇkoliv protokol IPv6 je už
pomeˇrneˇ starý, jeho nasazování a využití není ale zatím prˇíliš obrovské. S jeho postup-
ným zavadeˇním se objevují i nové problémy, které je potrˇeba rˇešit. Zejména v zabezpe-
cˇení sít’ové infrastruktury.
4.5.1 Zneužití zpráv Router Advertisement (RA)
Zneužití zpráv Router Advertisement je jeden z nejznámeˇjších útoku˚ v prostrˇedí IPv6 sí-
tích. Zarˇízení v IPv6 sítí pomocí zprávy Router Solicitation zažádá o prˇideˇlení údaju˚ po-
trˇebných pro komunikaci v rámci dané síteˇ. Tyto údaje jsou rozeslány všem zarˇízením v
síti smeˇrovacˇem pomocí zprávy Router Advertisement. Útok mu˚že být také zameˇrˇený jen
na konkrétní unicastové adresy.
Zneužití teˇchto zpráv spocˇívá v tom, že za legitimní smeˇrovacˇ se mu˚že vydávat jaké-
koliv zarˇízení v dané síti a pomocí upravené zprávy Router Advertisement mu˚že útocˇník
propagovat falešné konfiguracˇní informace. Takto mu˚že útocˇník prˇesmeˇrovat provoz na
sebe, odeprˇít konektivitu do IPv6 sveˇta nebo odkázat obeˇt’ na falešný server, který se
bude tvárˇit jako legitimní server.
Zarˇízení podporující IPv6 mu˚že mít na jednom rozhraní nakonfigurovaných neˇko-
lik IPv6 adres. Tuto vlastnost lze využít k dalšímu zneužití zpráv Router Advertisement.
Útocˇník mu˚že totiž periodicky posílat Router Advertisement s ru˚znými prefixy a operacˇní
systém musí tyto zprávy zpracovat. To má za následek nakonfigurování další IPv6 adresy
na rozhraní. Prˇi dostatecˇneˇ rychlém generování teˇchto zpráv dojde k velkému vytížení
procesoru obeˇti, což mu˚že vést až k restartování systému. Tento typ útoku je známý pod
názvem RA Flood. Zprávu Router Advertisement lze rozšírˇit o volbu Route Information
Option, která má v sobeˇ uložené podrobneˇjší informace i smeˇrování. Takto lze vložit do
smeˇrovací tabulky neˇkolik (potencionálneˇ až stovky) záznamu˚ pomocí jednoho paketu.
[19]
4.5.2 Zneužití Extension Headers
Extension Headers slouží pro rozširˇování protokolu IPv6 o další zajímavé vlastnosti. Kromeˇ
základní hlavicˇky, lze paket IPv6 tedy ješteˇ doplnit o další rozširˇující hlavicˇky. Veˇtšina
ISP (Internet Service Provider) pakety s Extension Headers rovnou zahazují, aby prˇedešly
problému˚m, které mohou vzniknout.
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Extension Headers lze zneužít neˇkolika zpu˚soby. Jedním z nich je jejich cílené vkládaní
do teˇla paketu. Útocˇník takto dorucˇí obeˇti data, která by za normálních okolnosti nepro-
šla prˇes filtracˇní mechanismus. Využívá k tomu vkládání za sebe neˇkolika Extension He-
aders. Tím docílí toho, že filtracˇní mechanismus nedokáže rozpoznat jaký typ protokolu,
je prˇenášen v paketu IPv6.
Dalším ze zpu˚sobu˚, jak zneužit Extension Headers, je pomocí hlavicˇky fragmentace. Cí-
lem je paket úcˇeloveˇ rozdeˇlit do fragmentu˚. Takovýto paket poté projde prˇes veˇtšinu jed-
noduchých paketových filtru˚, protože tyto paketové filtry neumí provádeˇt rekonstrukci
fragmentu˚.
Útocˇník dále mu˚že využít zprávu Packet Too Big, která je zaslána zarˇízením, pokud
je prˇijatý paket prˇíliš velký a dané zarˇízení ho nedokáže zpracovat. Protokol IPv6 vyža-
duje, aby koncové zarˇízení umeˇly zpracovat paket, jehož minimální délka je nastavena
na 1280 bajtu˚. Útocˇník pošle zprávu Packet Too Big, serveru s kterým chce obeˇt’ komu-
nikovat. V této zpráveˇ informuje server, že cesta k obeˇti má menší MTU než 1280 bajtu˚.
Pokud se obeˇt’ bude chtít prˇipojit na tento server, server mu bude zasílat odpoveˇdi s
vloženou hlavicˇkou fragmentace. Vzhledem k tomu že veˇtšina ISP zahazuje pakety s Ex-
tension Headers, je velká pravdeˇpodobnost, že útocˇník zamezí komunikaci mezi serverem
a obeˇtí. Pokud pakety s Extension Headers dorazí až k obeˇti, tak nastává druhý problém.
Internetové prohlížecˇe veˇtšinou odpoveˇd’ serveru s hlavicˇkou fragmentace neberou, jako
odpoveˇd’ na svu˚j požadavek o navázání spojení.
Prˇepínacˇe jsou navrženy tak, aby veˇtšinu provozu zpracovávaly pomocí hardwaru.
Nicméneˇ pokud na prˇepínacˇ dorazí paket, který hardware neumí zpracovat, je tento pa-
ket poslán na procesor ke zpracování. IPv6 paket, který vždy zpracovává procesor je
naprˇíklad paket s Extension Headers Hop-by-Hop. Ostatní pakety s Extension Headers veˇt-
šinou prˇepínacˇ prˇepošle pomocí hardware. Problém nastává ve chvíli, kdy od prˇepínacˇe
požadujeme, aby provádeˇl kontrolu a validaci teˇchto paketu˚. Takovéto pakety poté musí
zpracovat procesor. Tímto zpu˚sobem mu˚že dojít k velkému vytížení procesoru. [20]
4.5.3 Zneužití protokolu MLD (Multicast Listener Discovery)
Protokol MLD je využíván v lokálních sítích pro prˇihlášení do multicastových skupin.
Používají se k tomu trˇi zprávy: Query, Report, Done. Vzhledem k jeho využití nelze tento
protokol prˇíliš filtrovat a samotný neobsahuje žádné metody pro zabezpecˇení. Tyto vlast-
nosti mohou být zneužity k provedení útoku.
Útocˇník mu˚že prostrˇednictvím protokolu MLD zmapovat danou sít’. Nebude skeno-
vat adresu po adrese, jako u IPv4 adres, ale využije k tomu zprávu MLD Query. Pokud
útocˇník vyšle tuto zprávu v dané lokální síti, všechna zarˇízení odpoví na tuto zprávu.
Pošlou své informace o tom, do kterých multicastových skupin jsou prˇihlášené. Tímto
zpu˚sobem útocˇník zjistí link-local adresy daných zarˇízení. Ty poté mu˚že využít k útoku
typu Port Scanning, protože zarˇízení implicitneˇ naslouchají na všech IPv6 adresách.
Další ze zpu˚sobu˚, jak zneužít protokol MLD, je zamezení prˇíjmu˚ provozu typu mul-
ticast. Útocˇník se prohlásí za falešný Querier (smeˇrovacˇ, který má na starost prˇeposlání
provozu typu multicast). Querier se stává smeˇrovacˇ s nejnižší IP adresou. Veˇtšina smeˇro-
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vacˇu˚ si vytvárˇí IPv6 adresu s použitím EUI-64 algoritmu a linkové adresy, proto není pro
útocˇníka problém si nakonfigurovat nižší IPv6 adresu z daného rozsahu.
Jako veˇtšina protokolu˚ se i tento dá zneužít k prˇetížení sít’ových zarˇízení. Pro efek-
tivní šírˇení provozu v lokální síti je potrˇeba mít zapnutý MLD Snooping. Prˇi použití MLD
Snooping musí sít’ové zarˇízení všechny zprávy MLD Report a Done posílat ke zpraco-
vání procesoru. Pokud útocˇník dokáže generovat zprávy Query dostatecˇneˇ rychle, mu˚že
zpu˚sobit znacˇné potíže danému zarˇízení, prˇi zpracovávání odpoveˇdi na tuto zprávu. Prˇi-
bližneˇ 3000 teˇchto zpráv za sekundu dokáže zcela vytížit zarˇízení Cisco Catalyst 3650.
[21]
4.5.4 Útoky na Neighbor Cache
Tento typ útoku se zameˇrˇuje na prˇeplneˇní Neighbor Cache a k vytížení daného zarˇízení.
Útok mu˚že být proveden lokálneˇ nebo vzdáleneˇ prˇes internet. Neighbor Cache využívá
každé zarˇízení, které pracuje s IPv6. Hlavní položky této struktury jsou IPv6 adresa a k
tomu odpovídající MAC adresa, dále je ukládán i stav (Reachable, Stale, Delay, Probe) ve
kterém se adresa zrovna nachází.
Lokální útok je založený na generování falešných zpráv Neighbor Solicitation a Nei-
ghbor Advertisement. Sít’ové zarˇízení si pro každou falešnou IPv6 adresu vytvorˇí záznam
v Neighbor Cache. Tímto zpu˚sobem mu˚že dojít k vycˇerpání místa v Neighbor Cache, které je
urcˇené pro legitimní záznamy. Legitimnímu zarˇízení mu˚že být takto odeprˇena IPv6 ko-
nektivita. Neˇkteré prˇepínacˇe po naplneˇní Neighbor Cache nové záznamy rovnou zahazují,
neˇkteré naopak pošlou tyto pakety procesoru ke zpracování. Takto dojde i k velkému
vytížení daného prˇepínacˇe.
Nejjednodušší forma je generování zpráv Neighbor Solicitation s falešnou adresou. Za-
rˇízení, které dostane tuto zprávu si falešnou adresu uloží do Neighbor Cache ve stavu Delay
a vycˇká na oveˇrˇení dostupnosti této adresy. Operacˇní systém provede toto oveˇrˇení beˇhem
pár sekund a falešná adresa je odstraneˇna z Neighbor Cache. Tento typ útoku dokáže za-
rˇízení zatížit, ale nevycˇerpá zdroje urcˇené pro Neighbor Cache. Mnohem sofistikovaneˇjší
zpu˚sob je v prˇípadeˇ, že falešná adresa je skutecˇneˇ dostupná. Tato falešná adresa je poté
v Neighbor Cache ve stavu Reachable. Byla tedy oveˇrˇená její dostupnost a bude uchovaná
po výrazneˇ delší dobu (rˇádoveˇ hodiny), než tomu bylo v prˇedchozí varianteˇ. Útok lze
pomeˇrneˇ lehce provést na veˇtšineˇ systémech Linux. Jelikož na rozhraní mu˚že být nakon-
figurováno neˇkolik IPv6 adres, je snadné takto vytvorˇit falešné adresy. Poté už jenom
stacˇí využít prˇíkaz ping6, kterým docílíme, že daná falešná adresa bude oveˇrˇena.
Vneˇjší útok je založen na posílání paketu˚ na ru˚zné adresy do koncové síteˇ. Hranicˇní
smeˇrovacˇ poté musí uložit tyto adresy do Neighbor Cache a zaslat zprávy Neighbor Solici-
tation za úcˇelem oveˇrˇení dostupnosti teˇchto adres. Vneˇjší útok má prakticky stejný výsle-
dek jako prvneˇ zminˇovaný lokální útok. Nedojde tedy k vycˇerpání zdroju˚ urcˇených pro
Neighbor Cache, ale dojde k docela velkému vytížení tohoto zarˇízení. Cílem tohoto útoku
nemusí být pouze servery nebo koncoví uživatelé. Tímto útokem mu˚že být narušena i
samotná infrastruktura dané síteˇ. [22]
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5 Sbeˇr sít’ových a systémových informací
Pro sbeˇr sít’ových a systémových informací jsem z velké cˇásti použil protokol SNMP
(Simple Network Managment Protocol) a dále pak informace získané z operacˇního sys-
tému Linux. Protokol SNMP jsem zvolil z du˚vodu, že tento protokol je podporován
mnoha zarˇízeními a taky kvu˚li hodneˇ informacím, které se dají zjistit tímto protokolem o
daném zarˇízení.
5.1 SNMP (Simple Network Managment Protocol)
Protokol SNMP byl navržen pro správu a rˇízení sít’ových zarˇízení (smeˇrovacˇe, prˇepínacˇe,
servery), lze ale pomocí neˇho spravovat i mnoho dalších zarˇízení, které mají podporu
SNMP. Protokol vznikl v roce 1988. Pracuje na modelu klient/server. Klient je oznacˇován
jako SNMP manager. Server je oznacˇován jako SNMP agent. SNMP manager zasílá poža-
davky na SNMP agenta, který mu pošle dané informace zpeˇt (viz obrázek 17). Protokol
SNMP beˇží standardneˇ na UDP portu 161 (SNMP agent) a na UDP portu 162 (SNMP
trap), mu˚že ale beˇžet i na stejných portech na TCP. Secure SNMP je verze, která využívá
zabezpecˇení (SNMPv3) a beˇží na TCP/UDP portech 10161 (SNMP agent) a na TCP/UDP
portech 10162 (SNMP trap). SNMP protokol mu˚že být využit i lokálneˇ. SNMP manager i
agent jsou na jednom zarˇízení zárovenˇ. [23]
Obrázek 17: SNMP - komunikace mezi managerem a agentem
5.1.1 Verze SNMP
• SNMP verze 1 (SNMPv1) - jedná se o první verzi tohoto protokolu. Hlavní ne-
výhoda této verze spocˇívá v zabezpecˇení. Pro zabezpecˇení využívá heslo (public),
které je posíláno v podobeˇ cˇistého textu. Heslo lze tedy jednoduše zjistit analýzou
zachyceného paketu. SNMPv1 používá trˇi komunity: read-only, read-write a trap.
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• SNMP verze 2 (SNMPv2) - tato verze je oznacˇována jako SNMPv2c (community-
string-based). Tato verze SNMP protokolu je nejvyužívaneˇjší i prˇesto, že heslo opeˇt
zasílá jen v podobeˇ cˇistého textu. V této verzi byla implementována i kontrola do-
rucˇení. Pro autentizaci využívá community-string.
• SNMP verze 3 (SNMPv3) - zatím nejnoveˇjší verze protokolu SNMP. Její hlavní vý-
hodou je zabezpecˇení. Pro autentizaci využívá jméno, heslo a šifrování (AES).
5.1.2 Databáze MIB (Management Information Base)
Všechny informace, s kterými SNMP protokol pracuje, jsou uloženy v MIB databázi.
Jedná se objektoveˇ orientovanou stromovou strukturu, ve které jsou uloženy informace
o daném zarˇízení s jednoznacˇnou identifikací. K tomu slouží identifikátory objektu˚ OID
(object identifier). Pro správnou komunikaci musí být MIB databáze totožná u SNMP
agenta i managera. Základní objekty jsou uloženy ve veˇtvi mgmt (managment). Každý
výrobce si mu˚že definovat vlastní objekty v této databázi. Ty se pak nacházejí ve veˇtvi
private. [23]
5.1.3 SNMP zprávy
SNMP protokol pracuje s neˇkolika typem zpráv. Neˇkteré jsou dostupné pouze pro SNMPv2
a SNMPv3. Tyto zprávy jsou prˇenášeny pomocí PDU (Protocol Data Unit). Jedná se o for-
mát zpráv, který slouží k posílání a prˇijímání informací mezi SNMP agentem a manage-
rem. [23]
• get - jedná se o základní zprávu, kterou posílá manager -> agentovi. Manager za-
sílá požadavek na jednu konkretní informaci. Agent poté odpoví pomocí zprávy
getresponse. Využívá se k tomu prˇíkaz snmpget.
• set - pomocí této zprávy mu˚žeme meˇnit nebo nastavit hodnoty dané promeˇnné.
Lze takto také prˇidat rˇádek do tabulky. Manager mu˚že takto nastavit trˇeba název
zarˇízení (agenta). Využívá se k tomu prˇíkaz snmpset.
• getnext - tato zpráva slouží pro získání více informací najednou. Pro každý objekt z
MIB se použije samostatná zpráva get a getresponse. Nemusí se tedy posílat neˇko-
lik zpráv get samostatneˇ. Definuje od kterého korˇene má SNMP vracet informace.
Využívá se k tomu prˇíkaz snmpwalk.
• getbulk (SNMPv2 a SNMPv3) - jedná se o vylepšenou zprávu getnext. Agent v
neˇkterých prˇípadech nedokáže zaslat celou odpoveˇd’ se všemi informacemi a vrátí
zprávu s chybovým hlášením. Pomocí zprávy getbulk dokáže SNMP rozdeˇlit od-
poveˇd’ na neˇkolik cˇástí. Využívá se k tomu prˇíkaz snmpbulkget.
• notification (SNMPv2 a SNMPv3) - tato zpráva má opacˇný smeˇr komunikace, než
je tomu u zpráv get a set. Zde agent zasílá informace manageru. SNMP využívá
dva typy teˇchto zpráv: trap a inform.
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• trap - pomocí této zprávy informuje agent managera, že došlo k významné události
- prˇekrocˇení neˇkteré hodnoty po prˇedchozím nastavení limitu. Je nutné mít nakon-
figurovanou IP adresu, kam se má zpráva trap zaslat. Veˇtšinou se jedná o IP adresu
managera. Využívá se k tomu prˇíkaz snmptrap.
• inform (SNMPv2 a SNMPv3) - tato zpráva se využívá prˇi použití více manageru v
jedné síti. Slouží k výmeˇneˇ informací uložených v jejich MIB databázi.
• report (SNMPv2 a SNMPv3) - pomocí této zprávy je zajišteˇna komunikace mezi
agenty, pokud nastane problém prˇi zpracování zpráv.
5.1.4 Prohlížecˇ MIB databází
MIB databáze obsahují velké množství informací. Pro prˇehledneˇjší a rychlejší vyhledá-
vání byl použit prohlížecˇ MIB od firmy iReasonic [24]. Využívá grafické prostrˇedí a je
dostupný pro veˇtšinu operacˇních systému˚. Jediná nutnost je mít nainstalované prostrˇedí
Java. Podporuje všechny verze SNMP (SNMPv1, SNMPv2c a SNMPv3). Kromeˇ základní
databáze MIB, umožnˇuje nacˇíst i MIB databáze jednotlivých výrobcu˚. Dále pak byl pou-
žit online SNMP Object Navigator [25] na stránkách spolecˇnosti Cisco. Tento nástroj byl
zvolen zejména pro identifikaci daných OID a také pro procházení stromové struktury
MIB databáze za úcˇelem nalezení vhodných parametru˚ pro monitorování a vyhledávání
anomálií.
5.2 Informace získané z OS Linux
Operacˇní systém Linux nabízí mnoho možností, jak získat informace o daném zarˇízení.
Není nutné instalovat další software s grafickým rozhraním. Vše je možné získat prˇímo
z terminálu. To v sobeˇ ukrývá další výhodu v podobeˇ zpracování teˇchto informací. In-
formace mohou být zpracovány skripty napsané v jazycích Bash nebo Perl, ale i pomocí
mnoha dalších. Operacˇní systém Linux ukládá spoustu informací do souboru˚ v cˇitelné
podobeˇ. Stacˇí tedy daný rˇeteˇzec jen zpracovat a vyfiltrovat potrˇebné informace. Velmi
mnoho sít’ových informací lze nalézt v teˇchto dvou adresárˇích:
/proc/net/
/sys/class/net/eth0/statistics/
Nalezneme zde naprˇíklad tyto informace: pocˇet prˇijatých a odeslaných bajtu˚, pocˇet
prˇijatých a odeslaných paketu˚, pocˇet zahozených paketu˚, informace ohledneˇ chyb, na-
vázaná TCP spojení pro IPv4 i pro IPv6, informace o ICMP, tabulka ARP, informace pro
smeˇrování, informace o Wi-Fi prˇipojení a mnoho dalšího.
Další možností jak získat potrˇebné informace, je pomocí ru˚zných prˇíkazu˚ a výpisu˚ do
terminálu, které je možné opeˇt zpracovat skripty. Mezi tyto prˇíkazy patrˇí: ps -ax (pocˇet
spušteˇných procesu˚), free (využití pameˇti RAM), df (využití místa na disku a na dalších
médiích), top (vytížení procesoru). Existuje mnoho dalších balíku˚, které lze doinstalovat
a získat tak další prˇíkazy pro vypisování informací.
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6 Vyhledávání anomálií v získaných datech
Veˇtšina IDS/IPS systému˚ pracuje na porovnávání signatur. Využívá tedy pravidel na zá-
kladeˇ kterých urcˇí, zda se jedná o povolený nebo nepovolený provoz. Neˇkteré systémy
umožnˇují detekci anomálií pomocí preprocesoru. Preprocesor je naprogramovaný modul
pro daný IDS/IPS systém, který dokáže detekovat anomálie. Tyto preprocesory nejsou
prˇíliš dostupné. Jeden takovýto preprocesor pro systém Snort naprogramovali polští pro-
gramátorˇi. Jedná se o projekt Snort.AD [26]. V soucˇasnosti je tento projekt pozastaven.
Tato diplomová práce se nezameˇrˇuje na tyto známé systémy a preprocesory, ale na de-
tekci anomálií pomocí grafu˚. Pro vyhledávání anomálií byl zvolen nástroj RRDtool. Tento
nástroj má v sobeˇ implementovanou metodu Holt-Winters, který slouží pro detekci ano-
málií v reálném cˇase.
6.1 Metoda Holt-Winters
Metoda byla navržena Charlesem C. Holtem a následneˇ vylepšena Peterem R. Winter-
sem. Metoda Holt-Winters slouží k predikci vývoje cˇasové rˇady. Pracuje na principu tro-
jitého exponenciálního vyhlazování. Jedná se tedy o matematicky model pomocí neˇhož
se dá urcˇit, zda data vyhovují danému modelu cˇi nikoliv. Model vytvárˇí predikci vývoje
dat. Na základeˇ predikce vytvárˇí interval spolehlivosti. Pokud data nesplnˇují kritéria mo-
delu a jsou tedy mimo interval spolehlivosti, algoritmus tyto data oznacˇí za nevhodné
(anomálie). [6]
Predikce (1) je suma trˇí koeficientu˚: základ (2), lineární trend (3), sezonní trend (4).
Urcˇení povolené odchylky cˇasové rˇady (5). Urcˇení intervalu spolehlivosti (6).
yˆt+1 = at + bt + ct+1−m (1)
at = α(yt − ct−m) + (1− α)(αt−1 + bt−1) (2)
bt = β(at − at−1) + (1− β)bt−1 (3)
ct = γ(yt − at) + (1− γ)ct−m (4)
dt = γ|yt − yˆt|+ (1− γ)dt−m (5)
(yˆt − δ− · dt−m, yˆt + δ+ · dt−m) (6)
y1, y2..., yt - hodnoty cˇasové rˇady
α, β, γ - parametry adaptace
m - perioda sezonního trendu (m=288 pro jeden den, s krokem 5 minut)
dt - prˇedpoveˇzená odchylka v cˇase t
δ−, δ+ - urcˇují toleranci získaných hodnot k hodnotam prˇedpovídaným
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6.2 Nástroj RRDtool
Tento nástroj je ve veˇtšineˇ prˇípadu˚ používán pouze pro ukládání a vykreslování monito-
rovaných dat. Je soucˇásti neˇkolika velkých monitorovacích systému jako je: Nagios, Cacti,
Munin nebo NTop. Jedná se OpenSource nástroj šírˇený pod licencí GNU General Public
License. Hlavním vývojárˇem je Tobias Oetiker. Nástroj je napsán v jazyce C. Poslední
aktuální verze RRDtool je 1.5.0-rc2 z února 2015.
RRDtool je velmi univerzální nástroj pro monitorování velicˇin v reálném cˇase. Lze
pomocí neˇho monitorovat prakticky cokoliv z cˇeho lze získat cˇíselnou hodnotu. RRD-
tool ukládá data do RRDs (Round-Robin Database), která pracuje na principu kruho-
vého bufferu. Výhoda této databáze spocˇívá v konstantní velikosti. Její velikost je urcˇena
prˇi vytvorˇení a nezveˇtšuje se v cˇase s noveˇ prˇíchozími daty. Nevýhoda této databáze je
v uchovávání starých hodnot. Po naplneˇní databáze jsou nejstarší hodnoty prˇepsány no-
vými. Z tohoto du˚vodu je možné databázi exportovat do XML souboru a vytvorˇit si takto
zálohu. RRDtool nemá žádné grafické prostrˇedí pro práci s ním. Práce s tímto nástrojem
je založena na skriptech. Na výbeˇr je docela velké množství jazyku˚, ve kterých lze praco-
vat s RRDtool: Bash, Perl, Python, Ruby, Lua a existuje podpora i pro Javu. Práci s tímto
nástrojem lze rozdeˇlit do trˇí kroku˚. V prvním kroku se nadefinuje a vytvorˇí databáze. V
druhém kroku se naplní databáze daty a v posledním kroku se vykreslí hodnoty uložené
v databázi do grafu. [27]
6.3 Vytvorˇení databáze (funkce CREATE)
Pro vytvorˇení RRDs databáze slouží funkce CREATE. Syntaxe je následující:
rrdtool create filename [−−start|−b start time] [−−step|−s step] [−−no−overwrite]
DS:ds−name:GAUGE | COUNTER | DERIVE | ABSOLUTE:heartbeat:min:max
RRA:CF:xff:steps:rows
Výpis 3: Syntaxe funkce CREATE
Základní parametry jsou: filename, start, step a no-ovewrite. Filename urcˇuje název data-
báze. Meˇl by koncˇit prˇíponou rrd. Start udává cˇas od kdy se zacˇnou ukládat první data.
Hodnota je v sekundách od 1.1.1970 nebo lze použít N, které slouží pro okamžitý start
databáze po vytvorˇení. Step urcˇuje dobu, po které databáze bude ocˇekávat další data.
Hodnota je v sekundách. No-overwrite zajistí, aby nedošlo k prˇepsání databáze se stejným
jménem.
DS(Data Source) slouží pro ukládání více velicˇin. Ds-name je název promeˇnné a délka
mu˚že být maximálneˇ 19 znaku˚ (a − z,A − Z, 0 − 9, _). Následuje DST(Data Source Type),
který urcˇuje jaký bude zdroj dat. Existují 4 DTS: GAUGE, COUNTER, DERIVE a ABSO-
LUTE. GAUGE slouží pro základní ukládání hodnot (teplota, vytížení CPU). Tu hodnotu,
kterou dostane, uloží do databáze. COUNTER se využívá pro hodnoty, které neustále ros-
tou (cˇítacˇe). Obsahuje oveˇrˇení prˇetecˇení pro 32-bitové a 64-bitové cˇítacˇe. Výsledná hod-
nota je poté udávána jako hodnota za sekundu. DERIVE je podobné COUNTER, ale mu˚že
nabývat i záporných hodnot a neobsahuje kontrolu prˇetecˇení cˇítacˇe. ABSOLOUTE je vy-
užíváno u cˇítacˇu˚, které jsou po každém prˇetecˇení resetovány. Další parametr je heartbeat,
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který udává jak dlouho bude databáze cˇekat na novou hodnotu. Pokud nová hodnota
nedorazí do hodnoty heartbeat, je tato hodnota oznacˇena jako neznáma a do databáze se
zapíše NAN (Not A Number). Slouží k tomu, aby se do databáze nezapisovaly nesmy-
slné hodnoty, pokud je monitorované zarˇízení nedostupné. Pomocí min a max nastavíme
v jakém rozsahu mohou být ukládány hodnoty do databáze.
RRA(Round-Robin Archive) urcˇuje velikost databáze. Konsolidacˇní funkce (CF) mu˚že
nabývat 4 hodnot: AVERAGE, MAX, MIN, LAST. Pokud je výsledná hodnota složena z
více hodnot, konsolidacˇní funkce urcˇí, jak se výsledná hodnota uloží do databáze. Jestli
jako pru˚meˇr hodnot, maximální, minimální hodnota nebo jestli se uloží jen poslední hod-
nota ze získaných hodnot. Parametr xff urcˇuje kolik hodnot mu˚že být neznámých, aby
bylo možné vytvorˇit výslednou hodnotu. Parametr xff je v rozmezí od 0 do 1. Parametr
steps nastavuje z kolika hodnot se bude skládat výsledná hodnota. Velikost databáze zá-
visí na parametru rows. Tento parametr urcˇí kolik bude mít databáze rˇádku˚. [27] Ukázka
vytvorˇení databáze:
rrdtool create vytizeniCPU.rrd −−start N −−step 60 −−no−overwrite
DS:cpu:GAUGE:120:0:100
RRA:AVERAGE:0.5:1:1440
Výpis 4: Ukázka vytvorˇení databáze
6.4 Naplneˇní databáze (funkce UPDATE)




Výpis 5: Syntaxe funkce UPDATE
Parametr filename slouží pro zvolení databáze, do které se bude zapisovat, protože
mu˚že existovat více databází. Pomocí template lze zmeˇnit porˇadí, ve kterém se budou
ukládat DS. Poslední parametr udává cˇas, kdy bude hodnota uložena. Opeˇt lze použít N





#v promenne hodnota je ulozeno vytizeni CPU
Výpis 6: Ukázka naplneˇní databáze
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6.5 Vykreslení grafu (funkce GRAPH)
Poslední funkce, která byla použita, je funkce GRAPH. Tato funkce slouží pro vykres-
lení hodnot, které jsou uložené v databázi. Funkce GRAPH obsahuje mnoho parametru˚
pro nastavení vzhledu. Z tohoto du˚vodu neuvádím syntaxi této funkce, ani popis všech
parametru˚. Popis teˇchto parametru˚ je na oficiálních stránkách nástroje RRDtool [27]. Pro









Výpis 7: Ukázka vytvorˇení grafu
6.6 Detekce anomálií v datech
Nástroj RRDtool obsahuje kromeˇ konsolidacˇních funkcí, také specializované funkce, které
umožní: predikci dat, vytvorˇení hranic spolehlivosti pro data a vyznacˇení anomálního
chování v datech. K tomu využívá algoritmu Holt-Winters. Tyto specializované RRA se
odlišují od skutecˇných konsolidacˇních funkcí (CF) neˇkolika zpu˚soby. Každý RRA je ak-
tualizován pro všechny PDP (Primary Data Point) a také jsou tyto RRA na sobeˇ závislé.
K vytvorˇení hranic spolehlivosti pro data v reálném cˇase je nutné nastavit RRA: SEASO-
NAL, DEVSEASONAL, DEVPREDICT a dále musí být použit jeden z dvojce parametru
HWPREDICT nebo MHWPREDICT.
Vyhlazené nebo prˇedpovídané hodnoty jsou uložené v HWPREDICT nebo MHW-
PREDICT. HWPREDICT a MHWPREDICT jsou dveˇ metody pro výpocˇet Holt-Winters
algoritmu a jsou navzájem zameˇnitelné. Obeˇ metody rozkládají data do trˇí složek: zá-
klad (baseline), lineární trend (sklon) a sezonní trend. HWPREDICT prˇicˇítá svu˚j sezonní
koeficient k základu a vytvorˇí tak predikci hodnot. MHWPREDICT pro predikci hodnot
vynásobí svu˚j sezonní koeficient se základem. Rozdíl mezi teˇmito dveˇma metodami je
patrný, když se výrazneˇ meˇní základ v sezonním úseku. HWPREDICT bude prˇedpoví-
dat konstantní vývoj vzhledem k základu. MHWPREDICT bude prˇedpovídat ru˚st nebo
klesání v pomeˇru k základu. SEASONAL ukládá sezonní koeficienty s délkou jednoho
cyklu. DEVSEASONAL ukládá sezonní odchylky s délkou jednoho cyklu. SEASONAL a
DEVSEASONAL slouží pro výpocˇet Holt-Winters algoritmu. Pro každý sezonní úsek je
pouze jeden záznam v sezonním cyklu. Prˇi generování PDP, každých 5 minut a sezonním
cyklu 1 den budou mít oba RRA SEASONAL a DEVSEASONAL 288 rˇádku˚.
Prˇedpokládané odchylky jsou uloženy v DEVPREDICT (prˇi prˇevedení standardní od-
chylky i do záporných hodnot, získáme hranice spolehlivosti). RRA FAILURES si ukládá
binární ukazatele, pokud v prˇedchozím úseku dojde k prˇekrocˇení hranice spolehlivosti,
nastaví tento ukazatel na hodnotu 1. [6, 28]
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6.6.1 Parametry RRA pro detekci anomálií
Za úcˇelem zjednodušení pro zacˇínající uživatele RRDtool podporuje implicitní vytvorˇení
zbylých cˇtyrˇ RRA, pokud nadefinujeme HWPREDICT. Parametr rra-num v tomto prˇípadeˇ
nedefinujeme. Základní nastavení není prˇíliš vhodné, proto je lepší vytvorˇit RRA (HW-
PREDICT, SEASONAL, DEVSEASONAL, DEVPREDICT a FAILURES) explicitneˇ nebo







Výpis 8: Syntaxe RRA pro detekci anomálií
• rows - urcˇuje pocˇet hodnot, z kterých se bude vytvárˇet predikce. Pro HWPREDICT
hodnota rows musí být veˇtší, než hodnota seasonal period. Prˇi implicitním vytvorˇení
RRA DEVPREDICT je hodnota rows (DEVPREDICT) rovná hodnoteˇ rows (HWPRE-
DICT). Prˇi implicitním vytvorˇení RRA FAILURES je hodnota rows (FAILURES) na-
stavená na stejnou hodnotu jako hodnota seasonal period (HWPREDICT).
• seasonal period - udává z kolika PDP se bude skládat sezonní úsek. Prˇi implicitním
vytvorˇení RRA SEASONAL a DEVSEASONAL je hodnota seasonal period automa-
ticky nastavena na hodnotu seasonal period (HWPREDICT). Prˇi explicitním vytvo-
rˇení je potrˇeba oveˇrˇit, že všechny tyto hodnoty seasonal period jsou totožné. Hodnota
musí být celocˇíselná a veˇtší než 2.
• alpha - tento parametr slouží pro výpocˇet koeficientu základ (baseline) v Holt-Winters
forecasting algoritmu. Hodnota tohoto parametru musí být v rozmezí 0 až 1. Sa-
motný parametr urcˇuje, jak velkou váhu budou mít nové pozorování pro vytvárˇení
predikce základní složky. Hodnota parametru blíž k 1 znamená, že nové pozoro-
vání mají veˇtší váhu pro vytvárˇení predikce základní složky. Hodnota parametru
blíž k 0 znamená, že veˇtší váhu pro predikci základní složky budou mít pozorování
z minulosti.
• beta - tento parametr je použit pro výpocˇet koeficientu lineární trend (sklon) v Holt-
Winters algoritmu. Hodnota tohoto parametru musí být v rozmezí 0 až 1. Samotný
parametr urcˇuje, jak velkou tendenci budou mít data pro lineární ru˚st.
• gamma - tento parametr slouží pro výpocˇet koeficientu sezonní trend v Holt-Winters
algoritmu (HWPREDICT), nebo mu˚že sloužit jako parametr prˇizpu˚sobení pro ex-
ponenciální vyhlazování odchylek. Hodnota tohoto parametru musí být v rozmezí
0 až 1. Prˇi implicitním vytvorˇení RRA SEASONAL a DEVSEASONAL hodnota ga-
mma bude nastavena stejnou hodnotu jako hodnota alpha (HWPREDICT). Prˇi ex-
plicitním vytvorˇení RRA SEASONAL a DEVSEASONAL musí být hodnota gamma
pro oba RRA totožná.
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• smoothing-window - urcˇuje cˇást úseku, který by meˇl být zpru˚meˇrován kolem kaž-
dého bodu (vyhlazování). Ve výchozím nastavení je parametr smoothing-window
nastaven na 0.05. To znamená, že každá hodnota v SEASONAL a DEVSEASONAL
mu˚že být neˇkdy nahrazena zpru˚meˇrováním hodnot z nejbližších okolí (seasonal pe-
riod * 0.05). Toto chování lze vypnout tím, že parametr smoothing-window nastavíme
na 0.
• rra-num - RRA jsou na sobeˇ závislé a pomocí parametru rra-num se vytvárˇí mezi
jednotlivými RRA vazby, jedná se tedy o index se základem 1. Pokud jsme defino-
vali pouze RRA HWPREDICT a zbylé RRA byly vytvorˇeny implicitneˇ, není potrˇeba
tento parametr nastavovat. Prˇi explicitním vytvorˇení všech RRA, je tento parametr
velmi du˚ležitý. Závislosti mezi jednotlivými RRA jsou zobrazeny zde:
– HWPREDICT rra-num je index pro RRA SEASONAL.
– SEASONAL rra-num je index pro RRA HWPREDICT.
– DEVPREDICT rra-num je index pro RRA DEVSEASONAL.
– DEVSEASONAL rra-num je index pro RRA HWPREDICT.
– FAILURES rra-num je index pro RRA DEVSEASONAL.
• threshold - udává minimální pocˇet prˇekrocˇení hranic spolehlivosti (pozorované hod-
noty jsou mimo hranice spolehlivosti), prˇi tomto prˇekrocˇení je zaznamenáno se-
lhání. Prˇi implicitním vytvorˇení RRA FAILURES je tento parametr nastaven na hod-
notu 7.
• window length - udává pocˇet cˇasoveˇ závislých bodu˚ v daném úseku. Hodnota pa-
rametru window length musí být celé cˇíslo veˇtší nebo rovno parametru threshold a
zárovenˇ musí být menší nebo rovno hodnoteˇ 28. Prˇi implicitním vytvorˇení RRA






Výpis 9: Ukázka definice RRA pro detekci anomálií (1 den)
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7 Návrh a použití systému
Systém, který jsem v této diplomové práci vytvorˇil, je založený na nástroji RRDtool a na
protokolu SNMP. Jedná se o IDS (Intrusion Detection System) systém. Tento systém pracuje
pod operacˇním systémem Linux. Pro práci s nástrojem RRDtool jsem zvolil programovací
jazyk Perl. Tento programovací jazyk jsem použil hlavneˇ kvu˚li knihovneˇ RRDs, která
umožnˇuje výpis chybových hlášení. To velmi pomohlo prˇi hledaní chyb ve skriptech.
Mojí snahou bylo, aby tento systém mohl být využit i v malých sítích spolecˇneˇ se za-
rˇízením Raspberry Pi. Systém nemá velké systémové požadavky. Jedná se tedy o systém,
který mu˚že být použit v domácích a malých sítích. Není potrˇeba mít výkonný server pro
toto domácí použití. Raspberry Pi je velmi úsporné zarˇízení s nízkou spotrˇebou a dosta-
tecˇným výkonem pro tyto úcˇely. Prˇi využití v rozsáhlejších sítích je potrˇeba už výkonneˇjší
zarˇízení nebo rozdeˇlit záteˇž mezi neˇkolik zarˇízení.
Obrázek 18: Využití systému v rozsáhlejších sítích
IDS systém bude vystupovat v síti jako SNMP Manager (viz obrázek 18). Ostatní za-
rˇízení v síti se budou chovat jako SNMP agent. Pomocí SNMP bude systém získávat
informace o daném zarˇízení v síti a ukládat je do své RRD databáze. RRDtool poté po-
mocí algoritmu Holt-Winters vytvorˇí predikce pro tyto data. Urcˇí odchylky od vytvorˇe-
ného modelu síteˇ, na základeˇ kterých detekuje anomálie. Následneˇ jsou tyto informace
vykresleny v grafu pro prˇehledneˇjší monitorování. Pro ješteˇ lepší vizualizaci výsledku˚,
beˇží na zarˇízení spolecˇneˇ s monitorovacím systémem, také webový server, kde budou
tyto grafy zobrazeny. Je tak možné lépe porovnávat závislosti v grafech a pozorovat, co
všechno bylo ovlivneˇno. Systém automaticky spouští skripty pomocí nástroje Cron. Tyto
skripty jsou jádro systému. Obsahují veškerou komunikaci a logiku.
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Další klícˇovou veˇcí pro detekci anomálií je nastavení hodnoty threshold. V základu je
tato hodnota nastavena na 7. To znamená, že anomálie je v grafu vykreslena, až když
7 hodnot prˇekrocˇí hranice spolehlivosti. S krokem 1 minuta bude anomálie tedy vyzna-
cˇena až po 7 minutách. S krokem 5 minut bude anomálie vyznacˇena až po 35 minutách.
Nastavením velmi nízké hodnoty threshold mu˚že zpu˚sobit generování mnoho falešných
poplachu˚ False Positive. Záleží na požadavcích na systém. V neˇkterých prˇípadech mu˚že
být požadavek na vyznacˇení každé anomálie, která nastane. V takovém prˇípadeˇ para-
metr threshold nastavíme na hodnotu 1. Já jsem nastavil systém tak, aby vykreslil anomá-
lii po trˇech prˇekrocˇeních hranic spolehlivosti. Hodnota threshold je tedy nastavena na 3.
Neˇkteré hodinové grafy mají tento parametr nastavený na hodnotu 1.
Soucˇásti návrhu bylo také rozhodnutí, jaké dlouhé cˇasové úseky vykreslovat v gra-
fech. Vytvorˇil jsem tedy grafy pro trˇi ru˚zneˇ dlouhá cˇasová období a na nich testoval de-
tekci anomálií. Monitorování bylo rozdeˇleno do cˇasových úseku˚ takto: za poslední ho-
dinu, den a týden. Tyto cˇasové období byly zvoleny tak, aby pokryly okamžité deˇní v
síti, denní náhled a možnost porovnání v týdenním meˇrˇítku jednotlivé dny. Je možné
vytvárˇet grafy i pro delší cˇasové úseky (meˇsíc, rok), které slouží pro dlouhodobé monito-
rování. Tyto dlouhodobé grafy z cˇasových možností nebylo možné vyzkoušet.
Nejvíce vypovídající byly grafy za poslední den. Ty dokáží celkem spolehliveˇ dete-
kovat anomálie. Grafy, které vykreslovaly pru˚beˇh za poslední hodinu také detekovaly
anomálie, ale soucˇasneˇ s tím docházelo k následnému ovlivneˇní pru˚beˇhu. Po detekované
anomálii docházelo k posunu hranic spolehlivosti a legitimní provoz byl poté oznacˇen
za anomálii, protože byl mimo tyto hranice spolehlivosti. Výhoda hodinových grafu˚ spo-
cˇívá prˇedevším v tom, že vykreslují aktuální stav síteˇ. Monitorování je skoro na úrovní
real-time. Administrátor mu˚že rychleji zareagovat na danou událost, než u denních grafu˚.
Týdenní grafy se hodí spíše jen pro porovnávání mezi jednotlivými dny. Dokáží také
detekovat anomálie, ale s velkým cˇasovým zpoždeˇním. Problém u dlouhodobých grafu˚
spocˇívá v tom, z kolika hodnot by se meˇla výsledná hodnota skládat a kterou konso-
lidacˇní funkci použít. Prˇi použití pru˚meˇru dochází ke zkreslení. Neˇkolik hodnot mu˚že
být mimo hranice spolehlivosti, ale výsledná hodnota po zpru˚meˇrování spadá do inter-
valu spolehlivosti. Útok mu˚že být tedy zpru˚meˇrován s normálním provozem. Anomálie
je v grafu prˇesto vyznacˇena, protože tento výpocˇet je provádeˇn pro každou hodnotu,
ne pouze pro výslednou. Toto rˇešení není úplneˇ vhodné, protože v grafu jsou zakresleny
anomálie, i když nedošlo k prˇekrocˇení hranic spolehlivosti. Prˇi použití jedné hodnoty pro
výslednou hodnotu, dochází k tomu, že útok nemusí být zaznamenán vu˚bec. Protože je
uložena pouze aktuální hodnota a poté databáze cˇeká dlouhý interval na další hodnotu.
V tomto intervalu mu˚že být proveden útok a v grafu nebude zaznamenán. V neˇkterých
prˇípadech mu˚že být rˇešením použití konsolidacˇní funkce, která vybere maximální hod-
notu a ta je uložena do databáze. Za anomálii nemu˚žeme, ale považovat pouze prˇekro-
cˇení horní hranice spolehlivosti, naprˇíklad zvýšený provoz na serveru. Systém musí být
schopen detekovat i anomálie, které jsou mimo dolní hranici spolehlivosti. Snížený pro-
voz na serveru, mu˚že být zpu˚soben výpadkem cˇásti síteˇ a zneprˇístupneˇní tak tohoto
serveru.
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7.1 Ukázkový skript pro detekci anomálií
Výsledkem mé práce je také neˇkolik prˇipravených skriptu˚ pro detekci anomálií. Pro uži-
vatele, kterˇí nemají moc velké zkušenosti s nástrojem RRDtool jsem vytvorˇil také ukáz-
kový skript. Ten slouží pro jednoduché vytvorˇení vlastního skriptu pro detekci anomá-
lií. Tento skript jsem se snažil vytvorˇit tak, aby uživatel do kódu musel zasahoval co
nejméneˇ. Ukázkový skript se skládá ze 4 cˇástí: promeˇnné, vytvorˇení databáze, naplneˇní
databáze a vykreslení grafu. Pro základní fungování stacˇí uživateli, aby nadefinoval pro-
meˇnné na zacˇátku skriptu. Ukázkový skript má nastavené hodnoty tak, aby monitoroval
úsek jednoho dne. Je vytvorˇen pro práci s protokolem SNMP.
7.1.1 Ukázkový skript: 1. cˇást (promeˇnné)
Na zacˇátku každého skriptu se uvádí interpret pro jeho prˇeklad. V druhém rˇádku je na-
definována knihovna RRDs, která byla vytvorˇena práveˇ pro jazyk Perl. Dále už následují
promeˇnné. Do první promeˇnné (start) se ukládá aktuální cˇas. Pokud není potrˇeba neˇ-
jaké specifické chovaní, tuto promeˇnou nemeˇníme. V následujících dvou promeˇnných je












my $nadpis="Vytizeni CPU na Serveru";
my $osa="Vytizeni [%]";
my $vypis="CPU";
Výpis 10: Ukázkový skript: 1. cˇást (promeˇnné)
Další trˇi promeˇnné slouží pro nastavení protokolu SNMP. Nejprve nastavíme com-
munity heslo pro SNMP. Potom definujeme IP adresu SNMP agenta, z kterého získáme
informaci a dané OID, pod kterým tuto informaci nalezneme. Dále pak definujeme jméno
pro Data Source, který se nastavuje prˇi vytvorˇení databáze a odkomentujeme jeden z
dvojce DST (Data Source Type). Vždy mu˚že být aktivní jen jeden, který DST použít, zjis-
tíme naprˇíklad z programu MIB browser nebo ze základního výpisu prˇíkazu snmpget.
Prˇed samotnou hodnotou je vypsaný datový typ. Poslední trˇi promeˇnné slouží pro na-
stavení grafu. Pro základní nastavení grafu stacˇí nadefinovat nadpis, popis osy y a výpis,
který se bude zobrazovat ve spodní cˇásti pod grafem.
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7.1.2 Ukázkový skript: 2. cˇást (vytvorˇení databáze)
Prˇed vytvorˇením databáze se vždy oveˇrˇí jestli už daná databáze existuje, pokud neexis-
tuje, vytvorˇí ji podle uvedených specifikací. Funkce CREATE slouží pro vytvorˇení da-
tabáze. Její základní parametry jsme již nadefinovali v prˇedchozí cˇásti. Jediný parametr,
který lze zmeˇnit je parametr step. Hodnota 300 udává, že databáze bude ocˇekávat nové
hodnoty každých 300 sekund (5 minut). Dále definujeme parametr DS (Data Source). Ná-
zev a DST jsme již zvolili v prˇedchozí cˇásti. Hodnota 600 urcˇuje (heartbeat), jak dlouho
bude databáze cˇekat na novou hodnotu. Pokud nová hodnota nedorazí do 600 sekund,
do databáze se zapíše hodnota NAN (Not A Number). Parametry Min a Max jsou nasta-
veny na U (UNKNOWN). Tuto hodnotu nastavuje, pokud nevíme jakých hodnot mu˚že
monitorovaná velicˇina nabývat. U vytížení procesoru mu˚žeme nastavit tyto parametry
na 0 a 100. Dále už je pouze definování RRA (Round-Robin Archive).











die "$0: Chyba pri vytvoreni databaze ’$rrd’:$ERROR\n" if $ERROR;
};
Výpis 11: Ukázkový skript: 2. cˇást (vytvorˇení databáze)
První RRA je základní pro beˇžné monitorování. V našem prˇípadeˇ konsolidacˇní funkce
bude vždy nastavena na AVERAGE, i když pru˚meˇr z jedné hodnoty, je vždy ta daná hod-
nota. Následuje parametr xff, který je nastavený na hodnotu 0.5. Tím je urcˇeno, kolik
procent hodnot musí být validních pro sestavení výsledné hodnoty. Kolik hodnot pro
sestavení výsledné hodnoty bude použito prˇedstavuje další parametr (steps). V našem
prˇípadeˇ je nastavený na hodnotu 1. Poslední parametr pro základní RRA je rows. Tento
parametr urcˇuje velikost databáze. Kolik rˇádku˚ bude databáze obsahovat. Pro jeden den
je tato hodnota 1440 (24∗60). Z du˚vodu zachování asponˇ cˇástecˇné historie dat je v našem
prˇípadeˇ tato hodnota nastavena na 2016. Další RRA se už vztahují k detekci anomálií.
Zvolil jsem explicitní vytvárˇení navazujících RRA na HWPREDICT. Hodnota rows 1440
urcˇuje, z kolika hodnot se bude vytvárˇet predikce. V našem prˇípadeˇ se jedná hodnoty
za jeden den. Následují parametry adaptace. Ty jsem zvolil na základeˇ doporucˇení [6],
jehož autorem je Jake D. Brutlag. Parametr seasonal period je nastaven na hodnotu 288
(1440/5 minut). Jedná se o podíl hodnoty rows a hodnoty step v minutách. Další RRA
jsou závislé a provázané s teˇmito hodnotami. Poslední RRA FAILURES slouží k zachy-
cení selhání (anomálií). Du˚ležitý parametry je threshold, který je nastavený na hodnotu
3. Threshold urcˇuje kolik hodnot musí prˇekrocˇit hranice spolehlivosti, aby došlo k zazna-
menání anomálie. Jestliže prˇi vytvárˇení databáze nastane chyba (špatneˇ nadefinovaný
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parametr), skript vypíše chybové hlášení do terminálu. To slouží pro rychlejší vyhledání
chyby ve skriptu.
7.1.3 Ukázkový skript: 3. cˇást (naplneˇní databáze)
Naplneˇní databáze se provádí jen v pár krocích. Veˇtšinu parametru nastavíte už v první
cˇásti. Pokud hodnoty získáváte jinak, než pomocí SNMP protokolu, je potrˇeba správneˇ
definovat prˇíkaz pro získání hodnoty. Do promeˇnné v se uloží hodnota získaná pomocí
prˇíkazu snmpget. V prˇíkazu snmpget kromeˇ už nastavených parametru˚ jsou ješteˇ další
dva parametry. Jedním urcˇíme verzi SNMP protokolu. Ta je nastavena na SNMPv2 (-
v2c). Druhý parametr slouží pro formátování výpisu. Nastavením -Oqv získáme pouze
cˇíselnou hodnotu. Nemusíme už provádeˇt žádné vyfiltrování hodnoty z výpisu.




Výpis 12: Ukázkový skript: 3. cˇást (naplneˇní databáze)
Prˇíkaz chomp($v) odstraní nový rˇádek z výpisu. Bez tohoto prˇíkazu by se do databáze
neuložila získaná hodnota. Další prˇíkaz slouží pro testování. Po odkomentování a spuš-
teˇní skriptu v terminálu se vypíše získaná hodnota do terminálu. Slouží pro oveˇrˇení zda
získáváme správnou hodnotu. Nakonec pomocí funkce UPDATE se uloží hodnota do
databáze. Všechny parametry této funkce jsou již nadefinovány, není potrˇeba provádeˇt
žádnou úpravu.
7.1.4 Ukázkový skript: 4. cˇást (vykreslení grafu)
V poslední cˇásti se definuje nastavení grafu pro jeho vykreslení. Pro základní fungování
stacˇí nastavit pouze promeˇnné na zacˇátku skriptu. Funkce GRAPH má mnoho parame-
tru˚ pomocí kterých lze graf všemožneˇ upravovat. Více informací o teˇchto parametrech
naleznete zde [27]. Pokud budeme chtít zmeˇnit délku monitorovacího úseku, musíme
nejprve upravit 2. cˇást skriptu a nastavit hodnoty pro námi noveˇ zvolený úsek. V na-
stavení grafu musíme poté upravit parametr start. Spolecˇneˇ s parametrem end nastavují
cˇasové rozmezí pro vykreslování hodnot v grafu. Mezi parametry, které je možné upravit
patrˇí imgformat. Já jsem zvolil generování grafu do formátu PNG. Je možné použít i jiné
formáty (PDF, SVG nebo EPS). Následuje cˇást (DEF) sloužící k provázání databáze s gra-
fem. Monitorované hodnoty jsou nacˇteny do promeˇnné data. V promeˇnné pred je uložená
predikce hodnot. Promeˇnná dev obsahuje odchylku od predikce. Promeˇnná fail má v sobeˇ
uloženy informace o tom, zda došlo k prˇekrocˇení hranic spolehlivosti. Pro vytvorˇení hra-
nic spolehlivosti využijeme promeˇnnou pred a prˇicˇteme/odecˇteme k ní dvojnásobek pro-
meˇnné dev. VDEF jsem využil pro získaní minimální, maximální a aktuální hodnoty pro
cˇíselný výpis pod grafem. Barvu vykreslovaných informací mu˚žeme zmeˇnit nastavením
hodnoty RGB za # u funkcí: TICK, LINE1 a LINE2. Poté už následuje jen definice cˇísel-
ného výpisu. Na konci skriptu je oveˇrˇení, zda nedošlo k chybeˇ prˇi generování skriptu.















"TICK: fail# ffff00 :1.0: Anomalie",
"LINE1:upper#ff0000:Horni hranice",
"LINE1:lower#ff0000:Dolni hranice spolehlivosti \\n",
"COMMENT:−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\\n",
"COMMENT: Aktualni","COMMENT: Minimum","COMMENT: Maximum\\n",
"COMMENT:−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−\\n",
"LINE2:data#0000ff:$vypis",





Výpis 13: Ukázkový skript: 4. cˇást (vykreslení grafu)
Výsledkem tohoto skriptu mu˚že být naprˇíklad tento graf:
Obrázek 19: Ukázkový graf - vytížení CPU
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7.2 Instalace a konfigurace systému
Následující postup instalace a konfigurace je uvedený pro operacˇní systém Linux a dis-
tribuce vycházející z Debian. Je nutné mít prˇipojení k internetu. Instalace probíhá z re-
positárˇu˚ dané distribuce. Instalace a konfigurace byla otestována na teˇchto operacˇních
systémech: Raspbian (2014-08), Raspbian (2015-02) a Linux Mint (13.10). Systém by meˇl
být funkcˇní i na jiných distribucích, než jen na teˇch, které vycházejí z Debian. Tato funkcˇ-
nost, ale nebyla oveˇrˇena a postup instalace mu˚že být odlišný.
7.2.1 Instalace RRDtool
Pro správné fungování nástroje RRDtool a prˇipravených skriptu˚ je potrˇeba nainstalovat
dveˇ veˇci. RRDtool a knihovnu librrds-perl pro Perl. Samotný nástroj a knihovnu nainsta-
lujeme pomocí tohoto prˇíkazu:
sudo apt-get install rrdtool librrds-perl
Není už potrˇebná žádná další konfigurace tohoto nástroje. Pokud budete využívat
vlastní skripty a jiný jazyk pro jejich tvorbu, není nutná instalace knihovny librrds-perl.
Pro nainstalovaní poslední verze RRDtool, je potrˇeba tuto verzi stáhnout z oficiálních
stránek. Tato instalace je o neˇco složiteˇjší, protože je potrˇeba stažené kódy nejprve zkom-
pilovat.
7.2.2 Instalace webového serveru
Instalace webového serveru je velmi jednoduchá. Vyzkoušel jsem dveˇ verze webového
serveru: Apache a Lighttpd. Pro Raspberry Pi doporucˇuji spíše Lighttpd. Jedná se o rychlý
a pameˇt’oveˇ nenárocˇný webový server. Mu˚že být použit ale i Apache. Pro základní chod
není potrˇebná další konfigurace, stacˇí jen provést instalaci:
sudo apt-get install apache2
nebo
sudo apt-get install lighttpd
Pro oveˇrˇení funkcˇnosti webového serveru stacˇí zadat do webového prohlížecˇe IP ad-
resu zarˇízení nebo localhost. IP adresa mu˚že být ve verzi 4 nebo ve verzi 6. Na prˇiloženém
CD je šablona pro webové stránky.
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7.2.3 Instalace a konfigurace SNMP
Pro nainstalování SNMP managera zadejte do terminálu tento prˇíkaz:
sudo apt-get install snmp
Pro nainstalování SNMP agenta zadejte do terminálu tento prˇíkaz:
sudo apt-get install snmpd
Nyní je nutné provést konfiguraci SNMP agenta. V základní konfiguraci SNMP agent
naslouchá pouze na adrese localhost a vypisuje informace pouze z veˇtve system. Dále je
SNMP agent nastavený pouze pro provoz na IPv4 a využívá SNMP ve verzi 1. Je nutné
proto upravit soubor snmpd.conf, který se nachází v adresárˇi /etc/snmp/. Úpravu je možné








V tomto nastavení bude SNMP agent naslouchat na všech IPv4 a IPv6 adresách, které
má nakonfigurované. Community-string pro autentizaci byl nastaven na heslo a je využí-
váno SNMP ve verzi 2. Místo heslo mu˚žete zvolit jakýkoliv jiný vámi zvolený rˇeteˇzec.
Všechny provedené zmeˇny se projeví až po restartování služby snmpd. To povedeme po-
mocí prˇíkazu: sudo service snmpd restart. Pro otestování zadejte tyto prˇíkazy do termi-
nálu:
snmpwalk -v2c -c heslo IP_adresa_agenta
snmpget -v2c -c heslo IP_adresa_agenta .1.3.6.1.2.1.1.5.0
snmpget -Oqv -v2c -c heslo IP_adresa_agenta .1.3.6.1.2.1.1.5.0
Další zarˇízení, které jsem použil pro mojí diplomovou práci byly zarˇízení (smeˇrovacˇ,
prˇepínacˇ) od spolecˇnosti Cisco. Základní konfigurace SNMP agenta na teˇchto zarˇízeních
je pomeˇrneˇ jednoduchá. Stacˇí v globálním konfiguracˇním režimu zadat tento prˇíkaz:
snmp-server community heslo ro
7.2.4 Automatické spoušteˇní skriptu˚
Velmi du˚ležitou cˇástí je i automatické spoušteˇní skriptu˚. Pro tuto cˇinnost jsem si vybral
nástroj Cron. Tento nástroj je už soucˇástí operacˇního systému, který používáme. Prˇed
samotným nastavením tohoto nástroje je potrˇeba zmeˇnit práva vytvorˇeným skriptu˚m. To
provedeme v terminálu tímto prˇíkazem: sudo chmod a+x nazevSkriptu.pl
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Skript je nyní spustitelný a je možné provést nastavení nástroje Cron. Skripty, které
jsem vytvorˇil je potrˇeba spoušteˇt s právy root, protože výsledný graf se ukládá do ad-
resárˇe /var/www/. Pokud budete ukládat výsledné grafy do domovského adresárˇe, není
potrˇeba skript spoušteˇt s teˇmito právy. Pro nastavení nástroje Cron, zadejte tento prˇíkaz:
sudo crontab -e. Nyní je nutné nadefinovat skripty, které se mají spoušteˇt.
* * * * * /home/pi/rrdtool/Skript1.pl
*/5 * * * * /home/pi/rrdtool/Skript2.pl
Nejprve definujeme cˇas spušteˇní a poté úplnou cestu k našemu skriptu. Skript1 je
spoušteˇn každou minutu. Skript2 je spoušteˇn každých 5 minut. Takto je nutné nadefino-
vat všechny skripty.
7.3 Zobrazení na webovém serveru
Soucˇástí této práce je také šablona pro webové stránky. Tuto šablonu stacˇí nakopírovat
do adresárˇe /var/www/. Webové stránky slouží pro lepší vizualizaci a prˇehlednost celého
monitorování. Lépe se tak urcˇují závislosti mezi jednotlivými monitorováními, než prˇi
procházení jednoho grafu za druhým. Vizualizace na webovém serveru je zobrazena na
obrázku 20. Je možné využít vlastní webové stránky a nebo jiný zpu˚sob pro výslednou
vizualizaci. Stránky jsou soucˇástí CD, které je prˇiloženo k diplomové práci.
Obrázek 20: Ukázka zobrazení na webovém serveru
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8 Testování systému
Testování tohoto systému bylo rozdeˇleno do trˇí cˇástí. Nejprve jsem systém testoval v pro-
gramu GNS3, který slouží pro emulaci síteˇ. Druhá cˇást testování probíhala ve školní labo-
ratorˇi, kde Raspberry Pi, bylo prˇipojeno ke školnímu prˇístupovému prˇepínacˇi. Poslední
cˇást testování probíhala na mém domácím Raspberry Pi, které bylo prˇipojeno prˇímo k
internetu. Byly také testovány skripty pro ru˚zneˇ dlouhé cˇasové úseky. Se zameˇrˇením na
poslední hodinu, den a týden. Systémové informace, které jsem monitoroval byly: vy-
tížení procesoru, teplota procesoru nebo trˇeba využití pameˇti RAM. Sít’ové informace
jsem monitoroval tyto: pocˇet navázaných TCP/UDP spojení, prˇíchozí/odchozí provoz
na rozhraní a cˇítacˇe zameˇrˇené na protokoly ICMP, TCP a UDP.
8.1 Testování v GNS3
Program GNS3 umožnˇuje emulaci sít’ových zarˇízení a propojení nasimulované síteˇ s re-
álnou sítí. Tento program je velice užitecˇný pro testování. Lze v neˇm nakonfigurovat a
vyzkoušet velmi mnoho technologií a ru˚zných topologií. Je velmi vhodný pro studijní
úcˇely a má více možností využití než Cisco Packet Tracer. [29]
V této cˇásti probíhalo základní testování nástroje RRDtool a protokolu SNMP. Zís-
kaní hodnoty ve vhodném formátu a oveˇrˇení, zda se hodnota správneˇ ukládá do data-
báze. Dále zde také probeˇhla zkouška prvních skriptu˚ pro detekci anomálií a testování
nastavených parametru. S tím souvisí i výbeˇr informací pro monitorování. Vybíral jsem
informace, které by bylo vhodné monitorovat pro detekci anomálií. Veˇtšina teˇchto infor-
mací jsou cˇítacˇe jednotlivých protokolu˚. Tyto získané informace jsem poté testoval, jak
dochází k jejich ovlivneˇní ru˚zným typem provozu. Pro tyto úcˇely jsem vytvorˇil jednodu-
chou topologii, která je zobrazena na obrázku 21.
Obrázek 21: Testovací topologie v programu GNS3
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Jednou z veˇcí, na kterou jsem se zameˇrˇil je detekce skenování síteˇ. K tomuto úcˇelu
jsem využil nástroj Nmap. Tento nástroj umožnˇuje provádeˇt ru˚zné typy skenování síteˇ.
Zjišt’oval jsem závislosti mezi jednotlivými typy skenování a jednotlivými cˇítacˇi proto-
kolu˚. Testoval jsem zda neˇkterý z cˇítacˇu˚ dokáže zachytit jednotlivá skenování. Cˇítacˇu˚
jsem monitoroval neˇkolik, protože jednotlivá skenování síteˇ mají ru˚zný pru˚beˇh.
Obrázek 22: Detekce skenování síteˇ (1)
Obrázek 23: Detekce skenování síteˇ (2)
V grafech (viz obrázek 22 a 23) je videˇt kdy probíhalo skenování síteˇ a tento útok
je oznacˇen za anomálii. Toto skenování síteˇ ovlivnilo hranice spolehlivosti a legitimní
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provoz byl také oznacˇen za anomálii. V grafech je velmi dobrˇe videˇt, jak se útoky zacˇaly
postupneˇ stávat soucˇástí predikce. Prˇi delším cˇasovém úseku by tyto útoky už nebyly
detekovány jako anomálie. Z tohoto du˚vodu systém používá i grafy s delším cˇasovým
úsekem (den, týden), kde takovýto útok bude detekován jako anomálie.
Veˇtšinu typu˚ skenování cˇítacˇe opravdu zachytily. Jedná se ale pouze o laboratorní
výsledky, a ve skutecˇném provozu toto skenování síteˇ nemusí být odhaleno. Nebylo bo-
hužel možné toto chování oveˇrˇit ve skutecˇné síti. Skenování síteˇ je možné vysledovat na
teˇchto grafech: Pocˇet resetovaných TCP spojení, Pocˇet odeslaných TCP segmentu˚ s prˇí-
znakem RST, Pocˇet pasivneˇ otevrˇených TCP spojení, Pocˇet prˇijatých UDP datagramu˚ s
nedefinovaných portem a Pocˇet neúspeˇšných pokusu˚ o TCP spojení.
8.2 Testování ve školní laboratorˇi
V této cˇásti testování bylo zkoumáno zda dochází k anomáliím na zarˇízení, které je prˇi-
pojeno ke školní síti. Raspberry Pi bylo prˇipojeno ke školnímu prˇístupovému prˇepínacˇi
v laboratorˇi pocˇítacˇových sítí. Bylo nutné nastavit IPv6 adresu školního DNS serveru a
povolit na Raspberry Pi modul pro IPv6, protože tato laboratorˇ je prˇipojena k síti pouze
prostrˇednictvím IPv6 protokolu. Zarˇízení získalo IPv6 adresu ze školního DHCP serveru
a bylo tedy prˇístupné v rámci školní síteˇ nebo prˇes VPN.
Z bezpecˇnostních du˚vodu˚ nebyl povolen prˇístup ke školnímu prˇístupovému prˇepí-
nacˇi a získávání informací pro monitorování prˇes SNMP prˇímo z neˇj. Proto data pro
monitorování byla získávána pouze ze samotného Raspberry Pi, které bylo prˇipojeno
do školní síteˇ. Jednalo se tedy o self-monitoring. Grafy byly zameˇrˇeny na cˇasový úsek
jednoho dne a byly pru˚beˇžneˇ zálohovány. Tento cˇasový úsek byl zvolen zejména kvu˚li
dobrým výsledku˚m v prˇedchozím testování. Prˇi tomto testování jsem nevytvárˇel žádný
umeˇlý provoz na zarˇízení.
Obrázek 24: Pocˇet prˇijatých paketu˚ v dobeˇ výuky
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Obrázek 25: Teplota CPU ve školní laboratorˇi
Toto testování probíhalo neˇkolik týdnu˚. Ocˇekával jsem, že se na tomto zarˇízení budou
objevovat anomálie prˇedevším v cˇase, kdy probíhá výuka. V grafech bylo možné vypozo-
rovat, kdy výuka probíhá v náru˚stu provozu. Byly zaznamenány zmeˇny hlavneˇ v pocˇtu
prˇijatých paketu˚ (viz obrázek 24), bajtu˚ a teploteˇ procesoru (viz obrázek 25). Anomálie
byly veˇtšinou zakresleny u grafu, který zobrazoval teplotu procesoru. Zarˇízení bylo sice
umísteˇné v racku, ale bez žádného veˇtrání. Prˇi zapnutí zarˇízení (smeˇrovacˇe, prˇepínacˇe)
v ostatních racích docházelo k náru˚stu teploty v racku, kde bylo umísteˇné monitorovací
zarˇízení. Anomálie, které byly zaznamenány na zarˇízení prˇipojené ke školní síti, mu˚žeme
tedy zarˇadit do kategorie (False Positive). V tomto testování se jednalo o falešné poplachy.
V reálné síti by však zvýšená teplota v racku mohla znamenat neˇjaký problém a deteko-
vána anomálie by tedy mohla patrˇit do kategorie (True Positive). Jedna z anomálií, která
se v tomto testování objevovala byla prˇi zálohovaní dat. To jsem veˇtšinou provádeˇl ve
vecˇerních hodinách. Systém z prˇedchozích nameˇrˇených hodnot ocˇekával provoz jen v
pru˚beˇhu dne. Tato anomálie také patrˇí do kategorie (False Positive), protože jsem na zarˇí-
zení prˇistupoval osobneˇ. Pokud by se v nocˇních hodinách snažil prˇistoupit neˇkdo jiný na
toto zarˇízení jednalo by se o anomálii (True Positive). Výsledky tohoto testování nebyly
nikterak prˇekvapivé. Na segmentu síteˇ ke kterému bylo prˇipojeno monitorovací zarˇízení
nedocházelo k neobvyklému provozu. Ocˇekával jsem sice, že budou detekovány anomá-
lie ve veˇtším množství v cˇase výuky, ale nestalo se tak.
8.3 Raspberry Pi prˇipojené k internetu
Nejveˇtší vypovídající hodnotu má toto testování, protože Raspberry Pi bylo vystavené
reálnému provozu na internetu. Prˇedchozí dveˇ cˇásti testování byly spíše laboratorní.
Pro tyto úcˇely testování jsem si zakoupil vlastní doménu a nasmeˇrˇoval jí na mé domácí
Raspberry Pi. Toto testování jsem rozdeˇlil ješteˇ do dvou fází. V první fázi bylo Raspberry
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Pi prˇipojeno k internetu bez jakéhokoliv omezení provozu nebo portu˚. V druhé fázi jsem
prˇipojil k internetu Raspberry Pi, které meˇlo prˇesneˇ nadefinované pravidla pro provoz.
Na tomto zarˇízení nebyly spušteˇny žádné další služby, než kromeˇ teˇch, které spouští sa-
motný systém a ty které jsem nainstaloval pro monitorování. Na webovém serveru byly
vykreslovány pouze grafy pro monitorování. Informace, které jsem monitoroval na tomto
zarˇízení jsou: teplota procesoru, vytížení procesoru, využití pameˇti RAM a pocˇet navá-
zaných TCP spojení. Pro všechny tyto monitorované informace jsem vytvorˇil grafy, které
zobrazovaly pru˚beˇh za poslední hodinu, den a týden.
Obrázek 26: Vytížení CPU - detekce útoku
V první fázi tohoto testu jsem již na druhý den zacˇal pozorovat, že v grafech dochází
k anomáliím. Frekvence teˇchto anomálií se zacˇala postupneˇ zvyšovat. Po týdenním pro-
vozu byly tyto anomálie soucˇástí každodenního monitorování. Po prozkoumání výpisu˚
z logu˚ jsem zjistil, že mé domácí Raspberry Pi se stalo tercˇem útoku˚. Útoky byly mírˇené
na všechny otevrˇené porty a prˇedevším na port 22. Na kterém beˇží deamon služby SSH,
která slouží pro vzdálený prˇístup k zarˇízení nebo pro prˇenos souboru˚. Útoky pocházely z
ru˚zných IP adres. Kromeˇ toho, že se zvyšoval pocˇet útoku˚, rostla také délka teˇchto útoku˚.
Nejdelší zaznamenaný útok trval prˇes 24 hodin. Po tomto útoku nastala chyba SD karty
a Rasberry Pi jsem musel prˇeinstalovat.
Tyto útoky jsem rozpoznal v grafech, které zobrazovaly vytížení procesoru (viz obrá-
zek 26) a pocˇet navázaných TCP spojení (viz obrázek 27). Mezi teˇmito dveˇma grafy bylo
možné vypozorovat souvislost, že se zvýšeným pocˇtem TCP spojení došlo i ke zvýšení
vytížení procesoru. Anomálie byly zaznamenány prˇedevším u vytížení procesoru. Graf
pro TCP spojení byl ovlivneˇn prˇedešlými útoky. Tyto prˇedešlé útoky ovlivnily hranice
spolehlivosti a ty se díky tomu rozšírˇily. Proto tento útok v grafu pro pocˇet navázaných
TCP spojení nebyl oznacˇen po celou dobu jako anomálie.
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Obrázek 27: Pocˇet TCP spojení prˇi útoku
Prˇed druhou fází toho testu jsem nejprve Raspberry Pi cˇástecˇneˇ zabezpecˇil. Nadefi-
noval jsem pravidla pro filtrování provozu. Z internetu byl povolen prˇístup pouze na
webové stránky. Z mé místní síteˇ jsem povolil prˇístup prˇes SSH. Protože jsem využíval
SNMP, vytvorˇil jsem pravidlo pro povolení SNMP provozu pouze na adrese localhost.
Všechen ostatní provoz byl zahazován. Toto zabezpecˇení jsem nastavil pomocí nástroje
TCP Wrapper. Pravidla pro filtrování provozu se zapisují do dvou souboru˚: hosts.allow a







Po vytvorˇení teˇchto pravidel jsem Raspberry Pi opeˇt prˇipojil k internetu. Provoz se
ustálil a k útoku˚m už prˇestalo docházet. Výsledkem tohoto testu je kromeˇ detekce ano-
málií i zjišteˇní procˇ docházelo k útoku˚m. Pokud je k internetu prˇipojený server nebo
jakékoliv jiné zarˇízení, které není zabezpecˇené, stane se po krátké dobeˇ tercˇem útoku˚. Ne-
jedná se o útoky jednotlivcu˚, ale o automatizované roboty (botnet). Tito roboti vyhledávají
nezabezpecˇená zarˇízení na internetu a utocˇí na neˇ. Útoky jsou prˇedevším smeˇrovány na
porty, na kterém dané zarˇízení naslouchá. Proto je nutné zarˇízení zabezpecˇit. Je dobré na-
definovat asponˇ pravidla pro filtrování provozu nebo použít neˇjaký firewall. Tyto kroky
ovšem server zabezpecˇí jen cˇástecˇneˇ.
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9 Záveˇr
Cílem této diplomové práce bylo popsat typy sít’ových útoku˚ a anomálií a popsat také
formát souboru PCAP. Hlavním cílem této diplomové práce bylo navrhnout systém pro
vyhledávání sít’ových anomálií na základeˇ sít’ového provozu a systémových informací
získaných z ru˚zných zarˇízení. Následneˇ tento systém otestovat v laboratorˇi pocˇítacˇových
sítí a oveˇrˇit jeho funkcˇnost.
Systém, který jsem navrhl a vytvorˇil patrˇí do kategorie IDS. Jádro tohoto systému je
tvorˇeno protokolem SNMP a nástrojem RRDtool. Pro sbeˇr informací jsem zvolil proto-
kol SNMP a to z du˚vodu jeho široké podpory mnoha zarˇízeními a také kvu˚li množství
informací, které se dají pomocí neˇho získat. Nástroj RRDtool slouží pro ukládání a zpra-
covávání získaných informací. RRDtool jsem zvolil z neˇkolika du˚vodu˚. Pro ukládaní dat
využívá Round-Robin Database. Jedná se o databázi, která je konstantní a nezveˇtšuje se s
noveˇ prˇíchozími daty. Pomocí funkce GRAPH je možné data vykreslovat prˇímo do grafu.
Hlavním du˚vodem pro zvolení RRDtool bylo, že má v sobeˇ implementovanou metodu
Holt-Winters, která slouží pro predikci vývoje cˇasové rˇady. Pro práci s nástrojem RRDtool
jsem použil skriptovací jazyk Perl. Perl jsem zvolil zejména kvu˚li knihovneˇ RRDs, která
umožnˇuje výpis chybových hlášení do terminálu. To urychluje nalezení chyby ve skriptu.
Pro vizualizaci výsledku˚ monitorování jsem zvolil webový server. Takto je možné lépe
sledovat závislosti mezi jednotlivými monitorováními a je tak zajišteˇna také lepší prˇe-
hlednost.
Vytvorˇil jsem neˇkolik skriptu˚ pro detekci anomálií, které jsou soucˇástí této práce. Tyto
skripty jsou rozdeˇleny podle délky úseku monitorování. Nejkratší cˇasový úsek je jedna
hodina, poté následuje úsek pro jeden den a nejdelší úsek je pro jeden týden. Vytvorˇil
jsem také jeden ukázkový skript. Ten slouží pro uživatele, kterˇí nemají prˇíliš velké zkuše-
nosti s nástrojem RRDtool. Na zacˇátku tohoto skriptu stacˇí pouze nastavit nadefinované
promeˇnné a tím si vytvorˇí skript, který dokáže detekovat anomálie v zadaných datech v
rámci jednoho dne.
Testování mého IDS systému jsem rozdeˇlil do trˇí cˇástí: testování v programu GNS3,
testování ve školní laboratorˇi pocˇítacˇových sítí a pomocí zarˇízení Raspberry Pi prˇipo-
jené k internetu. V programu GNS3 jsem testoval základní funkcˇnost nástroje RRDtool
a sbeˇr informací pomocí SNMP. Testoval jsem zde první skripty pro detekci anomálií a
následneˇ jsem zde také testoval jak systém dokáže detekovat skenování síteˇ nástrojem
Nmap. Druhá cˇást testování probíhala ve školní laboratorˇi, kde zarˇízení Raspberry Pi
bylo prˇipojeno ke školnímu prˇepínacˇi. Cílem tohoto testování bylo zjistit, zda dochází
k anomáliím na zarˇízení, které je prˇipojené ke školní síti. Výsledkem tohoto testování
bylo, že k anomáliím dochází v dobeˇ výuky. Jedná se, ale o anomálie typu False Positive.
Nejednalo se o útoky na toto zarˇízení. Poslední testování probíhalo na mém domácím
Raspberry Pi, které bylo prˇipojené k internetu. Toto testování systém proveˇrˇilo nejlépe
z hlediska funkcˇnosti. Testování jsem ješteˇ rozdeˇlil do dvou fázi. V první fázi zarˇízení
bylo prˇipojené k internetu bez pravidel pro filtrování provozu a v druhé fázi s teˇmito
pravidly. V první fázi již druhý den testování systém vykresloval anomálie. Tyto anomá-
lie se objevovaly stále cˇasteˇji a jejich délka se prodlužovala. Po prozkoumání logu˚ jsem
zjistil, že se jedná o neoprávneˇné prˇístupy na toto zarˇízení. Zarˇízení se tedy stalo tercˇem
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mnoha útoku˚ z ru˚zných IP adres. Nejdelší zaznamenaný útok byl v délce okolo 24 ho-
din. Systém dokázal detekovat reálné útoky vedené prˇímo z internetu. V druhé fázi jsem
tedy nastavil pravidla pro filtrování provozu. Z internetu byl dostupný pouze webový
server. Prˇístup prˇes SSH byl povolený pouze z lokální síteˇ a na localhostu bylo povolené
SNMP. Všechen ostatní provoz byl zahazován. Tyto pravidla zajistily základní ochranu
prˇed útoky a v grafech poté už žádné nové útoky nebyly zaznamenány.
Výhoda tohoto systému spocˇívá v jeho dynamicˇnosti. Nemá pevneˇ zadané hodnoty,
ale vytvárˇí si predikce prˇímo z provozu v reálné síti. Mu˚že být tedy nasazen v ru˚zných
topologiích. Další výhodou jsou systémové nároky na zarˇízení, na kterém beˇží tento IDS
systém. Pro základní monitorování lze použít i zarˇízení Raspberry Pi. Tím je zajišteˇno, že
tento systém mu˚že být využit i v menších sítích. Mezi výhody patrˇí i okamžitá vizuali-
zace výsledku˚ monitorování pomocí grafu˚. Nevýhodou tohoto systému je, že mu˚že ge-
nerovat pomeˇrneˇ mnoho falešných poplachu˚ (False Positive). Noveˇ prˇíchozí útok nemusí
být zaznamenán, pokud se prˇedchozí útoky stanou soucˇástí predikce. Další nevýhodou
je, že tento systém už nemu˚že být dále rozšírˇen na IPS systém.
Systém, který vznikl v této práci mu˚že být využit jako doprovodný IDS systém pro
monitorování a detekci útoku˚. Zejména kvu˚li okamžité vizualizaci. Uplatneˇní najde, ale
také v domácích nebo malých sítích, kvu˚li svým systémovým nároku˚m. V testování se
systém osveˇdcˇil, že dokáže detekovat útoky i na domácí webový server. Výsledky této
práce mohou být také použity prˇi výuce neˇkterého z prˇedmeˇtu˚, který se zabývá proble-
matikou bezpecˇnosti v pocˇítacˇových sítích nebo samotným monitorováním sítí. Dále je
možné tuto práci rozšírˇit o statistický rozbor. S jakou prˇesností dokáže systém jednotlivé
útoky spolehliveˇ detekovat a prˇípadneˇ provést výpocˇet nových hodnot pro parametry
adaptace u metody Holt-Winters.
Díky této diplomové práci jsem získal nové znalosti v pocˇítacˇových sítí. Zejména
v problematice bezpecˇnosti v pocˇítacˇových sítích a samotného monitorování a detekci
útoku˚. Dále jsem si rozšírˇil znalosti ve virtualizaci a práci s operacˇním systémem Linux.
Prˇi zpracovávání této práce jsem mohl uplatit znalosti získané v kurzu Cisco Academy.
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Obrázek 28: Nejdéle zaznamenaný útok
Obrázek 29: Systém detekoval i neocˇekávaný výpadek spojení
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Obrázek 30: Detekce prˇístupu - zálohování dat
Obrázek 31: Detekce anomálií u protokolu UDP
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Obrázek 32: Týdenní teplota CPU na Raspberry Pi
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B Obsah CD
Soucˇástí diplomové práce je CD.
Obsah prˇiloženého CD:
1. text diplomové práce ve formátu PDF
2. složka IDS
• složka grafy - výsledky z testování systému
• složka skripty - skripty pro detekci anomálií napsané v Perlu
• složka web - šablona pro webový server
