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The importance of self-feedback autaptic transmission in modulating spike-time irregularity is still
poorly understood. By using a biophysical model that incorporates autaptic coupling, we here show
that self-innervation of neurons participates in the modulation of irregular neuronal firing, primarily
by regulating the occurrence frequency of burst firing. In particular, we find that both excitatory and
electrical autapses increase the occurrence of burst firing, thus reducing neuronal firing regularity.
In contrast, inhibitory autapses suppress burst firing and therefore tend to improve the regularity of
neuronal firing. Importantly, we show that these findings are independent of the firing properties
of individual neurons, and as such can be observed for neurons operating in different modes. Our
results provide an insightful mechanistic understanding of how different types of autapses shape
irregular firing at the single-neuron level, and they highlight the functional importance of autaptic
self-innervation in taming and modulating neurodynamics.
∗ Electronic address: dqguo@uestc.edu.cn
2INTRODUCTION
Without doubt cortical neurons operate in noisy environments [1]. There is a broad consensus that neu-
ronal noise can exert a strong impact on stochastic dynamics of neurons [2–4] and drive them to discharge
action potentials or so-called “spikes” highly irregular [5]. In animal experiments, temporally irregular fir-
ing of neurons has been widely observed, both during ongoing spontaneous activity and when driven at high
firing rates [6–8]. Importantly, irregular neuronal firing has been linked to several higher brain cognitive
functions, such as working memory [9], selective attention [10] and sensory coding [11]. Many theoretical
studies have shown that the degree of neuronal firing irregularity might be non-monotonic dependent on
neuronal noise intensity [12–14]. At an optimal level of neuronal noise, neurons may exhibit coherent firing
of spikes, indicating the occurrence of counterintuitive phenomenon termed as “coherence resonance” (CR)
[15, 16]. Furthermore, CR has been observed in several biological experiments and has been proposed as
one basic mechanism that neurons may use to facilitate signal transmission [17].
By weighting and combining outside signals, neurons continuously emit sequences of action potentials
of their own. Past experimental evidence indicated that neurons receive roughly equal average amount of de-
polarizing and hyperpolarizing currents from their presynaptic neurons [18–20]. Such balanced excitation-
inhibition synaptic bombardment is regarded as an important source of neuronal noise, which is essential
for triggering irregular neuronal firing [7, 8, 21]. In the balanced excitation-inhibition state, firing irregular-
ity of neurons highly depends on the intensity of synaptic bombardment. Under this condition, the overall
effects of excitation and inhibition are nearly canceled, and thus neuronal firing is driven by fluctuations that
transiently spoil this cancellation [5, 13, 22]. Using simplified models, previous studies have demonstrated
that several key intrinsic proprieties of balanced excitation-inhibition bombardment from presynaptic neu-
rons, such as the mean firing input rate and synaptic coupling strength, contribute greatly to the regulation
of irregular neuronal firing [15, 16].
In addition to normal “feedforward” synapses, neurons also form self-feedback connections, termed as
“autapses”, onto themselves [23–25]. Autapses have been frequently observed in various brain regions [26–
28], and their kinetics have been identified to exhibit the similar electrical properties as normal synapses
[29]. Using both experimental and computational approaches, several studies have revealed that autaptic
self-innervation of neurons might play functional roles in modulating neuronal dynamics. For instance, re-
cent electrophysiological recordings have indicated that fast-spiking interneurons with GABAergic autaptic
transmission have relatively higher levels of firing precision than those without GABAergic self-connections
3[30]. By computational modelling, it has been found that autapses can intermittently control synchroniza-
tion [31], mediate propagation of weak rhythmic activity [32] and induce spiral wave [33] in neuronal
networks. In addition, autapses have also been postulated to improve synaptic transmission reliability [34].
Theoretically, self-feedback neuronal activities from chemical and electrical autpases might also influence
the neuronal firing dynamics and thus regulate firing regularity of neurons. However, so far the precise roles
of different types of autapses in shaping irregular neuronal firing are still not completely established.
In this study, we simulate a spiking model neuron driven by both the balanced excitation-inhibition
presynaptic inputs from presynaptic neurons and the autaptic input from itself (see Fig. 1, and Materials and
Methods). Using various measurements, we perform analysis for spiking activities generated by the model
neuron under different autaptic coupling conditions. We identify that both chemical and electrical autapses
participate in the modulation of neuronal irregular firing, primarily through mediating the frequency of
burst firing. Further investigation confirms that our critical results are independent of single neuron firing
properties and can be observed for neurons operating in different modes. These findings highlight the
functional roles of autapses in the regulation of neuronal firing irregularity.
RESULTS
We firstly consider a single Izhikevich neuron with calss I excitability [35], and examine how purely
presynaptic bombardment controls its firing irregularity. Then, we incorporate the autaptic current into the
model (see Figure1) and systemically investigate the detailed roles of different types of autapses in shaping
irregular firing for neurons displaying class I excitability. Finally, we further extend our results to spiking
neurons with class II and III excitabilities.
Presynaptic bombardment controls irregular neuronal firing and triggers coherence resonance
We begin by examining how the presynaptic bombardment modulates the firing regularity of the con-
sidered model neuron [15, 16, 21]. To this end, we artificially block the autaptic coupling and stimulate the
postsynaptic neuron with different presynaptic input rates. For simplicity, we call the postsynaptic neuron
with autapse blockade as the PAB model (Fig. 1B1). Figure 2A shows the coefficient of variation of inter-
spike intervals (CVISI) of the postsynaptic neuron as a function of the input rate for the PAB model [36].
With increasing the input rate, we find that the CVISI curve first drops and then rises, and the smallest CVISI
value is achieved at an intermediate input rate of 6.3 Hz. Such finding clearly illustrates the occurrence
4FIG. 1. (Color online) Schematic description of the computational model. A: Basic model architecture. In the model,
the postsynaptic neuron receives balanced excitation-inhibition input from Nex excitatory presynaptic neurons (EPN)
and Ninh inhibitory presynaptic neurons (IPN). For simplicity, each presynaptic neuron is modelled as a Poisson
spike train generator, with a fixed input rate fin. In addition, the postsynaptic neuron is also driven by the self-
feedback autaptic input from itself. B: Five model versions used in our simulations. From (B1)-(B5), five models are
termed as: the postsynaptic neuron with autapse blockade (PAB), the postsynaptic neuron with chemical excitatory
autapse (PCE), the postsynaptic neuron with chemical inhibitory autapse (PCI), the comparative model (CM), and the
postsynaptic neuron with electrical autapse (PEA), respectively. Note that the CM model is designed to compare with
either the PCE or PCI model, in which the chemical autapse is replaced by an equivalent Poisson spike train (EPST)
with both the same coupling type and firing rate.
of coherence resonance [12–16]. When the input rate is low, the synaptic current due to presynaptic bom-
bardment is weak and has small fluctuations (Figs. 2B and 2C, fin = 1.5 Hz). Under this condition, the
postsynaptic neuron generates few scattered spikes with low-temporal coherence. As the input firing rate
grows, the fluctuations of synaptic current become larger and the postsynaptic neuron firing more frequently.
For an appropriate level of presynaptic bombardment, the postsynaptic neuron exhibits a strong integration
capability and fires well-separated spikes in a high rate, thus having a lower CVISI value (Figs. 2B and 2C,
fin = 6 and 12 Hz). However, too strong presynaptic bombardment drives the postsynaptic neuron to fire
bursts occasionally (Fig. 2B, fin = 30 Hz). These bursting events cause a peak at small intervals (less than
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FIG. 2. (Color online) Presynaptic bombardment contributes to the modulation of neuronal firing irregularity. A: The
CVISI value is plotted as a function of the input rate fin for the PAB model. The postsynaptic neuron achieves the
best firing regularity at fin = 6.3 Hz. B: Typical membrane potential (MP) traces and corresponding synaptic current
(SC) traces at different input rates. Here the red color in MP traces denotes the occurrence of burst firing. The black
lines in SC traces represent the total synaptic currents from presynaptic neurons, and the gray lines in SC traces are
zero-current levels. Four input rates considered in (B) are: fin = 1.5 Hz, fin = 6 Hz, fin = 12 Hz and fin = 30 Hz.
C: ISI distribution curves correspond to the above four input rates. Each ISI distribution curve is computed using 105
firing events. D: Dependence of the CVISI value on three key presynaptic-related parameters, which are the excitatory
synaptic strength (D1), the population size of presynaptic neurons (D2) and the proportion of excitatory neurons (D3).
Two input rates considered in (D) are: fin = 3 Hz and fin = 6 Hz.
10 ms) in the ISI distribution curve (Fig. 2C, fin = 30 Hz), and therefore result in a notable enhancement
in the CVISI value.
In reality, the intensity of synaptic noise due to presynaptic bombardment is not only controlled by
the input rate, but may be also significantly influenced by several other presynaptic-related parameters
[15, 16, 37]. We therefore perform further computational studies using the PAB model to examine possible
roles of different presynaptic-related parameters in the regulation of irregular firing. The results presented
in Fig. 2D demonstrate our above speculation, suggesting that three other critical presynaptic-related pa-
rameters, which are the excitatory synaptic strength, the population size of presynaptic neurons and the
proportion of excitatory neurons, may contribute to the modulation of irregular neuronal firing and appro-
priate tuning of these parameters might also trigger the occurrence of coherence resonance. Moreover, we
6find that irregular neuronal firing modulations caused by these three parameters are highly dependent on
the input rate (Fig. 2D). For all cases, increasing the input rate moves the CVISI curves toward to the low-
parameter regions. Compared to the other two parameters, the modulation of irregular neuronal firing due
to the proportion of excitatory neurons is more dependent on the input rate. Specifically, the coherence
resonance can be triggered by tuning this parameter only for sufficiently strong input rate (Fig. 2D3).
Together, our results consistently showed that the presynaptic bombardment indeed modulates irregular
neuronal firing at the single-neuron level, and the relatively coherent neuronal firing can be achieved at
an optimal presynaptic bombardment level. These findings are in agreement with several previous com-
putational modelling studies [15, 16], which provide us a reference basis to further investigate underlying
functional roles of different types of autapses in the modulation of irregular neuronal firing.
Complicated roles of chemical autapses in shaping neuronal firing irregularity
To establish whether and, if possible, how chemical autapses shape neuronal firing irregularity, we open
the self-feedback connection and implement two types of models: the postsynaptic neuron with excitatory
autapse (the PCE model, Fig. 1B2) and the postsynaptic neuron with inhibitory autapse (the PCI model,
Fig. 1B3). In Figs. 3A and 3D, we plot the CVISI value of the postsynaptic neuron generated by these two
models as a function of the input rate under different self-feedback levels, respectively. For both the PCE
and PCI models, the pronounced regulations of irregular neuronal firing are observed in the intermediate
and high input regimes (Figs. 3A and 3D). By comparing with the results of PAB model (i.e., Waut =
0 mS/cm2), we find that the regulations of irregular neuronal firing induced by excitatory and inhibitory
autapses exhibit different features (see Figs. 3A and 3D). Specifically, our results show that the autaptic
excitation deteriorates neuronal firing regularity, thus increasing the CVISI value. In contrast, the autaptic
inhibition improves the firing regularity and results in a significant reduction in the CVISI value. For both
cases, these two types of regulations are found to become stronger with increasing the self-feedback level
(Figs. 3A and 3D). Consequently, the postsynaptic neuron in the PCI model shows a more regular neuronal
firing during intermediate and high levels of presynaptic bombardment, yielding a better CR performance
(compared the results in Figs. 3A and 3D).
Theoretically, the notable modulation effects of chemical autapses on irregular neuronal firing must be
due to the extra self-feedback input from the postsynaptic neuron itself. To quantify the contribution of
self-feedback input to the total synaptic current, we record the average output firing rate of postsynaptic
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FIG. 3. (Color online) Roles of chemical autapses in modulating irregular neuronal firing. A-C: Dependence of the
CVISI value (A), average output firing rate (B) and autaptic contribution factor (C) on the input rate fin for the PCE
and PAB models. In (A-C), the excitatory autaptic coupling strengths are: Waut = 0.05 mS/cm2 (PCE), Waut =
0.1 mS/cm2 (PCE) and Waut = 0 mS/cm2 (PAB). D-F: Dependence of the CVISI value (D), average output firing rate
(E) and autaptic contribution factor (F) on the input rate fin for the PCI and PAB models. In (D-F), the inhibitory
autaptic coupling strengths are: Waut = 0.3 mS/cm2 (PCI), Waut = 0.6 mS/cm2 (PCI) and Waut = 0 mS/cm2 (PAB).
Simulations indicate that both excitatory and inhibitory autapses modulate the firing irregularity of neurons in the
intermediate and high input regimes.
neuron and compute the contribution factor (see Materials and Methods) versus the input rate for models
under different chemical autaptic coupling conditions. For both the PCE and PCI models, we find that the
average firing rate of postsynaptic neuron is progressively increased with the growth of input rate (Figs. 3B
and 3E). Nevertheless, due to the nonlinear input-output relation, the contribution factor curves for both
excitatory and inhibitory autapses are highly nonlinear and exhibit typical bell-shaped profile (Figs. 3C
and 3F). Contrary to our prediction, we surprisingly observe that for all considered cases the obtained
contribution factor maintains at a low level (Figs. 3C and 3F), indicating that such self-feedback input
only accounts for a small fraction of the total synaptic current (also see Fig. 4A). This counterintuitive
finding reveals that the self-feedback input deriving from a chemical autapse contributes limited but, rather
efficiently, to the total synaptic current, and is sufficient to trigger pronounced irregular firing regulation in
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burst frequency and burst size of the PAB model, respectively.
the intermediate and high input regimes.
To shed insights into why the relatively weak self-feedback input contributed by a chemical autapse can
significantly influence the intrinsic proprieties of irregular neuronal firing, we stimulate the postsynaptic
neuron using 40 Hz presynaptic trains under different chemical autaptic coupling conditions. Figure 4A
illustrates the typical membrane potential traces and corresponding synaptic currents for the PAB, PCE and
PCI models, respectively. Compared with the case of autapse blockade, we intuitively observe that the
postsynaptic neuron in the PCE model fires more bursts whereas, in contrast, the postsynaptic neuron in
the PCI model emits less bursts (Fig. 4A). One possible mechanism to explain this is that the temporally
delayed self-excitation and self-inhibition currents tend to boost and reduce the membrane potential of the
postsynaptic neuron that just fired, thus providing a biophysical basis to facilitate and suppress burst firing.
Indeed, these above observations are also supported by the ISI distributions for different autaptic coupling
9conditions presented in Fig. 4B, showing that the ISI distribution curves for the PCE and PCI models dis-
play the largest and smallest local peaks at small intervals (less than 10 ms). To ascertain what intrinsic
properties of burst firing are modulated by chemical autapses, we further perform statistical analysis on the
bursting data generated by different models in Fig. 4C. Our results reveal that both excitatory and inhibitory
self-feedback inputs primarily regulate the burst frequency (Fig. 4C1) but only slightly change the size of
burst firing (Fig. 4C2). However, it should be noted that burst firing of the postsynaptic neuron requires
relatively strong presynaptic bombardment, which occasionally provides short-term strong presynaptic cur-
rent to drive the neuron to emit several high-frequency spikes (see Figs. 2B and 2C). This may explain why
irregular neuronal firing modulations caused by chemical autapses mainly observed in the intermediate and
high input regimes.
An important question is whether the similar modulations of irregular neuronal firing due to chemical
autapses can be also accomplished by normal “feedforward” synapses. To address this question, we develop
a comparative model (the CM model, Fig. 1B4) for the PCE and PCI models, in which the chemical autapse
is replaced by an equivalent Poisson spike train with both the same coupling type and firing rate. Figures 5A
and 5C summarize how the CVISI value and the output firing rate are changed with the increasing of input
rate for different considered models. By comparing with the results of the PAB model, we observe that
stochastic input from an equivalent Poisson spike train in the CM model slightly regulates the average
firing rate of postsynaptic neuron (Figs. 5A2 and 5C2) but, as expected, almost does not impact spike-time
irregularity (Figs. 5A1 and 5C1). This is not so surprising because, theoretically, the overall contribution
of the equivalent Poisson spike train to the total synaptic current still remains at a low level in the CM
model (data not shown). Under this condition, the loss of temporal match between the extra input from
the equivalent Poisson spike train and membrane potential of postsynaptic neuron considerably weakens
the shaping effect on burst firing (Figs. 5B and 5D), and thus does not change the CVISI value significantly
compared to the PAB model. Accordingly, we predict that the similar modulations on irregular neuronal
firing due to chemical autapses cannot be simply accomplished by normal “feedforward” synapses with
equivalent but stochastic inputs.
These findings provide the first computational evidence that chemical autapses may shape neuronal
firing irregularity in the intermediate and high input regimes. Crucially, we show that the autaptic excitation
deteriorates neuronal firing regularity through facilitating bursts, whereas the autaptic inhibition improves
neuronal firing regularity by suppressing bursts. Moreover, our results also emphasize the importance of
the temporally matching degree between input and output, which might control the modulation capabilities
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respectively.
of irregular neuronal firing caused by chemical autapses.
Effect of electrical autapse on modulating irregular neuronal firing
We next turn to the electrical autaptic coupling and determine how this type of autapse affects the ir-
regular neuronal firing. Signal transmission at an electrical synapse does not require presynaptic action
potential and is more efficient than that in chemical synapses [38]. In essence, an electrical autapse may
contribute not only depolarizing current but also hyperpolarizing current to the postsynaptic neuron at dif-
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ferent time instants, which might influence the neuronal dynamics and provide an alternative approach to
regulate irregular neuronal firing.
Similar to above studies, we estimate the functional role of electrical autapse by measuring both the
CVISI value and output firing rate of the postsynaptic neuron with electrical autapse (the PEA model,
Fig. 1B5) for different input rates and comparing them with those generated by the PAB model (Fig. 6A,
Waut = 0 mS/cm2). At the low self-feedback level, we observe that the pronounced regulation of irreg-
12
ular neuronal firing exists in the intermediate and high input regimes, consistent with the cases of the
PCE and PCI models. Under this condition, the weak self-feedback input from the electrical autapse
slightly disrupts the neuronal firing regularity and almost unaffects the output firing rate (Figs. 6A and
6B, Waut = 0.2 mS/cm2). As the self-feedback level grows, both the depolarizing and hyperpolarizing
parts of the autaptic current are enhanced significantly (Fig. 6B, compare the autaptic currents at different
self-feedback levels). For a high self-feedback level, the strong depolarizing part of autaptic current drives
the postsynaptic neuron to emit burst firing at a relatively high frequency. Note that this strong depolar-
ization causes a drastic modulation on irregular neuronal firing even in the low input regime (Figs. 6A and
6B, Waut = 0.6 mS/cm2), which has never been observed for any type of chemical autpase even when the
self-feedback level is high (Figs. 3A and 3D). This might be because signal transmission at an electrical au-
tapse is more efficient and stronger than that in chemical autapses, and thus the electrical autaptic current is
sufficiently strong to induce and modulate burst firing in the low input regime at a high self-feedback level.
However, such strong depolarization does not lead to an unrestricted explosion of high-frequency firing
activities, because each bursting event is rapidly terminated by the subsequent and strong hyperpolarizing
part of the autaptic current (Fig. 6B). As a consequent, we observe that the burst frequency is enhanced
markedly with increasing the electrical autaptic strength (Figs. 6C and 6D1), while the size of burst firing is
only slightly improved during this process (Fig. 6D2).
Our results imply that the self-feedback input from electrical autapse destroys neuronal firing regu-
larity through boosting the frequency of burst firing. Compared with the excitatory autapse, the autaptic
self-innervation mediated via gap junction exhibits a similar, but more powerful, modulation capability on
irregular neuronal firing at the high self-feedback level.
Autaptic transmission delay contributes to the modulation of neuronal firing irregularity
Because of the finite propagation speed and time lapse occurring by synaptic processing, the synap-
tic transmission delay is regarded as an important intrinsic property of neural information integration and
cannot be neglected [39]. There is a rich literature suggesting that the synaptic transmission delay may
enrich collective behaviors of neural systems. For instance, it has been reported that introducing an ap-
propriate delay into a neural system may induce synchronization [40], tame firing patterns [41], facilitate
spatio-temporal pattern formation [42] and modulate burst-type firing [43].
To assess whether the transmission delay of chemical autapses also participates into the regulation of
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also depicted in (D-F), respectively.
irregular neuronal firing, we feed 40 Hz presynaptic trains into the postsynaptic neuron and quantify the
CVISI value versus the delay parameter τd for both the PCE and PCI models (see Fig. 7A). As a comparison,
the default CVISI value of the PAB model driven by 40 Hz presynaptic trains is also plotted in Fig. 7A
(dashed line). For the PCE model, we find that the CVISI curve decays from a high value with the increasing
of transmission delay, whereas the opposite trend is observed for the PCI model. Accordingly, these two
CVISI curves gradually approach to the dashed line by increasing the self-feedback transmission delay
(Fig. 7A). These observations provide the evidence that both excitatory and inhibitory autapses require
relatively fast spike transmission speed to ensure their strong modulation capabilities on irregular neuronal
firing. Mechanistically, this might be because slow self-feedback inputs from chemical autapses tend to
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delay the membrane potential response of the postsynaptic neuron that just fired, thus reducing their shaping
effects on burst firing. To validate whether this is correct, we calculate both the frequency and size of burst
firing as a function of the transmission delay. Our results presented in Figs. 7B and 7C confirm that a
long transmission delay indeed significantly weakens the shaping effects of chemical autpases on both the
frequency and size of burst firing.
We then perform the similar analysis for the PEA model to determine how the transmission delay of
electrical autapse affects neuronal firing irregularity. Because electrical synapse conduces signal much faster
than chemical synapses, a relatively small time delay interval is considered for the electrical autapse in our
study. As the transmission delay is increased, we observe that the CVISI curve first rises rapidly and then
declines slowly, and the largest CVISI value is achieved at an intermediate transmission delay (Fig. 7D). This
noticeable feature of the CVISI curve indicates that the electrical autapse exhibits the strongest modulation
capability on irregular neuronal firing at an optimal transmission delay. Further statistical analysis shows
that both the frequency and size of burst firing capture a similar pattern as the CVISI curve (Figs. 7E and 7F),
suggesting that the depolarizing capability of the self-feedback input is strong at intermediate transmission
delays. This is reasonable because, due to the oscillatory feature of membrane potential, an intermediate
transmission delay of electrical autapse can guarantee relatively large voltage difference for a short, but
sufficient, period of time just after the postsynaptic neuron spiking, which provides a biophysical basis to
trigger burst firing at a higher frequency.
These observations highlight the importance of autaptic transmission delay in mediating the neuronal
firing regularity. Interestingly, we show that chemical autapes require a short transmission delay to ensure
strong modulations on irregular neuronal firing, whereas the electrical autapse may achieve its strongest
modulation capability at an optimal transmission delay. As a regulation parameter, the existence of au-
taptic transmission delay enriches the variability of neuronal firing, and tuning its value enables spiking
irregularity of neurons to vary in a certain range.
Our results can be extended to spiking neurons with class II and III excitabilities
So far, we have shown that different types of autapses may shape the irregular firing of class I neuron
in different manners. In addition to the class I neuron, neurons with class II and III excitabilities are also
ubiquitous in the brain [44]. Thus, a naturally arising question is whether the similar modulations on
irregular neuronal firing due to different types of autapses can be also observed for neurons exhibiting class
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FIG. 8. (Color online) The main results based on class I neuron are extendable to spiking neurons with class II
and III excitabilities. A, B: Simulations of the postsynaptic neuron with class II excitability (A) and with class
III excitability (B). In (A1, B1), the CVISI value is plotted as a function of the input rate fin under different autaptic
coupling conditions. In (A2, A3), we show the burst frequency and burst size of the class II postsynaptic neuron driven
by fin = 8 Hz presynaptic trains. Similarly, the burst frequency and burst size of the class III postsynaptic neuron
driven by fin = 16 Hz presynaptic trains are illustrated in (B2, B3). For the class II postsynaptic neuron, we set
Waut = 0.05 mS/cm2 for the PCE model, Waut = 0.3 mS/cm2 for the PCI model and Waut = 0.3 mS/cm2 for the PEA
model. For the class III postsynaptic neuron, we set Waut = 0.05 mS/cm2 for the PCE model, Waut = 0.3 mS/cm2 for
the PCI model and Waut = 0.5 mS/cm2 for the PEA model.
II and III excitabilities. We try to answer this question by performing additional simulations, using two
novel sets of model parameters [35]: (1) a = 0.02, b = 0.2, c = −65 mV and d = 2; (2) a = 0.02,
b = 0.25, c = −65 mV and d = 6. With these two choices, the postsynaptic neuron in our model displays
typical class II and III excitabilities.
In Figs. 8A and 8B, we illustrate our detailed simulation results for neurons exhibiting class II and III
excitabilities, respectively. There are at least three main observations are consistent with our above key
findings for the class I neuron, which are summarized as follows. First, both excitatory and inhibitory
autapses are found to play important roles in mediating irregular neuronal firing, but in different modulation
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manners (Figs. 8A1 and 8B1). More specifically, the autaptic excitation reduces firing regularity due to burst
enhancement, whereas the autaptic inhibition improves the firing regularity because of burst suppression
(Figs. 8A2 and 8B2). Second, the electrical autapse might noticeably promote burst firing (Figs. 8A2 and
8B2), thus seriously worsening neuronal firing irregularity. By comparing with the results of PEC and PCI
models, it is observed that the autaptic self-innervation mediated via gap junction has a stronger modulation
capability within a wider input rate regime (Figs. 8A1 and 8B1). Third, self-feedback inputs from different
types of autapses mainly regulate the frequency of burst firing (Figs. 8A2 and 8B2) and affect limited to
burst size (Figs. 8A3 and 8B3).
These results suggest that our key findings based on the class I neuron are not qualitatively impacted
by single neuron firing properties and can be extendable to spiking neurons with class II and III excitabil-
ities, further emphasizing the generality and functional importance of autaptic transmission in modulating
irregular neuronal firing.
DISCUSSION
Cortical neurons have been observed to discharge highly irregular, seemingly random, action potentials
in vivo [6–8]. There is accumulating experimental evidence that the temporally irregular firing of neurons
might be tightly associated with several higher brain cognitive functions [9–11]. Understanding the origin
and modulation of irregular neuronal firing is therefore an important topic in computational neuroscience.
Although several past modelling studies have established that irregular firing of neurons might arise from
strongly balanced excitation-inhibition presynaptic bombardment [7, 8, 13, 15, 16], so far it still lacks
an insightful mechanistic understanding on how different types of autaptic transmission contribute to the
regulation of irregular neuronal firing.
Using a biophysical model neuron that incorporates autaptic coupling, we extended previous works
and presented the first computational investigation on how chemical and electrical autapses modulate the
irregular neuronal firing in this study. Mechanistically, we identified that both excitatory and electrical au-
tapses destroy neuronal firing regularity by boosting the burst frequency, whereas the inhibitory autapse
subserves neuronal firing regularity due to burst suppression. Compared with chemical autapses, we found
that the electrical autapse exhibits a stronger modulation capability on irregular neuronal firing, which can
be observed even at the low level of presynaptic bombardment. Theoretically, this might be because sig-
nal transmission at an electrical autapse is more efficient and stronger than that in chemical autapses over
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a short period after the postsynaptic neuron spiking. Further investigation demonstrated that the autaptic
transmission delay also contributes to the modulation of irregular neuronal firing, and tuning its value en-
ables spike-time irregularity to vary in a certain range. Together, these results make an important addition to
past studies and stress the underlying functional importance of autaptic transmission in modulating irregular
neuronal firing.
We note that parts of these findings are in agreement with former experimental observations, and our
results established more insightful mechanistic understandings. For instance, previous electrophysiological
recordings have shown that the firing of fast-spiking interneurons from sensorimotor cortex become more
irregular when autaptic transmission is blocked by gabazine and can be restored by applying the dynamic-
clamp autaptic conductance [30]. Similar experiments were performed for pyramidal neurons from the same
brain region, revealing that this neuron type also fire more regularly in the presence of artificial GABAergic
autaptic transmission [30]. These observations provide direct evidence to support our theoretical explana-
tion on how inhibitory autapse shapes irregular neuronal firing. Moreover, a cell culture experiment has
found that the excitatory autapses are essential for spontaneous burst firing generated by hippocampal pyra-
midal neurons [45]. To a certain degree, such finding might be related to the autaptic excitation-induced
burst enhancement presented in this study, thus indirectly supporting the proposed significant contribution
of autaptic excitation to irregular neuronal firing. Nevertheless, so far there still lacks experimental evi-
dence to endorse the functional role of electrical autapse in modulating neuronal firing irregularity, which
is of importance and deserves to be clarified in future electrophysiological studies.
Although autapses have been treated as a trivial type of synapses in many studies, increasing anatomical
data indicate that self-connected neurons are widely distributed in the brain. By injecting neurons with
intracellular markers, autapses have been discovered in multiple brain regions, including the striatum [26],
substantia nigra [27], hippocampus [28] and neocortex [23, 24]. Under different conditions, neurons from
these brain regions have been reported to display varieties of operating models. A typical example is the
pyramidal neurons stemming from hippocampus and neocortex. Using whole-cell patch-clamp on brain
slices, previous studies suggested that regular spiking pyramidal neurons primarily work as integrators [46].
This opinion, however, has been challenged by recent experimental and computational investigations, show-
ing that both shunting inhibition and adaptation greatly mediate the firing proprieties of pyramidal neurons
and may make them behave more like resonators or coincidence detectors [44]. Furthermore, fast-spiking
interneurons were also showed to preferentially work as resonators but [46], sometimes, they operated as
integrators [47]. Notably, although most simulations presented in this study were performed using the class
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I neuron, we have further tested and demonstrated that our critical findings can be extendable to neurons
with other types of excitabilities. This provides us a strong computational evidence that our proposed func-
tional roles in regulating irregular neuronal firing for different types of autapses are independent of signal
neuron firing proprieties, and thus might be regarded as fundamental principles of autaptic modulations on
neuronal firing irregularity.
There are several important physiological implications emerging from our current results. On the one
hand, our model predicts that the autaptic transmission might be involved in both the generation and regu-
lation mechanisms of burst firing [30, 45]. In the brain, many types of neurons have been identified to fire
bursts. Due to the existence of synaptic failure, burst firing can guarantee a synapse conducting signal in
a reliable manner [48]. We therefore postulate that autaptic self-innervation of neurons might offer under-
lying biological plausibility to achieve reliable neuronal information transmission [34]. On the other hand,
the irregular neuronal firing modulation induced by autaptic transmission may be associated with several
higher brain functions, such as working memory. Past experimental evidence have shown that irregular per-
sistent activity recorded in neocortex is the typical feature of working memory [9]. Based on our findings
presented in this study, both excitatory and electrical autapses may serve as underlying physiological sub-
strates of highly irregular persistent firing activity during working memory tasks. Additionally, the autaptic
transmission might also participate in the control of some brain disorders. For example, the substantia nigra
pars reticulata (SNr) is the main output structure of basal ganglia and has been recently found to control
absence seizures in a bidirectional manner [49, 50]. Thus, the anatomical identification of autapses of the
inhibitory SNr neurons indicates inhibitory autaptic transmission of SNr neurons might contribute to the
bidirectional control of absence seizures by the basal ganglia [27].
Our model is parsimonious, designed to capture basic modulation mechanisms of irregular neuronal fir-
ing by autapses, and can be extended in several ways. First, we utilized a fixed threshold detection strategy
in this study. However, experimental data showed that biological neurons emit spikes in a variable-threshold
fashion [51, 52]. Introducing an adaptive threshold mechanism into our model can directly impact the firing
of postsynaptic neuron, thus affecting the dynamics of autaptic transmission. It will be important to fur-
ther probe how the spike-threshold adaptation contributes to the modulation of neuronal firing irregularity.
Second, we did not consider any plasticity mechanism for chemical autapses. As is well known, synap-
tic transmission can be enhanced and depressed by pre- and postsynaptic firing activities, with a temporal
span ranging from milliseconds to several days [53]. Theoretically, autaptic enhancement can enlarge the
modulations of chemical synapses on irregular neuronal firing and, in contrast, autaptic depression tends to
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weaken these shaping effects. In future studies, we need to perform computational studies by integrating
synaptic plasticity in our model to test whether our above predictions capture the real fact. Third, cortical
neurons are commonly driven by correlated presynaptic inputs. Previous studies have confirmed that neu-
ral correlation might play important roles in both modulating neurodynamics [15, 16] and tuning systemic
properties of neural networks, such as memory and patterns formation [54–58]. It is interesting and neces-
sary to further investigate how the neural correlation shapes the regulation of irregular neuronal firing by
autaptic transmission. Finally, our current model only includes one “self-feedback” autapse, but many ex-
perimental studies have suggested that a real biological neuron might contain multiple autapses [24, 25, 28].
Future work should explore the complicated combination roles of multiple autapses in the modulation of
irregular neuronal firing.
In conclusion, we have systematically performed mechanistic studies to investigate the functional im-
portance of autaptic transmission in modulating neuronal firing irregularity. Our results showed that both
excitatory and electrical autapses subserve the production of burst firing, thus contributing negatively to
neuronal firing regularity. Contrarily, the inhibitory autapse was found to suppress burst firing and therefore
improve neuronal firing regularity. These observations established an insightful mechanistic understanding
on how different types of autapses shape the irregular firing at the single-neuron level. Notably, we disclosed
that these proposed autaptic modulation mechanisms on irregular neuronal firing are general principles,
which are applicable to neurons operating in different modes. Recent fast developments in high-resolution
dynamic-clamp and voltage-clamp recording techniques could be utilized to validate testable predictions
offered by our model. Finally, we note that as a promising tool the phase response curve can be used to
further characterize the complicated dynamical responses of neurons with different types of autapses due to
perturbations in future studies [59, 60].
MATERIALS AND METHODS
Computational model
We consider a single postsynaptic neuron receiving both the “feedforward” balanced excitation-inhibition
inputs from totally N presynaptic neurons and the “self-feedback” autaptic input from itself. As schemat-
ically shown in Fig. 1A, we choose Nex = ρN presynaptic neurons as excitatory and the rest Ninh =
(1− ρ)N presynaptic neurons as inhibitory. Unless otherwise stated, we set N = 1000 and choose ρ = 0.8
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in our model as the ratio of excitatory to inhibitory neurons is reported to be approximate to 4:1 in mam-
malian neocortex [38]. The firing dynamics of the postsynaptic neuron is simulated by using the simple
model neuron proposed recently by Izhikevich [35]. The subthreshold membrane potential of the Izhikevich
model neuron obeys the following two differential equations [35]:
dv
dt
= 0.04v2 + 5v + 140− u+
1
C
(Ipre + Iaut), (1)
du
dt
= a(bv − u), (2)
where C = 1 µF/cm2, v represents the membrane potential (in mV), u denotes the slow membrane recovery
variable, Ipre is the total synaptic current receiving from presynaptic neurons and Iaut is the autaptic current,
respectively. Unless otherwise specified, four model parameters have the following values: a = 0.02,
b = 0.2, c = −65 mV and d = 8. This choice corresponds to a neuron working as integrator and exhibiting
class I excitability [35]. Note that the main results shown in this study are obtained using the class I neuron.
In additional simulations, we demonstrate the similar results can be also observed for class II (resonator)
and class III (coincidence detector) neurons [44]. For the Izhikevich model neuron, a spike is detected
whenever the potential reaches the peak of the spike ( vpeak = 30 mV), and then the membrane potential
and recovery variable are reset according to: v ← c and u← u+ d.
In our study, each presynaptic neuron is assumed to be a simple spike generator and emits spikes in
an independent Poisson fashion with the same input rate fin (in Hz). We model the total synaptic current
receiving from “feedforward” presynaptic neurons as current-based:
Ipre = Gex(Eex − Vrest) +Ginh(Einh − Vrest). (3)
Here Gex and Ginh are the total excitatory and inhibitory presynaptic conductances, Eex = 0 mV and
Einh = −80 mV are reversal potentials for excitatory and inhibitory synapses, and Vrest = −60 mV is
the resting membrane potential, respectively. When a presynaptic neuron emits a spike, a fixed increment
is assigned to corresponding presynaptic conductance: Gex ← Gex + Wex for an excitatory spike and
Ginh ← Ginh + Winh for an inhibitory spike. Otherwise, these two parameters decay exponentially as
follows:
τex
dGex
dt
= −Gex (4)
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and
τinh
dGinh
dt
= −Ginh, (5)
with synaptic time constants τex = 5 ms and τinh = 10 ms. Note that two synaptic variables Wex and
Winh are relative peak conductances of excitatory and inhibitory presynapses that determine their coupling
strengths. In the following simulations, we fix the value of Wex and set
Winh =
(Eex − Vrest) ·Nex · τex
(Einh − Vrest) ·Ninh · τinh
Wex. (6)
Under this condition, the received excitation and inhibition of the postsynaptic neuron from its presynaptic
neurons are theoretically perfect balanced. Unless otherwise specified, we choose Wex = 0.01 mS/cm2 in
this work.
In the present study, we consider both chemical and electrical autaptic connections. Depending on the
type of postsynaptic neuron, the chemical autapse is either excitatory or inhibitory in our model. Similar to
the total presynaptic current, the “self-feedback” chemical autaptic current is simply modelled as follows:
Iaut = Gaut(Eaut − Vrest), (7)
where Gaut is the autaptic conductance and Eaut is the reversal potential (Eaut = 0 mV for excitatory
autapse and Eaut = −80 mV for inhibitory autapse). Whenever the postsynaptic neuron emits a spike, the
autaptic conductance is increased after a fixed transmission delay τd according to: Gaut ← Gaut + Waut,
where parameter Waut represents the autaptic coupling strength. In our studies, we chose Waut = h ·Wex
for excitatory autapse and Waut = h · Winh for inhibitory autapse, respectively. Otherwise, the chemical
autaptic conductance decays exponentially with a fixed time constant (τaut = 5 ms for excitatory autapse and
τaut = 10 ms for inhibitory autapse). Moreover, the autapse might be mediated via gap junction (electrical
autapse) for inhibitory postsynaptic neuron, modelled as follows:
Iaut = Waut(v(t− τd)− v), (8)
where Waut is the autaptic coupling strength and τd is a fixed transmission delay. Unless otherwise stated,
we set τd = 2 ms for chemical (excitatory and inhibitory) autapses and τd = 0.5 ms for electrical autapse
in the following simulations.
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Data analysis
We employ several data analysis techniques to quantitatively evaluate the spike trains generated by our
model. To characterize the temporal regularity of spike trains, the coefficient of variation (CV) of inter-spike
intervals (ISIs) is utilized. Mathematically, the coefficient of variation of ISIs is defined as [36]:
CVISI =
√
〈T 2
i
〉 − 〈Ti〉2
〈Ti〉
, (9)
where the symbol 〈·〉 denotes the average over time, Ti = ti+1 − ti, and ti is the time of the i-th firing of
the postsynaptic neuron. By definition, increased CVISI reflects an increased interval-to-interval variability
and thus a decreased regularity of neuronal firing. Throughout our studies, the reported CVISI values are
averaged over 50 independent trials with different random seeds.
In some cases, we estimate the probability distribution curve of ISIs. For each experimental setting,
the ISI distribution curve is obtained based on 105 firing events. In this study, the burst firing is defined
as a groups of spikes (at least two spikes) with intervals between two successive spikes less than 10 ms.
Statistically, we note that burst firing can be well identified provided that a short and noticeable ISI peak
appears in the ISI distribution curve. To further evaluate the intrinsic properties of burst firing, we perform
further statistical analysis on both burst frequency and size for several recording data. The burst frequency is
computed as the average number of burst firing per second based on 120 trials with each trial of 50 seconds
simulation, and the burst size is calculated as the average number of spikes contained in a burst event using
all bursting data generated above.
To evaluate the contribution of self-feedback input to the total synaptic current, we compute the con-
tribution factors for both the excitatory and inhibitory autaptic currents in this study. As a dimensionless
measure, the contribution factor (CF) is calculated as follows:
CF = fout · h
fin · (Nex +Ninh)
, (10)
where fout is the average output firing rate of the postsynaptic neuron. A larger CF value corresponds to a
greater contribution of self-feedback input to the total synaptic current.
Simulation details
Model simulations and data analysis are performed in MATLAB environment (MathWorks, USA). The
differential equations described above are intergraded numerically using the Euler algorithm with a fixed
23
time step of dt = 0.1 ms. The chosen integration time step is demonstrated to be small enough to en-
sure an accurate simulation of the Izhikevich model neuron. For each simulation, the initial membrane
potential of the postsynaptic neuron is uniformly distributed between -70 and 30 mV, and the slow mem-
brane recovery variable is initially set as u = bv [35]. Note that we carry out all simulations for suf-
ficiently long time (at least 50 seconds) to collect data for further statistical analysis. Computer codes
implementing our model will be available from the authors upon request or the Yale Model Database
(https://senselab.med.yale.edu/modeldb/).
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