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Abstract
In this paper, the conjugate-linear anti-involutions and the unitary ir-
reducible modules of the intermediate series over the twisted Heisenberg-
Virasoro algebra are classified respectively. We prove that any unitary irre-
ducible module of the intermediate series over the twisted Heisenberg-Virasoro
algebra is of the form Aa,b,c for a ∈ R, b ∈ 12 +
√−1R, c ∈ C.
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1 Introduction
The twisted Heisenberg-Virasoro algebra L is defined to be a Lie algebra with
C-basis {Lm, Im, CL, CI , CLI | m ∈ Z} subject to the following Lie brackets:
[Lm, Ln] = (n−m)Lm+n + δm+n,0m
3 −m
12
CL,
[Im, In] = nδn+m,0CI ,
[Lm, In] = nIm+n + δm+n,0(m
2 −m)CLI ,
[L, CL] = [L, CI ] = [L, CLI ] = 0.
This Lie algebra was first introduced by Arbarello et al. in Ref. [1]. It is the
universal central extension of the Lie algebra of differential operators on a circle of
order at most one:
LHV = {f(t) d
dt
+ g(t)|f, g ∈ C[t, t−1]}.
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By the definition, both the Heisenberg algebra and the Virasoro algebra are subal-
gebras of the twisted Heisenberg-Virasoro algebra L. It is known that the twisted
Heisenberg-Virasoro algebra has some important applications in the representation
theory of the toroidal Lie algebra which is the prime example of the generaliza-
tions of Kac-Moody algebra (see [6]). Moreover, L has some relations with the well
known N = 2 Neveu-Schwarz superalgebra. In fact, the even part of the N = 2
Neveu-Schwarz superalgebra is essentially the twisted Heisenberg-Virasoro algebra
(see [11]).
The representation theories of the Virasoro algebra and its related algebras play
crucial roles in many areas of Mathematics and Physics and have been well devel-
oped. In particular, the unitary representations are significant. The unitary highest
weight representations of Virasoro algebras are determined in [4,5,8-10]. The com-
plete classification of the unitary Harish-Chandra modules over Virasoro algebra
is shown in [3]. The irreducible Harish-Chandra modules of Virasoro algebras are
classified in [15]. Recently, the representation theories over the twisted Heisenberg-
Virasoro algebra were studied by several authors. When the central element of
the Heisenberg subalgebra acts trivially, the highest weight modules for twisted
Heisenberg-Virasoro algebra are studied in [1] and [2]. It is proved in [1] that the
unitary highest weight modules for twisted Heisenberg-Virasoro algebra is just the
unitary highest weight modules for Virasoro algebra when the central charge of
the Heisenberg subalgebra is zero (Theorem 6.6 (I) in [1]).The irreducible Harish-
Chandra modules, the module of the intermediate series, the irreducible weight
modules with a finite dimensional weight space and the Whittaker modules over the
twisted Heisenberg-Virasoro algebra are are also studied (see [1,2,7,12-14,16]).
The goal of the present paper is to study the conjugate-linear anti-involutions
and the unitary irreducible modules of the intermediate series over the twisted
Heisenberg-Virasoro algebra.
The paper is organized as follows. In Section 2, we study the conjugate-linear
anti-involution of the twisted Heisenberg-Virasoro algebra L. In Section 3, the
unitary irreducible Harish-Chandra modules of the intermediate series are classified.
Throughout this paper we make a convention that the weight modules over
twisted Heisenberg-Virasoro algebra and Virasoro algebra are all with finite dimen-
sional weight spaces, i.e., the Harish-Chandra modules. The symbols C,R,R+,Z and
S1 represent for the complex field, real number field, the set of positive real number,
the set of integers and the set of complex number of modulus one respectively.
2 Conjugate-linear anti-involutions of L
It is easy to see the following facts about L :
(1) C := CCL ⊕ CCI ⊕ CCLI ⊕ CI0 is the center of L.
(2) If x ∈ L acts semisimply on L by the adjoint action, then
x ∈ h := spanC{L0, I0, CL, CI , CLI},
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the Cartan subalgebra of L.
(3) L has a weight space decomposition according to the Cartan subalgebra h :
L =
⊕
n∈Z
Ln,
where Ln = spanC{Ln, In} if n 6= 0 and L0 = h.
(4) The Heisenberg algebra H = ⊕n∈ZCIn ⊕ CCI and the Virasoro algebra
V ir = ⊕n∈ZCLn ⊕ CCL are subalgebras of L.
Lemma 2.1. H ⊕ CCLI ⊕ CCL is the unique maximal ideal of L.
Proof. The proof is similar as that for Lemma 2.2 in [17], we omit the details. 
Definition 2.2. Let g be a Lie algebra and θ be a conjugate-linear anti-involution
of g, i.e. θ is a map g→ g such that
θ(x+ y) = θ(x) + θ(y), θ(αx) = α¯θ(x),
θ([x, y]) = [θ(y), θ(x)], θ2 = id
for all x, y ∈ g, α ∈ C, where id is the identity map of g. A module V of g is called
unitary if there is a positive definite Hermitian form 〈· , ·〉 on V such that
〈xu, v〉 = 〈u, θ(x)v〉
for all u, v ∈ V, x ∈ g.
Lemma 2.3. (Proposition 3.2 in Ref. [3]) Any conjugate-linear anti-involution of
V ir is one of the following types:
(i) θ+α (Ln) = α
nL−n, θ
+
α (CL) = CL, for some α ∈ R∗, the set of nonzero real
number.
(ii) θ−α (Ln) = −αnLn, θ−α (CL) = −CL, for some α ∈ S1, the set of complex
number of modulus one.
Lemma 2.4. Let θ be an arbitrary conjugate-linear anti-involution of L. Then
(i) θ(h) = h.
(ii)
θ(L0) = λL0 + λ
′
C,
θ(Im) = αm,−λmI−λm(m 6= 0),
θ(CI) = α1,−λα−1,λλCI ,
where λ ∈ {1,−1}, λ′ ∈ C, C ∈ C, αm,m ∈ S1, αm,−mα−m,m = 1
(iii) θ(H ⊕ CCLI) = H ⊕ CCLI .
Proof. For (i), we see that
θ(C) = C ⊂ h.
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On the other hand, identities [θ(L0), θ(Ln)] = −nθ(Ln) and [θ(L0), θ(In)] = −nθ(In)
imply that θ(L0) acts semisimply on L. Thus θ(L0) ∈ h.
For (ii), by (i) and θ2(L0) = L0, we can assume
θ(L0) = λL0 + λ
′
C (2.1)
for some λ ∈ S1, λ′ ∈ C and C ∈ C. On the other hand, we see that θ(H⊕CCLI) is an
ideal of L since H⊕CCLI is an ideal. Thus we have θ(H⊕CCLI) ⊂ H⊕CCLI⊕CCL
by Lemma 2.1, and we can assume
θ(Im) =
∑
n
αm,nIn + βmCI + γmCLI + ζmCL for m 6= 0, (2.2)
where αm,n, βm, γm, ζm ∈ C, x ∈ H. By (2.1), (2.2) and [θ(Im), θ(L0)] = mθ(Im), we
deduce that
λ = ±1, (2.3)
θ(Im) =
{
αm,mIm if λ = −1
αm,−mI−m if λ = 1
= αm,−λmI−λm for m 6= 0, (2.4)
where αm,m ∈ S1, αm,−mα−m,m = 1 since θ2(Im) = Im. Further more, we have
θ(CI) = [θ(I1), θ(I−1)] = α1,−λα−1,λλCI . (2.5)
For (iii), we see that
θ(I0) = [θ(L1), θ(I−1)] = [θ(L1), α−1,λIλ] ∈ H ⊕ CCLI . (2.6)
θ(CLI) =
1
2
([θ(I1), θ(L−1)]− θ(I0)) ∈ H ⊕ CCLI . (2.7)
From (2.4)-(2.7), we have θ(H ⊕ CCLI) = H ⊕ CCLI . 
Proposition 2.5. Any conjugate-linear anti-involution of L is one of the following
types:
(i) : θ+α,γ(Ln) = α
nL−n,
θ+α,γ(CL) = CL,
θ+α,γ(Im) = α
meirI−m(m 6= 0),
θ+α,γ(I0) = e
irI0 + 2e
irCLI ,
θ+α,γ(CI) = e
2irCI ,
θ+α,γ(CLI) = −eirCLI .
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where α = R∗, γ ∈ R, i = √−1.
(ii) : θ−α,α1,β1,β−1(Ln) = −αnLn + (
n+ 1
2
αn−1β1 − n− 1
2
αn+1β−1)In,
θ−α,α1,β1,β−1(CL) = −CL − 12(α−1β1 − αβ−1)CLI + (14β−1β1 − 3α−2β21 − 3α2β2−1)CI ,
θ−α,α1,β1,β−1(In) = αnIn for n 6= 0,
θ−α,α1,β1,β−1(I0) = α1α
−1I0 − α1α−2β1CI ,
θ−α,α1,β1,β−1(CI) = −α21α−2CI ,
θ−α,α1,β1,β−1(CLI) = µα
−1CLI +
1
2
(α1α
−2β1 − α1β−1)CI ,
where α, αn(n 6= 0) ∈ S1, β1, β−1 ∈ C, satisfying αn = α1αn−1, α1β1 = αβ1, αβ−1 =
α1β−1, (α− α)β−1,1 = 0 and β1,−1β−1,1(1 + α2) = 0.
Proof. Let θ be any conjugate-linear anti-involution of L. By Lemma 2.4 (iii), we
have the induced conjugate-linear anti-involution of L/(H ⊕ CCLI) ≃ V ir :
θ¯ : L/(H ⊕ CCLI)→ L/(H ⊕ CCLI).
Thus, by Lemma 2.3, we see that θ¯ is one of the following types:
(a) θ¯+α (L¯n) = α
n ¯L−n, θ¯
+
α (C¯L) = C¯L, for some α ∈ R∗.
(b) θ¯−α (L¯n) = −αnL¯n, θ¯−α (C¯L) = −C¯L, for some α ∈ S1.
If θ¯ is of type (a), then we can assume
θ(Ln) = α
nL−n +
∑
i
βn,iIi + γnCI + ζnCLI , (2.8)
where α ∈ R∗, βn, γn, ζn ∈ C. By (2.8) and Lemma 2.4 (ii), we have
θ(L0) = L0 + β0,0I0 + γ0CI + ζ0CLI . (2.9)
By (2.8)-(2.9) and [θ(Ln), θ(L0)] = nθ(Ln), we can deduce easily that βn,i = 0 unless
i = −n, γn = ζn = 0 for all n 6= 0. Thus
θ(Ln) = α
nL−n + βn,−nI−n for n 6= 0. (2.10)
By [θ(L−1), θ(L1)] = −2θ(L0), we deduce that
γ0 =
1
2
β−1,1β1,−1, (2.11)
β0,0 =
1
2
(β1,−1α
−1 + β−1,1α), (2.12)
and
ζ0 = β−1,1α. (2.13)
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By (2.10) and [θ(Ln), θ(Lm)] = (n−m)θ(Lm+n) (m+ n 6= 0), we can get
(n−m)βm+n,−(m+n) = nβn,−nαm −mαnβm,−m(m+ n 6= 0). (2.14)
By (2.10) and [θ(Ln), θ(L−n)] = 2nθ(L0) +
n−n3
12
θ(CL), we have
n− n3
12
θ(CL) =
n− n3
12
CL + [(n
2 + n)αnβ−n,n − (n2 − n)α−nβn,−n − 2nζ0]CLI
− (nβn,−nβ−n,n + 2nγ0)CI + (nαnβ−n,n + nα−nβn,−n − 2nβ0,0)I0. (2.15)
From (2.14) and (2.12), we can prove by induction that
βm,−m =
m+ 1
2
αm−1β1,−1 − m− 1
2
αm+1β−1,1. (2.16)
Setting n = 2 in (2.15) and using (2.11), (2.13) and (2.16), we get that
θ(CL) = CL + 12(α
−1β1,−1 − αβ−1,1)CLI − (14β−1,1β1,−1 − 3α−2β21,−1 − 3α2β2−1,1)CI .
(2.17)
By Lemma 2.4 (ii) and (2.9), we see that λ = 1 and
θ(Im) = αm,−mI−m for m 6= 0, (2.18)
θ(CI) = α1,−1α−1,1CI . (2.19)
By (2.18) and identity θ2(Im) = Im, we have
αm,−mα−m,m = 1. (2.20)
Setting n = ±1 in [θ(I−n), θ(Ln)] = −nθ(I0) + (n2 − n)θ(CLI) respectively and
combing with (2.10) and (2.18)-(2.19), we get that
θ(I0) = α−1,1αI0 + 2α−1,1αCLI + α−1,1β1,−1CI , (2.21)
and
θ(CLI) = −α−1,1αCLI + 1
2
(α1,−1α
−1 − α−1,1α)I0 + 1
2
(α1,−1β−1,1 − α−1,1β1,−1)CI .
(2.22)
By θ2(I0) = I0, we obtain that
α ∈ R∗, αβ−1,1 + β1,−1α−1,1 = 0. (2.23)
By [θ(In), θ(L−n)] = nθ(I0)+(n
2+n)θ(CLI), (2.16) and (2.21)-(2.23), we can deduce
that
αn,−n = α−1,1α
n+1. (2.24)
Setting m = 1 in (2.20) and combing with (2.24), we see that
α1,−1α1,−1 = α
2.
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Thus
α1,−1 = αe
iγ, α−1,1 = α
−1eiγ for some γ ∈ R. (2.25)
From (2.23) and (2.25), we get that
β1,−1 = −α2β−1,1e−iγ , β−1,1 = −α−2β1,−1e−iγ. (2.26)
By (2.17), (2.19), (2.22),(2.25)-(2.26) and identity θ2(CL) = CL, we can deduce that
β1,−1 = 0 = β−1,1. (2.27)
So type (i) follows from (2.9)-(2.27).
If θ¯ is of type (b), by a similar discussion as that in type (i), we can prove that
θ(Ln) = −αnLn + (n+ 1
2
αn−1β1,−1 − n− 1
2
αn+1β−1,1)In. (2.28)
θ(CL) = −CL−12(α−1β1,−1−αβ−1,1)CLI +(14β−1,1β1,−1−3α−2β21,−1−3α2β2−1,1)CI .
(2.29)
where α ∈ S1, β1,−1, β−1,1 ∈ C.
θ(In) = αnIn for n 6= 0, (2.30)
where αn = αn,n ∈ S1(n 6= 0).
θ(CI) = −α1α−1CI . (2.31)
θ(I0) = α−1αI0 − α−1β1,−1CI . (2.32)
θ(CLI) = α1α
−1CLI +
1
2
(α1α
−1 − α−1α)I0 + 1
2
(α−1β1,−1 − α1β−1,1)CI . (2.33)
By θ2(I0) = I0 and θ
2(CLI) = CLI , we obtain that
α1β1,−1 = αβ1,−1, αβ−1,1 = α1β−1,1. (2.34)
By [θ(In), θ(L−n)] = nθ(I0) + (n
2 + n)θ(CLI), we can deduce that
αn = α1α
n−1. (2.35)
By (2.31)-(2.35) and identity θ2(CL) = CL, we can deduce that
(α− α)β−1,1 = 0, β1,−1β−1,1(1 + α2) = 0. (2.36)
Thus type (ii) follows from (2.28)-(2.36). 
Lemma 2.6. Let θ be a conjugate-linear anti-involution of L.
(i) If θ = θ+α,γ . Then θ(V ir) = V ir.
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(ii) If θ = θ−α,α1,β1,β−1, we denote by V ir
′
the subalgebra of L generated by
{C ′ , L′n := Ln + xnIn | n ∈ Z},
where xn ∈ C is determined by xnα1 + n+12 β1 − n−12 α2β−1 = −αxn, C
′
is deter-
mined by n
3
−n
12
C
′
= [L
′
n, L
′
−n] + 2nL
′
0. Then V ir
′ ≃ V ir and θ−α,α1,β1,β−1(L
′
n) =
−αnL′n, θ−α,α1,β1,β−1(C
′
) = −C ′ .
Proof. It can be checked directly, we omit the details. 
Lemma 2.7. (Theorem 3.5 in Ref. [3]) Let V be a nontrivial irreducible weight
V ir-module.
(i) If V is unitary for some conjugate-linear anti-involution θ of V ir, then θ = θ+α
for some α > 0.
(ii) If V is unitary for θ+α for some α > 0, then V is unitary for θ
+
1 .
Proposition 2.8. Let V be a nontrivial irreducible weight L-module.
(i) If V is unitary for some conjugate-linear anti-involution θ of L, then θ = θ+α,γ
for some α ∈ R+.
(ii) If V is unitary for θ+α,γ for some α > 0, then V is unitary for θ
+
1,γ .
Proof. Suppose V is unitary for some conjugate-linear anti-involution θ of L. By
Lemma 2.6, V can be viewed as a unitary V ir
′
-module for the conjugate-linear anti-
involution θ|V ir′ , where V ir
′
= V ir if θ = θ+α,γ and V ir
′
is that defined in Lemma
2.6(ii) if θ = θ−α,α1,β1,β−1. Then V is a direct sum of irreducible unitary V ir
′
-modules
since any unitary weight V ir
′
-module is complete reducible. We claim that V is a
nontrivial V ir
′
-module. Otherwise, for any 0 6= v ∈ V, by [L′1, In]v = 0 for n 6= 0,−1,
we see that
Inv = 0, ∀n 6= 0, 1.
By [L
′
2, I−1]v = 0, we have
I1v = 0.
Since Inv = 0 for n 6= 0, we have
CIv = 0.
By [L
′
1, I−1]v = 0, we have
I0v = 0.
By [L
′
−1, I1]v = 0, we have
CLI = 0.
So L.V = 0, a contradiction. Thus there is a nontrivial irreducible unitary V ir
′
-
submodule of V for conjugate-linear anti-involution θ|V ir′ . By Lemma 2.7, θ|V ir′ =
θ+α for some α > 0. Then by Proposition 2.5, we have θ = θ
+
α,γ for some α ∈ R+.
The proof of (ii) is similar as that for Theorem 3.5 in Ref. [3], we omit the
details. 
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3 Unitary representations for L
In this section, we study the unitary modules for L. By Proposition 2.8, we see
that the conjugate-linear anti-involution is of the form θ+α,γ for some α ∈ R+. For
the sake of simplicity, we write θ+α,γ by θ. To prove the main result, we give some
lemmas first.
The following result is well known:
Lemma 3.1. If V is unitary weight module for V ir, then V is completely reducible.
In [12], all indecomposable Harish-Chandra modules of intermediate series over
the twisted Heisenberg-Virasoro algebra are classified:
Lemma 3.2.(Theorem 3.5 in [12]) Let V =
∑
m∈Z Fvm be an indecomposable L-
module such that Lmvn ∈ Cvm+n for all m,n ∈ Z. Then V is isomorphic to one of
the modules Aa,b,c,A(a, c),B(a, c),Ud,Vd, U˜d, V˜c for appropriate a, b, c, d ∈ F.
For more details, we refer the readers to Ref. [12].
It is well known that there are three types modules of the intermediate series
over V ir, denoted respectively by Aa,b, Aα, Bβ, they all have basis {vk | k ∈ Z} such
that CL acts trivially and
Aa,b : Lnvk = (a+ k + nb)vn+k;
Aα : Lnvk = (n+ k)vn+k if k 6= 0, Lnv0 = n(n + a)vn;
Bβ : Lnvk = kvn+k if k 6= −n, Lnv−n = −n(n + a)v0.
for all n, k ∈ Z. About the modules of the intermediate series of type Aa,b, we have
the following facts:
(1) Aa,b is not simple if and only if a ∈ Z and b = 0 or 1.
(2) Aa,b ≃ Aa′ ,b′ if and only if (i) a − a
′ ∈ Z, b = b′ or (ii)a − a′ ∈ Z, a /∈
Z, {b, b′} = {0, 1}.
Lemma 3.3. (Theorem 0.5 in [3]) Let V be an irreducible unitary module of V ir
with finite-dimensional weight spaces. Then either V is highest or Lowest weight,
or V is isomorphic to Aa,b for some a ∈ R, b ∈ 12 +
√−1R.
Now we prove the main theorem of this section.
Theorem 3.4. Any unitary irreducible Harish-Chandra module from intermediate
series with conjugate-linear anti-involution θ+α,γ over twisted Heisenberg-Virasoro
algebra L is a unitary irreducible L-module of the intermediate series with form
Aa,b,c for a ∈ R, b ∈ 12 +
√−1R, c ∈ C satisfying c = ce−iγ .
Proof. Let V be a unitary irreducible L-module of intermediate series for a conjugate-
linear anti-involution θ. Then the central elements CL, CI , CLI , I0 are assigned zero
by [12]. By Lemma 2.6(i) and Proposition 2.8, V is also unitary for V ir and then
by Lemma 3.1 and Lemma 3.3, we can suppose that
V = Aa1,b1 ⊕ · · · ⊕AaK ,bK ⊕W,
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where ai ∈ R, bi ∈ 12 +
√−1R, W is a trivial V ir-module.
Case 1. W = 0.
In this subcase
V = Aa1,b1 ⊕ · · · ⊕ AaK ,bK .
Let {vk | k ∈ Z} be a basis of Aa1,b1 such that Lnvk = (a1 + k + nb1)vn+k. As
a irreducible L-module, V is generated by the L0-eigenvector v0 with eigenvalue
a1. Thus L0-eigenvalue on V are of the form a1 + n, n ∈ Z. This means that ai ∈
{a1 + n | n ∈ Z}, i = 1, · · · , K. Recall that Aa+n,b ≃ Aa,b for any n ∈ Z. So there
exists 0 ≤ a < 1 such that Aai,bi are of the form Aa,bi . i.e.,
V = Aa,b1 ⊕ · · · ⊕ Aa,bK , (3.1)
where 0 ≤ a < 1, bi ∈ 12 +
√−1R.
Claim 1. V = Aa,b.
proof of claim 1. By (3.1) we can choose a basis of V :
{vk,l | k ∈ Z, 1 ≤ l ≤ K}
such that
Lmvk,l = (a+ k +mbl)vk+m,l, (3.2)
for m ∈ Z, 1 ≤ l ≤ K. Suppose
I1vk,l =
K∑
l
′=1
µl
′
k,lvk+1,l′ . (3.3)
By (3.2), (3.3) and [L
′
−1, I1] = I0 + 2CLI , we have
I0vk,l =
K∑
l
′=1
[(a+ k + 1− bl′ )µl
′
k,l − (a + k − bl)µl
′
k−1,l]vk,l′ .
Considering I0V = cV for some c ∈ C since I0 ∈ C, we see that
(a+ k + 1− bl′ )µl
′
k,l = (a+ k − bl)µl
′
k−1,l for l
′ 6= l, (3.4)
and
I0vk,l = [(a+ k + 1− bl)µlk,l − (a+ k − bl)µlk−1,l]vk,l = cvk,l. (3.5)
If there exists k0 such that a + k0 − bl = 0 or a + k0 + 1 − bl′ = 0, noting
that 0 ≤ a < 1, bl, bl′ ∈ 12 +
√−1R, we can deduce recursively from (3.4) that
µl
′
k,l = 0, ∀k ∈ Z, l 6= l′ .
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If a+ k − bl 6= 0 and a+ k + 1− bl′ 6= 0 for all k ∈ Z, then for l 6= l
′
,
µl
′
k,l =
a+ k − bl
a+ k + 1− bl′
µl
′
k−1,l, µ
l
′
k−1,l =
a + k + 1− bl′
a + k − bl µ
l
′
k,l. (3.6)
By (3.2), (3.3) and [L−2, I1] = I−1 + 6CLI , we have
I−1vk,l =
K∑
l
′=1
[(a + k + 1− 2bl′ )µl
′
k,l − (a+ k − 2bl)µl
′
k−2,l]vk−1,l′ . (3.7)
By (3.2), (3.7) and [L1, I−1] = −I0, we have
I0vk,l =
K∑
l
′=1
{(a+ k + bl)[(a+ k + 2− 2bl′ )µl
′
k+1,l − (a+ k + 1− 2bl)µl
′
k−1,l]
− (a+ k − 1 + bl′ )[(a+ k + 1− 2bl′ )µl
′
k,l − (a+ k − 2bl)µl
′
k−2,l]}vk,l′ . (3.8)
Comparing (3.5) and (3.8), we have
(a+ k + bl)[(a+ k + 2− 2bl′ )µl
′
k+1,l − (a + k + 1− 2bl)µl
′
k−1,l]
− (a+ k − 1 + bl′ )[(a+ k + 1− 2bl′ )µl
′
k,l − (a + k − 2bl)µl
′
k−2,l] = 0 for l 6= l
′
. (3.9)
By (3.6) and (3.9), we obtain that
[(a+ k + bl)(a+ k − bl)(a + k + 2− 2bl′ )(a+ k + 1− bl)(a+ k − 1− bl)
−(a+ k + bl)(a+ k + 1− 2bl)(a + k + 1− bl′ )(a + k + 2− bl′ )(a + k − 1− bl)
−(a+ k − 1 + bl′ )(a+ k + 1− 2bl′ )(a+ k + 2− bl′ )(a+ k − bl)(a+ k − 1− bl)
+(a+ k − 1 + bl′ )(a+ k − 2bl)(a+ k − bl′ )(a+ k + 1− bl′ )(a+ k + 2− bl′ )]µl
′
k,l
= 0.
Computing the above equality by mathematical software, such as maple, we get
that:
{[−(bl+2−bl′ )(bl+1−bl′ )((bl+bl′ )(bl+bl′ −1)−2bl′ )]k+f(bl, bl′ )}µl
′
k,l = 0, (3.10)
where f(bl, bl′ ) ∈ C is a constant determined by bl and bl′ . Note that bl, bl′ ∈ 12 +√−1R, it is easy to deduce that the coefficient of k in (3.10) is nonzero. Thus there
exists k ∈ Z such that µl′k,l = 0. Then, by (3.6), we have
µl
′
k,l = 0, ∀k ∈ Z, l 6= l
′
. (3.11)
From (3.2), (3.3) and (3.11), we see that each subspace Aa,bl(1 ≤ l ≤ K) in (3.1) is
a submodule of V. Since V is irreducible, we have V = Aa,b. Thus Claim 1 holds.
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By Claim 1, for the sake of simplicity, we can rewrite (3.2), (3.3), (3.5) and (3.8)
as following:
Lmvk = (a+ k +mb)vk+m, (3.12)
I1vk = µkvk+1. (3.13)
I0vk = [(a+ k + 1− b)µk − (a+ k − b)µk−1]vk = cvk. (3.14)
I0vk = {(a+ k + b)[(a+ k + 2− 2b)µk+1 − (a+ k + 1− 2b)µk−1]
− (a+ k − 1 + b)[(a + k + 1− 2b)µk − (a+ k − 2b)µk−2]}vk = cvk. (3.15)
Claim 2. Imvk = cvm+k, ∀m, k ∈ Z.
proof of claim 2. If (a + k + 1 − b) = 0, we see that a = 1
2
= b, k = −1 since
0 ≤ a < 1, b ∈ 1
2
+
√−1R. Thus by (3.14) we have µ−2 = c. Then we can deduce
recursively that µk = c, ∀k ∈ Z. Similarly, if (a + k − b) = 0, we can also deduce
that µk = c, ∀k ∈ Z.
Now we suppose (a+ k+ 1− b) 6= 0 and (a+ k − b) 6= 0 for all k ∈ Z. By (3.14)
we have
µk =
c+ (a+ k − b)µk−1
a + k + 1− b , µk−1 =
(a+ k + 1− b)µk − c
a + k − b . (3.16)
By (3.15) and (3.16) we get that
[(a+ k − b)(a + k − 1− b)(a + k + b)(a + k + 2− 2b)(a + k + 1− b)
−(a+ k + 2− b)(a + k − 1− b)(a + k + b)(a + k + 1− 2b)(a+ k + 1− b)
−(a+ k − 1 + b)(a + k + 1− 2b)(a+ k + 2− b)(a + k − b)(a + k − 1− b)
+(a+ k + 2− b)(a+ k − b)(a + k − 1 + b)(a+ k − 2b)(a + k + 1− b)]µk
= (a+ k + 2− b)(a + k − b)(a+ k − 1− b)c
−(a+ k − b)(a + k − 1− b)(a + k + 2− 2b)(a+ k + b)c
−(a+ k + 2− b)(a + k − 1− b)(a + k + b)(a + k + 1− 2b)c
+2(a+ k + 2− b)(a + k − b)(a + k − 1 + b)(a + k − 2b)c.
Resort to maple software again, we have
[(8b− 8b2)k + 4b+ 8ab− 12b2 + 8b3 − 8ab2](µk − c) = 0.
Noting that b ∈ 1
2
+
√−1R and combing with (3.16), we can easily deduce that
µk = c, ∀k ∈ Z. (3.17)
By (3.12),(3.13) and (3.17), we have Im+1vk = [Lm, I1]vk = cvm+k+1, ∀m, k ∈ Z.
Thus Claim 2 holds.
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From Claim 1, Claim 2 and (3.12) we see that V is a unitary irreducible L-module
of the intermediate series with form Aa,b,c in Case 1. Moreover, by
〈I0vk, I0vk〉 = cc〈vk, vk〉
and
〈I0vk, I0vk〉 = 〈vk, eiγc2vk〉 = c2e−iγ〈vk, vk〉,
we see that
c = ce−iγ.
Case 2. W 6= 0.
Choose an arbitrary nonzero element w ∈ W. We see that V is generated by w
since V is an irreducible L-module. If I1.w = 0, then L.W = 0 and V is a trivial
L-module, a contradiction. Thus I1w 6= 0. By L0I1w = I1w, we see that
I1w ∈ Aa1,b1 ⊕ · · · ⊕AaK ,bK .
Moreover,
Aai,bi ≃ A0,bi, ∀i ∈ {1, · · · , K}
since V is generated by the eigenvector w of L0 with eigenvalue 0. Thus
V = A0,b1 ⊕ · · · ⊕A0,bK ⊕W.
Choose the standard basis {vk,i | k ∈ Z} for each A0,bi . Suppose
I1vk,l =
K∑
l
′=1
µl
′
k,lvk+1,l′ + wk,l,
where wk,l ∈ W. By a similar calculation as that of Claim 1 in Case 1, we can deduce
that
V = A0,b.
This contradicts with the assumption that W 6= 0. Thus Case 2 is impossible.
This completes the proof of Theorem 3.4. 
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