For an industrial application in the chemical industry, we were confronted with the planning of experiments, where human intervention of a chemist is required to handle the starting and termination of each of the experiments. This gives rise to a new type of scheduling problems, namely problems of finding schedules with time periods when the tasks can neither start nor finish. We consider in this paper the natural case of small periods where the duration of the periods is smaller than any processing time. This assumption corresponds to our chemical experiments lasting several days, whereas the operator unavailability periods are typically single days or week-ends. These problems are analyzed on a single machine with the makespan as criterion.
Introduction
Machine unavailability periods is a well known notion in scheduling theory. During such a period the machine is not available to process jobs, typically due to preventive maintenance. Depending on the model (resumable or nonresumable), the processing of a job may or may not be interrupted during an unavailability period, and resumed partially afterwards. We consider in this paper a new availability constraint defining a new type of period: in contrast to a machine unavailability period, a job can be processed, but can neither start nor complete during the given period. We were confronted with such special unavailability periods in an industrial collaboration with the Institut Français du Pétrole (IFP), a large research center in fields of energy and transport. Their problem consists in the planning of a large set of chemical experiments. Each experiment is performed by an automatic device (a robot), during a specified amount of time, but the intervention of a chemist is required to handle its start and termination. At the beginning, the chemist basically prepares the chemical, fills up the device and launches the process. The termination phase corresponds to an analysis of the experimental results, which is to be carried out in a no-wait fashion, once the chemical reaction is stopped (see [Lebacque et al.(2007) ] for a detailed description). While the automatic device is operational and available seven days a week, the chemists may be absent from the laboratory due to weekends, vacations or other planned activities. This creates time intervals when experiments can be processed by the device, but none can start nor complete. It leads us to define the following notion in scheduling theory:
Definition 1 An operator non-availability (Ona) period corresponds to an open time interval in which no task can start nor end.
Although we call it operator non-availability in contrast to machine non-availability, such periods of forbidden start and completion may be encountered each time an additional resource (for instance a special tool for handling) is required to start and to complete a task. If this additional resource is not continuously available and its time of use is negligible compared to the processing time of a task, one gets an Ona scheduling problem. We discuss in this paper the complexity and approximability of scheduling problems where Ona periods occur. We focus on a one-machine environment with the makespan as criterion. Problem Onas is formally defined in the following way:
Problem Operator Non-Availability Scheduling (Onas) Instance: A set of n tasks, of durations p 1 , . . . , p n , together with a list of k open intervals (s j , s j + L j ), where s j denotes the beginning of the jth Ona period and L j is its duration. Solution: A schedule π, such that no task ends nor starts in any of the open time intervals (s j , s j + L j ). Measure: The makespan of π.
We call k−Onas the version of the problem, where k is not part of the instance and thus is a fixed value. Notice that operator non-availability periods are defined as open real intervals, and no integrality assumption is required. This is analogous to the classical definition of machine non-availability periods as time intervals. For complexity results we will restrict further in this paper to instances with only integral data. In practise the durations can be discretized by choosing an appropriate time unit for both processing time of the tasks and Ona period intervals. These could be in minutes, hours, days. . . depending on the precision required. The chemists in our application would accept a 15-minute based schedule: He can leave on a particular Monday at 17h45, can have a meeting on Tuesday afternoon from 13h30 to 16h00,. . . Typically if the first Ona period corresponds to the week-end from Friday 18h15 to Monday morning 8h30, it is then represented by interval (423, 672) in a schedule starting on previous monday morning 8h30, while a job a 3-day has a duration of 288 time units. An alternative would be to fully discretize the problem by considering only time unit instants. As semiactive schedules are dominant, we can assume that all tasks start and finish at integer points. Of course an interval not containing integer points, i.e. (a, a + 1), does not exclude anything. For this setting, one should preprocess the data and replace all non-availability intervals by the set of integer points they contain. Then the problem would be defined accordingly by a set of integer points, where no task can start or terminate. This approach is similar to the one of [Billaut and Sourd(2009) ]. However such a discretization results in more than 35 000 instants on the one-year planning horizon for a 15-minute unit time, and is clearly not polynomial in the instance size. Observe that dividing by 2 the time unit results in doubling the number of instants while requiring only one additional digit in number representation using intervals. We focus in this paper on the model using open intervals, which is in a sense more general and does not depend on any discretization step.
To our best knowledge, the scheduling model with Ona periods was first introduced in [Lebacque et al.(2007) ] and studied in [Brauner et al.(2009)] . The authors analyze the complexity of the general problem and establish that any list scheduling algorithm has a performance ratio of 2(k − 1) for k ≥ 4, this bound being tight. Other related work considers an additional resource for the task set-up: in the single server model (see [Hall et al.(2000) , Brucker et al.(2002) ]), a server has to do some set-up before the processing of a job starts on a machine. Compared to a server problem, we neglect the set-up time of the operator. But no author seems to have considered unavailability periods for the server. The most relevant work to our problem is certainly [Billaut and Sourd(2009)] , where a set of time slots is forbidden for starting the processing of a job on the machine. They prove that the problem is polynomially solvable if the number of forbidden start times is a constant, and N P-hard in the strong sense if this number of instants is part of the input. For a general introduction to classical machine non-availability periods, we refer the reader to [Ma et al.(2010) , Lee(2004) , Schmidt(2000) ].
The paper is organized as follows. We first recall in Section 3 the results from [Brauner et al.(2009) ] for a single Ona period. Then we show that this problem becomes polynomially solvable if we restrict to one unavailability period whose duration is smaller than any processing time. This assumption is quite natural, and at least is verified in our industrial context where experiments last several days and Ona periods generally correspond to weekends of two days. Then the article focuses on small Onas , where all unavailability periods are smaller than any processing time. Section 4 presents complexity and inapproximability results for the general small Onas problem. Section 5 establishes the NP-hardness for k−Onas (k ≥ 2) by considering the special case of periodic unavailability periods. In Section 6 we analyze the performances of list scheduling algorithms and derive a PTAS for k−Onas. Finally Section 7 discussed some extensions of our results.
Notations and basic properties
Throughout this paper we consider a set of n independent tasks that are to be scheduled on a single resource in presence of k Ona periods represented by time intervals (s j , s j + L j ), j = 1, . . . , k. Without loss of generality we assume that tasks are indexed in non-decreasing order of their processing times, that is p 1 ≤ p 2 ≤ ... ≤ p n . We introduce the following notations:
• L ≡ max j L j : the maximum duration of an Ona period
We denote by N the set {1, . . . , n} of task indices, and for a subset X ⊆ N , we set p(X) = i∈X p i . For convenience we define s 0 = L 0 = 0 and s k+1 = +∞. To avoid trivial cases, we assume that n ≥ 2 and p(N ) > s 1 , i.e. we have at least 2 tasks to schedule, and not all the tasks can fit before the first Ona period.
For a schedule π, we denote by C max (π) its makespan, defined as the largest completion time of a task. The quan-tity OPT(x) refers to the minimum value of C max (π) over all feasible schedules for a given instance x. Recall that a schedule π is feasible if no task starts nor ends in any open time interval (s j , s j + L j ). Preemption is not allowed and tasks are non-resumable. A task that starts not later than time s j for some j and completes not earlier than time s j + L j is said to cover the jth Ona period. Notice that an Ona period is covered by at most one task, while a task may cover several periods. The amount δ i = p i − L represents the margin left to task i if it covers a period of duration L to be moved "backward" or "forward" in the schedule. Figure 1 presents an example of a feasible schedule for an instance of 3-Onas. Ona period is represented on the time axis by a dashed rectangle. In the schedule depicted, all the Ona periods are covered. Two idle times occur before the second and the third Ona periods Our aim in this article is to determine the approximability status of the Onas problem. In our context, an algorithm is said to have a performance guarantee of ρ (or to be a ρ-approximation) if, for any instance x, it returns a schedule whose makespan is not larger than ρOPT(x).
We now give some basic dominance properties. First, it can easily be seen that semi-active schedules are dominant for Onas. Such a schedule is entirely defined as a permutation of N . Moreover the order of execution in the time interval between 2 successive Ona periods may be arbitrary. We call S j the set of tasks that start not earlier than s j−1 + L j−1 and finish not later than s j . We call OApacking of a schedule the partition S 1 ∪ . . . ∪ S k+1 of the tasks not covering an Ona period.
For a schedule π, we call last Ona index the largest integer K such that s K +L K ≤ C max (π). We can make the following remark:
As a consequence if L ≡ max j L j ≤ min p i , the last period of a semi-active schedule is always covered. Finally the following property states that it is dominant for a task covering an Ona period to be locally the largest one:
Property 1 There exists an optimal schedule such that, for j = 1, . . . , k, if the jth Ona period is covered by a task y,
Proof. We use a simple interchange argument. Consider an optimal schedule π, and let j be the first Ona period not verifying the property. It means that j is covered by a task y whose duration is smaller than the duration of the largest task, say z, of S j ∪ S j+1 . Consider for instance that z ∈ S j . Without loss of generality we can assume that z is the task of S j scheduled last in π. Let C y and C z be the completion time of y and z, respectively. We then interchange tasks y and z to create a new (semi-active) schedule π . Notice that y finishes in π before time C z ≤ s j while task z completes at time max{C z +p y , s j +L j }, which is at most the completion time of y in π. Hence π is feasible and also optimal. The case where z ∈ S j+1 is similar. Repeating step by step this interchange for all other Ona periods we get an optimal schedule verifying the property.
3 Single Ona period (1−Onas )
In this section, we consider a single operator non-availability period of length L, located at (s, s + L). Clearly if L > p n = max i {p i }, no task can overlap the Ona period in any feasible schedule. Hence we have a classical nonresumable machine unavailability period scheduling problem, known to be N P-hard, [Lee(1996) ]. One may wonder if the problem remains hard if some processing times may be smaller than the duration of the period. Actually, in [Brauner et al.(2009) ], the authors prove that if L is greater than some processing time, then problem 1−Onas is N P-hard. They also derive a FPTAS for 1−Onas.
In our industrial application, experiments are to be processed during several days (typically between 3 and 21) while the Ona periods are usually 2 days (weekend), a single day (day off) or a couple of hours (meeting or break). We will show that in the case where the processing times are all greater than the length of the Ona period, minimizing the makespan can be done in time O(n log n). This is in contrast to the case of non-resumable machine unavailability periods which is N P-hard even with only one period of arbitrarily small length. We have the following simple dominance property:
Property 2 If L is smaller than (or equal to) the processing times, i.e. L ≤ min i {p i }, then there exists an optimal schedule where task n covers the Ona period.
Proof. Consequence of Remark 1 and Property 1.
The next theorem states that problem 1-Onas for the case L ≤ p 1 ≡ min i {p i } is polynomial. Inside the proof we present an algorithm to solve it in linear time, provided that the tasks are already sorted in non-decreasing order of their processing times. This algorithm is simply a 2−Opt procedure that repeatedly exchanges a task scheduled before the Ona period with a larger task, if any, scheduled after the Ona period. The key point is to start with an initial solution maximizing the number of tasks scheduled before the unavailability period.
Theorem 1
The scheduling problem with one Ona period can be solved in O(n log n) time if all tasks are greater than (or equal to) the length of the unavailability period, i.e. L ≤ min i {p i }.
Proof. Property 2 ensures that an optimal schedule π * exists with the largest task n covering the Ona period. We have 2 cases to distinguish:
1. No idle time occurs in the optimal schedule.
2. An idle time occurs before the Ona period.
Let (S * 1 , S * 2 ) be the OA-packing of π * . Recall that δ = p n −L represents the difference between the duration of the largest task and the duration of the Ona period. The makespan of the optimal schedule is then given by C max (π * ) = p(N ) + max{0, s − δ − p(S * 1 )}. Clearly in the second case, S * 1 must be the largest subset of tasks smaller than s − δ. In the first case, the makespan is obviously equal to p(N ), and hence we have p(S * 1 ) ∈ [s − δ, s]. Notice that any subset S of {1, . . . , n − 1} such that p(S) belongs to the interval defines an optimal schedule by sequencing the tasks of S in any order, followed by n, and then the remaining tasks, once again in any order. Thus solving a 1−Onas instance corresponds to finding a subset S of {1, . . . , n − 1} whose total duration, p(S), is smaller than s, and maximizing the criterion min{p(S), s − δ}. It means that we are looking for the largest subset S not exceeding s, except that all subsets larger than s−δ are optimal for our criterion. We claim that Algorithm 1 solves optimally this problem if min i {p i } ≥ L.
Algorithm 1 Algorithm 2−Opt for 1-Onas
otherwise a subset S with largest p(S) smaller than s − δ.
Sort the p i 's in non-decreasing order. Set δ = p n − L. Keep task n apart (it will cover the period). Let χ be the largest index verifying p 1 + . . . + p χ ≤ s. Initialize S := {1, . . . , χ} while p(S) < s − δ and min{p i |i ∈ S} < max{p j |j / ∈ S} do Chose arbitrarily i ∈ S and j / ∈ S such that p i < p j S := S\{i} ∪ {j} end while return S Let S 0 = {1, . . . , χ}, S 1 , . . . , S q be the successive sets considered by the algorithm. By construction the p(S l )'s form an increasing sequence. In addition notice that between two steps, the sets S l can not increase by more than δ, since
Now assume that the algorithm fails to find a subset in [s − δ, s]. Since p(S 0 ) < s − δ, it implies from what precedes that p(S q ) is also smaller than s−δ. By construction, set S q contains in this case the χ largest tasks (apart from task n) when the algorithm terminates. But the choice of χ ensures that there is no subset of {1, . . . , n − 1} with χ + 1 tasks of size less than s. Hence S q is precisely the largest subset smaller than s.
A possible implementation of the algorithm is to interchange at each step the smallest element of S with the largest element outside S, bounding by χ ≤ n the number of steps. Pointers to these elements can be maintained in O(1) time if the p i 's are initially sorted. Thus the overall complexity of the algorithm is dominated by the sorting step, in O(n log n).
Complexity and inapproximability results for problem Onas
The previous section motivates to introduce the following definition:
Definition 2 A period is said to be small if it is smaller than (or equal to) all processing times. We refer to problem small Onas as the case where all periods are small, i.e. L ≤ min i {p i }.
Theorem 1 simply means that problem small 1−Ona is polynomial. In this section we prove that small Onas is N P-hard in the strong sense. Recall that problem Onas refers to the scheduling problem where the number of periods is not a constant but is part of the instance. In addition we provide inapproximability results, establishing that small Onas does not belong to APX, unless P = N P. Notice that complexity and inapproximability results for small Onas are also obviously valid for the general Onas problem, i.e. without the small assumption.
Theorem 2 Problem small Onas is N P-hard in the strong sense, even if all periods are equal.
Proof. Consider the classical 3-Partition Problem. Instance: 3m + 1 integers a 1 , . . . , a 3m and B verifying i a i = mB and B/4 < a i < B/2 ∀i = 1, . . . , 3m. Question: Does there exist a partition
Without loss of generality we can assume that B ≡ 0 mod 4 (otherwise multiply every integer by 4). We encode an instance I of 3-Partition into an instance f (I) of the Onas associated decision problem as follows:
• We have k = 2m periods of duration L = B/4. They reproduce the following pattern every 4L time units:
• We have n = 3m tasks, of duration p i = a i . Notice that L < p i < 2L for all tasks.
• Question: Does there exist a schedule of makespan at most
The transformation is a reduction. Consider I in the language 3-Partition. To prove that f (I) is a positive instance, it is sufficient to show that the tasks associated with one partition set A j can be scheduled exactly in one pattern. Indeed since the periods are small, any sequencing of the 3 tasks is valid.
Conversely assume that f (I) is positive. A schedule of makespan C has clearly no idle time. In addition, each task is scheduled inside a pattern (starts and ends in the same pattern) since at the frontier of the patterns, we have two adjacent periods of total duration 2L. It implies that the tasks scheduled inside each pattern have a sum of durations exactly 4L = B. The schedule defines a valid partition for I.
The reduction is polynomial. In fact it is pseudopolynomial, as |I| ≤ |f (I)| and Max(f (I)) = C = mB ≤ |I|Max(I). Since 3-Partition is NP-hard in the strong sense, it implies that Onas is also NP-hard in the strong sense.
The previous reduction can be used in a straightforward way to establish non-approximability results for Onas:
Proposition 1 If P = N P, problem Onas is not in Apx even if all periods are equal and small. Moreover approximating Onas within a factor k 1−ε is NP-hard for any constant ε > 0.
Proof. Let ε > 0 be a constant and set α = 1/ε − 1 . The gap reduction is quite immediate. Consider again the 3-Partition problem and modify reduction f by appending (4m) α+1 −4m Ona periods of length L after the last pattern (this is the gadget, see Figure 2 ). The resulting instance g(I) of Onas has a total of k = (4m) α+1 − 2m periods. The transformation g is polynomial in |I|, greater than max{m, log L}. Since f is a reduction, we clearly have:
Indeed if I is a negative instance, a valid schedule for g(I) must finish after time 4mL. Hence at this time at least one task is not completed. Since only unavailability periods occur then, and tasks have duration in (L, 2L), this task can not be scheduled before the last period. This gap reduction implies that approximating Onas within
Periodic k−Onas
One natural question, considering Theorem 1, is to determine if the problem remains polynomial if we have 2, 3, . . . , k periods, all small. The answer is also negative. We shall establish the hardness for a very special type of instances. We consider so-called periodic unavailability periods, i.e. we assume that unavailability periods occur every s time units. In addition we restrict to instances with equal and small periods. In this setting we have s 1 = s and s j = s j−1 +L+s for j = 2, 3, . . . , k, see Figure 3 . The periodic case is clearly of practical interest, since week-ends typically induce 2 days of unavailability every 5 days in many industries. In addition one may hope better approximation algorithms due to the regular structure of the problem. In the following a subset S of tasks is said to fit before a period j if p(S) ≤ s. If Ona period j is covered by task i then S matches the period if For the periodic problem with machine unavailability periods and non-resumable jobs, Ji, He and Cheng [Ji et al.(2007) ] show that minimizing the makespan can not be approximated within a factor 2. In addition they establish that an LPT list schedule has precisely a performance guarantee of 2. As noticed in their analysis, the problem is related to bin packing (even if the objective functions differ) where each interval of machine availability can be seen as a bin of capacity s and each task as an item of size p i . When considering Ona periods, this analogy to packing does not hold any more since the subsets of tasks scheduled during an availability period can be larger than the duration of the time interval, if one of the tasks covers the following Ona period. This can be related to the so called open-end bin packing introduced by [Leung et al.(2001) ]: in this problem the last item of a bin is allowed to go beyond the bin capacity. They prove open-end bin packing to be strongly N P-hard and give an asymptotic FPTAS. However periodic Onas is intuitively a harder problem due to the interdependence between successive available intervals. In this sense Onas is a "real" scheduling problem with temporal dependences, and not a variation on packing. Indeed, it happens that even under these strong restrictions, the problem remains N P-hard even for 2 periods:
Theorem 3 Problem small k−Onas is at least N P-hard in the ordinary sense for k ≥ 2, even if all periods are periodic and equal.
Proof. We consider the Equal Partition problem: Instance: n integers a 1 , . . . , a n . Question: Does there exist a partition A ∪ B of {1, . . . , n} such that |A| = |B| and i∈A a i = i∈B a i ?
To avoid trivial instances, we assume that both n and i a i are even, and no task is greater than i a i /2. For short we set m = n/2 and α = i a i /2. The idea of the reduction is to construct an instance of 2-Onas such that any subset of m − 1 tasks is significantly smaller than s, and thus fits before an Ona period. On the contrary, a subset of m tasks smaller than s, has to contain only "small" tasks, associated with the a i 's of Equal Partition. The transformation from an instance I of Equal Partition into an instance f (I) of 2-Onas is the following:
• we consider 2 periods, with L = mα and s = mL + α,
• we have n tasks with processing time
• In addition we have m + 1 tasks with processing time
By construction, the instance f (I) is small and periodic, and f is clearly polynomial. We will prove that I is positive if and only if it exists a schedule for f (I) of makespan i p i , i.e. a schedule without idle time. First, we make some preliminary remarks on the structure of the instance f (I). Let us denote by N the set {1, . . . , n} of tasks associated with the a i 's and by M = {n + 1, . . . , n + m + 1} the set of "large" tasks of processing time L + α. Recall that δ i represents the difference p i − L. Notice that we have 0 < δ i ≤ α, with δ i = α if and only if i ∈ M . Consider now a subset S of tasks. Computing its duration we get:
It implies the following properties:
The first 2 properties are direct consequences of the previous inequalities. Indeed simply notice that (m + 1)L > s and (m − 1)(L + α) = s − 2α, since L = mα. Consider now a subset S of m tasks. Then p(S) = s − α + δ(S). As we assume that m > 1, if S contains a task of M , then δ(S) > α, implying p(S) > s. This establishes the third property. Notice that for any task i ∈ N , we simply have δ i = a i . Thus the time duration of a subset S ⊆ N of m tasks is equal to p(S) = s − α + a(S).
We now prove that I is positive if and only if f (I) admits a schedule of makespan i p i . First assume that I is a positive instance, and consider a valid partition A ∪ B of N . We construct for f (I) the following sequence π A : schedule first the tasks of A in any order, then all the tasks of M , then the tasks of B in any order. We claim that this schedule is valid for f (I) and without idleness. Indeed the time duration of A is equal to p(A) = s − α + a(A) = s. Thus set A can be entirely scheduled before the first Ona period, completing exactly at time s. If we compute the duration of M , we get p(M ) = (m + 1)(L + α) = (mL + α) + L + mα = s + 2L, which corresponds exactly to the duration between the beginning of the first Ona period and the end of the second Ona period. Since the instance is small, tasks of M can be scheduled without idleness to complete at time 2s+2L, the first and last tasks overlapping the Ona periods.
Conversely consider that f (I) admits a schedule π of makespan i p i . Let (S 1 , S 2 , S 3 ) be the OA-packing of π. Since π is without idleness, two additional tasks, say x 1 and x 2 , cover the two Ona periods, see Figure 4 . It also implies that S 1 must fit its interval, i.e. that s − α ≤ p(S 1 ) ≤ s. Our properties show that S 1 is a subset of N of cardinality m. Hence it only remains to prove that a(S 1 ) = α. For this, consider the subset S 2 of tasks starting at time s 1 + L or later and completing in π before time s 2 .
By definition we have p(S 2 ) ≤ s, which implies that |S 2 | ≤ m due to property (1). Now suppose that |S 2 | = m. It implies from property (3) that S 2 ⊆ N . Thus S 1 ∪ S 2 if in fact a partition of N , and x 1 may only belong to set 
As |S 2 | < m, property (2) proves that p(S 2 ) ≤ s − 2α. It follows that a(S 1 ) ≥ α. In addition p(S 1 ) = s − α + a(S 1 ) must be smaller than s, which implies that a(S 1 ) = α. We can conclude that set S 1 defines a valid partition of N .
Recall that a problem belongs to FPTAS if and only if for any ε > 0 there exists an approximation algorithm A ε with guarantee (1 + ε) running in time polynomial in the instance size and 1/ε. It implies in particular that problems of FPTAS can be approximated in polynomial time in |x| with guarantee 1+1/P (|x|) for any instance x and any given polynomial P . As a consequence of Theorem 3, we have the following inapproximability corollary:
Corollary 1 Problem periodic k−Onas does not belong to FPTAS for k ≥ 3, unless P = N P
Proof.
We prove in fact a slightly stronger result. It states that if problem k−Onas is N P-hard for some constant k, then problem (k +1)-Onas does not belong to FPTAS, under the usual hypothesis that P = N P. Consider an N P-complete language L over an alphabet Σ. Assume that there exists a real function C together with a polynomial transformation g that maps words of Σ * onto instances of k−Onas, for some constant k, such that a word x belongs to L if and only if OPT(g(x)) ≤ C(|x|)L. We claim that if C(|x|) is polynomially bounded in |x|, then (k + 1)-Onas does not belong to FPTAS. Indeed consider the transformation g that simply adds to instance g(x) a (k + 1)-th unavailability period of duration L, occurring at time s k+1 = C(|x|)L. We have immediately that:
This gap reduction implies that no better approximation ratio than 1 + 1/C(|x|) can be guaranteed by a polynomial time algorithm unless P = N P. Since C(|x|) ≤ P (|x|) for some polynomial P , it proves that (k + 1)-Onas can not belong to FPTAS. To establish Corollary 1, simply consider the transformation f used to prove Theorem 3. This reduction establishes that it is N P-complete to decide the existence of a schedule of makespan i p i = (3m + 2)L + 3α = (3m 2 + 2m + 3)α. Hence the gap reduction technique we use asserts that 3-Onas can not be approximated within factor 1 + m/(3m 2 + 2m + 3) ≤ 1 + 1/3m in polynomial time. We only need to check that the instance of 3-Onas built in the gap reduction remains periodic. Indeed the third unavailability period occurs at time (3m 2 + 2m + 3)α which is precisely equal to 3s + 2L = 3(mL + α) + 2L 6 Approximation algorithms for small Onas
The previous sections have shown that problems small k−Onas and small Onas are both N P-hard. It is then natural to explore heuristic approaches. In scheduling theory, the most natural ones are list scheduling algorithms, introduced by [Graham(1969) ]. We establish in this section the performance ratios of list scheduling algorithms and how they can be improved.
List scheduling algorithms
A list scheduling algorithm is based on the principle to forbid the resource from being idle if a task is ready for processing. Hence a list scheduling algorithm uses basically a greedy allocation of tasks to resources to prevent (locally) idleness. A list, defining a total ordering of the tasks, is used to break the ties between tasks concurrently available. The property implied by the greedy allocation is that, if the resource is idle at a time t in the schedule, then no task is available at this date. In our context, we say that a task i is available at time t if i can start at time t without violating the availability constraints, i.e. neither t nor t + p i belongs to an Ona period. We give in Algorithm 2 a description of a generic list scheduling algorithm for Onas.
This section is devoted to the analysis of the performances of list scheduling algorithms. Since an efficient polynomial algorithm exists for 1-Onas, we assume that k ≥ 2 throughout this section. We establish that any list scheduling algorithm is essentially a (k + 1)/2 approximation. We start by giving some upper bounds on the idle time in a schedule built by a greedy allocation. We consider a schedule π of makespan C max (π) obtained by a list scheduling algorithm. We denote byĨ j the idle time occurring between the (j − 1)-th and the j-th Ona period, and by I j the total time of inactivity in interval
Notice that I j =Ĩ j if the j-th Ona period is covered, I j =Ĩ j + L j otherwise. We will focus on the last task scheduled by the algorithm, say l. We denote by K the last period of the schedule, i.e. the largest integer such that s K + L K ≤ C max (π). Due to Remark 1, period K is necessarily covered in π since it is a semi-active schedule. Our first remark bounds the idle time occurring between two Ona periods. This upper bound is valid even if the periods are not small. Recall that L denotes the largest duration of an Ona period.
Remark 2 In schedule π, for all j ≤ K, we haveĨ j ≤ L.
Proof. Consider a non-zero idle intervalĨ j , starting at some instant t. At this time the algorithm fails to schedule any remaining task, which implies in particular that we must have t+p l ∈ (s m , s m +L m ) for some index m ≥ j. This clearly holds for any instant t in the idle interval. Hencẽ
Remark 2 implies that I j ≤ 2L for all j. If the j-th Ona period is not covered we have another upper bound for small Onas, considering two consecutive periods.
Remark 3 If the j-th Ona period is not covered in π, then
Proof. As previously, consider the first instant t of the idle interval I j . IntervalĨ j is then [t, s j ]. Notice thatĨ j may be reduced eventually to a singleton {s j } but is not empty. Due to the greedy allocation, we necessarily have t + p l ∈ (s m , s m + L m ) for some index m ≥ j. It suffices to show that m ≥ j + 1. For the sake of contradiction assume that m = j. Then consider instant e = s j +L j −p l . The fact that L j is small implies that e ≤ s j . But since we assume that t + p l < s j + L j , we have e ≥ t. It implies that p l can be scheduled at time e ∈Ĩ j , which contradicts the fact that the list scheduling algorithm fails to start any task inĨ j .
Using the two previous remarks and the fact that the periods are small, we can notice that the idle time I j of any period j is smaller than p l , whenever the period is covered or not. As another consequence of Remark 3, for any two consecutive periods, we have I j + I j+1 ≤ p l + L. Indeed if period j is uncovered, this is a direct consequence of the remark, since L j+1 ≤ L. Otherwise I j ≤ L due to Remark 2, while, as we have noticed, I j+1 ≤ p l . For the last two periods, the next remark gives a stronger upper bound:
Remark 4 For the last two periods of the schedule we have
Proof. Let I = I K−1 + I K be the idle time on the two intervals. Since period K is covered, using the argument of Remark 2, we have I K ≤ L K . If period K − 1 is also covered, we get directly the required upper bound. Otherwise consider the first inactivity instant t of I K−1 . As K − 1 is not covered and small, we must have t+p l ∈ (s K , s K +L K ). Let e be the instant s K + L K − p l . By definition we have e − t ≤ L K , and since K − 1 is not covered, e > s K−1 . Now consider the instant t = max{e, s K−1 + L K−1 }. Clearly task p l can be scheduled at any time after t . Thus the greedy allocation implies that no idle time occurs after t , and hence I ≤ t − t. Now simply write that
The first term is negative, while the last difference is smaller than L K , which provides the upper bound.
As I j ≤ 2L for all j = 1, . . . , K − 2, the previous remark gives a first upper bound of the total idle time of the schedule:
Corollary 2 The total idle time of a list schedule is bounded by
Combining Remarks 2 and 3, we can derive another upper bound of the total idle time of a list schedule. The next lemma, quite simple, is the keystone of the analysis.
Lemma 1 For any index
Proof. Let q = K − m + 1 be the number of periods considered in Lemma 1 and I = I m + . . . + I K be the total idle time. The idea is to group periods 2 by 2 to use the upper bound of Remark 3, to isolate the last or last two periods of the schedule, and apply to them the upper bound of Remark 2 or 4. Recall that for any two consecutive periods j and j + 1 we have
Hence we have a stronger upper bound than the one of the lemma. If q is odd, we group the periods 2 by 2 till period K − 1. We then get
, which is the required upper bound.
Performance guarantee
Now consider an optimal schedule with makespan OPT. If the instance contains a unique task, any list schedule is clearly optimal. Hence we assume that n ≥ 2, and thus OPT ≥ i p i ≥ 2L. We can also assume w.l.o.g. that the first task of the list schedule starts at time 0, since no task can start earlier in any feasible schedule due to the greedy allocation. We state a first result which corresponds in fact to a particular case of the proof of Proposition 3. We emphasize it in Proposition 2 since it shows that any list scheduling algorithm has a guarantee 2 − 1/k when OPT is sufficiently large. In particular the condition is fulfilled if i p i > s k .
Proposition 2 For problem small Onas with k ≥ 2, if π is a list schedule such that its last
Proof. Let I be the idle time occurring in the list schedule π, and let Q be the amount of work processed in π before time OPT. From Corollary 2, the idle time I satisfies I ≤ 2(K − 1)L. Since K is the last Ona period of the schedule, the idle time can only occur before time OPT. Thus we also have I = OPT − Q. If 2L ≤ Q, combining those inequalities, we get directly I ≤ (1 − 1/k)OP T . Using C max (π) = i p i + I implies the required result.
Thus assume that Q < 2L. Let x be the task scheduled at time 0, and y the one covering period K. Notice that x = y implies I = 0 and C max (π) = OP T . Thus, we assume that x = y. Let a be the amount of work of y finished by time OP T . Q < 2L implies that no other task can be processed in time interval [0, OP T ], and hence we have Q = p x + a ≥ L + a. It also implies that task y can not be completed by time OPT.
Let Z be the set of tasks finishing after time OP T . From what precedes we have simply Z = N \{x}. On the one hand, since no idle time occurs after time OPT, we can write C max (π) = OP T − a + p(Z). On the other hand, work conservation implies OP T ≥ p(Z) + p x . Thus
The right term is an increasing function of p(Z). To upper bound this quantity, first observe that, due to the greedy allocation, no task of Z can start in time interval
[p x , OP T − a). Since a < L, in fact all tasks of Z must start in time interval [0, p x ) in any optimal schedule. Hence we have p(Z) ≤ p x + max{p(z)|z ∈ Z}. Because y finishes strictly after time s K + L K , certainly y waits to start its execution for either the end of an Ona period or the completion of x. This latter case would result in an optimal schedule, thus we can assume that y starts exactly at the end of an uncovered Ona period. Once again the greedy allocation asserts that at the beginning of this Ona period no task of Z can be scheduled. It directly implies that p z < a + L for all z ∈ Z. Thus p(Z) < p x + a + L. Altogether, we have:
Similarly, this term is a decreasing function of a and p x . Hence the ratio is maximum for a = 0 and p x = L which leads to C max (π) ≤ (1 + 2 3 )OPT. This inequality proves Proposition 2 for k ≥ 3. It remains the case k = 2 to consider. Notice that our previous analysis remains valid, in particular we have the inequality p y < a + L < 2L. If N = {x, y}, we have, by definition of a,
contains at most one Ona period, the greedy allocation ensures that I ≤ p y (see Remark 3). We get
Indeed, the fraction is an increasing function of p y , smaller than 2L.
We finally give the general guarantee of any list scheduling for Onas:
Proposition 3 For problem small Onas with k ≥ 2, any list scheduling algorithm has a performance guarantee of (k + 1)/2.
Proof. Consider a schedule π obtained by a list scheduling algorithm. If OPT ≥ s K +L K , Proposition 2 establishes the ratio, since 2 − 1/k ≤ (k + 1)/2. Otherwise, let m be the smallest index such that OPT ≤ s m . We have m ≤ K ≤ k. We then write down the equation of work conservation at time OPT for schedule π. If Q denotes the amount of work achieved at this time in π, we have:
Using Lemma 1 for periods m, m + 1, . . . , K, we get the bound:
We will consider 2 cases, depending on the optimal value. First assume that m ≥ 3, i.e. the optimal schedule finishes after the second Ona period. Notice that at time OPT, schedule π has completed at least its first task. It implies in particular that Q ≥ L. Since we assume that n ≥ 2, we also have the inequality OPT ≥ p l + L. Finally we get from the work conservation:
Now assume that the optimum schedule completes before the second Ona period. An optimal schedule can then be computed in polynomial time, see Theorem 1, but for completeness we analyze what happens to list scheduling algorithms. In this situation, we get a looser upper bound on the idle time of π, as one more term (p l + L)/2 is added. Thus we need to improve our lower bounding of Q. More precisely we claim that at least L + p l quantity of work is completed in π by time OPT. Let t I be the first instant of inactivity in π. Now observe the tasks that remain to be scheduled in π at this point in time. Since the machine is continuously occupied on [0, t I [, for any such task h, we certainly have
And since task h is not scheduled at time t I , it implies in fact that t I + p h ∈ (s 1 , s 1 + L 1 ), i.e. an idle time occurs before the first Ona period (unless π is optimal). Hence any remaining task h has an earliest date s 1 + L 1 − p h when it can be scheduled, overlapping the first Ona period. Due to the greedy allocation, the algorithm schedules the largest remaining task, say b, to overlap the first Ona period, completing exactly at time s 1 + L 1 . Thus at time OPT at least the first task (say a, starting at time 0) and b have been completed in π. We get Q ≥ p a + p b ≥ L + p l . The equation of work conservation at time OPT gives:
which concludes the proof.
The guarantee of list scheduling algorithms given in Proposition 3 is not so bad, knowing the inapproximability result on Onas. In particular we have a guarantee of 3/2 for k = 2 and 2 for k = 3, which can be obtained in linear time O(n) using an arbitrary priority list. But the guarantee (k + 1)/2 becomes quickly not satisfactory for larger k. However, surprisingly, any list scheduling has roughly speaking the same performance guarantee:
Proposition 4 Even if all periods are equal and small, no list scheduling algorithm can have a better performance guarantee for k−Onas than k/2 + 1/6 for k odd, and k/2 + 1/3 for k even.
Proof. Consider the following instance of k−Onas for k even:
• Ona periods are grouped by 2. Each one has duration L
• time between 2 Ona blocks is L − 2 , except for the first block that starts at time L. Hence the last Ona period ends at time 3Lk/2 + O(ε)
• we have 2 tasks to schedule, p 1 = L and p 2 = 2L − , that is 2L − 2 < p 2 < 2L.
If task 1 is scheduled first, at time 0, it is not possible to schedule task 2 before the last Ona period, see Figure 5 . Hence the makespan is equal to 3Lk/2 + L + O(ε). But an optimal schedule can first schedule task 2, starting at time ε, and then task 1 which overlaps exactly the second Ona period. The makespan is 3L. The ratio between the two makespans tends to k/2 + 1/3 for ε small. Notice that any list scheduling algorithm starts by scheduling task 1 to avoid the ε idle time at the beginning. This proves the result for k even. If k is odd, we use the same construction, except that the last block is replaced by a single Ona period. The makespan of any list scheduling algorithm is then 3L(k − 1)/2 + 2L + O(ε) = 3Lk/2 + L/2 + O(ε).
It shows that for Onas any list scheduling algorithm has a guarantee that lies between k/2 + 1/6 and k/2 + 1/2. Hence it is of little use to search for a clever list for this problem. We show in the next section how it is possible to take advantage of list scheduling algorithms to obtain better performances.
Better approximations
The previous proof of Proposition 4 incites to think that list scheduling algorithms perform the worst when only a few tasks are to be scheduled. Proposition 2 already states that Onas can be approximated within the ratio 2 − 1/k when i p i is larger that s k . Here we go a step further. Notice that, using Corollary 2, we can write for any list schedule π:
Thus we have the following property:
Proposition 5 List scheduling algorithms are asymptotically optimal for small k−Onas when n → +∞.
Proof. As
Hence large instances are in fact the easy ones, for which any list scheduling algorithm will perform optimally. It may appear as a paradox, but for example BinPacking is well known to act the same (when its optimal value becomes large). If Proposition 5 is of practical importance, it also permits to derive the following theoretical result:
Proposition 6 Problem small k−Onas belongs to PTAS.
Proof. Let ε > 0 be a constant. Consider the algorithm A ε described in Algorithm 3.
Algorithm 3 PTAS for k−Onas set N ε = 2(k − 1)/ε if n < N ε then solve the instance optimally else apply any list scheduling algorithm end if
First notice that algorithm A ε is polynomial for any fixed constant ε. Indeed, since semi-active schedules are dominant, it is sufficient to enumerate all task sequences to solve the problem optimally. For n < N ε we have only a constant number of tasks, and thus a constant number of sequences to evaluate.
Secondly, we claim that algorithm A ε has a guarantee 1 + ε. Clearly if n < N ε , the algorithm is optimal. Otherwise its makespan is bounded by (1+2(k−1)/n)OPT ≤ (1+ε)OPT.
As small k−Onas does not belongs to FPTAS unless P = N P, for k ≥ 3, we have determined exactly its approximability class. To approximate small Onas problems, we can use the same technique, leading to the following result:
Proposition 7 Problem small Onas can be approximated with a guarantee O(k ln ln k/ ln k).
Proof. Simply set N = 2 ln k/ ln ln k, and as before either solve the problem optimally if n ≤ N , or apply any list scheduling algorithm. The guarantee of a list scheduling algorithm is then bounded by (1 + 2k/n)OPT, smaller than (1 + k ln ln k/ ln k)OPT. Hence we only have to prove that instances of at most N tasks can be solved in polynomial time. We can use Stirling's formula, or simply write ln(N !) ≤ ln 1 + ln 2 + . . . + ln N < N ln N . But ln N ≤ 1+ln ln k −ln ln ln k. Hence N ln N ≤ N +2 ln k. For k sufficiently large (k ≥ e e 2 ), N is smaller than ln k. Thus the number of possible permutations of the tasks is at most exp (3 ln k) = k 3 , which is polynomially bounded in the instance size. Since each sequence can be evaluated in time O(n + k), an exhaustive search can be done in polynomial time.
Since problem small Onas can not be approximated within k 1−ε for any constant ε > 0, Proposition 7 gives slightly the best approximation guarantee we may hope to obtain in polynomial time. Table 1 synthesizes our approximation results. While Algorithm 3 has a good theoretical complexity of O(max (2k/ε)!, n), i.e. linear in n, clearly it is very inefficient in practice. To improve the solution of the problem with a constant number of tasks n ≤ N ε , notice that solving the problem optimally can be done in time k n by deciding the partition of the tasks that start in the OAperiods. Since the order of the tasks inside an OA-period does not have any impact, one just has to end in each period with the largest task. This can be further improved grouping the periods two by two and applying each time Algorithm 1, just being careful of the tasks to be put on the ONA periods. 
Periodic Onas
Recall that periodic Onas refers to the particular instances where any two consecutive unaivalability periods are separated by s time units. Even if the problem remains hard (see Theorem 3), list scheduling algorithms happens to perform substantially better on periodic Onas. The next theorem shows in particular that periodic Onas belong to APX:
Proposition 8 For periodic Onas with all periods equal and small, any list scheduling has a performance guarantee of 2.
Proof. Consider a periodic instance I with k unavailability periods. We call unschedulable a task that can not be scheduled in the infinite periodic version of the instance. Clearly in I an unschedulable task can not complete before time s k + L + s in any feasible schedule. Since the makespan of any list schedule is at most s k + L + i p i , the ratio 2 holds.
Hence assume that there is no unschedulable task in the instance. It implies that for each task it exists a point in time interval [0, s] (and in all other intervals by translation of s + L) when it can be scheduled. Now consider a list schedule with an inactivity interval I starting at time t. We denote by j the index such that t ∈ (s j−1 , s j ]. Let i be the first task scheduled after time t. We will show that the duration of I is necessarily smaller than p i . First, notice that since i is not scheduled at time t, we must have t + p i ∈ (s l , s l + L) for some index l ≥ j. This implies that s l − t ≤ p i . Consider the two following cases to conclude: We proved that the duration of any idle interval is smaller than the duration of the task scheduled immediately after it. It results that the sum of the total idle time of the schedule is bounded by the sum of the processing times, proving the ratio 2.
Related problems
In this section we wonder if positive and negative approximability results for Ona extend to relaxed versions of the problem: for instance if tasks are only forbidden to start, like in [Billaut and Sourd(2009) ], or to complete during the periods. For short we call Fs-schedule (for forbidden start) a schedule where no task starts inside a period, and Feschedule (for forbidden end) a schedule where no task completes. An Ona-schedule is then both a Fs and a Fe schedule. Fs-scheduling corresponds to scheduling problems where an additional resource, with availability constraints, is needed only at the start of the tasks. Fe-schedule symmetrically consider the problem where the additional resource is needed only at the completion. To get the complexity status of these problems, consider the following language: is N P-complete, both Fs and Fe scheduling problems are N P-hard for more than 2 periods, even in the case small and periodic.
If the complexity status is the same, inapproximability of the problems differ. Indeed this is not difficult to see that any list scheduling algorithm has a performance guarantee of 2 for Fs or Fe with small unavailability periods. Recall that in contrast problem Onas does not belong to APX if P = N P. If the number of periods is fixed, we have proved that k-Onas do not belong to FPTAS for more than k ≥ 3 periods. Is it still true for Fe or Fs relaxations? For Fe scheduling, we can use the same gap reduction as in Corollary 1 adding to an instance x a (k + 1)th period at time C = i p i . The new instance g(x) has k + 1 periods, and:
proving that k-Fe scheduling does not belong to FPTAS for k ≥ 3. For Fs scheduling, we need to restrict to instances of L Fs k verifying L ≤ p i < 3/2L for all tasks. The proof of Theorem 3 again shows that this language remains N Pcomplete. In the gap reduction g we add to such an instance x a new task l of duration 3/2L and again a (k +1)th period at time C = i p i . Then we have
since if x / ∈ L Fs k , the last task of the schedule can not start before time C + L. Hence once again k-Fs scheduling does not belong to FPTAS for k ≥ 3, even for equal and periodic unavailability periods.
Finally notice that, maybe surprisingly, Algorithm 1 for 1−Ona remains optimal in both environments: we can always shift tasks in an Fe or Fs schedule to convert it into an Ona schedule with the same makespan, except for trivial cases.
Conclusion
The concept of operator non availability periods is a new concept in the theory of scheduling arising from a practical industrial problem: the scheduling of chemical experiments taking into account the absence of the chemists. We focused on the case of small Ona periods, which reflected in fact our industrial context. The main complexity results are summarized in Table 2. A new polynomial algorithm was found for a single Ona period, based on a simple 2-OPT procedure. For small The remaining approximability open question is whether there exists an FPTAS for the small 2-Onas problem. It would also be interesting to develop a more efficient PTAS for small k−Onas, for instance by solving more efficiently constant size problems to optimality. In the same line of ideas, it could be investigated if a better approximation ratio, smaller than 3/2 for instance, can be obtained by a list schedule or any fast algorithm on the periodic version.
To conclude we can cite some interesting extensions of the model. The first natural one that arises from the previous paragraph is to mix the 3 models, the tasks being from one of them (forbidden start, forbidden end or both), i.e. some tasks may require the additional resource only for set-up, or only for termination, or for both of them. [Mauguire et al.(2005) ] study such a mix of tasks for machine unavailability periods, where some tasks are resumable and some others are not. They also mix different types of periods: a second extension for Onas could consider several additional resources with their own availability constraints. Some resources may be required only for start-up, while others only for termination. The case of two additional resources, one needed for start-up and one needed for termination, seems particularly interesting. Finally our model could be compared to a server that handles zero duration set-ups and terminations of the tasks. One could consider a classical server model with non-zero set-up times, but with unavailability constraints.
