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Para la definición de la arquitectura de aplicaciones empresariales el patrón 
recomendado a seguir es la división en varias capas: datos, lógica de negocios y 
clientes.  Cada una de las capas, tiene un conjunto de responsabilidades bien definidas 
las cuales son soportadas por un conjunto de componentes específicos. En el caso de la 
capa de negocio, uno los componentes son los servidores de aplicaciones. En el 
mercado existe una gran lista de este tipo de componentes, los cuales tienen un gran 
número de funcionalidades y características que son mejorados constantemente, esto 
combinado con los múltiples criterios que deben ser considerados para su selección y las 
opiniones de los decisores, hacen que la selección del servidor de aplicaciones más 
adecuado sea un problema del tipo multicriterio. 
 
En este documento se presenta la aplicación de una metodología de análisis multicriterio,  
que tiene como objetivo principal, la selección del servidor de aplicaciones más 
adecuado para dar soporte a los procesos de negocios de una entidad estatal 
colombiana la cual se encuentra en proceso de actualización tecnológica.  
 
Para la selección del servidor de aplicaciones se realizó una revisión del estado del arte 
de los procesos de selección de software siguiendo un enfoque sistemático, con el 
objetivo de determinar las metodologías y los conjuntos de criterios utilizados durante 
dichos procesos. Posteriormente se definió el proceso de selección como un problema 
de análisis de multicriterio estableciendo la respectiva matriz de decisión. El problema de 
selección se solucionó mediante la ponderación de la importancia relativa de los criterios 
mediante la metodología AHP (Analytic Hierarchy Process). Durante todo el proceso de 
la aplicación de la metodología, se involucró activamente a los expertos de la empresa 
involucrada en el proceso de actualización 
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For the definition of the architecture of business applications, the recommended pattern 
to follow is the division in several layers: data, business logics and clients. Each of the 
layers has a set of well defined responsibilities, which are supported by a set of specific 
components. In the case of the business layer one of those components are the 
application servers. In the market there is a long list of this type of components, which 
has several functionalities and features that are improved constantly, this combined with 
the multiple criteria to be considered during the selection process and the different 
opinions of the decision makers, make the selection of the most suitable application 
server a multiple criteria problem. 
 
In this paper the application of a multicriteria methodology is presented, with the main 
objective of selecting the most suitable application server, to give support for the business 
process of a colombian state entity in a process of technological upgrade. 
 
For the selection of the application server a systematic review of the state of art of 
software selection process was conducted, in order to find the methodologies and criteria 
used in that type of processes. The next step was to define the selection process as 
multicriteria analysis problem through the definition of the decision matrix. The selection 
problem was solved weighting the criteria importance with AHP (Analytic Hierarchy 
Process). Throughout the entire process of implementing the methodology, experts were 
actively involved. 
 
Key words: Multicriteria analysis, AHP, business processes, application servers, 









Resumen .......................................................................................................................... V 
Lista de figuras ............................................................................................................... IX 
Lista de tablas ................................................................................................................. X 
Lista de Símbolos y abreviaturas .................................................................................. XI 
Introducción .................................................................................................................... 1 
1. Revisión del estado del arte .................................................................................... 5 
1.1 Metodología ..................................................................................................... 5 
1.1.1 Preguntas de investigación ................................................................... 6 
1.1.2 Definición del proceso de búsqueda ...................................................... 6 
1.1.3 Criterios de Inclusión ............................................................................. 7 
1.1.4 Recolección de datos y análisis de datos .............................................. 7 
2. Estudio de caso ...................................................................................................... 32 
2.1 Descripción de FSW ...................................................................................... 32 
2.2 Proceso de Toma de Decisiones en FSW...................................................... 33 
2.3 Perfil de los expertos ..................................................................................... 34 
2.4 Descripción de EEC ....................................................................................... 35 
2.5 Descripción del caso ...................................................................................... 36 
3. Criterios de Selección ............................................................................................ 39 
3.1 Objetivos........................................................................................................ 40 
3.2 Alternativas .................................................................................................... 41 
3.3 Consecuencias .............................................................................................. 42 
3.4 Transacciones ............................................................................................... 43 
3.5 Criterios ......................................................................................................... 44 
4. Valoración de los criterios de selección ............................................................... 47 
4.1 Valoración de criterios técnicos ..................................................................... 47 
4.2 Valoración de criterios funcionales................................................................. 51 
4.3 Valoración de criterios de documentación ...................................................... 53 
5. Solución del problema de decisión ....................................................................... 55 
5.1 Representación Jerárquica del Problema de Decisión ................................... 55 
5.2 Prioridad de los criterios ................................................................................ 56 
5.3 Valoración de las alternativas ........................................................................ 62 
6. Conclusiones .......................................................................................................... 66 
7. Trabajos Futuros .................................................................................................... 68 
A. Anexo: Propuesta de trabajo final ......................................................................... 69 
B. Anexo: Articulo COGESTEC 2014 ......................................................................... 91 
VIII Selección de servidores de aplicaciones como parte del diseño de una 
arquitectura de software multicapas aplicando una metodología multicriterio 
 
 
C. Anexo: Articulo Inge@UAN .................................................................................. 108 
D. Anexo: Etiquetas para clasificación de documentos del estado del arte ......... 115 




























Lista de figuras 
Pág. 
Figura 1. Arquitectura multicapa de una aplicación basada en tecnologías Web .............. 2 
Figura 2. El proceso MCDA .............................................................................................. 4 
Figura 3. El proceso de revisión sistemática de la literatura ............................................. 5 
Figura 4. Cantidad de publicaciones de selección de software por año ............................ 9 
Figura 5. Cantidad de publicaciones en selección de software por metodología ............ 11 
Figura 6. Distribución de las áreas de aplicación de la metodología AHP....................... 13 
Figura 7. Etapas de la metodología AHP ........................................................................ 13 
Figura 8. Jerarquía para la selección de la tecnología de banda ancha más adecuada 
para la Universidad Nacional de Colombia Sede Bogotá ................................................ 14 
Figura 9. Matriz de comparación por pares .................................................................... 15 
Figura 10. Matriz de comparación por pares reducida .................................................... 16 
Figura 11. Etapas de la metodología TOPSIS ................................................................ 20 
Figura 12. Representación de un problema de decisión, como una red de elementos ... 24 
Figura 13. Súper matriz de una red de decisión ............................................................. 25 
Figura 14. DAR............................................................................................................... 33 
Figura 15. Arquitectura procesos de negocio EEC ......................................................... 36 
Figura 16. Configuración en JMeter de la cantidad de peticiones para obtener las 
calificaciones de los criterios técnicos. ........................................................................... 48 
Figura 17. Configuración en JMeter de las peticiones SOAP para obtener las 
calificaciones de los criterios técnicos ............................................................................ 49 
Figura 18. Estructura jerárquica de la selección del servidor de aplicaciones más 
adecuado para EEC ....................................................................................................... 56 
Figura 19. Prioridades consolidadas de los criterios globales ......................................... 57 
Figura 20. Prioridades asignadas por los expertos a los criterios globales ..................... 58 
Figura 21. Prioridades locales consolidadas de los criterios técnicos. ............................ 59 
Figura 22. Prioridades locales asignadas por los expertos a los criterios técnicos ......... 59 
Figura 23. Prioridades locales consolidadas de los criterios funcionales ........................ 60 
Figura 24. Prioridades locales asignadas por los expertos a los criterios funcionales .... 60 
Figura 25. Prioridad global de los criterios de selección ................................................. 61 
Figura 26. Valoración de las alternativas utilizando la matriz normalizada por el método 
del máximo ..................................................................................................................... 65 
Figura 27. Valoración de las alternativas utilizando la matriz normalizada por el método 









X Selección de servidores de aplicaciones como parte del diseño de una 




Lista de tablas 
Pág. 
Tabla 1. Etiquetas para clasificación de documentos ........................................................ 8 
Tabla 2. Publicaciones en selección de software por país ................................................ 9 
Tabla 3. Metodologías para selección de software y publicaciones................................. 11 
Tabla 4. Escala de calificación por pares ........................................................................ 15 
Tabla 5. Valores aleatorios de CI .................................................................................... 17 
Tabla 6. Escala difusa de comparación por pares ........................................................... 23 
Tabla 7. Grupos de criterios por publicaciones................................................................ 27 
Tabla 8. Tipos de software sometidos a selección .......................................................... 30 
Tabla 9. Ventajas de una arquitectura multicapas ........................................................... 38 
Tabla 10. PROACT Objetivos. ........................................................................................ 40 
Tabla 11. PROACT Alternativas ...................................................................................... 41 
Tabla 12. PROACT Escala para análisis de consecuencias............................................ 42 
Tabla 13. PROACT Tabla de Consecuencias ................................................................. 42 
Tabla 14. PROACT Tabla de Transacciones .................................................................. 43 
Tabla 15. Criterios Técnicos............................................................................................ 45 
Tabla 16. Criterios Funcionales ....................................................................................... 46 
Tabla 17. Características de los datos utilizados en las pruebas para obtener los valores 
de los criterios técnicos. .................................................................................................. 47 
Tabla 18. Características técnicas máquinas virtuales utilizadas en la ejecución de las 
pruebas para obtener las calificaciones de los criterios técnicos ..................................... 49 
Tabla 19. Tiempo promedio de almacenamiento de los servidores de aplicaciones ........ 50 
Tabla 20. Consumo Promedio de Memoria de los servidores de aplicaciones ................ 51 
Tabla 21. Consumo promedio de CPU de los servidores de aplicaciones ....................... 51 
Tabla 22. Valoración soporte para herramientas de desarrollo de los servidores de 
aplicaciones .................................................................................................................... 52 
Tabla 23. Valoración cumplimiento de estándares para herramientas de desarrollo de los 
servidores de aplicaciones .............................................................................................. 52 
Tabla 24. Valoración facilidad de administración de los servidores de aplicaciones ........ 53 
Tabla 25. Valoración documentación disponible de los servidores de aplicaciones ........ 54 
Tabla 26. Prioridad global de los criterios de selección ................................................... 61 
Tabla 27. Matriz de decisión. .......................................................................................... 62 
Tabla 28. Matriz de decisión con todos los criterios con tendencia a maximizar ............. 63 
Tabla 29. Métodos de Normalización .............................................................................. 63 
Tabla 30. Matriz de decisión normalizada por el método del máximo .............................. 64 
Tabla 31. Matriz de decisión normalizada por el método de la sumatoria ........................ 64 
Tabla 32. Listado de etiquetas utilizadas para clasificar los documentos del estado del 









AHP  Analytic Hierarchy Process 
ANN Artificial Neural Network 
ANP Analytic Neural Process 
ASW Arquitecto de Software 
C&C Component and Connector 
CBR Case-Based Reasoning 
CI Consistency Index 
CMMI Capability Maturity Model Integration 
CoI Coquet Integral 
COTS Commercial Off-The-Shelf 
CPU Central Processing Unit  
CR Consistency Ratio 
CRM Customer Relationship Management 
DAR Decision Analysis and Resolution 
DSS Decision Support System 
EEC Entidad Estatal Colombiana 
EMR Electronic Health Record 
ERP Enterprise Resource Planning 
ESB Enterprise Service Bus 
FAHP Fuzzy Analytic Hierarchy Process 
FLR Fuzzy Linear Regresion 
FSW Fábrica de Software 
GUI Graphical User Interface 
HKBS Hybrid Knowledge Based System 
IDS Ingeniero de Desarrollo 
IDSA Ingeniero de Desarrollo Autor 
IEEE Institute of Electrical and Electronics Engineers 
IWPC IEEE International Workshop on Program Comprehension 
JEE Java Enterprise Edition 
JGC Java Garbage Collector 
JVM Java Virtual Machine 
MACBETH 
Measuring Attractiveness by a Categorical Based Evaluation 
Technique 
MAS Multi-media Authorizing System 
MCDA Multiple-criteria decision analysis 
MCDM Multiple Criteria Decision Making 
 
XII Selección de servidores de aplicaciones como parte del diseño de una 
arquitectura de software multicapas aplicando una metodología multicriterio 
 
 
MRP Manufacturing Resource Planning 
PROMETHEE 
 Preference Ranking Organization Method for Enrichment 
Evaluations 
PROACT PRoblem Objectives Alternatives Consequences 
QFD Quality Function Deployment 
RBR Rule-Based Reasoning 
SaaS Software-as-a-Service 
SEI  Software Engineering Institute 
SOAP Simple Object Access Protocol 
STACE Social-Technical Approach to COTS Evaluation 
TOGAF The Open Group Architecture Framework 
TOPSIS Technique for Order Performance by Similarity to Ideal Solution 
WA Weighted Average 
WMS Warehouse Management System 








Aunque como afirman Baragry, J., & Reed, K. (1998), Clements, P. et al. (2010), Garlan, 
D., & Shaw, M. (1994) y Gorton, I (2011), no existe una definición plenamente aceptada 
de arquitectura de software las existentes se pueden clasificar en dos tipos: estructurales 
y  de toma de un conjunto de decisiones. 
 
El primer grupo de definiciones considera a la arquitectura de software como una 
abstracción de nivel superior de los componentes de un sistema y sus interacciones, los 
cuales definen la estructura y comportamiento de un sistema. En este tipo definiciones se 
encuentran las agrupadas por SEI (2015) y las propuestas en estándares como IEEE 
(2000). 
 
De acuerdo con  SEI (2015) el diseño de la arquitectura de software debe ser la base 
primordial para la construcción de un sistema, por lo que su definición debe ser clara, lo 
cual se logra mediante la definición de vistas (Clements, P. et al. (2010), IEEE (2000) y 
SEI (2015)). Una vista es la definición de  un conjunto de elementos de un sistema y sus 
interacciones (Clements, P. et al. (2010)).   
 
Kruchten, P. (1995) define cuatro tipos de vista para un sistema: lógica, de procesos, 
física y una vista de despliegue. La vista lógica determina la funcionalidad del sistema. La 
vista de procesos es la vista dinámica del sistema, representa los procesos que lo 
componen y sus interacciones. La vista física muestra la relación entre los componentes 
y su relación con el hardware en el que son desplegados. Los componentes que forman 
parte del sistema y las dependencias entre sí, son definidos mediante la vista de 
despliegue. 
 
Como menciona Clements, P. et al. (2010) una vista es el resultado del seguimiento de 
conceptos de diseños bien definidos o estilos arquitectónicos, los cuales se dividen en 
tres grandes grupos: estilos modulares, de tipo C&C y de distribución. Los estilos 
modulares definen las unidades de implementación del sistema. Los estilos C&C 
documentan las unidades de ejecución. Los estilos de distribución definen las relaciones 
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entre los componentes software y no software, respecto a su ambiente de desarrollo y de 
ejecución. 
 
Dentro del tipo de estilos C&C se encuentran los estilos por capas. Los cuales definen 
agrupaciones lógicas de componentes de acuerdo con  sus responsabilidades o 
ambiente de ejecución (Clements, P. et al. (2010)). Existen varios tipos de sistemas que 
implementan este tipo de estilo dentro de los que se encuentran los sistemas de 
protocolos de comunicación, sistemas operativos, bases de datos (Garlan,D., & Shaw, M. 
(1994)) y aplicaciones basadas en tecnologías web (Clements, P. et al. (2010)). 
 
En el caso de las aplicaciones basadas en tecnologías web, se sugiere la 
implementación de un modelo multicapas (Clements, P. et al. (2010)), definido por las 
capas de acceso a datos, lógica de negocio y la capa cliente. En la capa de acceso a 
datos, se agrupan los componentes que procesan las peticiones de modificación de 
datos de soporte del sistema, uno de los componentes de  esta capa son los servidores 
de bases de datos. En la capa de lógica de negocios se implementan los métodos que 
modifican los datos del negocio, esta capa esta soportada por un servidor de 
aplicaciones. Finalmente en la capa de cliente, se implementan aplicaciones que 
permiten al usuario final interactuar con los procesos de negocio implementados en la 
capa de lógica de negocios. 
 
 
Figura 1. Arquitectura multicapa de una aplicación basada en tecnologías Web. Adapto de Clements, 




El segundo grupo de definiciones de arquitectura de software la consideran como el 
resultado de la toma de un conjunto de decisiones durante el ciclo de vida del proyecto 
(Bosc (2004), Kruchten, P. (2004) y Tyree & Ackerman (2005)). Dentro del tipo de 
decisiones que se deben tomar se encuentran las decisiones de existencia, de propiedad 
y ejecutivas (Kruchten, P. (2004)).  Las decisiones de existencia determinan los 
componentes que deben o no formar parte de un sistema. A su vez se subdividen en 
decisiones estructurales (creación de componentes o capas de componentes) o de 
comportamiento (definición de la forma en la que los componentes interactúan entre sí). 
Las restricciones y guías del diseño, se definen mediante las decisiones de propiedad. 
Las decisiones ejecutivas están determinadas por el contexto de la solución a 
implementar, lo que afecta la metodología de desarrollo, el entrenamiento de las 
personas involucradas en el proceso y el tipo de herramientas o tecnologías a usar. 
 
En el caso de la selección de software o herramientas que dan soporte a una solución, se 
requiere de una combinación simultanea de factores mutuamente excluyentes (Stamelos, 
I., & Tsoukias, A. (2003)). Este tipo de procesos se torna complejo debido a la gran 
cantidad de productos de software disponible, los continuos avances y mejoras en las 
tecnologías de la información, la existencia de incompatibilidades entre varios tipos de 
software y hardware, la dificultad en la evaluación de las diferencias funcionales de los 
sistemas y por la falta de experiencia y conocimiento técnico de los involucrados en los 
procesos de selección (Lin, H.-Y., Hsu, P.-Y., & Sheen, G.-J. (2007)). 
Los factores que hacen que un proceso de decisión en el contexto de la definición de la 
arquitectura de un sistema sea complejo, junto a un gran número de personas 
involucradas y la definición de criterios que son mutuamente incompatibles, hacen que 
este tipo de procesos sean un problema del tipo MCDM, los cuales pueden ser 
abordados mediante la aplicación de las técnicas propuestas por el MCDA, el cual, de 
acuerdo con  Belton, V. & Stewart, T. (2002) tiene como objetivo principal “ayudar a los 
decisores para comprender el problema, sus juicios y el de las demás personas 
involucradas, a organizar y recolectar la información necesaria, para guiarlos en la 
identificación de un curso de acción”. 
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Según Belton, V. & Stewart, T. (2002) el MCDA puede considerarse como un marco de 
referencia de apoyo para la solución de problemas complejos, dicho marco está 
conformado por las etapas que se muestran en la Figura 2. 
 
 
Figura 2. El proceso MCDA. Adaptado de Belton, V., & Stewart, T. (2002) 
 
De acuerdo con  Belton, V. & Stewart, T. (2002) durante la etapa de estructuración del 
problema, los involucrados en el proceso de decisión definen la complejidad del problema 
y establecen las guías básicas para su solución. La etapa de definición tiene como 
objetivo extraer la información necesaria del problema que permitirá establecer los 
parámetros de su evaluación, en esta etapa se establece cuáles son los posibles cursos 
de acción y los criterios bajo los que se rige su evaluación. En la etapa de resultados se 
analizan los resultados de la evaluación de las alternativas y se organiza la información, 
de manera que se pueda establecer el curso de acción que solucionará de la forma más 
adecuada el problema identificado. 
 
En este trabajo se presenta la aplicación de una metodología multicriterio, en el proceso 
de selección del servidor de aplicaciones más adecuado para dar soporte a los procesos 
de negocio de una entidad estatal la cual se encuentra en proceso de actualización 
tecnológica. La estructura del documento se encuentra orientada al desarrollo de los 
cuatro objetivos específicos definidos en la propuesta del trabajo, por lo tanto las 
secciones del documento son: la revisión de estado del arte, la definición del caso de 
estudio, la definición de los criterios de selección, la definición de las fuentes de los 
valores de los criterios definidos y la solución del problema de decisión.  
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1. Revisión del estado del arte 
 
En este capítulo se presenta la revisión del estado del arte siguiendo una metodología de 
revisión sistemática de la literatura de los procesos de selección  de software, definiendo 
así la base académica para la solución del problema de selección del servidor de 
aplicaciones más adecuado para la entidad estatal en proceso de actualización 
tecnológica. 
 
Como resultado se muestran las metodologías y criterios más usados dentro de los 




Para el desarrollo del estado del arte se siguió una metodología de revisión sistemática 
de la literatura propuesta por Kitchenham, B. (2004), la cual tiene como objetivo principal 
“definir un método que permita la evaluación y la interpretación de toda la investigación 
relevante a una pregunta de investigación específica, un área de investigación o un 
fenómeno de interés”. La metodología propuesta por Kitchenham, B. (2004), se resume 
en la Figura 3.  
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Para el desarrollo de este trabajo se siguieron las etapas del proceso de ejecución: 
identificación de la investigación, selección de estudios, extracción y análisis de datos. 
Para la definición de la investigación se establecieron las preguntas de investigación y el 
proceso sistemático de búsqueda de la información. 
 
1.1.1 Preguntas de investigación 
 
El objetivo principal de la revisión del estado del arte que se presenta en este documento, 
es determinar las metodologías más usadas en procesos de selección  de software, así 
como los criterios más utilizados para evaluar las alternativas, por lo tanto las preguntas 
definidas para la ejecución de la revisión son las siguientes: 
 
 PI1. ¿Es la selección de software un área de investigación continuamente activa? 
 PI2. ¿Cuáles son las metodologías de selección  de software más utilizadas? 
 PI3. ¿Cuáles son los criterios de selección de software más utilizados? 
 PI4. ¿Cuáles son los tipos de software evaluados en un proceso de selección? 
 
A cada una de las preguntas se ha asignado un código de forma tal que puedan ser 
referenciadas dentro del documento. El código definido corresponde a las siglas PI (por 
Pregunta de Investigación) junto a un número entero secuencial. 
 
1.1.2 Definición del proceso de búsqueda 
 
El proceso de búsqueda tuvo como primera etapa la definición de las ecuaciones de 
búsqueda las cuales están orientadas a dar respuesta a las preguntas de investigación 
definidas para el proceso, las ecuaciones de búsqueda utilizadas fueron: 
 
 Software selection 
 Software evaluation 
 Software selection criteria 
 Selección de software 
 Evaluación de software 
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Posteriormente se definieron las fuentes de búsqueda en las cuales se ejecutó de forma 
manual las anteriores ecuaciones. Las fuentes definidas son las siguientes: 
 
 IEEE Explorer (IEEE) 
 ScienceDirect (SD) 
 Catalogo de publicaciones de la Universidad Nacional de Colombia (UNAL) 
 Catalogo de publicaciones de la Universidad de los Andes (UNIANDES) 
 Catalogo de publicaciones de la Universidad Javeriana (UJAVERIANA) 
 
Las ecuaciones de  búsqueda “Selección de software” y “Evaluación de software”, solo 
fueron aplicadas en las fuentes de datos UNAL, UNIANDES y UJAVERIANA, las 
ecuaciones restantes se ejecutaron sobre todas las fuentes. 
 
1.1.3 Criterios de Inclusión 
 
Los artículos que se sometieron a estudio fueron incluidos, debido a que definían una 
metodología para la selección de software o se seguía una metodología previamente 
establecida.  
 
En el caso de los criterios, los artículos seleccionados se incluyeron debido a que 
definían un conjunto de criterios genéricos o un conjunto de criterios relacionados 
directamente con el tipo de software evaluado. 
 
1.1.4 Recolección de datos y análisis de datos 
 
Como resultado de la ejecución de las ecuaciones de búsqueda definidas para el estudio, 
se encontraron 54 documentos los cuales fueron importados en la herramienta 
bibliográfica Mendeley, la cual permite la definición de etiquetas para poder filtrar de 
forma sencilla una colección de referencias. 
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Para la clasificación de los documentos analizados en la revisión, se definieron etiquetas 
que los  permiten clasificar por país, criterios de selección, metodologías seguidas o 
propuestas, tipo de software sometido a evaluación y el año de las publicaciones. Las 
etiquetas utilizadas se relacionan en la Tabla 1 de este documento. El listado completo 




Etiqueta en la que se agrupa el país de la institución del autor principal 
del articulo. Por ejemplo: country_colombia. 
criteria_selection 
Etiqueta para agrupar los documentos en los que se definen o aplican 
criterios de selección. 
criteria_selection-
[criteria_selection] 
Etiqueta para definir un grupo de criterios de selección especifico. Por 
ejemplo: criteria_selection-functionality. 
methodology 
Etiqueta para clasificar documentos que aplican una metodología de 
selección de software. 
methodology-
[methodology] 
Etiqueta para clasificar documentos que aplican una metodología 
especifica. Por ejemplo: methodology-ahp. 
software_type-
[software_type] 
Etiqueta para determinar el tipo de software que se somete a evaluación. 
Por ejemplo: software_type-erp. 
year-[year] 
Permite definir el año de publicación del documento analizado. Por 
ejemplo: year-2015. 
 
Tabla 1. Etiquetas para clasificación de documentos. Elaboración Propia. 
 
En esta sección del documento se da respuesta a las preguntas de investigación 
definidas, analizando los datos obtenidos al clasificar los documentos aplicando las 
etiquetas definidas. 
 
PI1. ¿Es la selección de software un área de investigación continuamente activa? 
 
Para dar respuesta a esta pregunta se analizó la cantidad de documentos publicados por 













Figura 4. Cantidad de publicaciones de selección de software por año. Elaboración propia. 
 
País Publicaciones 
Alemania Ossadnik, W., & Lange, O. (1999). 
Arabia 
Alghamdi, A. S. et al (2010).  
Siddiqui, Z. et al (2011). 
Australia Maxville, V. et al (2009). 
China 
Chau, P. Y. K. (1995).  
Huang, X. et al (2013).  
Jianhua, H. J. H. et al (2010).  
Lai, V. S. et al (2002).  
Ngai, E. W. T. et al (2005). 
Chipre Andreou, A. S., & Tziakouris, M. (2007). 
Colombia 
Cortés, J. A. Z. et al (2012). 
Jaime, G. (2013). 
España 
Carvallo, J. P., Franch, X., Quer, C., & Catalunya, U. P. De. (2007).  
Illa, X. B., Franch, X., & Pastor, J. A. (2000).  
Morera, D. (2002).  
P, V. F., & Chalmeta, R. (2005). 
Xavier Franch and Juan Pablo Carvallo. (2003). 
Estados Unidos 
Cochran, J. K., & Chen, H.-N. (2005).  
Collier, K. et al (1999).  
Gorton, I. et al (2003).  
Le Blanc, L. A., & Tawfik Jelassi, M. (1989).  
Li, Y., & Thomas, M. A. (2014).  
Nelson, B. L. et al (1991).  
Verville, J., & Halingten, A. (2003). 
Grecia Stamelos, I. et al (2000). 
Hong-Kong Chau, P. Y. K. (1995). 
India 
Bhargava, N. et al (2013).  
Godse, M., & Mulik, S. (2009).  
Jadhav, A. S., & Sonar, R. M. (2011).  
Jadhav, A., & Sonar, R. (2008).  
Jadhav, A., & Sonar, R. (2009).  
Misra, S. K., & Ray, A. (2013). 
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Haghpanah, N. et al (2007).  
L. Etaati, S. Sadi-Nezhad, A, M. (2011). 
Israel Shtub, A. et al (1988). 
Italia 
Colombo, E., & Francalanci, C. (2004).  
Minetola, P. et al (2015). 
Malasia Zaidan, a. a. et al (2014). 
Noruega Ayala, C. et al (2011). 
Omán Sarrab, M., & Rehman, O. M. H. (2014). 
Portugal Neto, A. A., & Vieira, M. (2011). 
Reino Unido 
Hlupic, V., & Paul, R. J. (1996).  
Nikoukaran, J. et al & Paul, R. J. (1999). 
Nikoukaran, J., & Paul, R. J. (1999). 
Taiwán 
Lee, H. S., & Wang, M. H. (2007).  
Lin, H.-Y. et al (2007).  
Wei, C. C. et al (2005).  
Wei, C.-C., & Wang, M.-J. J. (2004). 
Turquía 
Cebeci, U. (2009).  
Gürbüz, T. et al (2012).  
Karsak, E. E., & Özogul, C. O. (2009).  
Kilic, H. S. et al (2014).  
Yazgan, H. R. et al (2009). 
Zambia Kunda, D. (2003). 
 
Tabla 2. Publicaciones en selección de software por país (continuación). Elaboración propia. 
 
Los datos de publicaciones por año y país muestran que a partir del año 1988 y en una 
forma continua hasta el 2015, existen publicaciones a nivel internacional (provenientes de 
23 países diferentes), en las que se aplican metodologías que permitan seleccionar la 
alternativa de software más adecuada de acuerdo al contexto en el que se desarrolla el 
proceso de selección. Esto indica que los procesos de selección de software definen un 
área de investigación activa, debido principalmente a las características propias de cada 
uno de los procesos de selección, así como a las características funcionales de las 
alternativas evaluadas, ya que estas se encuentran en una mejora constante. 
PI2. ¿Cuáles son las metodologías de selección  de software más utilizadas? 
De acuerdo con  los resultados obtenidos de la clasificación  de los documentos 
mediante la etiqueta methodology-[methodology], se determinó que existen varios grupos 
de metodologías para selección de software, las cuales se relacionan en la Figura 5 y la 
Tabla 3 de este documento. 
 




Figura 5. Cantidad de publicaciones en selección de software por metodología. Elaboración propia. 
 
Metodología Documentos en la que se publicó 
AHP 
Alghamdi, A. S., Ahmad, I., & Nasir, M. (2010) 
Colombo, E., & Francalanci, C. (2004).  
Godse, M., & Mulik, S. (2009). 
Le Blanc, L. A., & Tawfik Jelassi, M. (1989). 
Ngai, E. W. T., & Chan, E. W. C. (2005). 
Ossadnik, W., & Lange, O. (1999). 
Shtub, A., Spiegler, I., & Kapeliuk, A. (1988). 
Siddiqui, Z. et al (2011). 
Wei, C. C. et al (2005). 
Hibrida 
Gürbüz, T. et al (2012) 
Jadhav, A., & Sonar, R. (2009) 
Karsak, E. E., & Özogul, C. O. (2009). 
Kilic, H. S., Zaim, S., & Delen, D. (2014). 
Kilic, H. S., Zaim, S., & Delen, D. (2015) 
Kunda, D. (2003). 
Misra, S. K., & Ray, A. (2013). 
Morera, D. (2002). 
Zaidan, a. a. et al (2014) 
Propuestas 
Hlupic, V., & Paul, R. J. (1996). 
Illa, X. B., Franch, X., & Pastor, J. A. (2000). 
Le Blanc, L. A., & Tawfik Jelassi, M. (1989). 
Nelson, B. L., et al (1991) 
Neto, A. A., & Vieira, M. (2011). 
Verville, J., & Halingten, A. (2003). 
FAHP 
Cebeci, U. (2009). 
Cortés, J. A. Z., et al. (2012). 
Lee, H. S., & Wang, M. H. (2007). 
Lin, H.-Y. et al (2007). 
Minetola, P., et al (2015).  
Wei, C.-C., & Wang, M.-J. J. (2004). 
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Metodología Documentos en la que se publicó 
HKBS 
Jadhav, A. S., & Sonar, R. M. (2011). 
Jadhav, A., & Sonar, R. (2008). 
Li, Y., & Thomas, M. A. (2014). 
Stamelos, I. et al (2000). 
Algoritmo 
Haghpanah, N. (2007). 
Huang, X. N. (2013). 
ANN 
Jianhua, H. J. H. et al (2010) 
Yazgan, H. R. et al (2009). 
ANP 
Jaime, G. (2013). 
L. Etaati, S. Sadi-Nezhad, A, M. (2011). 
Fuzzy Cochran, J. K., & Chen, H.-N. (2005). 
WA 
Collier, K. et al (1999). 
Maxville, V. et al (2009). 
Tabla 3. Metodologías para selección de software y publicaciones (continuación). Elaboración 
propia. 
 
Como se puede observar en los datos de publicaciones por metodología, los 3 tipos de 
metodologías más utilizados son AHP, metodologías híbridas y FAHP. Al examinar las 
metodologías que son integradas en las metodologías híbridas, la metodología AHP es la 
más utilizada en dicho tipo de metodologías, esto indica que AHP es la metodología más 




La metodología AHP fue propuesta por Saaty T. L. entre los años 1971 y 1975. Está 
metodología tiene como objetivo principal, la derivación de calificaciones a partir de 
comparaciones por pares desde aspectos discretos y continuos,  considerándolos de 
forma simultánea con el fin de llegar a una conclusión especifica (Saaty, R. W. (1987)).  
 
AHP ha sido aplicado exitosamente en procesos para seleccionar la alternativa más 
adecuada, evaluar un conjunto de alternativas, ejecutar análisis costo-beneficio, 
establecer prioridades, desarrollo y planificación, distribución de recursos, toma de 
decisiones, pronostico, medicina  y QFD. La distribución de las aplicaciones de la 
metodología se presenta en la Figura 6 de este documento (Vaidya, O. S., & Kumar, S. 
(2006)).  
 




Figura 6. Distribución de las áreas de aplicación de la metodología AHP. Adaptado de Vaidya, O. S., 
& Kumar, S. (2006). 
 































Definición del problema mediante 
una representación jerárquica 
Construcción de la matriz de 
comparación por pares 
Ejecución de Test de Consistencia 
Cálculo de la Prioridad General 
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Definición del problema mediante una jerarquía 
 
Para construir la jerarquía que representa de forma jerárquica el problema de selección, 
se debe considerar que los elementos que pertenecen al mismo nivel de la jerarquía 
deben ser homogéneos, esto es, que puedan ser comparados mediante atributos 
comunes. Los elementos pertenecientes al mismo nivel de la jerarquía, deben 
representar restricciones o refinamientos a los elementos de un nivel superior, de esta 
forma se garantiza que la jerarquía que se construye sea consistente. (Saaty, R. W. 
(1987)) 
 
En la Figura 8 de este documento se presenta una jerarquía en la que se modela un 
problema de decisión, que tiene como objetivo seleccionar la tecnología de banda ancha 
más adecuada para la Universidad Nacional de Colombia Sede Bogotá (Cortés Aldana, 
F. A. et al (2007)).  
 
 
Figura 8. Jerarquía para la selección de la tecnología de banda ancha más adecuada para la 
Universidad Nacional de Colombia Sede Bogotá. Adaptado de Cortés Aldana, F. A. et al (2007). 
 
 
Seleccionar la Tecnología 
de Banda Ancha Más 
Adecuada para la UNAL 
Sede Bogotá 
Criterios Tecnologicos 
Ancho de Banda 




Tiempo de Instalación 
Criterios Financieros 
Costos de Instalación 
Costos de Suscripción 
Mensual 
Criterios de Calidad 
Seguridad 
Mantenimiento 




Definición de la matriz de comparación por pares 
 
El propósito de la construcción de la matriz por pares es el de definir las preferencias de 
los decisores entre elementos de un mismo nivel de alternativas, generalmente se suele 
utilizar la escala propuesta por Saaty, T. L. (1977), la cual se presenta en la Tabla 5 de 
este documento. 
 
Nivel de Importancia Definición 
1 Los elementos comparados tienen la misma importancia. 
3 
Uno de los elementos tiene una importancia leve sobre el otro 
elemento respecto al que se compara. 
5 
Un elemento tiene una importancia alta sobre el otro elemento con el 
que se compara. 
7 
Un elemento tiene una importancia demostrada sobre el otro 
elemento. 
9 
Un elemento es evidentemente más importante que el elemento con el 
que se compara. 
2, 4, 6, 8 Valores intermedios. 
Valores recíprocos 
Si un elemento tiene alguna de las anteriores calificaciones, al 
elemento con el que  se compara se le asigna su valor reciproco, esto 
es    , siendo  , el valor de importancia asignado al elemento que se 
favorece con la calificación. 
 
Tabla 4. Escala de calificación por pares.  Saaty, T. L. (1977) 
 
Una matriz de comparación por pares de   elementos, representados como   ,…,    y 
sus pesos representados por   ,…,   , tiene la forma (Saaty, T. L. (1977)): 
 
 
   
  
    
  
    
  
      
  
    
  
    
  
    
  
      
  
    
  
    
  
    
  
      
  
    
          
  
    
  
    
  
      
  
    
 
Figura 9. Matriz de comparación por pares. Saaty, T. L. (1977) 
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Los valores de la matriz son valores positivos, que cumplen la propiedad de reciprocidad 
    
 
    , debido a dicha propiedad la matriz puede ser reducida a la siguiente forma: 
 
 
    
                
 
       
 
           
 
     
 
             
          
 
     
 
     
 
         
 
Figura 10. Matriz de comparación por pares reducida. Saaty, T. L. (1977) 
 
La reducción de la matriz de comparación por pares disminuye la cantidad de 
comparaciones a ejecutar al siguiente número 
      
 
 donde  , representa la cantidad de 
elementos que se están comparando. 
 
Definida la matriz de comparación por pares se pueden aplicar el método de cálculo del 
vector propio y el método logarítmico de los mínimos cuadrados (Coulter, E. D. et al 
(2006)), para obtener la prioridad de los elementos que se están comparando. 
 
Ejecución del Test de Consistencia 
 
De acuerdo con  Saaty, T.L. (1977) la matriz de comparación por pares, es consistente si 
cumple con la consistencia cardinal y la consistencia ordinal. La consistencia cardinal 
verifica que si   es mayor que  , y   es mayor que  , entonces   debe ser mayor que  .  
La consistencia ordinal define que si   es 2 veces más importante que  , y   es 3 veces 
más importante que  , entonces   debe ser 6 veces más importante que  , por lo tanto si 
la matriz de comparación por pares es consistente entonces debe cumplir la propiedad 
          . 
 
Para determinar la inconsistencia de la matriz de comparación por pares Saaty, T.L. 
(1977) definió el CI de la siguiente forma:     
      
   
 donde     , es el valor propio 
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máximo de la matriz de comparación por pares y   es el número de elementos que son 
comparados. Si la matriz es completamente consistente entonces el valor de      será 
cercano al valor  , produciendo un valor    cercano a cero.  
 
La consistencia de la matriz de comparación por pares también se puede determinar 
mediante el cálculo del CR mediante la formula    
  
   
, donde     corresponde con un 
CI de una matriz aleatoria del mismo tamaño de la matriz del problema que se está 
modelando. En la Tabla 6 de este documento se presenta el  listado de valores 
propuestos por Saaty, T.L. (1977) para matrices aleatorias de diferentes tamaños.  
 
 
  1 2 3 4 5 6 7 8 9 10 
    0 0 0.52 0.89 1.11 1.25 1.35 1.40 1.45 1.49 
Tabla 5. Valores aleatorios de CI. Saaty, T.L. (1977). 
 
Saaty, T.L. (1977) propuso que un valor cercano a 0.1, indica que la matriz es 
consistente, pero que dicho valor puede variar de acuerdo a los requerimientos del 
problema que se está solucionando. 
 
Calculo de la prioridad general 
 
El último paso en la metodología es determinar la prioridad general de las alternativas, 
mediante la combinación de los valores de cada una de las prioridades relativas con los 
valores de las comparaciones por pares, la prioridad final es obtenida mediante la 




En este conjunto de metodologías se clasifican aquellas en las que se sigue más de una 
metodología para determinar la alternativa de software más adecuada. A continuación se 
presentan las combinaciones que se encontraron como resultado de la revisión del 
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AHP + DESMET 
 
La metodología DESMET, es una metodología desarrollada en la década de los 90 en el 
Reino Unido, con el objetivo principal de evaluar métodos asociados a la ingeniería de 
software y herramientas dentro de una organización (Morera, D. (2002)). 
 
La combinación propuesta por Morera, D. (2002), define el proceso de selección de una 
herramienta de software, como un proceso de dos etapas: evaluación y toma de 
decisiones.  
 
La etapa de evaluación es ejecutada, mediante el seguimiento de 6 sub etapas básicas 
de la metodología DESMET: definición de los roles y sus responsabilidades, definición de 
las restricciones de tiempo y el esfuerzo necesario para la ejecución de proceso, la 
definición del alcance del proceso y la definición de las alternativas a evaluar, la 
definición de supuestos y restricciones, la selección de un método de evaluación, la 
evaluación y presentación  de resultados.  
 
La toma de decisiones está soportada por la metodología AHP y compuesta por las sub 
etapas de definición de los criterios de selección, la evaluación final de los candidatos 
definidos y la selección por común acuerdo de la alternativa más adecuada. 
 
AHP + STACE 
 
Como lo menciona Kunda, D. (2003), STACE tiene como objetivo principal la vinculación 
de aspectos sociales y técnicos durante el proceso de selección de la alternativa más 
adecuada, mediante la ejecución de 4 procesos que se encuentran interrelacionados: 
levantamiento de requerimientos, definición de los criterios sociales y técnicos, 
identificación de las alternativas, para finalmente someterlas a evaluación. 
 
La primera etapa de la metodología STACE, tiene como objetivo la definición de los 
requerimientos de los clientes y del sistema, los cuales son definidos de forma conjunta 
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con los stakeholders del proyecto a partir de documentación técnica y estudios de 
mercadeo.  
 
AHP es utilizado en la segunda etapa de la metodología, con el fin definir de forma 
jerárquica, los criterios técnicos y sociales bajo los que se someterán a evaluación las 
alternativas.  
 
La etapa de definición de las alternativas tiene como objetivo, definir las herramientas 
que se someterán a evaluación, las cuales deberán cumplir con los requerimientos 
identificados en la primera etapa de la metodología.  
 
Finalmente la etapa de evaluación  de las alternativas, determina  la alternativa más 
adecuada a partir de la calidad del software en términos de sus funcionalidades.  
 
AHP + TOPSIS 
 
De acuerdo con  Yoon, K. P., & Hwang, C.-L. (1981), la alternativa más adecuada, debe 
estar lo más lejano posible de una alternativa sub optima (alternativa que tiene los 
puntajes más bajos posibles en cada criterio definido) y lo más cercano posible a una 
alternativa optima (alternativa que tiene los puntajes más altos posibles en cada criterio 
definido), por lo que la evaluación de las alternativa mediante TOPSIS, determina la 
calificación de las alternativas de acuerdo a la distancia a dichas alternativas artificiales.  
La metodología TOPSIS ha sido aplicada exitosamente en problemas como: la selección 
de sistemas de transportes, la ubicación de fábricas, selección de robots y la 
administración  de residuos sólidos (Shih, H.-S. et al (2007)). Las etapas de la 
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Figura 11. Etapas de la metodología TOPSIS. Zaidan, a. a. et al (2014). 
 
Como lo propone Zaidan, a. a. et al (2014) y Misra, S. K., & Ray, A. (2013), la 
metodología AHP puede ser integrada con la metodología TOPSIS, para determinar la 
matriz normalizada de pesos. 
 
TOPSIS tiene las siguientes ventajas Shih, H.-S. et al (2007): define una lógica cercana 
al razonamiento humano, combina en un valor escalar la distancia a la alternativa sub 
optima y la alternativa optima, puede ser automatizado de manera sencilla y permite 
representar de forma gráfica las calificaciones asignadas a las alternativas evaluadas. 
 
ANP + CoI + MACBETH 
 
En la metodología propuesta por Gürbüz, T. et al (2012), la metodología ANP 
(generalización de la metodología AHP), es utilizada para determinar el objetivo del 
proceso de decisión, los criterios y sub criterios, determinar la interdependencia entre 
criterios y para definir la matriz de preferencias de los criterios. La metodología 
Construcción de la matriz de 
decisión normalizada 
Construcción de la matriz de 
pesos normalizada 
Calculo de la solución 
suboptima y la solución 
optima 
Calculo de la separación de la 
distancia 
Calculo de la distancia a la 
solución óptima 
Calificación de las 
alternativas de acuerdo a la 
distancia de la solución ótima 
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MACBETH y la integral difusa CoI, son utilizadas para determinar el nivel de 
interdependencia de los criterios definidos mediante ANP.  
 
ANP + PROMETHEE 
 
PROMETHEE fue propuesto inicialmente por Brans (1982), como un método de 
calificación, con el fin de determinar la mejor alternativa de un conjunto bien definido, 
analizando los pros y contras de las alternativas consideradas. La metodología tiene tres 
etapas principales: modelamiento del problema mediante una matriz, en la cual se 
relacionan las alternativas con las calificaciones asignadas por decisor respecto a un 
conjunto de criterios, para posteriormente comparar cada una de las alternativas respecto 
a los criterios definidos y finalmente obtener la calificación general de cada una de las 
alternativas sumando la multiplicación de la importancia de cada criterio con la 
calificación asignada a la alternativa.(Brans, J.-P., & Mareschal, B. (2005))  
 
En la propuesta de Kilic, H. S. et al (2015), los métodos ANP y PROMETHEE, son 
combinados de tal forma, que la matriz de comparación por pares obtenidas del mediante 
ANP, es la entrada para la ejecución del método PROMETHEE, mediante el cual se 
obtiene un ranking de las alternativas evaluadas. 
 
RBR + CBR 
 
Jadhav, A., & Sonar, R. (2008), definen un sistema en el que el usuario es guiado en todo 
el proceso decisión. En la primera etapa del proceso RBR, es utilizado para guiar el 
usuario durante el proceso de definición de criterios y requerimientos, que la solución 
más adecuada debe cumplir, estos datos se almacenan en forma de reglas del tipo IF 
THEN ELSE. 
 
CBR define el esquema bajo el cual se almacenan los paquetes de software que son 
posibles alternativas a presentar al usuario. Los paquetes se almacenan como un 
conjunto de criterios asociados a la calidad, el proveedor del software y con las 
funcionalidades del software. 
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QFD + FLR + ZOGP 
 
Karsak, E. E., & Özogul, C. O. (2009), combinan varias técnicas de forma tal que se 
pueda establecer una relación entre los requerimientos de los decisores y las 
características del software a seleccionar (QFD), posteriormente se establece un grado 
de relación entre dichos factores mediante FLR y finalmente se elige la alternativa más 
adecuada mediante ZOGP, el cual soporta varios objetivos y busca minimizar la suma de 




Las metodologías propuestas son aquellas que están directamente formuladas para 
ajustarse al contexto en el que se desarrolla el proceso de selección, por lo que no han 
sido aplicadas extensamente en otros contextos, aunque pueden ser clasificadas como 
metodologías tipo MCDM, debido a que evalúan varias alternativas respecto a un 




FAHP es una extensión propuesta por Laarhoven, P. J. M., & Pedrycz, W. (1983), a la 
metodología AHP, con el objetivo principal de integrar calificaciones difusas de las 
preferencias de los decisores, debido a la facilidad con la que los seres humanos utilizan 
términos como “entre 3 y 4” o “por encima de 3”, en el momento de asignar una 
calificación o manifestar una preferencia respecto a un criterio o alternativa. 
 
Las etapas de las diferentes variaciones de FAHP, son (Javanbarg, M. B. (2012)): 
definición de la estructura del problema mediante una jerarquía, definición de una matriz 
de comparación por pares con calificaciones difusas (números triangulares de la forma 
                  ) como las que se muestran en la Tabla 7 de este documento, 
verificación de la consistencia y el cálculo de las prioridades, para finalmente determinar 
las prioridades globales y determinar la clasificación de cada una de las alternativas. 
 




Valor en la escala de 
















En este tipo de metodologías se define un sistema que se encarga de almacenar 
información de los procesos de decisión,  en términos de metodologías de selección, 
alternativas y sus características, así como un conjunto de criterios que puede ser 
utilizado para evaluar las alternativas definidas. El sistema definido tiene como objetivo 
principal, la reutilización de los elementos mencionados, para así poder asistir al decisor 




Este tipo de enfoque asume el problema de selección de software, como un problema de 
optimización en el que dadas las alternativas, estas deben cumplir cierta función de 
optimización. Este tipo de enfoque es totalmente objetivo, ya que no involucra el juicio de 
los decisores como parte del proceso de selección. En los documentos estudiados se 
determinaron dos tipos de estrategias: greedy (Haghpanah, N. (2007) y Huang, X. N. 
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Las técnicas basadas en ANN tienen como componente principal la definición de una red 
neuronal, la cual es entrenada con datos obtenidos de los expertos o decisores que 
participan en el proceso de selección de software. Este tipo de técnica  permite la 
combinación de aspectos cuantitativos y cualitativos de los criterios bajo los que las 
alternativas son evaluadas.  
 
Los modelos propuestos pueden ser utilizados en contextos en los cuales no exista una 





Es una generalización del método AHP propuesta por Saaty, T. L. (1996). Esta 
generalización considera la dependencia entre elementos de diferentes niveles, por lo 
que el problema no se modela como una jerarquía con niveles claramente definidos, sino 
como una red de elementos que tienen cierto grado de dependencia mutua, como se 
muestra en la Figura 12 de este documento. Los elementos que forman parte de la red, 
son considerados como clúster, los cuales pueden ser del tipo origen o receptor. Los 
clúster de origen son aquellos que tienen influencia sobre otros clúster. Los clúster 
receptores, son aquellos que reciben la influencia de otros clúster. En la red definida, 
puede existir auto referencia. Los clúster se componen por elementos que comparten 
atributos, es decir que son homogéneos respecto  a cierta característica. 
 
 
Figura 12. Representación de un problema de decisión, como una red de elementos. Adaptado de 
Saaty, T.L. (1996) 
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Para la definición de las prioridades de los decisores, se crea una súper matriz (Sadeghi, 
M. et al (2012)), en la que cada calificación es una columna que representa la influencia 
de un clúster sobre otro clúster o sobre sí mismo, por lo tanto si los clústeres que 
representan el problema de decisión se definen como             , y cada clúster con  
   elementos definidos como                la súper matriz asociada a dicha red se 
define como la que se muestra en la Figura 13 de este documento, donde cada elemento 
   , representa una sub matriz en la que el decisor establece sus prioridades. Cuando no 
existe una influencia entre clústeres el valor de    es cero. 
 
 
Figura 13. Súper matriz de una red de decisión. Sadeghi, M. et al (2012). 
 
Las preferencias de los decisores agrupadas en las matrices    , se encuentran en la 
escala propuesta por Saaty, L.L. (1977). 
 
Definidas la estructura del problema y las calificaciones de las preferencias de los 
decisores, se procede a calcular la matriz de pesos, por lo que la matriz es normalizada 
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por el peso del clúster y finalmente se eleva una potencia infinita (           
  ), 




Este enfoque aplica la teoría de conjuntos difusos así como el algebra de números 
difusos, con el fin de determinar las fortalezas y debilidades de cada una de las 
alternativas, para posteriormente solicitarle a los expertos una calificación en una escala 
lingüística que es posteriormente unificada con las calificaciones de los decisores para 
determinar una calificación final para cada una de las alternativas, la cual puede ser 




Es una técnica que determina la calificación de una alternativa, sumando las 
calificaciones de las alternativas respecto a cada criterio, por lo que las prioridades de los 
criterios deben ser preestablecidas previa a la determinación de la calificación final de las 
alternativas.  
 
PI3. ¿Cuáles son los criterios de selección de software más utilizados? 
 
Como se mencionó en la sección de la metodología seguida para la elaboración del 
estado del arte, se definieron etiquetas asociadas a cada categoría de criterios 
identificada, de forma tal que los documentos estudiados pudieran ser  clasificados en 
términos de los criterios que fueron utilizados para la evaluación de las alternativas. 
 
Los grupos identificados son documentación,  funcionalidades, factores asociados al 
proyecto, factores técnicos y factores asociados al proveedor. En la Tabla 8, se 
relacionan los grupos de criterios identificados respecto a los documentos en los que se 
utilizaron para evaluar las alternativas. 
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Grupo de Criterios Documentos en los que se publicó 
Documentación 
Cochran, J. K., & Chen, H.-N. (2005). 
Illa, X. B., Franch, X., & Pastor, J. A. (2000). 
Le Blanc, L. A., & Tawfik Jelassi, M. (1989). 
Lee, H. S., & Wang, M. H. (2007). 
Zaidan, a. a. et al (2014) 
Ayala, C. et al (2011). 
Nikoukaran, J., & Paul, R. J. (1999). 
Sarrab, M., & Rehman, O. M. H. (2014). 
Funcionalidad 
Andreou, A. S., & Tziakouris, M. (2007). 
Bhargava, N. et al (2013) 
Carvallo, J. P. et al (2007). 
Cebeci, U. (2009). 
Cochran, J. K., & Chen, H.-N. (2005). 
Collier, K. et al (1999). 
Colombo, E., & Francalanci, C. (2004).  
Godse, M., & Mulik, S. (2009). 
Haghpanah, N. et al (2007). 
Illa, X. B. et al (2000). 
Jadhav, A. S., & Sonar, R. M. (2011). 
Jadhav, A., & Sonar, R. (2009) 
Jadhav, A., & Sonar, R. (2008). 
Jaime, G. (2013). 
Jianhua, H. J. H. et al (2010) 
Karsak, E. E., & Özogul, C. O. (2009). 
Kilic, H. S. et al (2014). 
Kunda, D. (2003). 
Le Blanc, L. A., & Tawfik Jelassi, M. (1989). 
Lee, H. S., & Wang, M. H. (2007). 
Nelson, B. L. et al (1991) 
Nikoukaran, J. et al (1999). 
Ossadnik, W., & Lange, O. (1999). 
P, V. F., & Chalmeta, R. (2005) 
Wei, C. C. et al (2005). 
Wei, C.-C., & Wang, M.-J. J. (2004). 
Xavier Franch & Juan Pablo Carvallo. (2003). 
Yazgan, H. R. et al (2009). 
Zaidan, a. a. et al (2014). 
Factores asociados al proyecto 
Ayala, C. et al (2011). 
Carvallo, J. P. et al (2007). 
Cebeci, U. (2009). 
Chau, P. Y. K. (1995). 
Cochran, J. K., & Chen, H.-N. (2005). 
Cortés, J. A. Z. et al (2012). 
Godse, M., & Mulik, S. (2009). 
Jadhav, A. S., & Sonar, R. M. (2011). 
Jaime, G. (2013). 
Jianhua, H. J. H. et al(2010) 
Karsak, E. E., & Özogul, C. O. (2009). 
Kilic, H. S. et al (2014). 
Kilic, H. S. et al(2015) 
Kunda, D. (2003). 
Le Blanc, L. A., & Tawfik Jelassi, M. (1989). 
Lin, H.-Y. et al (2007). 
Morera, D. (2002). 
Nikoukaran, J., & Paul, R. J. (1999). 
Ossadnik, W., & Lange, O. (1999). 
Stamelos, I. et al (2000). 
Wei, C. C. et al (2005). 
Wei, C.-C., & Wang, M.-J. J. (2004). 
Yazgan, H. R. et al (2009). 
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Grupo de Criterios Documentos en los que se publicó 
Factores Técnicos 
Alghamdi, A. S., Ahmad, I., & Nasir, M. (2010) 
Andreou, A. S., & Tziakouris, M. (2007).  
Ayala, C., Hauge, et al (2011). 
Bhargava, N., et al (2013) 
Chau, P. Y. K. (1995). 
Cochran, J. K., & Chen, H.-N. (2005). 
Collier, K., et al (1999). 
Cortés, J. A. Z. et al (2012). 
Gorton, I. et al (2003). 
Gürbüz, T. et al (2012) 
Illa, X. B. et al (2000). 
Jadhav, A. S., & Sonar, R. M. (2011). 
Jadhav, A., & Sonar, R. (2009) 
Jaime, G. (2013). 
Kilic, H. S. et al (2014). 
Kilic, H. S. et al (2015) 
Kunda, D. (2003). 
L. Etaati, S. Sadi-Nezhad, A, M. (2011). 
Le Blanc, L. A., & Tawfik Jelassi, M. (1989). 
Minetola, P. et al (2015).  
Misra, S. K., & Ray, A. (2013). 
Morera, D. (2002). 
Nelson, B. L. et al(1991) 
Neto, A. A., & Vieira, M. (2011). 
Nikoukaran, J. et al (1999). 
Nikoukaran, J., & Paul, R. J. (1999). 
Ossadnik, W., & Lange, O. (1999). 
P, V. F., & Chalmeta, R. (2005) 
Sarrab, M., & Rehman, O. M. H. (2014). 
Siddiqui, Z. et al (2011). 
Stamelos, I. et al (2000). 
Wei, C. C. et al (2005). 
Wei, C.-C. Et al (2004). 
Xavier Franch & Juan Pablo Carvallo. (2003). 
Zaidan, a. a. et al(2014) 
Factores asociados al proveedor 
Ayala, C., Hauge et al (2011). 
Bhargava, N. et al(2013) 
Carvallo, J. P. et al (2007). 
Cebeci, U. (2009). 
Chau, P. Y. K. (1995). 
Cochran, J. K., & Chen, H.-N. (2005). 
Cortés, J. A. Z. et al (2012). 
Godse, M., & Mulik, S. (2009). 
Gürbüz, T. et al(2012) 
Jadhav, A., & Sonar, R. (2009) 
Jaime, G. (2013). 
Karsak, E. E., & Özogul, C. O. (2009). 
Kilic, H. S. et al (2014). 
Lee, H. S., & Wang, M. H. (2007). 
Lin, H.-Y. et al (2007). 
Minetola, P. et al (2015).  
Morera, D. (2002). 
Nikoukaran, J. et al (1999). 
Sarrab, M., & Rehman, O. M. H. (2014). 
Wei, C. C., Chien. et al (2005). 
Wei, C.-C., & Wang, M.-J. J. (2004). 
 
Tabla 8. Grupos de criterios por publicaciones (continuación). Elaboración propia. 
 
 





En este grupo de criterios se encuentran aquellos relacionados con la disponibilidad de 
documentación asociada a aspectos funcionales del software, dentro de los que se 
encuentran las ayudas inmersas en las herramientas y la disponibilidad de fuentes de 
ayuda externas. Este tipo de criterios se pueden medir en  términos del tamaño de las 
comunidades de ayuda y la calidad de la documentación percibida por los expertos que 




Evalúan aspectos relacionados con las funcionalidades con las que cuentan las 
herramientas evaluadas. Las funcionalidades se evalúan en términos de usabilidad y 
cantidad de funcionalidades disponibles.  
 
Factores Asociados al Proyecto 
 
Estos criterios evalúan las alternativas respecto a aspectos relacionados con el proyecto 
en el que se enmarca el proceso de decisión, son evaluadas en términos económicos y 




Los criterios de tipo técnico evalúan las alternativas en aspectos como el consumo de 
recursos físicos (memoria, disco duro o red), la capacidad para dar una respuesta de 
forma eficiente, la capacidad de integración con sistemas externos y la capacidad de 
escalamiento. Los criterios técnicos pueden ser evaluados mediante los análisis de 
benchmark comparativos que estén disponibles públicamente o se puede determinar la 
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Factores Asociados al Proveedor 
 
Estos criterios se encuentran asociados a la reputación del cliente, su tiempo en el 
mercado y la experiencia de la organización con un proveedor. 
 
PI4. ¿Cuáles son los tipos de software evaluados en un proceso de selección? 
 
A partir de la los documentos clasificados bajo la etiqueta software_type-[software_type], 
los tipos de software evaluados son: administración del conocimiento, AHP, bases de 
datos, científico, COTS, COTS middleware, CRM, datawarehouse, DSS, e-business, e-
learning, EMR, ERP, ESB, ingeniería inversa, MAS, mensajería SMS, Minería de datos, 
MRP, SaaS, servidores de correo, simulación, software contable, software para creación 
de gráficos, websites y WMS. Una clasificación de los documentos por el tipo de software 
que se somete a evaluación se presenta en la Tabla 9. 
 
Tipo de Software Documentos en los que se evaluó 
Administración del Conocimiento Ngai, E. W. T., & Chan, E. W. C. (2005). 
AHP Ossadnik, W., & Lange, O. (1999). 
Bases de Datos Neto, A. A., & Vieira, M. (2011). 
Científico Huang, X. et al (2013). 
COTS Andreou, A. S., & Tziakouris, M. (2007). 
Ayala, C. et al (2011).  
Haghpanah, N. et al (2007). 
Illa, X. B. et al (2000).  
Kunda, D. (2003).  
Morera, D. (2002). 
COTS Middleware Gorton, I. et al (2003). 
CRM Colombo, E., & Francalanci, C. (2004).  
Jaime, G. (2013). 
DSS Le Blanc, L. A., & Tawfik Jelassi, M. (1989). 
Datawarehouse Lin, H.-Y. et al (2007). 
e-business P, V. F., & Chalmeta, R. (2005). 
e-learning L. Etaati, S. Sadi-Nezhad, A, M. (2011). 
EMR Zaidan, a. a. et al (2014). 
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Tipo de Software Documentos en los que se evaluó 
ERP Cebeci, U. (2009).  
Illa, X. B. et al (2000).  
Jianhua, H. J. H. et al (2010).  
Karsak, E. E., & Özogul, C. O. (2009).  
Kilic, H. S. et al (2014).  
Kilic, H. S. et al (2015).  
Verville, J., & Halingten, A. (2003).  
Wei, C. C. et al (2005).  
Wei, C.-C., & Wang, M.-J. J. (2004).  
Yazgan, H. R. et al (2009). 
ESB Alghamdi, A. S. et al (2010).  
Siddiqui, Z. et al (2011). 
Ingeniería Inversa Minetola, P. et al (2015). 
MAS Lai, V. S. et al (2002). 
Mensajería SMS Andreou, A. S., & Tziakouris, M. (2007).  
Jadhav, A. S., & Sonar, R. M. (2011).  
Jadhav, A., & Sonar, R. (2009). 
Mineria de Datos Bhargava, N. and (2013).  
Collier, K. and (1999). 
MRP Shtub, A. et al (1988). 
SaaS Godse, M., & Mulik, S. (2009). 
Servidores de Correo Xavier, F., & Carvallo, J. P. (2003). 
Simulación Cochran, J. K., & Chen, H.-N. (2005). 
Hlupic, V., & Paul, R. J. (1996).  
Nelson, B. L. et al (1991).  
Nikoukaran, J. et al (1999). 
Software Contable Jadhav, A., & Sonar, R. (2008) 
Software para Creación de Gráficos Andreou, A. S., & Tziakouris, M. (2007) 
Websites Li, Y., & Thomas, M. A. (2014). 
Tabla 9. Tipos de software sometidos a selección (continuación). Elaboración propia. 
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2. Estudio de caso 
 
Como lo afirma Runeson, P., & Höst, M. (2009), los estudios de caso son herramientas 
de investigación adecuadas para la ingeniería de software, debido a que estudian 
fenómenos complejos en su contexto y son realizadas por individuos o organizaciones. 
 
Runeson, P., & Höst, M. (2009), propone como estructura básica para un estudio de caso 
en el área de la ingeniería de software, la definición de los siguientes aspectos: definición 
de objetivos, definición del caso, teoría o marco de referencia, preguntas de investigación 
y métodos de recolección de información.  
 
En este capítulo se presenta el desarrollo del segundo objetivo específico de este 
documento: definir un estudio de caso para aplicar la metodología de análisis  
multicriterio. El estudio de caso se encuentra contextualizado en el proceso de la 
selección del servidor de aplicaciones más adecuado, como parte de un proceso del 
diseño de la arquitectura de software para una entidad estatal colombiana. 
 
En este capítulo se hace una presentación de la empresa encargada del proceso, la 
empresa estatal colombiana y el perfil de los expertos, con el fin de contextualizar el 
proceso. Posteriormente se muestran conceptos asociados a la arquitectura de software 
en la que actualmente se encuentran los procesos de la entidad estatal, para luego 
describir la arquitectura que se definió como parte de su proceso de actualización 
tecnológica.  
 
2.1 Descripción de FSW 
 
FSW es una empresa colombiana fundada en el año 1977, con el objetivo de innovar y 
automatizar los procesos de TI de sus clientes para generar valor y disminuir costos.  
FSW cuenta con sedes en Colombia (Bogotá, Cali, Medellín, Manizales, Pereira, 
Barranquilla, Bucaramanga y Tunja), y oficinas en Estados Unidos, Ecuador y Chile. Con 
una planta de 900 colaboradores, dentro de los que se encuentran profesionales en 
áreas de gerencia, mercadeo, ingeniería y talento humano.  
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Las operaciones de FSW siguen las recomendaciones de la norma ISO 9001:2008 y 
están valoradas con el nivel más alto en la calidad de los procesos CMMI Nivel 5, lo que 
le permite garantizar un alto nivel de calidad de software a sus clientes.  
Los clientes de FSW forman parte de los sectores de gobierno, salud, educación, 
manufactura, financiero, comercio, tecnología, telecomunicaciones, moda y energía.  
2.2 Proceso de Toma de Decisiones en FSW 
 
Los modelos CMMI son un conjunto de mejores prácticas para el mejoramiento de los 
procesos de las empresas. Dichos modelos son desarrollados por grupos de trabajo 
procedentes de la industria, el gobierno y el SEI (Team, C. P. (2010)).  
Al ser una empresa certificada en CMMI Nivel 5, FSW cumple con las directrices para el 
área de proceso DAR. Esta área tiene como propósito la definición de un proceso formal 
para el análisis de un conjunto de alternativas bajo unos criterios debidamente 
establecidos (Team, C. P. (2010)). 
El área de proceso DAR propuesto por CMMI es el siguiente (Team, C. P. (2010)): 
establecer los criterios para evaluar las alternativas, identificar soluciones alternativas, 
seleccionar métodos para evaluar alternativas, seleccionar soluciones recomendadas a 
partir de las alternativas identificadas evaluándolas respecto a los criterios definidos. Los 
procesos de análisis de decisiones como lo establece el CMMI, se resumen en la Figura 
14 de este documento. 
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Es importante resaltar que los procesos definidos por el DAR, la caracterizan como una 
metodología de análisis multicriterio, porque propone el análisis de varias alternativas y la 
consideración de criterios tanto cualitativos como cuantitativos.  
Los temas que son susceptibles para ser analizadas bajo la normativa CMMI 
generalmente están asociados a temas técnicos  y se definen durante la planificación del 
proyecto.  
Dentro de las situaciones que pueden ser analizados mediante DAR, se encuentran la 
selección de arquitecturas o alternativas de diseño, el uso de COTS, selección de 
proveedores de tecnología, ambientes de soporte o herramientas relacionadas o 
ambientes de pruebas. Adicionalmente DAR puede ser utilizado para analizar decisiones 
que impliquen determinar si se debe comprar o desarrollar software, o decisiones 
respecto a distribución de recursos.  
Como resultado final del proceso se redacta un documento en el que se relacionan las 
alternativas, los criterios y los métodos usados para seleccionar las mejores alternativas.  
 
2.3 Perfil de los expertos 
 
En esta sección se presenta el perfil de cada uno de los expertos que intervinieron duran 
te el proceso de selección del servidor de aplicaciones. Se presenta su formación 
académica, su experiencia laboral en términos de años, área de trabajo y certificaciones. 
Arquitecto de software (ASW). Ingeniero de Sistemas egresado de la Universidad de 
los Andes, con Maestría en Ingeniería de Sistemas y Computación de la Universidad de 
los Andes, cuenta con una publicación en IWPC. Cuenta con más de 12 años de 
experiencia en proyectos de desarrollo de Software, es certificado en TOGAF 9 y 
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Ingeniero de Desarrollo Senior (IDS). Ingeniero de Sistemas egresado de la 
Universidad Católica de Colombia, es estudiante de la Maestría en Ingeniería de 
Sistemas de la Universidad de los Andes. IDS tiene 6 años de experiencia en el 
desarrollo de software empresarial, está certificado como Oracle Certified Professional, 
Java SE 6 Programmer. Actualmente se desempeña como Ingeniero de Desarrollo 
Senior en FSW.  
 
Andrés Leonardo Rojas Duarte (IDSA). Ingeniero de Sistemas egresado de la 
Universidad Católica de Colombia, es estudiante de la Maestría en Ingeniería de 
Sistemas y Computación de la Universidad Nacional de Colombia, autor del trabajo que 
se presenta en este documento. Andrés tiene 6 años de experiencia en el desarrollo de 
software empresarial, es certificado como Oracle Certified Professional, Java SE 6 
Programmer y WebSphere Network Deployment 6.1 Administrator. Actualmente se 
desempeña como Ingeniero de Desarrollo Senior en FSW. 
 
2.4 Descripción de EEC 
 
Es una Empresa Industrial y Comercial del Estado organizada como entidad financiera de 
carácter especial, vinculada al Ministerio de Trabajo. EEC, se estableció como una 
entidad encargada de compensar las falencias de una entidad estatal previa. Dentro de 
los retos asumidos en su puesta en marcha, se encuentra el proceso de actualización de 
sus procesos misionales, los cuales se relacionan a continuación: 
  
 Diseñar y adoptar estrategias para otorgamiento de servicios adicionales o 
complementarios, para uso y disfrute de sus afiliados, ahorradores, pensionados y 
beneficiarios. 
 Realizar las operaciones de recaudo, pago y transferencias de los recursos que 
deba administrar. 
 Gestionar la historia laboral y pensional de sus beneficiarios. 
 Administrar la nómina de las personas a quienes se les reconozcan beneficios y 
prestaciones. 
 Elaborar y mantener actualizados los cálculos actuariales con el fin de cuantificar 
el pasivo pensional de las mesadas actuales. 
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Los procesos anteriormente mencionados se encuentran relacionados con los aportes de 
más de seis millones de afiliados y la ejecución de más de 900000 transacciones 
mensuales. 
2.5 Descripción del caso 
 
La arquitectura bajo la que se encontraban implementados los procesos de negocio de la 
EEC, se puede clasificar como una arquitectura de dos capas como se define en Sumathi 
S. & Esakkirajan S. (2007), en la primera capa se encuentra el servidor de base de datos 
y en la segunda capa se encuentran las aplicaciones clientes que acceden a través de 
sentencias a los procesos implementados en el servidor de base de datos, la Figura 15 
muestra la arquitectura mencionada.  
 
 
Figura 15. Arquitectura procesos de negocio EEC. Elaboración Propia. 
 
Como lo mencionan Sumathi S. & Esakkirajan S. (2007), la capa de datos provee un 
acceso estandarizado de acceso a los datos. En el caso de la EEC, está capa es un 
servidor de base de datos relacional con varias instancias de base de datos.  
Estudio de Caso 37 
 
En la capa de clientes se encuentran las aplicaciones que presentan datos a los usuarios 
del sistema, brindándoles los mecanismos necesarios para que modifiquen los datos.  
 
De acuerdo a Sumathi S. & Esakkirajan S. (2007) este tipo de arquitectura solamente es 
adecuada para los casos en los que los requerimientos son estables y el número de 
clientes que acceden a los procesos de negocio son moderados, adicionalmente tiene las 
siguientes desventajas: 
 
1. Dificultad de mantenimiento: esto se presenta debido a que el código del cliente 
es una mezcla de código de presentación, validación y lógica de negocio. 
2. Bajo rendimiento: debido a que en circunstancias en la que la concurrencia de 
clientes sea alta, los tiempos de respuesta de la base de datos pueden aumentar. 
3. Dificultad en la implementación de reglas de negocio complejas: ya que se debe 
re desplegar el código modificado en más de una máquina cliente. 
 
Una de las etapas de los proyectos de implementación de soluciones de software es la 
definición de la arquitectura que dará soporte a la solución White (1997). El diseño de la 
arquitectura se puede dividir en tres etapas: definición de los requerimientos de la 
arquitectura, diseño de la arquitectura y validación de la arquitectura. 
 
Durante la etapa de definición de los requerimientos de arquitectura se establecen las 
restricciones bajo las que el diseño de la arquitectura se debe regir. La etapa de diseño 
define los componentes, las responsabilidades y los modelos de interacción entre 
componente. La validación de la arquitectura busca validar el diseño de forma tal que sea 
cercano a los requerimientos de diseño definidos. 
 
Una de las sub-etapas del proceso de definición del diseño de la arquitectura de software 
es la elección del tipo de arquitectura que dará soporte a la solución a implementar. 
Generalmente se recomienda implementar una arquitectura de varias capas como lo 
define Gordon, I (2011); capa de cliente, capa web, capa de lógica de negocios y capa de 
administración de datos. 
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Como se menciona en Sumathi S. & Esakkirajan S. (2007) la implementación de un 
arquitectura de múltiples capas tiene las ventajas resumidas en  Tabla 10. En la tabla se 
establece una codificación del tipo “Vi” donde la letra “V” está asociada a la palabra 
“Ventaja” y la letra “i” es un número secuencial asignado a cada ventaja listada, esta 
codificación será utilizada en el apartado PROACT de este documento para relacionar las 
ventajas de una arquitectura  multicapas con los objetivos derivados a partir del 
seguimiento de la metodología PROACT. 
 
Código Ventaja Ventaja 
V1 Reducción de la carga de procesamiento de la base de datos 
V2 Posibilidad para el reúso de componentes y funcionalidades 
V3 
Facilidad para la implementación de nuevas reglas de negocio, ya 
que solo se requiere de redespliegue de las nuevas 
funcionalidades al nivel de la capa de lógica de negocio 
V4 
Disminución en los tiempos de ejecución de los proceso de 
negocio 
Tabla 9. Ventajas de una arquitectura multicapas. Adaptado de Sumathi S. & Esakkirajan S. (2007) 
 
Como menciona Gordon, I (2011), la capa de lógica de negocios es soportada por un 
servidor de aplicaciones el cual es un componente de software que se encarga de la 
administración de la seguridad, comunicación distribuida, transacciones y persistencia 
para la ejecución de la lógica de negocio de una solución de software. 
Como parte del proceso de actualización  tecnológica de la institución estatal, se requiere 
la migración de sus procesos de negocio de una arquitectura de 2 capas a una 
arquitectura multicapa, en la que sus procesos de negocio sean ejecutados en el servidor 
de aplicaciones más adecuado, con el fin de poder beneficiarse de las ventajas definidas 
en Sumathi S. & Esakkirajan S. (2007)  para una arquitectura multicapas. 
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3. Criterios de Selección 
 
En este capítulo se presenta el seguimiento de la metodología PROACT, la cual permitió 
definir los criterios de selección del servidor de aplicaciones más adecuado, 
desarrollando de esta forma el objetivo tres del trabajo que se presenta en este 
documento. 
 
La metodología PROACT fue propuesta por Hammond et al. (1999), cuenta con 5 etapas 
clave  y 3 etapas complementarias. PROACT es una metodología que permite entender 
el problema para así poder establecer posibles cursos de acción. 
 
Para abordar el problema de la selección del servidor de aplicaciones más adecuado, se 
siguieron las 5 etapas base del método PROACT las cuales se describen a continuación:  
 
1. Identificación del problema: etapa en la que se define el problema de decisión 
que se desea afrontar. El desarrollo de esta etapa se presenta en el Capitulo 2, 
de este documento. 
2. Definición de los objetivos: en esta etapa se definen los objetivos que se 
desean alcanzar mediante la solución del problema definido.  
3. Definición de alternativas: como resultado de esta etapa se definen los 
diferentes cursos de acción sobre los cuales se debe elegir el más adecuado. 
4. Evaluación de las consecuencias: esta etapa tiene como objetivo definir el nivel 
de cumplimiento de los objetivos por parte de las alternativas. 
5. Análisis de las transacciones: en esta etapa se determina la influencia entre 
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En la Tabla 11 se presenta el listado de objetivos definidos por común acuerdo por el 
grupo de expertos, teniendo presente las ventajas definidas por Sumathi S. & Esakkirajan 
S. (2007)  para una arquitectura multicapas y los objetivos establecidos para el proyecto 
de actualización tecnológica de la entidad estatal.  
 
En la tabla  de objetivos se establece una codificación que más adelante permitirá 
relacionarlos con los criterios que se deriven a partir de su análisis, el código asignado a 
cada criterio tiene el formato “Oi”, donde la letra “O” se encuentra asociada a la palabra 










Disminuir los tiempos de respuesta de los procesos de 
negocio 
V1 O2 Paralelizar la ejecución de los procesos de negocio 
V2 O3 
Garantizar la escalabilidad de la solución de software 
implementada 
V1 O4 Garantizar la disponibilidad de los procesos de negocio 
V3  O5 
Disminuir los tiempos de implementación de los procesos de 
negocio en la nueva arquitectura 
V3 O6 
Disminuir los costos económicos de la implementación de la 
solución de software 
V3 O7 
Disminuir los tiempos de mantenimiento de la solución de 
software 
V2 O8 
Desacoplar la solución de software implementada del 
ambiente en el que se ejecuta 
V3 O9 
Disminuir la curva de aprendizaje en la implementación la 
solución de software 
V2 O10 
Desacoplar la plataforma seleccionada del sistema operativo 
en el que se ejecuta 
Tabla 10. PROACT Objetivos. Elaboración propia. 
 
Como se puede observar se encuentran orientados a las metas que se esperan cumplir 
mediante la solución del problema propuesto, como se propone en la metodología 
PROACT. Adicionalmente de la tabla de objetivos se puede observar una tendencia 
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sobre tres aspectos importantes para la ejecución del proyecto: la disminución de 
tiempos de respuesta de los procesos de negocio, la disminución en los tiempos de 
implementación y la posibilidad de reutilizar los procesos que se implementen como parte 




De acuerdo a la metodología PROACT, las alternativas definidas deben ser cursos de 
acción que permitan la solución del problema definido, en este caso se pretende 
seleccionar un servidor de aplicaciones que soporte los procesos de negocio de una 
entidad estatal. Adicionalmente la metodología establece que dichas alternativas sean 
comparables entre sí.  
 
De acuerdo a la anterior y como parte de la definición de requerimientos de arquitectura 
del proyecto, se definió que las versiones de los servidores de aplicaciones a evaluar 
deben cumplir con las siguientes características: ser de licenciamiento libre y ser 
servidores de aplicaciones que soporten la plataforma JEE. 
 
Un listado inicial de alternativas se obtuvo consultando la página de compatibilidad 
Oracle con la plataforma JEE, de dicha página se puede observar que existen 
alternativas comerciales (Por ejemplo IBM WebSphere) las cuales no son contempladas 
de acuerdo a la restricción de licenciamiento libre establecida para el proyecto. Del 
conjunto de alternativas restantes se seleccionaron aquellas con las que los expertos 
cuentan con más experiencia, por lo tanto las alternativas seleccionadas se muestran en 










JBOSS AS A1 JBoss Org Java LGPL 2.1 7.1.1 
TOMCAT  
A2 
Apache Org Java Apache 2 7.0.61 
GLASSFISH  
A3 










Tabla 11. PROACT Alternativas. Elaboración Propia. 
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En esta sección se relacionan los objetivos y las alternativas determinando si las 
alternativas permiten o no alcanzar los objetivos definidos, la clasificación asignada a 
cada alternativa es resultado del análisis de los expertos en el área, tomando como 
criterio su conocimiento sobre la plataforma y experiencia en proyectos de desarrollo en 
los que se implementaron las alternativas como ambiente de despliegue. Para determinar 
el nivel de cumplimiento de los objetivos para cada alternativa se hizo uso de una 







1 La alternativa no cumple con el objetivo 
3 
La alternativa cumple moderadamente con el 
objetivo 
5 La alternativa cumple fuertemente con el objetivo 
7 
La alternativa cumple muy fuertemente con el 
objetivo 
9 La alternativa cumple absolutamente el objetivo 
 





JBoss Tomcat GlassFish Jetty 
O1 7 7 7 9 
O2 7 7 7 1 
O3 9 9 9 1 
O4 7 7 7 7 
O5 9 9 7 7 
O6 9 9 9 9 
O7 7 7 7 7 
O8 7 7 7 3 
O9 9 9 9 7 
O10 9 9 9 9 
Tabla 13. PROACT Tabla de Consecuencias. Elaboración Propia. 
 
En términos generales se puede observar que las alternativas seleccionadas cumplen 
con los objetivos propuestos. La mayoría de las alternativas tienen puntajes similares a 
excepción de Jetty, ya que es un servidor de aplicaciones mucho más liviano que las 
Criterios de Selección 43 
 
demás alternativas, motivo por el cual obtiene un valor superior en el Objetivo 1. En 
términos de opciones para paralelizar los procesos implementados (Objetivo 2) se 
debería hacer un gran esfuerzo de desarrollo lo que influye directamente en la 
escalabilidad de la solución que se va a implementar (Objetivo 3) y el desacoplamiento 




De acuerdo a la metodología PROACT, es preciso determinar el grado en el que los 
objetivos que se pretende alcanzar mediante la solución del problema influyen entre sí, 
para poder determinar así preferencias sobre los objetivos. 
 
En este apartado se compara cada uno de los objetivos entre sí mostrando el grado de 
influencia que tiene cada uno sobre los demás objetivos, para la clasificación se 
establece una escala cuantitativa BAJA (1), MEDIA (2) o ALTA (3), para de esta forma 
poder determinar la relevancia de los objetivos durante el proceso de selección de la 
mejor alternativa. La comparación entre objetivos fue elaborada por el arquitecto a cargo 
del proyecto y su resultado se presenta en la Tabla 15 de este documento. 
 
Objetivos 1 2 3 4 5 6 7 8 9 10 
1 - 3 3 3 3 3 2 1 1 3 
2 3 - 3 3 1 3 2 3 1 1 
3 3 3 - 3 1 3 1 1 1 1 
4 3 3 3 - 1 3 1 1 1 1 
5 3 1 1 1 - 3 3 3 1 1 
6 3 3 3 3 3 - 3 3 1 3 
7 2 2 1 1 3 3 - 3 1 1 
8 1 3 1 1 3 3 3 - 1 1 
9 1 1 1 1 1 1 1 1 - 1 
10 3 1 1 1 1 3 1 1 1 - 
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De la tabla de transacciones se puede concluir lo siguiente: 
 
1. Los objetivos 1 al 4 son influyentes en un alto grado entre sí, esto es debido a que 
los 4 objetivos están relacionados con la calidad percibida por los usuarios finales 
de la aplicación 
2. El objetivo 6 es influenciado por la mayoría de los objetivos, debido a que cada 
uno de los demás objetivos tienen un impacto directo sobre los costos generados 
en el proyecto. 
3. El objetivo 9 no tiene una influencia directa de los demás objetivos, esto es debido 
a que las personas involucradas con el desarrollo tienen la experiencia suficiente 
para afrontar cambios a nivel arquitectónico. 
4. El objetivo 10 solo es influenciado por los objetivos 1 y 6, ya que el cambio de 




Como lo menciona Carney, D. J., & Wallnau, K. C. (1998), el proceso de selección de 
software está directamente relacionado con el contexto de su uso, por lo que no es 
posible determinar un conjunto de criterios que apliquen para la selección de cualquier 
tipo de software. 
 
De acuerdo a los objetivos que se definieron como parte del proceso de selección del 
servidor de aplicaciones más adecuado y el seguimiento de la metodología PROACT, los 
expertos que participaron durante el proceso, establecieron criterios que permitan 
considerar el desempeño de los servidores de aplicaciones, sus funcionalidades y la 




Para determinar los criterios técnicos, se verificaron los estudios realizados por Peña-
Ortiz, R. et al (2013) y He, X., Yang, Q., & Member, S. (2000). Los criterios técnicos 
definidos se relacionan en la Tabla 16 de este documento. 




Criterio Código Descripción Unidad Tendencia 
Tiempo de 
almacenamiento 
en base de 
datos 
C1 
Tiempo promedio de 
almacenamiento de 









consumida por el 
servidor de aplicaciones 
durante el proceso de 
almacenamiento de 








Porcentaje promedio de 
consumo de CPU por 
parte del servidor de 
aplicaciones durante el 
proceso de 
almacenamiento de 
registros en la base de 
datos 
Porcentaje 








Los criterios funcionales definidos para la evaluación de los servidores de aplicaciones, 
se encuentran relacionados con aspectos que permitan la implementación de los 
procesos de negocio de la EEC. Los criterios funcionales definidos se relacionan en la 
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Criterio en el que se considera el 
nivel de soporte de los ambientes 
de desarrollo para los servidores 
evaluados.  
Escala 





Define el nivel de cumplimiento de 
los estándares JEE por parte de los 
servidores de aplicaciones.  
Escala 





Este criterio califica la facilidad para 
hacer administración del servidor 
de aplicaciones.  
Escala 
de 1 a 5 
Maximizar 
Tabla 16. Criterios Funcionales. Elaboración Propia. 
 
La escala utilizada para determinar la calificación de los criterios funcionales, es una 
escala de 1 a 5, en la que 1 es el la calificación más baja, 2 es una calificación baja 
intermedia, 3 es una calificación media, 4 es una calificación medio-alta y 5 es la 
calificación más alta. La escala establece valores intermedios como 1.5, 2.5, 3.5 y 4.5. 
 
Criterios de Documentación 
 
En este grupo de criterios se encuentra el criterio asociado a la documentación disponible 
de los servidores de aplicaciones, al cual se le asignó el código C7 para ser referenciado 
dentro del presente documento. La escala utilizada para calificar dicho criterio es la 
escala definida para la calificación de los criterios funcionales descrita en la sección 
anterior.
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4. Valoración de los criterios de selección 
 
 
En este capítulo se da alcance al objetivo tres del trabajo desarrollado, con el fin de 
establecer las calificaciones de cada una de las alternativas respecto a los criterios 
establecidos en el Capitulo 3 de este documento, por lo que dada la clasificación de los 
criterios, se establecieron dos tipos de fuentes: primaria y secundaria.  
 
La fuente primaria de calificación de criterios permitió obtener las calificaciones de los 
criterios técnicos, los cuales fueron medidos en ambientes controlados y aislados para 
cada servidor de aplicaciones. 
 
Mediante la fuente secundaria se obtuvieron las calificaciones de los criterios funcionales, 
obteniendo los resultados del estudio publicado por RebelLabs (2013), en el cual se 
establecen calificaciones para dichos aspectos, por parte de expertos con un amplio 
conocimiento en los servidores evaluados en este documento. 
 
4.1 Valoración de criterios técnicos 
 
Como resultado de la sugerencia de uno de los expertos que participó en el proceso, se 
desarrolló una aplicación J2EE, para ser desplegada en los servidores de aplicaciones 
analizados. La aplicación desarrollada genera registros con datos aleatorios que 
representan la información de personas (las características de los datos se presentan en 
la Tabla 18 de este documento), los cuales son almacenados en una base de datos 
relacional.  
 
Dato Tipo de Dato Valor Mínimo Valor Máximo 
Primer Nombre Cadena de caracteres 10 50 
Segundo Nombre Cadena de caracteres 10 50 
Primer Apellido Cadena de caracteres 10 50 
Segundo Apellido Cadena de caracteres 10 50 
Sexo Carácter (F o M) No aplica No Aplica 
Edad Entero 1 94 
Tabla 17. Características de los datos utilizados en las pruebas para obtener los valores de los 
criterios técnicos. Elaboración Propia. 
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Para ejecutar el proceso de almacenamiento se publicó un servicio web del tipo SOAP, 
cada invocación del servicio inicia la generación y almacenamiento de 15.000 registros. 
Mediante la herramienta JMeter, se ejecutaron pruebas generando 10 peticiones en 
intervalos de tiempo de 10 segundos entre cada grupo de peticiones, las peticiones se 
generaron 100 veces para de esta forma almacenar un total de 15’000.000 de registros 
en cada prueba. En la Figura 16 se muestra la configuración de la cantidad de usuarios y 
en la Figura 17 se muestra la configuración de la petición SOAP del servicio web. 
 
Figura 16. Configuración en JMeter de la cantidad de peticiones para obtener las calificaciones de los 





Figura 17. Configuración en JMeter de las peticiones SOAP para obtener las calificaciones de los 
criterios técnicos. Elaboración Propia. 
 
La aplicación se desplegó en máquinas virtuales configuradas en Amazon AWS, 
configurando una máquina por cada uno de los servidores de aplicaciones (máquinas 
del tipo t2.micro) y una máquina con la base de datos relacional (máquinas virtuales del 
tipo db.t2.micro) en la que se persistieron los datos, las características de las máquinas 
virtuales se relacionan en la Tabla 19 de este documento. Esta arquitectura permite el 
acercamiento a un ambiente real y el aislamiento de los ambientes durante las pruebas.  
 








1 GB 1 GB 4  
Base de Datos 1 GB 5 GB 4 
 
Tabla 18. Características técnicas máquinas virtuales utilizadas en la ejecución de las pruebas para 
obtener las calificaciones de los criterios técnicos. Elaboración Propia 
 
En las siguientes secciones del documento, se presentan los métodos utilizados para 




50 Selección de servidores de aplicaciones como parte del diseño de una 
arquitectura de software multicapas aplicando una metodología multicriterio 
 
 
Tiempo de almacenamiento en base de datos 
Para obtener el tiempo promedio de respuesta de almacenamiento, dentro de la 
aplicación desarrollada se obtiene el tiempo previo a la generación y persistencia de los 
datos, cuando el proceso finaliza se obtiene el tiempo de finalización, al cual se resta el 
tiempo de inicio, la diferencia entre los dos tiempos se calcula en milisegundos. En la 
Tabla 20, se muestran los valores de los tiempos de almacenamiento promedio para 












Tabla 19. Tiempo promedio de almacenamiento de los servidores de aplicaciones. Elaboración 
Propia. 
 
Consumo de memoria 
Para obtener los valores asociados al consumo de memoria, en cada una de las 
máquinas virtuales se realizó  monitoreo mediante la herramienta JMeter, durante la 
ejecución de las pruebas. JMeter permite ejecutar por demanda el JGC de la JVM que 
se está monitoreando, previo al inicio de las pruebas se ejecutó el JGC con el fin de 
tener el valor real de memoria consumido durante el proceso de generación y 
almacenamiento de registros por parte de cada uno de los servidores de aplicaciones 
estudiados.  Los valores asociados al consumo promedio de memoria durante el 



















Tabla 20. Consumo Promedio de Memoria de los servidores de aplicaciones. Elaboración Propia. 
 
Consumo de CPU 
El consumo promedio de CPU de los servidores de aplicaciones durante el proceso de 
prueba, se obtuvo mediante el monitoreo con la herramienta JMeter. El consumo 
promedio de CPU, representa el porcentaje de tiempo de procesamiento destinado para 
el proceso asociado al servidor de aplicaciones en el que se ejecuta la prueba. En la 
Tabla 22 de este documento se presentan los valores obtenidos mediante el monitoreo 












Tabla 21. Consumo promedio de CPU de los servidores de aplicaciones. Elaboración Propia. 
 
 
4.2 Valoración de criterios funcionales 
 
De acuerdo a la sugerencia del arquitecto de software, que formó parte del grupo de 
expertos, se definió como fuente secundaria el reporte de RebelLabs (2013), en el que se 
analizan aspectos técnicos y funcionales de los servidores de aplicaciones que en este 
proyecto se consideraron como posibles alternativas. A continuación se presentan las 
calificaciones de los criterios funcionales teniendo como fuente el mencionado reporte. 
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Soporte para herramientas de Desarrollo 
En este criterio se analiza el soporte de las herramientas disponibles para el desarrollo 
de aplicaciones, que utilicen como ambiente de despliegue los servidores analizados. Se 
considera la capacidad de interoperatibilidad entre IDEs y la facilidad para realizar 
ajustes sobre las configuraciones de los servidores de aplicaciones. Adicionalmente, se 
consideran aspectos asociados a la facilidad de instalación y utilización de los plugins de 
interacción con los servidores de aplicaciones. En la Tabla 23 de este documento, se 







Tomcat  4,5 
Jetty 3,5 
 
Tabla 22. Valoración soporte para herramientas de desarrollo de los servidores de aplicaciones. 
RebelLabs (2013). 
 
En este caso Jetty obtuvo el puntaje más bajo, debido a que los plugins para versiones 
anteriores del servidor no tiene demasiadas funcionalidades y el soporte para la 
administración del servidor es limitado (RebelLabs (2013)). 
Cumplimiento de estándares  
En el criterio de cumplimiento de estándares se analizan los estándares de la plataforma 
JEE que cumplen los servidores de aplicaciones. En la Tabla 24 de este documento se 







Tomcat  3 
Jetty 3 
 
Tabla 23. Valoración cumplimiento de estándares para herramientas de desarrollo de los servidores 




Las calificaciones de Tomcat y Jetty fueron asignadas debido a que dichos servidores no 
cumplen completamente con el stack de estándares de JEE para servidores de 
aplicaciones, aunque existe la posibilidad de complementarlos mediante plugins  (Por 
Ejemplo OpenEJB), de acuerdo a las necesidades que se necesiten desde el punto de 
vista técnico (RebelLabs (2013)). 
Facilidad de Administración 
La facilidad de administración califica las funcionalidades disponibles para la 
administración de la configuración de  los servidores de aplicaciones. En la Tabla 26 de 










Tabla 24. Valoración facilidad de administración de los servidores de aplicaciones. RebelLabs (2013). 
 
La calificación más alta se asignó a GlassFish debido a que cuenta con una consola de 
administración con una GUI moderna y con las funcionalidades más completas. Jetty 
obtuvo la calificación  más baja debido a que no cuenta con una consola de 
administración estándar, por lo que todas las tareas de administración se deben realizar 
mediante la modificación directa de los archivos de configuración del servidor. 
(RebelLabs (2013)).  
 
4.3 Valoración de criterios de documentación 
 
Documentación Disponible 
El criterio de documentación disponible evalúa la calidad y disponibilidad de la 
documentación de los servidores de aplicaciones evaluados. En la Tabla 25 de este 
documento se presentan las calificaciones asignadas a los servidores de aplicaciones 
para este criterio. 
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Tabla 25. Valoración documentación disponible de los servidores de aplicaciones. RebelLabs (2013). 
 
En este caso la calificación más alta es asignada a Tomcat, debido a que es el servidor 
de aplicaciones con la comunidad de desarrollo más antigua y con mayor cantidad de 
participación. Jetty obtiene el puntaje más bajo, debido a que no existe un listado de 
expertos o empresas que brinden soporte para el servidor (RebelLabs (2013)). 
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5. Solución del problema de decisión  
 
Definido el caso de estudio, los criterios de selección y obtenidos los valores de las 
calificaciones para las alternativas a evaluar, en este capítulo se procede a dar solución 
al problema de decisión identificado, el cual es el objetivo especifico cuatro del trabajo 
que se presenta en este documento. 
Para dar solución al problema se definió la jerárquica que representa el problema de 
decisión, se establecieron las prioridades de los criterios mediante comparación por 
pares, se definió la matriz de decisión y finalmente se determinaron las calificaciones de 
las alternativas. 
5.1 Representación Jerárquica del Problema de 
Decisión 
 
La representación jerárquica del problema de selección del servidor de aplicaciones más 
adecuado involucra 3 grupos de entidades: criterios globales, criterios específicos y 
alternativas.  
Los criterios identificados en el Capitulo 3 se clasificaron bajo las categorías: criterios 
técnicos y criterios funcionales. Dentro del grupo de criterios técnicos se establecieron los 
criterios específicos: tiempo de almacenamiento en base de datos, consumo de memoria 
y consumo de CPU. Como criterios funcionales se definieron los criterios específicos: 
soporte para herramientas de desarrollo, cumplimiento de estándares y facilidad de 
administración.  
En el Capitulo 3 de este documento se presentaron los servidores de aplicaciones que se 
analizaron como alternativas: JBoss AS, Tomcat, GlassFish y Jetty. 
La representación jerárquica de la selección del servidor de aplicaciones más adecuado 
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Figura 18. Estructura jerárquica de la selección del servidor de aplicaciones más adecuado para EEC. 
Elaboración propia. 
 
5.2 Prioridad de los criterios 
 
Para calcular la prioridad de los criterios los expertos de forma independiente definieron 
las prioridades de los criterios mediante comparación por pares.  Cada experto estableció 
las prioridades de los criterios definiéndolas mediante la hoja de cálculo propuesta por 
Goepel, K. D. (2013), la cual dispone de 20 hojas que permiten a los decisores establecer 
sus prioridades, una hoja en la que se consolidan los juicios del los expertos que 
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participan en el proceso de decisión,  una hoja de referencia y una hoja para solucionar el 
problema mediante el método del vector propio. La herramienta propuesta por Goepel, K. 
D. (2013) define un índice de consenso entre las calificaciones de los decisores, con 
valores entre el 0% (cuando no existe consenso) y un valor de 100% (cuando las 
preferencias de los decisores son completamente compatibles).  
Las comparaciones por pares de criterios se ejecutaron de acuerdo a los criterios 
globales, con el fin de reducir el número de comparaciones entre criterios. Por lo que el 
número de comparaciones para los criterios técnicos y funcionales fue de 3.  
Prioridad de los criterios globales 
Las calificaciones asignadas por los decisores muestran una marcada preferencia por el 
grupo de criterios técnicos los cuales obtuvieron un valor consolidado de 59,8%, seguido 
por el grupo de criterios funcionales con un valor consolidado del 27,9% y en el tercer 
lugar los criterios asociados a la documentación con un valor consolidado de 12,3%, 
estos valores se presentan en la Figura 19 de este documento.  El valor del índice de 
consenso muestra que las prioridades de los criterios globales asignadas por los 
decisores es del 88,6% con un CR del 6,0%. 
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En la Figura 20 se muestran las calificaciones asignadas por cada uno de los expertos a 
los grupos de criterios globales. 
 
 
Figura 20. Prioridades asignadas por los expertos a los criterios globales. Elaboración Propia. 
 
Prioridad Local de los criterios técnicos 
De acuerdo a las prioridades asignadas por los decisores, el criterio técnico más 
relevante es el criterio C1 con un porcentaje del 55,8%, seguido del criterio C3 con el 
31,1% y en el tercer lugar el criterio C2 con un porcentaje del 13,1%. Las prioridades de 
los criterios de técnicos asignadas por los decisores, muestran un porcentaje de 
consenso del 88,8% con un CR del 1,9%. Las prioridades consolidadas asignadas por los 
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Figura 21. Prioridades locales consolidadas de los criterios técnicos. Elaboración Propia. 
 
En la Figura 22 se muestran las calificaciones asignadas por cada uno de los expertos a 
los criterios técnicos. 
 
 
Figura 22. Prioridades locales asignadas por los expertos a los criterios técnicos. Elaboración 
Propia. 
 
Prioridad Local de los criterios funcionales 
Las prioridades de los expertos muestran una marcada preferencia por el criterio 
funcional C5 con un porcentaje del 65,4%, seguido por el criterio C4 con una preferencia 
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consolidadas tienen un nivel de consenso del 81,4% con un CR del 0,9%. Las prioridades 




Figura 23. Prioridades locales consolidadas de los criterios funcionales. Elaboración Propia. 
 
En la Figura 24 se muestran las calificaciones asignadas por cada uno de los expertos a 
los criterios funcionales. 
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Prioridad Global de los Criterios 
Para calcular la prioridad global de los criterios se multiplica la prioridad local de un 
criterio específico por la prioridad asignada al criterio global al que pertenece. Los valores 
de las prioridades globales de los criterios se presentan en la Tabla 26 y en la Figura 25 
de este documento. 
 





Criterios Técnicos 0,598 
Tiempo de 
almacenamiento en 
base de datos 
C1 0,558 0,334 
Consumo de 
Memoria 
C2 0,131 0,078 







C4 0,237 0,066 
Cumplimiento de 
estándares 
C5 0,654 0,182 
Facilidad de 
administración 






C7 1 0,123 
 
Tabla 26. Prioridad global de los criterios de selección. Elaboración Propia. 
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Del resultado del cálculo de las prioridades globales de los criterios de selección, se 
puede observar que los 3 criterios más importantes para los decisores son: el tiempo de 
de almacenamiento en base de datos, el consumo de CPU y el cumplimiento de 
estándares. 
5.3 Valoración de las alternativas 
 
Para determinar las preferencias de los decisores por las alternativas definidas, se 
modeló el problema de decisión mediante una matriz de decisión, la cual relaciona las 
alternativas y los criterios definidos. La matriz que representa al problema de decisión 
estudiado en este documento se presenta en la Tabla 27. 



























6139,867 87,661 28,194 4,5 5 4,5 4,5 
A2  
Tomcat 
6187,914 71,349 27,688 4,5 3 3 5 
A3 
GlassFish 
3248,353 129,847 19,365 4,5 5 5 4 
A4  
Jetty 
6247,376 51,526 27,927 3,5 3 2 3 
Tabla 27. Matriz de decisión. Elaboración propia. 
Como se observa en la matriz de decisión, los criterios se encuentran en escalas 
diferentes y tendencias diferentes (Min / Max). 
Para proceder a solucionar el problema de decisión definido mediante la matriz 
presentada en la Tabla 27 de este documento, se deben modificar las calificaciones de 
las alternativas para aquellos criterios cuya tendencia es a Minimizar. Como mencionan 
Pomerol, J.-C., & Barba-Romero, S. (2012), dichos valores se deben transformar a su 
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reciproco inverso, la matriz de decisión modificada se presenta en la Tabla 28 de este 
documento. 




C1 C2 C3 C4 C5 C6 C7 
(1/ms) (1/MB) (1/%) (Escala) (Escala) (Escala) (Escala) 
Max. Max. Max. Max. Max. Max. Max. 
A1  
1/6139,867 1/87,661 1/28,194 4,500 5,000 4,500 4,500 
JBoss 
A2  




1/3248,353 1/129,847 1/19,365 4,500 5,000 5,000 4,000 
A4  
1/6247,376 1/51,526 1/27,927 3,500 3,000 2,000 3,000 
Jetty 
Tabla 28. Matriz de decisión con todos los criterios con tendencia a maximizar. Elaboración Propia. 
Para normalizar los valores de las calificaciones de las alternativas, se puede aplicar 
alguno de los métodos relacionados en la Tabla 29 de este documento. 
Interpretación % del máximo    
% del rango 
                
% del total de 





Formula    
  




          
                
 
   
  
   
    
  
    
 
 
Vector Normalizado                             
Modulo de V Variable Variable Variable 1 
¿Conserva 
proporcionalidad? 
Si No Si No 
Tabla 29. Métodos de Normalización. Adaptado de Pomerol, J.-C., & Barba-Romero, S. (2012). 
Los métodos recomendados son aquellos que conservan la proporcionalidad de los 
valores, por lo tanto para valorar las alternativas definidas en este documento se 
aplicarán los métodos del % máximo de    y del % del total de    . La matriz de decisión 
normalizada por dichos métodos se presenta en la Tabla 30 y en la Tabla 31 de este 
documento. 
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  Criterios Técnicos Criterios Funcionales 
Criterios de 
Documentación 
Alternativa C1 C2 C3 C4 C5 C6 C7 
A1  
0,529 0,588 0,687 1,000 1,000 0,900 0,900 
JBoss 
A2  




1,000 0,397 1,000 1,000 1,000 1,000 0,800 
A4  
0,520 1,000 0,693 0,778 0,600 0,400 0,600 
Jetty 
Tabla 30. Matriz de decisión normalizada por el método del máximo. Elaboración Propia. 
  Criterios Técnicos Criterios Funcionales 
Criterios de 
Documentación 
Alternativa C1 C2 C3 C4 C5 C6 C7 
A1  
0,206 0,217 0,223 0,265 0,313 0,310 0,273 
JBoss 
A2  




0,389 0,147 0,325 0,265 0,313 0,345 0,242 
A4  
0,202 0,369 0,225 0,206 0,188 0,138 0,182 
Jetty 
Tabla 31. Matriz de decisión normalizada por el método de la sumatoria. Elaboración Propia. 
 
Establecidas las matrices de decisión normalizadas, se procede a calcular la preferencia 
de las alternativas calculándolo mediante         
 
   , donde    es la valoración de 
una alternativa,     es el peso global de cada criterio y    es la valoración de la 
alternativa respecto a cada criterio. Las calificaciones de las alternativas se presentan en 
las Figuras 26 y 27 de este documento. 
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Figura 27. Valoración de las alternativas utilizando la matriz normalizada por el método de la 
sumatoria. Elaboración Propia. 
De acuerdo a los resultados obtenidos al determinar la valoración de las alternativas 
utilizando las dos versiones de la matriz de decisión normalizada, se puede concluir que 
el servidor de aplicaciones más adecuado de acuerdo a los objetivos, las prioridades de 
los criterios y las calificaciones de las alternativas respecto a dichos criterios, es 
GlassFish. Este resultado es principalmente debido al desempeño de GlassFish respecto 













En este documento se abordó el problema de selección del servidor de aplicaciones más 
adecuado, para dar soporte a los procesos de negocio de una entidad estatal colombiana 
en proceso de actualización, como parte de la etapa de definición de la arquitectura de 
software para dar soporte a los procesos de negocio de la entidad.  
Durante el proceso de selección participaron tres decisores con experiencia en el 
desarrollo de aplicaciones empresariales y pertenecientes a la empresa contratada por la 
entidad estatal. Durante todo el proceso de decisión se integró activamente las 
preferencias y experiencia de los expertos, de esta forma los criterios establecidos para 
la evaluación de las alternativas se relacionan directamente con los objetivos de la 
definición de la arquitectura de software.  
Como alternativas se consideraron cuatro servidores de aplicaciones: JBoss 7.1.1, Jetty 
8, GlassFish 3.1.2.2 y Tomcat 7.0.61. Para determinar el servidor de aplicaciones más 
adecuado, los expertos definieron siete criterios mediante el seguimiento de la 
metodología PROACT (PRoblem Objectives Alternatives Consequences), como resultado 
se establecieron tres conjuntos de criterios: técnicos, funcionales y asociados a la 
documentación. En el grupo de criterios técnicos se definieron: tiempo de 
almacenamiento en base de datos, consumo de memoria y consumo de CPU. Bajo los 
criterios funcionales se agruparon: soporte para herramientas de desarrollo, cumplimiento 
de estándares y facilidad de administración.  
Con el fin de determinar las valoraciones globales de los criterios se aplicó la 
metodología AHP (Analytic Hierarchy Process), permitiéndole a los decisores estructurar 
el problema de decisión y la definición de la importancia relativa de cada uno de los 
criterios establecidos para determinar la valoración global de las alternativas. Los 
resultados de las comparaciones por pares establecidas por la metodología AHP, 
muestran que los expertos tienen una marcada preferencia por los criterios técnicos, 
principalmente por los tiempos de respuesta de los servidores de aplicaciones, lo cual se 
relaciona directamente con los objetivos establecidos como parte del seguimiento de la 
metodología PROACT y los propios objetivos del proyecto en el que se enmarcó el 
proceso de decisión. El análisis de los índices de consistencia y consenso de las 
preferencias de los decisores, muestran un alto índice de concordancia en las 
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valoraciones establecidas por los decisores, a pesar de que dicho proceso fue 
desarrollado por cada decisor de forma independiente.  
Al calcular las calificaciones globales de las alternativas respecto a los criterios definidos, 
se puede observar que el servidor de aplicaciones más adecuado es GlassFish, seguido 
por JBoss, Jetty y Tomcat. GlassFish obtuvo el primer lugar, debido a su a su alto 
desempeño términos de tiempo de respuesta y consumo de recursos físicos (CPU y 
memoria RAM), aspectos más relevantes para los decisores y que se encuentran 
relacionados directamente con los objetivos establecidos para el proyecto en el que se 
enmarcó el proceso de decisión, el cual busca el mejoramiento de los procesos de 
negocio de la entidad estatal colombiana desde dichos aspectos. Jetty y Tomcat, tuvieron 
calificaciones inferiores debido a que dichos servidores no cumplen totalmente con los 
estándares establecidos por la versión empresarial del lenguaje de programación Java.  
El desarrollo del trabajo presentado en este documento, muestra que las metodologías 
de análisis multicriterio pueden ser implementadas como parte de procesos de definición 
de la arquitectura de un sistema, debido a que brindan a los decisores de herramientas 
que les permiten comprender el problema que abordan mediante la recolección y análisis 
de la información pertinente, junto a métodos que les permiten considerar 
simultáneamente criterios que pueden ser mutuamente excluyentes y un amplio número 
de alternativas con funcionalidades similares que son constantemente mejoradas. Por lo 
que la selección de una alternativa o curso de acción, pueden ser sustentados de una 
mejor forma sin verse influenciados por las preferencias de una solo decisor por una 
alternativa en particular. Adicionalmente, las metodologías de análisis multicriterio 
pueden ser implementadas por las empresas que siguen las recomendaciones 
establecidas por modelos como el CMMI (Capability Maturity Model Integration) en su 
área de proceso DAR (Decision Analysis and Resolution), ya que comparten las 
siguientes etapas: establecimiento de criterios para la evaluación de las alternativas, 
identificación de las alternativas, selección de los métodos para evaluar las alternativas, 
evaluación de las alternativas haciendo uso de los criterios y métodos, para finalmente 
seleccionar la o las soluciones recomendadas. 
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7. Trabajos Futuros 
 
El seguimiento de la metodología PROACT y AHP como se ilustra en este documento, 
pueden ser aplicados en procesos en los que se requiera la evaluación de servidores de 
aplicaciones de la misma marca pero en diferentes versiones, como por ejemplo en 
procesos que busquen determinar la versión del servidor de aplicaciones más adecuada 
para un contexto específico.  
Aunque los expertos definieron sus preferencias mediante una herramienta que 
automatiza dicho proceso, se puede diseñar y desarrollar una herramienta que guíe a los 
decisores durante todo el proceso de selección y que les permita: el seguimiento de la 
metodología para definir los criterios, definición y documentación de los criterios de 
valoración, consolidación de los valores de los criterios, selección de los métodos de 
valoración global de las alternativas y ejecuciones de análisis de sensibilidad. 
Las valoraciones de los criterios funcionales definidos, fueron obtenidas mediante la 
consulta de una fuente externa. Se puede ejecutar un proceso de comparación por pares 
en el que los decisores de acuerdo a su experiencia y preferencias establezcan dichas 
valoraciones, para analizarlas comparándolas contra las calificaciones de las fuentes 
externas.  
Los objetivos establecidos como resultado de la metodología PROACT, pueden ser 
generalizados de tal forma que procesos decisión similares al abordado en este 
documento puedan ser agilizados en la etapa de definición de criterios. 
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