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Abstract— This paper studies the problem of mapping opti-
mization in decentralized control problems. A global optimiza-
tion algorithm is proposed based on the ideas of “deterministic
annealing” - a powerful non-convex optimization framework
derived from information theoretic principles with analogies
to statistical physics. The key idea is to randomize the map-
pings and control the Shannon entropy of the system during
optimization. The entropy constraint is gradually relaxed in a
deterministic annealing process while tracking the minimum,
to obtain the ultimate deterministic mappings. Deterministic
annealing has been successfully employed in several problems
including clustering, vector quantization, regression, as well as
the Witsenhausen’s counterexample in our recent work [1]. We
extend our method to a more involved setting, a variation of
Witsenhausen’s counterexample, where there is a side channel
between the two controllers. The problem can be viewed as a
two stage cancellation problem. We demonstrate that there exist
complex strategies that can exploit the side channel efficiently,
obtaining significant gains over the best affine and known non-
linear strategies.
I. INTRODUCTION
Decentralized control systems have multiple controllers
designed to collaboratively achieve a common objective
while taking actions based on their individual observations.
No controller, in general, has direct access to the observations
of the other controllers. This makes the design of optimal
decentralized control systems a very challenging problem.
One of the most studied structures, termen “linear quadratic
Gaussian” (LQG), involves linear dynamics, quadratic cost
functions and Gaussian distributions. Since in the case of
centralized LQG problems, the optimal mappings are linear,
it was naturally conjectured that linear control mappings
remain optimal even in decentralized settings. However,
Witsenhausen proposed in [2] an example of a decentralized
LQG control problem, commonly referred to as Witsen-
hausen’s counterexample (WCE), for which he provided a
simple non-linear control strategy that outperforms all affine
strategies.
Decentralized control systems such as WCE arise in many
practical applications, and numerous variations of WCE have
been studied in the literature (see, e.g., [3], [4]). One example
introduced in [5] considers a two stage noise cancellation
problem. This variant includes an additional noisy channel
over which the two controllers can communicate. The second
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controller, therefore, has access to some (corrupted) side
information which is controlled by the first controller. We
refer to this setting as the “side channel problem” motivated
by the class of ”decoder side information” problems in
communications and information theory [6]. Specifically, this
problem is a zero-delay source-channel coding variation of
the coded side information problem studied in the seminal
papers of Wyner [7], and Ahlswede and Korner [8]. It
has been demonstrated in [5] that nonlinear strategies may
outperform the best affine strategies, however, the question of
how to approach the optimal solution remains open. Finding
the optimal mappings for such problems is usually a difficult
task unless they admit an explicit (and usually as simple as
linear) solution, see e.g. [3] for a set of problems, some are
tractable and others not.
In prior work [1], we proposed an optimization method,
derived from information theoretic principles, which is suit-
able to a class of decentralized control problems. Specifically,
the method was successfully employed for WCE and the best
known cost for this benchmark problem was obtained. The
method proposed in this work is an extension of our prior
work, developed to account for the complex effects of the
side channel problem introduced in [5]. The introduction of
the side channel in this setting results in complex mappings
that are highly nontrivial.
Deterministic annealing (DA) is motivated by statistical
physics, but derived from basic principles in information
theory. It has been successfully used in non-convex optimiza-
tion problems, including clustering [9], vector quantization
[10], and more (see review in [11]). DA introduces controlled
randomization into the optimization process by incorporat-
ing a constraint on the level of randomness (measured by
Shannon entropy) while minimizing the expected cost of the
system. The resultant Lagrangian functional can be viewed
as the “free energy” of a corresponding physical system,
and the Lagrangian parameter as the “temperature”. The
optimization is equivalent to an annealing process that starts
by minimizing the cost (free energy) at a high temperature,
which effectively maximizes the entropy. The minimum cost
is then tracked at successively lower temperatures as the
system typically undergoes a sequence of phase transitions
through which the complexity of the solution (mappings)
grows. As the temperature approaches zero, hard (nonran-
dom) mappings are obtained.
In Section II we give the problem definition. In Section
III we describe the proposed method, and in Section IV the
experimental results are given. Discussion and concluding
remarks are in Section V.
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Fig. 1. Problem Settings for (a) original WCE and (b) side channel
variation.
II. PROBLEM DEFINITION
Let E(·), E{·|·} and P(·) denote the expectation, con-
ditional expectation and probability operators, respectively.
H(·) and H(·|·) are the entropy and conditional entropy. R
denotes the set of real numbers. The gaussian density with
mean µ and variance σ2 is denoted as N (µ, σ2).
A. Original WCE
The problem setting for the original WCE is given for
reference purposes, and depicted in Figure 1a. The source
x0 ∼ N (0, σ2x0) and noise n ∼ N (0, 1) are independent.
The two controllers G : R → R and W : R → R aim to
minimize the cost
D = E{k2x21 + x22} (1)
where x1 = x0+g(x0) and x2 = x1−h(x1+n). The given
constant k2 governs the trade-off between the control cost
E{x21} and the estimation error E{x22}.
B. Side Channel Variation
The following two-stage control problem was introduced
in [5]:
x1 = x0 + g1 (2)
y1 = x1 + n1 (3)
x2 = x1 − xˆ1 (4)
where x0 ∼ N (0, σ2X0) and n1 ∼ N (0, 1). The problem
setting for this problem is given in Figure 1b. There are two
admissible controllers given by:[
g1
g2
]
= G(x0) (5)
xˆ1 =W (y1, z) (6)
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Fig. 2. Mappings suggested in [5] for the side channel variation problem,
where both mappings suggested are simple staircase functions. This example
is for bSNR = 2.
where z = g1 + n2 and n2 ∼ N (0, σ2n2). x0, n1 and n2 are
mutually independent. The problem is to find the optimal
controllers G : R→ R2 and W : R2 → R that minimize the
cost
D = k21E{(g1)2}+ k22E{g22}+ E{x22} (7)
for given σx0 , σn2 and positive parameters k1, k2. The
addition of the side channel over the original WCE problem
is evident in Figure 1.
The cost function defined in [5] does not include the term
E{g22}. Instead, the cost is minimized subject to the following
constraint: √
E{g22}
σn2
≤ bSNR (8)
for a given bSNR. Side channel signal to noise ratio (SNR)
is therefore b2SNR. We incorporate this constraint into the
cost function by forming an overall Lagrangian cost with k2
as Lagrange parameter. Different SNR values are obtained
depending on the value of k2.
The simple nonlinear mappings suggested in [5], which
widely outperform the best affine solution in a large range
of SNR values, are depicted in Figure 2. Similar to the case
of WCE, x1 is a staircase function of x0, whereas g2 is a
scaled version of it to match the SNR constraint.
III. PROPOSED METHOD
The motivation for the DA algorithm is drawn the process
of annealing in statistical physics, however, the method is
founded on principles of information theory. Importantly, it
replaces the stochastic operation of “stochastic annealing”
with the deterministic optimization of the effective expecta-
tion, namely, the free energy. DA introduces randomness into
the optimization process, where the deterministic mappings
(controllers) are replaced by random mappings. The opti-
mization problem is recast as minimization of the expected
cost subject to a constraint on the randomness (Shannon
entropy) of the system. The resulting Lagrangian functional
can be viewed as the free energy of a corresponding physical
system whose Lagrange parameter is the “temperature”.
The entropy constraint is gradually relaxed (by lowering
the temperature) while the minimum cost is tracked, and
deterministic mappings are obtained at the limit of zero
entropy.
A. Derivation
Consider the structured mapping g1 written as
g1(x0) = gm1(x0) for x0 ∈ Rm1 (9)
where m1 = {1, 2, ...,M1,max}. Each gm1(x0) is a paramet-
ric function called “local model” and Rm1 denotes a partition
region in input space. We have
M1,max⋃
m1=1
Rm1 = R (10)
Effectively, the mapping g1 is defined with a structure
determined by two components: a space partition and a
parametric local model per partition cell. While noting that
local models can be in any parametric form, in this work we
use affine local models given by
gm1(x0) = am1x0 + bm1 . (11)
We similarly define a structure for g2:
g2(x0) = gm2(x0) for x0 ∈ Rm2 (12)
where m2 = {1, 2, ...,M2,max} and local models are affine:
gm2(x0) = am2x0 + bm2 .
The crucial idea in DA is to replace the deterministic
partition of space by a random partition, i.e. to associate
every input point with each one of regions in probability.
We define association probabilities
p(mi|x0) = P{x0 ∈ Rmi} = P{g(x0) = gmi(x0)}, (13)
for i = 1, 2 and for all mi, x0. Let M1 and M2 denote
the random variables representing the index of the local
models. The system has a joint Shannon entropy which can
be expressed as
H(x0,M1,M2) = H(x0) +H(M1|x0) +H(M2|x0). (14)
since, by construction, M1 and M2 are independent given
x0. Since the first term is a constant determined by source,
we conveniently remove it and define
H ,
∑
i=1,2
H(Mi|x0) = −
∑
i=1,2
E{log p(Mi|x0)} (15)
where H is the average level of uncertainty in the partition
of space.
In DA, the cost defined in (1) is minimized at prescribed
levels of uncertainty as defined in (15). Accordingly, we
construct the Lagrangian
F = D − TH, (16)
as the objective function to be minimized, with T being the
Lagrange multiplier associated with the entropy constraint.
The Lagrangian in (16) is referred to as the (Helmholtz)
“free energy”, and the Lagrange parameter T is called “tem-
perature”, to emphasize the intuitively compelling analogy
to statistical physics.
B. Algorithm Sketch
We begin by optimizing the free energy in (16) at high
temperature, which effectively maximizes the entropy. Ac-
cordingly, the association probabilities are uniform and all
local models are identical, in other words, there is effectively
a single distinct local model. Thus, at the beginning we
obtain the optimum solution when both g1 and g2 are
restricted to be linear. As the temperature is decreased, a
bifurcation point is reached where the current solution is no
longer a minimum but a saddle point, such that there exist a
better solution with the local models divided into two or more
groups. As the current solution becomes a saddle point, a
slight perturbation of local models will trigger the discovery
of the new solution with increased number of effective
local models. Such bifurcations are referred to as “phase
transitions”, in the sense of symmetry breaking with increase
in effective model size, and the corresponding temperatures
are called “critical temperatures”. At the limit T → 0,
minimizing F corresponds to minimizing D directly, which
produce deterministic mappings, as it is always advantageous
to fully assign a source point to the model that makes the
smallest contribution to D.
Therefore, the practical algorithm consists of minimizing
F , starting at a high value of T and tracking the minimum
while gradually lowering T . A brief sketch of the algorithm
can be given as follows.
1) Start at high temperature, single model.
2) Duplicate local models.
3) Minimization of F .
a) Optimize p(mi|x0) for all mi, x0, i = 1, 2.
b) Optimize ami and bmi , for all mi, i = 1, 2, using
gradient descent.
c) Optimize W (·, ·).
d) Convergence test: If not converged go to (a).
4) If temperature is above stopping threshold, lower tem-
perature and go to step 2.
C. Update Equations
Here we give the expressions for optimal p(mi|x0) which
are, naturally, Gibbs distributions.
p(m1|x0) = e
−D(m1,M2,x0)/T∑
m1
e−D(m1,M2,x0)/T
∀m1, x0
p(m2|x0) = e
−D(M1,m2,x0)/T∑
m2
e−D(M1,m2,x0)/T
∀m2, x0 (17)
where D(m1,M2, x0) and D(M1,m2, x0) is the cost of
associating x0 with local model gm1 and gm2 , respectively:
D(m1,M2, x0) = k
2
1g
2
m1 + E{x22|M1 = m1, X0 = x0}
D(M1,m2, x0) = k
2
2g
2
m2 + E{x22|M2 = m2, X0 = x0}
(18)
TABLE I
MAJOR RESULTS FOR WCE
Solution Cost
Optimal Affine Solution 0.961852
1-step, Witsenhausen [2] 0.404253
2-step, [13] 0.190
Sloped 2.5 - step, [14] 0.1701
Sloped 3.5 - step, [15] 0.1673132
Sloped 3.5 - step, [16] 0.1670790
Sloped 4 - step, [17] 0.16692462
Sloped 5 - step, [1] 0.16692291
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Fig. 3. The 5-step solution for the original Witsenhausen counterexample.
Only positive half is shown.
The optimal second controller, W (y1, z), can be expressed
in closed from as
W (y1, z) = E{x0|y1, z} (19)
which can be written in terms of known quantities using the
approach in [12].
IV. EXPERIMENTAL RESULTS
The integrals in the algorithm are numerically calculated
by sampling the space on the uniform grid, and the support
of the Gaussian distribution is bounded to (5σ to 5σ) interval.
A. Original WCE
The DA method was applied to the original WCE problem
and the results are reported in [1], where we obtained the
lowest known cost thus far, 0.16692291. We reproduce the
results in comparison to prior work in Table I. The 5-step
mapping we obtained after a sequence of phase transitions
is given in Figure 3.
B. Extension to Side Channel Variation
In the experiments, we used the standard benchmark
parameters that were used for the original WCE, that is,
k1 = 0.2 and σX0 = 5. We have varied k2 to obtain results at
TABLE II
COST COMPARISON TABLE FOR THE SIDE CHANNEL VARIATION
bSNR Affine Cost DM ( [5]) D∗ (DM−D∗)/DM
0.00 0.9600 0.1853 0.1669 0.10
2.37 0.7365 0.1546 0.0945 0.39
2.70 0.6802 0.1472 0.0837 0.43
5.62 0.3627 0.0852 0.0357 0.58
7.00 0.2814 0.0662 0.0264 0.60
9.57 0.1856 0.0497 0.0136 0.73
different side channel SNR values. Following the convention
in [5], we use bSNR = σg2/σn2 .
In Table II we compare the cost of our solutions (denoted
by D∗) to the ones given in [5] (denoted by DM ), and
the best affine mappings. Significant cost reductions can be
observed. The relative improvement over the solution of [5]
is listed in the last column.
Remark 1: When bSNR = 0, the problem degenerates to
WCE, thus the cost is 0.1669, the best known to date.
We present several mappings obtained by our method in
Figure 4. Several interesting features of these mappings are
observed. The mappings for x1 are approximately staircase
functions similar to the ones obtained for the original WCE
problem, however, the steps get smaller and increase in
number as the side channel SNR increases; that is, x1 ap-
proaches x0. Note that the control cost term in (7), E{k21g21},
is minimum when g1 = 0, in which case x1 = x0. This
is, however, not optimum due to the estimation error at the
second stage. Intuitively, as the second controller has access
to better side information (i.e. at higher SNR), the estimation
error is decreased and as observed in Figure 4, x1 tends to x0.
The relative improvement in cost, given in Table II, increases
with SNR, which is consistent with the above observation.
The mappings for the side channel, g2, are highly irregular
and the overall shape varies with SNR. This observation,
together with the above for x1, suggests that the mappings
for x1 and g2 are not scale invariant. The discontinuities in g2
and x1 coincide as expected, as the discontinuities in side
information g2 signal those in x1 to the second controller
(estimator).
Note: Matlab code for our calculations of the total cost,
including our decision functions can be found in [18].
V. CONCLUSIONS
In this paper we extended our numerical method, in-
troduced in prior work to obtain the best known solution
for Witsenhausen’s counterexample, to compute the elusive
nonlinear mappings (controllers) in more involved decentral-
ized control problems. As a test case we focused on the
setting introduced in [5], where it is motivated as a two
stage noise cancellation problem. The mappings obtained
are highly nontrivial and raise interesting questions about
the functional properties of the optimal solution (mappings)
in decentralized control, which are the focus of ongoing
research.
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Fig. 4. Some of the mappings we obtained for the side channel variation problem. The first controller is plotted at various SNR levels.
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