Abstract. Reserve selection methods are often based on information on species' occurrence. This can be presence-absence data, or probabilities of occurrence estimated with species distribution models. However, the effect of the choice of distribution model on the outcome of a reserve selection method has been ignored. Here we test a range of species distribution models with three different reserve selection methods. The distribution models had different combinations of variables related to habitat quality and connectivity (which incorporates the effect of spatial habitat configuration on species occurrence). The reserve selection methods included (i) a minimum set approach without spatial considerations; (ii) a clustering reserve selection method; and (iii) a dynamic approach where probabilities of occurrence are re-evaluated according to the spatial pattern of selected sites. The sets of selected reserves were assessed by re-computing species probability of occurrence in reserves using the best probability model and assuming loss of non-selected habitat. The results show that particular choices of distribution model and selection method may lead to reserves that overestimate the achieved target; in other words, species may seem to be represented but the reserve network may actually not be able to support them in the long-term. Instead, the use of models that incorporated connectivity as a variable resulted in the selection of aggregated reserves with higher potential for species long-term persistence. As reserve design aims at the longterm protection of species, it is important to be aware of the uncertainties related to model and method choice and their implications.
Introduction
During the past 20 years a range of systematic quantitative methods, often called site selection algorithms, has been developed for the selection of reserve networks for biodiversity conservation based on empirical data (Kirkpatrick 1983; Pressey et al. 1993; Csuti et al. 1997; Williams 1998; Cabeza and Moilanen 2001; Margules et al. 2002) . Earliest reserve selection formulations aimed at identifying sets of sites that together represent each species (a given number of times) with minimum cost (minimum set proportional coverage problem) (Margules et al. 1988; Csuti et al. 1997; Howard et al. 1998) . Because minimum set coverage approaches were applied to static snapshots of presence/ absence data, they implicitly assumed that a species which is present at site i at the time of the survey, will persist there indefinitely. Subsequently, several studies have demonstrated that one (or a few) representation per species in a reserve network does not ensure the long-term persistence of the species (Margules et al. 1994; Virolainen et al. 1999; Rodrigues et al. 2000; Cabeza and Moilanen 2001) . One fundamental reason for this is spatial population dynamics, which causes species turnover in sites, including the reserve sites. Consequently, the need to incorporate spatial population dynamics into site selection procedures has been emphasised (Nicholls 1998; Hanski 1999; Cabeza and Moilanen 2001; Verboom et al. 2001) .
Several methods have been suggested for the incorporation of spatial population dynamics into reserve selection. One way is the inclusion of a metapopulation model which explicitly takes species-specific spatial dynamics into account (Moilanen and Cabeza 2002) . A major drawback of this method is the large amount of data necessary for parameterising the model for each species. Several authors have suggested qualitative clustering of reserves to reduce negative effects of fragmentation (Nicholls and Margules 1993; Heijnis et al. 1999; Possingham et al. 2000; Cabeza et al. 2004a ). Connectivity measures have been applied in reserve selection by few authors, who have noted the connection to population persistence. Most commonly non-species-specific measures, such as nearest neighbour-and buffer measures buffer measure and Briers 2002 ; distance-dependant connectivity), have been used. have accounted for species-specific dispersal capacity when applying reserve selection for a single species, by the selection of sites within dispersal distance to existing reserves. Since reserve network design typically concerns conservation planning for multiple species, which each may experience a reserve network differently from a spatial perspective, it is highly recommended to use species-specific measures of connectivity (Hanski 1994; Schumaker 1996; With et al. 1997; Van Langevelde 2000; D'Eon et al. 2002; Moilanen and Nieminen 2002) . To our knowledge, only Ferrier et al. (2002) and Cabeza (2003) have applied species-specific parameters to evaluate connectivity of the landscape in the context of multiple-species reserve design.
Reserve selection exercises have often been based on presence-absence (or presence-only) information on the features to be protected. Simple reserve selection methods based on presence (-absence) data may however fail to select the sites where species have higher probabilities of persistence (Arau´jo and Williams 2000 and references therein) . One alternative to presence-absence data are probabilities of occurrence (Austin et al. 1984; Margules and Stein 1989; Williams and Arau´jo 2002; Cabeza 2003; Cabeza et al. 2004a ). Probabilities of occurrence indicate the likelihood that a species is present at a certain site, which can be influenced by different species-dependent factors such as habitat requirements, species' population dynamics and vulnerability to threats Williams and Arau´jo 2000 ). An advantage is that probabilities can be modelled and estimated using a standard statistical method (e.g. logistic regression, which is a standard technique in this context; Austin et al. 1984; Ter Braak and Looman 1986; Pearce and Ferrier 2000) . Probabilities can be used to evaluate different reserve compositions and effects of land use change or other threats. The use of (species-specific) connectivity measures in predictive models facilitates the evaluation of reserve composition and landscape change, as probabilities do not only depend on local environmental information, but also on information form the neighbourhood. In habitat modelling literature similar contextual variables (variables that reflect environmental information within a certain radius around a site) are frequently applied (Grashof-Bokdam 1997; Osborne et al. 2001; Ferrier et al. 2002) . In this study we use different probability models, with and without (species-specific) connectivity measures, to provide probabilities as input for several reserve selection methods.
The type of information that is used as the basis for reserve selection is likely to affect the final reserve network in terms of location, shape and size. For example, a model that uses only local habitat information will predict higher probabilities of occurrence in sites with high-quality habitat, irrespective of their location. If connectivity measures are also included in the model, higher probabilities might only occur in good-quality sites that are near other goodquality sites. A reserve selection algorithm evaluates a reserve network solution with a particular model for each species during optimisation. Once the solution satisfies the criteria (e.g. it has found the smallest set of sites that represents each species at least n times), the algorithm finishes. However, when that particular solution is evaluated using another model, the representation of the species in the reserve network might not meet the required target level. This issue is usually ignored in reserve selection, as typical reserve selection studies are based on one set of probabilities arising from one model only. We demonstrate the differences that can occur in the expected number of occurrences of each species in a reserve network, due to model choice. As the expected number of occurrences is related to the persistence of the species in the network, it is of major importance to be aware of the uncertainties related to model choice in reserve selection. Cabeza (2003) and Cabeza et al. (2004a) combine probabilities of occurrence with spatial reserve design. A novel feature of these two studies is that they acknowledge that habitat loss or degradation outside the reserve network might negatively influence probabilities of occurrence within reserve sites (Gaston et al. 2002; Cabeza and Moilanen 2003) . In other words, the probabilities of occurrence in selected (reserved) sites depend on the quality and spatial pattern of both reserved and unreserved sites. Several authors (Possingham et al. 2000; Nalle et al. 2002; Cabeza et al. 2004a, b) attempt to minimize negative external effects by aiming at the selection of aggregated reserves, by means of a penalty for boundary length. Alternatively, Cabeza (2003) makes probabilities of occurrence depend explicitly on habitat information and connectivity of the selected sites only. It is important to note that connectivity here is a measure that incorporates a species-specific parameter, which scales the effect of distance on migration success. Consequently, the pattern of selected sites will affect probabilities of occurrence within reserve sites in a species-specific way, which is accounted for during reserve selection with the dynamic probability approach (Cabeza 2003) .
The aim of this paper is to point out that the choice for a probability model as basis for reserve selection can make a substantial difference to the composition and size of a reserve network. This effect becomes even stronger when probabilities of occurrence depend on the presence of potential source populations in the neighbourhood as well, through the use of connectivity measures and assuming loss of unprotected habitat. Here, such effects are assessed by comparing solutions from three reserve selection strategies in terms of the expected number of occurrences they ensure for each species. The data used for comparing the three strategies are data sets from seven bird species from the Netherlands, and habitat maps, with which their occurrence is modelled.
Material and methods

Study system and data
The study area ($1850 km 2 ) is the west part of the province Noord-Brabant, the Netherlands (51°39¢ N, 4°40¢ E). The area is bordered by the river Meuse to the north, closed sea-areas and land to the west and by land to the east and south. The landscape in this area is diverse: The larger part of the region consists of agricultural habitat, in the north and west marshlands are present and in the southern part forest and moorland are more abundant (Figure 1(a) ). There are a few cities along the horizontal axis of the area.
Data on seven bird species was used for the comparison of different site selection strategies (Table 1) . Atlas information on presence/absence as well as the number of breeding pairs was surveyed per grid cell (1000 m · 1000 m) between 1989 (Vogelonderzoek Nederland SOVON, 2002 , data from Samenwerkingsverband Westbrabantse Vogelwerkgroepen (SWEV) and Province of Noord-Brabant). Birds were chosen, since barriers in the landscape (such as roads) have less affect on their dispersal than on dispersal of ground dwelling species. Consequently it was possible to model occurrences of birds without explicit consideration of these barriers. The selected species have different habitat requirements (although partially overlapping); therefore the reserve network needs to cover different habitat types. Figure 1(b) shows the species richness in the study area, from which it is not obvious which sites should be protected if one wants to protect these species in an efficient and effective manner.
The habitat data consists of 96 habitat types, including all (semi-)natural and agricultural features, in hectares per grid cell (250 m · 250 m) (Pouwels et al. 2002) . Since the species data is available per 1 km 2 grid cells, habitat data was transformed to 1 km 2 grid cells by summation. Pouwels et al. (2002) also described habitat suitability indices for several species (see Reijnen et al. 2001 for methods), including those used here. These indices have values 1.0, 0.5, 0.1 and 0 for optimal, sub-optimal, marginal and unsuitable habitat types, respectively.
Reserve selection methods
The three different reserve selection approaches investigated here can be seen as special cases from a general formulation: 'which is the set of sites that, with Table 1 . Species information: protection status indicates whether species is mentioned on red list (A = international importance; C = threatened) or EU Bird directive (X) (Osieck and Hustings, 1994) ; weights indicate the proportion of the maximum target in site selection that is applied for that species, which are based on abundance inside the study area and protection status a . a indicates the dispersal capacity of a species (1/km) (Pouwels et al. 2002) . The habitat types added to the model of Pouwels et al. (2002) minimum cost, obtains at least a defined number of occurrences for each species, given a penalty for boundary length' (Cabeza et al. 2004b ):
where S the index set of selected sites, y i is the cost of site i, L is the boundary length of the reserve system and b > 0 is a penalty given to reserve boundary length (Table 2 ). R j (S) is the expected number of occurrences of species j in S, and T j is the target representation level for species j. The probability of occurrence of species j in site i, p ij , is either given by an appropriate statistical model, or p ij 2 {0,1} when presence-absence data is used. In the general formulation p ij is a function of a vector of habitat variables in the site, h i , and connectivity of site i, C ij (p, S), where p is the matrix p = [p ij ]. Thus p ij can be Effective area for species j in site k
Scales the effect of distance to migration
Distance between focal site i and site k (4) b opt A boundary penalty at which the reserve network has the lowest value for L/n S M Probability model M A Probability model based on effective area only M buff Probability model based on effective area and the buffer measure M opt Probability model: the best model available (see Table 3) made dependent on the set of selected sites only (e.g. on the assumption that all unselected habitat is lost). The different reserve selection formulations compared here can be obtained as special cases of equation (1) as described below: (i) Minimum coverage (MC) problem. The multiple representation minimum set coverage problem uses a proportional coverage target T j > 1 and presence-absence data p ij 2 {0,1}. There are no spatial considerations, meaning that p ij does not depend on S and b = 0. (ii) Boundary length (BL) problem (Cabeza et al. 2004a, b) . As (i), but b > 0 meaning that qualitative aggregation of sites is obtained by using a penalty for boundary length. Again, p ij does not depend on S, and p ij may be either PA-data or come from a probability model. (iii) Dynamic probability (DP) problem (Cabeza 2003) . p ij -values are estimated given a probability model (M), but the important difference with the above methods is that now p ij depends on S via connectivity (both non-speciesspecific and species-specific connectivity measures are possible). In the basic form b = 0, but it is possible to induce additional aggregation into solutions by having b > 0. In this formulation habitat loss outside the selected set of sites decreases probabilities within S as habitat loss decreases connectivity.
Target levels differ between species through the use of target weights, because reserve design usually focuses on rare species, and gives less importance to more abundant species. By weighting the maximum target level separately for each species one can account for the importance of each species in a particular area. When targets would be expressed as a percentage of the species' range, common species are better represented by a reserve network than rare species, while the purpose of reserve design generally is the protection of rare or endangered species. The weights we used are expressed as a proportion of the maximum target the reserve selection method in general aims at, where less common species received a higher weight than common species. See Table 1 for details on the applied weights.
An iterative heuristic algorithm (Cabeza et al. 2004b ) was used to solve the boundary length problem. Solving the dynamic probability problem with an iterative heuristic algorithm requires enormous computation time, given the size of the system. Therefore an algorithm based on a combination of stochastic global search and local search was used (A. Moilanen, submitted manuscript; see Moilanen and Cabeza (2002) for an analogous algorithm). All optimisation runs were replicated to check for reliable convergence of optimisation.
Probabilities of occurrence: models
We generated four different data sets for each species, to be used as input for reserve selection. One set consisted of the presence-absence data directly. Three other sets are probabilities of occurrence, generated with a logistic regression model. As independent variables we used (i) effective habitat area per grid cell, derived from habitat suitability indices as supplied by Pouwels et al (2002) ; (ii) a buffer-connectivity measure; (iii) an incidence function model (IFM) connectivity measure (after Hanski, 1994) and possible interactions between variables (i), (ii) and (iii).
The habitat suitability indices from Pouwels et al. (2002) , provided a way to handle the 96 different habitat types as a single covariate, indicating the effective amount of suitable habitat per gridcell. The indices were based on expert opinion and data sets independent from the one presented here. As predictive models can only be applied to other areas with caution, we checked if habitat types considered important by Pouwels et al. were also important predictors for species occurrence in this particular study area. For this we applied linear regression analysis for each bird with the number of breeding pairs as dependent variable and the habitat types as independent variables. Significant habitat types (p < 0.01) not yet present in Pouwels' model were added, giving suitability indices 0.1 or 0.5, depending on the estimate of the coefficient (Table 1 , last column). With the habitat suitability indices effective area (A) for a species j in grid cell i was calculated as
where H is the number of habitat types, a hi is the area of habitat type h in site i and w hj is the suitability index of habitat type h for species j ( Table 2) . Values of A ij were used as a covariate in the probability models, referred to as 'effective area'. The buffer measure (C ij Buff ) is a sum of effective area in the neighbourhood of site i on the condition that neighbourhood sites are occupied:
where N(i) are sites in the neighbourhood of focal site i (we applied a neighbourhood of eight adjacent sites) and A kj is the effective area in site k for species j. p kj is the probability that site k is occupied by species j, and can be binary when presence-absence information is used instead of probabilities. Additionally, the incidence function model (IFM; Hanski 1994) calculates the connectivity of the focal cell to occupied sites in the entire landscape as
where C ij IFM is the IFM-connectivity index for species j in site i, a scales the effect of distance to migration (1/a is the average migration distance), d ik is the distance between focal site i and site k ( Table 2) . Estimates of a-values for the species in this study were given by Pouwels et al. (2002) (Table 1 ).
The buffer-connectivity measure can be interpreted as a measure of edge effect in the focal site: a higher value for buffer connectivity relates to a site that is surrounded by suitable habitat, resulting in lower edge effects (Debinski and Holt 2000) and higher structural connectivity. The IFM-connectivity measure can be interpreted as a measure of landscape connectivity relative to species' dispersal distances, which in this respect is related to the distance that juveniles cover at dispersal (Reijnen et al. 2001 ) and not to migratory distances. See Moilanen and Nieminen (2002) for discussion on connectivity measures used in metapopulation models.
Logistic regressions were run for each species using local habitat suitability, buffer-and IFM-connectivity and possible interactions as independent variables and presence-absence data as the dependent variable. We considered three different types of models for each species:
Null model, based on effective area (A ij ) only; Buffer model, based on A ij and C ij Buff and possible interaction; Full model, based on A ij , C ij Buff , C ij IFM and possible interactions.
All possible combinations of explanatory variables were tested for significance with software package R (Version 1.8.1, R Development Core Team 2003). When multiple models were significant for a species, the model variant with the lowest AIC was selected.
Models were evaluated by calculating the sensitivity, specificity and correct classification rate from the confusion matrix (Fielding and Bell 1997; Manel et al. 2001 ) for a threshold value of 0.5. Since these measures are affected by prevalence and sensitive to the arbitrarily chosen threshold value, we also used ROC curves and derived AUC indices (Fielding and Bell 1997; Elith 2000; Pearce and Ferrier 2000; Manel et al. 2001) . We calculated the AUC using the non-parametric approach based on the Mann-Whitney U-statistic (Hanley and McNeil 1982; Pearce and Ferrier 2000) .
Comparison of solutions
Reserve selection methods were run with presence-absence data or probabilities from available models as a basis. The resulting reserve networks can be compared in various ways. The most obvious features that can be monitored are total area and spatial composition of the reserve network. However, our main interest is the level of representation of each species that is obtained by a network. The size and spatial composition of a reserve network determine the proportion of each species that is likely to be supported by the reserve network. When spatial population dynamics play a role all suitable habitat in the study area will contribute to the proportion of each species that is supported by the area, and not just the reserved sites. In order to evaluate the performance of the reserve network alone, a predictive model with spatial variables is needed and is here represented by the best models (M opt ). Following, all solutions are evaluated with this model, while probabilities are only based on the reserve sites only (in other words: unprotected habitat is assumed to be lost). We compared reserve networks in two ways: (1) evaluation of the reserve networks produced by different methods and with different models, but all aiming at the same target level of representation. As these solutions are likely to differ in area and spatial composition, they will differ in terms of the expected number of occurrences they support. As larger reserves evidently protect a higher proportion of each species, comparison; (2) concerns the evaluation of reserve networks from different methods and with different models, but with a comparable area. If differences occur in performance of these networks (expressed as the expected number of occurrences), it is no longer an effect from the reserve area, but more likely from the reserve's spatial composition.
Results
Predicting species occurrence
Habitat models were fitted using logistic regression with effective area (A ij , always included) and varying combinations of buffer-connectivity measure (C ij Buff ), IFM-connectivity measure (C ij IFM ) and possible interactions between them. Table 3 shows the models used in this study, and the model evaluation. For all species spatial measures were found significant, both for local connectivity (buffer measure) as long-distance connectivity (IFM measure), with the blacktailed godwit as the only exception (for which only the buffer measure was found to be significant). We refer to the best model (lowest AIC value) as M opt , which corresponds to the buffer model (M buff ) for blacktailed godwit and to the full model for all other species (Table 3) . The model based on effective area only is referred to as M A (see Table 2 for abbreviations). Model evaluation shows high correct classification rates (>72%) for all species (Table 3) . AUC values show good model fit for all species and models, and the inclusion of connectivity measures improved model fit. Figure 2 shows as an example the correspondence between the occurrence of the black woodpecker in the study area (Figure 2(a) ) and probabilities of occurrence from the best available model (M opt , Figure 2(b) ). Figure 3 shows solutions for two different target levels from the BL and DP approaches, with different probability models or presence-absence data as a basis for site selection. Note that the BL approach based on presence-absence data with b = 0 corresponds to a non-spatial minimum coverage solution (MC). Having b = b > 0 results in a decreased boundary length per area (L/n S ). From Figure 3 it becomes clear that solutions based on probability models are more compact (lower L/n S ratio), compared to solutions based on presence-absence data (row 1, high L/n S ratio). When evaluating solutions from the BL and DP approaches with the best probability model (M opt , last two rows in Figure 3 ) with b = 0, it can be seen that the DP solutions are more clustered than those from the BL approach. DP solutions are also larger in area, which is a consequence of the inclusion of connectivity in the model and the assumption that all habitat outside the network is lost. Solutions from the DP approach (with b = 0) still have a certain amount of scatter, which can be attributed to the reasonably high dispersal capacities of birds. Figure 4 shows the percentage of the target level that is expected to be achieved for species in the reserve network, calculated by evaluating all solutions with the best available model (M opt ) and assuming loss of unreserved habitat. Results are shown for the four species for which the target level was not always achieved, for the other three species expected representation was always higher than the target level. In panel (A) all combinations of approaches and selection criteria that were shown in Figure 3 with b = 0 and target = 25% are evaluated. Solutions produced with the BL approach do not reach the target levels for all species when evaluated with M opt . When using a probability model that does not take connectivity into account (i.e. M A ) targets are not achieved for blacktailed godwit and green woodpecker even when using the DP approach.
Comparing reserve selection solutions
There are two possible causes for the species not to reach their target in certain solutions: the smaller size of the solution, or the lower level of connectivity in the solution. In order to estimate effects of solution size, we compared solutions of similar size. Figure 4 (b) shows results with comparable area (n S = 224 ± 5 sites), achieved by increasing the target level for the BL approach until network size is comparable to those networks obtained with the DP approach. Solutions were then evaluated against the lower target level, with which the DP solutions were obtained. When comparing panel (B) with (A), it follows that with equal solution sizes the relative performances of solutions from the BL approach increase, although for the bluethroat and the blacktailed godwit the expected sum of occurrences is still below the target level. Additionally, we compared solutions, which were comparable in size, produced with a penalty for boundary length (b > 0) to test whether additional clustering would improve the achieved target levels in the evaluation (Panel (C), target 25%, b > 0, n S = 248 ± 11 sites). From panel (C) follows that when solutions are comparable in size and additional clustering is induced, for all species except the blacktailed godwit (and the bluethroat in case of presence-absence data) the target can be achieved.
Discussion
The minimum set coverage approach (MC, represented by method BL with presence-absence (PA) data and boundary penalty b = 0 in Figure 3 , BL + PA in Figure 4 ) does not use probability information and spatial considerations. It can therefore not acknowledge differences in site quality, and as a consequence it performs poor in the evaluation with a spatially explicit probability model. The performances of networks increase when probability models are used (BL + M in Figures 3 and 4) , together with an increase in reserve compactness and size ( Figure 3) . As larger networks obviously protect a higher proportion of each species, similar sized solutions are compared in Figure 4 (b). For few species the expected representation level is still not exceeding the target representation level, even though spatial models are used. Qualitative clustering improves the expected number of occurrences of most species in the reserve network, although under-representation still occurs (Figure 4(c) ). From these two observations can be concluded that reserve networks based on models with spatial measures rely to a certain extend on existing, but unreserved habitat (BL + M buff and M opt ), which persistence cannot be guaranteed for the future. These differences in performance between reserve networks lead to the conclusion that model choice is of importance to the size and spatial configuration of the reserve network, which are again related to species persistence. These results support the common claim that reserve selection should not be based on presence-absence data only, but incorporate spatial population dynamics as well (Nicholls 1998; Hanski 1999; Cabeza and Moilanen 2001; Verboom et al. 2001) . Figure 4 also showed that the DP approach based on M A (habitat suitability) did not guarantee to sufficiently represent all species. Although the DP approach can account for habitat loss outside the reserve, this is only effective when probabilities of occurrence depend on the set of selected sites (S) by including measures of connectivity in the probabilities of occurrence. When probabilities of occurrence are based on habitat suitability only, habitat loss around the reserve cannot be evaluated by the probabilities of occurrence and is thus ignored. The use of connectivity measures in probability models is therefore a vital element in reserve design. We applied two simple measures of connectivity, that both were found to improve the model fit for all species but one. It is expected that connectivity measures will be significant for species with spatially structured populations at scales that are in line with species' dispersal ability.
Solutions obtained with M buff or M opt do not seem to differ much in performance (Figure 4 ) and the addition of the IFM connectivity measure to the model had only a small effect in AIC criteria and model evaluation. This is most likely due to scale issues. The dispersal capacities of the species are relatively large compared to the scale of the study area. Therefore it is possible that solutions produced by the DP approach with M opt consist of several clusters of sites within dispersal distance from each other. Solutions produced with M buff on the other hand are expected to be more compact, since in M buff only neighbouring sites with suitable habitat contribute to the probabilities of occurrence in focal sites, whereas more distant sites do not. The effect of habitat loss is therefore stronger in solutions produced with M buff than in solutions with M opt (compare the difference in compactness between DP solutions with M buff and M opt (b = 0) in Figure 3 , solutions with M buff are more compact than those with M opt . This is not the case for the BL approach, where there is no effect of habitat loss). Results may be different when dealing with different species or spatial scales. Cabeza (2003) has applied the DP approach to a dataset of butterflies (relatively limited dispersal capacities, given the size of the system), with probabilities of occurrence based on habitat suitability and buffer connectivity or IFM connectivity. In that study highly aggregated reserves were found when loss of unprotected habitat was assumed, even without additional clustering (i.e. b = 0). The choice for species and scale at which reserve design is applied will therefore have a large influence on the spatial aggregation of the reserve network. Our results show that it is worth getting information on habitat suitability and dispersal ability of as many species as possible. When species-specific parameters are available it is possible to evaluate different solutions and scenarios for each species. If these parameters are not available, a non-species-specific buffer measure can be included, through which effects of landscape change around the reserve network can be evaluated. When no connectivity measures are included solutions with qualitative clustering (b > 0) perform better in terms of expected number of populations than non-spatial minimum set proportional coverage approaches (Figure 4(c) ).
What follows from the evaluation of the solutions with M opt and assuming complete habitat loss outside reserves is that probabilities inside the reserve network can be heavily affected by the occurrence of habitat outside the reserve network. The assumption of complete habitat loss might sound strong, but in human dominated landscapes (such as the Netherlands), it is quite likely that unprotected natural areas will eventually turn into urban or agricultural land. Note also, that habitat transformation might negatively affect dispersal across unprotected habitat, which was not accounted for here. Another unaccounted effect is that probabilities of occurrence near the boundary of the reserve may actually decrease due to edge effects (Woodroffe and Ginsberg 1998; Debinski and Holt 2000) . Consequently, the effects of habitat loss might for some species be even stronger than what was assumed here. More complex models of habitat change could be combined with the DP approach to model the effects of various scenarios of land use change (and/or habitat loss) on species' probabilities of occurrence. Further, it is important to acknowledge and communicate uncertainties that accompany the use of observation data and modelling occurrence to users of reserve selection methods (Elith et al. 2002; Regan et al. 2002) . Such uncertainties can include species observation errors (Wintle et al. 2004) , habitat classification errors, misclassification of true causal variables (by not accounting for correlation between variables, or spatially autocorrelated data) (Legendre et al. 2002) , as well as insufficient model evaluation. Our results show that different reserve selection methods find optimal solutions that differ consistently from each other with respect to the expected number of populations they support. This suggests that careful attention should be given to the construction and evaluation of a proper species-specific probability model, and that the reserve selection algorithm should make reasonable assumptions about spatial population dynamics and effects of landscape dynamics.
