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STRONGLY PROXIMAL EDELSBRUNNER-HARER NERVES IN
VORONOI¨ TESSELLATIONS
J.F. PETERSα AND E. I˙NANβ
Dedicated to the Memory of Som Naimpally
Abstract. This paper introduces Edelsbrunner-Harer nerve in collections of
Vorono¨ı regions (called nucleus clusters) endowed with one or more proximity
relations. The main results in this paper are that a maximal nucleus cluster
(MNC) in a Vorono¨ı Tessellation is a strongly proximal Edelsbrunner-Harer
nerve, each MNC nerve and the union of the sets in the MNC have the same
homotopy type.
1. Introduction
This paper introduces a variation of Edelsbrunner-Harer nerves which are col-
lections of Vorono¨ı regions (called nucleus clusters) endowed with one or more
proximity relations. Harer-Edelsbrunner nerves are introduced in [8, §III.2, p. 59].
Figure 1.
Nucleus Cluster
Vorono¨ı tessellation has great utility and has
many applications such as the creation of synthetic
poly-crystals, computer graphics [10], geodesy [11],
non-parametric sampling [29] and geometric mod-
elling in physics, astrophysics, chemistry and biol-
ogy [5]. The form of clustering introduced in this
article has proved to be important in the analysis
of brain tissue [26], cortical activity and brain sym-
metries [28, 6] and capillary loss in skeletal and cardiac muscle [2]. Vorono¨ı nu-
cleus clustering also has great utility in the study of digital images (see,e.g., [21,
§1.13], [1], [30]). The focus of this paper is not on the applications of MNCs,
recently proved to be of great utility [28, 26]. Instead, the focus is on maximal
nucleus clusters (MNCs) in proximity spaces and MNCs that are strongly proximal
Edelsbrunner-Harer nerves. A proximity space setting for MNCs makes it possible
to investigate the strong closeness of subsets in MNCs as well as the spatial and
descriptive closeness of MNCs themselves.
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2. Preliminaries
This section introduces the axioms for traditional as well as strong proximity
spaces. Strong proximities were introduced in [23], elaborated in [21] (see, also, [13])
and are a direct result of earlier work on proximities [3, 4, 17, 18, 19].
2.1. Spatial and Descriptive Lodato Proximity. This section briefly intro-
duces spatial and descriptive forms of proximity that provide a basis for two cor-
responding forms of strong Lodato proximity introduced in [23] and axiomatized
in [21].
Let X be a nonempty set. A Lodato proximity [14, 15, 16] δ is a relation on the
family of sets 2X , which satisfies the following axioms for all subsets A,B,C of X :
(P0): ∅ /δ A,∀A ⊂X .
(P1): A δ B⇔ BδA.
(P2): A ∩ B ≠ ∅⇒ AδB.
(P3): A δ (B ∪C) ⇔ A δ B or A δ C.
(P4): A δ B and {b} δ C for each b ∈ B ⇒ A δ C. ∎
Further δ is separated , if
(P5): {x} δ {y} ⇒ x = y. ∎
We can associate a topology with the space (X,δ) by considering as closed sets
those sets that coincide with their own closure. For a nonempty set A ⊂ X , the
closure of A (denoted by clA) is defined by,
clA = {x ∈X ∶ x δ A}.
The descriptive proximity δΦ was introduced in [25]. Let A,B ⊂X and let Φ(x)
be a feature vector for x ∈ X , a nonempty set of non-abstract points such as picture
points. A δΦ B reads A is descriptively near B, provided Φ(x) = Φ(y) for at least
one pair of points, x ∈ A,y ∈ B. From this, we obtain the description of a set and
the descriptive intersection [19, §4.3, p. 84] of A and B (denoted by A ∩
Φ
B) defined
by
(Φ): Φ(A) = {Φ(x) ∈ Rn ∶ x ∈ A}, set of feature vectors.
(∩
Φ
): A ∩
Φ
B = {x ∈ A ∪B ∶ Φ(x) ∈ Φ(A) and Φ(x) ∈ Φ(B)}. ∎
Then swapping out δ with δΦ in each of the Lodato axioms defines a descriptive
Lodato proximity.
That is, a descriptive Lodato proximity δΦ is a relation on the family of sets 2
X ,
which satisfies the following axioms for all subsets A,B,C of X .
(dP0): ∅ /δΦ A,∀A ⊂X .
(dP1): A δΦ B ⇔ B δΦ A.
(dP2): A ∩
Φ
B ≠ ∅ ⇒ A δΦ B.
(dP3): A δΦ (B ∪C) ⇔ A δΦ B or A δΦ C.
(dP4): A δΦ B and {b} δΦ C for each b ∈ B ⇒ A δΦ C. ∎
Further δΦ is descriptively separated , if
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(dP5): {x} δΦ {y} ⇒ Φ(x) = Φ(y) (x and y have matching descriptions).
∎
The pair (X,δΦ) is called a descriptive proximity space. Unlike the Lodato Axiom
(P2), the converse of the descriptive Lodato Axiom (dP2) also holds.
Proposition 1. Let (X,δΦ) be a descriptive proximity space, A,B ⊂ X. Then
A δΦ B⇒ A ∩
Φ
B ≠ ∅.
Proof. A δΦ B ⇔ there is at least one x ∈ A,y ∈ B such that Φ(x) = Φ(y) (by
definition of A δΦ B) Hence, A ∩
Φ
B ≠ ∅. 
2.2. Spatial and Descriptive Strong Proximities. This section briefly intro-
duces spatial strong proximity between nonempty sets and descriptive strong Lodato
proximity.
Nonempty sets A,B in a topological space X equipped with the relation
⩕
δ , are
strongly near [strongly contacted ] (denoted A
⩕
δ B), provided the sets have at least
one point in common. The strong contact relation
⩕
δ was introduced in [20] and
axiomatized in [24], [12, §6 Appendix].
Let X be a topological space, A,B,C ⊂ X and x ∈ X . The relation ⩕δ on the
family of subsets 2X is a strong proximity, provided it satisfies the following axioms.
(snN0): ∅ /δ⩔ A,∀A ⊂X , and X ⩕δ A,∀A ⊂X .
(snN1): A
⩕
δ B ⇔ B ⩕δ A.
(snN2): A
⩕
δ B implies A ∩ B ≠ ∅.
(snN3): If {Bi}i∈I is an arbitrary family of subsets of X and A⩕δ Bi∗ for some
i∗ ∈ I such that int(Bi∗) ≠ ∅, then A⩕δ(⋃i∈I Bi)
(snN4): intA ∩ intB ≠ ∅ ⇒ A ⩕δ B. ∎
When we write A
⩕
δ B, we read A is strongly near B (A strongly contacts B). The
notation A
⩕/δ B reads A is not strongly near B (A does not strongly contact B).
For each strong proximity (strong contact), we assume the following relations:
(snN5): x ∈ int(A) ⇒ x ⩕δ A
(snN6): {x} ⩕δ{y} ⇔ x = y ∎
For strong proximity of the nonempty intersection of interiors, we have that
A
⩕
δ B⇔ intA∩ intB ≠ ∅ or either A or B is equal to X , provided A and B are not
singletons; if A = {x}, then x ∈ int(B), and if B too is a singleton, then x = y. It
turns out that if A ⊂X is an open set, then each point that belongs to A is strongly
near A. The bottom line is that strongly near sets always share points, which is
another way of saying that sets with strong contact have nonempty intersection.
Let δ denote a traditional proximity relation [17].
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Figure 2. Near Sets: A = {(x,0) ∶ 0.1 ≤ x ≤ 1} ,B = {(x, sin(5/x)) ∶ 0.1 ≤ x ≤ 1}
Next, consider a proximal form of a Sza´z relator [27]. A proximal relator R is
a set of relations on a nonempty set X [22]. The pair (X,R) is a proximal relator
space. The connection between
⩕
δ and δ is summarized in Prop. 2.
Proposition 2. Let (X,{δ, δΦ,⩕δ}) be a proximal relator space, A,B ⊂X. Then
1o A
⩕
δ B ⇒ A δ B.
2o A
⩕
δ B ⇒ A δΦ B.
Proof.
1o: From Axiom (snN2), A
⩕
δ B implies A ∩ B ≠ ∅, which implies A δ B (from
Lodato Axiom (P2)).
2o: From 1o, there are x ∈ A,y ∈ B common to A and B. Hence, Φ(x) = Φ(y), which
implies A ∩
Φ
B ≠ ∅. Then, from the descriptive Lodato Axiom (dP2), A ∩
Φ
B ≠
∅⇒ A δΦ B. This gives the desired result. 
Example 1. Let X be a topological space endowed with the strong proximity
⩕
δ
and A = {(x,0) ∶ 0.1 ≤ x ≤ 1},B = {(x, sin(5/x)) ∶ 0.1 ≤ x ≤ 1}. In this case, A,B
represented by Fig. 2 are strongly near sets with many points in common. ∎
The descriptive strong proximity
⩕
δ
Φ
is the descriptive counterpart of
⩕
δ . To obtain
a descriptive strong Lodato proximity (denoted by dsn), we swap out δΦ in each of
the descriptive Lodato axioms with the descriptive strong proximity
⩕
δ
Φ
.
Let X be a topological space, A,B,C ⊂ X and x ∈ X . The relation ⩕δ
Φ
on the
family of subsets 2X is a descriptive strong Lodato proximity, provided it satisfies
the following axioms.
(dsnP0): ∅ /δ⩔
Φ
A,∀A ⊂X , and X ⩕δ
Φ
A,∀A ⊂X .
(dsnP1): A
⩕
δ
Φ
B ⇔ B ⩕δ
Φ
A.
(dsnP2): A
⩕
δ
Φ
B implies A ∩
Φ
B ≠ ∅.
(dsnP4): intA ∩
Φ
intB ≠ ∅⇒ A ⩕δ
Φ
B. ∎
When we write A
⩕
δ
Φ
B, we read A is descriptively strongly near B. For each
descriptive strong proximity, we assume the following relations:
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(dsnP5): Φ(x) ∈ Φ(int(A)) ⇒ x ⩕δ
Φ
A.
(dsnP6): {x} ⩕δ
Φ
{y}⇔ Φ(x) = Φ(y). ∎
So, for example, if we take the strong proximity related to non-empty intersection
of interiors, we have that A
⩕
δ
Φ
B ⇔ intA ∩
Φ
intB ≠ ∅ or either A or B is equal to
X , provided A and B are not singletons; if A = {x}, then Φ(x) ∈ Φ(int(B)), and if
B is also a singleton, then Φ(x) = Φ(y).
The connections between
⩕
δ
Φ
, δΦ are summarized in Prop. 3.
Proposition 3. Let (X,{⩕δ, δΦ, ⩕δΦ}) be a proximal relator space, A,B ⊂X. Then
1o For A,B not equal to singletons, A
⩕
δ
Φ
B⇒ intA ∩
Φ
intB ≠ ∅ ⇒ intA δΦ intB.
2o A
⩕
δ B ⇒ (intA ∩
Φ
intB) ⩕δ
Φ
B.
3o A
⩕
δ
Φ
B⇒ A δΦ B.
Proof.
1o: A
⩕
δ
Φ
B implies that interior of A is descriptively near the interior of B.
Consequently, intA ∩
Φ
intB ≠ ∅. Hence, from Axiom (dP2), intA δΦ intB.
1o ⇒ 2o. 3o: Immediate from Axioms (dsnP2) and (dP2). 
2.3. Vorono¨ı regions. Let E be the Euclidean plane, S ⊂ E (set of mesh gener-
ating points), s ∈ S. A Vorono¨ı region (denoted by V (s)) is defined by
V (s) = {x ∈ E ∶ ∥x − s∥ ≤ ∥x − q∥ , for all q ∈ S} (Vorono¨ı region).
Let X be a collection of Vorono¨ı regions containing N , endowed with the strong
proximity
⩕
δ . A nucleus mesh cluster (denoted by C N) in a Vorono¨ı tessellation is
defined by
C N = {A ∈X ∶ cl A ⩕δ N} (Vorono¨ı mesh nucleus cluster).
Example 2. A partial view of a Vorono¨ı tessellation of a plane surface is shown
in Fig. 1. The Vorono¨ı region N in this tessellation is the nucleus of a mesh cluster
containing all of those polygons adjacent to N . 
A concrete (physical) set A of points p that are described by their location and
physical characteristics, e.g., gradient orientation (angle of the tangent to p. Let
ϕ(p) be the gradient orientation of p. For example, each point p with coordinates
(x, y) in the concrete subsetA in the Euclidean plane is described by a feature vector
of the form (x, y,ϕ(p(x, y)). Nonempty concrete sets A and B have descriptive
strong proximity (denoted A
⩕
δ
Φ
B), provided A and B have points with matching
descriptions. In a region-based, descriptive proximity extends to both abstract and
concrete sets [21, §1.2]. For example, every subset A in the Euclidean plane has
features such as area and diameter. Let (x, y) be the coordinates of the centroid
m of A. Then A is described by feature vector of the form (x, y, area, diameter).
Then regions A,B have descriptive proximity (denoted A
⩕
δ
Φ
B), provided A and
B have matching descriptions.
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The notion of strongly proximal regions extends to convex sets. A nonempty set
A is a convex set (denoted convA), provided, for any pair of points x, y ∈ A, the line
segment xy is also in A. The empty set ∅ and a one-element set {x} are convex by
definition. Let F be a family of convex sets. From the fact that the intersection of
any two convex sets is convex [7, §2.1, Lemma A], it follows that
⋂
A∈F
A is a convex set.
Convex sets convA, convB are strongly proximal (denote convA
⩕
δ convB), provided
convA, convB have points in common. Convex sets convA, convB are descriptively
strongly proximal (denoted convA
⩕
δ
Φ
convB), provided convA, convB have match-
ing descriptions.
Let X be a Vorono¨ı tessellation of a plane surface equipped with the strong
proximity
⩕
δ and descriptive strong proximity
⩕
δ
Φ
and let A,N ∈ X be Vorono¨ı
regions. The pair (X,{⩕δ, ⩕δΦ}) is an example of a proximal relator space [22]. The
two forms of nucleus clusters (ordinary nucleus cluster denoted by C) and descriptive
nucleus clusters are examples of mesh nerves [21, §1.10, pp. 29ff], defined by
CN = {A ∈X ∶ A ⩕δ N} (nucleus cluster).
CΦN = {A ∈X ∶ A ⩕δΦ N} (descriptive nucleus cluster).
A nucleus cluster is maximal (denoted by maxCN), provided N has the high-
est number of adjacent polygons in a tessellated surface (more than one maximal
cluster in the same mesh is possible). Similarly, a descriptive nucleus cluster is max-
imal (denoted by maxCΦN), provided N has the highest number of polygons in a
tessellated surface descriptively near N , i.e., the description of each A ∈ maxCΦN
matches the description of nucleus N and the number of polygons descriptively near
N is maximal (again, more than one maxCΦN is possible in a Vorono¨ı tessellation).
Figure 3. C N1
⩕
δ C N2 and C N1
⩕
δ
Φ
C N2
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Example 3.
Let X be the collection of Vorono¨ı regions in a tessellation of a subset of the
Euclidean plane shown in Fig. 3 with nuclei N1,N2,N3 ∈X . In addition, let 2X be
the family of all subsets of Vorono¨ı regions inX containing maximal nucleus clusters
CN1,CN2,CN3 ∈ 2X in the tessellation. Then, for example, intCN2 ∩ intCN3 ≠ ∅,
since CN2,CN3 share Vorono¨ı regions. Hence, CN2
⩕
δ CN3 ≠ ∅ (from Axiom
(snN4)). Similarly, CN1
⩕
δ CN2.
Let Φ(A) the description of a Vorono¨ı equal the number of sides of A ∈ X .
Since the nuclei N1,N2,N3 have matching descriptions, intCN1 ∩
Φ
intCN2 ≠ ∅.
Consequently, CN1
⩕
δ
Φ
CN2 (from Axiom (dsnP4)). Similarly, CN1
⩕
δ
Φ
CN3 and
CN2
⩕
δ
Φ
CN3. 
3. Main Results
b
b
b
b b
bb b
b
b
b
b
b b
b b
b
N
A
1
A
2
Figure
4.
MNC
Spokes
Homotopy types are introduced in [9, §III.2] and lead
to significant results for Vorono¨ı maximal nucleus clus-
ters.
Let f, g ∶ X Ð→ Y be two continuous maps. A ho-
motopy between f and g is a continuous map H ∶ X ×
[0,1] Ð→ Y so that H(x,0) = f(x) and H(x,1) = g(x).
The sets X and Y are homotopy equivalent, provided
there are continuous maps f ∶ X Ð→ Y and g ∶ Y Ð→X
such that g ○ f ≃ idX and f ○ g ≃ idY . This yields an
equivalence relation X ≃ Y . In addition, X and Y have
the same homotopy type, provided X and Y are homo-
topy equivalent.
Let F be a finite collection of sets. An Edelsbrunner-
Harer nerve (denoted by Nrv F ) consists of all nonempty subcollections of F that
have a nonvoid common intersection, i.e.,
Nrv F = {X ∈ F ∶ ⋂X ≠ ∅} .
Let F
MNC
be a collection of polygons in a Vorono¨ı MNC endowed with the
strong proximity
⩕
δ , A be a Vorono¨ı region in a MNC CN with nucleus N and let
subscollection SA = {A,N} ∈ CN . The pair (FMNC ,⩕δ) is a proximity space. For
each MNC CN endowed with
⩕
δ , the nucleus N together with its adjacent polygons
is a Vorono¨ı structure (denoted by NrvF
MNC
) defined by
NrvF
MNC
= {S ∈ CN ∶ (N,A) ∈ ⩕δ for A ∈ S } (MNC nerve).
Each pair (N,A) ∈ ⩕δ in NrvFMNC is called a spoke (denoted by SA), with a
shape similar to the spoke in a wheel. A spoke contains a Vorono¨ı region A ∈ CN
that shares an edge with N . Hence, the A
⩕
δ N , i.e., there is a strong proximity
between the subsets in a spoke.
Example 4. A pair of spokes SA1 ,SA2 in a fragment of an MNC CN with nucleus
N is represented in Fig. 4. 
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Every MNC CN is a finite collection of closed convex sets in the Euclidean plane.
Let CN be endowed with the strong proximity
⩕
δ . All non-nucleus polygons in CN
share an edge with N . The collection of spokes SA ∈ CN each contain the nucleus
N , which is common to all of the spokes, i.e., the spokes in NrvF
MNC
have a
nonvoid common intersection. Let SA,SA′ be spokes in CN that share nucleus N .
Consequently, int (SA) ∩ int (SA′) ≠ ∅ implies SA ⩕δ SA′ (from Axiom (snN4)).
Hence, NrvF
MNC
is an Edelsbrunner-Harer nerve. From this, we obtain the result
in Lemma 1.
Lemma 1. Let F
MNC
be a collection of polygons in a Vorono¨ı MNC endowed with
the strong proximity
⩕
δ . The structure NrvFmnc is an Edelsbrunner-Harer nerve.
Proof. Let SA,SA′ be a pair of spokes in a maximal nucleus cluster MNC CN .
Since SA
⩕
δ SA′ have N in common, SA
⩕
δ SA′ implies SA∩SA′ ≠ ∅ (from Axiom
(snN2)). This holds true for all spokes in CN . Consequently, ⋂
SA∈CN
SA ≠ ∅.
Hence, the structure NrvF
MNC
is an Edelsbrunner-Harer nerve. 
Theorem 1. Let (NrvF
MNC
,{δ, δΦ,⩕δ}) be a proximal relator space, spokes SA,SA′ ∈
NrvF
MNC
. Then
1o SA
⩕
δ SA′ ⇒ SA δ SA′ .
2o SA
⩕
δ SA′ ⇒ SA δΦ SA′ .
Proof.
1o: From Lemma 1, NrvF
MNC
is an Edelsbrunner-Harer nerve. Consequently,
SA
⩕
δ SA′ for every pair of spokes SA,SA′ in the nerve. Then, SA
⩕
δ SA′ implies
SA ∩ SA′ ≠ ∅, which implies SA δ SA′ (from Prop. 2).
2o: Spokes SA,SA′ have nucleus N in common. Hence, SA ∩
Φ
SA′ ≠ ∅. Then,
from Prop. 2, SA ∩
Φ
SA′ ≠ ∅⇒ SA δΦ SA′ . This gives the desired result for each
pair of spokes in the nerve. 
Theorem 2. [9, §III.2, p. 59] Let F be a finite collection of closed, convex sets
in Euclidean space. Then the nerve of F and the union of the sets in F have the
same homotopy type.
Theorem 3. Let the nucleus cluster CN be a finite collection of closed, convex sets
in a Vorono¨ı mesh V in the Euclidean plane. The nerve NrvFMNC in CN and the
union of the sets in CN have the same homotopy type.
Proof. Let CN be a MNC be nucleus N in a Vorono¨ı mesh. From Lemma 1,
NrvF
MNC
is a Edelsbrunner-Harer nerve. From Theorem 2, we have that the
union of the sets in CN and NrvF
MNC
have the same homotopy type. 
Theorem 4. Let X be a finite collection of MNC Edelsbrunner-Harer nerves
NrvF
MNC
in a Vorono¨ı mesh with nuclei N in the Euclidean plane and let X
be equipped with the relator {⩕δ, ⩕δΦ} with strongly close mesh nerves. Each nucleus
N has a description Φ(N) = number of sides of N . Then ⋂
Φ
NrvF
MNC
≠ ∅.
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Proof. Each NrvF
MNC
is a collection of Vorono¨ı regions containing a nucleus poly-
gon N with the same number of sides, since NrvF
MNC
∈ CN , which is maxi-
mal. Let N ,N ′ ∈ X be nerves with nuclei N1,N2 in maximal nucleus clusters.
Φ(N1) = Φ(N2), since CN1,CN2 are maximal, i.e., N1,N2 have same number of
sides. This means that all nuclei in N ,N ′ have the same description. Con-
sequently, N
⩕
δ
Φ
N
′ implies intN1 ∩
Φ
intN2 ≠ ∅ (from Axiom (dsnP2)). Hence,
N1
⩕
δ
Φ
N2 implies N δΦ N
′ (from Prop. 3). Then N δΦ N
′ implies N ∩
Φ
N
′ ≠ ∅
(from Prop. 1). Therefore, ⋂
Φ
NrvF
MNC
≠ ∅. 
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