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The first part of this article is devoted to the theory of stationary functions 
(functions which have a temporal mean value and a correlation function), and 
to the construction of stationary functions. The class of pseudorandom functions 
is closely related to the uniformly distributed sequences modulo 1, which 
constitute a sort of simulation of random variables uniformly distributed over 
(0, 1) [J. Bass, Stationary Functions and Their Applications to the Theory of 
Turbulence. I. Stationary Functions, J. Math. Anal. Appl. 47 (1973)]. 
The second part consists of the application of the above theory to the turbulent 
solutions of the Navier-Stokes equations. In a preliminary discussion, the 
various attempts at a theory of turbulence are compared. The nature of prob- 
abilistic concepts is discussed, and the role of temporal mean values is illustrated. 
The importance of the local structure of the turbulent oscillations is emphasized, 
as much for its technical necessity in the resolution of differential equations 
as for its physical significance. The construction of a good function-space, 
containing the “turbulent functions,” is explained. For a flow “permanent in 
the mean” this function-space corresponds to the asymptotic properties 
(when t --f co) of the turbulence, and it does not depend on the boundary 
conditions. 
The method of resolution is then applied to the model of the Burgers equa- 
tion, which can be completely solved. 
In the case of the general Navier-Stokes equations for an incompressible fluid, 
the same method gives a class of turbulent solutions, which are deduced from 
analytic solutions of the equations of permanent motion by a transformation 
due to R. Berker. The turbulent velocity is given by an expansion in powers 
of a pseudorandom function. But the solutions obtained are not purely turbulent. 
They contain a turbulent component and a periodic component, which results 
from the nonlinear character of the given equation; this seems to be un- 
avoidable. 
In the case of the linearized Navier-Stokes equations, it is easy to write 
purely turbulent solutions. They are the sum of a potential term, and of a 
term containing vorticity, a solution of the homogenous equations (without 
pressure). 
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1. OUTLINE OF THE PROPERTIES OF STATIONARY FUNCTIONS 
In the first part of this article [l], the theory of stationary functions was 
developed. The reader is referred to this first part, which will be extensively 
applied to the present subject, namely the construction of turbulent solutions 
of the Navier-Stokes equations. Nevertheless, it seems to be useful to recall 
and summarize the main definitions and properties in an introductory para- 
graph. 
Let f(t) be a real or complex function defined for --co < t < 03. The 
mean value off is the number 
Mf=limL ~+rn 2T jp)@) dt’ 
The function f  is stationary if Mf exists and if the correlation function 
Y(T) = WWf(t + 4 
exists. If y(7) is continuous, it is the Fourier transform of a positive bounded 
measure, represented by a spectral function CT: 
Y(T) = 1-1 eiw7 do(w). 
If u is a pure step-function, f  is an almost periodic function. If 0 has a 
density o’(du(u) = u'(u) dw), f  is a pseudorandom function, and 
F-5 Y(T) = 0, Mf =O. 
If f  is a bounded stationary function and if K is a function such that 
sy- ) K(s)1 ds exists, the convolution K *f, defined by 
(K *f) (t) = j+= K(s) f  (t - s) ds = j-m K(t - s) f  (s) ds 
-m --m 
is a stationary function. Its spectral function a is defined by 
where a0 is the spectral function off and a is the Fourier transform of K: 
l?(w) = J-L e-iwsK(s) ds. 
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We give now the definition of an uniformly distributed sequence. Let 
z1 ).. .) 2, ).. . , be a sequence of real numbers, with 0 < Z, < 1. Let I be an 
arbitrary interval, interior to (0, 1). We consider the N terms zr ,,.., Z, . 
N’ of these numbers belong to I. The sequence Z, is uniformly distributed 
in the interval (0, 1) if the ratio N’/N tends to the length of I when N - co. 
If  x, does not belong to (0, I), we associate with Z, its “decimal part” Z, , 
and consider the sequence Z, modulo 1. 
v  
By an easy generalization, we define a k-dimensional sequence which is 
uniformly distributed in the fundamental cube C” of [wk. 
A sequence (zJ of real numbers is k-uniformly distributed in (0, 1) if the 
k-dimensional sequence (xn , z,;r ,..., ~,,,~~r ) is uniformly distributed in the 
cube C”. 
A sequence (xJ is completely uniformly distributed in (0, 1) if it is k-uni- 
formly distributed, for k = 1, 2, 3 ,.... 
Let Z, be a 2-uniformly distributed sequence in (0, 1). Let h be a function 
defined over (0, 1) and such that si h(z) dz = 0. The function g(t) which is 
equal to 0 if t < 0, to h(z,) if n < t < n + 1, is pseudorandom. If si h(x) dz 
exists but is not equal to zero, this function is pseudorandom noncentered. 
The function g(t) - J’i h(z) dx is pseudorandom centered. 
2. TURBULENCE 
Turbulence is a natural phenomenon which appears in liquids and gases. 
In liquids, it is often apparent, for instance in jets or at the free surface 
(conformation of a river below the pier of a bridge). In gases, it is not directly 
visible, but some of its effects can be sensed (atmospheric turbulence is well 
known by airplane passengers) or even seen (form of cumulus clouds). 
Thus turbulence is a frequent and not surprising phenomenon. But it is 
clear that its structure cannot be simple. Historically, fluid mechanics began 
with the study of simplified phenomena. Originally its sole objective was to 
discover the elementary laws of fluids, especially the laws of hydrostatics. 
When it became fluid dynamics, is restricted itself for a long time to the 
study of a class of (rather badly defined) flows which are called laminar flows 
(e.g., slow flow of a viscous fluid). 
But the progress of the classical hydrodynamics is parallel to that of 
mathematics and, as a theoretical discipline, it is now a chapter of the theory 
of partial differential equations. It is thus able to describe complicated 
phenomena, and the theory of vortices might permit us to believe that it is 
applicable to turbulence. But we must carefully distinguish the mathematical 
and the physical vortex, and the vortices which are considered in classical 
hydrodynamics correspond in extreme cases to more or less periodic phenom- 
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ena, which are not turbulence, and are only worthy of the title of “pre- 
turbulence.” 
The situation is therefore rather paradoxical. It is a matter of fact that 
almost any flow contains more or less turbulence. Nevertheless turbulence is 
often considered as an accessory phenomenon, in a certain sense not normal, 
whose existence is surprising, and which cannot be explained. The most 
logical procedure would be to consider as normal what does exist, and to 
marvel that natural phenomena exist which are so simple, that they can be 
explained by elementary (if not easy) mathematical means. Of course such 
a situation occurs in all branches of physics. Even in fluid statics, the 
properties of real gases are complicated; the study of the “perfect gases” 
is easy, but perfect gases are encountered in practice only as limiting cases. 
We must then accept the idea that turbulence is not exceptional. How must 
we go about constructing a mathematical theory of turbulence? There is no 
hope of making a simple theory for this complicated phenomenon, or to find in 
the mathematical tools which serve for the description of simple phenomena 
what we need in order to explain a new structure. We can only hope that, in 
existing mathematics, there exists already, as yet unemployed, the right 
instrument. But we must accept the idea that turbulence cannot be described 
(i.e., explained) by the same processes as classical fluid dynamics. 
Nonetheless, the initial situation seems to be perfectly classical. It seems 
reasonable to think that turbulence is a macroscopic phenomenon, like all 
hydrodynamical phenomena. As it is not subjected to the influence of the 
individual molecules which constitute the fluid, it must obey the usual equa- 
tions of fluid dynamics, i.e., the equations of a viscous fluid, for viscosity 
plays a role in the formation and decay of turbulence, even if, in some extreme 
cases, it can be neglected. This concept has been criticized, for the turbulent 
fluctuations are so rapid that they can be considered inconsistent with the 
principle that underlies the proof of the equations of viscous fluids. But it is 
only a matter of scale. The time-scale of turbulence, very small on a human 
scale (say 10~~ sec.), is very large with respect to the molecular time scales. 
Moreover, fluid dynamics is able to describe flows which have (nonturbulent) 
fluctuations of this order of magnitude. 
We admit the following principle: 
Turbulence satisfies the equations of viscous fluids, and in limiting 
cases of nonviscous fluids. 
In the sequel we shall limit ourselves to cases where the velocities are small 
enough (with respect to the velocity of sound) to permit the fluid to be con- 
sidered as incompressible. Of course the case of a compressible fluid is inter- 
esting, but it is more complicated, and it is reasonable to begin with the 
simplest case, which is usefu1 and contains the main principles. The equations 
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of viscous incompressible fluids are the Navier-Stokes equations, namely 
i = 1,2,3, 
ur , us , u3 are the components of the velocity at the point (x1 , x2 , x3) and 
the time t. p is the ratio pressure/density (the density is a constant). The 
constant v is the viscosity coefficient. If the viscosity can be neglected, we 
put v = 0 and we obtain the equations of perfect incompressible fluids 
(Euler equations). 
The fluid is contained in a bounded domain 9, limited by a surface S. 
The classical problem consists in solving the above equations, with specified 
initial and boundary conditions. 
These conditions must give rise to turbulence. Consequently they are 
responsible for it. Now the experimental study of turbulence, which gives 
plenty of data, is not very explicit about boundary conditions. It is known that, 
when the air flows through a pipe, there is no perceptible turbulence at low 
speed. The turbulence arises when the velocity reaches a critical value (this 
value is customary expressed by a Reynolds number, depending on the 
viscosity coefficient v and on a length, which are, for the flow under considera- 
tion, pure constants). Nevertheless, if the pipe is long enough, it happens 
that, even at low speed, a turbulent layer exists along the wall, which occupies 
all of the pipe far enough from the entrance. 
From this analysis we conclude the following. 
(1) The turbulence, which does not exist at rest, arises when the motion 
takes place under specified conditions. 
(2) For a “stationary” motion, the turbulence can appear in some 
regions, whereas it does not exist elsewhere. 
Let us remark that the word “stationary” is not quite exact for, at the 
scale of the fluctuations, the turbulence is essentially not stationary. The 
word “stationary” has an interpretation “in the mean” which we shall 
explain, and which corresponds to the traditional motion, in which turbulence 
is neglected. We must also notice that we can not assert that, at low speed or 
at the entrance of the pipe, there is no turbulence. But it is clear that there 
is sometimes very little turbulence, and, under special circumstances, the 
turbulence increases rapidly. This is a question of scale, and the scale is 
fixed by the anemometer. 
From the theoretical point of view, it is not possible to decide whether, 
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under given initial and boundary conditions, a flow is or becomes turbulent. 
It is not known whether, under classical conditions, the Navier-Stokes 
equations have turbulent solutions. Two hypotheses are possible. 
The first is that there is no turbulence without a germ. The turbulence is 
due to something preexisting: small irregularities of the wall, small fortuitous 
fluctuations of the velocity near the entrance. It is not possible to avoid such 
irregularities, and it has been verified that, with exceptional precautions, the 
onset of turbulence in a pipe is considerably delayed. 
A second possibility is to impute turbulence to instability phenomena. 
It seems that they are connected with the nonlinear character of the equations 
and that, under particular conditions, a laminar flow becomes instable and is 
transformed into a new type of flow, more or less irregular and difficult to 
compute. 
In the absence of a true theory of the birth of turbulence, we shall study 
the following problem. 
For some reason, there exists in the domain 9 a flow which would be 
permanent if there were no turbulence. At each point, the velocity and the 
pressure would be independent of time. Due to the turbulence, they fluctuate 
in time. But this phenomenon is reproducible “in the mean” and the time t 
is not limited. Our aim is then to ascertain that the Navier-Stokes equations 
have turbulent solutions. But this cannot be done by classical methods: it 
seems almost hopeless to invoke boundary conditions. 
For instance, if the boundary layer exists, must we take the walls into 
account and look for solutions which contain the boundary layer and the 
flow far from the walls both together ? Is it more satisfactory to consider the 
outer part of the boundary layer as an imaginary wall replacing the solid 
wall ? Along a solid wall the velocity must vanish or at least be tangent to the 
wall; on the other hand, with a nonrigid imaginary wall, less rigorous assump- 
tions can be made, and in particular it is no longer required that the velocity 
be tangent to the wall. 
Now what is the mathematical use of boundary conditions ? They help us 
to specify a function space in which we hope to find the solutions. As an 
elementary example, let us consider a vibrating string with fixed ends. We 
must find a function u(x, t) which vanishes for x = a and x = b. The function 
u belongs to the linear space of functions vanishing for x = a and x = b, 
and moreover to a subspace of this space, which is specified by local condi- 
tions of continuity, differentiability, etc. This example can be translated into 
fluid dynamics, with a pipe instead of a string. In the case of turbulence, it 
seems to be impossible to use the boundary conditions to characterize the 
function space of the solutions of the Navier-Stokes equations. We consider 
it more natural to define at first the words “turbulent solutions” or rather 
“turbulent functions.” These functions belong to special function spaces. 
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Then we seek solutions of the Navier-Stokes equations which belong to 
these spaces and we inquire afterwards what sort of boundary conditions are 
in good agreement with the solutions we have found. This program, which 
presents some difficulties, can be criticized. Nevertheless we shall pursue it as 
far as possible. 
3. SOME REMARKS ABOUT THE THEORIES OF TURBULENCE 
The functions describing turbulence are obviously complicated. But this 
complicatedness is not clearly defined. It has no local character. Even though 
recording devices have a smoothing effect, it seems that we can still say that, 
locally, the components of the velocity and pressure can be considered as 
continuous, differentiable, etc. It is not useful to interpret them as discontinu- 
ous, and the impression that we have of turbulence is based on the time-scale, 
not on local behavior. On a large enough time-scale the velocity and the 
pressure have numerous and irregular oscillations. 
This aspect of turbulence seemed very discouraging to the pioneers, the 
earliest workers (Boussinesq, Reynolds) at the end of 19th century as well as 
the moderns (G.I. Taylor, Von Karman, Prandtl) around 1930-1938. They 
were led to introduce statistical ideas, then thanks to the progress of mathe- 
matics, probabilistic (or stochastic) methods, to conclude that a quantitative 
local description of turbulence is not relevant, and finally to claim that such 
a description has no interest. Many attempts at a theory of turbulence are a 
consequence of these principles. The most classical, due to Von Karman, 
Batchelor and many others, consists of reducing the problem of turbulence to 
the search for certain averages of the velocity and the pressure, the equations 
governing these “correlations” being deduced from the (local) Navier-Stokes 
equations. A more elaborate method (Siegel, Meecham) consists in choosing 
a priori, for experimental reasons, the structure of the random functions 
which describe the velocity, and making them satisfy the Navier-Stokes 
equations. 
But it would still seem that the ideas that have just been summarized are 
worthy of discussion. Whether or not there is anything interesting in the 
local structure of turbulence is a matter of personal opinion. But we shall 
show that, contrary to generally accepted ideas, a local description of turbu- 
lence is possible. As to the introduction of the probabilistic point of view, we 
must examine its foundations. 
The functions describing turbulence are “irregular,” therefore not repro- 
ductible. When, in a given wind tunnel, we try to reproduce a turbulent flow, 
we do not obtain the same flow; we do not record the same values (velocity 
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and pressure) at a given same point or time. What are the consequences of 
this remark ? 
In a turbulent flow, only the mean values are stable. If the mean flow is 
permanent, the fluctuations of velocity possess a property of homogeneity 
in time, or stationarity, such that the temporal means exist. The temporal 
mean of the functionf(t) is defined by 
Mf = 2~ f  /“‘f(t) dt. 
The idea of the limit is a natural mathematical abstraction. It means that, 
if T is large enough, l/T Jtf (t) dt b ecomes practically independent of T and 
takes on a stable, well-defined value. 
One defines at first the mean velocity, whose components are Mu, . This 
is the nonturbulent part of the flow. In order to be more or less characteristic 
of turbulence, a mean value must be associated with the velocity fluctuation 
ui’ = ui - Mui . For a scalar function f ,  the mean value of (f - Mf)” 
gives a rough estimate of the intensity of the fluctuations off around its mean 
value Mf. But this mean value is only a number. Therefore we consider it as 
a particular value of the correlation function y(7), introduced by G.I. Taylor 
and defined by 
y(7) = M[f(t)f(t + ~11 =&$ f  j=f(t)f(t + .)dt. 
0 
For a vector ui’, the correlation function becomes the correlation tensor 
Mui’ uj’(t + T). 
In the theory of turbulence, other mean values are defined, which are 
called “higher-order correlations.” 
These correlations are defined by temporaE mean values. Indeed the experi- 
mental measures of mean values give temporal mean values. The discussion 
of spatial correlations will be taken up in a special paragraph. 
To introduce mean values is a first step. A second step consists in intro- 
ducing statistics. We have seen that two “identical” experiments give the same 
mean values, and not the same local values. This remark suggests that we 
interpret turbulence as a statistical phenomenon, with each experiment a 
sample. Now an experiment defines, in mathematical terms, a field of velocity, 
a function of space and time. A new step consists in considering the velocity 
and pressure as random functions of space and time. We pass from statistics 
to probability. 
Such a point of view is perfectly valid. It leads to a philosophy of tur- 
bulence. Instead of saying that “it is convenient to represent turbulence by 
probabilistic methods,” one says that “turbulence is a random phenomenon,” 
466 J. BASS 
and that consequently it is impossible to have a non-statistical (nonproba- 
bilistic) conception of turbulence. 
If II is a random function of space and time, we must write u(x, t; w), where 
w is a point in an abstract probability space. For a given o, f is a specified 
function of X, t which describes a special experiment and is known in detail. 
But, with the stochasticpoint of view, thedetailedformofu isconsidered asnon- 
interesting; only the mean values generated by u(x, t; CO) are stable and there- 
fore interesting. They serve to establish the “laws of turbulence”, just as the 
law of Mariotte-Gay-Lussac is a mean law for gases. Unfortunately, the 
detailed structure is essential when we try to find turbulent solutions of the 
Navier-Stokes equations. If they are random, they must be solutions for each 
w. Therefore we must solve the Navier-Stokes equations, and, afterwards, 
impose on these solutions a probabilistic structure. From the functional point 
of view, it is not natural to begin with probabilistic concepts. It is more 
natural to bring out the fluctuating and irregulier structure of turbulence as 
a consequence of adequate hypotheses. 
In the modern theory of partial differential equations, an intermediate 
point of view is sometimes adopted. The solutions must belong to functional 
spaces in which the notion of local value, local derivative has no significance. 
The derivative is defined by a limit in norm (strong limit), or even by a 
weak limit. But such a point of view does not seem to be precise enough. 
Turbulent functions have local values, which present interest, even when one 
is chiefly interested in mean values. When one limits the study of the laws 
of turbulence to the laws of means, one restricts the turbulent agitation to 
an asymptotic process, since the mean values attached to u depend only on 
the behavior of u at large values of t. This is not sufficient. The local value 
plays a fundamental role in the solution of the differential equations. 
When turbulence is studied from a purely statistical point of view, new 
disadvantages arise, which are well known. The Navier-Stokes equations are 
used in order to derive the differential equations satisfied by the correlations 
(for example, the Karman-Howarth equation, 1938). But, as the initial 
equations are not linear, this method cannot give a result, except perhaps 
for the limiting case of very small Reynolds numbers (weak turbulence). 
More exactly, it cannot give a differential equation for a specified correlation, 
but only equations relating “correlations of order n” and “correlations of 
order n + 1.” The simplest case is that of “Reynolds equations.” They 
concern the mean velocity iI&, , but they also contain the “Reynolds stresses” 
IM(ui’ui’), which are unknown just like the mean velocity Mui . 
This method gives equations relating different sorts of mean values, which 
can have a physical interpretation. They may be considered as laws of turbu- 
lence. By means of supplementary hypotheses, which are more or less empiri- 
cal, they can be solved. They have suggested theories and stimulated much 
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work. Hence they are not useless, but they do not solve the problem posed. 
Attempts have been made to overcome these difficulties (E. Hopf, 1952). 
Nevertheless, these methods have not yet led to a true theory of turbulence. 
We prefer to adopt another point of view. Despite of some difficulties, we 
shall follow the simple-minded way which consists of the following steps. 
(1) Define turbulent functions. 
(2) Find turbulent solutions of Navier-Stokes equations. 
(3) Study the mean values attached to these solutions. 
As we are not able to give general solutions of the Navier-Stokes equations, 
and we have no good existence theorems, we shall limit ourselves to the 
discussion of some explicit solutions, and of their ability to represent physical 
turbulence. 
4. TURBULENT FUNCTIONS 
We want to define a class of functions which are convenient for representing 
the velocity of a turbulent fluid. 
Let u be a component of the velocity in a fixed point. u is a function of 
time t. 
The experimental evidence shows that: 
(I) Mu exists (M is the time mean value operator); 
(2) the correlation function of u exists; 
(3) if u’ = u - Mu, th e correlation function y(7) of u’ is continuous 
and tends to zero when T --f co. 
We deduce that: 
The components of the velocity of a turbulent fluid are noncentered 
pseudo-random functions. 
This conclusion gives a good definition of turbulent functions. It shows 
that the almost periodic functions (for which Y(T) has no limit when G- j co) 
are not turbulent functions. 
The experiments suggest several other properties, which we must be 
aware of, though they probably do not constitute fundamental hypotheses. 
It is in fact necessary to make a distinction between those properties which 
must be considered as hypotheses and serve to specify the functional space in 
which we seek the solutions of the Navier-Stokes equations, and those which 
must be discovered at as consequences of the hypotheses and of the structure 
of the Navier-Stokes operator. 
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It seems that all “multiple correlations” like 
M[u(t) u(t + 71) u(t + 72) ... u(t + dl 
exist. Unfortunately their mathematical structure is not well known. In 
particular, the nature of their Fourier transform is not known, except for 
k = 1, and it is dangerous to represent them as k-dimensional Fourier 
transforms of functions. For example let us consider a “quadruple correla- 
tion” 
and suppose that u is a complex function such that 1 u 1 = 1 (if u is real, we 
can choose u such that u = 1 or -1). I f  r is the Fourier transform of a 
function, r must tend to zero at infinity in any direction in the space of 
(TV , 72 ,T.J. Now if 
71 = 0, 72 = 73 = 7, 
one has 
qo, 7, T) = M[l u(t)12 1 u(t + T)l”] = 1. 
In this direction, 
lim r(O, 7, T) # 0. 
T’xi 
We shall further calculate some multiple correlations for some particular 
forms of functions u. 
A more fundamental property of u is the existence of its asymptotic measure 
(see [l, Sect. 161). M oreover, it seems that the asymptotic measure of a 
component of the turbulent velocity is nearly a gaussian measure. This result 
is not true for the “joint asymptotic measure” of the function u measured at 
two different points. These remarks have been used as starting hypotheses 
in the theory of Siegel and Meecham. 
We know [I, Sect. 161 that, by a convenient change of scale, and under 
special conditions, the theory of pseudorandom functions admits a central 
limit theorem. The asymptotic measure of X112u(Xt) tends to a gaussian 
measure when h ---f CO. 
But it is difficult to introduce these properties as hypotheses in the present 
theory. We shall not do so. Whenever possible, we shall verify by a proof or a 
calculation a posteriori that the asymptotic measures of the functions we have 
obtained are in good agreement with experiment. 
A last class of experimental results concerns space correlations, which we 
must now study. 
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5. SPACE CORRELATIONS 
The first correlation function that was measured was not a time correlation, 
but a space correlation. The measure of time correlations requires special 
devices (for instance a magnetic recorder) or modern methods of computing 
(using a discretization of the data and a computer). The measure of space- 
correlations needs of course two anemometers, but its technics is simpler. 
The component u of the velocity is simultaneously measured at two points x 
and x1 . The space-correlation r is the mean value of the product U/(X, t) 
u’(xl , t), where 
u’(x, t) = u(x, t) - Mu(x, t), U’(Xl ) t) = 24(x1 , t) - Mu(x, , t). 
Explicitly 
qx, x,; t) = & ; 
.r 
T  
--f 
u’(x, t) u’(xl , t) dt. 
0 
This formula suggests several remarks. 
Remark 1. Mu(x, t) is a function of X. In a bounded domain ~3, there is 
no reason for turbulence to be homogeneous (it can be locally homogeneous, 
in certain regions, with in an appropriate approximation). 
Remark 2. Similarly, r(x, x1; t) is a function of x and x1 , or of x and 
5 = x1 - x. r depends on x and not only on 4. 
Remark 3. Space correlations are defined as time-mean values. They are 
not at all space averages. 
It is clear that the anemometer records a local space-average. We do not 
record the full field of turbulence which is contained in the flow, but only 
the part of this field which is filtered by the anemometer. What we call the 
study of turbulence is the study of this part, on the fixed scale. Even as 
filtered, it is still fluctuating, and the mean values which are measured are 
time-mean values of these oscillations. 
Now, the experimental evidence shows that there are analogies between 
time correlations at a given point X, and space correlations in the vicinity 
of x. The time correlation can be written ~(7; x), and the space correlation 
r(t; x). For small values of 7 and 5, y  and r have approximately the same 
form; ~(7; x) tends to zero when 7 ---f CO; r([, x) decreases rapidly when 4 
increases and is practically equal to zero when 6 reaches a suitable value, 
small compared to the linear dimensions of the domain 33. If  we call “turbu- 
lent functions” functions which are pseudorandom with respect to time, the 
solution of the Navier-Stokes equations must have a structure which satisfies 
the above requirements. The random character in time implies the good 
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behavior of space correlations (which are time mean-values), even though, by 
hypothesis, r can tend to infinity, while 5 remains bounded. 
Let us take an example, which is not definitive, but which contains the 
fundamental concepts. Let us suppose that 
where c is a constant. 
We put 
u(x, t) = u(t - x/c) 
Y(T) = Jqx, 1) u(x, t + 7) (Mu = O), 
F(f) = Mf+, t) + + t, if. 
We see that 
y(7) = Mu(t - x/c) u(t + 7 - x/c) = Mu(t) u(t + T), 
T(5‘) = A&p - x/c) u(t - (x/c) - 5/c) = Mu(t) u(t - f/c) 
(according to the invariance of the mean values with respect to translation). 
As y is real, we know that y(-T) = y(7). Therefore 
This result agrees with a well-known hypothesis of G.I. Taylor. It cannot 
be rigorously exact. Nevertheless it constitutes a reasonable model of an 
interaction between space and time. c is a velocity, which can be identified 
with the mean velocity. The physical order of magnitude are such that the 
scale of the decay of F(t) is small with respect to the spatial dimension 1 of 
the domain 9. If Y(T) vanishes rigorously when 7 is greater than a finite 
value 7s , it is thus possible that F(e) vanishes when f is greater than a finite 
value of 6, small with respect to E. 
We do not think it is convenient to introduce anything about the spatial 
structure of the velocity into the hypotheses. We define turbulent functions 
by purely temporal properties, and the spatial properties will arise later as a 
necessary consequence of the structure of the equations. 
Remark. All this discussion, made in the scalar case, applies to the com- 
ponents of the correlation tensor, defined by 
In this formula, x and 5 are vectors. 
It can even be extended to the space-time correlation tensor: 
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6. BURGERS EQUATION 
Burgers equation is often a good model of a partial differential equation 
containing the essential peculiarities of the Navier-Stokes equation. Its 
interest is that it can be completely solved. We shall use this model in order 
to introduce the class of expansions to be used further on in the case of the 
Navier-Stokes equations. 
We consider the equation (called the Burgers equations): 
!2++$ (V given constant). 
By the nonlinear transformation 
u=2v c 
aa 
i=-zsi’ 
(1) 
(2) 
this equation reduces to the heat transfer equation 
af2 a2a 
at=“=’ 
In (2), c is an arbitrary constant. 
Let us assume that 1 a ] and 1 aa/& 1 are less than a given number A. If  
we choose c such that 
IclA<L 
we can represent u by the following expansion: 
U=~V f cnan-l~=2v~ f (“an). 
7&=1 pa=1 n 
We ask whether a can be chosen in such a way that u is pseudorandom 
(noncentered). In addition, a must be a real, continuous, and differentiable 
function. 
We must therefore represent a by a convolution (see [l]), namely 
a(t) = SW K(s)g(t - s) ds = lrn K(t - s)g(s) ds = (K *g) (t), 
-03 --m (4) 
where K is a real function satisfying the heat transfer equation and such that 
s m I WI ds --m 
exists, and g is a pseudorandom function. 
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The function a is differentiable if K is, and 
u’(t) = jm K’(s)g(t - s) ds. 
-cc 
It may be useful to choose for K(s) a function which vanishes for s < 0 
and for g(t) a function which vanishes for t < 0. Then 
a(t) = j’K(t - s)g(s) ds = j” K(s)g(t - s) ds, 
0 0 
u’(t) = 1’ K’(t - s)g(s) ds + K(O)g(t). 
0 
The case K(0) = 0 is the more useful one. 
We choose for g a pseudorandom (noncentered) function of the form 
g(t) = 44, O<n<t<n+l, 
=o t < 0, (5) 
where z, is a uniformly distributed sequence on (0, 1) and h a real function, 
Riemann integrable over (0, 1). We shall see that it will be necessary that the 
sequence z, be completely uniformly distributed. 
Then we ask if the series (3), where a is given by (4) and g by (5), is con- 
vergent and if its sum is a turbulent function. In this question, two things are 
relevant: 
(i) the convergence and structure of the series; 
(ii) the construction of K. 
The problem (i) can be considered as a particular case of the problem of 
the convergence and structure of a series such as 
where the coefficients c, may be functions of X. This series will be studied in 
Section 7. 
Let us examine here the construction of K. We desire that K(s) be 
continuous, 
equal to zero for s < 0, 
integrable, 
differentiable, K’ being integrable. 
If  g is bounded and integrable, the function 
s t e-x2/2vs 1 2 dt -4 ds 0 (h4 ’ 
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is, for x # 0, a solution of the heat-transfer equation. But the positive kernel 
K defined by 
qs) = e--22/4~ss-1/2 for s > 0, 
zzz 0 for s < 0, 
is not integrable over (-co, + co). 
The kernel 
K(s) = x 
2~(4.rrv)~/~ 
e-x=/4vss-3/2 
7 
deduced from the first kernel by differentiation with respect to x, is positive, 
integrable, and satisfies the requirements for x # 0. It is equal to zero for 
x = 0, and, for x # 0, it tends to zero when s -+ 0. Then we put 
t a(x, t)= x I 2v(4m)l~2 0 e-+y3/2g(t - s) ds, 
where 
g(t) = h(z,) if O~n~t<n+1, 
=o if t < 0. 
We verify that 
s 
m 
--m 
1 K(s)] ds = 2,(4;v)1,2 Irn e-x”/4vSs-3/2 ds = ; . 
0 
If 1 h 1 is less than A, one has 
I a(x, t)l < A/2v. 
For x # 0, the series 
c 
p@-1 
is absolutely and uniformly convergent if 
7. SERIES OF POWERS OF PSEUDORANDOM FUNCTIONS 
We consider the series 
u(t) = f c&(t)]“. 
n-1 
(1) 
40914713-3 
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The coefficients c, are real. a is a real pseudorandom function. What can 
we say about u ? 
We begin by the study of the powers of a pseudorandom function. For an 
almost periodic function, it is known that all the powers are almost periodic. 
This is not the case for a pseudorandom function. For instance, if a is pseudo- 
random (centered), a2(t) has a nonzero mean value 
1 T 4% m s a2(t) dt = Ma2. -T 
We observe that this is essentially due to the fact that a is real. For a 
complex-valued pseudorandom function, the results are quite different. For 
instance, if 
a(q = $inm(t) 
is pseudorandom, a”(t) has the same form as a(t) and, under general assump- 
tions, is pseudorandom. We are indeed interested in the real pseudorandom 
functions, which occur in applications, and which cannot be replaced by 
complex functions, because the functional equations are not linear. 
The general result is as follows. Let a(t) be a pseudorandom function, such 
that 
44 = W4 forO<K<t<K+l, 
= 0 for t < 0, 
where zlc is a n-uniformly distributed sequence over (0, 1) and h is a real func- 
tion, Riemann integrable over (0, 1). Thenf(t) = [a(t)]” is the sum of two 
functions: 
(i) a function f(t) which is periodic (period 1); 
(ii) a pseudorandom function fi(t). 
f(t) has the following expression 
J(t) = lili $ Nflf(t + 4). 
g=o 
At least, J and fi are independent: this means that 
for any increment 7. Therefore, the correlation function off = an is the sum 
of the correlation function of the periodic function p and of the correlation 
function of the pseudorandom function fi . 
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All these results are proved in the appendix, to which the reader is referred. 
We shall only give an elementary example, in the next paragraph. 
What can we say now about the series 
We know that this series is absolutely convergent, and uniformly conver- 
gent with respect to t. Then we have 
u(t) u(t + 7) = c c,cgan(t) a”(t + T), 
y(7) = Mu(t) u(t + T) = 1 c,c,Man(t) a”(t + T). 
We must suppose that the sequence .zlc is n-uniformly distributed for any 
value of n, i.e., is completely uniformly distributed. Then, with the same 
hypothese otherwise, Man(t) aP(t + T) exists and is the sum of two parts, 
one periodic and the other tending to zero when 7 + co. u(t) is the sum of 
two terms, a periodic function and a pseudorandom function. 
We see that u cannot be purely pseudorandom. This is a consequence of 
the nonlinear structure of the representation. The powers of a involve a non 
pseudorandom component, whose importance increases with the degree of 
the power. 
8. EXAMPLE 
We give here a detailed example showing the structure of the square of a 
real pseudorandom function. Let us assume that 
a(t) = Irn K(s) g(t - s) ds, g(t) = w%h (t > 0). 
-03 
We have 
a2(t> = jsWI) W2) g(t - SJ At - s2> 4 ds2 . 
We must study the function 
944 = At - 4 & - s2). 
As its properties are invariant by translation, we can replace t by t - sr 
and put 
v(t) = g(t) g(t + 49 where a = s1 - s2 ) 
= &f) Qt$), Z<t<f+l. 
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We suppose cf 3 0. 
(1) The periodic component of 9 is given by 
The periodicity is easy to prove: the change of t into t + 1 can be com- 
pensated for by the change of q into q - 1, which modifies the sum Czil 
but not the limit. + is defined by its values for 0 < t < 1. Let us compute $5 
in detail. We have 
-r 
t+cx=cd if t<1-2, z=ol-G, 
G=G+l if t>,1--CC 
1 
Therefore, as t = 0, 
if t < 1 - 5: 
According to Weyl’s theorem (see [l]): 
$l& & “c’ h(z,) h(~,+~+~) = j-1 h(x) h(d) dz dx’ 
g=o 
= j-‘/z(z) dx e j’h(z’) dx’ = 0 
0 0 
J& ; Nf’ h(zq) (i~.q+~) = j-j- h(x) h(d) dz dx’ = 0, if a> 1, 
n=o 
z 
s 1 F(z) dz, 
if O<cu.<l. 
0 
Then, if t < 1 - E, 
+5(t) = 0 fora> 1, 
= o1 F(z) dz 
s 
for0 <OI < 1; 
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if t > 1 - g, 
c+(t) = 0. 
If 01 2 1, the periodic component of cp does not exist (is equal to zero). 
If 0 < OL < 1, the periodic component is equal to 
s f h2(.z) dx if t<l-e (modulo I), 
0 if t>l-$. 
(2) Now we calculate the correlation function of 9). The calculation is 
not difficult, but lengthy. The principle of the method is explained in the 
following particular case. 
Let us calculate the value of the correlation function y of CJI at the point 
7=1-c, fora> 1. 
We have 
y(7) =li+li;[N 
0 
f+J h(q~) h(q$ h&&&) dt- 
We write 
IoN = g /IT1 
andweputt =n+s. Wefind 
Now 
and 
A 
s+Lx=cG if s<l--, 
=;+I if s>l-2; 
1 +z-z+o if s -=c 5, 
= 1 if s 3 3. 
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We distinguish two cases: 
(i) e < g, or e < 1 - 3. The interval of variation of s is divided into 
(0, $9 (2, 1 - $>Y (1 - $5 1). 
(ii) 5 > +, or c > 1 - T. The interval of variation of s is divided into 
(0, 1 - e>, (1 - 5, $9 (591). 
In each of these intervals, we can easily apply the theorem of Weyl. We 
find that if 
c > g, 
r(l - $) = (25 - 1) (s,‘h”(x) dq2; 
if e < $, 
r(l - e) = 0. 
The following graphs contain the complete results. In them, the letters p, q 
have the following meaning 
p2 = J-o1 hyx) dx, q4 = J”’ hyz) dx (!l < Ph 
0 
T 
0 1-a i 2'4 2 
a-1 
d>l , c& 
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The scale is such that 
P2=& q4=& 
and 01 is successively equal to 
113 
4' 2' a3 1, f, ;, f . 
9. THE NAVIER-STOKES EQUATIONS 
We consider the equations 
(1) 
We will prove that they have turbulent solutions. We shall make use of the 
following ideas. 
(1) There exist nonlinear transformations which transform the general 
Navier-Stokes equations into “basic equations”. 
(2) The “basic equations” have analytic solutions. 
(3) The nonlinear transformation is compatible with expansions in 
power series. The sum of these series has a turbulent component. 
There is no general result about the nonlinear transformations which 
transform “special” Navier-Stokes equations into the general Navier-Stokes 
equations. But some particular transformations of this type are known. 
We shall use the “Berker transformation” [7]. 
Let zlj , p0 be a particular solution of the Navier-Stokes equations. Let ai 
be an arbitrary vector function of t,l and twice differentiable. 
Then there exists a pressure p such that 
2$(x, t) = q’(t) + Vi(X - u(t), t) 
is a solution of the Navier-Stokes equations. 
In order to verify this result, we compute 
(2) 
%=a, j avi cu.t* 
at z at 3 ax,* 
au< avi 
--9 ax, ax, vui = v2vi . 
1 Letters as x, U, a denote vectors, with components xi, ui , o, . 
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The divergence of ui vanishes. We have 
a; + 2 - 1 aj’ 2 + C (a,’ + vk) 2 + g = vV’V~; 
3 
as 
we see that 
aP aP0 a;+ax.-ax.=O. 
z E 
Then 
p = p, - C a;xi , 
In addition, the vectors ui and vi have the same vorticity. 
This result will be used in the case where vi is a solution of the equations of 
the permanent motion: 
~vk~++V%i, g=o. (3) 
Then 
Ui(Xp t) = Ui’(t) + Vi(X - U(t)) 
is a solution of the Navier-Stokes equations, with a suitable choice of the 
pressure. 
This transformation correspond to a change of basis. Equations (3) are 
satisfied with respect to a “moving basis.” This basis has a motion of transla- 
tion with respect to a “fixed basis.” The vector q’(t) is, at the time t, the 
velocity of each point of the moving basis. With respect to the fixed basis, 
the motion satisfies the Navier-Stokes equations, but it is no longer perma- 
nent. 
In order to apply the transformation of Berker to the turbulent solutions 
of the Navier-Stokes equations, we choose q(t) a pseudorandom vector. We 
express q(t) in the form 
ai = j-a K,(s)g(t - s) ds, 
--m 
where g is a pseudorandom function. If Ki is differentiable and if Ki’ is 
integrable, 
a;(t) = Jrn K,‘(s)g(t - s) ds. 
-co 
ai and ai’ are pseudorandom. 
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We suppose that the point x belongs to a domain ~2 such that, in the vicinity 
of each point of 9, the function vi(x - u) can be expanded in a power series 
with respect to the variable a, and that the radius of convergence R is inde- 
pendent of x in this domain. The existence of such an expansion is assured by 
the theorem of Cauchy-Kovalewska. 
If the function g is bounded, the functions ai are bounded, and we can 
assume that 
I W < R. 
We choose 
g(t) = h(z,) if o<n<t<n+1, 
= 0 if t < 0, 
h is real, bounded, and integrable over (0, 1). 
Then we can apply the general results about the series of powers of a 
pseudorandom function (generalized to pseudorandom vectors). If 
Vi@ - a) = 1 Ci*$&(X) u~g%z~, 
vi is, at each point x, the sum of a periodic function of t, and of a pseudo- 
random function. 
The addition of the pseudorandom term u,‘(t) does not change the result. 
We see that: 
There exist spatial domains 9 such that, in 9, the Nuvier-Stokes 
equations have stationary solutions. These solutions are sums of two 
terms, a periodic term, which has generally a mean value da@rent 
from zero and a pseudorandom term. 
This latter term is the turbulent component of ui . The periodic term arises 
from the special structure of ai( 
There is no general theorem stating that any stationary solution of the 
Navier-Stokes equations has a periodic (or most generally almost periodic) 
component. Nevertheless it seems that the presence of this component is 
chiefly due to the superposition of powers of a, , i.e., to the nonlinear character 
of the differential equations. 
The mean value of the periodic component plays the role of the mean 
velocity, i.e., the velocity of the laminar motion associated with the turbulent 
motion. It seems natural that a fluid motion should contain not only a 
turbulent component, but also periodic terms. But we do not know whether 
the relative order of magnitude of these terms is reasonable. Nevertheless we 
can say the Navier-Stokes equations have turbulent solutions (including a 
nonturbulent periodic component). 
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The solutions define an irregular motion which is close to a permanent 
motion, defined by the velocity vi . This permanent motion is not identical 
with the mean motion, which satisfies the classical Reynolds equations. The 
velocity of the mean motion is 
A!?u, = M[ai’(t) + v&c - u(t))] 
= Mv&x - u(t)). 
As the functions ai have an asymptotic (three-dimensional) measure p, 
we can write 
Mu, = 1 vi(x - a) d&z) = j” vi@ - a) p’(u) da, 
where a is no longer a function oft but a variable of integration (with compo- 
nents a1 , us , us). 
This expression for iV& establishes a connection between the temporal 
mean values and the mathematical expectations (ensemble averages). The 
function a now plays the role of a random variable which has the probability 
density p’(u). 
The motion generated by the Berker’s transformation does not seem to be a 
good turbulent motion. Its temporal structure is of course suitable. But its 
structure in space, at a given time, is perhaps too regular. It results from the 
permanent velocity field vui by a transformation which, for each given t, does 
not essentially modify the aspect of this field. The only favorable point is that 
the field of velocity ui undergoes a very irregular evolution with respect to the 
change of time. 
Nevertheless the spatial structure of an experimental turbulent velocity 
field is not known, strictly speaking, for it is not possible to measure the vector 
velocity at the same time at a very large number of points. Its irregularity 
possibly is not so extreme as the local irregularity in time, and not essentially 
responsible for the space-correlations, whose existence is related to the 
temporal fluctuations. Moreover, permanent solutions of the Navier-Stokes 
equations are known which are so complicated that they were called by their 
author “pseudoturbulent” solutions. This is the case for certain solutions 
given by C. W. Oseen, which generalize the solutions of G. Hamel (see 
[7-91 and references therein). In the case of a two-dimensional flow, they 
are constructed in the following way. 
Let # be the “stream function” defined by 
a* %=-ax., a* u2=&y. 
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We use the coordinates y, x defined by 
9, = - 2% (a log r + be), x = & (b log r - ae), 
where a, ZJ are constants, and Y, 0 the polar coordinates. 
We represent # by the formula 
where F is a unknown function and c a constant. 
F satisfies a nonlinear differential equation of third order, which, for 
particular values of c, can be integrated through elliptic functions and gives 
very complicated permanent flows. 
Let us make now a last remark about the “Berker transformation.” 
To every vector ai corresponds a transformation 
u&-c, t) = ai’ + v&Y - u(t), t), 
which transforms a solution vi of the Navier-Stokes equations into another 
solution. This family of transformations constitutes a group, which is iso- 
morphic to the additive group of vectors ai( The product of two transforma- 
tions, defined by ui and bi, is a transformation of the same family, defined by 
ui + bi , 
It seems that the existence of turbulent solutions of the Navier-Stokes 
equations could be proved by a generalization of the transformation of 
Berker. We have to establish the existence of groups (or semigroups) of 
transformations which map a solution of the Navier-Stokes equations into 
another one, to study the structure of the transformations which are close to 
the identity, and to show that these transformations can generate turbulent 
solutions, which are close to permanent solutions. Unfortunately this pro- 
gram seems to be difficult to work up, and it is not known whether it can 
furnish positive results. 
But, even if the general form of these transformations cannot be exhibited, 
the “Berker group” is not the only one which is known’. Another example is 
given by the transformation 
Ui(X, t) = AVi(hX, Pt), 
where X is a scalar parameter. 
r See J. Y. LEFEBURE, P. METZGER, AND B. METZGER, Two “notes aux comptes 
rendus de l’academie des sciences,” Paris, published in June 1974. 
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10. EXAMPLE 
We shall examine in detail the construction of the turbulent solution of 
the motion in a simple case, in which the computations can be made 
completely and the role of the nonlinear properties is easy to see. We restrict 
ourselves to two dimensions, and we suppose that the viscosity can be 
neglected. We start from the equations 
aP ul~+“z~+,=o 
'1 2 1 
3P ul~+u,~+Jc=o 
1 2 2 
g+!p. 
1 2 
In this very special case, we introduce a stream function 9 such that 
The divergence equation is satisfied and a classical calculation shows that 
au a+ 
ax, ax2 
a0J a* = 0 
ax2 ax, or 
D(w, 4 = 0 
4% 7 x2) 
(2) 
where 
+L+* 
1 2 
is the vorticity of the velocity. 
Equation (2) says that there exists a function F such that 
V2# = F(i,b). (3) 
The general solution of this equation is not known. But several particular 
solutions can be exhibited. They give rise to solutions of (1) which have a 
turbulent component, and are more or less close to physical flows. 
EXAMPLE 1. * is a function of r = (xl2 + x22)1/2. 
Then 
v2* = 9” + (1 /r) l/J’. 
As F is an arbitrary function, t/ can be considered a function of r. It is 
simpler to verify that the jacobian of t/~(r) and V2#(r) with respect to the polar 
coordinates Y, 0 vanishes. 
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If we suppose that, in a domain 9, # is analytic, we can apply the general 
theory. For instance, if 
9 is the whole plane. 
This form of function c,L is too simple, for the distribution of the values of 
z/, u, v at a given time t is too regular. z/ indeed has the same value along each 
circle of center 0. 
EXAMPLE 2. We can choose more complicated functions for F. If 
F(#) = 2e*, 
the equation 
V2# = 2ed 
has the solutions 
YG, Y> = l%[(p;z + ~:,“Y~“l (4) 
where P is a harmonic function: 
VP = 0. (5) 
We have here a new example of a nonlinear transformation (4) that trans- 
forms the given equation into a “basic equation,” which in this case is linear. 
It is easy to verify this result. If P is harmonic, Iog(Pi’ + Pb2) is also 
harmonic, for P is the real part of an analytic function f, and log(PL’ + P:,“) 
is the real part of 2 log f. Then 
v”+ = -2v2 log P = 2[(PL2 + P;“)/P”] - (l/P) v2p = 2e”. (6) 
We shall briefly study a model clearly explaining the situation. We choose 
P(x, y) = x2 - y2, 
Pk2 + Pi2 = 4(x2 + y2), 
Icl(x, Y) = l%Pw + r”>/(x” - Y2121. 
We want to study the expansion of 
lo&@ - 4” + (Y - 47 and log[(x - a)2 - (y - b)2] 
with respect to the powers of a and b. 
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Let us put 
We obtain 
x + iy = z, afib=h; 
x--Y=& a--b=p; 
x+y=rl, a+ll=q. 
or 
log@ - h) (z - h) and lo&G - PI (7 - nh 
and 
log z + log z + log(1 - h/x) + log(1 - A/z) 
1% t + 1% 7 + log(l - P/Q + log(l - ah). 
These functions can be developed in power series if 
(7) 
Ihl <lxl, lPl<l51, I41 <117/v 
or 
(a2 + by2 < 1 x 1 ) la-bl<l6l, la+bl <Irll. 
The point (a, b) must lie in the rectangle W, of the figure. The general 
term of the series is 
or 
t 
y or b 
or a 
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It is a real polynomial in a and b, homogeneous of degree n. It furnishes 
the whole of the terms of degree n in the development of 4. Therefore this 
development converges in the domain Bz . A%?~ is attached to the point 
z = x + iy* 
The domain B consists of a set of points (x, y) for which the rectangles .!Zz 
have a nonvacuous intersection B. 9 has no points in common with the 
bisectors of the axes. The figure shows how the rectangle 8 is deduced from 
the domain 9. 
In 9, it is always possible to define a square whose sides are parallel to the 
axes. 
If 2R is the length of these sides, the expansion of # in a power series is 
valid if 
la CR, lb1 <R 
and the convergence does not depend on the position of (x, y) in 9. 
a 
It is clear that, by a suitable elementary transformation, it is possible to 
associate with a given domain 9 a solution analogous to the solution we 
have just studied. 
11. SOLUTIONS OF THE LINEARIZED NAVIER-STOKES EQUATIONS 
We make the following assumptions. 
The velocity ur is the sum of two terms: 
a constant mean velocity a,; 
a fluctuating term vui , which is small with respect to ai , just like its 
derivatives &J&, . 
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If the inertia terms are neglected, the Navier-Stokes equations become 
We investigate solutions which have the following properties. 
They are pseudorandom in time; 
They are bounded and sufficiently small; 
Their vorticity does not vanish. 
Using the linear form of the Eqs. (i), we shall construct a solution which is 
the sum of two terms: 
a solution of (1) without vorticity; 
a solution of the homogenous equations associated with (1) (p = 0) 
with a nonzero vorticity. 
I. Potential Solution of the Nonhomogeneous Equations (1) 
We put 
ap, 
Then 
ui=x* 
v is a harmonic function of space. When p is chosen, the first equation (2) 
gives p. v must be a pseudorandom function of time, such that the vector 
grad q is pseudorandom. For this purpose, we put 
dx, t, = c Ak(X) Bk(t)* 
k 
(3) 
We assume that the functions Ak(x) are harmonic. They are bounded, and 
their partial derivatives are bounded in the domain 53. Bk(t) is a pseudo- 
random function. We suppose that each Bk is bounded, and that the series is 
uniformly convergent. It is possible to satisfy these conditions. We suppose, 
finally, that the functions B, are pairwise comparable, i.e., that 
exists. 
M&(t) W + T> 
Then v and +/axi are pseudorandom functions of t, harmonic in space. 
40914713-4 
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Example of functions B,: 
where ek is a sequence of independent irrational numbers, for instance 
e, = ek, 8 transcendental (e = m, e,...) 
(see the principle of the proof in [l]). 
In this case, the functions BI, are independent: 
MB,(t) B,(t + T) = 0 if 1 # k. 
Then the correlation function of ‘p is equal to 
c I Ak(412 Yk(dr 
where ylc is the correlation function of B, . 
If the series (3) is not convergent, it is always possible to replace B, by 
X,B, , where A, is a sequence of real numbers which tends to zero rapidly 
enough. This choice offers the possibility that the vector grad q is small 
with respect to the vector ai . 
We remark that, for this linear problem: 
(i) we can use complex valued pseudorandom functions; 
(ii) the pseudorandom functions are constructed with the help of 
uniformly distributed, but not necessarily completely uniformly distributed, 
sequences. 
II. Solution of the Homogeneous Equations 
We consider the equations 
We need a solution w that satisfies the following requirements. 
w is pseudorandom in time; 
curl w # 0; 
w is bounded; 
aw,/ax, is bounded. 
(4) 
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Let us first remark that the first equation (4) is not essentially different 
from the heat-transfer equation. It suffices to put 
Wi(Xl , x2 3 x3 3 t) = Wi’(Xl - a,t, x2 - a,t, x, - a$, t). 
Then 
aw .I --L = vQ2wi’ . 
at 
We now represent wi by the convolution of a function J&(x, t) with a 
pseudorandom function g(t) independent of a’. We suppose that Ki and g 
vanish for t < 0: 
Wi(t) = It Ki(x, t - S)g(s) dS = 1” Ki(x, S)g(t - S) dS. 
0 0 
If, moreover, Ki(x, t) is continuous for t = 0, and, 
Ki(x, 0) = 0, 
we have 
t aK, aw, 
I at - o 
- (x, t - s) g(s) ds. 
at 
The functions Ki must be solutions of the equations 
?g+p+= vQ2Ki , 
c 
ai. 
---L = 0. 
axi 
(5) 
They must be integrable with respect to t, satisfy (5), and have nonzero 
vorticity. If we put 
Ki(x, t) = Ki(x - at, t), 
the functions Ki’ are solutions of the heat-transfer equation: 
aK.’ I = vQ2Ki’. 
at 
Let us show that all these requirements are compatible. 
We choose 
where ct , A, , A, , A, are real constants. 
Ki’ is a solution of (7) if 
A,2 + A,2 + A,2 = 1. 
(8) 
(9) 
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The divergence of the vector (I& , Ka , Ka) vanishes if 
+I, + czx, + C3h, = 0. (10) 
The curl of the vector (Kr , Ka , Ka) is proportional to 
(c2h, - c h c h 32, 31- 13,c12- 21 c h x c h ). (11) 
These conditions mean that (AJ is a unit vector, orthogonal to the vector 
(ci). The vector product (11) of these two vectors is certainly not equal to zero. 
Then we have 
Ki(Xy t) = Cite 
1/2~-~1/4"t~rA~~2~--a~t~+~~~z~--a,t~+~~~"~-a~t~l* 
We must verify that Ki is integrable and tends to zero when t + 0 (t > 0). 
The first property holds if 
a,h, + 4, + a,& # 0. 
The second property holds if 
(12) 
$1 + 42 + x3& # 0. (13) 
Let us analyze the conditions (9), (IO), (12), (13). 
(Ai) is a unit vector, not orthogonal to the mean velocity (cQ). It is is not 
orthogonal to any vector (xi) belonging to the domain 9 occupied by the 
fluid. This means that the domain &@ does not contain the origin of coordinates, 
and that the vector hi does not belong to a suitable cone of the space. The 
possible regions for the vector hi are represented in the figure, for the case of 
two dimensions. Of course, in a genuine problem, 9 is given, and we associate 
with 9 a convenient basis, in such a way that the system of 3 and of the 
basis is compatible with all the requirements 
Such a bounded domain 9 is not incompatible, in classical fluid dynamics, 
with a constant mean velocity. Moreover we remember that the boundary of 
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the domain 9 is not a solid wall, but a fictitious boundary, having no imme- 
diate significance. It corresponds to the transition from the turbulent motion 
under consideration to another type of motion. The velocity on 9 does not 
vanish, it is not even tangent to the boundary. Therefore, in a 3-dimensional 
space, the conditions which we have obtained are reasonable. 
The solution we have obtained may be considered to be a plane wave, 
varying with respect to the time. The vector velocity remains the same at each 
point of the planes 
xlh, + x,X, + x3& = const. 
We obtain a more adequate solution by linear superposition of plane waves. 
Conclusion 
We start from the equations 
(ak is a fixed vector). 
These equations have turbulent solutions, defined in the domain 3 of the 
space. The velocity Ui is the sum of two terms: 
(i) a potential term 
where 
Ui = +/ax, 1 
p = c Ak(X) Bk(t), VA, = 0; 
k 
B, is a family of pseudorandom independent functions. 
(ii) a term possessing vorticity, which is a solution of the homogenous 
equations 
This term is a sum of elementary solutions like 
w,(t) = ci s” K(x, t - s)g(s) ds. 
0 
g is a pseudorandom function and K(x, t) = K’(x - at), where 
K’(x) = Ji=‘(h% + ~2% + ‘k%) 
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is a suitable solution of the heat-transfer equation, depending on a unit vector 
()\i , X, , hs) orthogonal to the vector (c i , cs , cs), and not orthogonal to the 
vector (a, , a2 , us) nor to any vector (x r , X, , x3) joining the origin of the 
coordinates to any point of the domain ~3. 
All pseudorandom functions Bk and g must be pairwise independent. 
This is possible if they are represented by uniformly distributed sequences 
defined by independent irrational numbers. 
12. NUMERICAL EXAMPLE 
It is theoretically possible to make use of the formulas of Section 9 in order 
to compute a tridimensional field of velocity which is turbulent and satisfies 
the Navier-Stokes equations. But such a computation requires hours of 
working for a computer. The cost in time and money would be worthy of being 
spent only if a more elaborated scheme could be set up. We give here only 
the computation of a component u of the velocity as a function of time for 
several values of the space (Figs. 1, a, b, c). We extract from u its periodic com- 
ponent (Fig. 2) and we notice that it is small with respect to U. It is a success- 
a 
" 
0.1 
0 t 
-0.1 
” b 
i 
I x- 1.6 
0.1 I I 
0 t 
I I I 
I x-2 
FIG. 1. u as a function of t, for several values of x. 
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, 
0.1 
0.0 
0 
-0.05 
v - 
FIG. 2. ~(1, t) and the periodic part of ~(1, t). 
full result. We don’t know if it is due to chance or to theoretical reasons. Then 
we give the time-correlation function of U(X, t) for x = 1 (Fig. 3). 
The function u is a solution of Burgers’ equation. It is constructed as 
follows. 
Let (2 be the integer part of a. Let us put c = a - 6. 
Let 
PI = 2, P, = 3,..., P, ,..‘, 
be the sequence of prime numbers. 
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We put 
FIG. 3. Time correlation of ~(1, t). 
1. 
yk xr e(lwk)3. 
Then we consider a sequence z, which has the following terms [I, Appendix 
213: 
logp, 9 2 logA >..a, r1 logp, , 
logp, 3 logp,, 2 logp,, 2 logA? ,***, r2 logp, , r2 logp, 
-----__-----_____--______________ 
logp, , logp, 9”‘) l%P, ,**-, rn logp, , r, logp, ,**a, I, logp,, etc. 
We put 
g(s) = 0 for s < 0, 
.!a> = Xk - & fork<s<k+l. 
4x3 9 =c2;lie s t e-c2/2(t-s)(t _ s)-3/3 g(s) as, 
a; 
z&(x, t) = -!I- - 
1 - CZI ax ’ c = 0.2. 
Then u is a real solution of Burgers equation. 
r G. RAUZY has recently introduced a new method for the construction of a com- 
pletely uniformly distributed sequence. Iff(z) is an entire function “slowly decreasing 
at infinity,” the sequence f(?z) is completely uniformly distributed modulo 1. See 
Bull Sac. Math. France 101 (1973). 
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The correlation function y(r) was computed from the values of U, and 
not by a formula. It seems that the number of values of t (0 < t < 4000) is 
sufficiently large to give stable values of Y(T) for 0 < r < 20. The influence 
of the periodic part of u is not apparent and the oscillations of y(r) are certainly 
damped and not related to periodicity. 
APPENDIX: PRODUCTS AND POWER SERIES OF PSEUDORANDOM FUNCTIONS 
We consider the series 
c G&P (cn real) (1) 
which is convergent for 1 p 1 < R, where R is a positive number. We replace 
p by a real pseudorandom function u(t). We intend to show that, under 
appropriate assumptions, the function 
f(t) = c dW" 
is the sum of a periodic function and a pseudorandom function. 
The hypotheses are as follows: 
a(t) = Irn K(s)g(t - s) ds, 
--m 
1 K 1 is integrable over (- w, + co), 
L?(t) = &n) forO<n<t<n+l, 
=o for t < 0, 
where h is a bounded function, integrable over (0, l), 1 h 1 < R; 
x, is a completely uniformly distributed sequence over (0, 1). 
Proof. [a(t)]” is represented by the integral 
s K(s,) --- K(s,)g(t - SJ *.*g(t - s,) ds, .** ds, . (3) 
Information about (3) is obtained by studying the function 
which we write, when necessary, 
498 J. BASS 
(1) Periodic Part of vn 
This is the function 
&(t) = $rna $ Nfl qh(t + 4). 
q=o 
(4) 
This function is indeed periodic. For 
Fn(t + 1) = {ma 4 Ni’ qJ,(t + 1 + q) 
9=0 
An example of the construction of a function & is given in Section 8. 
(2) Pseudorandom Part of q~,, 
We have to show that yn - C& is a pseudorandom function, independent 
of the periodic function 9% . 
We shall prove a more general result, for which we will have further use. 
Put 
Then 
P,(t) = %(C Sl >.-., 4 
P)dt) = 9)dt; Sl',..., St'). 
~ha(O - W)l bdt + 4 - Bdt + 41 
vanishes for T su$iciently large. 
In order to calculate (5), we define the operator M by the limit of 
(5) 
1 N 
NO s 
= $2 Ikk+l. 
If t = k + ot, (5) becomes: 
s ’ da ipa 4 Nfl [dk + 4 - G4@ + 41 [v@ + 7 + 4 - FJ,@ + 7 + a)]. 0 k=O 
(6) 
In (6), there are 4 terms. 
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I Here, sr ,..., s,, , sr ,..., So’ are given. If r is large enough, each of the integers 
/--------i 
7 + 01 - s,’ is larger than any integer a<;. 
Now, as the sequence zk is completely uniformly distributed, it is (n + 1) 
uniformly distributed, and the arithmetic mean value (7) can be evaluated by 
Weyl’s theorem (see [I]). We recall that, if the integers rr ,..., T, are distinct, 
= jol h”‘(z) dz x j’ P(z) dx --. x j-’ hmY(z) dz. 
0 0 
(This is a multiple integral, which factors into a product of simple integrals). 
Equation (7) is therefore the product of two multiple integrals, corre- 
H------Y 
sponding respectively to z and 7 + 01 - si’. Each of these two inte- 
grals is itself a product of simple integrals, corresponding to the terms for 
/\ A-----\ 
which some of the integers G1 ,..., zn , or r + (Y - si’,..., G- + 01 - sr’ 
can be equal. 
In any case, an inverse application of Weyl’s theorem permits us to write 
(7) in the following form 
There is a factorization of the mean value. But we recognize that 
(8) 
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(since the mean value of a periodic function may be calculated over a single 
period) 
(ii) 6 
N-l 
As Cz is periodic, &(k + a) =+,(a), independent of k, and the above 
limit is equal to 
= ,‘&(a) dol . $(T + a) dol = M+,(t) $$(t + T). 
s 
The same result is obtained for 
(iii) For the same reason, 
s 1 da JE 4y &(k + a) +-%k + T + a) =M$‘,@) +$t + T). 0 q=O 
Conclusion. For large values of 7, 
~b?h~(~) - %@)I k?‘& + T) - h(t + T)] = 0. 
The “large values” of 7 depend on sr ,..., s,; sr’,..., sL’. In particular, for 
1 = n, sit = si , we see that q~,, - C& is a pseudorandom function. 
Remark. The preceding demonstration contains a complementary result, 
which will be used in the sequel. 
The periodic part rj& of qn and the pseudorandom part y’G - +I of vL are 
independent: 
for all values of 7, not necessarily large. 
(3) Analysis of [a(t)]” 
We have 
[a(t)]” = j- K(s,) --- K(s,J cp& s1 ,..., s,J ds ,..., ds, . 
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We have seen that v’n is the sum of: 
a periodic term I&; 
a complementary term 4, = ‘p - C& which is pseudorandom for 
every given choice of sr ,..., S, . The correlation function of #, 
vanishes if T is large enough and we translate this property into the 
following form. 
for fixed s, ,..., s, , the correlation function of z,& tends to zero when 
7+ co. 
Then 
[a(t)]” = 1 I+,)... K(s,) &(t; s, ,..., s,) ds, . . . ds, 
+ j- K(s,)... I+,) &(t; s, . . . s,) ds, . . . ds, . 
(9) 
The first term of (9) is a periodic function of t. We must show that the 
second term is pseudorandom, and independent of the first. 
Its correlation function is equal to 
s K(s,) *** q&J Iqs,‘) -** I+,‘) Mqqt; s, )..., sn) &&(t + 7; sl;,..., s,‘) 
4 --. ds, ds,’ --a ds,,‘. 
(10) 
The mean value that appears in (10) is the correlation function of 4,. 
We know that it converges pointwise to zero when 7 + co. As it is a bounded 
function, we can apply the convergence theorem of Lebesgue and deduce 
that (10) tends to zero when T --+ co. The complementary term of (9) is thus 
pseudorandom. 
To prove the independence of the two terms, we use the property that 
MG%(t; Sl 7 . . . . s,) &(t + T; s,‘,..., So’) = 0. By integration with respect to 
si , s,‘, we obtain the desired result. 
(4) Analysis of 
f(t) = c dml”. (11) n 
As each term of (11) is the sum of a periodic term and a pseudorandom 
term, f(t) is the sum of a periodic term and a complementary term. The 
periodic term is given by 
J(t) = liz ; Ff(t + 4). 
q=o 
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The complementary term is a sum (absolutely and uniformly convergent 
series) of pseudorandom functions. For this term to be pseudorandom, it 
suffices that the cross correlations 
tend to zero when 7 -+ 00. The proof is exactly the same as for the correlation 
function of [a(t)]“, corresponding to 1= n. 
Similarly, one proves that the periodic component and the pseudorandom 
component off are independent: 
w%) [f(t + T> 4% + T)l = 0. 
(5) We make use of a series like 
a’(t) + 1 cnW1”. 
n 
If 
we have 
a(t) = / K(s)g(t - s) as, 
a’(t) = 1 K’(s)g(t - s) ds, 
w 
which introduces a new kernel K’. 
The sum of the series (12) has the same properties as the sum of the series 
Cn c,[u(t)]* if the pseudorandom function a’(t) is independent of the func- 
tions [a(t)]“. This is due to the following fact. In the preceding demonstra- 
tions, we use multiple integrals containing terms like 
The results are exactly the same if these terms are replaced by 
J-G@,) K&s) *-* KW, 
where the functions Ki are different. 
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