Abstract. We derive a representation formula for the tensorial wave equation ✷gφ I = F I in globally hyperbolic Lorentzian spacetimes (M 2+1 , g) by giving a geometric formulation of the method of descent which is applicable for any dimension.
Introduction
We consider the wave equation on (d+1) globally hyperbolic, smooth Lorentzian spacetimes (M, g). In the case that (M, g) is the Minkowski spacetime (R d+1 , m), a representation formula for the solutions of wave equation can be obtained by the classical theory ( [4] ). In fact, when d is odd, one can derive the formula by reducing the problem to a wave equation in (R 1+1 , m) via the spherical mean and then apply the d'Alembert's formula; when d is even, one can derive the formula by considering a wave equation in (R (d+1)+1 , m) and then apply the method of descent due to Hadamard. In particular, for d = 3 and d = 2, the corresponding formulae are called the Kirchhoff formula and the Poisson formula respectively.
When (M, g) is a globally hyperbolic (3 + 1) Lorentzian spacetime, a geometric Kirchhoff formula is provided in [7] for the tensorial wave equations ✷ g φ I = F I . In this paper, we give the geometric formulation of the method of descent in (2 + 1) Lorentzian spacetimes. By using this formulation, we obtain a first order, intrinsic, representation formula in physical space for the solutions of tensorial wave equations in (2+1) spacetimes. Our construction is purely geometric, which potentially can be used in quasi-linear problems, such as (2 + 1) gravity, when the geometric quantities appeared in the formula have better structures due to the curvature properties of the background geometry.
There are various types of parametrix for wave equations in the curved spacetime. When establishing the Strichartz estimates or the bilinear estimates for solving well-posedness problem with large rough data, one may use the Fourier type parametrix, see [9] and [13] for examples. The Kirchhorff parametrix constructed in [7] is used in [10] and [15] to provide geometric breakdown criteria for the solutions of (3 + 1) Einstein vacuum equations with large data. The application can be traced back to the work of [3] , where the authors prove the global existence result for Yang-Mills-Higgs equations. A crucial step of the proof is to use the representation formula for the wave equation in Minkowski space to represent and control the curvature. This strategy is later used in [2] to prove the same result in globally hyperbolic spacetimes, where they employed the Hadamard parametrix in [5] in the curved spacetimes. This parametrix at a point p is in physical space, supported within the domain of dependence, nevertheless it is not purely supported on the boundary of the casual past of the point, in (3 + 1) spacetime, due to a series of corrections by using transport equations. Moreover, this parametrix is ill-suited for nonlinear problems because it requires the property of geodesic convexity and infinite smoothness on the metric for controlling the correction terms. The Kirchhorff formula established in [7] in particular is supported only on the null boundary of the causal past, i.e. the backward lightcone of the point p, which coincides with the Huygens principle. In fact, this formula is an integral purely along the null boundary. The null boundary and the quantities on the background geometry involved in the formula have much better regularity property, which can be controlled in terms of the Bel-Robinson energy flux by using a series of sharp trace estimates in Einstein spacetime. This advantage is very crucial for the applications in [10] and [15] .
In a (2 + 1) curved spacetime, there is no such formula available. To implement the method of descent based on the Kirchhorff formula in a (3 + 1) Lorentzian spacetime, we need to establish the geometric correspondence between the geometry of the lightcone of a point in the (3 + 1) spacetime with the causal past of the same point in the (2 + 1) spacetime.
With ρ the Lorentzian distance inside the backward lightcone in (d+1) spacetime, we observe that the vector field −Dρ in T M corresponds to the null geodesic generatorL in the corresponding backward light cone in ((d + 1) + 1) spacetime. This allows us to express the geometric quantities and the null frames on the light cone in ((d + 1) + 1) spacetime in terms of the hyperboloidal frames in (d + 1) spacetime. These quantities include the null expansion of the light rays in ((d + 1) + 1) spacetime and the area expansion of the timelike geodesic congruence in (d + 1) and other connection coefficients of these frames. Based on this observation, we can uncover the relation between the radius of injectivity of the corresponding geodesic congruences in two spacetimes of different dimensions. This relation is in particular important since the Kirchhorff formula in [7] holds within the null radius of injectivity.
In this paper, we focus on the case that d = 2, while our method applies to higher dimensions. As long as the analogous representation formulae of [7] in other odd dimensions are available, we can similarly obtain the formulae in the even dimensions. This paper is organized as follows. In Section 2.1, we give the geometric set-up and the main theorem of the paper. In Section 2.2, we give the relation between the geometry of the null cones with the vertex p in (3 + 1) spacetime and the causal past of the same vertex in (2 + 1) spacetime. By uncovering the quantitative correspondence between connection coefficients of the null frames in (3 + 1) spacetime and those of the triads in (2 + 1) spacetime, we control the null radius of injectivity in terms of the causal radius of injectivity in (2 + 1) spacetime. In Section 2.3 we then complete the proof of the main result. This result, in the flat case, coincides with the Poisson formula in Minkowski space. In Appendix, we give a proof of the Kirchhoff formula used in Section 2.
A geometric method of descent
Let (M, g) be a (2 + 1)-globally hyperbolic smooth Lorentzian spacetime. We assume that M is foliated by a time function t and the metric g takes the form
where n is the lapse function and g = g ij dx i dx j are Riemannian metrics on Σ t , the level sets of the time function t.
Let D denote the covariant differentiation on (M, g) and let
). In this paper we will develop a geometric formulation of the method of descent to derive a representation formula for φ I which can be viewed as an extension of the classical Poisson formula for the scalar wave equation in the Minkowski spacetime (R 2+1 , m).
2.1.
Set-up and main result. Let T be the future directed time-like unit normal of Σ t . Any point in (M, g) can be written as (t, x) where x ∈ Σ t . Given p ∈ M, we denote by I − (p), J − (p) and N − (p) the chronological past, the causal past and the backward light-cone in (M, g) initiating from p. Note that N − (p) is a surface ruled by the backward null geodesics from p. In the sequel, by Σ t we mean Σ t ∩ I − (p). For a fixed point p ∈ M, we consider
Relative to a geodesic normal coordinate at p, we can regard
which is the canonical hyperboloid in R 2+1 . For each V ∈ H 2 let Υ V (ρ) be the timelike geodesic with Υ V (0) = p and Υ ′ V (0) = V , and let ρ(t) denote the Lorentzian distance from p to the intersection point of Υ V (ρ) with Σ t . Note that ρ(t) is a function not only depending on t but also on V ; we suppress V for simplicity. We then define the past time-like radius of injectivity δ * at p in (M, g) to be the supremum over all the values τ > 0 for which the exponential map
is a global diffeomorphism from (t p − τ, t p ) × H 2 to its image in I − (p). In this paper, we only consider the part of I − (p) within the time-like radius of injectivity, which will be still denoted as I − (p) by abuse of notation.
Moreover, within J − (p) with 0 < t p − t < δ * this function is smooth and verifies
In I − (p) ⊂ M we define the vector field B by
1 Throughout the paper we use the Einstein summation convention. We set x 0 = t. A little Greek letter is used to denote an index from {0, 1, 2} and a little Latin letter is used to denote an index from {1, 2}, e.g. α = 0, 1, 2 and i = 1, 2.
Then B is geodesic, i.e. D B B = 0 and satisfies g(B, B) = −1. Moreover,
Let H ρ denote the level sets of ρ. Then B is the past directed unit normal of H ρ and is the generator of the timelike geodesic Υ V (ρ). We define the frame lapse b by
Let τ := t p − t. Then by noting that T = n −1 ∂ t , we have from (2.4) that
Let g be the induced metric on Σ t and let ∇ be the corresponding covariant derivative on Σ t . We consider the lapse function a −1 := |∇ρ| g . By using (2.4) we have
This together with (2.2) then implies that
Hence the lapse a can be written as
Let S t,ρ := H ρ ∩ Σ t . Then for each fixed t, {S t,ρ } ρ is a family of 1-dimensional curves diffeomorphic to circles and forms the radial foliation of Σ t . Let N be the radial normal of S t,ρ in Σ t . Then
In view of (2.6) and (2.8), we can decompose B in terms of T and N as
We set
(2.11) Let g be the induced metric of g on H ρ and ∇ be the Levi-civita connection of g. By introducing the projection tensoř
and |∇τ | g = (an) −1 .
Let N be the radial normal of {S τ,ρ } τ ⊂ H ρ . Then we have
Similar to [17, Page 13] , N can be decomposed as
We will use / ∇ to denote the Levi-civita connection of the induced metric on S τ,ρ and use e / A to denote a unit tangent vector field on S τ,ρ .
Definition 2.1.
(1) We denote by π π π the second fundamental form of
We denote the trace and traceless part of k by trk andk respectively. Note that in Minkowski space (R 2+1 , m) we have trk = We first give some preliminary results on the geometric quantities defined above.
Lemma 2.2. For the frame lapse b and a and the connection coefficients ω and ζ, there hold
14)
Proof. We first derive (2.14). From (2.9) and (2.12) it follows that
. Consequently, by using D B B = 0 we have
To see (2.15), we use (2.4), (2.9) and D B B = 0 to obtain
. By using (2.5) we have
Therefore, in view of (2.4), D B B = 0 and (2.9), it follows that
In view of (2.15), we therefore obtain (2.16).
To obtain (2.17), we first user
By using (2.19) and (2.9) we can further obtain
17) then follows by using (2.7) and the above identity.
Finally, we prove (2.18). From (2.9) we have N =
Thus, by using B, e / A = T, e / A = 0 we have
. By using (2.19) and D B B = 0 we obtain
The proof is therefore complete. Now we are ready to state the main result of this paper.
Theorem 2.3 (Main theorem). Consider a tensorial wave equation
on (M, g). Let p be any point in (M, g) and t 0 verify 0 < t p −t 0 < c * (p, t).
2 Denote by I − * (p) the interior of the backward lightcone from p with t ∈ [t 0 , t p ]. Given a tensor J at p of the same type as φ I , let A I be a tensor field on I − * (p) satisfying
Then there holds
23)
with
where, for
As a simple application, we will use the representation formula in Theorem 2.3 to recover the Poission formula for the scalar linear wave equation ✷ m φ = F in the (2+1)-Minkowski space-time (R 2+1 , m), with Cauchy data given at t = 0. Let p be a point in (R 2+1 , m) with coordinates (x p , t p ) and t p > 0. Note that n = 1, I − * (p) = {(x, t) ∈ R 2+1 : 0 ≤ t < t p − |x − x p |} and ρ(x, t) = √ τ 2 − r 2 in I − * (p) with τ = t p − t and r = |x − x p |. We can derive that
For J = 1 we can see that A = τ −1 . Consequently I 2 = I 3 = 0 and it follows from Theorem 2.3 that
Hence in the Minkowski space-time (R 2+1 , m), Theorem 2.3 gives the classical Poisson formula.
2.2.
A Kirchhoff formula in 3-dimensional space-time. We will give the proof of Theorem 2.3 by a geometric method of descent. To this end, we use (M, g) to introduce the manifold M = M × R and a Lorentzian metricg on M by
We use D to denote the Levi-Civita connection ofg on M.
We may identify M with M×{0} as a submanifold of M. For a function or tensor on (M, g) we may use a standard procedure to extend it to a function or tensor on ( M,g) such that it is independent of z with vanishing ∂ (M, g) , we will use a Kirchhoff formula in ( M,g). We start with some preparation. 
Proof. Note thatg zα = 0,g zz = 1 andgαβ is independent of z. We can obtain (2.25) directly from the formula
Next we show (2.26). Note that
Sinceg(B, ∂ z ) = 0 and B is independent of z, we may use (2.25) to obtain ( D B B) z = 0 and
where for the last equality we used the fact that B is geodesic. The remaining three equalities in (2.26) can be proved similarly. 
We will identify z with x 3 . Besides the convention on page 3, a Greek letter with tilde is used to denote an index from {0, 1, 2, 3}, e.g.α = 0, 1, 2, 3.
which implies that
Integrating this equation with respect to s and using the definition of the Lorentzian distance ρ, we can obtain 0 =ˆs
This shows that, within τ < δ * , Υ ⊂ {u = 0} and hence N − (p) ⊂ {u = 0}. Conversely, let (t, x, z) be any point on {u = 0} with τ = t p − t < δ * . If z = 0 then ρ(t, x) = 0 and hence (t, x, z) ∈ N − (p) ⊂ N − (p). Thus we may assume z = 0. We can find a time-like geodesic Υ(s) in (M, g) initiating from p, with Υ(s 0 ) = (t, x) for some s 0 > 0. Set
is a constant and thus
This shows that Υ(s) is a null geodesic in ( M,g) and hence (t, x, z) ∈ N − (p). Therefore, within τ < δ * we have {u = 0} ⊂ N − (p).
According to Lemma 2.5, within τ < δ * , the null cone N − (p) is the union of three parts: N − (p), H + and H − , where
Note that both H + and H − can be regarded as graphs in ( M,g) over I − (p).
Lemma 2.6. Within τ < δ * , any null geodesic in ( M,g) initiating from p lies completely in either
Proof. Since the z-component of a geodesic in ( M,g) has the form z(s) = cs for some constant c, the result then follows according to the sign of c. Let Σ t denote the level set of t in ( M,g), letg be the induced metric ofg on Σ t , and let ∇ denote the Levi-Civita connection ofg on Σ t . We set S t := N − (p) ∩ Σ t . For τ 0 < δ * , we have
S tp−τ and thus {S tp−τ } τ forms a time foliation of N − (p). LetÑ be the radial normal of S t in Σ t . We will derive the formula forÑ . We will only consider the half cone H + , since H − can be treated in the same way. We first have ∇u = ∂ z − ∇ρ.
g . It then follows from (2.7) that
Letγ denote the induced metric on S t . We use / ∇ to denote the Levi-Civita connection ofγ and use / ∆ to denote the corresponding Laplace-Beltrami operator. By setting v t = |γ|/ |γ S 2 | , we have dµ St = v t dµ S 2 . Since S t can be viewed as a graph over Σ t locally, we have
Now we introduce the null framẽ
In view of (2.28), we have on
(2.30) By using (2.9) and (2.10) we can writẽ
In ( M,g) we define the following projection tensors Παβ =gαβ − δα z δβ z , Παβ =gαβ + 1 2 (LαLβ +LαLβ).
For the induced metricγ on S t , we haveγαβ = Παβ ifγ is regarded as an S t -tangent tensor in ( M,g). We can project Παβ to (M, g) by / Παβ = Πα ′β′ Πα ′α Πβ ′β . Noting that Π zβ = 0 and Π αβ = g αβ , we have / Π zβ = 0 and
In view of (2.31) we haveL
Combining this with the above equation shows that
By using (2.9) and (2.10), we can derive from (2.33) that
, the above identity can be recast as
We now introduce a set of geometric notion on ( M,g) which will be used in the Kirchhoff formula. Definition 2.7. (1) We denote byπ π π the second fundamental form of
for X, Y ∈ T Σ t andg is the induced metric ofg onΣ t . We denote by Trπ π π the trace part ofπ π π. (2) We define the null second fundamental forms on N − (p) in the extended space-
where X, Y are in T S t . The trace parts of the above symmetric S t -tangent tensor fields are denoted by trχ and trχ. (3) We introduce the connection coefficients
where X ∈ T S t .
The following lemma gives some preliminary results on how to represent geometric quantities in ( M,g) in terms of geometric quantities in (M, g). 
whereπ π π is defined in Definition 2.7 and trπ π π = − DμTν Πμν is the trace ofπ π π restricted to S t .
Proof. To obtain (2.38), we note that trχ = Παβχαβ = DαLβΠα β . In view of (2.31) we have
From (2.25) we have Dα∂β z = 0. By the definition of Πα β it is straightforward to check that
By using (2.25),g(B, ∂ z ) = 0 and the fact that B is independent of z, we can derive that
Combining the first identity in (2.44) with (2.45) implies
To see (2.45), we first can obtain DLBβ = 0 from (2.31) and (2.26). It follows by using the second and the third identities in (2.44), the second identity in (2.26) and (2.31) that
where we used g(B, B) = −1. Hence (2.45) is proved and the proof of (2.38) is thus complete. To show (2.39), we note thatg(T, ∂ z ) = 0 and T is independent of z. Thus, by using (2.25) we can derive that DαTβΠαβ = D α T β Π αβ . Therefore, by using (2.32) and (2.34) we deduce that
b −2 τ 2 π π π NN , where we used the fact that g αβ + T α T β is the standard projection to Σ t ⊂ M. Hence (2.39) is proved.
From the definition ofχ,χ andπ π π, it is straightforward to derive (2.40). Next we derive (2.41). Note that T = n −1 ∂ t andg(∂ t ,Ñ ) = 0, we haveπ π πÑÑ = −n −1g ( DÑ ∂ t ,Ñ ). In view of (2.28), (2.8) and (2.25) we can further obtaiñ
.
To obtain (2.43), by using (2.31) and the fact that b is independent of z, we can conclude from (2.16) that
The proof is therefore complete.
Recall that the Kirchhoff representation formula in [7] only holds on the regular part of N − (p). To define the regular part, we need the notion of null radius of injectivity. Since we mainly rely on the time foliation to analyze N − (p), we only need to introduce the past null radius of injectivity at p with respect to the global time function t.
Let us briefly recall the definition of past null radius of injectivity; one may consult ( [7, 8, 10, 15] ) for more details. We parametrize the set of past null vectors in T p M in terms of ω ∈ S 2 , the standard sphere in R 3 . Then, for each ω ∈ S 2 , let ℓ ω be the null vector in T p M normalized with respect to the future, unit, timelike vector T p by
and let Γ ω (s) be the past null geodesic satisfying Γ ω (0) = p and
which may only be smooth almost everywhere on N − (p) and can be multivalued on a set of exceptional points. We can choose the parameter s with s(p) = 0 so that DL ′L ′ = 0 andL ′ (s) = 1. This s is called the affine parameter. We define the past null radius of injectivityĩ * (p, t) at p to be the supremum over all the values τ > 0 for which the exponential map
is a global diffeomorphism from (t(p) − τ, t(p)) × S 2 to its image in N − (p). We remark that s is a function not only depending on t but also on ω. We suppress ω just for convenience. It is known that i * (p, t) = min{s * (p, t),l * (p, t)}, wheres * (p, t) is defined to be the supremum over all values τ > 0 such that the map G p is a local diffeomorphism from (t(p) − τ, t(p)) × S 2 to its image, andl * (p, t) is defined to be the smallest value of τ > 0 for which there exist two distinct null geodesics Γ ω1 (s(t)) and Γ ω2 (s(t)) from p which intersect at a point with t = t p − τ.
We can similarly define in (M, g) the past null radius of injectivity i * (p, t) with respect to the time foliation.
The following result gives the relation between the causal radius of injectivity in (M, g) and the null radius of injectivity in ( M,g). Theorem 2.9. For a point p in (M, g), let c * (p, t) denote the backward causal radius of injectivity at p in (M, g), which is defined by c * (p, t) := min(δ * , i * (p, t)), where δ * and i * (p, t) are the past timelike and null radius of injectivity at p in (M, g). Then there holds c * (p, t) ≤ĩ * (p, t).
(2.47)
Proof. Recall that N − (p) is composed by the three parts: H + , H − and N − (p), and, according to Lemma 2.6, every Γ ω (s(τ )) lies completely in H + , H − or N − (p). Moreover, the proof of Lemma 2.5 shows that the two sets H ± are ruled by the family of curves
48) where Υ V denotes the time-like geodesic in (M, g) with Υ V (0) = p and Υ ′ (0) = V . Here the sign of the z coordinate is determined by the fact whether the curves lie in
Since the spacetime ( M,g) is symmetric about the z coordinate, it suffices to consider the case that Γ ω lies in H + . We can write
According to Lemma 2.5, z(s(τ )) = ρ(τ ) is the Lorentzian distance of Γ ω (s(τ )) to p in (M, g) and Γ ω is a timelike geodesic in (M, g) initiating from p. Thus, we can find a V := (V 0 , V 1 , V 2 ) ∈ H 2 such that the geodesic Γ ω can be represented by Υ V if parametrized by ρ, i.e. Γ ω (s(τ )) = Υ V (ρ(τ )). This shows (2.49). The choice of V is unique, since otherwise there would exist two distance maximizing time-like geodesics forming a loop at certain τ < δ * in (M, g), which is impossible by the definition of δ * .
(ii) We now derive the relation between the null geodesic generator of Γ ω (s) and the geodesic generator of Υ V (ρ). By using (2.5), (2.3) and (2.31) we have
On the other hand, sinceL ′ (s) = 1 implies
Combining the above two equations we can obtainL
we can see that a → 1 as q approaches p along Γ ω . By the definition of V 0 and (2.4), along the timelike geodesic Υ V there holds
This together with DL ′L ′ = 0, ℓ ω , T p = 1 and (2.4) imply that
(2.50) (iii) We now show that ifl * (p, t) ≥s * (p, t) thens * (p, t) ≥ c * (p, t). To this end, consider an arbitrary null geodesic Γ ω . If Γ ω (s(τ )) is contained in N − (p), by the definition of c * (p, t), Γ ω (s(τ )) does not contain any null conjugate point on (0, c * (p, t)). So it needs only to consider the case that Γ ω is contained in H + or H − . By symmetry, it suffices to consider the case that Γ ω is contained in H + . According to [1, 6] , it suffices to show that trχ ′ > −∞ for τ := t p − t < c * (p, t), whereχ ′ denotes the null second fundamental form defined by (2.36) withL replaced bỹ L ′ and trχ ′ denotes its trace. By using (2.31) and (2.50), it is straightforward to obtain trχ = ρ
This together with (2.38) shows that
Note that the timelike geodesic Υ V in (M, g) from p reaches a conjugate point q iff trk → −∞ as points approach q along this geodesic. Sincel * (p, t) ≥s * (p, t), we can conclude from (2.51) that, trχ
Finally we show thatĩ * (p, t) ≥ c * (p, t). Suppose this is not true, i.e. i * (p, t) < c * (p, t), we will derive a contradiction. By using the claim in (iii), we must havel * (p, t) <s * (p, t). Thus there exist two distinct null geodesics Γ ω1 (s(τ )) and Γ ω2 (s(τ )) intersecting at some point q with τ =l * (p, t). If q ∈ N − (p), then Lemma 2.6 implies that Γ ω1 (s(τ )) and Γ ω2 (s(τ )) are both contained in N − (p) and intersect at q; this can not happen since τ < c * (p, t). We may assume q ∈ H + ∪H − . By symmetry we only need to consider the case that q ∈ H + . Now by Lemma 2.6 both Γ ω1 (s(τ )) and Γ ω2 (s(τ )) are contained in H + . According to (i), we can find two distinct vectors
for τ <l * (p, t). Thus there exists a point q
. This is impossible by the definition of c * (p, t) and in particular the definition of δ * . Thereforeĩ * (p, t) ≥ c * (p, t) and the proof is complete.
According to Theorem 2.9, for any τ 0 < c * (p, t), N − (p)∩{t p −t < τ 0 } is a regular part of N − (p) on which the Kirchhoff formula in [7, 12, 15] holds. By adapting the version of the Kirchhoff formula in [12, 15] with the null frame {L,L, e C , C = 1, 2}, where {e C } C=1,2 is an orthonormal frame on S t , we have the following result which will be used to proved Theorem 2.3. Proposition 2.10. Let p be any point in M, let t 0 verify 0 < τ 0 := t p −t 0 < c * (p, t), and set
). For any M-tangent tensor J I at p of the same type as φ I , let A I be an M-tangent tensor field satisfying 
54)
where dµ = ndµ St dt on H * , µ andζ are defined in (2.37), and for I = {µ 1 , · · · , µ l },
In Section 3, we will give an alternative proof for the Kirchhoff formula in Proposition 2.10. In the sequel we will prove Theorem 2.3 by using Proposition 2.10.
2.3.
Proof of Theorem 2.3. We first give the following result which represents trχ,ζ, R and µ − ωtrχ in terms of the quantities in (M, g).
Lemma 2.11.
Proof. We first derive (2.56). Note thatζ β = 1 2 ( DLL)αΠ β α . By using (2.31) and LαΠ β α = 0 we havẽ
In view of (2.25), (2.26) and the fact that B is independent of z, we then obtaiñ
where we also used Π Note that the first term on the right hand side can be recast as − DL( DLψ) I A I v
