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R esum en
Este trabajo se enfoca en el área de semántica de sistemas reactivos que, a diferencia 
de los sistemas relaciónales o funcionales, se caracterizan por mantener una interacción con 
el ambiente. Sobre dichos sitemas se define una gran clase de operadores unar ios, cuyos 
representantes típicos son los operadores de prioridad, de renombrado y de ocultamiento y se 
estudia su compatibilidad con respecto a equivalencias semánticas en modelos de si.stem.as de 
transiciones etiquetadas (STE).
En principio se consideran los operadores de prioridad y se obtiene que la n-nested. sim.- 
ulación [GV89] no es una congruencia para ellos. Se muestra que la m.a.yor congruencia. 
contenida en esta equivalencia es estrictamente más gruesa que la n + 1-nested simulación.
Luego se generaliza el conjunto de operadores para incluir muchos de los operadores unarios 
estáticos usados en sistemas reactivos y se obtiene que ready-simulación [BIM88, Gla90] y 
bisimulación [Par81] son congruencias para ese conjunto. Se demuestra además que la n- 
nested sim.ulación es una congruencia sólo cuando el operador unario es monótono.
Finalmente se introduce una nueva familia infinita de equivalencias semánticas sobre los 
STE, la n-nested ready simulación que posee las propiedades requeridas de congruencia para 
todos los operadores de la clase estudiada. Esta familia es estrictamente más fina que la mayor 
congruencia para estos operadores que está contenida en la n-nested simulación.
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Introducción
En este trabajo nos interesamos en la semántica de sistemas reactivos [Pnu85]. Estos sistemas, 
cuyos ejemplos clásicos son los sistemas de control industrial, manejadores de redes de com­
putadoras y componentes en general de sistemas operativos, se caracterizan principalmente 
por el hecho de mantener una interacción con el ambiente.
No es adecuado representar estos programas por medio de una función o una relación a 
ser calculada, como es el caso en otros sistemas que por ello reciben el nombre de sistemas 
funcionales o relaciónales. Ejemplos de éstos son los programas de cálculo numérico, compi­
ladores y todos aquellos sistemas en los cuales la interacción con el ambiente pueda verse como 
un único punto de entrada de datos y otro de salida. Más aún, como no calculan funciones, 
no es relevante que un sistema.reactivo termine: los sistemas operativos, por ejemplo, nunca 
lo hacen.
Los modelos más usuales de sistemas reactivos están basados en sistemas de transiciones 
etiquetadas (STE) [Kel7G]. Estos son grafos dirigidos en donde los nodos representan estados 
del sistema y las aristas las transiciones entre ellos, etiquetadas por acciones visibles desde el 
exterior en las cuales se basa la interacción del sistema con el ambiente.
La popularidad de los STE se debe a su simplicidad, su clara representación gráfica, 
facilidad de definición de las operaciones que representan los constructores usuales de los 
sistemas reactivos (composición alternativa, composición paralela, comunicación y prioridad 
entre otras) y la existencia de una técnica simple, llamada Semántica Operacional Estruc­
turada [PI0 8 I], para dar semántica sobre los STE a lenguajes de programación (no necesari­
amente reactivos) [IlenOO].
E11 la literatura aparecen muchos lenguajes simples, llamados lenguajes de descripción de 
procesos, propuestos para representar sistemas reactivos. Por ejemplo CCS [MÍ180, Mil89], 
CSP [BHR84, Iioa85] y ACP [BK85, BW90], los cuales poseen semánticas basadas en STE.
E11 general los STE 110 pueden ser usados directamente para, dar semántica a un lenguaje 
porque son demasiado concretos. Esto es, diferencian sistemas que consideramos deberían ser 
equivalentes. Por ejemplo hacen distinción entre los sistemas a y a 4 - a, representados en la 
figura 1 .1 , que, 110 se puede negar, tienen el mismo comportamiento: ambos comienzan ejecu­
tando una acción a y terminan inmediatamente después. Esta idea de “igual comportamiento” 
es la que se usa para dar semántica a los lenguajes. Hay numerosas formas de definir que 
dos sistemas tienen el mismo comportamiento, lo que da lugar a las distintas relaciones de
1
equivalencia entre sistemas, que llamamos equivalencias semánticas.
Figura 1.1: Ejemplo de procesos con el mismo comportamiento
Entonces, para tratar con el problema de bajo nivel de abstracción de los STE, se da la 
semántica en dos pasos. Primero se asocia el sistema a un STE (su semántica concreta) y 
luego se considera el conjunto de STE módulo una equivalencia semántica. De esta manera 
asociamos cada sistema a una clase de equivalencia de los STE: su semántica abstracta. Se 
lian propuesto numerosas equivalencias semánticas en la literatura. Entre las más populares 
se encuentran la equivalencia por trazas [OH83], la failure equivalencia [BHR84] y la bisi- 
mulación [Par81]. U11 extenso estudio comparativo de estas equivalencias puede encontrarse 
en [Gla90] y en [Gla93].
La semántica en dos pasos exige cierto cuidado en el momento de definir los operadores y 
las equivalencias a ser usados. Esto se debe a que, en general, los constructores de los lenguajes 
se describen como operaciones sobre los STE. Para cada equivalencia semántica es necesario 
considerar uno a uno los constructores definidos y verificar si continúan teniendo sentido en 
las clases de equivalencia obtenidas. E11 otras palabras, si tenemos en el STE un operador a 
que representa adecuadamente cierta construcción de un lenguaje y estamos interesados en 
usar la equivalencia semántica ~. Es posible elevar la operación o- definida sobre el STE a la 
clase de equivalencia obtenida a partir de ~?
Para verificarlo es suficiente probar que la equivalencia ~  es una congruencia, para el 
operador rv, esto es: si Q\ ~  Q-¿ entonces ~  0 (^2 )- Esta propiedad también se conoce
como compatibilidad del operador con la equivalencia, e intuitivamente nos dice que si dos STE 
pertencen a la misma clase de equivalencia sus imágenes a través del operador permanecen 
juntas. En otras palabras, dos sistemas equivalentes deben permanecer equivalentes después 
de la aplicación del operador.
Como podemos ver, que la equivalencia elegida sea una congruencia para las operaciones 
consideradas es una condición natural y necesaria para el uso de la misma como equivalencia 
semántica para los STE en un cierto contexto.
Dentro del marco de los STE encontramos una clase de operadores interesante, la clase 
de los operadores de prioridad. La aplicación de un operador de prioridad a un STE consiste 
en la eliminación de las opciones de “baja prioridad” en el momento en que el sistema debe 
elegir entre varias alternativas. E11 las aplicaciones reales es imprescindible usar operaciones 
de este tipo.
Los operadores de prioridad aparecieron por primera vez en la literatura de sistemas 
reactivos en [BBK86]. Formalmente un operador de prioridad está asociado a un orden parcial 
>, el orden de prioridad sobre el conjunto de acciones. Cuando se aplica a un STE, se
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consideran las etiquetas de las transiciones salientes en cada estado y se borran aquellas 
transiciones cuyas etiquetas no son >-maximales.
Una equivalencia semántica particularmente interesante es la bisimulación [Par81]. In­
tuitivamente dos sistemas son bisimilares si pueden participar exitosamente de un refinado 
juego de imitación (en un sentido muy preciso) que permite a los participantes intercambiar, 
en cualquier momento del juego y cualquier cantidad de veces, los roles de imitado e imitador. 
Un proceso propone la realización de una acción y el otro lo imita. Luego pueden cambiar de 
rol y continuar con la imitación.
Se sabe que la bisimulación es una congruencia para los operadores de prioridad [BBK85, 
BBK86]. También que la equivalencia por trazas y la failure equivalencia no lo son [BBK85] 
y que la congruencia mas gruesa para los operadores de prioridad contenida en éstas equiva­
lencias es la ready-trace [BBK85].
Las 7/,-nested simulaciones (para n = 1 ,2 ,.. .), que notamos ^ n, forman una familia in­
finita de equivalencias distintas que son estrictamente más finas cuando n crece. Se extienden 
desde la simulación, coincidiendo con la 1-nested simulación, hasta la bisimulación: Dos STE 
de bifurcación finita son bisimilares solamente si son n-nested similares para un n lo suficien­
temente grande.
Dos sistemas son u-nested similares cuando pueden participar exitosamente del mismo 
juego de la bisimulación cuando el número de intercambio de roles está limitado a un máximo 
de ii — 1.
De la misma manera que la bisimulación y otras equivalencias , la u-nested simulación 
posee una caracterización lógica muy simple [HM85].
Finalmente, es importante el papel que juega la 2-nested simulación en la teoría de 
Semántica Operacional Estructurada. En [GV89] se muestra que esta equivalencia es la con­
gruencia más gruesa, contenida en la equivalencia de trazas completas, con respecto a una 
gran clase de operadores: los que se definen en form.a,to tyft/tyxt.
1.1 C o n tr ib u ció n
En éste trabajo se realiza un estudio más extensivo en cuanto a la congruencia de las dis­
tintas equivalencias semánticas encontradas en la literatura con respecto a los operadores de 
prioridad.
Se tienen en cuenta especialmente los resultados con respecto a la equivalencia ready- 
simulación [BIM88, Gla90], que no aparecen en la literatura y también de una familia de 
equivalencias, las 77-nested simulaciones [GV89], cuyos resultados incitaron a un estudio más 
profundo.
Ya dijimos que la equivalencia ready-trace es una congruencia para los operadores de 
prioridad [BBK85]. Una equivalencia más fina que ésta es la ready simulación. Tal como 
era de esperarse, se muestra que la ready simulación es una congruencia para ellos. Lo que 
resultó completamente sorprendente es que las 7/-nested simulaciones no sean congruencias 
para esos operadores. Esto fue inesperado ya que, a partir de n = 2, éstas equivalencias son 
más finas que la ready-simulación y por lo tanto “disponen de toda la información necesaria” 
para comportarse correctamente con respecto a la prioridad.
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De los resultados anteriores pueden hacerse algunas observaciones inmediatas. La primera 
es que las no pueden ser consideradas equivalencias semánticas, al menos en ninguno de 
los contextos en que la prioridad tenga sentido. Lo mismo sucede con la simulación, que 
es un caso particular de n-nested simulación, cuando n = 1. La última está relacionada 
con la Semántica Operacional Estructurada: el hecho de que los operadores de prioridad 
no sean compatibles con la 2-nested simulación significa que éstos operadores no pueden ser 
representados en form.nto tyft/tyxt,.
A partir de esos resultados es natural preguntarse sobre las equivalencias más gruesas con­
tenidas en las que sean congruencias para los operadores de prioridad. Aquí se demuestra 
que forman una nueva familia, que denominamos n-nested. congruencias (con respecto a la 
prioridad) y se intercalan entre la n-nested y la n + 1-nested simulación.
También parece natural intentar caracterizar alguiia familia de operadores que no sean 
compatibles con la n-nested simulación. Esto puede arrojar luz sobre el porqué de esta in­
compatibilidad. En este trabajo se define una clase extensa de operadores que abarcan muchos 
de los que se usan en los STE. Estos operadores se caracterizan por preservar los estados y 
las acciones y modificar solamente la relación de transición, eliminando o re-etiquetando tran­
siciones. Una transición saliente de un estado se conserva o no (ocasionalmente con otra 
etiqueta) dependiendo de las etiquetas de las demás transiciones salientes. Esta nueva clase 
incluye operadores tradicionales en la literatura tales como los de renombrado [Hoa85, Mil89], 
encapsulamiento [Mil89, BW90], prioridad [BBK8G, BW90] y otros. Los mismos, junto con 
el producto cartesiano de STE, se pueden usar para representar los distintos operadores de 
comunicación que aparecen en la literatura, incluyendo los que se proponen en CCS, ACP y 
CSP, el operador de broadcasting tx¡ [Pnu85] y el propuesto en [CH88, CN94].
Dado que los operadores de prioridad pertenecen a esta clase, no todos ellos son compa­
tibles con ^ n. La pregunta es entonces: cuales son, exactamente, aquellos operadores para 
los que es una congruencia? Y para toda la clase, cuál es la congruencia más gruesa 
contenida en ^ n?
En este trabajo se demuestra que los operadores compatibles con las son exactamente 
los “monótonos” , que son por ello los únicos que podemos escribir en formato ty ft/tyxt. De 
aquí se deduce que se pueden usar las n-nested simulaciones en modelos que contengan sola­
mente los operadores monótonos.
Se define entonces una nueva n-nested congruencia (con respecto a esta clase de oper­
adores) como la congruencia más gruesa para todos los operadores de la clase contenida en 
las Se prueba que esas equivalencias se encuentran intercaladas entre la n-nested y la
n -f 1-nested simulación.
En la búsqueda de equivalencias para la clase de operadores se introduce finalmente otra 
familia infinita de equivalencias semánticas, las n-nested. ready simulaciones, que son variantes 
de las n-nested simulaciones. Se da su caracterización y se demuestra que son congruencias 
para los operadores definidos. Filialmente se muestra que la n-nested ready simulación no 
coincide con la n-nested congruencia sino que es estrictamente más gruesa que ella y estric­
tamente más fina que la n + 1-nested simulación. Esta nueva equivalencia semántica puede 
entonces usarse en modelos en que los operadores definidos tienen sentido.
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1.2 Los resu lta d o s
Los resultados nuevos de este trabajo son:
1. Ready simulación es una. congruencia para los operadores de prioridad.
2. ?>,-nested simulación no es una congruencia para los operadores de prioridad.
3. Al aplicar una serie de operadores de prioridad a dos STE ?>.-nested similares se obtienen 
STE n — 1-nested similares.
4. La mayor congruencia para los operadores de prioridad contenida en es estrictamente 
más fina que y estrictamente más gruesa que ^ n+i.
5. La clase U de operadores definidos es compatible con la ready simulación.
G. Disimulación es una congrue'ncia para la clase U.
7. n-nested simulación no es una congruencia para U.
8. La mayor congruencia para la clase U contenida en es estrictamente más fina que 
la mayor congruencia para la prioridad y estrictamente más gruesa que la ^ n+i.
9. es una congruencia para los operadores de U sii éstos son monótonos.
10. El resultado anterior incluye a las simulaciones.
11. Se define y caracteriza la n-nested ready simulación r ,7 ).
12. ^  /? „ es una congruencia para los operadores de U.
13. La ^  r ,u es estrictamente más fina que la mayor congruencia contenida en y estric­
tamente más gruesa que ^ 7,+ | .
N o ta  1.2.1 De estos resultados, los primeros 4 .fueron publicados en [DEP94b] y los 9 si­
guientes en [DEP94a].
1.3 E stru c tu ra  d el trab ajo
El trabajo está organizado de la siguiente manera:
El capítulo 2 esta dedicado a las nociones básicas y la presentación de la notación. Allí 
se definen los Sistemas de Transiciones Etiquetadas, junto con las equivalencias semánticas. 
Se presenta además una caracterización alternativa de las equivalencias en la lógica HML, de 
Hennessy y Milner.
En el capítulo 3 se introduce la definición formal de congruencia y se presenta la clase 
de los operadores de prioridad. Se analiza la compatibilidad, de los mismos con cada una de 
las equivalencias semánticas definidas en capítulo anterior. Se presentan resultados conoci­
dos junto con los nuevos. No se tratan las n-nested. simulaciones por presentar numerosas 
diferencias con éstos casos.
La se trata en el capítulo 4, en el que se demuestra que la equivalencia no es una 
congruencia para la clase de operadores de prioridad. Se acota el alcance de éste compor­
tamiento “indebido” de las u-nested simulaciones y se define la m.ayor congruencia para la. 
clase de operadores de prioridad incluida en las u-nested simulaciones. Para concluir se da la 
ubicación de la nueva equivalencia con respecto a las equivalencias semánticas conocidas.
La definición de la clase general de operadores, la clase U, se da en el capítulo 5. Allí se 
verifica que los nuevos operadores son compatibles con la ready-simulación y con la bisim.u- 
lación. Se demuestra también que los mismos no son compatibles con y se caracteriza
exactamente el subconjunto de operadores de U que sí los son. Estos resultados se transfieren a 
la simulación que ya se dijo es un caso particular de u-nested simulación. Finalmente se define 
la m.ayor congruencia, para esta clase de operadores contenida en las u-nested simulaciones y 
se da su ubicación con respecto a las demás equivalencias semánticas.
En el capítulo 6 se presenta una nueva familia infinita de equivalencias semánticas: las 
n-nested ready simulaciones. Se demuestra que son congruencias para la clase U y se da el 
ordenamiento final de las equivalencias semánticas en donde se incluyen todas las definidas 
en este trabajo.
Se concluyo con el capítulo 7 presentando algunas consecuencias de estos resultados y 
posibilidades de trabajo futuro.
6
C ap ítu lo  2
Nociones de base
Eli éste capítulo se da la noción de Sistemas de Transiciones Etiquetadas y se presenta la 
sintaxis del lenguaje utilizado. Se definen las equivalencias semánticas que se usan a lo largo 
del trabajo y se las caracteriza según la lógica de Hennessy y Milner.
2.1 S is tem a s de T ran sicion es E tiq u eta d a s
En este trabajo nos interesamos en el comportamiento de los sistemas reactivos. Estos, a dife­
rencia de los programas funcionales o relaciónales, se caracterizan por mantener una constante 
interacción con el ambiente. La interacción con el ambiente se puede definir de diferentes man­
eras, pero básicamente consiste en las acciones del sistema que se pueden percibir del exterior. 
Por eso es que no se pueden representar con una función o una relación que reflejan una única 
entrada y una única salida de datos y en dónde todo el cálculo se realiza internamente.
Se necesita una estructura que permita representar los estados del sistema y las acciones 
(visibles) que llevan de un estado a otro. Para ello tomamos un modelo muy utilizado en la 
literatura: los Sistemas de Transiciones Etiquetadas (STE) [Kel76].
Los STE son grafos dirigidos donde los nodos representan los estados de sistema y las 
aristas las transiciones entre ellos. Estas transiciones están acompañadas por acciones visibles 
desde el exterior.
Definición 2.1.1 Un sistema de transiciones etiquetadas (STE) es mía estructura Q = 
(S ,i,A c t, — ► ) en donde S es un conjunto de estados con estado inicial i, Act es un alfabeto 
de acciones y — >C S x Act x S es una relación de transición. Los elementos (p,a,q) G— >, 
que notamos p -—>q, son las transiciones.
El conjunto de acciones múdales de un estado p G en un STE Q, está definido por: 
lg(p) = (a G Act : 3q G <ST tq p ——> q}. Siempre que quede claro en el contexto usamos I(p) 
en lugar de lg(j>). Decimos que un STE tiene imagen finita, si para todo p G S  y a G Act el 
conjunto {q G S  : p q ]  es finito. En este trabajo consideramos solamente STE de imagen 
finita que denotamos Csi'E-
Un STE como grafo dirigido puede tener ciclos pero en este trabajo sólo se consideran los 
de ramificación finita.
Sea rr G Act* una secuencia de acciones (donde r es la secuencia nula). Definimos — >*C 
S x Act* x S  como la clausura refiexo-transitiva de — >, es decir,
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• p p pura todo estado ¡>
. a (T * no *• si p — > (] y 7——► r entonces p— ► /
E11 general escribimos p-^-*(¡ en lugar de 7 .
2.2 E l len g u a je
A fin de poder presentar fácilmente ejemplos para los STE necesitamos representarlos sintác­
ticamente. Para ello utilizamos un pequeño lenguaje de descripción de procesos muy simple, 
tomado de CCS [Mil80, Mil89]. El mismo nos permite dar una expresión sintáctica a sólo una 
parte de Cs t e > exactamente a los árboles finitos, suficiente en este caso.
Definición 2.2.1 Sean Art un alfabeto de. acciones y a G Act. Considera.ni.os el lenguaje C 
definido por:
s : :=  0 | a.s | s +  .s
También llamamos procesos a los términos del lenguaje.
Cada término o proceso representa un árbol. 0 representa el árbol formado por el nodo 
raíz que 110 contiene ningún subárbol. E11 general escribimos a en vez de «.0.
Dados los procesos .s y I. representamos a.s y s + /. corno en la figura 2.1.
s a. s s +  /.
Figura 2.1: Construcción de procesos
Llamamos acciones atómicas (o pasos) a las constantes a.,b, c, ... de Act.. Cada uno de 
los procesos del lenguaje se corresponde con un STE. Intuitivamente se ve que cada elemento 
del lenguaje es a su vez un proceso. E11 particular 0 corresponde al STE ({/},?', Act., — >), en 
donde I(i) = 0. Con ese proceso representamos la inacción.
El proceso que vemos en la figura 2.2 corresponde al STE {{a.(b -I- c),6 4- r, 0},«.(& +
r ) ,  {a , b, r } ,  {a.(b 4- r )  -^ 4  b + r, b + r —^  0, b 4  c -^ -> 0 }).
2.3 Las eq u iva len cias sem á n tica s
Dijimos que los STE 110 se pueden usar directamente para dar semántica al lenguaje porque 
son demasiado concretos. Diferencian procesos como a y a 4  a (figura 1.1) que se comportan
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a.(l> +  e)
Figura 2.2: Ejemplo de proceso
de la misma manera: ambos comienzan ejecutando una acción a y terminan inmediatamente 
después.
Siguiendo [Mil80] para dar semántica a un lenguaje basta con definir una relación de 
equivalencia entre los procesos o sistemas, identificando aquellos como a y a +  a que tienen el 
mismo comportamiento. En este marco, el “significado” o “la semántica” de un sistema está 
dado por la clase de equivalencia a la que pertenece, que representa su comportamiento. Por 
eso decimos que estas relaciones de equivalencia son semánticas.
En la literatura encontramos muchas equivalencias semánticas [GV89, OH83, BHR84, 
Hoa85, Pnu85, BIM88, Par81, Gla90] definidas para procesos secuenciales de ramificación 
finita. Estas equivalencias surgen de la necesidad de realizar diferencias más o menos finas 
según el caso, dependen así del detalle con que se miran los sistemas. Las equivalencias más 
“gruesas” se fijan solamente en las sec uencias de acciones que puede realizar un proceso y las 
más “finas” examinan detalladamente la secuencia de sus elecciones no dotcrminísticas. Como 
toda familia de relaciones de equivalencia se la puede ordenar por la relación parcial “hace 
estrictamente más identificaciones que” o “determina clases de equivalencia más pequeñas 
que” , siendo la equivalencia por trazas [Hoa85] la más gruesa (la que hace más identificaciones) 
y la bisimulación [Mil83] la equivalencia más fina (la que hace menos identificaciones). De 
esta manera se forma el reticulado de equivalencias de la figura 2.3 (ver [Gla90]), en donde 
~ l — > ~2 si ~ i hace al menos tantas identificaciones como ~2- Vamos a dedicar el resto de 
la sección a la definición de éstas equivalencias, comenzando por las más gruesas.
Una traza de un STE es una secuencia de acciones que éste puede realizar, sin tener en 
cuenta los estados. Decimos que dos STE son equivalentes por trazas si ambos permiten 
observar el mismo conjunto de trazas.
Definición 2.3.1 (Trazas) La secuencia de acciones a G Ae.l* es una. traza del STE  Q = 
(S , /, Aet, — ► ) si existe p € S tal que i -^-*p. Llamamos T(Q) al conjunto de trazas de Q. Dos 
STE, Q\ , Q'2 son equivalentes por trazas (Gi G-¿) sii T(Gi) = T{Q2 ).
Trabajar en un modelo con semántica por trazas significa considerar indistinguibles a dos 
STE que tienen el mismo conjunto de trazas. E11 la figura 2.4 se da un ejemplo de STE 
equivalentes por traza: T(Q\) = {a,al>} = T(G‘2)-
Esta equivalencia se puede refinar exigiendo que se consideren solamente las trazas com­
pletas: aquellas que llevan a estados p tales que I (p) = 0.
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bisimulación
1
//-nested simulación
Figura 2.3: Reticulado de equivalencias semánticas
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Figura 2.4: STE equivalentes por trazas
D efinición 2.3.2 (Trazas com pletas) Una traza, a £ Ac.t* del STE  Q =  (S, i, Ac.t, — ►) 
es completa si existe, p £ S tal que i p y I(p) = 0. Llamamos TC(G) al conjunto de 
trazas com.pletas de. Q. Decimos que. dos STE, G\,Gi son equivalentes por trazas completas, 
(G\ =TC G'l) sii TC(Qi) = TC(G‘¿).
Los STE de la figura 2.4 no son equivalentes por trazas completas ya que a £ TC(G2) y 
a £ TC(Gi). Si, en cambio, lo son los STE de la figura 2.5 (TC(G\) = {ab,ac} = TC(G2))-
Más fina es la equivalencia, por falla o failure equivalencia [BHR84, Hoa85]. Para definirla 
se usan los pares failure formados por una traza y un conjunto de acciones, llamado conjunto 
failure. Intuitivamente un conjunto de; falla contiene las acciones que un estado no puede 
realizar.
Definición 2.3.3 (Failure) El par < rr, X  >£ Act.* x P(Ac.t) es un par failure de un STE
Q =  (S,i,A<:1., --- >) si. existe y> £ S tal. que i, p y I(p) H X  = 0 .  Sea F(G) el conjunto de
pares failure de G■ Dos STE  G\ , G¿ son failure equivalentes (G\ = f G'l) sii. F(G i) =  F(Gi)-
Vemos que los STE G\ y Gi de la figura 2.5 no son equivalentes por failure porque
ai{b +  r) ab +  ac.
Figura 2.5: STE equivalentes por trazas completas
<  a , {ft} > £  F (Gl) A <  a , {/>} > £ F(G\)-
Para refinar aún mas las equivalencias podemos incorporar la idea de observaciones com­
pletas a la idea de failure, obteniendo las failure-trace, o trazas de fallo. [Phi87], formadas por 
secuencias de pares traza-conjunto failure.
11
» ,  /  / üJ i , < (T jnMas aun, usamos p — > q para denotar p\ — > p2 ■ . .pn- \  — ► Vn, con iv =<  rr\t X \  >
• • • < (Tint X m > •
Definición 2.3.4 (Failure-trace) uj £ {Act* x P{Act))* es una traza de failure de un STE  
Q = {S, i , Act, — ► ) si existe q £ S tal que i. q y I(q) = 0. Sea FT{Q ) el conjunto de failure- 
traces de Q. Dos STE  Q\, Q-¿ son failure-trace equivalentes (Q\ = j?p Q2) sii FT{Q\) =  FT{Q2)•
E11 la figura 2.6 vemos un ejemplo de STE failure-trace equivalentes. Allí se puede observar 
la failure-trace < a, {r} >< l>, {a,b} >.
ab -f ac ah + a{h + r) ac
Figura 2.6: STE failure-trace equivalentes
Note que la secuencia de pares < a, {a, !>} >< a, X  > no puede darse nunca como failure- 
trace de un STE. El conjunto failure {a, h} implica que a no es una acción qüe pueda realizar 
el STE después de realizar la secuencia o .
Una equivalencia más fina que la anterior es la ready equivalencia [OH83]. Es en algún 
sentido simétrica a la failure-trace, considerando pares formados por trazas y conjuntos de 
acciones que sí pueden realizarse.
Definición 2.3.5 (R eady) El par < a ,X  >G  Act* x P{Act) es un par ready de un STE
Q = (S , i ,A c t , --- >) si existe p £ S tal que i - —>p y l(p) = X . Sea. Re{Q) el conjunto de pares
read.y de Q. Dos STE  Q\,Q2 son read,y equivalentes (Q\ = pe Q2) sii Re{Q\) =  Re{Q2).
La ready equivalencia es incomparable con la failure-trace equivalencia, ésto es, dos STE 
ready equivalentes 110 necesariamente son failure-trace equivalentes y viceversa (ver el reticula- 
do de semánticas en la figura 2.3). E11 la figura 2.6 podernos ver, con el par ready < >,
que los STE failure-trace equivalentes no son ready equivalentes: < ", {&,'•} > € R(j[Q2) A < 
a,{h,c} > ^ R (J.{Q\). Un ejemplo de STE ready equivalentes se puede ver en la figura 2.7. Los 
misinos no son failure-trace equivalentes porque: < ", {/} >< ", {"} > < d,0 >£ FT{Qi) y 
< " ,{ /}  ><  ", {"} >< d,0 >£ FT{G2).
De la misma manera en que obtuvimos la failure-trace equivalencia a partir de la failure 
equivalencia podemos definir una equivalencia ready-trace [Pnu85, BBK85]. Esta equivalencia, 
mas fina que la ready equivalencia y que la failure-trace equivalencia, se define a partir de 
secuencias de pares traza-conjunto de inicios.
XPara definir la ready-trace equivalencia definimos p > q, con X  C Act sii p =  qAI{p) = X ,
además de p (j sü p _ Est o recarga aún mas el uso de la relación — > pero
creemos que el significado sigue siendo deducido fácilmente del contexto.
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a ( c d  + b) + a(c<: + /) a(ce + b) + a ( r d  + /)
Figura 2.7: STE ready equivalentes
Definición 2.3.6 (R eady-trace) uj G (Act* x P(Act))* es una ready-trace de un STE  Q =
i, y4r A, --->) .S7 existe q G LS' tal. que i <¡ y 1 (q) = 0. ó’ea RT(Q) el conjunto de ready-traces
de Q. Dos STE  QuQ'2 son read.y-trace equivalentes (Q\ = r t  Q'i) ET(Q\) =  RT(Q2)-
Los STE de la figura 2.7 no son ready-trace equivalentes, basta tomar uj =  < a, {/>, c) > < 
r, {d} > y ver que u> G R.T(<j\) y u ;^  RT(Q>¿)- Dos STE ready-trace equivalentes se pueden 
ver en la figura 2.8.
Figura 2.8: STE ready-trace equivalentes
Una semántica mas fina aún, no muy frecuente en la literatura, se obtiene a partir de la 
equivalencia de futuros-posibles [RS81]. Los futuros posibles de un STE están dados por un 
conjunto de pares traza-conjunto de trazas, en donde el conjunto contiene todas las continua­
ciones que se pueden originar a partir de la traza original.
Definición 2.3.7 (Futuros-posibles) Sea Q = (S ,i,A ct. ,— >) un STE  y a G Act*. Defi­
nimos F P (Q ) corno el conjunto de pares < a ,T  >, tal que 3p G S tal que i. p y T  = 
T C ((S ,p , A c t, — ► )). Dos STE, Qi ,Q2 son equivalentes por futuros-posibles (Q\ =f p  Qi ) 
FP(G i ) = FP(Q2).
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Sea Q = (.V, i, Act, — >) un STE  y a £ Act* una traza tal que i - —*p. Definimos el conjunto 
TF(p) = {0 : p —^ q  A I(q) = 0} y llamamos FP{Q) al conjunto de. pares < <r,TF{p) >. Dos 
STE, Q\,G‘2 son equivalentes por futuros-posibles (G\ = fp  G2) sii FP{Qj) =
Los STE Q\ y Gi de la figura 2.9 son equivalentes por futuros-posibles. No así los Q\ y Q2 
de las figuras 2.8 y 2.7, que demostramos con los pares < a, {bc,bd.} > y < a, {cd,b} >.
ca(b +  c) + cab + cae ca(b + e) +  cab -j- c(a.b + ac.) + cae.
Figura 2.9: STE equivalentes por futuros-posibles
Las equivalencias restantes se definen a partir de distintas variantes de un juego de imita­
ción. Dos STE serán equivalentes cuando puedan resolver exitosamente el juego de imitación 
propuesto.
Intuitivamente un STE simula a otro cuando es posible encontrar una estrategia que 
permita a un STE imitar la evolución del otro: cuando este último ejecuta (o “propone”) 
una acción el primero lo imita realizando la misma acción, llegando a un estado que simula 
el estado al que llegó el anterior. Esta estrategia, llamada simulación [Par81], consiste en 
un conjunto de pares de estado (p, q) donde q puede imitar (en un sentido muy preciso) las 
evoluciones del estado p. Dos STE serán similares cuando se puedan encontrar estrategias 
para que cada uno simule al otro.
Al pedir que dos procesos se identifiquen cuando son similares obtenemos una semántica 
más fina que la de trazas, aunque incomparable con las demás vistas hasta ahora (ver la 
figura 2.3).
Definición 2.3.8 (Sim ulación) Sca.n G\ = {S1 , i \ , Act., — > j ), Cr¿ = (S‘¿, «2 » Act., — >2 ) € Cs t e - 
Una. simulación R  C S i x S2 de Q\ en Q-¿ (R. : Gj^ G 2) es una 1 elación binaria, que. satisface 
HRÍ2 V, P<¡ra p £ S \,q  £ ¿>2,
si. pltq y p --- »1 p , entonces dq : q --- >2 7 1JP R-7
Un STE  Qi es simulado por G2 (GiS.G‘2) si existe R. : G \<^rG2- Decimos que. Gl y G2 son 
similares (G\ ^  G2) sii G\Sz,G2 y G‘i£ rG\-
Esto es, dos STE son similares cuando es posible encontrar una estrategia para que cada 
STE imite al otro. Estas dos estrategias no son necesariamente la misma (esto es una la
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inversa de la otra), el par {p,q) en una de ellas significa que q puede imitar a p pero no 
necesariamente p puede imitar a q: los roles de imitado e imitador no son intercambiables.
Los STE Q\ y Q-¿ de la figura 2.8 no son similares. Q\ puede imitar al STE Q2 pero Q2 no 
puede imitar a Q\. Cuando Q\ realiza la acción a 110 se sabe si luego va a realizar be o bd. 
Así Q2 110 sabe como imitarla. No importa cual es la acción a que Q2 realiza, siempre Q\ va a 
poder proponer una acción que 110 va a poder ser imitada.
En la figura 2.10 vemos dos STE Q\ y Cr¿ que son similares. Usando la relación de identidad 
entre los estados id  C ,S'| x podemos escribir ambas estrategias de simulación: R \ = 
Id U {{a{bd + cd,), a{bd + ed) + acd)) y R‘¿ = Id U {{(¡.{bd + cd), a{bd + cd) + acd), {bd +  cr/, cd)). 
R\ : Gl£,G2 .Y H‘2 '■
Figura 2.10: STE similares
Otra equivalencia que aparece con frecuencia en la literatura es la ready-simulación. [BIM88]. 
Consiste en un refinamiento de la simulación, en donde se pide la preservación de las acciones 
iniciales para los estados que se simulan.
Definición 2.3.9 (Ready-sim ulación) Sean G\,G2 £ C-STE- Una. ready-simulación R  C 
S\ x S 2 de Qi en Q2, notación R : G \^  I1G2 , es una simulación R. : G \^rG2 que satisface 
Vp G S \ , q G ¿’2 -' si pRq entonces 1 (/;) = l{q).
Un STE  Q\ es ready-simulado por notación sr existe R. : G\SztrG2- Decimos
que Q\ y Q2 son ready-similares, notación Q\ ^  p Q2 sii Gi ^ r G'2 y G‘2 ^  llGi •
La ready-simulación exige que el conjunto de acciones iniciales sea el mismo en los dos
STE simulados y, del mismo modo que en simulación, no se permite el intercambio de roles. 
La ready-simulación se encuentra entre la simulación (los STE Q\ y Q2 de la figura 2.10 son 
similares pero no ready-similares) y las u-nested simulaciones.
Volvamos al juego original do simulación. Si modificamos sus reglas de manera de permitir
el intercambio de roles en cualquier momento de la imitación obtenemos una equivalencia mas 
fina que la anterior, la bisimulación [Par81]. Este intercambio, de imitado e imitador, puede 
realizarse tantas veces como se desee a lo largo del juego: un STE propone una acción y a 
continuación, después de imitar la acción, el otro STE es el que propone. Para obtener una 
bisimulación alcanza con pedir que una simulación sea la inversa de la otra, en el sentido de
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que cada par (/>, q) significa q simula p y p simula a q. La bisinmlación es la equivalencia más 
fina que vamos a analizar en este trabajo.
Definición 2.3.10 (Disimulación) Sean G\,G2 G Cs t e ■ Una bisimulación R C S\ x S 2
entre. Q\ y Q2 , notación R : Gx ±± Gj es una relación binaria que satisface R : Q\ ^  Q2 y 
R ~ l : G2^G\-
G1 y G2 son bisimilares, notación G\ —  G2, sii existe R : G1 ±± G2-
E11 la figura 2.3 se ve que la bisimulación es una equivalencia estrictamente mas fina que la 
simulación. Efectivamente, en la figura 2.10, vemos dos STE similares que no son bisimilares. 
E11 la figura 2.11, en cambio, observamos dos STE bisimilares. No es difícil obtener la relación 
R. que lo demuestra: /?. = Id U {(aab} a{ab + a.b)), (ab, ab + ab) }.
G1
a
a
G2
a
b b b
aa.b a(ab + ab)
Figura 2.11: STE bisimilares
Las equivalencias que más nos van a interesar en este trabajo conforman una opción 
intermedia a las vistas. Se las conoce como a.-nested simulaciones, que forman una familia 
infinita ubicada entre la simulación y la bisimulación. A lo largo del .juego de imitación 
se permite un número fijo de cambios de roles. Para cada u, surge la noción de n-nested. 
simulación [GV89] en donde los roles de imitado e imitador pueden ser cambiados a lo sumo 
11 — 1 veces.
Definición 2.3.11 (?/-nested sim ulación) Sean Gi ,G'2 £ Cs t e • Una n-nested simulación
R. C S\ x ¿ 2  de Gj en G2> notación R : G\Sz,nG2, es una. relación que satisafa.ee:
R '■ G \^ oG2 sii i\R.Í2
R : Gi5=rn+\G2 fdi R '• G]^G/2 A 3Q : G2^nG\ ron R ~ l C Q
Gi es u-nested simulado por G2 , notación Gi^nG2, si existe R. : G\<fzrn,G2- G\ y G2 son 
/j-nested similares, notación G\ G2, sii Gi£irnG2 y G2^nG \-
N ota: La 1-nested simulación ( ^ 1) coincide con la simulación ). ■
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Ejem plo 2.3.12 ([GV89]) Veamos que. los STE  de la figura 2.12 son 2-nested. similares. 
Para, eso damas relaciones R.2 , R \ y Q¿,Qi tales que R 2 : Gi ^ 2Q‘2 V 0,2 '• G2^2Gl- 
Siendo Id la identidad entre estados, construi.m.os:
R¿ =  Id U {(a(a.(b +  r) +  ab), <i,(a(b +  e) +  ab) +  aa(b +  r))}
R.\ =  R-2  ^ U {(f/(b -J- r), a{b +  f:) +  °d))}
Q2 = R i
« l = g . J 1U{(/),6 +  r)}
Se puede ver fácilmente que éstas relaciones cumplen con las condiciones de la definición. 
En la próxima, sección vem.os que éstos <j\ y G2 7)0 son 3-nest.ed similares.
Las r»,-nested simulaciones forman una familia infinita de equivalencias. Para cada natural 
n obtenernos una equivalencia diferente, mas fina cuando n crece, y todas ellas estrictamente 
mas gruesas que la bisimulación (los STE de la figura 2.12 110 son bisimilares). Los STE del 
ejemplo 2.3.12 resultan sumamente interesantes ya que a partir de ellos se puede obtener, para 
cada n, un par de STE 7/-nested similares:
E jem plo 2.3.13 En [GV89] se generalizan los STE  Q\ y G2 del ejemplo 2.3.12 paro, obtener 
G\ y @2 , tales que Q\l Qlf y G \^ n + 1 G‘¿ , para n > 2. Esos STE  se obtienen a partir de 
los términos sn y l.n de la siguiente fi.gura.
•sn4-l *n *2 •‘>'1 •‘>'0 b
l-n+\ tn t. 2 / |  t o
los cuales se definen, para, n > 0 por:
.so =  b /-O =  h +  c
.sn _|_ { =  a-.t-n t-n-1-1 =  u .s n  +  a.t.fi
Más adelante se demuestra, que G\l ^ n+1 G‘¿ ■ 
N ota: Para n > 2 ,  ±± C ^„+1 C C - / ? . C  i
2.4  L óg ica  H M L
En el marco de una lógica, la semántica de un proceso se define como el conjunto de fórmulas 
de la lógica que éste satisface. En este trabajo nos interesamos por las equivalencias semánticas 
de la familia de la simulación. Por eso es que definimos la lógica de Hennessy y Milner que nos 
permite caracterizarlas. Es en éste marco es que se realizan la mayoría de las demostraciones 
sobre los procesos.
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Definición 2.4.1 (Lógica HM L [HM85]) Dado un alfabeto {a,/;,...} , definimos el con­
junto Ch m l  dp fórmulas de la lógica de Hennessy y Milner (HML) mediante la siguiente 
gramática:
<¡> : :=  T  | 0  A 0 | -10 | (« )0
Damos ahora una relación que indica cuando un proceso o estado satisface una fórmula. 
La misma responde al significado intuitivo del lenguaje:
Definición 2.4.2 (Relación de satisfacción) Sea. p £ S un estado de un proceso. La 
relación de satisfacción |= C  S x C¡¡ML s<> define de la siguiente manera:
• p f= T , para, todo p.
• p (= ip a  '0 su v N v7 v p N V-* •
• P -Iip sii p \ £  (f.
• ]) \= (a.)ip sii existe q £ S tal que. p q  y q |= ip.
Dado un conjunto de fórmulas definimos ahora la idea de “equivalencia inducida” . Si tene­
rnos un conjunto x de fórmulas decimos que dos procesos son equivalentes bajo la equivalencia 
inducida por cuando satisfacen exactamente las mismas fórmulas del conjunto. Nosotros 
vamos a tomar subconjuntos del conjunto de fórmulas HML y vamos a considerar las equiva­
lencias inducidas por ellos.
Definición 2.4.3 (Relación de equivalencia inducida por una lógica) Sean Gu&2 6
Cs t e  V sea. x C Ch m l  un conjunto de fórm.ulas HML. Con ~-y denotarnos la relación de 
equivalencia, en Cs t e  inducida, por el conjunto y:
rlp f
Q\ Q'l <=> (V0 G X : M 1= 0 ^  >2 1= (J>)
En dónde i.\ e. i2 corresponden a. los estados iniciales de y Q'i- Llamamos equivalencia 
X-fórmula a. ésta, relación.
N ota: E11 general abusamos de la notación y usamos 0  h  </) significando / |= 0, en donde i. 
corresponde al estado inicial de C/. ■
Si tomamos, por ejemplo, el conjunto completo Ch m l  Y consideramos la equivalencia 
inducida por él obtenemos exactamente la bisirnulación [HM85]. Esta caracterización fue la 
que dió origen a todas las demás.
Teorem a 2.4.4 (Bisirnulación en HM L) SeanQ 1 ,^ 2  € Cs t e , deim.agenfi.nita. G\ <-» C7g 
£ 1  ~C„ML $2
Para caracterizar la familia de las í/.-nested simulaciones se restringe el conjunto de fórmulas 
HML, limitando la anidación de los símbolos -1 [GV89].
Definición 2.4.5 Para, todo n £ N definirnos el. conjunto Cn de fórm.ulas HML de la. siguiente 
rna.ne.ra:
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• £ q es vacío
• Cn+i esta, dado por la gramática. 0  ::= T  | 0  A 0 \ {a)<¡> \ ->i¡) (para. 0  € Cn)
Si uno piensa (letenidanieiite en el significado de los símbolos de negación en las fórmulas 
se da cuenta de que sus ocurrencias están fuertemente relacionadas con los cambios de roles 
que se realizan en el juego de imitación. Note que el conjunto de fórmulas Cn coincide con las 
fórmulas de HML con a lo sumo u — 1 símbolos -< anidados. Esto es, se permiten a lo sumo 
n — 1 cambios de roles.
N ota: Para cada n, Cn C Cn+-\. m
De esta malicia, restringiendo las fórmulas de HML a las Cn , obtenemos un resultado 
similar al teorema 2.4.4 para las u-uested simulaciones en HML [GV89]:
Teorem a 2.4.6 (u-nested sim ulación en HM L) Sean Q\ y C/2 STE de imagen finita, y 
n G N . Qi G‘2 Q\ ~£„ Q‘¿
Inmediatamente de la definición de u-nested simulación y el teorema anterior obtenemos 
la caracterización para la simulación.
C orolario  2.4.7 (Sim ulación en HM L) Sean Q\ y C/2 STE de imagen fi.n,ita. Q\ í/2 <=> 
Q\ ~£i Q2
Para dar la caraterización de la ready-simulación es necesario extender el conjunto Ch m l  
de fórmulas HML [BIM88, Gla90]. Necesitamos una manera de verificar que los conjuntos de 
inicios sean iguales.
Definición 2.4.8 (Extensión de HM L para  ready-sim ulación) Dado un. alfabeto de ac­
ciones Act. y A £ A ct, definimos el. conjunto Cf¡ de fórmulas HML mediante la. siguiente 
gramática:
0  ::= T  | 0 A 0  | A | (u )0
Para, la nueva, fórmula, A darnos la. relación de satisfacción: p \= A sii l(p) = A.
Ahora sí podemos dar la caracterización de la ready-simulación a partir del conjunto Cr  
de fórmulas HML.
Teorem a 2.4.9 (Ready-sim ulación en HM L) Sean los STE  Q1 y Q<¿ de im,a,gen finita. 
Q\ ^ r Q Q \  ~CR O2
A continuación vamos a mostrar como se realizan las pruebas en este formalismo. Veamos 
un par de demostraciones de procesos que satisfacen o 110 una serie de fórmulas.
Lem a 2.4.10 Sea. f  £ C\, tal. que f  = {a){(b)(c)T A (b)(d.)T) y sean Q\ y Q2 los STE  de la 
figura. 2.8. Entonces Q\ \= f  y Q2 f  ■
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D em ostración: En el caso del primer proceso: Q\ (= /  a(b<: + bd) (= (a.)((b)(c)T A
(b)(d)T) be + bd |= (b)(c)T A (b)(d)T <= be (= (b){e)T A bd |= (b)(d)Tc. \= (e)T A d (= (b)T.
Además Q2 f  abc + a.bd\¿ (a)((b)(<)T A (b)(d)T) & bc\fi ((b)(e)T A (b)(d,)T) A bd, 
¥  W { r ) T  A (b)(d)T) «  (be. ¥  (b)(r)T*b<- \¡t (b)(d)T) A (bd ¥  (b)(e)Tt>bd ¥  (b)(d)T) <¡= be ¥  
(h )(d )T M ,d ¥  <■¥ ( d ) T \ d ¥  (e)r. •
Cuando consideramos el conjunto extendido de fórmulas £/? encontramos algunas diferen­
cias en las demostraciones, aunque no se presenta ninguna dificultad. Veamos un ejemplo:
Lem a 2.4.11 S e.a f  G C ¡i,f = («){<•} y .sean Q\ y los STE  n-ne.sted sim.il.ares del ejem­
plo 2.10. Entonces Q<¿ f= f  y Q\ f .
D em ostración: Q\ /  O  a(bd. + cd) ("){' } <=> bd. + cd {r}. El proceso bd, + cd. no 
satisface al conjunto { r }  porque i(bd +  cd) = {b,c} ^  {c } .
í/2 [= /  ^  a(bd. +  cd.) +  acd. |= ( a ) { r |  <=> a(bd +  cd) |= (a ) {c }  V acd (= ( a ) { r )  <= acd \= 
(<'){•■} & <-d |= { / }. ■
Veamos ahora como se demuestra en este marco que dos procesos no son equivalentes. Por 
ejemplo demostremos que dos procesos 110 son bisimilares. En primer lugar buscamos una 
fórmula del conjunto Cjjm l tal que sólo la satisfaga uno de los procesos.
Lem a 2.4.12 Sean Gi y l()S STE  del ejemplo 2.3.12 y sea f  G Ch m l  : /  =  (a)~'(a)~'(<:)T . 
Entonces G2 \= f  l lG l& f-
D em ostración: f  ^  a.(a(b + <) + ab) (a)->(a.)->(c)T <=> a(b + r:) -f a.b ->(a)-i(c)T
<=> u(b + c) + ab |= (a)-i(c)T a { b c) |= (a)-*(c)T V ab (a)-i(c)T 4= ab |= (a)->(c)T <=> b |= 
-•(c)T & b\¿ (c)T.
G2 t= /  &  n(a(b-\-c)-\-ab) + aa(b-\-c) (= (« ) - i( r / .) - i( r )T  <=> a.(a(b + c) + ab) (a)-i(a)-i(c)T V
aa(l) +  c) |= (o)-'(o)-i(c)T 4= u(l> +  r )  |= -<(a)-<(c)T a(b-\-c)\^ (a.)~i(c)T <=* b +  c - i( c )T  <í=>
b +  c |= (c)T <= c (= (c)T. m
Ejem plo 2.4.13 Continuemos con los STE  del ejemplo 2.3.12. Sabemos que la fórmula f  =  
(o)~'(a)-i(c)T G Ch m l - A partir del lema, anterior usamos el, teorema. 2.4-4 para, dem.ostram.os 
que Q\ y G2 no son bisimilares. Además usa,m,os el teorem.a. 2-4-6 para, ver que los procesos ni 
siquiera, son Z-nested sim.il.ares porque f  G £ 3 .
De la misma manera vamos a demostrar que los STE 7/,-nested equivalentes del ejem­
plo 2.3.13 no son n + 1-nested equivalentes. Nuevamente en un primer paso vamos a encontrar 
una fórmula que sólo es satisfecha por uno de los procesos.
Lem a 2.4.14 Sea f n+\ € Cn 4 - 1 la fórmula HML obtenida, a. partir de: f \  =  (c)T y f n + 1 = 
(a)~'fn V sean G\ , G2 o^s $TE  del ejemplo 2.3.13. Entonces Qlf (= f n + 1 y G\\fi fn+1-
D em ostración: Por inducción sobre n:
(caso n =  1) G¡ <=> a(b + r) (a)^(c)T & b - c,\¿ —i(r)7’ & b + t: |= (r)T .
Además N ¡2 ^  a.b + a(b + c) \= (a.)-i(c)T & ab (a)~'(c)T V a(b ■+■ c) f= (a.)->(c)T <= 
b [= -<(<:)T & b\¿ (c)T.
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(caso n > 1) Q™ f n + 1 <í=> aC¡2 ' M ("H /n  & G% 1 M _,/n =^> Í/J 1 N /ni verdadero por 
hipótesis inductiva.
Finalmente C/.” N /n+i <=> «£7” _l +  " l/ J - 1  h  (a)^fn ^  f= (<¡)~lfn V «É/J'- 1  N
('O-1/™ <= É/ ” - 1  1=  _l/n ^  È/™ - '1 M /tu que es verdadero por hipótesis. ■
Ejem plo 2.4.15 Tornamos ahora, los STE Q™ y 0% del ejemplo 2.3.13. A partir del teo­
rema. 2.4.6, usando el lem.a. anterior, obtenemos que Qr{ ^ n+l Q'¿- Com.o f n+l € Ch m L 
sabem.os adem.ás que G” Ql¿ .
De la misma manera se demuestra que dos ST E 110 son similares o ready similares:
Ejem plo 2.4.16 Dada, la fórmula f  =  (a)((b)(c)T A (b)(d,)T) 6  C\ y el. lem,a. 2.4-10 se ve que 
los STE  Q\ y Q-¿ de la, fi.gura. 2.8 no son similares. Y, finalmente, usam.os f  = (a) {r:} £ Cp 
junto con el lem.a 2-4-11 para, probar■ que los STE  Q\ y de la. fi.gura 2.10 no son read.y- 
sirnilares.
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a (a (b 4- r)  +  <ib) a(a(b  +  r )  +  <ib) +  aa(1> +  c)
Figura 2.12: STE 2-uested similares
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C ap ítu lo  3
Las equivalencias semánticas como 
congruencias para los operadores 
de prioridad
En este capítulo se definen formalmente los operadores de prioridad y la noción de congruencia. 
Se muestra que las únicas equivalencias semánticas vistas que son congruencia para esos 
operadores son: ready-trace, ready-simulación y bisimulación. Se deja la 77.-nested simulación 
para ser analizada en el capítulo siguiente porque presenta numerosas diferencias.
3.1 O p erad ores de prioridad
Una clase de operadores bastante habitual en la literatura de STE es la clase de los operadores 
de prioridad ()> [BBK85, BBK8G, BW90]. Otros operadores que aparecen frecuentemente y 
se van a mencionar más adelante son los de renombrado y ocultamiento. En este trabajo 
se sigue la metodología tradicional de verificación de compatibilidad de un operador con las 
equivalencias semánticas. Elegimos para ésto la clase de los operadores de prioridad y damos 
resultados nuevos en cuanto a la compatibilidad de los mismos con respecto a varias de las 
equivalencias vistas.
Cada operador de prioridad 0> está asociado a un orden parcial > en el conjunto de 
acciones AH. Esta relación, en dónde a > b significa que a tiene prioridad sobre b, cumple 
Va, b £ AH:
• (l > b Y h " implica a = h,
• (l > b y b > c implica a > <■.
E11 un STE se le da prioridad a cada transición a partir de la acción que la etiqueta. 
La aplicación de un operador de prioridad a un proceso consiste en la eliminación de las 
transiciones de “baja prioridad”, dejando sólo las >-maximales. Esto es, para cada estado del 
STE se considera cada transición saliente y se conserva solamente si 110 hay una trancisión 
mas prioritaria que ella.
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Definición 3.1.1 (O peradores de p rioridad) Dado un STE G = (S ,i,,A ct, — >) defini­
mos, para rada orden parcial, > en A< ( , un operador de prioridad 0> : Cs t e  —* CsTE 
que:
0>(S, i, A c t ,--- 0 = {S, i, AH, { ¡ ^  q : p q A Vfr € l{p), b Í> a})
Cuando no da lugar a confusiones usamos 0 en vez de 0>.
En el siguiente ejemplo vemos el resultado de la aplicación de un operador de prioridad a 
un STE.
Ejem plo 3.1.2 Sea Q = (S ,i,A < l, — >) el STE  de la fi,gura 3.1. Consideremos en Act, el 
orden parcial >= [a > d, b > c, f  > g } ;// y el operador de prioridad obtenido a, partir de él. 
A sí obtenemos el 0>(Q) de la misma fi,yura.
"(K / + !l) + + df) a(bf + df)
Figura 3.1: Aplicación del operador de prioridad
Es importante tener en cuenta que en 0>(G) sólo se eliminan las transiciones y los conjuntos 
de estados y de acciones se mantienen. De todas formas, por una cuestión de comodidad no 
dibujamos los estados que quedaron aislados en el STE resultante.
3.2  C o n g ru en c ia
Si se trabaja con un modelo en particular y se quiere introducir un nuevo operador es natural 
preguntarse por los resultados de congruencia de las distintas equivalencias semánticas. Esto 
es, antes de utilizar el operador debemos asegurarnos de que es compatible con las equivalen­
cias elegidas.
Esta situación es similar a cuando se tienen dos implementaciones de una misma función de 
un sistema. Como responden a una misma especificación resulta lógico querer intercambiarlas. 
Es de esperar que el sistema no se vea afectado por este cambio, es decir que sea equivalente 
al inicial.
Definición 3.2.1 (P recongruencia) Dados Q\,Qi  G Cs t e > decimos que un preorden C es 
una. precongruencia de Q \ en G¿ para, el operador rv : CsTE Cs t e  S77- Gi^zGi =► n (G i)~n (G2)-
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Definición 3.2.2 (C ongruencia) Dados Q],Q2 £ CsTE, decimos que una equivalencia «  es 
una. congruencia para el. operador o : Cs t e  Cs t e  Q\ ~  O2 =>■ o(C?i) ~  o-(^2 ) •
Decimos que una. equivalencia. ~  es una, congruencia, para, una, clase de operadores sii ~  
es una. congruencia, para, todos los operadores de la, clase.
N ota: Sea C un preorclen tal que es una precongruencia. La equivalencia definida por éste 
(« =  C y C  ') es una. congruencia. ■
3.3 E q u iva len cias no p reservad as por el op erad or d e p riori­
dad
En esta sección presentamos los resultados negativos sobre la compatibilidad de los operadores 
de prioridad con respecto a trazas, failure, failure-trace, ready, futuros posibles y simulación, 
algunos de los cuales ya han aparecido en la literatura (ver [BBK85]). Estos resultados son 
todos negativos ya que ninguan de estas equivalencias es una congruencia para la clase de 
o]»oradores de prioridad.
Para demostrar que una equivalencia semántica «  110 es una congruencia para la clase de 
operadores de prioridad basta con encontrar dos STE equivalentes (Gi,G2 €  Cs t e  y  Q\ ~  G2) 
y un orden parcial > sobre Acl tales que 0>(G2)- Una demostración afirmativa, en
cambio, es un poco mas laboriosa.
Teorem a 3.3.1 La, semántica por trazas no es una. congruencia, para, los operadores de prio­
ridad.
D em ostración: Sean Q\ y C}2 l°s STE de la figura 3.2. Tenemos que T{Q\) = {a,ab,ac} = 
T((/2 ), entonces Q\ =t  Q2 • Definimos el orden parcial > =  {b > c} y calculamos 0>{Q\) y 
Q>{G‘2) (ver nuevamente la figura 3.2). Observamos que 7'(0>(í?i)) = {a,a.b} ^  {a,ab,ac} = 
T{0>(g2)). Por lo tanto 0> {G i)^r  ^>(^2 ))- ■
Teorem a 3.3.2 La. semántica por trazas completas no es una. congruencia, para, los operadores 
de prioridad.
D em ostración: Ya vimos en la sección anterior que los STE de la figura 3.2 son equivalentes 
por trazas completas: TC{G\) = \ab,ac} = TC{G2)- Pensemos ahora en la demostración 
del teorema 3.3.1. Allí aplicamos un operador 0> con el que obtuvimos STE que no eran 
equivalentes por trazas. La equivalencia por trazas-completas es mas fina que la de trazas, 
por lo tanto esos mismos STE 110 son equivalentes por trazas completas. Efectivamente 
TC(fí(Gi)) = {ab,ac} ^  {ab} = TC(0(G2)). Y esa misma prueba nos sirve para demostrar el 
teorema. ■
Teorem a 3.3.3 La, semántica, por failure no es una, congruencia, para, los operadores de prio­
ridad.
25
a(b + r) ab -f ar
0>(Qi)
Figura 3.2: Trazas no es 1111a congruencia para 0>.
D em ostración: Sean Q\ y Q‘¿ los STE de la figura 3.3. Sabemos por 2.7 que Q\ =ne Q2 
entonces Q\ =/? G-¿- Definimos el orden parcial > =  {/ > c} y obtenemos a partir de él los 
STE 0{G\) y 0{G'¿) la misma figura.
Usamos el par failure < ar, {r} > para demostrar que los STE resultantes no son failure 
equivalentes: se ve fácilmente que < ar, {r:} >£ F(0(Q i ) ) A  < ar, {r} F(Q{G2))- Por lo
tanto 0(C7i) ^ f ■
Usando los mismos STE de la demostración anterior obtenemos el resultado para la ready 
equivalencia.
Teorem a 3.3.4 La semántica por ready no c.s una congruencia para los operadores de prio­
ridad.
D em ostración: Sabemos a partir de la definición de ready simulación que los STE Q\ y 
G‘2 usados en el teorema 3.3.3 son ready equivalentes (Q1 =n.e G'i)- Al aplicar el 0 del mismo 
teorema obtenemos los STE 0{G\) y 0{Q2 ) de la figura 3.3). Vimos que esos STE no son failure 
equivalentes y por lo tanto tampoco son ready equivalentes (= neC = [r). Así se obtiene que
Obtuvimos un resultado similar para la failure trace equivalencia.
Teorem a 3.3.5 La, semántico, por failure trace no es una, congruencia, para los operadores de 
prioridad.
D em ostración: Tomemos los STE Q\ y &¿ de la figura 3.4. Se puede ver que G\ = F T  Q2• 
Definimos el orden parcial >=  {/ > b.d > c} y obtenemos los 0(Gi) y ^(^2 ) de la misma 
figura.
Finalmente usamos la failure trace < a, {rj>} >< d, 0 > para demostrar que 0{Q\) 
0(</2), ya que < a,{c,b} >< d.,U) ><£ FT{0{Qi)) y < a,{c,b} >< d,!fi >e FT{0{G2)). m
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Figura 3.3: Failure no es una equivalencia para 0>.
Terminamos esta sección con el resultado de congruencia para la equivalencia por futuros 
posibles. Este también es un resultado negativo, similar a los anteriores.
Teorem a 3.3.6 La. semántica, por futuros posibles no es una congruencia para. los operadores 
de prioridad.
D em ostración: Tomemos los STE <j\ y que se usaron en la figura 2.9. Sabemos que 
Q\ = f p  Q'i- Si consideramos el orden parcial > =  {b > r;}, a partir del cual obtenemos los 
0(Qi) y ^(^2 ) de la figura 3.5, encontramos que < c, {«6, ae} FP(0(Q  1 )) y < c, {ab, ae} >G 
FP{0{&2))- Por lo tanto 0 (Q \)^ fp 0(02))- ■
Para la simulación volvemos a tener un resultado negativo, esto es, los operadores de 
prioridad no son compatibles con la simulación.
Teorem a 3.3.7 La simulación no es una. congruencia, para, los operadores de prioridad.
D em ostración: Consideremos los STE y Q‘¿ de la figura 3.6. Podemos ver que Q\ ^  Q2 .
Si tomamos el orden parcial > =  {<■ > b) sobre Act, y aplicamos el operador de prioridad 
asociado a él obtenemos los 0{Q\) y 0(Q‘2) de la misma figura.
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Figura 3.4: Failure ( race no es una congruencia para ()>
Probamos que 0 {Q i)^  0(Q-¿) usando la fórmula HML /  = (a)(b)T € £ \,  ya que Q{G\)\£ f
y 0(02) H /• ■
3.4  E q u iva len cias p reservad as por el op erad or de prioridad
Nos dedicamos ahora a las equivalencias más finas del reticulado de semánticas. Ready-trace, 
ready simulación y bisimulación son congruencias para los operadores de prioridad. En la 
literatura se encuentra que la semántica por ready-trace es una congruencia para la clase de 
operadores de prioridad [BBK85], y que ninguna equivalencia más gruesa que esa lo es, tal 
como se vió en la sección anterior. En [BBK8G] se introduce que los operadores de prioridad
cab +  cab +  cae. cab - f  cab +  c(ab -J- ac) -f- cae
Figura 3.5: Futuros posibles no es una congruencia para los operadores de prioridad
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ar ab +  ar
Figura 3.G: Simulación no es una congruencia para los operadores de prioridad
son compatibles con la bisimulación. En este trabajo se introduce el resultado con respecto a 
la ready-simulación: la ready-simulación es una congruencia con respecto a los operadores de 
prioridad.
En el siguiente lema damos una función f  que a partir de un conjunto de ready traces y un 
orden parcial > nos permite encontrar el conjunto de ready traces del STE al que se le aplicó 
el operador 0>. Esto nos va a ser eseencial mas adelante para demostrar que la semántica por 
ready-trace es una congruencia para los operadores de prioridad.
Lem a 3.4.1 Dado Q = (.S', / , / I r / .— >) e Cs t e - Existe, una función f  tal que f(R T (Q )) = 
RT(0(Q)).
D em ostración: Sea Q = (.S', i, Art, — >) un STE. Sin pérdida da generalidad usamos la forma 
normalizada para las secuencias del conjunto RT(Q) (ver [BBK85]), en donde s =< e, Xo > 
< « |, X  | > . . . < a1t , X n >G R.TN (0) sii:
•  a : , ) = / ( / ) ;
íl.l (L‘2 fin / > v• po — *Pí — * • • • Vn- 1  — »Pn, (po " i V\ «2 1>2 • • • "n Vn es un camino en y)\
• po = *
•  X j =
• a.j € X j— i;
• X n = 0.
A partir de ese conjunto normalizado de ready traces y un orden parcial >, definido sobre 
las acciones de /Ir/., obtenemos 0(Q) = (.S',/, Act.,— >°) G Cs t e ■ Definimos la función parcial 
fp  : (Arl x P{Art.)Y — > {A<l x R(Arl.))* de la siguiente manera:
fp{<  f, Xo >< a 1 ,X  i > . . .  < an, X n >) =<  r, X¿ >< a i,X [  > . . .  < «n> X'n >
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si existen X \ ,X 'n tales que: X'- =  {a  : a G X¡ A Wb G X j  : b ^  a } y aj G X j- i -  Si X  es un 
conjunto de ready traces entonces definimos f ( X)  = {V : x. G X  A x' = fp (x )} .
Tenemos que demostrar ahora que esa función calcula realmente el conjunto de ready 
traces de 0(G).
(f(R.T(G)) C RT(0(G))) Sea .s' =< r,A'' X  a ^ X (  > ...  < a.n,X 'n >G  f(R T N (G ))  
entonces, por definición de / ,  3.s G R.T(G) : s =< c,X q >< a.[,X\ > . . .  < an,X n >, que 
forma un camino c = po a \ p\ a2 p2 . ■ ■ "n Vn en Q, con X j  C X j. Supongamos que ese camino
r no es un camino de 0(G). Entonces 3j  tal que pj - —>■ q,b G X¡ y b > a.j+\, con lo cual 
<i j+l X j ,  lo cual es absurdo porque en s' se cumple <¡j+i G Xj.  Por lo tanto c es un camino 
de 0(G) y existe una ready-trace en R.T(0(G)) con esas acciones.
Veamos ahora que los conjuntos iniciales de esa ready-trace en R.T(0(G)) y en f(R T (G ))
son los mismos: Sea una acción a G X j  f e  Wb G Act tal que b G X¡ : h ^ a. a G Io(pj).
Así obtenemos que s' G R'r(0(G))-
(RT(0(G)) C f(R T(G )))  Sea * ' = <  <,X'{) >< a i ,X \  >  . . .  <  a.n, X'n >G  RT(0(G)). Eso 
significa que <■ = po a i p\ a,2 p‘¿ . .. ar, pn es un camino de 0(G). Por la definición 3.1.1 de 
0, <■ es un camino en G■ Entonces podemos construir lina ready-trace normalizada a partir 
de las acciones de ese camino: v =<  r.A'o >< a \ ,X \  > . . .  < an, X n >, con X j = Ig(pj). 
Supongo que .s" =< <, X¡¡ >< a.-\, X'{ > . . .  < a.n,X "  >= fp ( s) ^  .s'. Como las ready-traces 
tienen las mismas acciones tienen que diferir en los conjuntos de inicios: 3;; : X'J ^  X j. Sea
c G X  ■ fe' c G X j  A Wb G X  j  : b ? c & c G l0(pj) & c G A'¡. Con lo cual X ” = X'j y lo 
supuesto es absurdo: s" = /(.s) = .s'.
Finalmente f(R.T(G)) = RT(0(G))- ■
El resultado que buscábamos con respecto a ready-trace:
Teorem a 3.4.2 La. semántica por ready-trace es una, congruencia, para, los operadores de pri­
oridad.
D em ostración: Sean Gi ,G2 G Gs t e  tales que G\ = r t  G‘i , entonces RT(Gi) = RT(G2) => 
f(R T (G i)) = f(R T (G ‘¿)) =» (por el lema 3.4.1) RT(0(Gi)) = RT(0(G2)). Por lo tanto
o(G\) = r t  o(G-¿)- ■
Vamos a demostrar ahora que la ready-simulación es una congruencia para la familia de 
operadores que estamos tratando. Para ello es necesario encontrar una ready-simulación que 
relacione a los STE obtenidos por la aplicación del operador de prioridad. En un primer paso 
vamos a demostrar que la misma R que relaciona a los STE originales es una ready-simulación 
para los nuevos procesos .
Teorem a 3.4.3 Sean G \,G ‘¿ G (..s t /? y 0 un operador de prioridad. Si R. : G\ ^  R.G2 entonces
R --0 (G \)£ r 0(G2)-
D em ostración: Sean R : Gi ^ rG‘2 y pRq. De la definición 3.1.1 obtenemos que lo{Qi){p) ~  
{a. : a. G 1 (p) A Wb G f (p) : b ^  a} = (po r definición de ready-simulación) {a : a. G I(q) A Wb G
f(q) • b ^ »»■} =  ffí(Oi)((l)' Tomamos />,// € Si, a. 6  Act : p-^-+|p', entonces p —^ +ip'  f e  3 7 ' e
¿»2 : q —' *^2q A p'Rq ■ Si suponemos que q 36 G I(q) : b > a. Pero b G I (q) => 6 G I(p).
Por lo tanto a. $ lo(G\)(p)i 1° f-nal es absurdo. Así
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F in a lm e n te  o b te n e m o s  qu e R  : 0(¿7.i) C /? 0 (é72)-
Corolario 3.4.4 La, ready-simulación es una. congruencia, para, los operadores de prioridad.
Finalmente vamos a demostrar que la bisinnilaeión es una congruencia para nuestra familia 
de operadores. Nuevamente vamos a usar la misma relación R. dada para mostrar que los STE 
resultantes de la aplicación del operador son bisimilares. Previo a la demostración vamos a 
mostrar que esa relación R preserva los conjuntos de inicios de los estados.
Lem a 3.4.5 Sean C/| = ( S \ , i \ ,A e l .— > i), C/¿ = i‘¿, A c t ,— >-¿) € Cs'l'E tnlf-s que. R :
Gl ±± Q‘¿, y sp.an p £ S y, q £ S-¿ tales que pRq. Entonces Igx (/>) = lg2(q) y Io($x){p) = h{Q2){q)-
D em ostración: Tenemos pRq. Tomamos b £ Jg1(p) O  3// £ S \ .p —^ \ p '  ^  3q' : q —^ +2q' &  
h G i G2(<])-
Además Jo(g¡){v) = {<> ■ " e lgt (y) A Vfo £ lgx (p) : b ^ a} = {a : a. £ 1g2{q) A Vfo £ Ig2(q) : 
b i> a) = lo(g2){q). ■
Teorem a 3.4.6 La, bi.si.rn.ul.ación es una. congruencia, para, los operadores de prioridad.
D em ostración: Sea R. : Q] ±± tal que pRq y sean p' £ S\,a. € Act. : Entonces,
por la definición 3.1.1 de los operadores de prioridad, p — ^yp'. Como R es una bisimulación:
3(/ G • q — *'¿q\ ( ü l1  v'Rq-
Sabemos que a. £ I (q) porque a. £ l{p). Supongamos que q 3/; £ l(q) : b > a. Pero
b £ I(q) => (lema 3.4.5) b £ J{p). Por lo tanto a £ Io(p). Absurdo. Así .
De la misma manera se demuestra que pRq A 7——>2 / 7 => \P A 7/ Rq . Finalmente
d(G\) ±± d{Q2). ■
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C ap ítu lo  4
El caso de la n-nested simulación
4.1 La u -n ested  sim u lación  y  los op erad ores de prioridad
El caso de la //.-nested simulación presentó resultados inesperados y fué objeto de un estudio 
más profundo. La //-nested simulación se encuentra entre la ready-simulación y la bisimulación 
en el reticulado de equivalencias semánticas. Estas dos equivalencias son congruencias para 
los operadores de prioridad. Por eso nuestra intuición nos decía que la u-nested simulación 
también debía ser una congruencia para esos operadores. La //-nested simulación tiene, al 
menos, tanta información sobre los procesos como la ready-simulación, y nos parecía que eso 
alcanzaba para que se comportara “correctamente” con respecto a los operadores de prioridad. 
Veremos, sin embargo, que la //-nested simulación no es una congruencia para esa clase de 
operadores. A partir de este resultado sabemos que las u-nested simulaciones no pueden ser 
usadas en modelos en los cuales la prioridad tenga sentido.
Para demostrar que las //-nested simulaciones no son congruencias para los operadores 
estudiados damos un par de sistemas //-nested similares y un operador de prioridad, tal que 
al aplicarlo a los sistemas obtenemos nuevos sistemas que no son u-nested similares. Hacemos 
esto para todo natural //.
En nuestro teorema vamos a necesitar el siguiente lema: Damos una familia de pares de 
sistemas a partir de los términos .s'( y l'n y una familia de fórmulas HML, de a lo sumo u — 1 
negaciones anidadas, que demuestran que esos STE no son //-nested similares.
Lem a 4.1.1 Sea f v € Cn la familia de fórmulas definidas por: f\ = (a)(b)T y f n+l = (f' ) -1 fn, 
y sean los términos s'n y t'n dados por:
■s 0 = (^i -  r
's n +  l — " ' n  7/4-1 — 11' Sn a ri
Entonces t'n |=  f n y s'n \¿ f n .
D em ostración: Usamos inducción sobre //.
(caso //. =  2) Los valores de s ,^ t'¿ y f-¿ respectivamente son los siguientes:
.‘* 2  =  a . t  j / / . . ( / / . . ,S’ q  -|- / / . . / , ( j )  =  / / . . ( / / . . / /  4 "  a . e f
12 =  a . s \  4- a . l \  =  a.a.l.Q 4- a . ( / / . . . +  í/ . / q) =  a . a .e  a . (a .b  +  a.e)
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f ‘2 = (<i)-n(<i)(i>yi\
que eoiTesponden con los STE de la ligara 4.1.
Tenemos que probar que a.(a.b + a.c) (a)-*(a.)(b)T y a.a.c + a.(a.b + a.c) \= (a.)~>(a)(b)T:
a.(a.b a.c)\^ (a)-<(a.)(b)T <í=> a.b +  a .c ty  ->(a)(b)T - i(«}(í))T V « .c (/ ~>(a)(b)T <=
a.b |= (a)(b)T  <=> b |= (/j)'/1
a .a .c  4- a. (a./; +  u.c)  |=  (a)->(a)  (b)'l' <=> a .a .c  f= (a ) - ' (a )  (/>)7’ V a.(a./> +  a .c )  |= (a ) - ' ( a ) ( b ) T  <= 
a . a .c  |=  ( a ) - i ( a )  (/>)'/' <=> a.c  \= - l (a) (/>)'/’ <=> a . c ^  ( a ) ( b ) T  O  c (b)'l'
(caso n > 2) Tomamos como hipótesis inductiva | /„_ i y |= / n_i y tenemos
que probar que .s¡, ^  /„  y l'n |= /„.
/n <=> " -^ - l  M (rt) -1 / » - 1  ^  C -l M ^  'n -l 1= fn - 1
/:H 1= /n <=> í,-,sn— I + 1= (í/.)-!./■„_I <=> a..sj, |= («)--/„ V a./.;, f= (a)—ifn <= a.s'n (=
&  •‘4 - 1  i= ti. — I 4 - 1  M /?!— I ■
Ahora damos nuevos pares de sistemas que sabemos son //-nested similares y constru­
imos un operador de prioridad tal que al aplicarlo a los sistemas obtenemos los procesos 
del lema 4.1.1. Así obtenemos que las -n-nested simulaciones no tienen un comportamiento 
adecuado con respecto a esta clase de operadores.
Los pares de sistemas a los que nos referimos son los Q\l y construidos a partir de los 
términos .sn y l.n del ejemplo 2.3.115. Sabemos que son a-nested similares a partir de [GV89], 
pero igualmente lo demostramos dando relaciones II y Q tales que II, Q : Q j’ Ql¿, esto es,
H ■ y Q : 0 ? c nc?«.
Vamos a construir esas relaciones a partir de las simulaciones obtenidas en el siguiente 
lema. Nos abusamos de la notación, usando los términos .s7 y /.7 como estados pertenecientes 
a S. El término indica exactamente las acciones que puede realizar el estado.
L e m a  4 .1 .2  Sca.n C/\, Cy-j los STE  correspondientes a, los términos s1} y /,, respectivamente y 
sean
lln — Id U {{sn, tn)}
= («*+,)-' u i ! s .  M i
con 0 < i < n — 1. Entonces Un-2j : V R.n-2 j- \  '• G'lf^Gv, t'-on 0 < j  < [n/2].
D em ostración: (caso j  = 0 )
Queremos ver que IIn-o : <7| S^G'! Y que /t«-o-l ■ G‘2^ G 1- R-v = 1(1 U {(.s„, ¿n)}- 
Imaginemos una relación que permita a Cf¿ simular a Q\. Necesitamos incluir el par (.sn, /,„). 
Efectivamente podemos incluirlo ya que a partir de la definición de los términos vemos que 
t.n = fí...sn_| + r/../.n_ i , con lo cual puede simular cualquier movimiento de sn =  a.fn_\ (si n = 1 
también lo simula: /„ = b + <■ y s7) = l>). Sólo es necesario incluir en la realción los pares 
(í/../7,_ i , a.tn- i ), /7,_ i), etc, todos los cuales están incluidos en la realción id  (identidad).
Esa relación que construimos es exactamente lln = Id U {(*«, L>.)}• Así lln :
Si consideramos ahora. llu- \  = Id IJ {(tv . sn), (sn_y, l.Tl_ \ ) } . Vemos fácilmente, después 
del razonamiento anterior, que | simula a s7l_|. No queda tan claro que s n simule a t,n . 
Imaginemos que /n decide realizar las acciones a.1,n_\ ,  no se presenta ningún problema para 
que .s7l las imite ya. que s v = a. t n-  \. Si, en cambio, elige ejecutar a . s n_i  entonces sn
también puede imitarlas ya que .sn — a.ln- \ ,  sn imita la acción a ejecutando una acción a y 
vimos en el par anterior cpie /„_ i imita a .sn_|. Así obtenemos lln- \  : Q2 z^TG\- 
(caso j  > 0 )
Como hipótesis inductiva tenemos que Hn-2k • Qx^O‘2 Y R.n-2k-\ '■ Q2S=,Q\, con k < j.  
Queremos saber que sucede con Un-2j Y R-n-2j-l •
Por definición de lln tenemos lt„-2¡ = (R n-2;j+i) ~ 1 U >n-2j)} Y Rn-2j+l =
(R-ii—2j + l + l) * U { (sn—‘2j+ 11 l-n— 2;j + I) [ • Entonces ll.n—2j = ¡ln—2j-\-\ + 1 U { (/-n—2.7 + 1 > •s'n—2j + l)j
( s ri.—2.71 t n.—2;j) } ■
Pero n — 2/4-1 + 1 = n — 2(.y — 1) = v —2k, k < j. Entonces, por hipótesis inductiva, sabemos 
cpie /ín_2 7+i + i : C/i^C/2 - A esa relación, que contiene el par (.sn, /„) (porque Q2 simula a Q1), 
le podemos agregar nuevos pares y seguir teniendo una simulación. Es posible agregar el par 
(xn—2j> l-n-2j)i .Va (luo *w-2j »imilla a .s„_2 j. Lo mismo sucede con el par (t.n-2j+l, *n-2j+l), 
aunque vimos que 110 es tan inmediato ver que .s7í_2 ;+i simula a /n_2 /+]- La nueva relación 
es Hn- 2j Y entonces lt.n-2:j '■ G1 ^  G2■
De la misma forma procedemos con Hn-2j-\-  Tenemos que jf?.n_2 7_i =  /?.n_2¿-i+ i+i 
U{ (¡n—2;j— I +1 > f'n—2j— I + J )> (•‘’ti— 2j— 11 Li— 2¡— I ) } ■ SabeiIlOS que 7ín—2.7 —1 +1 + 1 =  R-n—2k—1» COn 
/,: = j  — 1 < /. Por hipótesis inductiva sabemos que i?.r,._2 / — i + 1 + 1 : G2SÍG1 Y al agregarle los 
dos pares redundantes obtenemos que /ÍT,_2 >— l : f/2 z^C7l- ■
A partir de esas simulaciones vamos a construir las n-nested simulaciones que relacionan 
a Qj' y $2 ■ Obtuvimos exactamente n + 1 simulaciones, de lia a 7?n, con el tipo de inclusión 
que necesitamos: /1., C
Lem a 4.1.3 ( R, Q : Q'\ ^ 7I. G-¿) Henn Q\ y Q2 l()S sistemas correspondientes a los términos 
sn y tyrespectivamente, y sean II. = ll.y, y Q = R.n—\. Entonces R.,Q : Q\ Qi-
D em ostración: Vimos en el lema anterior que Iln-2j : f / l^ f /2 )b < :j < [r/./2]. Además 
encontramos /¡,n_2 7_i : C/2^ G \  tal que /í7l_2 y C (/?,n_2 7—1 ) ~ 1 • Desde R TI-2j hasta 7?+ tenemos 
exactamente n — 2j relaciones anidadas, por lo tanto R.n-2j : G\S^n-2jG2- 
E11 particular, cuando j  = 0  tenemos II = : Q \^rnQ2-
De la misma forma, si consideramos /i,7,_2 /_ i : f/2^f7i,fi < j  < [u/2], existe 77n_2j —1—1 = 
Rn-2k.A < k < ["/2] + 1, con /ín_2 /_i C ( /ÍT7_2 ?_ j_ 1)— 1. Vemos que desde R.n-2 j- \  hasta 
Ra hay exactamente n — 2j  — 1 + 1 = n — 2j  simulaciones anidadas. Así obtenemos que
R-n—2j — \ : G'2^Tn-2jG\■
Eli particular, cuando / = 0  tenemos Q — ll.Tl_| : G2^nGl- 
Finalmente II, Q : Q\ C/2 - ■
Volvamos entonces al tema, que nos interesaba.
Teorem a 4.1.4 (n-nested  110 es vina congruencia para  los operadores de p rio ridad)
Existen C/j, G-¿ € CsTE, • CsTE ---- » (-’sTE tales que Q\ Q>¿ A 0 ( G \ ) ^ n 0(Q2) ■
D em ostración: Usamos los STE (/]' y f/V <lel ejemplo 2.3.13, que son n-nested similares. 
Elegimos 0 con el orden parcial >= {r > /;}. Vemos que 0(Gi) y 0(Q?¿) (vei‘ figura 4.2) 
corresponden a los términos .s'( y l/v del lema 4.1.1.
Consideramos también la familia do fórmulas / 7( E Clt del lema 4.1.1 y obtenemos que
(I{G 2 ) N fn  G Cy, y fy, E Clt. u
De éste teorema concluimos que la u-nested simulación no puede ser usada como equivalen­
cia semántica, en modelos en los que se usen operadores de prioridad. A partir de este resultado 
inesperado nuestra investigación puedo tomar distintos rumbos. En un primer momento nos 
interesa estudiar un poco mas el comportamiento de las u-nested simulaciones en cuanto 
a estos operadores. Encontramos cpie so puede acotar su comportamiento, asegurando que 
al aplicar un operador de prioridad a STE u-nested similares obtenemos STE n — 1-nested 
similares. Para ello necesitamos una. serie de resultados:
Dos estados u.-ucsted similares pueden realizar exactamente las mismas acciones. Es decir, 
sus conjuntos de acciones iniciales son iguales.
L e m a  4 .1 .5  Sean G\ = ( S\ , i \ , A<l . — >\),G2 =  (¿ 2, 'h, A e t ,— >2 ) G Cs t e  tales que R : 
G\ ^ n G ‘¿, 11 A 2, // sea,n p G ,V|. <¡ G S-¿ tales que pllq. Entonces I (p) = I(q).
D e m o s t ra c ió n :  Veamos que / (p) C l(<l) Y !{<t) C /(/;).
(ca so  C )  Tenemos /?. : G\ ^ n{r¿, pllq v tomamos a. G /(p). Que a sea una acción inicial 
de p significa que 3// G .S' i : p \  //. Por la definición de n-nested simulación sabemos que 
H es una simulación. Entonces 3q' G S-> : <¡ '-*2<l' • De allí obtenemos que a. G / ( '/ ) •  Entonces 
l{l>) C l{q).
(ca so  D) Sabemos que ll : C/j 7Í L entonces, por la definición de 3Q : G i^ n - iG u  con 
/¿-l C Q. Como 11 > 2 estamos seguros de que Q es al menos una simulación: Q : G2^~Gi- 
A partir de pllq, obtenernos que </Qp, y si tomamos a G ./(*/), que implica 3q' : q ——*2 q¡, 
obtenemos a partir de la definición de simulación que 3p G .S'i : p ~ ^ \  p . Así a G /(p), y por 
lo tanto I(<¡) C l(p).
Finalmente l(p) = /(</). ■
A partir del lema anterior y la definición de u-nested simulación, cpie da como condición 
que la relación sea una simulación, se obtiene directamente:
Lem a 4.1.6 (U na u-nested sim ulación ll es una ready-sim ulación) Dados Gi ,G2 £ CsTE- 
Si ll : G\S=,nG2, " >  2, entonces ll : G\£tuG2-
Es importante tener en cuenta, que aplicando cualquier operador de prioridad a pares de 
STE u-nested similares se obtienen STE similares y ready-simiJares.
Lem a 4.1.7 Sean G\,G2 £ t ’srp- H ■ í/| ^z,nG2,v > 2  => /? : 0 {G \) ^  rO {G2) V además
ll :(>(G\)to(G2).
D em ostración: Si ll : Gn^vG/2 entonces, por el lema 4.1.G, tenemos ll : G\S=,r G2- Ademas, 
por el teorema 3.4.,'), II : 0(G 1 )5- iiPiGn)- S ’■ d(G 1 )S^0{G2) sale inmediatamente de la definición 
de ready simulación, ya cpie toda ready-simulación es una simulación. ■
El siguiente teorema es el que restringe el comportamiento de 0.
Teorem a 4.1.8 Sean G\,G2 £ Cs t e ¡ tales que ll : C/1 ^ 7,.+11/2 , n > 1. Entonces, para, todo 
operador de prioridad. 0, se cumple que ll : 0(t]\) n0(G2) ■
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D em ostración: Vamos a probar que la misma relación II hace //-nested similares a 0(Q\) y
»(&)•
(ca so  n = 1) Directamente del lema4.1.7 sabemos que R : G\^¿G2 implica R. : 0(Qi)Cf)(g2)j 
que es lo mismo que R : 0{Q\) ^  \ 0(Q‘>)-
(ca so  //. > 1 ) Sea R : 0\Szn+\G¿- Queremos ver que R. : 0(Cj\)^n0(Q2)- Para ello usamos 
la definición de u-nested simulación y probamos que R : 0(0 \)^0(02)  Y cilie '■ G2^~n-lG\, 
con R C Q.
A partir del lema 4.1.7 sabemos cpie R : 0{G[)^Q(G2)- Además, por definición de n- 
nested simulación tenemos que 3Q : O-j^nOi A R ~ [ C Q, y que por hipótesis inductiva 
Q ■ 0(G2)^,n-\V{G\)- Por lo tanto R : 0(G\)S^nO(G'¿)- ■
El teorema nos da una idea mas precisa del comportamiento de la clase de operadores 
de prioridad en el marco de las //-nested simulaciones. Este comportamiento está limitado 
por las n — 1-nestcd simulaciones, esto es, si tenemos dos STE que son u-nested equivalentes 
podemos asegurar que al aplicarles un operador de prioridad obtenemos STE n — 1-nested 
equivalentes.
C o r o la r io  4 .1 .9  ( C o m p o r ta m ie n to  d e  0 c o n  re s p e c to  a la  / /-n e s te d  s im u la c ió n )  Sean 
G-\,G2 € CsTfí- Paul II > 1 : bl ^n+ \ G2 implica 0(0 j) ^ 7I. 0(02).
Inmediatamente nos preguntamos que sucede con la inversa de este corolario. Esto es, 
podemos decir que 0\ y G2 son " + 1-nested similares si sabemos que 0\ ^  n C/ 2 y que para 
cualquier operador de prioridad 0: 0(Gn) 0(02 )?
La respuesta es que no y lo vamos a demostrar dando un par de STE que no son n+1-nested 
similares y sin embargo al aplicarles cualquier operador de prioridad se obtienen STE n-nested 
similares. E11 este primer lema tenemos pares de STE //-nested similares y demostramos que 
110 son // -I- 1-nested similares.
L e m a  4 .1 .1 0  Sean 0 \', 0(¿ £ PsiiC (ver JUjura. J,.3) los STE  coi-respondientes a, los términos
a71 V i’n ■
a,0 = a /»O = a 4- aa
= il'lhn f’m+l = u • // ?,, -(- a,.Vln
Entonces 0 " ^ n+\ 02 .
D em ostración: Consideramos Jos STE dados y la familia /„. G Cv de fórmulas HML definida 
de la siguiente manera: J\ = (a)(a)T y Jll+\ = (a.)->fn . Vemos que 02 [= f n+\ G Cn+\ y 
17| b  fn+1 e Cn+\, con lo cual C,'!¡.
(ca so  //. =  1) C/| J2 a(a  +  aa)  b  ( a ) —>(a)(a)T $$ a +  0 « b  ~>(a)(a)T a +  aa  |=
(//.) (a.)T a |= (//) (/») / ’ V aa. b  (a) (a) V <= aa |= ( a ) ( a ) T  <=> a |= (//.)7\
G2 b  .Í2 ^  a.(a+a.a)+a.a |= (//.)->(//.) (//.)'/’ <=> a(a.+aa) (= (a)->(a.) (a)7’V//í/ b  (a)~>(a)(a.)T <= 
aa |= (a,)->(a.) (a)T <=> a |= —1 (f/.)(r/-) V a b  (a)(a)T 4$ 0 b  (a)'J'.
(caso u > 1) Supongo que G”~' b  /?.. Y £¡'_l b  /« Y quiero ver que Ql¡ b  fn + 1 Y
V T b /n + 1-
fn+\ &  U.C/J- 1  1b  (a.)->fn & t;”_l b  <=> Í/J_j |= / n, que vale por hipótesis.
G72 b fn  — I <iG]'~1 +aQ2~ l b <4 «G\'~1 b (")"1/nV"'^rl b («H/n <*= «É7"_1 b
^  e r '  b  ~'fnG\l~ l b  /?»• <‘i«rto por hipótesis. ■
Lo interesante ele los pares de STE definidos en el lema anterior es que esos sistemas 
permanecen intactos ante la aplicación de cualquier operador de prioridad ya que en ningún 
momento hay que elegir entre acciones diferentes.
N ota  4.1.11 (La inversa del corolario 4.1.9 no es c ierta) Sean Q\,Q‘2 € Cs t e  te,les que
para cualquier operador 0 : \) — v 0 ({}•)) ■ Eso no necesariamente implica, que Q\ ^ n_)_^ Q2.
D em ostración: Para demostrar ésta nota vamos a dar pares de STE tales que son n-nested 
similares para cualquier operador definido. Luego vamos a demostrar que esos STE no son 
u + 1-nested equivalentes.
Consideramos los STE t/j' y {V¿ obtenidos a partir de los términos sv y t.n del ejemplo 2.3.13, 
en dónde sólo cambiamos .so = l> y /() = <■ por so = a y /.q = aa respectivamente. Los cambios 
realizados en so y /o se pueden trasladar a las relaciones R y Q con las que demostramos que 
esos STE eran u-nested similares, con lo cual sabemos que los nuevos STE también lo son. 
Eli la figura 4.4 podemos ver un ejemplo para n = 2.
Sabemos que estos nuevos STE son u-nested similares (podemos escribir relaciones del 
tipo de las usadas en el ejemplo 2.3.12). Además coinciden con los STE del lema 4.1.10, con 
lo cual no son n. -f 1-nested similares. Se ve fácilmente que para todo 0, definido a partir de 
cualquier orden parcial en las acciones de Act se cumple que 0{G^) = t/f Q2 =  Q{G2 ) y 
sabemos que 0((]]') = C /j'^n+i Q2 = 0(&¿)- ■
4.2  n -n ested  con gru en cia  con  re sp ec to  a 0
Vimos que la n-nested simulación no es una congruencia para la clase de los operadores de 
prioridad, entonces es natural que nos preguntemos por la mayor congruencia para estos ope­
radores incluida en la n-nested simulación. Esto es, si nos ubicamos en el reticulado de las 
equivalencia semánticas a. la altura de la u-uested simulación y nos dirigimos hacia las equiva­
lencias mas finas: cuál es la primer equivalencia que es una congruencia para estos operadores? 
En esta sección la vamos a definir y le vamos a dar el nombre de u-nested congruencia. Sabe­
mos que la bisimulaeión es mas fina que la n-nested simulación y además es una congruencia 
para los operadores de prioridad. Es posible que la u-nested congruencia coincida con la 
bisimulaeión. En caso de que esa equivalencia no coincida con alguna equivalencia conocida 
nos interesa estudiarla más profundamente y obtener su caracterización relacional o lógica.
Definición 4.2.1 (u-nested congruencia) Definimos la u-nested congruencia, notación 
como la mayor conyrucncia. para, los operadores de prioridad, incluida en, la n-nested simu­
lación. Esto es, para, todo 0: Cr\ Q-¿ =$ d(G\) 0(Q2 )-
De la definición anterior obtenemos C ^ n, y del teorema 4.1.4 vemos que 7  ^ ^ n, 
con lo cual C ^ n.
A  continuación vamos a descartar la. posibilidad de cpie la -u-uested congruencia coincida 
con la bisimulaeión: Consideremos los STE de la figura. 1.4. Sabemos que son u-nested 
similares y además para todo 0: (){{} 1) ^ 2  ^(f/2 )- Entonces C/| Definitivamente
('sos STE 110 son bisimilares porque en el lema 4.1.10 probamos que ni siquiera son 3-nested 
similares. A continuación terminamos de ubicar a la n-nested congruencia en el reticulado de 
las equivalencias semánticas (ver figura 0 .1 ). Al tema de la caracterización de la equivalencia 
se va a volver más adelante.
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T e o r e m a  4 . 2 . 2  ( u - n e s t e d  c o n g r u e n c i a  e n  e l  r e t i c u l a d o  s e m á n t i c o )  ^„.+1  c c
D o i n o s i . r n . i n o s  e s t o  t o o l  o r n a  p a r a  1111 <011 ju  1 it,o b a s t a n t e  m á s  ^ o n o r a i  d e  o p e r a d o r e s  011 
l o m a  5 . 3 . 1 4 .
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a{ar  +  ab) u(ar  + nb) T irne
Figuri) 4.1: STE ‘2 -nosl-od similare«
Figura 4.2: STE rcsultado de aplicar 0 a (Ji y a Q2
"m+1 »'m r-2 v\ un
Figlila 4.3: STE eoiTespondientes a los ténninos un y vn
a {a (a + a a ) + a a) + a a (a. + a a)
Figlila 4.4: STE eoiTespondientes a 11,2 y V2
39
C ap ítu lo  5
U: Una clase de operadores 
estáticos unarios
Eli el capítulo anterior nos encontramos con un comportamiento inesperado de las u-nested 
simulaciones con respecto a los operadores de prioridad. Nos concentramos en limitar el 
comportamiento de estos operadores en el marco de esta familia de equivalencias pero no 
tuvimos en cuenta que pasa con otros operadores. Es posible que el caso de los operadores de 
prioridad sea un caso aislado o que existan más operadores en las mismas condiciones. Es por 
eso que decidimos ampliar la clase de los operadores a estudiar y consideramos un conjunto 
mucho más amplio. Entre ellos se encuentran muchos de los operadores que más aparecen en 
la literatura de sistemas reactivos. Nos gustaría poder exactamente cuales de esos operadores 
son compatibles con las u-nested simulaciones.
5.1 D efin ic ió n  de U
Definimos entonces una clase bastante general de operadores: Tomamos a los operadores una­
rios estáticos, U, sobre los STE. Con operadores estáticos nos referimos a aquellos que aplican 
una misma función a cada estado del STE. Casos particulares de éstos son los operadores de 
prioridad ya vistos, los de cncapsulamicnto y los de renombrado. Vamos a demostrar que 
la nueva clase de operadores es compatible con ready-simulación y bisimulación, para que 
se vea cine estamos considerando une clase razonable de operadores. Queremos ver si los 
resultados vistos en el capítulo anterior valen para la clase U y, como ya dijimos, caracterizar 
los operadores que son compatibles con las u-nested simulaciones.
Definición 5.1.1 (La clase U de operadores) Sea. H un conjunto de. funciones parciales
f  : 'P(Act) --- ► ( A c l --- > Act). Definimos el. operador Uf : Csi'E CsTE¡ pera, todo f  £ H ,
de podado y renombra,miento de tra.nsiei.ones, como: IAf((S, /, A c l --- > )) ==" (b\ i ,A c t , 
U
en donde <¡ p — (¡ A ./'(/ (p))(u)
Con U nos referimos al. conjunto d.e
= b.
todos los operadores U f .
Veamos ejemplos de como se delininen en la clase U algunos operadores unarios conocidos:
- El operador de renombrado p/, [Hoa85, Mil89, BW90], que renombra cada etiqueta del 
STE de acuerdo a la función de renombrado h : Acl —> Act se puede definir como
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Ph = Uj witli f {X) (u)  = //.(a)
- Los operadores de prioridad ()> [BBK8 G, BW90],vistos en el capítulo anterior, que cortan 
las ramas de baja prioridad según > se pueden ver como
//> = con / ( X){a) = a ni ando a es maximal en A'
- El operador de encapsulamiento d// [Mil89, BW90], que prohíbe las transiciones cuyas 
etiquetas pertencen al conjunto de acciones II se define como:
<)ff = Uf  witli f ( X  )(</) = n ií a £ II
- También podemos definir el operador identidad id, que no modifica las acciones:
id = Ur,i witli id(X)(a)  = a
Una característica de éstos operadores es que se pueden componer para obtener un nuevo 
operador. Esto es, dados U¡,Ug G U podemos definir Up G U como Uf*g(G) tal que Up = 
Uf  o U,,(G)). Esta, propiedad de composición de los operadores nos va a servir más adelante 
para demostrar algunos resultados importantes.
Definición 5.1.2 (Com posición en II:  * )  Sean f  : ' P( Ac l )  — > ( /Ir / .  — > /Ir / . )  y y  : 
P ( A c i )  — » ( / Ir / .  — > / I r / )  G I I . Definimos f  * y  : ' P( Ae l )  — > ( / I r /  — ► Acl.) corno la 
función parcial:
f  * y(X)(a)  = f  (Y) (y(X )(<> )) s i y(X){a)  está definido, 
donde Y =  {y(X )(a), a G A
Veamos entonces el resultado que nos interesa:
Teorem a 5.1.3 (Com posición de operadores en U) U f o U g = Uj\kg.
D em ostración: Vamos a escribir que es Uf o Ug y que es para ver que son iguales.
Por definición de los operadores de U tenemos que 
Ug(S, i, A c l, — >) = (S, i, /Ir/,— > '^), donde
y si i p - ^ y  A y{l(p))(a) = h.
Ahora obtenemos Uf  o Ug:
Uf o Ug(S, i , Ac l ,  — >) = (S. i. A c l .— y1'**), donde 
y si i v - ^ l\  A /  ( lUii (p)) (o) = h.
Recordemos que por Ju {p) entendemos el conjunto de acciones iniciales del estado p en
el STE Ug. Esto es, lu!t(p) = {u : 3<i tal que !,y}. Entonces h G Iug{p)) sii 3y : p 
(l A y {I (p))(n) =  b.
Veamos ahora que es U¡úg:
Uf*g{S, i., AH,  — ► ) =  («V, i, AH.— y*), donde
p- -^+ ,¡ mi p - ^ y  A /  * y(l{p)){n) = h.
Por la definición 0.1.2 «abemos que /*,(/(/(/;))(«) «■ f{Y)(y(t00)00) con Y «■ {//(/(/>))(«-)•
a. G f(p)}.
Sea b G Y , entonces 3a G / (p) : y(J(p))(u.) = b. Sabemos entonces por la definición de UQ 
,, U¡,cpie 3í/ : p— y y por lo tanto b G hpfip)- Mas aún, todos los entonces son en realidad un sí
y sólo sí, con lo cual b G Y sii b G lu (p). ■
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Esta propiedad es muy interesante porque me dice, por ejemplo, que aplicar un operador 
de prioridad a un STE y luego aplicarle un operador de renombrado al sistema resultante da 
lo mismo que aplicar un único operador estático al STE.
5.2 U: el caso  de read y-sim u lación  y  b isim u lación
Vamos a verificar ahora que la ready-simulación y la bisimulación son congruencias para la 
nueva clase de operadores.
Damos primero el resultado para bisimulación: Primero vemos que la misma ready-
simulación R. de C/| en Qz es una ready-simulación entre Uf(Q\) y Uf{Qz)-
Teorem a 5.2.1 Sean Gi,G‘¿ £ Cs t e ■ Poto. todo l i f  £ U sccumplcqucR, : QiS^P.G2 R  :
)S^pMf{G‘2)-
,, u
D em ostración: Sca . R  : C/\5~pC*2- Tomamos p £ -S'|,r/ £ S-z tales que p R q  y p— >| 7/ .  Eso 
significa,, por la definición de U¡ ,  que 1 a c  Ac l  : p \ / /  y f ( l ( p ) ) ( a )  =  b. Como li. es 
una simulación sabemos que 3r/ £ S’z : q ——>z(l' Y p'R<¡'■ Pero además /(/;) = /(y/), porque
h uII es una ready-simulación, entonces f (./(r/))(a) — f ( l  {'[>)){«■) = b. Por lo tanto q— >2 (¡' Y
11 : Uf{C/i) ^ rUf{<Jz)-
Veamos que los conjuntos de acciones iniciales de p' y q son iguales: Sea b £ I\j(p)
sea b £ l\j(q). Por la definición de U¡ sabemos que 3a £ .4c/. : <¡ —^>2 <]' Y / (^ (f/))(a ) = b. 
Pero a £ 1(q) y I (q) = í{p) tenemos que o £ /(/>). Además /(/(/>)) (a) = f (I(q))(a)  = b y 
finalmente b £ 1\j(p). Así Q ¡niv) Y obtenemos que l\j(p) = l\j{q)-
Finalmente R : U f(G\) ^  pU f(Gz) - ■
C orolario  5.2.2 (Ready-sim ulación es una congruencia para  U) Sean Q \ , Qz £ CsTE- 
rara todo Uf £ U se cumple que C/\ ^ /,■ i/z => Uf(Q\) ^  uM ■
Para demostrar que la bisimulación también es una congruencia para la clase U  vamos a 
tener en cuenta que toda bisimulación R es una ready-simulación:
Lem a 5.2.3 Sean G\,Gz £ Cs t e  tales que R : C}\ ±± Q'i- Entonces R, //- l  : Q\ ^ p  Qz.
D em ostración: Sea R : C/| ±± (/Y Por definición de bisimulación sabemos que R : Gi^Gz Y 
/?.-1  : G 'i^G x-  Sean p £  .S'-|. 7 £  Sz  tales que pR.q A q R ~ lp.  Supongo que I (p)  ^  1 ( q ) ,  entonces 
3a £ A c l  : a  £  I (j>) y a £ 1 (q)  (es lo mismo si a. £  f ( q )  y a ^ /(/>)). Entonces p - —>p' A q — 
lo cual es absurdo porque R es una bisimulación. Por lo tanto R,  /?“ ' : Q\ ^ p  Qz- ■
Demostramos ahora que la bisimulación es una congruencia para los operadores de la clase 
U.
Teorem a 5.2.4 (Bisim ulación es una congruencia para  U) Sean Gi,Gz £ Cs t e - Pora, 
todo Uf £ U  se cumple que. C/\ — G¿ ■=> U/(C/\) ±± Uf(Qz)-
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D em ostración: Probamos algo más fuerte aún porque decimos que la misma bisimulación 
R de Gi en Q-¿ resulta ser bisimulación entre Uf{Q\) y ¿Y/(<c¿)-
Recordemos que una bisimulación R es una relación tal que ella y su inversa (Tí-1 ) son 
simulaciones. Sea R : C¡-\ t±Gr¿- Vimos en el lema 5.2.3 que /Í.7Í- 1  : ^ r G2 y, por el
teorema 5.2.1 y su corolario 5.2.2, /í. /í - 1  : Uf{G\) ^ /?  UfiG'i)- Entonces R. : Uj{Q\ )^Uf {Q2)A 
Tí- 1 : Uf{Q2) ^ U j  (G \ ) •
Finalmente R, : Uf{G 1) ±±Uf{Q2)- ■
Ya que consideramos (pie la clase de operadores que definimos es lo suficientemente ra­
zonable nos internamos en el tema que nos interesa. Analizamos el comportamiento de las 
u-nested simulaciones con respecto a esta clase.
5.3 U  y la //,-nested sim u lación
Tal como era de esperarse la clase U de operadores 110 es compatible con las n-nested simu­
laciones.
Teorem a 5.3.1 no es una congruencia para  la clase U) Sean € Cs t e ■ Exis­
te U f  G U tal que C/| G‘2 !J U j(G  1 ) ' A /  Uf{&¿)-
Este resultado es inmediato si tenemos en cuenta que los operadores de prioridad son 
casos particulares de U/ y demostramos en el teorema 4.1.4 que esa clase de operadores no es 
compatible con las -u-nested simulaciones.
Buscamos ahora el subconjnnto de operadores que son compatibles con las u-nested simu­
laciones. Para ello definimos los operadores monótonos dentro de la clase U.
Definición 5.3.2 Un operador U f  G U es monótono sii la función f  es monótona.
Definición 5.3.3 (Función m onótona) Una función pareial f  : 'P(Act) — ► {Act. — > Act) 
es una función monótona .sm Va,/; G Act. A\ Y C Acl : f ( X ) ( a) = b implica que f( X( JY) (a)  = 
b.
Los operadores monótonos forman un subconjunto de la clase U. A continuación vamos 
a demostrar que las u-nested simulaciones son congruencias para los U f  solamente cuando 
U f  sea monótono. Más aún, vamos a probar que todos los demás operadores de U 110 son 
compatibles con las -u-nested simulaciones. Para ello necesitamos una serie de resultados 
previos.
Lem a 5.3.4 Sean Q1, C/2 € Cs t e  '!/ V £ V |, 7 G S 2 tales que R : C/i^í/2  A pRq. Entonces
'( /’) c  /(-,).
D em ostración: Sea. />’ : G’i ( y pRq. Tomamos a G l(p) entonces 1// G S\¡)—-> \ //. Por
definición de simulación sabemos que Iq ( So '■ q -~*2d ■ Por 1° tanto a G /(;/). ■
A continuación vamos a dar pares de STE tales que 110 son -u-nested similares. Luego 
vamos a utilizar éstos sistemas para nuestra demostración.
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N ota  5.3.5 Para, mayor claridad en las pruebas vamos a usar X  romo la suma no deter­
ministica. de x |, . . • , x7). Es decir X equivale a x\ +  x-¿ -f . . . +  :rn.
Teorem a 5.3.6 Sean t/j\ G-¿ G C’.s t /v l(,s ST E dados a partir de los términos u'ri y v'n:
e¡j =  (/((// +  Z +  Y 1 +  X '
1 ii | I = n . u n + Z +n. v„
Entonces G\' ^  n C/‘¿ .
D em ostración: Para demostrar que dos STE no son n-nested similares damos una función 
HML que se cumpla para solamente tino de ellos. Sea h.n G Cn la función HML dada por 
=  (a)(e)(a,)T. //„+1 = (a,)->hn. Veamos que | A G% f= l'n -1 -
(caso n = 1 )  Gráficamente los STE para el caso n = 1 corresponden a:
«i / / . rjl= a ,vn + /
a'{d{a' + Z') + Y' + X')  + Z' Q\ + «'(,:(«' + Z') + Y")
Tenemos C?,1 = a'{d{a' + Z') + Y ' + X ') + Z', G\ =  Cj\ + a'(c(u' + Z') + Y")  y h0 = (a'){<:)(a’)T. 
Ahora, G] M /'() n’{d{a' + Z') + Y' + X')  + Z ' ( a ,)(e)(a,)T & d(a' + Z') + Y '  + X ’\¿
(e)(a,)T. Lo cual se ve que es cierto.
Para Q¿'. G\ N <=> G\ + ul(e{u> + Z r) -f Y") |= {n){c){a' )T <=> a.,{c{al + Z') +  Y") f= 
(<i,)(e)(a,)T e{a' + Z') -F Y"  |= (e)(a,)rl \  (pie vemos que es cierto.
(caso n > 1 )  l hv <=> a'G-¡ + Z' (r//) —<//.n_i <=> M i ^  Qy. N I'n-U que es
cierto por hipótesis inductiva.
Finally G?¿ + i |= l'v ^  "'tí” + Z 1 + a'G^ 1= ((,')~'J'n-t <=> <*'G\ (= (a,)-'h.n - 1  FF G\ |= 
—i//.7f_ l <=> G\' M T^i— 11 lo cual es verdadero jior hipótesis. ■
Aqui está entonces una de las contribuciones más importantes de este trabajo. De­
mostramos que los operadores de U para los cuales es una congruencia son solamente 
los monótonos.
Teorem a 5.3.7 ( ^ ,, como congruencia) es una. conyruencia. para U ¡ G U sii f f  ™  
monéitono.
D em ostración: ( ✓ ) Para cada / no monótona damos nn par de STE u-nested similares 
tales que al aplicarles el operador U¡ obtengo STE que no son u-nested similares. Esto es, 
siempre que tengo un operador no monótono puedo ver que las u-nested simulaciones no son 
congruencias.
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Sea f  1111a función no monótona. Entonces 3b, c. G AH, X, Y G 'P(Act) tales que f (Y) (b)  = 
<■ y f ( X  UK)(ft)  r. Como f  es una función parcial es posible que f ( X  U Y)(b) no esté definida 
o que sea igual a <1 ^  r. No perdemos generalidad si consideramos que f ( X  U Y)(b) = d. 
Además podemos encontrar a G AH .  Z G P( AH. )  tales que f ( Z ) ( a )  =  a ' .
Definimos ahora los STE C]]'. g Cs t e  h partir de los términos u n y v n respectiva­
mente. Esos STE son u-nested similares por como los construimos a partir de los STE del 
ejemplo 2.3.13.
y/.() — b(a + Z ) + V C() — b(a + Z ) + Y + A
7^1+ I =  T Z | — (l.'ll.f, Z <1 .1*11
Para el caso en que n = 2 obtenemos los STE de la figura tales que 7?i, Q\ : Q\ ^ 2  Q\*
R. 1 =  Id IJ {(f/.(f/.(/>(</. + / )  + A Z a(/i(a -I- Z ) -j~ Y)) 3- z ,
a(a(b((t  + Z ) +  A + Y ) + Z 4- a (b(a + Z) + Vr)) + /^  + a(a(/i(a + Z)  + X  +  V) +  ¿y))} 
R-2 = R \ * fJ { (a(a(b(a +  Z ) + A -+- V ) +  Z) ,  a(b(a + Z ) + A + K) + Z +  tt(/;(u + Z ) +  Y))}
Q 1 =  ¡t 2
Q‘2 — Q 1 * U {{b(a + Z) + Y, b{a .+ Z ) + A + Y )}
Tenemos entonces pares de STE //-nested equivalentes (Q\l ^ T) {V¿ ). Aplicamos el operador 
U f  en ambos y queremos ver que U[{G\' )  ^ n Uf { Q%)■ Para poder escribir la suponesmos que la 
definición de / se completa de la. siguiente manera: f ( X U Y U { b } ) ( x i )  =  :rj, f  ( X U Y U { b } ) ( y i )  =  
Vi, f ( Y  U { b } ) ( m)  =  u" A f ( Z  U o)(z¡)  =  z'v  Los STE U f { &i )  y ^ [ ( ^ 2 ) obtenidos coinciden con 
los STE del teorema 5.3.G. Ya vimos (pie esos STE 110 son //-nested similares y por lo tanto 
^ r ,  110 es una congruencia.
(4=) Demostramos ahora que cuando Uf  as un operador monótono las ?/-nested simula­
ciones son congruencias para. él.
Dada. /  : 'P(Arl) (/Ir/ • .Ir/), mía. función monótona, veamos (pie R :
implica R : Uf({}\, ) ' ^ 1,Uf({}2 )■
E11 el caso en (pie // = 
Uf sabemos que 3a G Arl
h ul: Sea R : con ///?.// Y V— V ■ Por la definición de
: J ( I (lf ) ) ( " ) =  b. Como R  es una simulación se cumple que
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3(/ E S 2 '■ <] — A p'llq'. Como /  es monótona y / (/;) C /(</) (por el lema 5.3.4), sabemos
, U
que f{I{(¡)){<i) = b. Por lo tanto <¡—U2 q y /?. : ¿Y/(C/J )^¿Y/(C/.J)
Cuando n > 1 : II : t/f C;Tj.t/2  ■ F(,r definición de u-nested simulación 11 : G\ CQ^'  y» 
a partir del caso u — 1 , sabemos que II. : Uf(G”)CUf{G2 )- Además sabemos que existe 
otra relación Q tal que Q : G-¿ con H~] C Q. Entonces, por hipótesis inductiva,
Q : ^ f ( G ‘2 ) C n-\Uf(G\''). Finalmente II : U¡ (t/j') C „¿^((¿2 ), (:on 1° que se demuestra que si 
Uf es monótona, luego C n es una precongruencia. Surge inmediatamente que es una 
congruencia. ■
De éste teorema podemos obtener también la caracterización de los operadores compatibles 
con la simulación, teniendo en cuenta que ^  es equivalente a ^  |.
Corolario 5.3.8 (Sim ulación como congruencia) ^  es una conqrnencia. para Uf € U 
sii Uf r.s monótono, i.r. Va, b E A el, X, Y C Acl : f  (X  ) (a) = b implica f  (X  U Y)(a) = b.
A pesar de que la u-nested simulación 110 es una congruencia para los operadores de la 
clase U podemos “acotar su comportamiento’’, como hicimos en la sección 4.2. Esto es, dados 
dos STE u-nested similares G\ y Q2 y un operador Uf  de U podemos restringir las clases de 
equivalencia a las que pertenecerán Uf{Q\) y Uf{G<2)- Más aún, vamos a demostrar que en 
esas condiciones U/(G\) ^ n_i Uf{G2 ). Para ello necesitamos una serie de resultados previos.
Lem a 5.3.9 Sean \ , G2 E Cs t e - />’ : Cf\CnG‘2," > 2 =i> II : Uf{Q\)C nUf{G2) y además 
11 : Uf(Qi )£rUf(G2)-
D em ostración: Si II : G \ entonces, por el lema 4.I.G, tenemos II : G \^ n G ‘2- Ademas, 
por el teorema 5.2.1, II : U /(t/|)C  nU f{G-¿)- H ■ U f(G\)S=,M f{G'¿) sc obtiene inmediatamente 
de la definición de ready simulación, ya que toda ready-simulación es una simulación. ■
Volvamos por un momento al teorema 4.1.8 y veamos que lo que se cumplía para los 
operadores de prioridad se puedo extender a toda la clase U. Esta nueva demostración sigue 
los mismos lincamientos que la anterior.
Teorem a 5.3.10 Sean G\,Cj2 E Cs t e , tales que 11 : G^S^n+vG'lT» A 1. Entonces, para, todo 
operador Uf E U. se. cumple, que II : U¡ ( { / 1 ) C nUf(G‘2) ■
D em ostración: Nuevamente probamos que la misma relación II es la que hace u-nested 
similares a Uf{Q\) y Uf(Q2)-
(caso n = 1 ) A partir del lema 5.3.Í) sabemos que 11 : G-\C.¿C/2 implica 11 : Uf(G\) CUf(Q2), 
que coincide 11, : Uf(G\ )C \Uf(í/2)-
(caso n > 1 ) Sea II : C/-\ C ll+]Cr¿- Queremos ver que II : U f{G\)C^nUf{G2)- Para ello 
usamos la definición de u-nested simulación y probamos que II. : Uf  (G\) CUf(Q2) Y que 3Q : 
G'2^n-\G\, con 1!.-' C Q .
A partir del lema 5.8.0 sabemos que II : U f (G])CU f(02)- Además, por definición de 
u-nested simulación tenemos que 3Q : 1 A /í ~ 1 C Q y que, por hipótesis inductiva,
Q : Uf (02) ^ 11- \Uj{G\). Por lo tanto I! : U j(C]\ ) C nUf(G2)- ■
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Corolario 5.3.11 (C om portam ien to  de U con respecto  a la //-nested sim ulación) Sean 
Q\, Q'¿ G CsTE; tales que Q \ ^ „ + | Cr¿, n > 1. Entonces, jaira todo ojan ador U f , se cumple que 
Uf{GI) tdf(Cj2)-
Siguiendo el mismo razonamiento que en el capítulo anterior nos preguntamos por las 
equivalencias incluidas en ^ 7, que son congruencias para la clase U. ¿Cuál es la mayor 
congruencia para los Uf  contenida en la //-nested simulación? ¿ Coincide con la u-nested 
congruencia definida para los operadores de prioridad? De no ser así, ¿ coincide en este caso 
con la bisimulación?
Definición 5.3.12 (U congruencia) Definimos la U congruencia, notación com.o la 
congruencia, con respecto a. la clase U. más gruesa, contenida, en la n-nested simulación.
A continuación damos una definición alternativa de U congruencia, con el único fin de 
facilitar las demostraciones.
Lem a 5.3.13 (Definición a lte rnativa  de ,Y) & nu „ 0 2  fiü jaira, todo ti. > 1 se c.um.ple
qn,-. v/ :uf (gg ^, , ur(g2).
D em ostración: Usamos como nota.ción: C/\ =n Cf¿ sii V/ : Uj(Q-\) Uf{G2)- (caso C)
Ya que es la mayor congruencia incluida en ^ Tí, es suficiente con demostrar que = nC ^ n 
y cpie =„. es uua congruencia. pa.ra, tod¡\ Uf. Entonces, tenemos que: (/| ~.n C¡>¿ significa (pie 
V/ : Uf(Qi) Uf{Q-¿)- Fn particular, vale para /  = id y entonces Ujd(G\) UidiQ'l)
f/1 i 7j. f/2 ) decil, =j/Ci 7i..
Ademas,
01 =n 02 => V./' : U/(CJ\) UfiG-i)
en particular os cierto pera U¡IAfl 
=> Vf/V// : Uhk,,{G\) Uh+f,{G‘¿)
=> Ví/V//. : Ui,(Ufl(Gi)) ^ 7» Uh.(Ug(G‘2)) (por el teorema 5.1.3)
=* V// : U,,{G\) =7i M<iUr¿)
lo que muestra que =7I es una congruencia.
(caso D) Ahora debemos mostrar cpie G\ 02 => 0 1  =n 02, o lo que es lo mismo:
0 1  7^» 0 2  => 0 1  '/'n 0 2 -
Supongamos G\ ^ n G‘¿- Luego, por definición de = T,, 3 / : Uf(G\) Dado que
~,YC=±T,, esto implica que U¡{Cf \) Uf(<J2 ). Finalmente G\ ^  G2 porque sabemos que 
~ y  es una congruencia para los operadores de U. ■
Ubicamos ahora la congruencia recientemente definida en el reticulado de las equivalencias 
semánticas conocidas. Vemos que 110 coincide con la bisimulación sino que las distintas 
se encuentran intercaladas entre las //-nested simulaciones.
Teorem a 5.3.14 (U congruencia en el re ticu lado  de la equivalencias sem ánticas) Para 
todo 11, ^  77+ I C ~,V C —7.-
D em ostración: De la definición anterior sabemos que ~ y  „ y, como ?=±n 110 es una 
congruencia para U (ver teorema 5.3.1), vemos que ~y^í=±7). Por lo tanto ~ y c ^ n.
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Sabemos que 
U
TJ porque en el teorema 4.1.10 tenemos pares de STE y (y.” tales
U
: » + I 7^
cine Q\' Q!¿ .Y ü]' ¥n+\ $ 2 - Fulla ver cpie ^ n+|C
Supongamos que ^ 7,+ l Q ~,f/. Entonces existe una secuencia de operadores Uf1, . .. ,Uf.. € 
U tal que Q\ ^ n+i O2 y ¿V/, o . . .oUf.(Q\) ¿Y/, o . . . o¿Y/. (C )^- Pero vimos en el teorema 5.1.3
que estos operadores se pueden componer, con lo que existe un Uf  G U tal que Uf  = U/l o ... o 
Uf.. Entonces tenemos que Uf ( C/ \ ) ^ n Uf(Cr¿), 1° cual es un absurdo por el teorema 5.3.11. 
Finalmente ^  n+1C . ■
C orolario  5.3.15 (a-nested  congruencia en el reticu lado  de equivalencias sem ánticas)
r- U f- 0— J/ + 1 c  c. (_
D em ostración: Vimos al final del capítulo 4 que C Además, que sea una con­
gruencia para todos los operadores de U, significa que en particular lo es para los operadores 
de prioridad, entonces: ~ 71/  C ■
Lo que se hizo en éste capítulo lúe detectar que la a-nested simulación 110 es una congru­
encia para los operadores de la clase U. A partir de ahí se caracterizaron los operadores que 
presentaban problemas y, paralelamente, se buscó una equivalencia alternativa para usar en 
sistemas en que esos operadores tengan sentido. Se definió la más fina que la ^ n+| y 
más gruesa que la
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C ap ítu lo  6
La n-nested ready simulación
Ya vimos que no es congruencia para U. Encontramos una familia infinita de equivalencias 
que sí lo son, las U congruencias, pero no pudimos encontrar su caracterización. Seguimos 
interesados en en encontrar una familia infinita de equivalencias entre la ready-s imulación y 
la bisimulación con buenas propiedades, para usar en los casos en que los operadores de U 
tengan sentido. Esa búsqueda nos llevó a una familia de equivalencias semánticas, las cuales 
pudimos caracterizar relacionalmente y que tienen buen comportamiento con respecto a los 
operadores Uf. Dimos en llamar n-nested ready simulaciones a esas nuevas equivalencias, ya 
que incluyen en las u-nested simulaciones la noción de igualdad para los conjuntos de acciones 
iniciales, tal como se vio para la ready-simulación.
6.1 La eq u iva len cia
Definición 6 .1 . 1  (n-nested ready sim ulación) SeanG\,G2 £ Cs t e ■ Definimos la n-nested 
ready simulación 7?, C x S<¿ de G\ en G¿, notación R : G\Sz,R,nG2, c.om.o la. relación que 
satisface:
R : G\ ^  ll,{)G'2 sii i[Ri-¿ y ¡>R<¡ implica 1 (p) — I (q)
R •' ¡i,n+ \ G'l sii R ■ Gi ^ G‘i A 3Q : G2^,R,vDl con R ~ l C Q
G\ es n-nested ready simulado por G2, notación G\f^ii,nG2, si existe R. : Giü~R,nG2- G\ y 
G‘2 son 7/.-nested ready similares, notación G\ ^  R,n G2, si G\fi^R,nG2 V G2 <!~R,nGi-
6.2 P ro p ied a d es  de la n-n e ste d  ready  sim u lación
Veamos que esa nueva familia de equivalencias semánticas es una congruencia para la clase 
de operadores definida en el capítulo anterior.
Teorem a 6.2.1 Sean Gí ,G2 £ Crte  V un operador de. la clase U. Para, todo n, R :
GlS^R^nG2 =► R • U f{G \)£TR,-nU[{G2)-
D em ostración: (caso n = 1 ) Sea R : G\S=,R,\G2- Entonces, por definición de ^ , sabemos 
que R. : G\f~Rfit2- A partir del teorema 5.2.1 sabemos R. : Uf{G\)^rrU f{G2)• Además i\Ri.2 y 
así Uf{Gi)£rR,iUf(G2)-
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(caso n > 1 ) Sea R : G\SzrR,nG2- Entonces R. : G\S=,rG2 Y 3Q : G2^rR,n-lGi, R ~ l Q Q- 
Nnevaniente a partir clel teorema 5.2.1 obtenemos que R. : Uf(G\) C rU[(G2) y por hipótesis 
inductiva : ¿//(C7a) .^y?,n— i)• Finalmente R.\ :Uf(Gi)¿R,nUf(G2)-  ■
Corolario 6.2.2 (^y?,n os una congruencia para  U) Sean G\,G2 £ Cs t e M j £ U. Para, 
todo n, Qi ^ / í)T1. t/2 => ldf{Q\) ^  n}U U,f{G'¿)-
Vemos en el corolario anterior que esta nueva equivalencia tiene el comportamiento de­
seado. Es posible que ^  ¡i v en realidad coincida con la U congruencia. Verifiquemos para 
ello la ubicación de las nuevas equivalencias en el reticulado de las equivalencias semánticas, 
es importante saber si esta familia infinita se intercala entre las //-nested simulaciones.
Teorem a 6.2.3 R : G \ ^ n+\G‘2 => H ■ G \^R ,nG2-
D em ostración: (caso n = 1) Sea R : G \ ^ ‘¿G‘2- Entonces R : G\^G2 Y 3Q : G 2 ^ i Gi , R _1 Q 
Q. Supongamos que pRq, con /(/;) ^  l(<¡). Si a € I(p) — /(</) => p —^ +ip'  y q —fi+2- Esto es 
absurdo porque R. \ es una simulación. Si a G I{q) — I(p) => q — >2 ' /  Y P —A l- Pero pRq , 
entonces qQp => p —^  \ p' . Absurdo.
Por lo tanto /(//) = I(p) y G\S=TR,\G2-
(caso n > 1) Sea R : G \ ^ n+2G2- Entonces R : G \ ^ r G2 Y 3Q : G2^n+\G\, P \ l Q Q • Por 
hipótesis inductiva Q : G2^R,vG\• Finalmente R\ : G\GTR,n+\G2- ■
C orolario  6.2.4 ^ n+i C ^ .
Veamos ahora que la nueva equivalencia no coincide con la U congruencia sino que es una 
equivalencia más fina (ver el reticulado de las equivalencias semánticas, figura 6 .1 ).
Teorem a 6.2.5 (/»-nested ready sim ulación en el re ticu lado  de equivalencias sem ánticas)
' 77 +  1 C  •> / í ,77. C  ~ n
D em ostración:
Sean Gi, Q2 £ Crte  tales que G\ ^ r ,n G2■ Ya demostramos que ^ n<n es una congruencia 
para los operadores Uf. Por lo tanto G1 ~ 7V G2-
Veamos que ^  R,n consideremos los STE G\ Y G2 de la figura 6 .2 . Por haber sido
construidos según las pautas del ejemplo 2.3.13 sabemos que son 2-nested similares. Probamos 
que efectivamente lo son usando las relaciones: R \  = Id\j{(a(a(aab-\-a.) + aa(a+ab)), a (a (a. ab+ 
a.) + aa.(a +  ab)) + aa(aab -f- //.))}; R2 = /í.j-1 U {(a.(aab + a) +  aa(a +  ab), a(aab +  a))}; Qí = R-2 
y Q2 = Q \ { U {(«(a + ab), aab +  a), (« + ab, ab), (0, //)}.
Es fácil ver que Uf(Gi) = G1 y Uf(G2) — G2, para todo Uf , a lo sumo alguna de las etiquetas 
puede haber cambiado (a por «' ó b por //). Por lo tanto G\ - Y  G2- Pero Gí ^ r ,2 G2- Para 
demostrarlo basta con verificar que las relaciones Rj y que encontramos son únicas y que 
esas relaciones no son 2 -nested ready similares: tomemos y veamos que los inicios de 
esos estados 110 son iguales: /(O) = 0  ^  / (b) = b.
Este ejemplo se puede generalizar de la forma en que se viene haciendo para obtener pares 
de STE U congruentes para todo //. Para ello se toma G\+l = y G2 +í = n..G\ + a.Q^- 
Veamos ahora que ^ n + i Q ^  R,n ■
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I »simulación
t
n + 1-nested simulación
//-nested ready simulación
U congruencia
//-nested congruencia
//-nested simulación
Figura fi.l: Reticulado de equivalencias semánticas
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(caso 11 = 2 ) Sean GuQ‘2 STE tales que R. : G\Sz,sG2- Por el teorema 5.3.10 sabemos 
que foral l f ,R.  : Uf(G} ) ^ r‘¿^f{G,¿) Y> por (leíinición de ^ n, existe Q : Uf{G2)SiTlMf{Gi),  con 
Q C R ~ l . En particular para f  = h l j l  : Gi^2 G ‘2,Q • G2^ i Gi- Además, por el lema 5.3.9, 
/?. : Uf{G\)SÍtfíUf{G'¿), con lo que R. es una íeady-simualción. Supongo que qQp. Si a G /(<7), 
como Q es una simulación, entonces <1 G /(/>). Si a G I(p), como Q C R ~ l sabemos que pRq y 
/?. es una simulación, entonces a G Así Q también es una ready-simulación. Finalmente
R : Q\ ^ R ,2 G2 •
(caso n > 2 ) Sean Gí ,G2 STE tales que R. : GiS=,n+iG2- Por el teorema 5.3.10 sabemos 
que f or a l l f , R. : Uf(Gi)£rnU/{G,2) Y , por definición de existe Q : ¿^/(^2 )£ n - l^ /( ^ l ) ,  
con Q C /í~ 1. E11 particular para f  = / r/, // : Además, por el lerna 5.3.9, R. :
U¡{G\) ^  uUf{G¿),  con lo que R es una. ready-simulación. Por hipótesis inductiva Q es una 
n — 1-nestcd ready simulación y, linalmente, R es una u-nested rcady simulación.
Volvamos ahora a los STE G\ Y G-¿ de la nota 4.1.11 para probar que ^n+17^^/?.,n • Los 
mismos son u-nested similares. E11 ambos podemos ver fácilmente que 110 van a ser afectados 
por ningún operador Uf  (salvo que todas las acciones a cambien por «/), por lo tanto esos STE 
son U congruentes. Finalmente vemos que son 7<-nested ready similares ya que si tomamos 
p,t¡ tales que pRi<i ó pQjij podemos, ver que I (p) = / (7 ).
Pero en esa misma nota vimos que G]1 ^ 7>.+i G21 con lo cual ^ n+ í^ ^ R ,n  • ■
Finalmente damos el nuevo reticulado de equivalencias semánticas (ver la figura 6.1) en 
donde incluimos las equivalencias nuevas. Note que ^ n+ i C ^  n.tn C C ^ n.
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a( a( aab  +  a) +  a o. [a + ab)) a (a (a ab +  a) +  an,{a, +  ab)) -f aa( aab  +  a)
Figura 6.2: STE U congruentes para n = 2
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Conclusiones
Un punto esencial en el uso de semántica de dos pasos para los sistemas reactivos es la 
compatibilidad entre los operadores y las equivalencias semánticas elegidas. Decimos que un 
operador es compatible con una equivalencia (o que la equivalencia es una congruencia para 
el operador) si el mismo preserva la equivalencia.
Este tipo de resultados permite describir los operadores directamente sobre los mode­
los concretos, lo que es en general simple, directo e intuitivo, y obtener, gratuitamente, la 
definición sobre la clase de equivalencia. Esto nos permite utilizar la equivalencia como equi­
valencia semántica.
Cuando una equivalencia no es una congruencia para un operador, es natural interrogarse 
sobre cual es la equivalencia más gruesa contenida en la anterior que si sea compatible.
En este trabajo se estudió la compatibilidad entre varios operadores sobre el modelo más 
difundido de Sistemas Reactivos, los Sistemas de Transiciones Etiquetadas [Kel76] (STE), y 
varias equivalencias sobre ellos que aparecen en la literatura.
Se comenzó trabajando con los operadores de prioridad [BBK85, BBK8 6 , BW90] y luego se 
generalizaron los resultados a una clase amplia de operadores unarios sobre los STE. Se estudió 
el comportamiento respecto a estos operadores de una variedad de equivalencias propuestas 
en la literatura [Gla90]. En los casos en que estas equivalencias no resultaron congruencias, 
se planteó encontrar las mayores congruencias incluidas en ellas.
Los resultados obtenidos son:
Respecto a los operadores de prioridad, se demostró que son compatibles con la ready 
simulación, ^  /;. Que ^  sea una congruencia para los operadores de prioridad es un resultado 
esperado a partir de los obtenidos para trazas y ready-traces en [BBK85].
Siguiendo esa misma intuición parecía evidente que ^ n también era una congruencia. Las 
u-nested simulaciones, ^ n, son equivalencias estrictamente más finas que la ready simulación 
y por lo tanto la información con respecto a las acciones iniciales de un estado se encuentra 
disponible. Sin embargo en este trabajo se obtuvo que los operadores de prioridad no preservan 
las u-nested simulaciones, esto es, las no son congruencias para ellos.
Esto descarta la consideración de las como equivalencias semánticas, al menos en 
contextos en que los operadores de prioridad tengan sentido.
Para salvar este inconveniente se definió la n-nested congruencia (con respecto a 0), 
como la mayor congruencia para los operadores de prioridad contenida en ^ n. Así se obtiene,
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para cada u, una equivalenica semántica estrictamente más fina que la y estrictamente 
más gruesa que la bisimulación, ±± , que es una congruencia para dichos combinadores (en 
realidad es más gruesa que ^ n+i).
Esto nos permitió concluir que estos operadores no pueden ser dotados de una semántica 
operacional estructurada dentro del formato tyft/tyxt. Esto se debe a que todos los construc­
tores a los que se le puede dar semántica en ese formato son compatibles con la 2 -nested 
simulación, como se muestra en [GV89].
Más adelante se extendió la clase de los operadores estudiados para que contuviera a otros 
operadores comunes en la literatura, como son los de renombrado y ocultamiento. Dimos eh 
llamar dase U a esa extensa clase de operadores estáticos unarios definidos sobre los STE. Se 
realizó, para cada equivalencia, el mismo tipo de análisis en busca de una equivalencia en la 
que pudieran tener sentido estos operadores.
Se demostró que la ready simulación y la bisimulación son congruencias para los operadores 
de U, afirmándose así que se está en presencia de una clase razonable de operadores.
Teniendo en cuenta que prioridad no es compatible con ^ n se obtiene que tampoco lo 
es la clase U. En este trabajo se demuestra que los operadores de U compatibles con esa 
equivalencia son exactamente los monótonos.
Tal como se vió para prioridad, a partir de [GV89], se obtiene que los operadores no 
monótonos de U no pueden ser dotados de una semántica operacional estructurada dentro 
del formato tyft/tyxt.
Se definieron además las n-nested congruencias con respecto a toda la clase U, (~ ^ ). Con 
ellas se obtuvo una familia infinita de equivalencias intercaladas entre las ^ n, convergiendo 
en la bisimulación. En efecto, se demostró que la 7/.-nested congruencia es estrictamente más 
fina que la y estrictamente más gruesa que la ^n+ i-
Se buscó sin éxito una caracterización realcional de esas equivalencias, del tipo de las 
usadas en el capítulo 2. La búsqueda nos llevó hacia equivalencias más finas, en donde 
surgió la familia de las n-nested ready simulaciones, ^  r iT), . Esta familia infinita, también 
convergente a la bisimulación, resultó ser una congruencia para todos los operadores de U. 
Además fué posible darle una caracterización relacional. Así se obtuvo una familia infinita 
de equivalencias intercaladas entre las y la ±± que se puede usar en modelos en que los 
operadores de U tengan sentido.
El orden entre las equivalencias semánticas más finas mencionadas en este trabajo esta 
dado, para n > 1 por:
±± c ... c -„+ 1  c -/í,n c ~y C c c ...
... C = - R  C C C - 1  = -
Como trabajo futuro se presenta la posibilidad de obtener una caracterización lógica de 
^  7? n basada en HML. También parece interesante el estudiar clases más amplias de opera­
dores unarios sobre los STE, siguiendo dos objetivos: el primero es terminar de cubrir todos 
los combinadores naturales sobre los sistemas reactivos y, el segundo, obtener la clase de 
operadores para la cual la ^  es la mayor congruencia contenida en ^ n.
También se considera interesante incluir variantes de las equivalencias de [GV89] que 
contengan a la acción silenciosa r, utilizada en sistemas reactivos. La acción r  permite
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definir el operador de abstracción que no está incluido en nuestra clase U. Se encontró poca 
bibliografía con respecto a equivalencias que consideren r y el operador de prioridad en un 
mismo contexto.
A g ra d ec im ien to s
No quiero hacer enumeraciones sino que espero poder demostrar personalmente lo agradecida 
que estoy a toda la gente que ayudó a que este trabajo fuera posible. Gracias : )
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