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Abstract. Terminal’s latency, connectivity, energy and memory are the
main characteristics of today’s mobile environments whose performance
may be improved by caching. In this paper, we present an adaptive
scheme for mobile Web data caching, which accounts for congestion of
the wireless network and energy limitation of mobile terminals. Our main
design objective is to minimize the energy cost of peer-to-peer communi-
cation among mobile terminals so as to allow for unexpensive Web access
when a fixed access point is not available in the communication range
of the mobile terminal. We propose a collaborative cache management
strategy among mobile terminals interacting via an ad hoc network. We
further provide evaluation of the proposed solution in terms of energy
consumption on mobile devices.
1 Introduction
The last decade has seen the rapid convergence of two pervasive technologies:
wireless communication and the Internet. The resulting mobile Internet a priori
enables users to easily access information anytime, anywhere. However, we have
not yet reached the point where anywhere, anytime Internet access is actually
offered. This paper addresses the above issue, concentrating more specifically on
Web caching in a mobile environment to allow for Web access, without requiring
availability of an infrastructure in the nearby environment.
There exist two different ways of configuring a mobile network: infrastructure-
based and ad-hoc-based. The former type of network structure is the most promi-
nent, as it is in particular used in both Wireless Lans (e.g., IEEE 802.11) and
global wireless networks (e.g.,Gsm,Gprs,Umts). An infrastructure-based wire-
less network uses fixed network access points (known as base stations) with
which mobile terminals interact for communicating, i.e., a base station for-
wards messages that are sent/received by mobile terminals. One limitation of the
infrastructure-based configuration is that base stations constitute bottlenecks.
In addition, it requires that any mobile terminal be in the communication range
of a base station. These shortcomings may be solved through the deployment
of a sufficient number of base stations. However, this comes at a high cost for
network providers. The ad-hoc-based network structure alleviates this problem
by enabling mobile terminals to cooperatively form a dynamic network without
any pre-existing infrastructure. In general, ad hoc and infrastructure-based net-
working should be seen as complementary rather than as competitive. Ad hoc
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networking is much convenient for accessing information available in the local
area, and possibly reaching a Wlan base station, which comes at no cost for
users. Ultimately, the user may decide to pay for communication using wireless
global networking facility. This paper concentrates on improving the Web latency
using a Wlan, exploiting both the ad hoc and infrastructure-based capabilities
of the network.
The issue that we are addressing is on setting an ad hoc network of mobile
terminals that cooperate to exchange Web pages. One application of our work is,
e.g, multimedia guided tour from PDAs. Indeed, several cities and museums have
proposed such services over the last few years but the limited number of base
stations due to a prohibitive financial cost and the limited communication range
of mobile terminals prevent tourists from accessing data anywhere. In addition,
the limited memory capacity of PDAs requires constant interaction with the
base station to gain access to the rich set of available information. Our proposal
allows users to access information when a base station is not reachable in one
hop and then offers better scalability at lower financial cost.
In the above context, it is crucial to account for the specifics of mobile termi-
nals. Mobile terminals that will soon be available will embed powerful hardware
(e.g., LCD screens, accelerated 3D graphics, high performance processor), and
an increasing number of devices (e.g., DVD, CD) [13]. However, the capacity of
batteries goes up slowly and all these powerful components reduce battery life.
Thus, it is mandatory to devise adequate solutions to energy saving on the mo-
bile terminals, for all the constituents of the mobile environment, i.e., application
software, network operating system, and hardware. In particular, communica-
tion is one of the major sources of energy consumption, and hence a number
of wireless communication protocols have been designed to reduce energy con-
sumption [12, 5, 18]. However, most of the communication protocols that have
been proposed for ad hoc networks are addressed in terms of bandwidth usage
and not energy consumption [9]. In addition, it is mandatory for these protocols
to be coupled with distributed application software that are designed so as to
minimize energy consumption.
This paper introduces such a distributed application software, which imple-
ments ad hoc cooperative Web caching among mobile terminals1. The proposed
solution aims at improving the Web latency on mobile terminals while optimiz-
ing associated energy consumption. The solution accounts for both the capaci-
ties of mobile terminals and the network features; it comprises: (i) a cooperative
caching protocol among mobile terminals that builds upon an existing ad hoc
routing protocol, and (ii) a local caching strategy for the mobile terminal. The
next section discusses related work, addressing background in the area of co-
operative Web caching and Web access from mobile terminals. Section 3 then
introduces the proposed ad hoc cooperative Web caching protocol, and is fol-
lowed in Section 4 by the presentation of the caching strategy implemented on
terminals. Section 5 provides an evaluation of our proposal, giving the energy
1 In the following we do not address the issue of Web Data conversion for these devices
for which a number of base solutions exists.
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consumption associated with cooperative caching. Finally, Section 6 concludes
with a summary of our contribution, and our current and future work.
2 Related Work
The ever growing popularity of the Web and the resulting poor latency for users
have given rise to huge effort on improving the Web latency, which mainly lies
in the introduction of Web caching protocols. Due to the network topology,
the idea of making network caches (also referred to as proxy caches or simply
proxies) cooperate has emerged. The Harvest project [2] introduced the notion
of hierarchical caching, which is pioneering and lies in introducing a cache on
every network node, the system’s hierarchical structure coming from the national
networks’ hierarchical organization. A cache then locates a missing requested
object by issuing a request to the cache at the hierarchy’s upper level. The
process is iterated until either the object is found or the root cache is reached,
which may ultimately involve contacting the object’s server. The object is then
copied in all the caches contacted as it is returned to the client.
A transversal system enriches the hierarchy by integrating a set of sibling
caches that are close in terms of latency time, at each hierarchical level. On a
cache miss, a cache not only contacts its ancestral cache but also its siblings.
A number of transversal cooperative caching protocols have been proposed in
order to minimize the number of messages that are exchanged among sibling
caches to retrieve cached objects. Proposed solutions all amount to maintain a
partial knowledge of the objects that are cached on siblings. With Summary
Cache [8], each proxy keeps a compact summary of the cache content of other
sibling proxies. The Scoop protocol [17] proposes to distribute this knowledge
among the cache composing the transversal system and the Cache Array Routing
Protocol (CARP) [22] partitions the URL space among sibling proxies.
In the context of mobility, proxy caches are used not only to cache and re-
trieve documents but also to manage user mobility. These proxies are access
points to the Internet for mobile terminals. Proxies implement functionalities
dedicated to the transfer of data to mobile terminals, such as compression, fil-
tering, format conversion [16][1]. It is further mandatory to account for the dis-
connection of mobile terminals, as their connectivity is highly dynamic in nature.
Typically, a mobile terminal can be in either of the three following connection
modes, shifting from one to another depending on the user’s location: strongly
connected (i.e., use of a fixed LAN), less strongly connected (i.e., use of a wire-
less network), or disconnected (i.e., due to the absence of connectivity or to save
energy). Solutions to the above issue include the one offered by the ARTour Web
Express software [4], which queues user requests that are made during an unex-
pected disconnection. These requests are later processed as a background task
when the connection is restored. In addition, the user may act upon local cache
management by requesting to keep in the cache the pages that he/she marks us-
ing the cache browsing tool. However, not all the disconnections are unexpected,
and some may be anticipated by the user. In this case, the user may indicate the
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kind of Web pages she will be willing to access (e.g., subject of interest, Urls).
The information is then exploited, possibly in combination with the user’s pro-
file, to prefetch a number of pages. Similar to our solution, the one of [3] in the
area of service discovery and composition or [19] in the area of databases use a
decentralized model in an ad hoc environment. Complementing proxy solutions
with ad-hoc-based ones will allow for both enhanced connectivity and Web ac-
cess at low cost. In that context, the caches of the mobile terminals cooperate in
a way similar to proxy caches in transversal cooperative cache systems. However,
the cooperative scheme must be devised so as to account for: the continuously
changing set of cooperating terminals, the heterogeneity of terminals in terms of
resource availability, and energy saving.
3 Cooperative Caching in Ad Hoc Networks
A number of ad hoc routing protocols are implemented over a baseWlan. Basi-
cally, these protocols maintain a routing table and differ in the way they manage
it (§ 3.1). Using the ad hoc network protocol that offers the best trade-offs in
terms of energy consumption and response time, we propose a specialization of
the protocol that is specifically aimed at handling remote access to Web pages
(§ 3.2). We then introduce our ad hoc cooperative caching protocol, which has
primarily been designed to minimize energy consumption (§ 3.3).
3.1 Ad Hoc Networking
The main issue to be addressed in the design of an ad-hoc (network) routing
protocol is to compute an optimal communication path between any two mobile
terminals. This computation must minimize the number of control messages
exchanged in order to minimize network congestion and energy consumption [7].
There exist two base types of ad hoc protocols: proactive and reactive. Proac-
tive protocols (e.g., Olsr [6]) update their routing table periodically. Compared
to proactive protocols, reactive protocols (e.g., Aodv [20], Dsr [15]) check the
validity of, and possibly compute, the communication path between any two
mobile terminals only when a communication is requested between the two. Zrp
[10] is a hybrid protocol that combines the reactive and proactive modes. The
design rationale of Zrp is that it is considered advantageous to accurately know
the neighbours of any mobile terminal (i.e., mobile terminals that are accessible
in a fixed number of hops), since they are close. Hence, communicating with
neighbours is less expensive and neighbours are most likely to take part in the
routing of the messages sent from the terminal. As a result, Zrp implements: (i)
a proactive protocol for communication with mobile terminals in the neighbour-
hood, and (ii) a reactive protocol for communication with the other terminals.
With respect to a given mobile terminal, its neighbourhood is referred to as
its zone. Notice that it would be interesting to dynamically set the number of
hops used to define a zone, according to the number of mobile terminals that
are present in the perimeter. Zrp is currently among the most efficient ad hoc
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routing protocols in terms of network load due to control messages and hence
of associated energy consumption on mobile terminals. We thus use Zrp over
Ieee 802.11, as the base ad hoc protocol for realizing ad hoc cooperative caching
among mobile terminals. Mobile terminals belonging to the zone of a given ter-
minal then form a cooperative cache system for this terminal since the cost
for communicating with them is low both in terms of energy consumption and
message exchanges [11]. However, cooperative caching must not be restricted
to the mobile terminals belonging to the zone: low-cost reachability of a base
station must be accounted for as well as knowledge of a terminal that does not
belong to the zone but that is likely to store a requested Web document given
commonalities in performed Web accesses.
3.2 Ad Hoc Communication for Web Caching
A mobile terminal may get Web data that are not cached locally through two
communication paths: (i) using the infrastructure-based mode, the terminal may
interact with the nearby base station, which forwards the request to the Web,
(ii) using the ad-hoc-based mode, the terminal may request for the data to the
mobile terminals in its communication range (i.e., accessible in one hop in a base
Wlan or in a number of hops using some ad hoc network routing protocol).
The former is the most efficient in terms of energy consumption; the mobile
terminal sends a single message to a base station that has an infinite energy
budget. However, the ad-hoc-based mode must be enabled for the case where
a base station is not reachable in one hop. In this case, a base station can still
be reachable in a number of hops, thanks to mobile terminals forwarding the
requests. For instance, Umts supports such a mechanism to extend the range
of the infrastructure2. The number of hops that are necessary to access a base
station depends on the terminal’s location. Let N be this number, then any
mobile terminal that is at a distance greater or equal to N is not contacted to
get a document. Figure 1 depicts the case where the mobile terminal A reaches
the base station D in 3 hops, using the mobile terminals B and C for routing
the request. Then, if either a mobile terminal in the zone of A (e.g., B belonging
to the path leading to the base station or any other terminal in the zone) or a
known mobile terminal located outside the zone but at a lower distance than
the base station D (e.g., C that is in the path leading to D or E that does not
belong to the path) holds the requested document in its cache, it returns it to
A. Otherwise, the request reaches D, and D forwards it to the Web. We get the
following ad hoc communication protocol over Zrp, to retrieve a remote Web
object W , with respect to a given mobile terminal A:
· In-zone communication:
If a base station is in the zone of A, then A requests for W through the
base station only. Otherwise, A broadcasts the request message for W to
the mobile terminals in the zone of A, incurring a low energy cost since the
routing table contains the necessary information.
2 http://www.3gpp.org
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· Peer-to-peer communication:
If W is not cached by any of the mobile terminals in the zone of A and if
there is no base station in the zone of A, then a peer-to-peer communication
(or point to point messaging) scheme is realized with mobile terminals that
are known to share interests with A (see § 3.3) and that are at a distance
that is less than the one between A and the nearest base station. Mobile
terminals outside the zone of A are basically known through two ways: (i)
they belong to the path used to reach the nearest base station, (ii) they were
previously either in the zone or in the path used to reach the base station.
The request for W is ultimately forwarded to the nearest base station.
Based on the above, the communication cost and hence the energy cost associ-
ated with getting a Web object is kept to a minimum: (i) broadcast is within a
zone and is thus unexpensive by construction of Zrp, (ii) peer-to-peer commu-
nication occurs only with mobile terminals that are both the most likely to store
a requested object and closer than a base station.
Fig. 1. Getting Web data
3.3 Ad Hoc Cooperative Caching
Without a proxy-type architecture that centralizes requests, local statistics are
relied on for a mobile terminal A to identify mobile terminals that are likely
to store a Web object requested on A. Such statistics are maintained on A
through a terminal profile for every mobile terminal with which A interacts.
The terminal profile is characterized by a value that counts the number of times
the corresponding mobile terminal either is known to cache an object requested
by A or requested for an object to A that A had in its cache. The value of
the terminal profile is used to identify the mobile terminals with which peer-to-
peer communication is undertaken. The list of known mobile terminals outside
the zone and that are at a distance less than a base station are then weighed
according to the value of F = terminal profile ÷ hops where the number of
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hops, hops, is obtained from the routing table. Mobile terminals for which the
value of F is the greatest are first contacted and the process is iterated until
a hit message is received or there are no more mobile terminals eligible for the
request. In addition to the management of terminal profiles to identify mobile
terminals that share common interests, we must account for the heterogeneity
of the terminals’ capacity (i.e., battery, processing, storage, communication). In
particular, for two mobile terminals that are equally likely to store a requested
object, it is better to contact the one that has the greatest capacity.
Ignoring the case where a base station is accessible in the zone and given the
ad hoc communication protocol aimed at Web caching that was discussed in the
previous subsection, the request for a Web object W that is not cached locally,
from a mobile terminal A is handled as follows: (i) A first broadcasts the requests
for W within the zone; (ii) if W is not retrieved then the retrieval protocol
iterates on sending the request for W to known mobile terminals outside the
zone and at a distance less than the base station according to the maximization
of F ; (iii) the base station is ultimately contacted. The processing of requests
is further handled as follows. A mobile terminal that receives the request for W
and caches it increments its local value of A’s terminal profile. If the terminal is
further willing to cooperate (e.g., absence of energy safeguarding or of security
policy enforcement), it returns a hit message, which embeds:
· (i) TTL that gives the Time To Live field of the document.
· (ii) Capacity that characterizes the capacity of the terminal to handle re-
quests, whose value is in the range [0..1], 1 denoting the highest capacity.
Currently, we use a simple scheme to set the value of Capacity; it is equal
to the percentage of the energy budget that is left. It is part of our future
work to investigate a more accurate way of computing Capacity.
For every hit message that it receives, A increments the terminal profile of the
sender. Among the mobile terminals that replied by a hit message, A selects the
terminal from which W should be obtained, that is the one that maximizes the
following function3: R = Capacity× (λ× TTL+ µ× hops) where λ and µ are
set so as to favour communication with the closest nodes. More precisely, the
value of R is computed as follows. The metrics used for consistency (duration
given by ttl) and for communication cost (number of hops) are distinct and
should be made comparable. As a dispersion measure of TTL and hops, we use
the standard deviation. Thus, considering that A received N hits messages for
W, A computes the mean mTTL (resp. mhop) of the TTL (resp. hops) and the
standard deviation σTTL (resp. σhop):
mTTL = 1N
∑N














3 For the case where the selected terminal is no longer accessible, e.g., due to energy
safeguarding, the request will be sent to the next eligible terminal and will be so
until the page is received.
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For illustration, Figures 2 gives a set of ttl and hop values considering reception
of hit messages from terminals [B,..,G]. We distinguish four intervals for the value
of ttl: level I1T TL = ]-∞, mTTL-σ], level I2T T L = [mTTL-σ, mTTL],
level I3T T L =[mTTL, mTTL+σ], level I4T T L = [mTTL+σ, +∞].
m
I II III IV
TTL TTL TTL TTLTTL TTL








hop hop hop hop
-
hop hop
hop  distributionTTL distribution
Fig. 2. Energy consumption.
The value of ttl is then mapped into one of the ranges [0..1], [1..2], [2..3]
and [3..4], if it belongs to I1T T L , I2T T L , I3T T L and I4T T L , respectively. The value
taken in the target range is then set proportionnally to the value of the ttl
in the initial range, IjT T L , j ∈ [1..4], and is the one used in the computation
of R. For illustration, Table 1 gives the initial ttl and hops values, and values
under the unified metric, considering the distribution given in Figure 2. Then
the values of λ and µ are set so that λ+µ = 1 and will be chosen according to the
respective weighing factors for the consistency and communication cost. Figure
3 gives the value of Rcapacity for the mobile terminals B,..,G considered in Figure
2, according to the value of λ, ranging from 1 (i.e, µ=0 and the communication
cost is ignored) to 0 (i.e, µ=1 and the communication cost is the only selective
factor).
Fig. 3. R/capacity function.
We do not use miss messages for mobile terminals to notify that they do not
cache a requested object. This is to minimize both network load and energy con-
sumption. Hence, we use timeouts to detect the absence of a requested object.
The value of the timeout is set according to the greatest number of hops that are
involved to interact with the mobile terminals to which the object is requested,
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Table 1. TTL and hop metric
mobile TTL TTL TTL metric hop hop metric
b 12 (m − σ) − 12 σ 1 − 12= 12 4 1 + 1√5
c 47 m − 37σ 2 − 37= 117 8 257 + 2√5
d 2710 (m + σ) − 310σ 3 − 310 = 2710 2 2710


















together with the current network load. Upon expiration of the timeout, if hit
messages have been received, the Web object will be requested to the mobile
terminal that maximizes R. Otherwise, the next iteration of the cooperative
caching protocol is processed (i.e., from the broadcast step to the peer-to-peer
iterative step). For the case where a hit message is received after timeout expi-
ration, while the object is still not retrieved, the message is accounted for in the
current step of the protocol.
4 Local Caching
The ad hoc cooperative caching protocol introduced in the previous section is
complemented by a local caching strategy, which is adaptive according to the
current capacity of the terminal. Local cache management mainly amounts to
the implementation of a replacement algorithm that is run when the cache gets
full. We weigh every cached document according to both its probability of being
accessed in the future and the energy cost associated with getting remotely the
document. Documents with the lowest weighs are those that are removed from
the cache. The document weigh is computed according to the following criteria:
· Popularity. The Popularity value serves approximating the probability of
future access, both on the terminal and from remote terminals, as enabled by
the cooperative caching protocol. The probability is approximated according
to the number of times the document has been requested since it has been
cached.
· AccessCost. The AccessCost value gives an estimate of the energy cost
associated with getting the document remotely if it is to be removed from
the cache. This cost varies depending on whether: a base station is accessible
in the zone of the terminal, the document is cached on a mobile in the
zone of the terminal, communication out of the zone is required to retrieve
the document. In the first two cases, the cost is quite low, while it may
be quite high in the third case. The value of the access cost is computed
according to the energy consumption associated with intra-zone and inter-
zone communication (see § 5). Intra-zone communication holds if a base
station is known to be in the zone. It is further assumed if the document
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was obtained from a terminal that is still in the zone, as identified using the
routing table.
· Coherency. A document is valid for a limited lifetime, which is known using
the TTL field. However, when the energy remaining on the terminal is low, it
is better to favour energy saving over the accuracy of the document. Hence,
the value of Coherency is equal to ν×TTL where ν increases as the available
energy decreases.
We get the following function to compute the document weigh:
W = α× Popularity + β ×AccessCost+ γ × Coherency + δ × size
The values of α, β, γ and δ are set so as make the values of AccessCost,
Popularity, Size, and Coherency, decreasingly prominent factors for deciding
whether a document should be kept in the cache. The metric used to compare
the differents parameters is computed in a way similar to the one described in
Section 3 for the function R. Notice that our W function offers similarities with
the one used by hybrid replacement algorithms that were proposed in the liter-
ature for Web caching on stationary hosts (e.g., [14]). In the same way, we use a
function that accounts for a combination of criteria in the replacement decision.
However, our function differs in that energy saving is a prominent criterion.
5 Evaluation
Control messages generated by Zrp and messages associated with ad-hoc co-
operative caching affect the network traffic and energy consumption on mobile
terminals. In this section, we examinate the energy consumption induced by:
· Maintening the routing table on each mobile terminal with ZRP.
· Using the ad-hoc cooperative strategy to identify terminals that are likely
to store the requested Web data.
· Retrieving the Web data.
The above includes the energy cost due to both communication and computation.
However, we do not consider the latter cost since it is induced by any local cache
management, and it is negligible compared to the energy cost of communication:
the energy cost of transmitting 1Kb is approximately the same as the energy
consumed to execute 3 million intructions [21]. We further use the following
wireless interface for our evaluation: 2.4Ghz DSSS lucent IEEE 802.11 WaveLan
PC “Bronze” 2Mbps on the terminal.
5.1 Energy Consumption of ZRP Control Messages
Performance of Zrp has been evaluated in [11, 10] using event-driven simula-
tion; this evaluation is gauged by considering the control traffic generated by
Zrp. Figure 4 gives the energy consumption generated by the reception of ZRP
traffic. Messages are used to maintain the zone routing tables with a beacon
broadcast period of 0.2/s. To obtain the path to a mobile terminal out of the
zone, additional control messages are exchanged only on-demand.
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Fig. 4. Energy consumption generated by the reception of ZRP traffic in a zone
per /s
Given the energy consumption generated by ZRP, we evaluate energy con-
sumption associated with ad-hoc cooperative caching, as the sum of the energy
consumption induced for the various mobile terminals that are involved (both in
and outside the zone) in the cooperation, which adds to the energy cost induced
by ZRP.
5.2 Energy Consumption of Ad-Hoc Networking
Focusing on the energy cost associated with communication, the cost associated
with the emission of one message is the sum of:
· The cost of emission for the sender node.
· The cost of reception for the destination node.
· The cost of reception and emission for mobile nodes forwarding the message.
· The cost of reception for non-destination nodes (i.e., terminals that receive
control messages due to their location with respect to the aforementioned
nodes, although they are not involved in the routing of the message).
To minimize collisions in point-to-point traffic, the IEEE 802.11 protocol pro-
vides the following collision avoidance mechanism. Prior to any point-to-point
transmission, the sender broadcasts a Rts (Request To Send) control message,
which specifies the destination node and the data size (for duration). The sender
then waits for a Cts (Clear To Send) message from the destination node. Once
it receives the Cts, the sender sends the data message. Finally, the destination
node sends an Ack message upon the reception of the data message. Therefore,
the energy consumed by any mobile terminal for sending, receiving or discarding
a message is given by the linear equation [9]: ε = m ∗ size+ p; where size is the
message size, and m (resp. p) denotes the incremental (resp. fixed) energy cost
associated with the message. The value of ε is detailed hereafter, for the various
mobile terminals affected by the message transmission. Table 2 gives the energy
cost, relative to the size of the message, for the sender and destination nodes
(i.e., the actual sender and destination nodes and the forwarding nodes that act
as both sender and destination nodes). For the sender X, the high value of the
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Table 2. Energy consumption on nodes for point to point communication
Mobile Energy consumption (µW.sec) m (µW.sec) p (µW.sec)
Sender X εsend = msend ∗ size + psend msend = 1.9 psend = 454
Destination A εdest = mdest ∗ size + pdest mdest = 0.5 pdest = 356
Non-destination nodes
in range of sender X εAX=mAX ∗ size+ pAX mAX = −0.22 pAX = 210
in range of sender X εX=mX ∗ size+ pX mX = −0.04 pX = 90
in range of destination A εA=mA ∗ size + pA mA = 0 pA = 119
incremental cost msend is due to the emission of the data message. The fixed
cost psend results from the reception of two control messages (Cts and Ack)
and from the emission of the Rts message. For the destination node A, the
fixed cost pdest is due to the emission of two control messages (Cts and Ack)
and to the reception of the Rts message. The value of mdest for A follows from
the reception of the data message. Table 2 also gives the energy cost, relative
to the size of the message, for non-destination nodes. Non-destination nodes in
the range of the sender receive Rts messages and thus enter a reduced energy
consumption mode during data emission; this leads to have a negative value for
mAX andmX since the energy consumption is less than the one in the idle mode.
The fixed cost pAX for non-destination nodes in the range of both the sender
and the receiver is greater than the fixed cost pX for non-destination nodes in
the range of the sender only, because the latter do not receive the Cts and Ack
messages. Finally, non-destination nodes in the range of the destination node
but not the sender receive the Cts and Ack messages. On the other hand, they
do not receive the Rts message, and thus cannot enter in the reduced energy
consumption mode; this leads to have the incremental cost mA equal to 0.
Fig. 5. Mobile terminals in the range of the sender and of the destination node.
Consider now a network of 500 mobile terminals whose communication range
is of about 250m, that is such that the mobile terminals are uniformly distributed
in the network surface S with S = 4000[m]×4000[m] 4. In a zone (see Figure 5),
all the mobile terminals consume the same energy. Thus, the overall energy
4 This network is taken as an example, as it is used in [11] for the evaluation of ZRP.
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Table 3. Energy consumption in a zone.
Mobile terminal Surface Number of mobile Total energy
in range of terminals for a zone
the sender X & SAX = θ(r
2 − a21) nAX = NSAXS nAXεAX
the receiver A +β(R2 − a22)
the sender X SX = πr
2 − SAX nX = NSXS = πr2 − θr2 sin2 θ + βR2 sin2 β nXεX
the receiver A SA = πR
2 − SAX nA = NSAS = πR2 − θr2 sin2 θ + βR2 sin2 β nAεA
consumption within a zone is the sum of the energy consumed by every mo-
bile terminal in this zone (see Table 3). Then, the energy consumption of the
overall network is the sum of the energy consumed per zone that is traversed.
Figure 6 gives the energy consumption associated with the delivery of a message
of 1 Kb to the destination node according to the number of hops, which is the
sum of the energy consumed on all the nodes involved in the communication.
The figure clearly demonstrates that the energy consumption increases with the
number of hops. This directly follows from the resulting increase of both mobile
terminals forwarding the message and non-destination nodes receiving control
messages. Table 4 further evaluates the impact of the network density on en-
ergy consumption. For a constant number of hops (=3), we see that increased
density of mobile terminals results in additional energy consumption for non-
destination nodes. But, the ratio εsend+εdest+εforwarding mobile terminalsεoverall non−destination mobile terminals highlights
the weak impact of message reception on non-destination nodes, on the overall
energy consumption. Indeed, for 600 mobile terminals and a destination node at
4 hops of the sender, the energy consumed by non-destination nodes is about
6 times less than the energy consumed by the sender, the receiver and the 3
forwarding mobile terminals.
Fig. 6. Energy consumption in the network for the retrieval of Web data.
5.3 Energy Consumption of Ad-Hoc Copperative Caching
Having examined the energy consumption associated with data delivery, we now
focus on the energy consumption induced by our ad-hoc cooperative caching
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Table 4. Energy consumption according to the network density.
Number of Mobile terminals in 500 600 700
the network surface
Energy consumption of non- 1389 18959 2136
destination mobile terminals (µ W.sec)
ratio 9 7 6.11
protocol, which retrieves a requested Web page among mobile terminals. A re-
quest message for a Web page includes broadcasting (with mobile terminals in
the requester’s zone) and peer-to-peer communication (with mobile terminals
sharing the same interests). Before broadcasting a message, the sender listens
to the channel; if no traffic is detected, the message is broadcasted. Table 5
gives the energy consumption induced by a broadcast while the one associated
with peer-to-peer communication is given in Table 2. The difference between the
energy consumption associated with broadcasting and the energy consumption
associated with peer-to-peer communication is due to the emission of control
messages (RTS, CTS and ACK messages) in the case of peer-to-peer commu-
nication. Figure 7 gives the energy consumed by cooperative caching according
Table 5. Energy consumption on the sender and destination nodes for broadcast.
Mobile Energy consumption m p
(µW.sec) (µW.sec/byte) (µW.sec/byte)
Sender εbrsend = mbrsend mbrsend = pbrsend =
X *size+pbrsend 1.9 266
Destination εbrdest = mbrdest mbrdest = pbrdest =
A *size+pbrdest 0.5 56
to the number of hops that defines the zone. Precisely, Figure 7 gives the cost
associated with broadcasting and peer to peer communication at a distance that
adds one hop to the number of hops that defines the zone. As expected, the
overall energy consumption of both broadcast and peer-to-peer communication
increases with the number of hops that defines the zone (because more mobiles
are in the zone). Comparing energy consumption of broadcasting with the one
of peer-to-peer communication, we find that the cost added by broadcasting is
weak compared to the number of mobile terminals contacted, and hence supports
our approach.
6 Conclusion
Mobile technology has reached a stage that enables foreseeing easy access to
information technology anywhere, anytime. However, it is necessary to devise
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Fig. 7. Energy consumption in the network for the broadcast and the peer-to-
peer communication.
adequate software and hardware solutions to mask unstable connectivity and
limited energy. This paper has addressed one such solution, which focuses on
enabling Web accesses from mobile terminals. Currently, Web access is easy to
realize if the mobile terminal is in the communication range of a base station
of either a Wlan or a global wireless network. However, this cannot always be
assumed due to the financial cost associated with the deployment of the underly-
ing infrastructure. In addition, the systematic use of a global wireless network is
quite costly for users. Instead of relying on a base station for accessing the Web,
an alternative solution is to exploit ad hoc networking, which allows for remote
communication at no financial cost and also reaching a base station of aWlan in
a number of hops. In that context, we have proposed a cooperative Web caching
system for ad hoc networks, which enables mobile terminals to share Web pages,
while minimizing the resulting energy cost. Our system lies in implementing on
each mobile terminal: (i) an ad hoc cooperative caching protocol that selects the
mobile terminals from which a requested page should be retrieved, in a way that
minimizes both energy consumption and network load, (ii) a caching strategy
that maintains the local cache in a way that minimizes resource consumption.
Such a system is well suited for location-dependent data such as multimedia
guided tours. It is further a cheap solution compared to existing ones since it is
not based on the infrastructure mode. Preliminary assessment of our proposal
has been addressed by providing the energy cost that our system incurs for mo-
bile terminals. We are currently working on further assessment of our proposal,
which lies in the implementation of a simulator to thoroughly examine the be-
haviour of our system. Experiment using the simulator will in particular serves
tuning the various weighing functions that we use for cooperative caching. We
are also implementing our proposition for multimedia guided tours on the Web.
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