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Abstract
We examine a special linear combination of balanced very-well-poised 10φ9 basic hy-
pergeometric series that is known to satisfy a transformation. We call this Φ and show
that it satisfies certain three-term contiguous relations. From two sets of contiguous re-
lations for Φ we obtain fifty-six pairwise linearly independent solutions to a three-term
recurrence that generalizes the recurrence for Askey-Wilson polynomials. The associated
continued fraction is evaluated using Pincherle’s theorem. From this continued fraction we
are able to derive a discrete system of biorthogonal rational functions. This ties together
Wilson’s results for rational biorthogonality, Watson’s q-analogue of Ramanujan’s Entry
40 continued fraction and a conjecture of Askey concerning the latter. Some new q-series
identities are also obtained. One is an important three-term transformation for Φ’s which
generalizes all the known two and three-term 8φ7 transformations. Others are new and
unexpected quadratic identities for these very-well-poised 8φ7’s.
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1
1. Introduction
Background: It is now ten years since Askey-Wilson polynomials were introduced as an
explicit system of orthogonal polynomials that generalize Jacobi polynomials [2]. Here we
are concerned with a generalization of Askey-Wilson polynomials which yields an explicit
system of biorthogonal rational functions. This generalization was first given by Wilson in
1991 [30].
The explicitness of the above orthogonalities is connected to the fact that certain
hypergeometric and basic hypergeometric series satisfy three-term contiguous relations.
The importance of contiguous relations in this context was emphasized by Wilson in his
1978 thesis [29]. For more recent work which makes extensive use of contiguous relations
see [16], [23], [13], [14], [15].
In the case of Askey-Wilson polynomials, the relevant series are a terminating, bal-
anced 4φ3 series, which describes the polynomials themselves [2], and a very-well-poised
8φ7 series, which describes the minimal solution to the polynomial recurrence [18], [11].
The necessity of a three-term contiguous relation is dictated by the fact that an
orthogonal polynomial system {Pn(x)}∞n=0 must satisfy a three-term recurrence of the
form [6]
(1.1) Pn+1(x)− (x− cn+1)Pn(x) + λn+1Pn−1(x) = 0,
associated with the J-fraction
(1.2)
1
x− c1 −
λ2
x− c2 −
λ3
x− c3 − . . . .
Are there explicit orthogonal polynomial systems more general than Askey-Wilson
polynomials? The answer is believed to be no since there are no known basic hypergeo-
metric series which are more general and which also satisfy a three-term contiguous relation
that can be cast into the form (1.1).
However, if we relax the requirement that the orthogonal system consists of polyno-
mials, then we are led to Wilson’s system of biorthogonal rational functions [30]. With
only a slight modification this again seems to be the most general model of its type.
In this paper we examine this general rational function biorthogonality by starting
with some three-term contiguous relations of the most general known type. The basic
hypergeometric series involved are terminating, balanced, very-well-poised 10φ9’s or, more
generally, special linear combinations of non-terminating such 10φ9’s which we call Φ’s.
Both of these satisfy three-term contiguous relations which can be put into the form
(1.3) Pn+1(x)− (x− cn+1)Pn(x) + λn+1(x− αn+1)(x− βn+1)Pn−1(x) = 0
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associated with the RII -fraction
(1.4)
1
x− c1 −
λ2(x− α2)(x− β2)
x− c2 −
λ3(x− α3)(x− β3)
x− c3 − . . . .
That the orthogonal systems corresponding to (1.3) and (1.4) involve rational functions
rather than polynomials has been demonstrated by Ismail and Masson [17].
There is a second related aspect which lead us to examine this most general basic
hypergeometric level. Many of the continued fractions of Ramanujan are connected with
orthogonal polynomials. Some of the most intriguing of these are expressed in terms of
ratios of products of gamma functions [5] and have been shown to be connected with
special and limiting cases of Askey-Wilson polynomials [21], [22]. Armed with this fact
we were able to extend and give new meaning to Ramanujan’s famous Entry 40 [24] and
its q-analogue given by Watson [28], [10]. These are all special cases of the very general
continued fraction we examine in Section 3 of this paper. From the simplest terminating
form of this continued fraction given in Corollary 3.3 and the orthogonality derived in
Section 4, we are now able to vindicate Askey’s conjecture [1, p. 37] that Ramanujan’s
Entry 40 is connected with Dougall’s 7F6 summation formula and a three-term recurrence
for a very-well-poised 9F8.
Results: In Section 2 we prove that Φ satisfies certain three-term contiguous relations. For
two of these (Theorems 2.4 and 2.5) we make essential use of the two term transformation
formula for Φ [7, (III. 39), p. 247]. This generalizes our earlier work in [10].
In Section 3, Theorems 2.4 and 2.5 are used to obtain fifty-six pairwise linearly inde-
pendent solutions to a very general eight parameter three-term recurrence. This recurrence
generalizes the recurrence for Askey-Wilson polynomials. The large n asymptotics of the
solutions is also examined. From two of these solutions we are then able to construct a
minimal solution. This minimal solution, via Pincherle’s Theorem, gives an explicit but
complicated continued fraction result which generalizes Ramanujan’s Entry 40 and our
earlier work [10]. Two special cases are considered. One is a terminating fraction given in
terms of a terminating 10φ9 [28].
In Section 4 this terminating fraction is expressed as an RII -fraction and used to
derive a very general explicit rational biorthogonality. This derivation follows the methods
in [17]. Also in Section 4 we give six limiting cases of this biorthogonality. Five limits
are at the 4φ3 or 8φ7 level and one is a q → 1 limit at the 9F8 level. One of the 4φ3
limits corresponds to the case of q-Racah polynomials while the other orthogonalities are
new. By taking further limits this can be extended to a full Askey-type scheme of rational
biorthogonality. For a detailed review of the Askey-scheme for polynomial orthogonality
see Koekoek and Swarttouw [20].
In Section 5 we give further details for one of the limit cases at the very-well-poised
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8φ7 level. This expands on some of our previous results for this model [12]. Also a general
three-term 8φ7 transformation is derived which is essential for Section 6.
We have already mentioned that Φ satisfies a two term transformation formula. This
is the most general two term transformation given in Gasper and Rahman [7]. In Section
6 we derive a missing companion transformation. This is a three-term Φ transformation
which generalizes all the known 8φ7 transformations.
Finally, in Section 7 we derive what we feel are some unexpected 8φ7 identities. These
new quadratic identities are derived from the asymptotics of the Casorati determinants of
some of the recurrence solutions of Section 3.
Notation: We follow the notation in Gasper and Rahman [7] except that we omit the des-
ignation ‘q’ for the base in the q-shifted factorials and the basic hypergeometric functions.
Thus, given a number q, the q-shifted factorial is defined by
(a)0 := 1, (a)n :=
n∏
j=1
(1− aqj−1), n = 1, 2, . . .
(a)−n :=
1
(aq−n)n
, n = 1, 2, . . . ,
and for |q| < 1,
(a)∞ =
∞∏
j=1
(1− aqj−1).
We also write
(a1, a2, . . . , ak)n :=
k∏
j=1
(aj)n, n integer or n =∞.
The rφs basic hypergeometric series is given by
(1.1) rφs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
; z
)
:=
∞∑
n=0
(a1, a2, . . . , ar)n
(b1, b2, . . . , bs, q)n
[
(−1)nq(n2 )
]1+s−r
zn,
and the general bilateral basic hypergeometric series is defined by
(1.2) rψs
(
a1, a2, . . . , ar
b1, b2, . . . , bs
; z
)
:=
∞∑
n=−∞
(a1, a2, . . . , ar)n
(b1, b2, . . . , bs)n
[
(−1)nq(n2 )
]s−r
zn.
We denote a very-well-poised, balanced 10φ9 series as
(1.3)
φ = 10W9(a; b, c, d, e, f, g, h; q) :=10φ9
(
a, q
√
a,−q√a, b, c, d, e, f, g, h√
a,−√a, aqb , aqc , aqd , aqe , aqf , aqg , aqh
; q
)
,
bcdefgh = a3q2,
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and the limiting case of a very-well-poised 8φ7 as
(1.3′) 8W7(a; b, c, d, e, f ;
a2q2
bcdef
) := 8φ7
(
a, q
√
a,−q√a, b, c, d, e, f√
a,−√a, aqb , aqc , aqd , aqe , aqf
;
a2q2
bcdef
)
.
A complementary pair of very-well-poised, balanced 10φ9’s is defined by
(1.4)
Φ(b)(a; b, c, d, e, f, g, h; q)
:= 10W9(a; b, c, d, e, f, g, h; q)+
(
aq, b
a
, c, d, e, f, g, h, bq
c
, bq
d
, bq
e
, bq
f
, bq
g
, bq
h
)
∞(
b2q
a ,
a
b ,
aq
c ,
aq
d ,
aq
e ,
aq
f ,
aq
g ,
aq
h ,
bc
a ,
bd
a ,
be
a ,
bf
a ,
bg
a ,
bh
a
)
∞
× 10W9
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bf
a
,
bg
a
,
bh
a
; q
)
= φ+ φ′(b), say, with
bcdefgh = a3q2.
Here, ‘b’ is a distinguished parameter which can be interchanged with c, d, e, f , g or h to
give different Φ’s. We use the notation
(1.5) Φ = Φ(a; b, c, d, e, f, g, h; q) = φ+ φ′
to denote any one of these seven possible complementary pairs. Whenever we want to
specify the distinguished parameter ‘b’ while defining Φ or φ′, we shall denote them by
Φ(b) and φ′(b) respectively.
We will avoid singularities in the definition of Φ(b). In particular, we assume that
a 6= b. In case any of the parameters c, d, e, f , g, h is 1, the complementary part φ′(b)
vanishes.
A q-analogue of Wilson’s notation [29] will be used for the variations of φ, Φ or φ′
with respect to the parameters. Thus, Φ(b)(g+, h−) represents the expression (1.4) with
‘g’ and ‘h’ replaced throughout by ‘gq’ and ‘hq ’ respectively. Φ
(b)
± denotes the expression
which would be obtained by replacements
(a, b, c, d, e, f, g, h)→ (aq±2, bq±1, cq±1, dq±1, eq±1, fq±1, gq±1, hq±1)
throughout the expression (1.4).
2. Contiguous Relations
We obtain three-term contiguous relations for the Φ function which generalize the
relations we obtained earlier [10] for 10φ9’s. The method of proof is basically the same as
the one employed by Wilson [29] in his study of 9F8 functions and employed by us in our
previous work [10].
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Lemma 2.1. [10, p. 431, Lemma 1] If φ denotes the balanced very-well-poised 10φ9 series
defined by (1.3), then
(2.1)
φ(g−, h+)− φ
=
aq
h (1− hqg )(1− ghaq )(1− aq)(1− aq2)(1− b)(1− c)(1− d)(1− e)(1− f)
(1− aqg )(1− aq
2
g )(1− ah )(1− aqh )(1− aqb )(1− aqc )(1− aqd )(1− aqe )(1− aqf )
φ+(g−).
Lemma 2.2 If φ denotes the balanced very-well-poised 10φ9 series defined by (1.3), then
(2.2)
c (1− c)
(
1− a
c
)(
1− dq
g
)(
1− gd
aq
)
φ (g−, c+)
−d (1− d)
(
1− a
d
)(
1− cq
g
)(
1− gc
aq
)
φ (g−, d+)
+d
(
1− g
q
)(
1− c
d
)(
1− aq
g
)(
1− cd
a
)
φ = 0.
Proof. Elimination of φ+(g−) from two relations written for φ(g−, c+)
− φ and φ(g−, d+)− φ with the help of Lemma 1 gives the required result.
Lemma 2.1′. Irrespective of the choice of the distinguished parameter, Φ satisfies the
relation
(2.3)
Φ(g−, h+)− Φ
=
aq
h
(1− hq
g
)(1− gh
aq
)(1− aq)(1− aq2)(1− b)(1− c)(1− d)(1− e)(1− f)
(1− aqg )(1− aq
2
g )(1− ah)(1− aqh )(1− aqb )(1− aqc )(1− aqd )(1− aqe )(1− aqf )
Φ+(g−).
Proof. In view of Lemma 2.1, we only need to prove that (2.3) holds true for the com-
plementary part φ′ irrespective of the choice of the distinguished parameter. It is evident
that we should check the validity of the statement in three different cases viz., when the
distinguished parameter is either ‘g’ or ‘h’ or it is one of the parameters b, c, d, e or f .
The statement (2.3) can be shown to be true for φ′(g) if we apply Lemma 1 to the
series
(2.4) 10W9
(
g2
aq2
;
gb
aq
,
gc
aq
,
gd
aq
,
ge
aq
,
gf
aq
, g,
gh
aq
; q
)
and make the required simplification.
Similarly, validity of (2.3) for φ′(h) can be derived by applying Lemma 1 to
(2.5) 10W9
(
h2
a
;
hb
a
,
hc
a
,
hd
a
,
he
a
,
hf
a
,
hg
a
, h; q
)
.
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In the third case, say for example for φ′(b), we can apply (2.2) of Lemma 2 to the function
(2.6) 10W9
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bf
a
,
bg
a
,
bh
a
; q
)
and we arrive at the desired result. This completes the proof of the Lemma.
In view of Lemma 2.2 and Lemma 2.1′ we can immediately state Lemma 2.2′.
Lemma 2.2′. Irrespective of the choice of the distinguished parameter, Φ satisfies the
relation
(2.7)
c (1− c)
(
1− a
c
)(
1− dq
g
)(
1− gd
aq
)
Φ (g−, c+)
−d (1− d)
(
1− a
d
)(
1− cq
g
)(
1− gc
aq
)
Φ (g−, d+)
+d
(
1− g
q
)(
1− c
d
)(
1− aq
g
)(
1− cd
a
)
Φ = 0
Theorem 2.3. Irrespective of the choice of the distinguished parameter, Φ satisfies the
relation
(2.8)
g2(1− h)(1− aqgb )(1− aqgc )(1− aqgd)(1− aqge )(1− aqgf )
(1− aqg )(1− aq
2
g )
Φ+(g−)
−
h2(1− g)(1− aqhb )(1− aqhc )(1− aqhd)(1− aqhe)(1− aqhf )
(1− aq
h
)(1− aq2
h
)
Φ+(h−)
−
g(1− hg )(1− aqb )(1− aqc )(1− aqd )(1− aqe )(1− aqf )
(1− aq)(1− aq2) Φ = 0.
Proof. First we indicate the proof for
Φ(b)(a; b, c, d, e, f, g, h; q).
Assuming that (2.8) is valid, we apply Bailey’s transformation (see Gasper and Rahman
[7], (2.30), p. 56) to each of Φ(b)+(g−), Φ(b)+(h−) and Φ(b). Subsequently we have three
pairs of 10φ9’s corresponding to the three Φ’s. We can pick out one 10φ9 from each of the
three pairs so that this set of three 10φ9’s and the remaining set of three both separately
satisfy valid three-term contiguous relations. In fact, one set satisfies the relation we ob-
tain by applying Lemma 2.1 to 10W9
(
bh
g ; b,
aq
cg ,
aq
dg ,
aq
eg ,
aq
fg ,
bh
a , h; q
)
. The other set satisfies
the relation obtained by applying Lemma 2.1 to 10W9
(
bg
h ; b,
aq
ch ,
aq
dh ,
aq
eh ,
aq
fh ,
bh
a , g; q
)
. This
completes the proof of (2.8) when ‘b’ is the distinguished parameter. We have a similar
proof when ‘h’ is the distinguished parameter. This time one combination of three 10φ9’s
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gets disposed of exactly as in the previous case. The other combination of three 10φ9’s
constitutes a relation which is the same as that obtained by applying Lemma 2.2 to the
series
10W9
(
hg
b
; h,
aq
bc
,
aq
bd
,
aq
be
,
aq
bf
,
hg
aq
, gq; q
)
.
This completes the proof of Theorem 2.3.
Theorem 2.4. Irrespective of the choice of the distinguished parameter, Φ satisfies the
relation
(2.9)
g(1− h)(1− a
h
)(1− aq
h
)(1− aq
gb
)(1− aq
gc
)(1− aq
gd
)(1− aq
ge
)(1− aq
gf
)
(1− hqg )
[Φ(g−, h+)− Φ]
−
h(1− g)(1− ag )(1− aqg )(1− aqhb )(1− aqhc)(1− aqhd)(1− aqhe)(1− aqhf )
(1− gqh )
[Φ(h−, g+)− Φ]
−aq
h
(
1− h
g
)(
1− gh
aq
)
(1− b)(1− c)(1− d)(1− e)(1− f)Φ = 0.
Proof. The result can be obtained from Theorem 2.3, if we substitute in (2.8) the value
of Φ+(g−) as given by (2.3) and the value of Φ+(h−) which would be obtained from a
g ↔ h interchange of (2.3).
Theorem 2.5. Irrespective of the choice of the distinguished parameter, Φ satisfies the
relation
(2.10)
agq
h
(1− aq)(1− aq2)(1− aq
gb
)(1− aq
gc
)(1− aq
gd
)(1− aq
ge
)(1− aq
gf
)
(1− aqg )(1− aq
2
g )(1− aqb )(1− aqc )(1− aqd )(1− aqe )(1− aqf )
×
(
1− gh
aq
)
(1− h)(1− b)(1− c)(1− d)(1− e)(1− f)Φ+(g−)
−
q(1− ag )(1− aqg )(1− ah )(1− aqh )(1− ab )(1− ac )(1− ad )(1− ae )(1− af )
(1− a
q
)(1− a) Φ−(g+)
−
[
aq
h
(
1− h
g
)(
1− gh
aq
)
(1− b)(1− c)(1− d)(1− e)(1− f)
+
g2q2
h
(1− aq
g
)(1− a
h
)(1− aq
h
)(1− h
q
)(1− a
gb
)(1− a
gc
)(1− a
gd
)(1− a
ge
)(1− a
gf
)
(1− gqh )(1− agq )
−
h(1− g)(1− ag )(1− aqg )(1− aqhb )(1− aqhc)(1− aqhd)(1− aqhe )(1− aqhf )
(1− gqh )
]
Φ = 0.
Proof. First we make the parameter replacements (a, b, c, d, e, f, g, h) →
( aq2 ,
b
q ,
c
q ,
d
q ,
e
q ,
f
q , g,
h
q ) in (2.8) which yields the value of Φ(g+, h−) in terms of Φ−(g+)
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and Φ. Also, Lemma 2.1′ gives the value of Φ(g−, h+) in terms of Φ+(g−) and Φ. Sub-
stituting these values of Φ(g+, h−) and Φ(g−, h+) into (2.9) and simplifying we obtain
(2.10).
3. Solutions to a difference equation and a continued fraction
In the contiguous relation (2.9) of Theorem 2.4, we make the replacements
(h, g)→
(
hq−n,
s
h
qn−1
)
,
where, to account for the balance condition, we choose
(3.1) s =
a3q3
bcdef
.
After renormalization, the above relation can be reduced to the second order finite differ-
ence equation
(3.2)
Xn+1 − anXn + bnXn−1 = 0,
an = An +Bn +
sq2n−1
ah2
(1− saq2 )(1− b)(1− c)(1− d)(1− e)(1− f)
(1− ahqn+1)(1− sahqn−2)
,
bn = An−1Bn,
where
An =
(1− sqn−1h )(1− sq
n−1
ah )(1− aq
n+1
bh )(1− aq
n+1
ch )(1− aq
n+1
dh )(1− aq
n+1
eh )(1− aq
n+1
fh )
(1− sq2nh2 )(1− sq
2n−1
h2 )(1− aq
n+1
h )
Bn =
q(1− qnh )(1− aq
n
h )(1− bsahqn−2)(1− csq
n−2
ah )(1− dsq
n−2
ah )(1− esq
n−2
ah )(1− fsq
n−2
ah )
(1− sh2 q2n−1)(1− sq
2n−2
h2 )(1− sq
n−2
ah )
.
It follows that one of the solutions of the finite difference equation (3.2) is
(3.3)
X(1)n =
(
sq2n−1
h2 ,
aqn+1
h
)
∞
( sq
n−1
h ,
sqn−1
ah ,
aqn+1
bh ,
aqn+1
ch ,
aqn+1
dh ,
aqn+1
eh ,
aqn+1
fh )∞
× Φ
(
a; b, c, d, e, f,
sqn−1
h
, hq−n; q
)
.
In fact, (3.3) gives not one solution but seven different pairwise linearly independent solu-
tions depending on the choice of the distinguished parameter out of the seven parameters b,
c, d, e, f , sqn−1/h, hq−n which define Φ (see (1.4)). In order to distinguish between these
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seven solutions we shall write X
(1),p
n instead of X
(1)
n , p being the distinguished parameter.
Thus X
(1)
n represents a set of seven solutions to equation (3.2).
A second set of seven pairwise linearly independent solutions to (3.2) is obtained by
applying what we call a ‘reflection transformation’ to (3.2) and (3.3) [9], [10]. That is, in
(3.2) we make the parameter replacements
(3.4) (a, b, c, d, e, f, sqn−1/h, hq−n)→ (q/a, q/b, q/c, q/d, q/e, q/f, hq−n+2/s, qn+1/h).
It can then be seen that [25]
(3.5) an → anh2q−2n+1/s, bn → bn+1h4q−4n/s2.
It is easy to verify that bn → bn+1h4q−4n/s2. In order to check an → anh2q−2n+1/s, we
need to verify a polynomial identity of degree 14 which we have done on the computer
employing MAPLE software.
Having made the above parameter replacements we can renormalize so as to arrive
back at the equation (3.2). Consequently, a second set of seven solutions is given by
(3.6)
X(2)n =
(
sq2n−1
h2
, sq
n
ah
)
∞(
qn+1
h ,
aqn
h ,
bsqn−1
ah ,
csqn−1
ah ,
dsqn−1
ah ,
esqn−1
ah ,
fsqn−1
ah
)
∞
× Φ(q/a; q/b, q/c, q/d, q/e, q/f, hq−n+2/s, qn+1/h; q).
The seven solutions represented by the different Φ’s of (3.6) will be denoted by X
(2),p
n
where p is chosen as the distinguished parameter out of the seven parameters q/b, q/c,
q/d, q/e, q/f , hq−n+2/s, qn+1/h.
We now look for additional solutions to (3.2) which may be obtained by suitable
parameter replacements. One solution which can be obtained with the help of the three-
term contiguous relation (2.10) derived in Theorem 2.5 now follows .
First we interchange g ↔ b in (2.10) and then make the substitutions
(3.7)
a =
S2q2n−2
AH2
, b =
S
Aq
, c =
BSqn−1
AH
, d =
CSqn−1
AH
,
e =
DS
AH
qn−1, f =
ES
AH
qn−1, g =
FSqn−1
AH
, h =
Sqn−1
H
,
ensuring that bcdefgh = a3q2 and S = A
3q3
BCDEF .
Next we renormalize and get back to equation (3.2) with lower case letters a, b, c, d,
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e, f , s replaced by capitals. Thus we arrive at a third set of solutions
(3.8)
X(3)n =
(
s
aq
)n ( sqnah , sq2nh2 , sq2n−1h2 )∞
( sq
n−1
h ,
qn+1
h ,
s2q2n−1
ah2 )∞
×
(
sqn
bh
, sq
n
ch
, sq
n
dh
, sq
n
eh
, sq
n
fh
)
∞(
aqn+1
bh
, aq
n+1
ch
, aq
n+1
dh
, aq
n+1
eh
, aq
n+1
fh
)
∞
(
bsqn−1
ah
, csq
n−1
ah
, dsq
n−1
ah
, esq
n−1
ah
, fsq
n−1
ah
)
∞
× Φ
(
s2q2n−2
ah2
;
s
aq
,
bsqn−1
ah
,
csqn−1
ah
,
dsqn−1
ah
,
esqn−1
ah
,
fsqn−1
ah
,
sqn−1
h
; q
)
.
We might expect that (3.8) represents seven new solutions X
(3),p
n where p is chosen
as the distinguished parameter out of the parameters saq ,
bsqn−1
ah ,
csqn−1
ah ,
dsqn−1
ah ,
esqn−1
ah ,
fsqn−1
ah
and sq
n−1
h
. However, we find that one of these seven solutions viz. X
(3), s
h
qn−1
n is
simply a constant multiple of a solution of the first set viz., X
(1), s
h
qn−1
n . The actual relation
between the two solutions is
(3.9) X
(1), s
h
qn−1
n =
(aq, b, c, d, e, f, h, q/h)∞
(aq/b, aq/c, aq/d, aq/e, aq/f, s/aq, ahq/s, s/ah)∞
X
(3), s
h
qn−1
n .
Thus (3.8) gives only six new pairwise linearly independent solutions X
(3),p
n where p is the
distinguished parameter chosen out of saq ,
bsqn−1
ah ,
csqn−1
ah ,
dsqn−1
ah ,
esqn−1
ah ,
fsqn−1
ah .
We now apply the reflection transformation (3.4) to the solution X
(3)
n which enables
us to arrive at the solution
(3.10)
X(4)n =
(
aq2
s
)n ( s2q2n−3
ah2
)
∞(
s
ahq
n−1, sq
n−1
bh ,
sqn−1
ch ,
sqn−1
dh ,
sqn−1
eh ,
sqn−1
fh
)
∞
× Φ
(
ah2
s2
q−2n+3;
aq2
s
,
ahq−n+2
bs
,
ahq−n+2
cs
,
ahq−n+2
ds
,
ahq−n+2
es
,
ahq−n+2
fs
,
hq−n+2
s
; q
)
.
This gives a set of six new solutions X
(4),p
n where p is chosen out of the six parameters
aq2
s ,
ahq−n+2
bs ,
ahq−n+2
cs ,
ahq−n+2
ds ,
ahq−n+2
es ,
ahq−n+2
fs . The remaining parameter does not give
a new solution. It is easily seen that X
(4),h
s
q−n+2
n is a constant multiple of the already
obtained solution X
(2),h
s
q−n+2
n .
A fifth set of solutions to (3.2) can be obtained as follows. After interchanging g ↔ b
in the contiguous relation (2.10) of Theorem 2.5, we make the substitutions
(3.11)
a =
Aq2n+1
H2
, b =
Aq2
S
, c =
Aqn+1
BH
, d =
Aqn+1
CH
,
e =
Aqn+1
DH
, f =
Aqn+1
EH
, g =
Aqn+1
FH
, h =
qn+1
H
,
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which again ensures that bcdefgh = a3q2 and S = A
3q3
BCDEF . Renormalizing we obtain (3.2)
with lower case letters a, b, c, d, e, f , s replaced by capital letters. This gives another set
of solutions
(3.12)
X(5)n =
(
aq2
s
)n ( s
h2
q2n−1
)
∞
(
s
h2
q2n
)
∞
(
aqn+1
h
)
∞(
a
h2 q
2n+2
)
∞
(
s
hq
n−1
)
∞
(
qn+1
h
)
∞
× (
bqn+1
h ,
cqn+1
h ,
dqn+1
h ,
eqn+1
h ,
fqn+1
h )∞
( bsahq
n−1, csahq
n−1, dsahq
n−1, esahq
n−1, fsahq
n−1)∞(
aqn+1
bh ,
aqn+1
ch ,
aqn+1
dh ,
aqn+1
eh ,
aqn+1
fh )∞
× Φ
(
aq2n+1
h2
;
aq2
s
,
aqn+1
bh
,
aqn+1
ch
,
aqn+1
dh
,
aqn+1
eh
,
aqn+1
fh
,
qn+1
h
; q
)
.
Depending on the choice of the distinguished parameter, there are seven solutions
given by (3.12). However two of these seven solutions viz., X
(5), q
n+1
h
n and X
(5),aq
2
s
n are
constant multiples of X
(2), q
n+1
h
n and X
(4),aq
2
s
n obtained before. Hence (3.12) gives five new
solutions.
Next, we apply the reflection transformation to the solution X
(5)
n . This leads to the
solution
(3.13)
X(6)n =
(
s
aq
)n ( a
h2
q2n
)
∞(
a
hq
n
)
∞
(
b
hq
n, chq
n, dhq
n, ehq
n, fhq
n
)
∞
× Φ
(
h2
a
q−2n;
s
aq
,
bh
a
q−n,
ch
a
q−n,
dh
a
q−n,
eh
a
q−n,
fh
a
q−n, hq−n; q
)
.
Again, (3.13) represents only five new solutions because two of the seven solutions viz.,
X
(6),hq−n
n and X
(6), s
aq
n are just constant multiples of the solutions X
(1),hq−n
n and X
(3), s
aq
n
respectively.
Finally, let us make the following parameter substitutions in the contiguous relation
(2.9) of Theorem 2.4:
(3.14)
a =
B2
A
, b = B, c =
BC
A
, d =
BD
A
,
e =
BE
A
, f =
BF
A
, g =
BSqn−1
AH
, h =
BHq−n
A
.
Simplifying and renormalizing we again arrive at (3.2) provided we can verify an identity
in polynomials of degree 14. This also we have done with the help of MAPLE software.
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Consequently we obtain the solution
(3.15)
X(7)n =
(
s
h2 q
2n−1
)
∞
(
b
hq
n+1
)
∞(
bs
ah
qn−1, s
bh
qn−1, q
n+1
h
, aq
n+1
ch
, aq
n+1
dh
, aq
n+1
eh
, aq
n+1
fh
)
∞
× Φ
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bf
a
,
bsqn−1
ah
,
bhq−n
a
; q
)
.
The solutions X
(7),b
n , X
(7), bs
ah
qn−1
n , X
(7), bhq
−n
a
n are clearly constant multiples of solutions
obtained before. Hence X
(7)
n represents a set of four new solutions.
Using reflection on X
(7)
n we obtain the solution
(3.16)
X(8)n =
(
s
h2 q
2n, sbhq
n
)
∞(
s
h
qn−1, aq
n+1
bh
, bq
n
h
)
∞
(
cs
ah
qn−1, ds
ah
qn−1, es
ah
qn−1, fs
ah
qn−1
)
∞
× Φ
(
aq
b2
;
q
b
,
aq
bc
,
aq
bd
,
aq
be
,
aq
bf
,
ahq−n+2
bs
,
aqn+1
bh
; q
)
.
X
(8)
n gives only four additional solutions because three of the seven solutions viz., X
(8), q
b
n ,
X
(8),ah
bs
q−n+2
n and X
(8),aq
n+1
bh
n are constant multiples of previously obtained solutions.
Parameter interchanges b ↔ (c, d, e, f) in solutions X(7)n and X(8)n give us additional
solutions. We find that there are twelve more solutions obtained in this manner, the rest
being constant multiples of previous solutions.
Combining (3.3), (3.6), (3.8), (3.10), (3.12), (3.13), (3.15), (3.16) we have fifty-six
pairwise linearly independent solutions to the three-term recurrence (3.2). Any three of
these fifty-six solutions are connected by a three-term transformation formula. We shall
derive such a connection formula in §6.
For the special case h = 1 and s = q, q2, . . ., the solutions X
(1)
n and X
(2)
n were obtained
in [10]. Writing h = 1 and s = q, q2, . . . in (3.2), (3.3) and (3.6) we get respectively [10,
(2.6), (2.9), (2.12)] but with a different normalization.
Large n asymptotics of the solutions and a continued fraction
Since |q| < 1, we have from (3.2)
(3.17) lim
n→∞
an = 1 + q, lim
n→∞
bn = q.
It follows that (3.2) has solutions whose large n asymptotics is either
(3.18a) Xn
n→∞≈ const.
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or
(3.18b) Xn
n→∞≈ const. qn.
The latter characterizes the minimal solution to (3.2). We therefore proceed to examine
the asymptotics of the solutions obtained above. From (3.3) we have in a straightforward
manner
(3.19)
X(1),bn
n→∞≈ 8W7(a; b, c, d, e, f ; s
aq
)
+
(aq, c, d, e, f, b
a
, bq
c
, bq
d
, bq
e
, bq
f
, h, q
h
, bhq
2
s
, s
bhq
)∞
( b
2q
a
, bc
a
, bd
a
, be
a
, bf
a
, a
b
, aq
c
, aq
d
, aq
e
, aq
f
, bh
a
, aq
bh
, ahq
2
s
, s
ahq
)∞
× 8W7
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bf
a
;
s
aq
)
,
∣∣∣∣ saq
∣∣∣∣ < 1.
We will have analogous results with c, d, e or f as distinguished parameters. We also easily
have
(3.20) X
(1), s
h
qn−1
n
n→∞≈ 8W7(a; b, c, d, e, f ; s
aq
),
∣∣∣∣ saq
∣∣∣∣ < 1.
In order to calculate the asymptotics of X
(1),hq−n
n , we first apply the transformation [7,
(2.30), p. 56] to the Φ(hq
−n) in (3.3). While working out the asymptotics of the two
resulting 10φ9 series, some care is necessary, since when n is large, the terms near two
parts of the series are important (see Bailey [4], p. 128). Thus it is convenient to break
each 10φ9 series into three parts
n/2∑
k=0
+
3n/2∑
k=n/2
+
∞∑
k=3n/2
,
the third sum tending to 0 as n → ∞. The first summation gives a 4φ3 while the second
gives a 4ψ4. We obtain
(3.21)
X(1),hq
−n
n
n→∞≈
(aq, c, aqdb ,
aq
eb ,
aq
fb ,
sb
aq ,
h
a ,
hq
c ,
ahq2
bs ,
bdh
a ,
beh
a ,
bfh
a )∞
( cb ,
aq
b ,
aq
d ,
aq
e ,
aq
f ,
s
aq ,
bhq
c ,
bh
a ,
ahq2
s ,
dh
a ,
eh
a ,
fh
a )∞
×
(aqh ,
c
h ,
bs
ahq ,
aq
bdh ,
aq
beh ,
aq
bfh)∞
( cbh ,
aq
bh ,
s
ahq ,
aq
dh ,
aq
eh ,
aq
fh)∞
[
4φ3
(
aq
cd
, aq
ce
, aq
cf
, b
bq
c ,
bs
aq ,
aq
c
; q
)
− c
bh
( cqbh ,
q
h ,
cs
ahq ,
aq
bh ,
aq
dc ,
aq
ec ,
aq
fc , b)∞
( aqbdh ,
aq
beh ,
aq
bfh ,
c
h ,
bq
c ,
bs
aq ,
aq
c , q)∞
4ψ4
(
bh
c , h,
ahq2
cs ,
bh
a
bdh
a ,
beh
a ,
bfh
a ,
hq
c
; q
)]
+ idem (b; c).
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The asymptotics of the seven solutions represented by X
(1)
n is thus completely given by
(3.19), (3.20) and (3.21). There are similar results for X
(2)
n solutions. We easily have
(3.22)
X
(2), q
b
n
n→∞≈
[
8W7
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
;
aq2
s
)
+
( q
2
a
, a
b
, q
c
, q
d
, q
e
, q
f
, cq
b
, dq
b
, eq
b
, fq
b
, hq
2
s
, s
hq
, hq
b
, b
h
)∞
(aq
2
b2 ,
b
a ,
cq
a ,
dq
a ,
eq
a ,
fq
a ,
aq
bc ,
aq
bd ,
aq
be ,
aq
bf ,
hq
a ,
a
h ,
ahq2
bs ,
bs
ahq )∞
×8W7
(
aq
b2
;
q
b
,
aq
bc
,
aq
bd
,
aq
be
,
aq
bf
;
aq2
s
)]
,
∣∣∣∣aq2s
∣∣∣∣ < 1,
and
(3.23) X
(2), q
n+1
h
n
n→∞≈ 8W7
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
;
aq2
s
)
,
∣∣∣∣aq2s
∣∣∣∣ < 1.
The asymptotics of X
(2),h
s
q−n+2
n is worked out exactly as we have done for X
(1),hq−n
n . The
result being cumbersome is not being given here.
ForX
(3)
n , X
(4)
n we have the following results which take care of all the related solutions.
(3.24)
X
(3), bs
ah
qn−1
n
n→∞≈
( saq ,
bq
c ,
bq
d ,
bq
e ,
bq
f ,
bq
a ,
bhq
s ,
s
bh )∞
( b
2q
a ,
bc
a ,
bd
a ,
be
a ,
bf
a , b,
bh
a ,
aq
bh )∞
× 8W7
(
b2
a
;
bc
a
,
bd
a
,
be
a
,
bf
a
, b;
s
aq
)
,
∣∣∣∣ saq
∣∣∣∣ < 1.
(3.25)
X
(3), s
aq
n
n→∞≈
(ab ,
q
c ,
q
d ,
q
e ,
bs
aq ,
cs
aq ,
ds
aq ,
es
aq ,
h2q
s ,
s
h2 ,
hq
f ,
f
h)∞
( s
f
, f
a
, h, q
h
, bh
a
, aq
bh
, ch
a
, aq
ch
, dh
a
, aq
dh
, eh
a
, aq
eh
)∞
× 8W7
(
s
fq
;
s
aq
,
aq
bf
,
aq
cf
,
aq
df
,
aq
ef
; f
)
+
(aqbf ,
aq
cf ,
aq
df ,
aq
ef ,
bfs
a2q ,
cfs
a2q ,
dfs
a2q ,
efs
a2q ,
h2q
s ,
s
h2 ,
hq
a ,
a
h)∞
( fs
a2
, a
f
, bh
a
, aq
bh
, ch
a
, aq
ch
, dh
a
, aq
dh
, eh
a
, aq
eh
, fh
a
, aq
fh
)∞
× 8W7
(
sf
a2q
;
s
aq
,
q
b
,
q
c
,
q
d
,
q
e
; f
)
, |f | < 1.
In order to obtain asymptotics of X
(4),aq
2
s
n , we first apply the transformation ([7], (2.30),
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p. 56) to the Φ in the solution and then work out the asymptotics. We get
(3.26)
X
(4),aq
2
s
n
n→∞≈
 (b, c, d, e, aq3bs , aq3cs , aq3ds , aq3es , ah2q4s2 , s2ah2q3 , ahq2fs , fsahq )∞
( a
f
, fq
3
s
, ahq
2
s
, bhq
2
s
, chq
2
s
, dhq
2
s
, ehq
2
s
, s
ahq
, s
bhq
, s
chq
, s
dhq
, s
ehq
)∞
× 8W7
(
fq2
s
;
aq2
s
,
bf
a
,
cf
a
,
df
a
,
ef
a
;
q
f
)
+
( bfa ,
cf
a ,
df
a ,
ef
a ,
a3q3
bfs ,
a3q3
cfs ,
a3q3
dfs ,
a3q3
efs ,
ah2q4
s2 ,
s2
ah2q3 ,
hq2
s ,
s
hq )∞
(a
2q3
fs ,
f
a ,
hbq2
s ,
hcq2
s ,
hdq2
s ,
heq2
s ,
hfq2
s ,
s
hbq ,
s
hcq ,
s
hdq ,
s
heq ,
s
hfq )∞
× 8W7
(
a2q2
fs
;
aq2
s
, b, c, d, e;
q
f
) , ∣∣∣∣ qf
∣∣∣∣ < 1.
The calculation of asymptotics of X
(4),ahq
−n+2
bs
n is similar to that of X
(1),hq−n
n .
Coming to solutions X
(5)
n and X
(6)
n we find that
(3.27)
X
(5),aq
n+1
bh
n
n→∞≈ (
aq2
s
, cq
b
, dq
b
, eq
b
, fq
b
, aq
b
, h
b
, bq
h
)∞
(aq
2
b2 ,
aq
bc ,
aq
bd ,
aq
be ,
aq
bf ,
q
b ,
ahq2
bs ,
bs
ahq )∞
× 8W7
(
aq
b2
;
aq
bc
,
aq
bd
,
aq
be
,
aq
bf
,
q
b
;
aq2
s
)
,
∣∣∣∣aq2s
∣∣∣∣ < 1,
while X
(6), bh
a
q−n
n is worked out as X
(1),hq−n
n and produces a similar expression giving
constant asymptotics. The remaining solutions are structurally similar to the solutions
for which we have calculated the asymptotics above. Thus we find that all the fifty-six
solutions yield constant asymptotics as n→∞.
In order to obtain a minimal solution to (3.2) we make use of (3.20) and (3.23). We
write
(3.28) W1 := 8W7
(
a; b, c, d, e, f ;
s
aq
)
,
∣∣∣∣ saq
∣∣∣∣ < 1
and its analytic continuation otherwise and
(3.29) W2 := 8W7
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
;
aq2
s
)
,
∣∣∣∣aq2s
∣∣∣∣ < 1
and its analytic continuation otherwise. Define
(3.30)
X(min)n :=W2X
(1), s
h
qn−1
n −W1X(2),
qn+1
h
n
n→∞≈ const. qn from (3.20) and (3.23).
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The actual value of the constant in (3.30) will be given in section 7. It follows from (3.30)
and (3.20) that
(3.31) lim
n→∞
X
(min)
n
X
(1), s
h
qn−1
n
= 0,
∣∣∣∣sq
∣∣∣∣ < |a| <
∣∣∣∣ sq2
∣∣∣∣ .
Thus X
(min)
n given by (3.30) is a minimal solution of (3.2). An application of Pincherle’s
theorem [8], [19] then leads to the following result.
Theorem 3.1. For an, bn defined by (3.2) the following continued fraction representation
holds true:
(3.32)
1
a0 −
b1
a1 −
b2
a2 − . . . =
W2X
(1), s
hq
0 −W1X(2),
q
h
0
b0
(
W2X
(1), s
hq2
−1 −W1X(2),
1
h
−1
)
=
(1− s
h2q
)(1− s
h2q2
)
q
×
[
W2
(aqh )∞
( s
hq
, s
ahq
, aq
bh
, aq
ch
, aq
dh
, aq
eh
, aq
fh
)∞
Φ(
s
hq
)
(
a; b, c, d, e, f,
s
hq
, h; q
)
−W1
( s
ah
)∞
( qh ,
a
h ,
bs
ahq ,
cs
ahq ,
ds
ahq ,
es
ahq ,
fs
ahq )∞
Φ(
q
h
)
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
,
hq2
s
,
q
h
; q
)]
/
[
W2
(1− 1
h
)(1− bs
ahq2
)(1− cs
ahq2
)(1− ds
ahq2
)(1− es
ahq2
)(1− fs
ahq2
)( a
h
)∞
( s
hq
, s
ahq2
, aq
bh
, aq
ch
, aq
dh
, aq
eh
, aq
fh
)∞
× Φ( shq2 )
(
a; b, c, d, e, f,
s
hq2
, hq; q
)
−W1
(1− shq2 )(1− abh )(1− ach)(1− adh )(1− aeh )(1− afh)( sahq )∞
( qh ,
a
qh ,
bs
aqh ,
cs
aqh ,
ds
aqh ,
es
aqh ,
fs
aqh)∞
×Φ( 1h )
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
,
hq3
s
,
1
h
; q
)]
.
For the special case h = 1 we have
Corollary 3.2. If an, bn are defined by (3.2) with h = 1, then the following continued
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fraction representation holds true (Masson [25]):
(3.33)
1
a0 −
b1
a1 −
b2
a2 − . . .
=
(
1− s
q
)(
1− a
q
)
q
(
1− s
aq
) (
1− a
b
) (
1− a
c
) · · ·(1− a
f
)
×


10W9
(
q
a
; q,
q2
s
,
q
b
, · · · , q
f
; q
)
+Π1 10W9
(
aq; q,
aq2
s
,
aq
b
, · · · , aq
f
; q
)
−
(
q, a, aq, bsaq , · · · , fsaq
)
∞(
s
q
, s
a
, s
aq
, aq
b
, · · · , aq
f
)
∞
W2
W1

 /(1 + Π0)
Πn :=
(
q2
a
, q
b
, · · · , q
f
, q
3−n
s
, aqn−1, sq2n−2, bqn, . . . fqn
)
∞(
aq2n, q
1−n
a ,
bq
a , . . .
fq
a ,
aq2
s ,
sqn−1
a ,
aqn
b , . . .
aqn
f
)
∞
.
Proof: We take limit of (3.32) as h→ 1. A special case of Corollary 3.2 for s = q3, q4, . . .
was obtained in [10, (5.1), p. 438].
In the terminating case of Theorem 3.1 we have
Corollary 3.3. If h = 1 and one of aq
b
, aq
c
, aq
d
, aq
e
, aq
f
= q−N , N = 0, 1, . . ., then
(3.34)
1
a0 −
b1
a1 −
b2
a2 − . . . −
bN
aN
=
aq
s
(1− aq)
(1− b)(1− c)(1− d)(1− e)(1− f)10W9
(
aq; q,
aq2
s
,
aq
b
, . . .
aq
f
; q
)
.
Proof: We take the limit of (3.33) as, say, aqf → q−N (see Masson [25]).
It is this last Corollary which yields the rational biorthogonality discussed in Section 4.
The case s = q2 is Watson’s q-analogue of Ramanujan’s Entry 40 [10].
4. Discrete Rational Biorthogonality
The continued fraction (3.34) can be put into the form of an RII -fraction [17]. Asso-
ciated with this RII -fraction there is an explicit system of biorthogonal rational functions
[29], [26], [25]. In this section we derive such a biorthogonal system using the methods
in [17]. This gives the top level of an Askey type scheme of discrete rational biorthogo-
nality for which we also outline five different next level limits and a q → 1 limit. For the
Askey-scheme of hypergeometric orthogonal polynomials see [20].
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4 a). The top 10φ9 level. In the three term recurrence (3.2) we make the replace-
ments
(4.1) b→ be−ξ, c→ µbeξ, h→ 1
with
(4.2) x := (eξ + e−ξ/µ)/2.
The coefficients an and bn in (3.2) then become linear and quadratic functions of x respec-
tively and the recurrence takes the form
(4.3) Xn+1(x)− (un+1x+ vn+1)Xn(x) + γn(x− αn+1)(x− βn+1)Xn(x) = 0.
After a renormalization this becomes the recurrence
(4.3′) Yn+1(x)− (x− cn+1)Yn(x) + λn+1(x− αn+1)(x− βn+1)Yn−1(x) = 0
associated with the RII -fraction
(4.4) RII(x) =
1
x− c1 −
λ2(x− α2)(x− β2)
x− c2 −
λ3(x− α3)(x− β3)
x− c3 − . . . .
The connection between (4.3) and (4.3′) is given by
(4.5) cn+1 = − vn+1
un+1
, λn+1 =
γn
un+1un
, Yn =
Xn∏n
k=−1 uk
,
but the renormalization factor
∏n
k=−1 uk will not enter our final formulas. We may explic-
itly calculate cn+1, λn+1, αn+1 and βn+1 from the original an and bn but for our purposes
we only note that
(4.6)
γn = −4µsq2n−2(1− qn)(1− sqn−2)
(
1− a
d
qn
)(
1− a
e
qn
)(
1− a
f
qn
)
×
(
1− ds
a
qn−2
)(
1− es
a
qn−2
)(
1− fs
a
qn−2
)
,
s =
a3q3
µb2def
,
and the ‘interpolation points’ αn+1, βn+1 are given by
(4.7)
αn+1 =
(
bs
a
qn−2 +
a
bsµ
q2−n
)
/2,
βn+1 =
(
a
bµ
qn +
b
a
q−n
)
/2.
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In order to have explicit singularities in the continued fraction (4.4), we will need
termination. For this we now choose
(4.8) f = aqN+1, N = 0, 1, . . .
so that λN+2 = 0. We can then use the result of Corollary 3.4 with the replacement (4.1)
to obtain
(4.9)
RII(x) =
u0µb
2deqN (1− aq)
a(1− be−ξ)(1− µbeξ)(1− d)(1− e)(1− aqN+1)
× 10W9
(
aq; q,
aqeξ
b
,
aqe−ξ
µb
,
aq
d
,
aq
e
,
µb2deqN
a
, q−N ; q
)
=
N∑
k=0
Rk
x− xk , x =
(
eξ + µ−1e−ξ
)
2
.
Now an explicit polynomial solution to (4.3) is given by (3.3) with the replacement (4.1)
and identification (4.2). Consequently the explicit polynomial solution of the first kind to
(4.3′) is given by
(4.10) Pn(x) =
(
s
q
, s
aq
, aqe
ξ
b
, aqe
−ξ
µb
, aq
d
, aq
e
, q−N
)
n
Un(x)
(aq)n
(
s
q
)
2n
∏n
k=−1 uk
where
(4.11)
Un(x) = 10W9
(
a; be−ξ, µbeξ, d, e, aqN+1, sqn−1, q−n; q
)
,
s =
a2q2−N
µb2de
.
The polynomial Pn(x) and hence the rational function Un(x) satisfy a finite discrete or-
thogonality associated with the poles and residues of the continued fraction (4.9). From
the results in Ismail and Masson [17], we know this to be
(4.12)
N∑
k=0
Pn(xk)x
m
k Rk∏n
j=2(xk − αj+1)(xk − βj+1)
= 0, 0 ≤ m < n
or, equivalently,
(4.12′)
N∑
k=0
Un(xk)x
m
k Rk∏n
j=1(xk − αj+1)
= 0, 0 ≤ m < n.
It remains to calculate the xk and Rk and then adjust the partial orthogonality (4.12
′) to
obtain an explicit rational biorthogonality.
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The singular points xk are easily calculated from (4.9). They are given by the zeros
of the denominator factors (be−ξ, µbeξ)k+1, k = 0, 1, . . . , N . This gives poles at e
ξ = bqk
or q−k/µb, k = 0, 1, . . . , N . That is,
(4.13) xk =
(
bqk + q−k/bµ
)
2
, k = 0, 1, . . . , N.
The explicit calculation of the residues Rk is possible because they are expressed in
terms of a terminating very well poised 8φ7 for which one may use the Jackson summation
formula. In detail we have
Rk = Cq
−k lim
eξ→bqk
(1− qke−ξb)(1− µqkeξb)
(1− e−ξb)(1− µeξb)
× 10W9
(
aq; q,
aqeξ
b
,
aqe−ξ
µb
,
aq
d
,
aq
e
,
µb2deqN
a
, q−N ; q
)
,
C = − u0bde(1− aq)q
N
(1− d)(1− e)(1− aqN+1) .
This limit gives
Rk = C(−1)kqk(k−1)/2 (1− µq
2kb2)(1− aq2k+1)
(1− µqkb2)(1− aq)
×
(
aqk+1, aµb2 q
−k+1, aqd ,
aq
e , q
−N , µb
2de
a q
N
)
k(
µb2qk+1, dq, eq, aqN+2, a
2q2−N
µb2de , q
)
k
× 8W7
(
aq2k+1;
aq
µb2
,
aqk+1
d
,
aqk+1
e
,
µb2deqN+k
a
, q−N+k; q
)
.
The above 8W7 can be summed using the Jackson summation [7, (II. 22), p. 238] to give,
after some simplification,
(4.14)
Rk = C
(
aq2, µb
2d
a ,
µb2e
a ,
de
a
)
N(
µb2q, dq, eq, µb
2de
a2
)
N
×
(
µb2, q
√
µb2,−q
√
µb2, µb
2
a ,
aq
d ,
aq
e ,
µb2deqN
a , q
−N
)
k(√
µb2,−
√
µb2, aq, µb
2d
a
, µb
2e
a
, a
de
q1−N , µb2qN+1, q
)
k
.
The partial orthogonality (4.12′) is now explicit. We next modify it to obtain an explicit
biorthogonality.
Note that in the orthogonality expression (4.12′) there is a denominator factor
(4.15) xk − α2 = q
−k
2bµ
(
1− a
de
q1−N+k
)(
1− µb
2de
a
qk+N−1
)
.
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We incorporate this factor into Rk and define a new weight
(4.16)
ωk =
Rk
(
1− adeq−N+1
) (
1− µ b2dea qN−1
)
R0(xk − α2)2µb
=
(
µb2, q
√
µb2,−q
√
µb2, µb
2
a
, aq
d
, aq
e
, µb
2deqN−1
a
)
k
qk(√
µb2,−
√
µb2, aq, µb
2d
a
, µb
2e
a
, µb2qN+1, a
de
q−N+2, q
)
k
.
The orthogonality (4.12′) can then be restated as
(4.17)
N∑
k=0
Un(xk)Qm(xk)ωk∏N
j=2(xk − αj+1)
= 0, 0 ≤ m < n
where Qm(x) is any polynomial of degree m. We will now use a symmetry of wk to obtain
a full biorthogonality.
Consider the parameter interchange
(4.18) a↔ aq
1−N
de
with µ, b, aqd ,
aq
e unchanged. It is easy to see that with (4.18) we have ωk unchanged but
(4.19) αj+1 ↔ βj .
Since with (4.18) we also have
(4.20) Un(x)↔ Vn(x)
where
(4.21) Vn(x) = 10W9
(
aq1−N
de
; be−ξ, µbeξ,
q1−N
d
,
q1−N
e
,
aq2
de
,
a2q1−N+n
µb2de
, q−n; q
)
.
It follows from (4.17)–(4.21) that we have a full biorthogonality
(4.22)
N∑
k=0
Un(xk)Vm(xk)ωk = 0, n 6= m.
It remains to calculate the n = m case to obtain
(4.23) Wn :=
n∑
k=0
Un(xk)Vn(xk)ωk.
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This, the most tedious part of the calculation, we now outline below.
From Ismail and Masson [17] we have a fundamental expression for the Stieltjes trans-
form
(4.24)
N∑
k=0
Qm(xk)Pn(xk)Rk[∏n
j=1(xk − αj+1)(xk − βj+1)
]
(x− xk)
=
Qm(x)Y
(min)
n (x)
λ1Y
(min)
−1 (x)
[∏n
j=0(x− αj+1)(x− βj+1)
] , 0 ≤ m < n
where Y
(min)
n is the minimal solution to the recurrence (4.3′) and Qm(x) is any polynomial
of degree m < n. The calculation of Wn in (4.23) will require an evaluation of the right
side of (4.24) at x = αn+2 for m = n.
We first note that
(4.25)
Pn(xk)∏n
j=1(xk − βj+1)
=
DnUn(xk)∏n
k=−1 uk
where
(4.26) Dn =
(
−2a
b
)n
qn(n+1)
(
s
q ,
s
aq ,
aq
d ,
aq
e , q
−N
)
n(
s
q
)
2n
(aq)n
.
Secondly, we may write
(4.27) Vn(xk) =
EnQn(xk)∏n
j=1(xk − αj+2)
+ additional terms
where
(4.28)
En = q
−n2
(
aq
2µbs
)n (1− aq2n−N+1
de
)
(
1− aq−N+1de
)
(
q−N+1
d
, q
−N+1
e
, aq
2
de
, sqn−1, aq
−N+1
de
)
n(
aq
d ,
aq
e , q
−N , aq
3−N−n
des ,
aq2+n−N
de
)
n
,
Qn(x) = (be
−ξ, µbeξ)n.
Note that the additional terms in (4.27) do not contribute to the right side of (4.24)
evaluated at x = αn+2 because they have a numerator factor (x − αn+2). From (4.24)–
(4.28) it now follows that (4.23) can be calculated since
(4.29) Wn = −
EnFnGn(1− aq−N+1)
(
1− µb2 de
a
qN−1
)
u0
2DnHnR0µb
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where En and Dn are given by (4.26) and (4.28),
(4.30) R0 = −
u0aq(1− aq)
(
aq2, µb
2d
a ,
µb2e
a ,
de
a
)
N
2µbs(1− d)(1− e)(1− aqN+1)
(
µb2q, dq, eq, µb
2de
a2q
)
N
,
(4.31) Gn = (be
−ξ, µbeξ)n|x=αn+2 =
(
a
s
q1−n,
µb2s
a
qn−1
)
n
,
(4.32)
Hn =
n∏
k=1
(x− αk+1)(x− βk+1)|x=αn+2
=
(
q2
4µs
)n
q−n(n+1)
(
q−n,
µb2s2
a2
qn, sqn,
a2q−n+2
µb2s
)
n
,
and
(4.33) Fn =
X
(min)
n (x)
γ0X
(min)
−1 (x)(x− α1)(x− β1)
∣∣∣∣∣
x=αn+2
.
From the minimal solution expression (3.30), with the replacement (4.1), we find that
(4.33)
Fn =
q−1(1− sq2n−1)(1− aq)
(
q2a
s
)n+1
(
1− s
q
) (
1− a
s
q1−n
) (
1− µ b2
a
sqn−1
)
(1− d)(1− e)(1− aqN+1)
×
(
q, q−n, µb
2s2
a2 q
n−2, dsaq ,
es
aq , sq
N , sqn, a
2q2−n
µb2s ,
aq
d ,
aq
e , q
−N , sq
)
n
(aq2)2n
(s, s)2n
(
aq2−n
s ,
µb2sqn
a , dq, eq, aq
N+2, aq
)
n
× 8W7
(
aq2n+1; qn+1,
a2q2
µb2s
,
aqn+1
d
,
aqn+1
e
, q−N+n; q
)
.
Using the Jackson summation for this last 8W7 and putting all factors together we finally
obtain, after much simplification,
(4.34)
Wn = q
−n
(
q, aq
1−N
µb2d ,
aq1−N
µb2e ,
a2q2
µb2e ,
aq2−N
de , aq
)
n(
qN , aq
1−N
µb2de ,
aq
d ,
aq
e ,
a
µb2 ,
a2q2−N
µb2de
)
n
(
µb2q, d, e, µb
2de
a2q
)
N
(
1− a2q1−N+nµb2de
)
(
aq, µb
2d
a ,
µb2e
a ,
de
aq
)
N
(
1− a2q1−N+2nµb2de
) .
We now summarize all of the above but with a normalized probability measure. That is,
we choose
(4.35) rk :=
ωk
W0
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so that
(4.36)
N∑
k=0
rk = 1.
Theorem 4.1. Let x =
(
eξ + µ−1e−ξ
)
/2,
Un(x) = 10W9
(
a; be−ξ, µbeξ, d, e, aqN+1,
a2q1−N+n
µb2de
, q−n; q
)
,
Vm(x) = 10W9
(
aq1−N
de
; be−ξ, µbeξ,
q1−N
d
,
q1−N
e
,
aq2
de
,
a2q1−N+m
µb2de
, q−m; q
)
.
Then
(4.37)
N∑
k=0
Un(xk)Vm(xk)rk = Cnδn,m, 0 ≤ n, m ≤ N
where
xk =
(
bqk + q−k/bµ
)
/2,
rk = q
k
(
µb2, q
√
µb2,−q
√
µb2, µb
2
a ,
aq
d ,
aq
e ,
µb2de
a q
N−1, q−N
)
k(√
µb2,−
√
µb2, aq, µb
2d
a
, µb
2e
a
, µb2qN+1, aq
2−N
de
, q
)
k
(
aq, µb
2d
a ,
µb2e
a ,
de
aq
)
N(
µb2q, d, e, µb
2de
a2q
)
N
,
Cn = q
−n
(
q, aq
1−N
µb2d
, aq
1−N
µb2e
, a
2q2
µb2de
, aq
2−N
de
, aqN
)
n(
q−N , aq
1−N
µb2de ,
aq
d ,
aq
e ,
a
µb2 ,
a2q2−N
µb2de
)
n
(
1− a2q1−N+n
µb2de
)
(
1− a2q1−N+2nµb2de
) .
We have previously stated Theorem 4.1 for the special case µ = −1 [25]. Wilson
derived Theorem 4.1 for the special case µ = 1 [30] but with a misprint. (In Cn the factor
q−n was omitted and the numerator factor (aq)N in rk was incorrectly written as (a
2q)N .)
Rahman and Suslov [26] obtained a general biorthogonality which we have not checked
but which should be equivalent to Theorem 4.1 and its q → 1 limit given in Corollary 4.7
below.
The two main ingredients in the derivation of Theorem 4.1 were the continued fraction
(3.34), which came from a three-term recurrence for 10φ9’s and the Jackson 8φ7 summation
formula, which is also the ”q-beta integral” in (4.37) (the n = m = 0 case). This gives a
q-version of Askey’s conjecture [1, p. 37] of a connection between Ramanujan’s Entry 40,
Dougall’s 7F6 summation formula and a 9F8 three-term recurrence.
We now state six limit cases of Theorem 4.1 as Corollaries. The first five are at the 4φ3
(or very-well- poised 8φ7) level while the final one is a q → 1 limit at the 9F8 level. Further
lower level limits may be taken. This will result in an Askey type scheme for discrete
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rational biorthogonality analogous to that for hypergeometric orthogonal polynomials [20].
This new scheme of orthogonality makes contact with the polynomial scheme through
Corollary 4.6 which is the case of q-Racah polynomials.
4 b). The 4φ3 level. We give five limiting cases of Theorem 4.1. The calculations
are straightforward and will not be detailed.
Corollary 4.2. Let
Un(x) =
(
aq, aq
de
)
n(
aq
d ,
aq
e
)
n
4φ3
(
2xq−N
b , d, e, q
−n
2aqx
b
, q−N , deq
−n
a
; q
)
Vm(x) =
(
aq−N+2
de , aq
N
)
m(
aq
e
, aq
d
)
m
4φ3
(
2xq−N
b ,
q−N+1
d ,
q−N+1
e , q
−m
2axq−N+2
bde
, q−N , q
−N−m+1
a
; q
)
.
Then
N∑
k=0
Un(xk)Vm(xk)rk = Cnδn,m,
where xk =
1
2bq
k,
rk =
(
aq
d
, aq
e
, q−N
)
k(
aq, aq
2−N
de , q
)
k
qk
(
aq, deaq
)
N
(d, e)N
,
and
Cn = q
−n
(
q, aq, aq
2−N
de
)
n(
q−N , aqd ,
aq
e
)
n
.
Proof: Take the limit µ → ∞ in Theorem 4.1. The limiting Un and Vm are terminating
8φ7’s. We then use Watson’s transformation formula [7, (III. 18), p. 242] to obtain the
above 4φ3 expressions for Un(x) and Vm(x).
Corollary 4.3. Let x = 1
2
(eξ + µ−1e−ξ),
Un(x) =
(
aq, aqµbee
−ξ
)
n(
aq
µbe
−ξ, aqe
)
n
4φ3
(
aq
bd
eξ, µbeξ, e, q−n
aq
b e
ξ, aqd ,
µbe
a e
ξq−n
; q
)
Vm(x) = 4φ3
(
be−ξ, µbeξ, aq
2
de
, q−m
aq
e ,
aq
d ,
µb2
a q
1−m
; q
)
.
Then
∞∑
k=0
Un(xk)Vm(xk)rk = Cnδn,m,
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where
xk =
1
2
(
bqk + q−k/bµ
)
,
rk =
(
µb2, q
√
µb2,−q
√
µb2, µb
2
a ,
aq
d ,
aq
e
)
k(√
µb2,−
√
µb2, aq, µb
2d
a ,
µb2e
a , q
)
k
(
de
aq
)k (aq, µb2da , µb2ea , deaq)
∞(
µb2q, d, e, µb
2de
a2q
)
∞
and
Cn =
(
q, a
2q2
µb2de , aq
)
n(
aq
d
, aq
e
, a
µb2
)
n
.
Proof: Take the limit N →∞ in Theorem 4.1 and use Watson’s transformation formula.
Corollary 4.4. Let x = 12 (e
ξ + µ−1e−ξ),
Un(x) =
1
dn
(
aq, aqµb2e
)
n(
aq
d ,
aq
µb2de
)
n
4φ3
(
aq
µb2
, d, a
2q1+n
µb2de
, q−n
aq
b
eξ, aq
bµ
e−ξ , aq
µb2e
; q
)
,
Vm(x) =
(
e
q
)m (aq2
de ,
aq
µb2e
)
m(
aq
d
, a
µb2
)
m
4φ3

 aq2µb2de , qe , a2qm+1µb2de , q−m
aq2
bde
eξ, aq
2
µbde
e−ξ, aq
µb2e
; q

 .
Then
∞∑
k=0
Un(xk)Vm(xk)rk = Cnδm,n,
where
xk =
1
2
(
bqk +
q−k
bµ
)
,
rk =
(
µb2, q
√
µb2,−q
√
µb2, µb
2
a ,
aq
d ,
µb2de
aq
)
k(√
µb2,−
√
µb2, aq, µb
2d
a ,
aq2
de , q
)
k
(
aq
µb2e
)k (aq, µb2da , aqµb2e , aqd )(
µb2q, d, qe ,
a2q2
µb2de
)
and
Cn =
(
q, aq
µb2e
, aq
2
de
, aq
)
n(
aq
µb2de
, aq
d
, a
µb2
, a
2q2
µb2de
)
n
(
a
µb2d
)n (1− a2q1+n
µb2de
)
(
1− a2q1+2n
µb2de
) .
Proof: Replace e by eq−N in Theorem 4.1, take the limit as N → ∞ and use Watson’s
transformation formula.
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Corollary 4.5. Let
Un(x) =
(
aq, 2aqx
bd
)
n(
aq
d
, 2aqx
b
)
n
4φ3

 b2µdea2q q−n, d, b2x , q−n
b2µde
a q
N−n, q−N , bd2axq
−n
; q


Vm(x) = 4φ3

 b2x , q−N+1d , a2q1−N+mb2µde , q−m
aq−N+2
2µbdex ,
aq
d , q
−N
; q

 .
Then
N∑
k=0
Un(xk)Vm(xk)rk = Cnδn,m,
where xk =
1
2bq
k,
rk =
(
aq
d
, q−N , µb
2de
aq
qN
)
k(
aq, µb
2e
a
, q
)
k
qk
(
d
aq
)N (aq, µb2e
a
)
N(
d, µb
2de
a2q
)
N
,
and
Cn =
(
q−N
d
)n (q, aq1−Nµb2e , a2q2µb2de , aq)
n(
q−N , aq
−N
µb2de ,
aq
d ,
a2q2−N
µb2de
)
n
(
1− a2q1−N+nµb2de
)
(
1− a2q1−N+2nµb2de
) .
Proof: Replace e and µ by eqM and µq−M respectively in Theorem 4.1, take the limit as
M →∞ and use Watson’s transformation formula.
Corollary 4.6. Let x = 12 (e
ξ + µ−1e−ξ),
Un(x) = 4φ3
(
be−ξ, µbeξ, a
2q1−N+n
µb2de
, q−n
aq
d ,
aq
e , q
−N
; q
)
Vm(x) = 4φ3
(
be−ξ, µbeξ, a
2q1−N+m
µb2de , q
−m
aq
d
, aq
e
, q−N
; q
)
.
Then
N∑
k=0
Un(xk)Vm(xk)rk = Cnδn,m,
where xk =
1
2
(
bqk + q
−k
bµ
)
,
rk =
(
µb2, q
√
µb2,−q
√
µb2, aqd ,
aq
e , q
−N
)
k(√
µb2,−
√
µb2, µb
2d
a ,
µb2e
a , µb
2qN+1, q
)
k
qk
(
µb2de
a2
qN−2
)k (µb2d
a ,
µb2e
a
)
N(
µb2q, µb
2de
a2q
)
N
,
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and
Cn =
(
µb2
)n
(
q, aq
1−N
µb2d
, aq
1−N
µb2e
, a
2q2
µb2de
)
n(
q−N , aq
d
, aq
e
, a
2q2−N
µb2de
)
n
(
1− a2q1−N+nµb2de
)
(
1− a2q1−N+2n
µb2de
) .
Proof: Replace a, d, e by aq−M , dq−M , eq−M respectively in Theorem 4.1 and take the
limit as M →∞.
Note that Corollary 4.6 corresponds to the case of q-Racah polynomials where Un(x) =
Vn(x) are polynomials in x of degree n.
4 c). The top 9F8 level. The q → 1 limit of Theorem 4.1 yields
Corollary 4.7 Let x = u(u+ µ),
Un(x) = 9F8
[
a, 1 + 12a, b− u, b+ u+ µ, d, e, a+N + 1,
1
2a, a− b+ 1 + u, a− b− µ+ 1− u, a− d+ 1, a− e+ 1,−N,
2a+ 1−N − 2b− d− e− µ+ n,−n
2b+ ν + d+ e− a+N − n, a+ n+ 1; 1
]
Vm(x) = 9F8
[
a− d− e−N + 1, 1 + 12 (a− d− e−N + 1), b− u, b+ µ+ u,
1
2(a− d− e−N + 1), a− b− d− e−N + 2 + u,
−N − d+ 1,−N − e+ 1, a− d− e+ 2,
a− µ− b− d− e−N + 2− u, a− e+ 1, a− d+ 1,−N,
2a+ 1−N − 2b− d− e− µ+m,−m
2b− a+ µ−m+ 1, a− d− e−N + 2 +m ; 1
]
.
Then
N∑
k=0
Un(xk)Vm(xk)rk = Cnδn,m,
where
xk = (b+ k)(b+ k + µ),
rk =
(
µ+ 2b, 1 + 12 (µ+ 2b), µ+ 2b− a, a− d+ 1,
a− e+ 1,−N, µ+ 2b+ d+ e− a+N − 1)k(
1
2 (µ+ 2b), a+ 1, µ+ 2b+ d− a, µ+ 2b+ e− a,
µ+ 2b+N + 1, a− d− e+ 2−N, 1)k
× (a+ 1, µ+ 2b+ d− a, µ+ 2b+ e− a, d+ e− a− 1)N
(µ+ 2b+ 1, d, e, µ+ 2b+ d+ e− 2a− 1)N
,
and
Cn =
(1, a+ 1−N − µ− 2b− d, a+ 1−N − µ− 2b− e)n
(−N, a+ 1−N − µ− 2b− d− e, a− d+ 1)n
× (2a+ 2− µ− 2b− d− e, a+ 2−N − d− e, a+ 1)n
(a− e+ 1, a− µ− 2b, 2a+ 2−N − µ− 2b− d− e)n
.
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Proof: In the orthogonality of Theorem 4.1, we replace a, b, d, e, µ by qa, qb, qd, qe, qµ
and take the limit as q → 1. Note that in the statement of Corollary 4.7, (a, b, . . . , c)k is
now the usual multiple shifted factorial and 9F8 is a generalized hypergeometric function
(see Bailey [4]).
For the µ = 0 case of Corollary 4.7 see Wilson [30].
5. An 8φ7 model
If we replace f by FqM and s by a
3q3q−M
bcdeF in equation (3.2) and let M → ∞, then
(3.2) reduces to the equation
(5.1)
Yn+1 − cnYn + dnYn−1 = 0,
cn = Cn +Dn +
a2q2n+2
bcdeh2
(1− b)(1− c)(1− d)(1− e)(
1− aqn+1
h
) ,
dn = Cn−1Dn
Cn = −
(
1− aqn+1bh
)(
1− aqn+1ch
)(
1− aqn+1dh
)(
1− aqn+1eh
)
(
1− aqn+1h
)
Dn = −q
(
1− q
n
h
)(
1− aq
n
h
)(
1− a
2qn+1
bcdeh
)
.
In [12], (5.1) was derived from a three-term contiguous relation for a very-well-poised 8φ7
series in the particular case h = 1. Following the calculation in [12] we have the following
four solutions of (5.1):
Y (1)n =
(−1)n
(
aqn+1
h
)
∞
(aq
n+1
bh ,
aqn+1
ch ,
aqn+1
dh ,
aqn+1
eh )∞
8W7
(
a; b, c, d, e, hq−n;
a2qn+2
bcdeh
)
,(5.2)
Y (2)n =
(−1)n
( q
n+1
h
, a
2qn+2
bcdeh
, aq
n
h
)∞
8W7
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
qn+1
h
;
bcdeh
a2q
q−n
)
,(5.3)
Y (3)n =
(−1)n
(
aqn+1
h
)
∞
(aq
n+1
bh
, aq
n+1
ch
, aq
n+1
dh
, aq
n+1
eh
)∞
8W7
(
bcde
aq
; b, c, d, e,
bcdehq−n−1
a2
;
qn+1
h
)
,(5.4)
and
Y (4)n =
(−1)n
( q
n+1
h ,
a2qn+2
bcdeh ,
aqn
h )∞
8W7
(
aq2
bcde
;
q
b
,
q
c
,
q
d
,
q
e
,
a2qn+2
bcdeh
; hq−n
)
.(5.5)
In addition to the above four solutions, two more solutions may be obtained as follows. In
(5.1) we make the parameter replacements
(a, b, c, d, e, h)→
(
B2
A
,B,
BC
A
,
BD
A
,
BE
A
,
BH
A
)
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and renormalize so as to arrive at (5.1) with lower case letters a, b, c, d, e, h replaced by
capitals. Consequently we obtain a fifth solution to (5.1) viz.,
(5.6) Y (5)n =
(−1)n
(
bqn+1
h
)
∞
( q
n+1
h ,
aqn+1
ch ,
aqn+1
dh ,
aqn+1
eh )∞
8W7
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bhq−n
a
;
a2qn+2
bcdeh
)
.
The “reflection transformation” (see [12]) applied to (5.1) and (5.6) yields another solution
(5.7) Y (6)n =
(−1)n
(aq
n+1
bh
, bq
n
h
, a
2qn+2
bcdeh
)∞
8W7
(
aq
b2
;
q
b
,
aq
bc
,
aq
bd
,
aq
be
,
aqn+1
bh
;
bcdehq−n−1
a2
)
.
Parameter interchanges b ↔ (c, d, e) in (5.6) and (5.7) give six more solutions. Thus we
have twelve pairwise linearly independent solutions to the three-term recurrence (5.1).
All these solutions may be derived as limiting cases of our Φ solutions obtained in
Section 3. Thus it is easily seen that Y
(1)
n , Y
(2)
n , Y
(3)
n , Y
(4)
n , Y
(5)
n and Y
(6)
n are limiting cases
of the solutions X
(1), s
h
qn−1
n , X
(2),h
s
q−n+2
n , X
(4),aq
2
s
n , X
(3), s
aq
n , X
(3), bs
ah
qn−1
n and X
(4),ah
bs
q−n+2
n
respectively. Limits of all the remaining Xn solutions are either one of the Yn solutions
or a linear combination of the Yn solutions e.g., it can be shown that X
(1),b
n gives a linear
combination of (Y
(1)
n , Y
(5)
n ); X
(1),hq−n
n of (Y
(1)
n , Y
(4)
n ); X
(2), q
b
n of (Y
(2)
n , Y
(6)
n ); X
(2), q
n+1
h
n of
(Y
(2)
n , Y
(3)
n ); X
(5),aq
n+1
bh
n of (Y
(3)
n , Y
(6)
n ); X
(6), bh
a
q−n
n of (Y
(4)
n , Y
(5)
n ); X
(7), bc
a
n of (Y
(5)
n , a b↔ c
interchange of Y
(5)
n ); X
(8),aq
bc
n of (Y
(6)
n , a b↔ c interchange of Y (6)n ) etc.
Any three of the twelve solutions of (5.1) are connected by a three-term 8φ7 transfor-
mation formula. It can be shown that the connection is provided either by the standard
three-term 8φ7 formula ([7], (III . 37), p. 246) or its iterate which we state below explicitly
in a form suited to our purpose:
(5.8)
8W7
(
a; b, c, d, e, f ;
a2q2
bcdef
)
=
(aq, b, b
a
, bq
a
, cq
a
, dq
a
, eq
a
, fq
a
, aq
cd
, aq
ce
, aq
cf
, aq
de
, aq
df
, aq
ef
, bcdef
a2q
)∞
( q
2
a ,
q
c ,
q
d ,
q
e ,
q
f ,
aq
c ,
aq
d ,
aq
e ,
aq
f ,
bc
a ,
bd
a ,
be
a ,
bf
a ,
cdef
a2 ,
a2q
cdef )∞
× 8W7
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
;
bcdef
a2q
)
+
(aq, c, c
a
, bq
a
, bq
d
, bq
e
, bq
f
, aq
bd
, aq
be
, aq
bf
)∞
( b
2q
a
, q
d
, q
e
, q
f
, c
b
, aq
b
, aq
d
, aq
e
, aq
f
, bc
a
)∞
×

1− (b, qb , ab , bqa , cda , aqcd , cea , aqce , cfqa , acf , bdefa2 , a
2q
bdef )∞
(c, qc ,
a
c ,
cq
a ,
bd
a ,
aq
bd ,
be
a ,
aq
be ,
bfq
a ,
a
bf ,
cdef
a2 ,
a2q
cdef )∞


× 8W7
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bf
a
;
a2q2
bcdef
)
.
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We may derive (5.8) from the standard 8φ7 transformation as follows. Starting from [7,
(III. 37), p. 246] we first apply [7, (III. 23), p. 243] to one of the 8φ7’s in that formula,
replacing
8W7
(
ef
c
;
aq
bc
,
aq
cd
,
ef
a
, e, f ;
bd
a
)
by
( efqc ,
bcdef
a2q ,
bq
c ,
dq
c )∞
( bef
a
, def
a
, aq
2
c2
, bd
a
)∞
8W7
(
aq
c2
;
aq
cf
,
aq
ce
,
q
c
,
aq
cb
,
aq
cd
;
bcdef
a2q
)
.
If we now iterate the formula in the modified form and make use of Slater’s infinite product
identity [27], [7, p. 138], we can reduce the result to (5.8).
The standard three-term 8φ7 formula easily provides a connection between the solu-
tions Y
(1)
n , Y
(3)
n , Y
(5)
n and we actually have
(5.9)
(
b2q
a
, aq,
a
b
,
bq
a
,
aq
cd
,
aq
ce
,
aq
de
,
bcd
a
,
bce
a
,
bde
a
,
cde
a
)
∞
Y (3)n
=
(
aq, c, d, e,
bq
a
,
bq
c
,
bq
d
,
bq
e
,
bcde
a
,
bcde
a2
,
a2q
bcde
)
∞
Y (5)n
− a
b
(
b2q
a
,
aq
b
,
aq
c
,
aq
d
,
aq
e
,
bc
a
,
bd
a
,
be
a
,
cde
a
,
aq
cde
,
bcde
a
)
∞
Y (1)n .
On the other hand, (5.8) is better suited to provide a connection between the solutions
Y
(1)
n , Y
(2)
n and Y
(5)
n and they are related by
(5.10) Y (1)n = RY
(2)
n + SY
(5)
n ,
where
R = −bdeh
a2
(aq, b, c
a
, bq
a
, dq
a
, eq
a
, aq
cd
, aq
ce
, aq
de
, a
b
, bq
a
)∞
( qc ,
q
d ,
q
e ,
a
c ,
aq
b ,
aq
d ,
aq
e ,
bc
a ,
bd
a ,
be
a ,
q2
a )∞
( bcdeha2 ,
a2q
bcdeh ,
a
qh ,
hq2
a )∞
( cdeha2 ,
a2q
cdeh ,
a
bh ,
bhq
a )∞
S =
(aq, c, ca ,
bq
a ,
bq
d ,
bq
e ,
aq
bd ,
aq
be )∞
( b
2q
a
, q
d
, q
e
, c
b
, aq
b
, aq
d
, aq
e
, bc
a
)∞
[
1− (b,
q
b ,
a
b ,
bq
a ,
cd
a ,
aq
cd ,
ce
a ,
aq
ce ,
chq
a ,
a
ch ,
bdeh
a2 ,
a2q
bdeh )∞
(c, q
c
, a
c
, cq
a
, bd
a
, aq
bd
, be
a
, aq
be
, bhq
a
, a
bh
, cdeh
a2
, a
2q
cdeh
)∞
]
.
We now give the continued fraction associated with the three-term recurrence (5.1).
We follow the same procedure as in [12] where it was derived for the special case h = 1.
For the sake of completeness, the outline of the method and the related results obtained
are being stated below.
In order to construct the minimal solution to (5.1) we examine the large n asymptotics
of the solutions Y
(1)
n and Y
(3)
n . For Y
(1)
n we first apply [7, (III. 23), p. 243] and then let
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n→∞ to obtain
(5.11)
Y (1)n ≈ (−1)nC1,
∣∣∣aq
de
∣∣∣ < 1,
C1 =
(
aq, aqde
)
∞(
aq
d ,
aq
e
)
∞
3φ2
( aq
bc
, d, e
aq
b
, aq
c
;
aq
de
)
.
For Y
(3)
n , we apply [7, (III. 24), p. 243], take the limit as n → ∞ and subsequently using
[7, (III. 9), p. 241] we have
(5.12)
Y (3)n ≈ (−1)nC3,
∣∣∣∣bca
∣∣∣∣ < 1,
C3 =
(
bcde
a ,
bc
a
)
∞(
bcd
a ,
bce
a
)
∞
3φ2
(
de
a
, d, e
cde
a
, bde
a
;
be
a
)
.
A minimal solution to (5.1) is now given by
(5.13) Y (min)n = C3Y
(1)
n − C1Y (3)n .
Using Pincherle’s theorem [8], [19] and simplifying we have the continued fraction repre-
sentation:
Theorem 5.1.
(5.14)
1
c0 −
d1
c1 −
d2
c2 − . . . =
Y
(min)
0
c0Y
(min)
0 − Y (min)1
= − 1
q
(
1− 1
h
) (
1− a2q
bcdeh
) (
1− a
h
)
×
[
C3 8W7
(
a; b, c, d, e, h;
a2q2
bcdeh
)
−C1
(
bcde
a
, bcdeh
a2q
, bq
h
, cq
h
, dq
h
, eq
h
)
∞(
bde
a
, bce
a
, bcd
a
, cde
a
, aq
2
h2
, q
h
)
∞
8W7
(
aq
h2
;
aq
bh
,
aq
ch
,
aq
dh
,
aq
eh
,
q
h
;
bcdeh
a2q
)
/
[
C3 8W7
(
a; b, c, d, e, hq;
a2q
bcdeh
)
−C1
(
bcde
a
, bcdeh
a2
, b
h
, c
h
, d
h
, e
h
)
∞(
bde
a ,
bce
a ,
bcd
a ,
cde
a ,
a
h2 ,
1
h
)
∞
8W7
(
a
h2q
;
a
bh
,
a
ch
,
a
dh
,
a
eh
,
1
h
;
bcdeh
a2
)]
.
In the special case h = 1, the above theorem gives (see [12]):
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Corollary 5.2. If cn, dn are given by (5.1) and h = 1, we have the continued fraction
representation
(5.15)
1
c0 −
d1
c1 −
d2
c2 − . . .
=
bcde
a2q2


(1− aq)
(1− b)(1− c)(1− d)(1− e) 8W7
(
aq; q,
aq
b
,
aq
c
,
aq
d
,
aq
e
;
bcde
a2q
)
−
(
bc
a
, aq
d
, aq
e
, bde
a
, cde
a
, q
)
∞(
aq
de , b, c, d, e,
bcde
a2q
)
∞
3φ2
(
de
a
,d,e
cde
a
, bde
a
; bca
)
3φ2
(
aq
bc
,d,e
aq
b
,aq
c
; aqde
)

 .
On the other hand, if we write f = q−m, s = a
3q3−m
bcde , h = 1 in (3.32) and take the limit as
m→∞, we obtain the equivalent continued fraction representation [10]:
Corollary 5.2′. Under the same conditions as Corollary 5.2 we have the equivalent rep-
resentation
(5.16)
1
c0 −
d1
c1 −
d2
c2 − . . .
=
(
1− aq
)
q
(
1− ab
) (
1− ac
) (
1− ad
) (
1− ae
) [8W7
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
, q;
bcde
a2q
)
−R
]
,
R =
(
q, a, q
2
a
, de
a
, dc
a
, ec
a
)
∞(
dq
a
, eq
a
, cq
a
, dec
aq
, aq
b
, b
)
∞
×

3φ2
(
q
d ,
q
e ,
q
c
qb
a ,
aq2
cde
; b
)
+
(
q
d
, q
e
, q
c
, bcde
a2
, aq
b
, b
a
, cde
a2
, a
2q
cde
, cde
aq
)
∞(
ec
a ,
bq
a ,
aq
cde ,
q
a , a,
bcde
a2q ,
a2q2
bcde ,
de
a ,
dc
a
)
∞
3φ2
(
de
a
, dc
a
, ec
a
bcde
a2
, dec
a
; b
)
(
aq
bc
, aq
bd
, aq
be
aq
b
, a
2q2
bcde
; b
)

 .
The above representation was obtained earlier in [10]. It is not obvious that this is the same
as the representation (5.15). However, we can show that right sides of (5.15) and (5.16) are
indeed equal. The proof involves use of the three-term 8φ7 transformation formula (5.8),
3φ2 transformation [7, (III. 9), p. 241], three-term 3φ2 transformation formula [7, (III. 33),
p. 245) and Bailey’s infinite product identity [7, Ex. 5.21, p. 138].
When the continued fraction terminates, we have a further simplification (see [12]):
Corollary 5.3. Under the conditions of Corollary (5.2) but with one of aqb ,
aq
c ,
aq
d ,
aq
e =
34
q−N , N = 0, 1, . . . we have
(5.17)
1
c0 −
d1
c1 −
d2
c2 − . . . −
dN
cN
=
bcde
a2q2
(1− aq)
(1− b)(1− c)(1− d)(1− e) 8W7
(
aq; q,
aq
b
,
aq
c
,
aq
d
,
aq
e
;
bcde
a2q
)
.
It is this last continued fraction result which is associated with the rational biorthog-
onality given in Corollary 4.3 for the special case e = aqN+1 [12].
6. Three-term Φ transformation formula
Any three solutions out of the fifty-six solutions obtained for the second-order finite
difference equation (3.2) in Section 3 are connected by a three-term Φ transformation
formula. In order to derive such a formula, we start by picking any three of the solutions
and assume a linear dependence. Here we consider
(6.1) X
(1), s
h
qn−1
n = PX
(2), q
n+1
h
n +QX
(3), bs
ah
qn−1
n
where P and Q are independent of n. If we take the large-n asymptotics of (6.1) then from
(3.20), (3.23) and (3.24) we obtain
(6.2)
8W7
(
a; b, c, d, e, f ;
s
aq
)
= P 8W7
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
;
aq2
s
)
+Q
( saq ,
bq
c ,
bq
d ,
bq
e ,
bq
f ,
bq
a ,
bhq
s ,
s
bh)∞
( b
2q
a ,
bc
a ,
bd
a ,
be
a ,
bf
a , b,
bh
a ,
aq
bh )∞
8W7
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bf
a
;
s
aq
)
.
Therefore from (5.8)
(6.3) P =
(aq, b, b
a
, bq
a
, cq
a
, dq
a
, eq
a
, fq
a
, aq
cd
, aq
ce
, aq
cf
)∞
( q
2
a
, q
c
, q
d
, q
e
, q
f
, aq
c
, aq
d
, aq
e
, aq
f
, bc
a
, bd
a
)∞
(aq
de
, aq
df
, aq
ef
, bcdef
a2q
)∞
( be
a
, bf
a
, cdef
a2
, a
2q
cdef
)∞
and
(6.4)
Q =
(aq, b, c, ca ,
bd
a ,
aq
bd ,
be
a ,
aq
be ,
bf
a ,
aq
bf ,
bh
a ,
aq
bh )∞
( s
aq
, q
d
, q
e
, q
f
, aq
b
, aq
d
, aq
e
, aq
f
, c
b
, bq
c
, s
bh
, bhq
s
)∞
×

1− (b, qb , ab , bqa , cda , aqcd , cea , aqce , cfqa , acf , bdefa2 , a
2q
bdef )∞
(c, qc ,
a
c ,
cq
a ,
bd
a ,
aq
bd ,
be
a ,
aq
be ,
bfq
a ,
a
bf ,
cdef
a2 ,
a2q
cdef )∞

 .
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We now substitute these values of P and Q in (6.1) and replace
(
a, b, c, d, e, f, shq
n−1, hq−n
)
by (A,B,C,D,E, F,G,H) respectively. The result can be written as a three-term Φ trans-
formation formula
(6.5)
Φ(G)(A;B,C,D,E, F,G,H; q)
=
(Aq,B,G, BA ,
G
A ,
Bq
A ,
Cq
A ,
Dq
A ,
Eq
A ,
Fq
A ,
Gq
A )∞
( q
2
A ,
q
C ,
q
D ,
q
E ,
q
F ,
q
H ,
A
H ,
Aq
C ,
Aq
D ,
Aq
E ,
Aq
F ,
Aq
H )∞
× (
Aq
CD ,
Aq
CE ,
Aq
CF ,
Aq
DE ,
Aq
DF ,
Aq
EF ,
Aq
BH ,
Aq
CH ,
Aq
DH ,
Aq
EH ,
Aq
FH ,
Aq
GH )∞
(BCA ,
BD
A ,
BE
A ,
BF
A ,
BG
A ,
CG
A ,
DG
A ,
EG
A ,
FG
A ,
CDEF
A2 ,
A2q
CDEF )∞
× Φ( qH )
( q
A
;
q
B
,
q
C
,
q
D
,
q
E
,
q
F
,
q
G
,
q
H
; q
)
+
(Aq,B, C, CA ,
G
A ,
Gq
A ,
Gq
C ,
Gq
D ,
Gq
E ,
Gq
F ,
Gq
H )∞
(G
2q
A
, q
D
, q
E
, q
F
, q
H
, Aq
B
, Aq
D
, Aq
E
, Aq
F
, Aq
H
, B
G
)∞
× (
BD
A ,
Aq
BD ,
BE
A ,
Aq
BE ,
BF
A ,
Aq
BF ,
BH
A ,
Aq
BH )∞
(CB ,
Bq
C ,
GB
A ,
GC
A ,
GD
A ,
GE
A ,
GF
A ,
GH
A )∞
×
[
1− (B,
q
B ,
A
B ,
Bq
A ,
CD
A ,
Aq
CD ,
CE
A ,
Aq
CE ,
CFq
A ,
A
CF ,
BDEF
A2 ,
A2q
BDEF )∞
(C, qC ,
A
C ,
Cq
A ,
BD
A ,
Aq
BD ,
BE
A ,
Aq
BE ,
BFq
A ,
A
BF ,
CDEF
A2 ,
A2q
CDEF )∞
]
× Φ(BGA )
(
G2
A
;
GB
A
,
GC
A
,
GD
A
,
GE
A
,
GF
A
,G,
GH
A
; q
)
.
Particular cases
1. In the general formula, if we write B = q−n, then it reduces to the terminating 10φ9
transformation
(6.6)
10W9(A;C,D,E, F,G,H, q
−n; q)
=
(
Aq, C,G, C
A
, G
A
, Aq
n+1
D
, Aq
n+1
E
, Aq
n+1
F
, Aq
n+1
H
, q
−n+1
D
, q
−n+1
E
, q
−n+1
F
, q
−n+1
H
, q
−n+1
A
)
∞(
q−2n+1
A ,
q
D ,
q
E ,
q
F ,
q
H ,
Aq
D ,
Aq
E ,
Aq
F ,
Aq
H , Aq
n+1, Cqn, Gqn, CAq
−n, GAq
−n
)
∞
× 10W9
(
q−2n
A
;
Cq−n
A
,
Dq−n
A
,
Eq−n
A
,
Fq−n
A
,
Gq−n
A
,
Hq−n
A
, q−n; q
)
.
The above formula can be derived also with the help of known formulas. Refer to the
terminating 10φ9 transformation formula [7, Ex. 2.19, p. 53] to which, if we apply the 10φ9
transformation formula [7, Ex. 2.30, p. 56], we obtain (6.6).
2. Writing G = q−n in (6.5) we obtain another relation between two terminating 10φ9’s
as in the above paragraph. For the particular value n = 0, the relation reduces to
Slater’s infinite product identity ([27], also see [7, Ex. 5.22, p. 138]).
36
3. In the general formula (6.5) we interchange the parameters B ↔ C and then elimi-
nate Φ(
q
H
)
(
q
A ;
q
B ,
q
C ,
q
D ,
q
E ,
q
F ,
q
G ,
q
H ; q
)
from the two equations. Using Slater’s infinite
product identity we can write the result in the following form:
(6.7)
(AqD ,
Aq
E ,
Aq
F ,
Aq
H ,
q
D ,
q
E ,
q
F ,
q
H )∞(
Aq,B, C,G, BA ,
C
A ,
G
A
)
∞
10W9(A;B,C, . . . , H; q)
= −A
B
(BqD ,
Bq
E ,
Bq
F ,
Bq
H ,
Aq
BD ,
Aq
BE ,
Aq
BF ,
Aq
BH )∞
(B
2q
A
, B, BC
A
, BG
A
, A
B
, C
B
, G
B
)∞
10W9
(
B2
A
;B,
BC
A
,
BD
A
, . . .
BH
A
; q
)
+ idem (B;C,G).
The above is a particular case of [7, Ex. 4.6, p. 122] when the balance condition is satisfied.
Slater has obtained (6.7) from other considerations and then used it to derive her infinite
product identity. However, we have shown here that, from our general formula, we can
derive Slater’s infinite product identity and consequently also (6.7).
4. In (6.5), if we take the value BG
A
= 1 and use Slater’s infinite product identity we
can reduce the result to Bailey’s non-terminating extension of Jackson’s 8φ7 sum [7,
(II. 25), p. 238].
Limiting cases
All the known 8φ7 two-term and three-term transformation formulas may be obtained
as limiting cases of our general transformation formula (6.5). When we let one of the
parameters in the Φ(A;B,C,D,E, F,G,H; q) tend to 0 and another tend to infinity so
that the balance condition remains intact, we obtain in general a relation connecting three,
four or five 8φ7’s depending on the choice of parameters. The 8φ7 series involved are
8W7
(
A;B,C,D,E, F ;
A2q2
BCDEF
)
,
its reflection
8W7
(
q
A
;
q
B
,
q
C
,
q
D
,
q
E
,
q
F
;
BCDEF
A2q
)
and complements of both, i.e., series of the type
8W7
(
B2
A
;
BC
A
,
BD
A
,
BE
A
,
BF
A
,B;
A2q2
BCDEF
)
and
8W7
(
Aq
B2
;
Aq
BC
,
Aq
BD
,
Aq
BE
,
Aq
BF
,
q
B
;
BCDEF
A2q
)
.
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We give below some of the interesting limiting cases.
1. Replace B and G by bq−m and gqm respectively and let m → ∞. We arrive at a
relation connecting five 8φ7’s. However, if we write b = 1 in this relation after using
the balance condition to eliminate g, we just obtain the transformation formula [7,
(III. 24), p. 243] of a very-well-poised 8φ7 series into another very-well-poised 8φ7-
series.
2. Replacing B and H by bq−m and hqm respectively and letting m → ∞ leads in
general to a representation of an 8φ7 as sum of a 4φ3 and a 4ψ4. Using now the
balance condition to eliminate h and then writing the special value b = 1 yields the
following representation of an 8φ7 as a sum of two 4φ3’s:
8W7
(
A;C,D,E, F,G;
A2q2
CDEFG
)
=
(Aq,E, AqCG ,
Aq
DG ,
Aq
FG ,
A2q2
CDEF )∞
(Aq
C
, Aq
D
, Aq
F
, Aq
G
, E
G
, A
2q2
CDEFG
)∞
4φ3
(
Aq
CE ,
Aq
DE ,
Aq
FE , G
Aq
E ,
Gq
E ,
A2q2
CDEF
; q
)
+
(Aq,G, AqCE ,
Aq
DE ,
Aq
FE ,
A2q2
CDFG )∞
(AqC ,
Aq
D ,
Aq
E ,
Aq
F ,
G
E ,
A2q2
CDEFG )∞
4φ3
(
Aq
CG
, Aq
DG
, Aq
FG
, E
Aq
G ,
Eq
G ,
A2q2
CDFG
; q
)
.
The above is equivalent to the standard three-term transformation formula [7, (III. 36),
p. 246].
3. Replace E and F by eq−m and fqm respectively and take the limit as m→ ∞. The
general formula reduces to a relation connecting five 8φ7’s. For particular values of
the parameters this relation reduces to some known transformation formulas.
A first particular case of the above is obtained by eliminating f with the help of
the balance condition and then writing e = 1, B = q−n. The result reduces to Sear’s
transformation of terminating balanced 4φ3 series [7, (III. 15), p. 242].
A second particular case is obtained as follows. After eliminating f as before, we take
the special value e = A
2q2
BDGH . The resulting relation connects the three 8φ7’s which are
complement to each other viz.,
8W7
(
A;B,C,D,G,H;
A2q2
BCDGH
)
,
8W7
(
B2
A
;B,
BC
A
,
BD
A
,
BG
A
,
BH
A
;
A2q2
BCDGH
)
and
8W7
(
G2
A
;G,
GB
A
,
GC
A
,
GD
A
,
GH
A
;
A2q2
BCDGH
)
.
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An application of Bailey’s infinite product identity [7, Ex. 5.21, p. 138) enables us to write
the above transformation formula in the form given by Bailey [3] (also refer to [7, Ex. 2.15,
p. 52].
4. Write G = gqm, H = hq−m in (6.5) and take limit as m → ∞. This results in the
three-term 8φ7 transformation (5.8).
7. Quadratic identities
Any two linearly independent solutions X
(i)
n and X
(j)
n of the three-term recurrence
(3.2) satisfy the formula
(7.1) lim
n→∞
W(X(i)n , X(j)n )
b1b2 . . . bn
= b0W(X(i)−1, X(j)−1)
where the Cassorati determinant
W(X(i)n , X(j)n ) := X(i)n X(j)n+1 −X(i)n+1X(j)n .
Taking second order asymptotics of (7.1) we may derive quadratic identities involving 8φ7’s.
We demonstrate this below by considering pairs of solutions from the solutions X
(1), sq
n−1
h
n ,
X
(2), q
n+1
h
n and X
(3), bs
ah
qn−1
n .
If n, k are non-negative integers and α, β are independent of n, then
(7.2)
(αq−n)k = (1− a1 q
n
α
+ a2
q2n
α2
+O(q3n))(−α)kqk(k−1)/2−nk,
(βqn)k = 1− b1βqn + b2β2q2n +O(q3n),
where
a1 = q
−k+1 (1− qk)
(1− q) , a2 = q
−k+1q−k+2
(1− qk−1)(1− qk)
(1− q)(1− q2) ,
b1 =
(1− qk)
(1− q) , b2 =
q(1− qk−1)(1− qk)
(1− q)(1− q2) .
Using (7.2) we can work out the second order large n asymptotics
of the three solutions mentioned above. Starting from (3.3) we obtain
(7.3)
X
(1), s
h
qn−1
n ≈W1 − q
n
h
T1W1+ +
qn
h
S1W1 +O(q
2n)
W1 = 8W7
(
a; b, c, d, e, f ;
s
aq
)
W1+ = 8W7
(
aq2; bq, cq, dq, eq, fq;
s
aq2
)
S1 =
1
(1− q)
(
s
q
+
s
aq
+
aq
b
+
aq
c
+
aq
d
+
aq
e
+
aq
f
− aq
)
T1 =
s
aq (1− saq2 )(1− aq)(1− aq2)(1− b)(1− c)(1− d)(1− e)(1− f)
(1− q)(1− aqb )(1− aqc )(1− aqd )(1− aqe )(1− aqf )
.
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In the above calculation we were surprised to find that not only the first but also the second
order asymptotics were given in terms of very well poised 8φ7’s. We have not checked if
this continues to hold in higher orders.
From (3.8) we obtain
(7.4)
X
(3), bs
ah
qn−1
n ≈ L3
(
W3 − q
n
h
T3W3+ +
qn
h
S3W3
)
+O(q2n),
W3 = 8W7
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bf
a
;
s
aq
)
W3+ = 8W7
(
b2q2
a
; bq,
bcq
a
,
bdq
a
,
beq
a
,
bfq
a
;
s
aq2
)
S3 = (1− q)−1
(
aq
c
+
aq
d
+
aq
e
+
aq
f
+
bs
aq
+ q +
s
bq
− bq
)
T3 =
s
bq
(1− s
aq2
)(1− b2q
a
)(1− b2q2
a
)(1− bc
a
)(1− bd
a
)(1− be
a
)(1− bf
a
)(1− b)
(1− q)(1− bqc )(1− bqd )(1− bqe )(1− bqf )(1− bqa )
L3 =
( saq ,
bq
c ,
bq
d ,
bq
e ,
bq
f ,
bq
a ,
bhq
s ,
s
bh )∞
( b
2q
a ,
bc
a ,
bd
a ,
be
a ,
bf
a , b,
bh
a ,
aq
bh )∞
.
From (3.6) we have
(7.5)
X
(2), q
n+1
h
n ≈W2 − q
n
h
T2W2+ +
q2
h
S2W2 +O(q
2n)
W2 = 8W7
(
q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
;
aq2
s
)
W2+ = 8W7
(
q3
a
;
q2
b
,
q2
c
,
q2
d
,
q2
e
,
q2
f
;
aq
s
)
S2 =
1
(1− q)
(
q + a+
bs
aq
+
cs
aq
+
ds
aq
+
es
aq
+
fs
aq
− s
a
)
T2 =
a(1− aqs )(1− q
2
a )(1− q
3
a )(1− qb )(1− qc )(1− qd)(1− qe)(1− qf )
(1− q)(1− bqa )(1− cqa )(1− dqa )(1− eqa )(1− fqa )
.
Looking at the convergence conditions of the different 8φ7 series in (7.3), (7.4) and (7.5)
we find that the arguments of series in (7.5) are not compatible with those of (7.3) and
(7.4). The difficulty can be overcome by applying the transformation [7, (III. 39), p. 247]
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to the Φ in X
(2), q
n+1
h
n before working out its asymptotics. We then obtain
(7.6)
X
(2), q
n+1
h
n ≈ L′2
(
W ′2 −
qn
h
T ′2W
′
2+ +
qn
h
S′2W
′
2
)
+O(q2n),
W ′2 = 8W7
(
cde
a2
;
ce
a
,
cd
a
,
de
a
,
q
f
,
q
b
;
bf
a
)
W ′2+ = 8W7
(
cdeq2
a2
;
ceq
a
,
cdq
a
,
deq
a
,
q2
f
,
q2
b
;
bf
aq
)
S′2 =
1
(1− q)
(
q +
cs
aq
+
ds
aq
+
es
aq
+
a2q
cde
+
aq
f
+
aq
b
− aq
2
bf
)
T ′2 =
bfs
aq2 (1− bfaq )(1− cdeqa2 )(1− cdeq
2
a2 )(1− cda )(1− cea )(1− dea )(1− qf )(1− qb )
(1− q)(1− cqa )(1− dqa )(1− eqa )(1− cdefa2 )(1− bcdea2 )
L′2 =
( q
2
a ,
cdef
a2 ,
bcde
a2 ,
bf
a )∞
( cdeq
a2
, fq
a
, bq
a
, aq
2
s
)∞
.
We now apply (7.1) to pairs of solutions from X
(1), s
h
qn−1
n , X
(2), q
n+1
h
n and X
(3), bs
ah
qn−1
n . In
the particular case h = 1, the right side of (7.1) can be evaluated in terms of infinite
products. Thus we obtain the three identities
L′2(1− q)[(S1 − S′2)W1W ′2 − T1W1+W ′2 + T ′2W1W ′2+]
= −q
(
1− a
b
)(
1− a
c
)(
1− a
d
)(
1− a
e
)(
1− a
f
)
(aq)∞
(aq )∞
×

1 + (aq , q
2
a , b,
q
b , c,
q
c , d,
q
d , e,
q
e , f,
q
f ,
s
q2 ,
q3
s )∞
(a, q
a
, a
b
, bq
a
, a
c
, cq
a
, a
d
, dq
a
, a
e
, eq
a
, a
f
, fq
a
, s
aq
, aq
2
s
)∞

 ,(7.7)
L′3(1− q)[(S1 − S3)W1W3 − T1W1+W3 + T3W1W3+]
= −aq
2
s
(aq, s
bq
, bq
2
s
, aq
de
, aq
ce
, aq
cd
, aq
cf
, aq
df
, aq
ef
)∞
(aqb ,
aq
c ,
aq
d ,
aq
e ,
aq
f ,
bc
a ,
bd
a ,
be
a ,
bf
a )∞
,(7.8)
L′2L
′
3(1− q)[(S′2 − S3)W ′2W3 − T ′2W ′2+W3 + T3W ′2W3+]
= −aq
2
s
( q
2
a ,
q
c ,
q
d ,
q
e ,
q
f ,
cdef
a2 ,
a2q
cdef ,
s
bq ,
bq2
s )∞
(b, b
a
, bq
a
, cq
a
, dq
a
, eq
a
, fq
a
, aq
b
, aq
2
s
)∞
.(7.9)
where L′3 is the L3 of (7.4) with h = 1.
The identities (7.7) and (7.8) are easy to derive. However, in the derivation of (7.9)
we had to make use of the Φ transformation formula (6.5) for special values
(A,B,C,D,E, F,G,H)→
(
a, b, c, d, e, f,
s
q
, 1
)
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and also Slater’s infinite product identity.
It should be noted these identities are not independent. Starting from any two of the
three identities (7.7), (7.8) and (7.9) we can deduce the third one. For example, if we
multiply (7.7) by W3L′
2
(1−q) and (7.8) by
W3
L3(1−q)
and subtract we obtain the value of
(S′2 − S3)W ′2W3 − T ′2W ′2+W3 + T3W ′2W3+
in terms of infinite products and the W1, W
′
2, W3. If we now apply the three-term 8φ7
transformation formula (5.8) and Slater’s infinite product identity we can write down the
result in the form of identity (7.9).
We do not know where (7.7), (7.8) and (7.9) fit into the general scheme of q-series
identities. In order to understand this better we now calculate a limiting case of (7.8)
where f = q−m and m→∞.
If
∣∣aq
de
∣∣ < 1 then, using [7, (III. 36), p. 246], we find that
(7.10) lim
m→∞
8W7
(
a; b, c, d, e, q−m;
a2qm+2
bcde
)
=
(
aq, aqde
)
∞(
aq
d
, aq
e
)
∞
3φ2
( aq
bc , d, e
aq
b
, aq
c
;
aq
de
)
,
(7.11) lim
m→∞
8W7
(
b2
a
; b,
bc
a
,
bd
a
,
be
a
,
bq−m
a
;
a3qm+3
bcde
)
=
(
b2q
a ,
aq
de
)
∞(
bq
d ,
bq
e
)
∞
3φ2
(
q
c
, bd
a
, be
a
bq
a
, bq
c
;
aq
de
)
.
This gives the f = q−m, m → ∞ limit of the W1 and W2 in (7.8). We omit further
details and now state the final result.
The f = q−m, m→∞ limit of (7.8) yields
(7.12)
3φ2
( aq
bc , d, e
aq
b
, aq
c
;
aq
de
)
3φ2
(
q
c
, bd
a
, be
a
bq
a
, bq
c
;
aq
de
)
+
aq
cde
(1− c)(1− d)(1− e)(
1− ba
) (
1− aqb
) (
1− aqc
) 3φ2
(
aq
bc
, dq, eq
aq2
b ,
aq2
c
;
aq
de
)
3φ2
(
a
c ,
bd
a ,
be
a
bq
a
, bq
c
;
aq
de
)
− aq
cde
(
1− bc
a
) (
1− bd
c
) (
1− be
a
)
(
1− b
a
) (
1− bq
a
)(
1− bq
c
)3φ2
( aq
bc , d, e
aq
b ,
aq
c
;
aq
de
)
3φ2
(
q
c ,
bdq
a ,
beq
a
bq2
a ,
bq2
c
;
aq
de
)
=
(
aq
ce ,
aq
cd , bq
)
∞(
aq
c ,
aq
de ,
bq
c
)
∞
.
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A further limit c→∞ is easily calculated to give
(7.13)
2φ1
(
d, e
aq
b
;
aq
de
)
2φ1
(
bd
a ,
be
a
bq
a
;
aq
de
)
− aq
de
(1− c)(1− d)(
1− ba
) (
1− aqb
)2φ1
(
dq, eq
aq2
b
;
aq
de
)
2φ1
(
bd
a ,
be
a
bq
a ,
bq
c
;
aq
de
)
+
bq
de
(
1− bda
) (
1− bea
)
(
1− b
a
) (
1− bq
a
) 2φ1
(
d, e
aq
b
;
aq
de
)
2φ1
(
bdq
a ,
beq
a
bq2
a
;
aq
de
)
=
(bq)∞(
aq
de
)
∞
.
Even at the 2φ1 level, this is not an identity we are familiar with. However, if we now
put d = 1 it reduces to
2φ1
(
b
a
, be
a
bq
a
;
aq
e
)
+
bq
de
(
1− bea
)(
1− bqa
)2φ1
(
bq
a
, beq
a
bq2
a
;
aq
e
)
=
(bq)∞(
aq
e
)
∞
.
This may now be recognized as the contiguous relation [16]
2φ1
(
A,B
C
; z
)
+
Az(1−B)
(1− C) 2φ1
(
Aq,Bq
Cq
; z
)
= 2φ1
(
Aq,B
C
; z
)
for the special case C = Aq when
2φ1
(
Aq,B
Aq
; z
)
= 1φ0
(
B
− ; z
)
=
(Bz)∞
(z)∞
.
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