Abstract-This paper considers the quadratic Gaussian multiterminal (MT) source coding problem and provides a new sufficient condition for the Berger-Tung (BT) sum-rate bound to be tight. The converse proof utilizes a set of virtual remote sources given which the observed sources are block independent with a maximum block size of 2. The given MT source coding problem is then related to a set of two-terminal problems with matrix-distortion constraints, for which a new lower bound on the sum-rate is given. By formulating a convex optimization problem over all distortion matrices, a sufficient condition is derived for the optimal BT scheme to satisfy the subgradient-based Karush-Kuhn-Tucker condition. The subset of the quadratic Gaussian MT problem satisfying our new sufficient condition subsumes all previously known tight cases, and our proof technique opens a new direction for more general partial solutions.
I. INTRODUCTION
M ULTITERMINAL (MT) source coding defines the problem of separate compression and joint decompression of multiple correlated sources subject to distortion constraints. In the most general setting, characterizing the complete rate-distortion region of the MT source coding problem is very challenging, with inner and outer bounds provided by Berger [1] and Tung [2] . Partial solutions were obtained in the special quadratic Gaussian case where the sources are jointly Gaussian and the distortion measure is the mean-squared error. In particular, the sum-rate part of the achievable rate region has been characterized for several special instances.
By connecting the quadratic Gaussian MT source coding problem to the quadratic Gaussian CEO problem [3] , [4] , Wagner et al. [5] showed sum-rate tightness of the Berger-Tung (BT) rate region for the two-terminal case, as well as the positive-symmetric case where the sources are interchangeable with the same positive correlation coefficient between each pair. Wang et al. [6] provided a sufficient condition for BT sum-rate tightness, which subsumes the two-terminal and positive-symmetric cases as special subclasses. Oohama [7] introduced a generalized quadratic Gaussian CEO problem and used its connection to the quadratic Gaussian MT source coding problem to prove partial tightness of the BT rate-region in several subclasses of the latter problem. Yang and Xiong [8] started with the same generalized quadratic Gaussian CEO problem and proved sum-rate tightness in the bi-eigen equal-variance with equal distortion (BEEV-ED) case, where the source covariance matrix has two distinct eigenvalues and all target distortions are equal. Although the BEEV-ED case satisfies the sufficient condition given in [6] , the proof technique for the converse theorem is different and examples more explicit. Wang et al. ' s sufficient condition [6] is so far the most inclusive condition for BT sum-rate tightness, and its converse proof consists of the following steps. First, a set of virtual sources, referred to as the remote sources, was constructed such that the observed sources can be viewed as independently Gaussian corrupted versions of the remote sources. Then, they used an estimation-theoretic result based on optimal linear estimation in conjunction with the semidefinite partial ordering of the distortion matrices to give a lower bound on the MT sum-rate. Finally, an optimization problem was formulated to find the best lower bound over possible (conditional and unconditional) distortion matrices, with the Karush-Kuhn-Tucker (KKT) condition given and simplified to prove their main result. An important assumption that enables their proof is that the observation noises between the virtual remote sources and the observed sources are independent Gaussian with a diagonal covariance matrix. Since the rate-distortion function for independent Gaussian random sources is well known, this assumption drastically simplifies the lower bound and hence the optimization problem.
In this paper, we provide a new and more inclusive sufficient condition than Wang et al.'s [6] for BT sum-rate tightness. 1 The main novelty is to consider a larger set of remote sources, such that the observation noises between the MT and remote sources have a block-diagonal covariance matrix, instead of a diagonal matrix as assumed in [6] . By restricting the noise covariance matrix to have diagonal blocks and diagonal blocks, we build a connection between the -terminal problem and two-terminal problems with matrix-distortion constraint.
Unfortunately, although the original quadratic Gaussian twoterminal source coding problem with individual distortion constraints has been completely solved [5] , [10] , the exact min-imum sum-rate for its variant with a matrix-distortion constraint is still unknown in general. A composite lower bound for the latter problem was provided by Wagner et al. [5] and is partially improved in this paper using a technique inspired by Wang et al.'s work [6] . It is shown that our improvement can be infinitely large in some extreme cases. However, our new lower bound does not always match the BT upper bound, leaving a bounded gap between them.
Our partially improved lower bound for the matrix-distortion constrained two-terminal problem is then utilized to give a new sum-rate lower bound on the -terminal problem. After formulating an optimization problem to search for the best -terminal lower bound, we characterize the generalized KKT condition based on the subgradient [11] of the objective function, which is convex, continuous, but not everywhere differentiable. Finally, our new sufficient condition is obtained by simplifying the subgradient-based KKT condition. Examples with tight sum-rate bound are also given.
The set of sum-rate tightness problems defined by our new sufficient condition subsumes all previously known tight cases, ' s independence assumption on the observation noises with a block-independent one leads to a larger repertoire of remote sources that serve as the basic tools for deriving the sum-rate lower bound. Second, the partially improved composite bound for the matrix-distortion constrained two-terminal problem gives a wider range of subgradients, hence a more relaxed subgradient-based KKT condition.
In addition, the technique introduced in this paper can be further generalized to allow 3 3 (or even larger) block size in the observation noise covariance matrix to yield even more new tight cases, if one can explicitly give a lower bound on the corresponding matrix-distortion constrained three-terminal problem.
The rest of this paper is organized as follows. Section II gives the formal definition of the quadratic Gaussian MT source coding problem and reviews existing results on sum-rate tightness. Section III studies the two-terminal source coding problem with matrix-distortion constraint and provides an improved lower bound on the sum-rate. Section IV states our main results on a new sufficient condition for sum-rate tightness and presents a degraded example belonging to the block-degraded (BD) case that satisfies our new condition. Section V gives a simplified sufficient condition for sum-rate tightness in the nondegraded cases, followed by two additional examples satisfying the simplified condition. Section VI concludes this paper.
II. QUADRATIC GAUSSIAN MT SOURCE CODING PROBLEM

A. Quadratic Gaussian MT Source Coding Problem
For any integer , denote . Let be a length-vector Gaussian source with mean and covariance matrix . Also denote as the lengthsubvector of indexed by . For an integer , let be an matrix with being independent drawings of . Also denote as the submatrix of with column indices . For any random matrix and any random object , define the reduced conditional covariance matrix [6] of given as Consider the task of separately compressing a length-block of sources at encoders and jointly reconstructing as at a central decoder subject to individual distortion constraints . This problem is known as the quadratic Gaussian MT source coding problem, whose block diagram is depicted in Fig. 1 . Let be the th encoder function and be the reconstruction function for . Denote as the transmitted symbol at the th encoder, and as the sum-rate of the MT coding scheme . We say a rate tuple is -achievable if there exists a sequence of schemes such that
Define the -achievable rate region as the set of all -achievable rate tuples, i.e.,
The minimum sum-rate with respect to is then defined as Berger [1] and Tung [2] provided an inner rate region inside which all rate tuples are -achievable. In this paper, we restrict ourselves to a subset of the BT inner rate region inside which all points can be achieved by parallel Gaussian test channels. This subset is referred to as the BT inner rate region in the sequel. Let be a length-auxiliary random vector such that 1)
, where , and all 's are independent of each other and of all 's; 2) satisfies for all , and define as the set of all auxiliary random vectors that satisfy the above conditions. Then, the following lemma gives the BT inner rate region, and the proof can be found in [1] and [2] .
In particular, the BT minimum sum-rate P satisfies where P denotes the set of all positive-definite (p.d.) diagonal matrices. Note that all functions in the sequel have base 2 unless otherwise specified.
B. Existing Results on Sum-Rate Tightness
Wagner et al. [5] proved that for the two-terminal case (with ), the BT minimum sum-rate is equal to the MT minimum sum-rate, i.e., (2) for any 2 2 covariance matrix and length-2 positive vector . They also showed tightness of the BT sum-rate bound for the positive symmetric case, i.e., (2) holds for any positive-symmetric matrices of the form (3) for some and any for some . The most general cases of quadratic Gaussian MT source coding problem with tight sum-rate are provided by Wang et al. [6] . Their proof contains four major steps. 1) First, the observed sources are connected to remote sources such that with being a zero-mean Gaussian vector independent of with a diagonal covariance matrix (4) Then, they use the Markov chain to obtain an estimation-theoretic result that must also be diagonal. 2) Exploit the semidefinite partial order of the distortion matrices, which is due to the fact that a linear minimum mean squared error (MMSE) estimator cannot outperform its optimal MMSE counterpart, to show that 3) A lower bound on the MT minimum sum-rate is derived by exploiting the diagonal structure of . 4) Form a convex optimization problem that minimizes the above lower bound over and , and establish a sufficient condition for the and that correspond to the optimal BT scheme to satisfy the KKT condition of the optimization problem. Specifically, let P and be the set of positive semidefinite (p.s.d.) and diagonal matrices, respectively. Define D as the set of all BT-achievable distortion matrices that satisfy the distortion constraints with equalities, and N as the set of all p.d. diagonal matrices no larger than , i.e.,
Wang et al.'s result [6] is summarized in the following theorem.
Theorem 1 [6] : If for some D and N , there exists a diagonal matrix P such that is a p.s.d. matrix with the same diagonal elements as those of ; then the BT sum-rate bound is tight, i.e., Using a different technique, sum-rate tightness for a special BEEV-ED class of MT problems was proved by Yang and Xiong [8] . That is, (2) holds for any and for some , where denotes the set of all covariance matrices with two distinct eigenvalues and equal diagonal elements.
III. TWO-TERMINAL SOURCE CODING PROBLEM WITH A MATRIX-DISTORTION CONSTRAINT
In order to go beyond Wang et al.'s sufficient condition [6] , which assumes independent observation noises as seen in (4), in this paper, we allow 2 2 block-correlation among the observation noises. Consequently, the derivation of the new lower bound requires us to consider a variant of the two-terminal source coding problem where the two individual distortion constraints are replaced by a 2 2 matrix-distortion constraint. Although the original quadratic Gaussian two-terminal source coding problem is completely solved [5] , [10] , due to the different distortion constraints, the exact achievable rate region for the matrix-distortion constrained two-terminal problem is still unknown. In this section, we derive a lower bound on the sum-rate of the matrix-distortion constrained two-terminal problem, which serves as the key to our main results given in the next section.
Let and assume that length-blocks of Gaussian sources and with covariance matrix (6) are separately compressed at the two encoders, while the decoder tries to reconstruct such that (7) where and are positive real numbers, , and means is a p.s.d. matrix. Denote the minimum sum-rate of such a problem as . Compared to the original quadratic Gaussian two-terminal source coding problem with individual distortion constraints, we have (8) where is the feasible range of enforced by the constraint , with (9) In the sequel, without loss of generality, we assume (unless otherwise specified) that and have unit variance and nonnegative correlation coefficient, i.e., , and . Although Wagner et al. [5] focused on the original quadratic Gaussian two-terminal source coding problem, their converse proof has already explored the relationship in (8) to some extent, and provided a composite lower bound on the sum-rate of the two-terminal source coding problem with matrix-distortion constraint, namely (10) where takes the form in (7) and (11) We now give the exact form of a new lower bound that is inspired by Wang et al.'s work [6] and partially tighter than Wagner et al.'s bound in (10).
Lemma 2: For any and defined in (6) and (7) such that (12) if we define (13) with given in (11) and (14) 
Proof: See Appendix A.
Note that unlike the original two-terminal problem, the new lower bound does not always meet the BT upper bound, which is given by with Obviously, if , the two bounds do not coincide, and we can easily compute the gap between them as Now due to the assumption that , is monotonically increasing in in the range . Hence
We thus conclude that although the lower bound is not always tight, the gap to the upper bound cannot exceed a certain threshold that depends only on , , and .
On the other hand, if we calculate the improvement from Wagner et al.'s lower bound (10) to our new one with , we obtain which obviously goes to infinity as , this means that the improvement can be infinitely large for any value of , , and such that defined in (9) equals 1. A comparison among Wagner et al.'s lower bound [5] , our partially improved lower bound, and the BT upper bound with , , , is shown in Fig. 2 . We can clearly observe that the gap from our new lower bound to the BT upper bound is much smaller than that to the lower bound in [5] .
IV. MAIN RESULTS
A. Definitions and Preliminaries
Before stating our main results, we need to give some definitions and review the subgradient-based KKT conditions.
We say that an matrix is -block-diagonal if it can be written as in (18) (at the bottom of the page) and denote as the set of all -block-diagonal matrices.
It is clear that all diagonal matrices are also -block-diagonal, but the converse is not true for . Consequently, if we define 
It is trivial to verify that the Gaussian remote sources satisfy (23) with the observation noises independent of . Next, we briefly review the subgradient-based KKT conditions for nondifferentiable convex optimization problems. The original KKT condition is a necessary condition for global optimality in a convex optimization problem with differentiable objective function and equality/inequality constraints. However, when dealing with nondifferentiable convex optimization problems, subgradient-based KKT condition has to be used instead. We call a subgradient [11] of a nondifferentiable scalar-valued vector function at point , if
In particular, if with and being convex and differentiable such that , then the subgradients of at form a line segment between and . The set of all subgradients of a function at some point is called the subdifferential of at , and denoted as . The subdifferential of is given in the following lemma, with a detailed proof provided in Appendix B.
Lemma 3: Assume that
and take the form of (6) and (7), respectively, such that . Then, the subdifferential of (as a function of ) at is a line segment with given by the equation at the bottom of the next page, defined in (14)
B. A New Sufficient Condition for Sum-Rate Tightness
Now we are ready to state our main result on a new sufficient condition for the tightness of BT minimum sum-rate. Consider an MT source coding problem defined by and . Denote the BT minimum sum-rate as , and assume that the optimal BT scheme achieves a distortion matrix . The main result of this paper is given in the following theorem. 2) Lemma 4 ensures that in (33) shares the same block-sparsity structure with in (32), which is assumed to be block-diagonal in this paper.
3) The structural similarity between and is a key to the proof of Lemma 5, since it restricts , which equals to in (34), to be block-diagonal, and hence makes the lower bound (35) much simpler. Now we proceed to the proof of Theorem 2. Due to Lemma 5, to find the best lower bound on , we need to solve the following optimization problem for given and that satisfy (23) Note that all the constraints in are convex functions of . Moreover, convexity of the objective function in and is obvious, while convexity in is guaranteed by (17). Therefore, the optimization problem is convex.
The Lagrangian of is where , , , are p.s.d. matrices, and is the single-entry matrix whose th element is one. Assume that the optimal BT scheme achieves a distortion matrix , and as defined in (31); then by applying Lemma 3, we obtain the subgradient-based KKT conditions at , which are precisely (25)-(30), with being a p.s.d. diagonal matrix.
We show that the KKT conditions (25)-(30) are also sufficient for global optimality by verifying the Slater's condition [12] . Specifically, we set with being a sufficiently small positive number; it is obvious that all the constraints in the optimization problem can be satisfied with strict inequalities. Hence, the Slater condition holds, the KKT conditions are both necessary and sufficient, and Theorem 2 readily follows.
Example 1: The BD Case
In this example, we first give the definition of the BD case, and then provide an alternative way to justify BT sum-rate tightness in this case (under certain condition). Next, we give a numerical example to confirm that the set of BD case with tight sum-rate intersects with the one defined by the sufficient condition in Theorem 2.
Consider a special case of quadratic Gaussian MT source coding, where the vector source and the target distortion vector can be partitioned into groups, namely, , and for any , there exists an integer , such that where with for and is independent of and 's are mutually independent. Each is called the group leader in , and denote , . We say a pair is BD if they satisfy the above condition. The components of are referred to as core sources while the other as redundant sources. Then, an -terminal quadratic Gaussian MT source coding problem with a BD pair automatically induces a -terminal source coding problem defined by the pair . We claim that for a BD pair , tightness of the BT sum-rate bound in the induced -terminal quadratic Gaussian MT source coding problem implies tightness of the same bound in the original -terminal problem, which is stated in the following proposition. The proof easily follows from the definition of the BD case and is omitted. [6] can also be generalized to directly show sum-rate tightness for such BD cases without explicitly using Proposition 1. 2) We note that Proposition 1 only guarantees sum-rate tightness of a subset of the BD subclass of quadratic Gaussian MT source coding problems. Moreover, this subset intersects with the one defined by the sufficient condition in Theorem 2, as shown in the following numerical example.
A numerical example that satisfies the requirements of both Theorem 2 and Proposition 1 is as follows. Let , and
The optimal BT distortion matrix for this example is
Hence, this example is degraded since is not achieved with equality in the optimal BT distortion matrix .
We first verify that this example satisfies the sufficient condition in Theorem 2. Let On the other hand, it is easy to verify that is a BD pair with and the induced three-terminal quadratic Gaussian MT source coding problem defined by has a tight sum-rate bound due to Theorem 2. Hence, we conclude that the above four-terminal numerical example of quadratic Gaussian MT source coding problem also satisfies the simple sufficient condition in Proposition 1.
V. SIMPLIFIED SUFFICIENT CONDITION
Although the sufficient condition given in Theorem 2 is more inclusive than that in [6] , it is rather complicated and hard to verify. However, in the nondegraded case where the optimal BT scheme quantizes every source and achieves all target distortions with equalities, the sufficient condition in Theorem 2 can be further simplified. Note that the nondegraded case is of special interest since all previously known quadratic Gaussian MT source coding problems with tight sum-rate bound belong to this case. 
is satisfied for all , where is defined in (31) and (39) with denoting the Hadamard product (entry-wise product). Proof: First, due to the assumption that , (28) implies that . Then, by comparing (25) with (37), we know that . On the other hand, also ensures that (40) Hence, (29) is true if and only if for all . Now due to the block-sparsity structure of , (26) can be rewritten as (41) Then, using the fact that all 2 2 matrices in have the same diagonal elements as those of , we know that
Hence, by combining (27) and (42) and applying the block-sparsity structure of , we obtain (43) shown at the bottom of the page, and (39) 
where (45) is automatically satisfied since
Hence, (38) must hold.
Example 2: The Block-Circulant Case
We study another special class of quadratic Gaussian MT source coding problem that we call the block-circulant case.
Let be an even number, and assume that the source covariance matrix is block-circulant, i.e., it is of the form where for are p.d. symmetric 2 2 blocks of the form (48) Denote as the set of all block-circulant matrices. We state several important properties of block-circulant matrices. 1) Any can be diagonalized by (49) with denoting Kronecker product, and being the real Fourier matrix [8] (which is orthogonal with ). For example, when , we obtain (50) shown at the bottom of the page . 2) is a ring under matrix addition and multiplication. In particular, is closed under the following operation (51) 3) For any , there are degrees of freedom in the eigenvalues of , with denoting the smallest integer larger than .
(43) (50)
We say that a quadratic Gaussian MT source coding problem belongs to the block-circulant case if the source covariance matrix is block-circulant and all the target distortions are equal, i.e.,
and . An important fact for this special case, which follows directly from the properties of block-circulant matrices, is that the optimal BT distortion matrix can be expressed analytically with (52) where satisfies (53) with being the eigenvalues of . Now we are ready to investigate the tightness condition provided by Wang et al. [6] for this block-circulant case, which is given in the following lemma, the proof is detailed in Appendix E. However, it is easy to verify that this example does satisfy the condition given in Corollary 1, since when (58) and defined in (31) and (37) satisfy (59) Remarks: 1) Unlike the known cases with tight sum-rate bound including the two-terminal case [5] , the positive-symmetric case [5] , and the BEEV-ED case [8] , some of the block-circulant cases might not have a tight sum-rate bound if they do not satisfy the requirements of Corollary 1. 2) We pick the block-circulant case as an example mainly because of the nice properties in this case that enable us to analytically evaluate the sufficient condition in Theorem 1 without a full search over N .
Example 3: Another Numerical Example
Now we give a specific numerical example that satisfies the requirement of Corollary 1.
Let ,
and (61) Let (62) be a p.d. -block diagonal matrix with . Then, the BT minimum sum-rate bound for the MT source coding problem defined by and is tight, since and defined in (31) and (37) satisfy
We have shown that the sum-rate tightness in the above numerical example is ensured by Corollary 1. In addition, it can be verified numerically that it does not satisfy the tightness condition provided by Wang et al. [6] .
VI. CONCLUSION
We have provided a new sufficient condition for the BT sumrate bound of quadratic Gaussian MT source coding problem to be tight. The matrix-distortion constrained two-terminal source coding problem was investigated with partially tighter sum-rate bound given. This result was then used to derive a new lower bound on the sum-rate of quadratic Gaussian -terminal source coding problem, which was shown to coincide with the BT sumrate bound under certain subgradient-based KKT conditions. To highlight the superior inclusiveness of our new condition, we provided examples that satisfy the tightness condition derived in this paper but not the one given by Wang et al. [6] .
We are currently investigating possible generalizations of techniques used in this paper to allow 3 3 (or even larger) blocks in the observation noise covariance matrix. 
APPENDIX
which can be combined with (66) to form a semidefinite optimization problem that minimizes
The Lagrangian is (71) where is a positive semi-definite matrix. Then, the KKT condition is given by
Solving (72) and (74), we get two sets of solutions, namely
and (76) Then, it is easy to verify that the first set of solution satisfies (73) 
In fact, due to the symmetric properties of block-circulant matrices, it is easy to show that if both (100) and (101) hold for , they also hold for
for any , as well as (103) where . Hence, (54) must be true since
where (104) is due to concavity of with respect to , and (105) uses the fact that (106)
