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Abstract
We study non-Abelian geometric phase inN = 2 supersymmetric quantum mechanics for a
free particle on a circle with two point-like interactions at antipodal points. We show that non-
Abelian Berry’s connection is that of SU (2) magnetic monopole discovered by Moody, Shapere
andWilczek in the context of adiabatic decoupling limit of diatomic molecule.
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1. Introduction and summary
The purpose of this short note is to present a simple, easily solvable quantummechanical model that
exhibits doubly-degenerate energy spectrum and shows nontrivial non-Abelian geometric phase [1]
under a cyclic adiabatic evolution of model parameters. The keys to our model are supersymmetry
and point-like interactions: Supersymmetric quantummechanics enjoys spectral degeneracy in gen-
eral and hence provides a natural playground for studying non-Abelian geometric phase. Point-like
interactions, on the other hand, are known to be characterized by U (2) family of boundary condi-
tions in general [2] and hence offers a simple yet nontrivial arena for studying geometric phase over
the space of model parameters. A simple example for such an interplay between point-like interac-
tions and Abelian geometric phases has been elaborated in [3]. (It has also been briefly discussed in
Ref. [4].) There, it has been shown that Abelian Berry’s connection is that of theU (1)Dirac monopole
in the subspace U (2)/U (1)2 ∼= SU (2)/U (1) ∼= S2 of the group manifold U (2). In this note we present
a kind of generalizations of [3] to a non-Abelian situation. For simplicity, we focus on quantumme-
chanics for a free spinless particle on a circle with two point-like interactions at antipodal points (see
Figure 1); that is, we consider a simple model in which the particle has no spin, the Hamiltonian is
just minus the Laplacian, yet there are generic contact interactions consistent with probability cur-
rent conservations (or, equivalently, unitarity of the theory). The full parameter space of the model
isU (2)×U (2), and energy levels are not degenerate in general. However, there does exist a subspace
MSUSY ⊂U (2)×U (2) in whichN = 2 supersymmetry emerges and the energy spectrum exhibits two-
fold degeneracy. It should be noted thatN = 2 supersymmetry hidden behind degenerate spectra in
exactly the same setup has been already studied in [5]. In their analysis, however, the authors focused
on positive semidefinite energy spectrum and overlooked the whole parameter space that exhibits
two-fold degeneracy. Though supersymmetry normally implies nonnegativity of energy eigenvalues,
it turns out that it is too restrictive to focus on nonnegative spectrum in order to understand the
entire parameter space of degenerate spectrum. The point is a trivial central extension of supersym-
metry algebra, which is given by {Qα,Qβ } = 2δαβ (H + c ) (α,β = 1, · · · ,N ), whereQα are self-adjoint
supercharges, H is a self-adjoint Hamiltonian and c ∈R is a trivial center. In any unitary representa-
tions of supersymmetry algebra,H + c becomes a positive semidefinite operator such that spectrum
of the Hamiltonian Spec (H ) is bounded from below, Spec (H ) ≥ −c . This trivial central extension is
really trivial – because it can be removed by redefining the Hamiltonian, or shifting the origin of en-
ergy – but it leads us to reveal the whole parameter space that enjoys spectral degeneracy in positive
as well as negative energy spectra without spoiling supersymmetry. In what follows we first show that
the entire supersymmetric subspaceMSUSY of the model is given by the direct product:
MSUSY =U (1)×U (2)/U (1)2 ⊂U (2)×U (2). (1.1)
In Ref. [5] the first U (1) factor was overlooked. We will see that thisU (1) factor controls the energy
spectrum (see Figure 2) and enters the supersymmetry algebra through the trivial center c . The sec-
ondU (2)/U (1)2 factor, on the other hand, does not appear in the energy spectrum at all – but it does
appear in the energy eigenfunctions – such that we obtain dimU (2)/U (1)2 = 2 parameter family of
isospectral systems of spectral multiplicity two. Hence, as in the case of Abelian geometric phase
in [3], the coset U (2)/U (1)2 ∼= S2 sets the scene for non-Abelian geometric phase. The goal of this
note is to compute non-Abelian Berry’s connection over the spaceMSUSY with fixedU (1) parameter
and show that an SU (2)magnetic monopole appears in the 2-sphereU (2)/U (1)2 ∼=S2.
The rest of the note is organized as follows. In section 2 we construct N = 2 supersymmetric
quantum mechanics on a circle of circumference 2ℓ with two point-like interactions at x = 0 and
ℓ. We explicitly derive the energy spectrum and energy eigenfunctions. In section 3 we study non-
Abelian geometric phase and show that non-Abelian Berry’s connection on the coset U (2)/U (1)2 is
that of SU (2) magnetic monopole found by Moody, Shapere and Wilczek in the context of adiabatic
decoupling limit of “slow” and “fast” degrees of freedom in diatomic molecule [6]. Computational
details are relegated to appendix A.
Throughout the note we will work in the units ħh = 2m = 1, wherem is the mass of the particle.
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x = 0U (2) x = ℓ U (2)
folding
x = 0
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U (2)
Figure 1: A circle with two point-like interactions at antipodal points.
2. N = 2 mechanics
N = 2 supersymmetric quantummechanics consists of four operators: a self-adjointHamiltonianH ,
two self-adjoint superchargesQ1 andQ2, and a fermion parity (−1)F which is a Z2-grading operator.
Usually, Hamiltonian is given from the beginning, but supercharges and fermion parity are not. We
have to find and constructQ1,Q2 and (−1)F in the course of solving a problem, which often requires
a lot of guesswork. In this section we shall construct these operators explicitly and solve the energy
eigenvalue problems.
We note that most of the materials presented in this section are already known and discussed in
Ref. [5] (see also [7]). But some of thematerials are new. Themain new result is that, as mentioned in
the previous section, the whole parameter spaceMSUSY ⊂U (2)×U (2) that admitsN = 2 supersym-
metry is given by the direct product (1.1). In order tomake this note self-contained, wewill reproduce
all the relevant results. We also note that this section is mostly based on our previous work [7], with
some minor changes to make things clearer.
2.1. Z2-graded Hilbert space
To begin with, let us first fix the notations. Let ψ(x ) (0 < x < 2ℓ) be a wavefunction on the circle of
circumference 2ℓ. For the following discussions it is convenient to consider the wavefunction on the
upper- and lower-semicircles separately,ψ(x ) for 0< x < ℓ andψ(x ) for ℓ < x < 2ℓ, and embed them
into a single 2-component vector-valued functionψ on the interval (0,ℓ) as follows:
ψ(x ) =

ψ(x )
ψ(2ℓ−x )

, 0< x < ℓ. (2.1)
Technically, we consider the following Hilbert spaceH:
H= L2(0,ℓ)⊕ L2(ℓ,2ℓ)
∼= L2(0,ℓ)⊗C2, (2.2)
where L2(0,ℓ) is a set of square integrable functions on the interval (0,ℓ). In this way quantum me-
chanics on a circle is always mapped into quantum mechanics on an interval with vector-valued
wavefunction, which is often called the folding trick; see Figure 1. Point-like interactions at antipodal
points on the circle are then translated into the problem of boundary conditions at the boundaries
of the interval.
Let us next consider the Hamiltonian operator for a free particle on the interval. The free Hamil-
tonianH acting onH ∋ψ is given by the 2× 2 diagonal matrix
H =

h 0
0 h

= h ⊗12 with h =−
d 2
dx 2
. (2.3)
Given an observable, we have to specify the domain in which the observable becomes a self-adjoint
operator. For the case of Hamiltonian, this is physically equivalent to the requirement of probability
current conservations at the boundaries, j (0) = 0 = j (ℓ), where j (x ) = −i (ψ†(x )ψ′(x )−ψ′†(x )ψ(x )).
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(Prime (′) indicates the derivative with respect to x .) As is well-known [2], this requirement leads to
the followingU (2)×U (2) family of boundary conditions:
(12−U )ψ(0)− i L0(12+U )ψ′(0) =0, U ∈U (2), (2.4a)
(12−U¯ )ψ(ℓ)+ i L0(12+U¯ )ψ′(ℓ) =0, U¯ ∈U (2), (2.4b)
where 12 stands for the 2× 2 unit matrix. L0 is an arbitrary scale parameter of length dimension one
whichmust be introduced to adjust the scaling dimension of thefirst and second terms of the bound-
ary conditions. We note that without any loss of generality L0 can be taken to be positive. Eqs. (2.4a)
and (2.4b) describe the most general point-like interactions in unitary quantummechanics.
Let us next move on to the construction of fermion parity (−1)F on H. Since the fermion parity
should satisfy ((−1)F )2 = 1 and have eigenvalues +1 and −1, we have to find a Z2 operator whose
square becomes the identity. A naive guess is (−1)F = P , where P : x 7→ 2ℓ− x is the parity operator
on the circle and acts on the vector wavefunction as (Pψ)(x ) =ψ(2ℓ−x ) =σ1ψ(x ).1 However, we do
not need to be stuck in this one particular discrete transformation. As discussed in [5], the fermion
parity is generally given by the following unitary transformation onH:2
Z :ψ(x ) 7→ (Zψ)(x ) :=Zψ(x ), (2.5)
whereZ ∈U (2) is a generic 2×2 traceless hermitian unitarymatrix that satisfiesZ 2 = 12 (i.e. Z =Z † =
Z−1) and Z 6=±12. Obviously thus defined unitary transformation satisfies Z2 = 1. Notice thatZ has
the eigenvalues +1 and−1 such that it can be written as the following spectral decomposition:
Z = (+1)P++(−1)P−, (2.6)
where
P± =
12±Z
2
(2.7)
are hermitian projection operators that fulfil the orthonormalities PαPβ = δαβPβ (α,β =±), the com-
pleteness P++P− =12 and the hermiticity P
†
± = P±.
Now we have found the fermion parity (−1)F = Z , but this is not the end of the story because
the fermion parity must be a symmetry of the system. In general, a unitary transformation on H is
said to be a symmetry if it commutes with the Hamiltonian and further preserves the self-adjoint
domain of the Hamiltonian (i.e., leaves the boundary conditions unchanged) [9]. In our problem,
the first condition is obviously satisfied because the Hamiltonian H = h ⊗12 and the fermion parity
Z = 1⊗Z trivially commutes, [H ,Z] = 0. The second condition is, however, nontrivial. The uni-
tary transformation (2.5) leaves the boundary conditions (2.4a) and (2.4b) unchanged if and only
if the unitary matrices Z , U and U¯ are all simultaneously diagonalizable and satisfy the conditions
[U ,Z ] = [U¯ ,Z ] = 0.3 It is easy to see that the general solutions to the conditions [U ,Z ] = [U¯ ,Z ] = 0 are
parameterized as follows:
U = eiα+P++ e
iα−P−, (2.8a)
U¯ = ei α¯+P++ e
i α¯−P−, (2.8b)
1Indeed, in many examples of hiddenN = 2 supersymmetry, parity provides the Z2-grading operator; see e.g. Ref. [8].
2In Ref. [5], the Z2 transformation (2.5) is denoted by G and defined as G = ~α · ~P, where ~α is a real unit 3-vector and ~P =
(P1,P2,P3) is a vector of discrete transformations given by P1 =P (parity),P3 =R (half-reflection) and P2 =−iRP . These
discrete transformations act on the vector-valued wavefunction as (P1ψ)(x ) =σ1ψ(x ), (P2ψ)(x ) =σ2ψ(x ) and (P3ψ)(x ) =
σ3ψ(x ) such that the definition G = ~α · ~P is equivalent to the parameterization (2.12).
3Here is the proof [9]. Letψ ∈H satisfy the boundary conditions (2.4a) and (2.4b). Then the transformed state (Zψ)(x ) =
Zψ(x ) satisfies the following boundary conditions:
(12 −ZUZ )(Zψ)(0)− i L0(12 +ZUZ )(Zψ)′(0) = 0 and (12 −ZU¯Z )(Zψ)(ℓ)+ i L0(12 +ZU¯Z )(Zψ)′(ℓ) =0,
from which we deduce that Z induces the maps U
Z7→ ZUZ and U¯ Z7→ ZU¯Z . If U = ZUZ and U¯ = ZU¯Z , the boundary
conditions remain unchanged andZ becomes the symmetry of the system.
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where α± and α¯± are eigenphases ofU and U¯ , respectively. The fermion parity (−1)F = Z becomes
the symmetry if and only if the boundary conditions are specified by these unitary matricesU and
U¯ .
This Z-invariance extremely simplifies the model. First of all, the Hilbert space splits into two
orthogonal subspaces and can be written as the following direct sum:
H=H+⊕H−, (2.9)
whereH± = {ψ± ∈H |Zψ± =±ψ±} are “bosonic” and “fermionic” sectors of the model, respectively.
Second of all, by letting e+ and e− be orthonormal eigenvectors of Z satisfying Ze± = ±e±, e†αeβ =
δαβ (α,β =±) and e±e†± = P±, one immediately sees that the wavefunction ψ± ∈H± can be written
as follows:
ψ±(x ) =ψ±(x )e±, (2.10)
where ψ±(x ) = e
†
±ψ(x ). In what follows we call the set of orthonormal eigenvectors {e+,e−} the
basis and ψ± the components. It is easy to check that, in terms of the components, the boundary
conditions (2.4a) and (2.4b) with the unitary matrices (2.8a) and (2.8b) boil down to the following
four independent Robin boundary conditions:
sin

α±
2

ψ±(0)+ L0 cos

α±
2

ψ′±(0) = 0, (2.11a)
sin

α¯±
2

ψ±(ℓ)− L0 cos

α¯±
2

ψ′±(ℓ) = 0. (2.11b)
Hence, in the diagonal basis {e+,e−}, the system is reduced to two separate systems on the interval
(0,ℓ) described by the Schrödinger equation hψ± = Eψ± with the boundary conditions (2.11a) and
(2.11b).
We would like to add a few comments before going into the construction of supercharges.
• Z2-symmetric parameter space. The parameter space of this Z2-symmetric theory is given by
the direct product of 4-torus and 2-sphere with an identification of points under the action
of the discrete group Z2. To see this, let us first consider the diagonalization of Z . Any her-
mitian traceless unitary matrix Z can be diagonalized as Z = V

+1 0
0 −1

V † by some 2× 2 uni-
tary matrix V ∈ U (2). Note, however, that since Z is invariant under the right multiplication
V 7→V

eiβ1 0
0 eiβ2

, where eiβ1 and eiβ2 are arbitraryU (1) phases,Z should be regarded as an ele-
ment of the cosetU (2)/U (1)2 , which is the complete flagmanifold and isomorphic to 2-sphere
S2. It can also be seen by explicit parameterization that the parameter space of Z is S2. As is
well-known, any 2× 2 traceless hermitian unitary matrixZ can be written as
Z =n ·σ, (2.12)
where σ = (σ1,σ2,σ3) is a vector of the Pauli matrices and n= (n1,n2,n3) is a real unit vector
fulfilling the conditionn21+n
2
2+n
2
3 = 1; that is,n parameterizes the unit 2-sphereS
2. Alongwith
this parametern, we have four distinct parameters {α±, α¯±} that parameterize the eigenvalues
of U and U¯ (i.e. the maximal torus U (1)4 ∼= T 4 in U (2) ×U (2)). Hence one may write U =
U (α+,α−;n) and U¯ = U¯ (α¯+, α¯−;n). It should be noted here that U and U¯ in Eqs. (2.8a) and
(2.8b) with the parameterization P± = (12±n ·σ)/2 satisfy the identities
U (α+,α−;n) =U (α−,α+;−n) and U¯ (α¯+, α¯−;n) = U¯ (α¯−, α¯+;−n). (2.13)
Hence the Z2-symmetric parameter space M is given by the direct product ofU (1)4 ∼= T 4 and
U (2)/U (1)2 ∼=S2 with the Z2 identification (α+,α−; α¯+, α¯−;n)∼ (α−,α+; α¯−, α¯+;−n):
M=
U (1)4×U (2)/U (1)2
Z2
∼= T
4×S2
Z2
. (2.14)
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• Weyl pair (X ,Z). Once given the Z2 transformation Z , we can introduce another Z2 unitary
transformation X onH that satisfies the following anticommutation relation:
XZ =−ZX . (2.15)
Indeed, such unitary operator X can be defined as follows:
X :ψ(x ) 7→ (Xψ)(x ) := Xψ(x ), (2.16)
where X is a 2× 2 traceless hermitian unitary matrix satisfying X = X † = X−1 and given by
X = e+e
†
−+e−e
†
+. By construction, the unitarymatrices X = e+e
†
−+e−e
†
+ andZ = e+e
†
+−e−e†−
obviously anticommute with each other, XZ = −ZX , so do the operators X and Z . Operators
that satisfy the relation (2.15) are called a Weyl pair (X ,Z) [10] and essential ingredients of
N = 2 supersymmetric quantum mechanics. The point is that the above constructed unitary
matrix X maps the eigenvectors e± to e∓:
Xe± = e∓. (2.17)
We will see in the next section that X provides a building block to construct nilpotent super-
chargesQ± : H± → H∓ in a basis independent fashion. (Nilpotent superchargesQ± and self-
adjoint superchargesQ1,2 are related asQ± = (Q1± iQ2)/2.) Another important property of X
is its aspect of spectrum-preserving transformation. To see this, suppose that the system is in-
variant under Z and the boundary conditions are specified by the unitary matrices (2.8a) and
(2.8b). Then, it is easy to see that the unitary transformation (2.16) induces the following maps
(cf. footnote 3):
U (α+,α−;n)
X7→XU (α+,α−;n)X =U (α−,α+;n), (2.18a)
U¯ (α¯+, α¯−;n)
X7→XU¯ (α¯+, α¯−;n)X = U¯ (α¯−, α¯+;n), (2.18b)
which follow from the identities XP±X = P∓. Since X = 1⊗ X trivially commutes with H =
h⊗12 and hence preserves the energy spectrum, two different systems specified by the unitary
matrices {U (α+,α−;n),U¯ (α¯+, α¯−;n)} and {U (α−,α+;n),U¯ (α¯−, α¯+;n)} are isospectral. We will
see in the next section that X also provides a building block to construct a spectral duality
between two different supersymmetric quantummechanics.
2.2. Supersymmetric boundary conditions
Now let us move on to the construction of supercharges Qα. Without a trivial central extension,
supercharges and Hamiltonian are related asH = (Qα)2 such thatQα are given by square roots of the
Hamiltonian. Since the free Hamiltonian is just the square of momentum operator p = −i d /dx , in
the absence of the trivial center, Qα are basically given by the momentum operator. With a trivial
central extension c , however,Qα andH are related asH = (Qα)2−c so that we are allowed to factorize
the Hamiltonian up to a constant shift c . The trivial center c depends on the model of course, and
we have to find it in the course of solving the problem. To do this, the following two observations are
crucial. The first is that, except for α± = π and α¯± = π (mod 2π), at which the boundary conditions
become the Dirichlet boundary conditions, theZ-invariant boundary conditions (2.11a) and (2.11b)
can be written as follows:
+ψ′±(0)+
1
L(α±)
ψ±(0) = 0, (2.19a)
−ψ′±(ℓ)+
1
L(α¯±)
ψ±(ℓ) = 0, (2.19b)
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where L(α) := L0 cot(α/2). Thismotivates us to introduce the following one-parameter family of first-
order differential operators:
A±α =±
d
dx
+
1
L(α)
, (2.20)
in terms of which the equations (2.19a) and (2.19b) are written as (A+α±ψ±)(0) = (A
−
−α±ψ±)(0) = 0 and
(A−α±ψ±)(ℓ) = (A
+
−α±ψ±)(ℓ) = 0. (Note that A
+
α = −A−−α.) The second is that, by using these first-order
differential operators, the free Hamiltonian h =−d 2/dx 2 is factorized up to a constant shift:
h =A−αA
+
α −
1
L(α)2
=A+αA
−
α −
1
L(α)2
. (2.21)
The Schrödinger equations hψ± = Eψ± can then be written into the following forms:
A−αA
+
αψ+(x ) =

E +
1
L(α)2

ψ+(x ), (2.22a)
A+αA
−
αψ−(x ) =

E +
1
L(α)2

ψ−(x ), (2.22b)
which imply the following supersymmetry relations:
A+αψ+(x ) =
r
E +
1
L(α)2
ψ−(x ), (2.23a)
A−αψ−(x ) =
r
E +
1
L(α)2
ψ+(x ). (2.23b)
We have almost done and are ready to construct the supercharges, but before doing that, we first
classify the boundary conditions invariant under the supersymmetry transformations (2.23a) and
(2.23b). Boundary conditions are said to be supersymmetric if the transformed state A+αψ+ (A
−
αψ−)
satisfies the boundary condition for ψ− (ψ+). If we impose the Robin boundary condition at x = 0
on the “bosonic” sector, (A+αψ+)(0) = 0, which corresponds to the choice α+ = α 6= π (mod 2π), the
supersymmetry relation (2.23a) says that the “fermionic” sector should satisfy the Dirichlet bound-
ary condition,ψ−(0) = 0, which corresponds to the choice α− =π (mod 2π). On the other hand, if we
impose the Dirichlet boundary condition at x = 0 on the “bosonic” sector, ψ+(0) = 0, which corre-
sponds to the choice α+ =π (mod 2π), the supersymmetry relation (2.23b) says that the “fermionic”
sector should satisfy the Robin boundary condition, (A−αψ−)(0) = 0, which corresponds to the choice
α− =−α 6= π (mod 2π). Obviously similar arguments hold true for the boundary conditions at x = ℓ.
Hence there are two distinct possibilities at each boundary, resulting in the following 2×2= 4 distinct
supersymmetric boundary conditions:
type (D, D):
(
ψ+(0) = 0= (A−αψ−)(0),
ψ+(ℓ) = 0= (A−αψ−)(ℓ),
(2.24a)
type (R, R):
(
(A+αψ+)(0) = 0=ψ−(0),
(A+αψ+)(ℓ) = 0=ψ−(ℓ),
(2.24b)
type (D, R):
(
ψ+(0) = 0= (A−αψ−)(0),
(A+αψ+)(ℓ) = 0=ψ−(ℓ),
(2.24c)
type (R, D):
(
(A+αψ+)(0) = 0=ψ−(0),
ψ+(ℓ) = 0= (A−αψ−)(ℓ),
(2.24d)
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boundary conditions U & U¯ Witten index supersymmetry
type (D, D) U =U (π,−α;n) −1 unbroken
U¯ = U¯ (π,+α;n)
type (R, R) U =U (+α,π;n) +1 unbroken
U¯ = U¯ (−α,π;n)
type (D, R) U =U (π,−α;n) 0 spontaneously broken
U¯ = U¯ (−α,π;n)
type (R, D) U =U (α,π;n) 0 spontaneously broken
U¯ = U¯ (π,α;n)
Table 1: Supersymmetric boundary conditions, Witten index and spontaneous supersymmetry breaking.
where “D” and “R” stand for Dirichlet andRobin, respectively, and (D, R), for example, means that the
“boson” stateψ+ ∈H+ satisfies theDirichlet boundary condition at x = 0 andRobin boundary condi-
tion at x = ℓ, and so on. It is easy to check that the type (D,D), (R, R), (D, R) and (R,D) boundary condi-
tions correspond to the parameter choices (α+,α−; α¯+, α¯−) = (π,−α;π,α), (α,π;−α,π), (π,−α;−α,π)
and (α,π;π,α) (mod 2π), respectively; see Table 1. Irrespective of these four types, the model pa-
rameters we have are α andn, implying that the parameter space of supersymmetric boundary con-
ditions is given by the direct product
MSUSY =U (1)×U (2)/U (1)2 ∼=S1×S2. (2.25)
This is the main result of this section.
Now we are in a position to constructN = 2 supercharges. Let us first work in the basis in which
the unitarymatrixZ becomes diagonal. In this basis both the HamiltonianH and the fermion parity
(−1)F = Z become diagonal, H = diag(A−αA+α − 1/L(α)2,A+αA−α − 1/L(α)2) and Z = diag(+1,−1), and
the wavefunction ψ ∈ H becomes ψ = (ψ+,ψ−)T . Nilpotent supercharges are then defined as the
following standard forms:
Q+ =

0 0
A+α 0

and Q− =

0 A−α
0 0

. (2.26)
It is easy to see that the set of operators {H ,Z ,Q+,Q−} satisfy theN = 2 supersymmetry algebra with
the trivial central extension
Z
2 = 1, (2.27a)
(Q±)2 = 0, (2.27b)
Q±Z =−ZQ±, (2.27c)
Q+Q−+Q−Q+ =H +
1
L(α)2
. (2.27d)
Notice that, in terms of the self-adjoint superchargesQ1 =Q++Q− andQ2 =−i (Q+−Q−), Eq. (2.27d)
becomes the standard anticommutation relation {Qα,Qβ }= 2δαβ (H+1/L(α)2). We also note that the
nilpotent supercharges can be defined in the following basis independent way:
Q+ = A+α ⊗XP+ and Q− =A−α ⊗XP−, (2.28)
whose interpretations are clear: When acting on the wavefunction ψ =ψ+e+ +ψ−e− ∈H, the pro-
jection operators P± pick up themodesψ±e±. Then X shifts e± to e∓ and A±α shiftψ± toψ∓, yielding
the maps ψ±e±
Q±7→ ψ∓e∓. It should be pointed out that the trivial center 1/L(α)2 = tan2(α/2)/L20
vanishes at α= 0 (mod 2π), which corresponds to the case studied in Ref. [5].
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Spectral duality web. It is worth pointing out here that the supersymmetric boundary conditions
are mutually related by discrete transformations. To see this, letR be aZ2 transformation defined by
R :ψ(x ) 7→ (Rψ)(x ) :=ψ(ℓ−x ), which is a reflection around the point x = ℓ/2. As discussed in [7],R is
a spectrum-preserving transformation and induces themapsU
R7→ U¯ and U¯ R7→U . It is easy to see that
the unitarymatrices {U ,U¯ } for type (D, D) and (R, R) listed in Table 1 are transformed into each other
by the combined transformationRX (=XR) such that type (D, D) and type (R, R) are exactly isospec-
tral. On the other hand, the unitary matrices {U ,U¯} for type (D, R) and (R, D) are transformed into
each other by the combined transformationRS(= SR), where S is the signature change transforma-
tion given in [3] and defined byU (α+,α−;n)
S7→U (−α+,−α−;n) and U¯ (α¯+, α¯−;n)
S7→ U¯ (−α¯+,−α¯−;n),
which do not preserve the energy spectrum.4 However, S preserves the parameter dependences of
energy spectrum because it just flips the eigenphases. Hence one may say that both type (D, R) and
type (R, D) belong to the same spectral family. To summarize, we get the following web of spectral
dualities:
RX RX
type (R, R)
type (D, D)
isospectral
RS RS
type (R, D)
type (D, R)
2.3. Superspectrum
In order to compute Berry’s connection explicitly, we have to find the normalized energy eigenfunc-
tions. In this section we solve the Schrödinger equation for the type (D, D) and (D, R) boundary
conditions and derive the superspectrum. As mentioned above, type (R, R) is exactly isospectral to
type (D, D), and energy eigenvalues of type (R, D) and type (D, R) are just related by the replacement
α 7→ −α (mod 2π). We will see thatN = 2 supersymmetry is unbroken in the type (D, D) boundary
conditions and spontaneously broken in the type (D, R) boundary conditions; see Table 1.
Unbroken phase. Let us first consider the type (D, D) boundary conditions (2.24a). In this case
normalized energy eigenfunctions take the following forms:
ψ+,n (x ) =
Ç
2
ℓ
sin
p
Enx

e+, (2.29a)
ψ−,n (x ) =
r
2
ℓ
1
1+ EnL(α)2
h
sin
p
Enx

+
p
EnL(α)cos
p
Enx
i
e−, (2.29b)
where the energy eigenvalues {En} are given by
En =

nπ
ℓ
2
(n = 1,2,3, · · · ). (2.30)
In addition to the above positive energy states, there is a single negative energy eigenstateψ−,0 in the
“fermionic” sectorH− which is the zero-mode ofQ− and the ground state of themodel. A normalized
eigenfunction has the following exponential form:
ψ−,0(x ) =
r
2
L(α)
1
e2ℓ/L(α)− 1 exp

x
L(α)

e−, (2.31)
whose energy eigenvalue (ground state energy) is given by
E0 =−
1
L(α)2
. (2.32)
4In Ref. [7]wemissed S, which led to the wrong statement that type (D, R) and (R, D) wereR-dual and isospectral.
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ℓ
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E2
E3
(a) Type (D, D).
α
E
0−π π
α∗

π
ℓ
2

2π
ℓ
2

3π
ℓ
2
E0
E1
E2
E3
(b) Type (D, R).
Figure 2: α-dependence of energy eigenvalues {E0,E1,E2, · · ·}. Spectrum has the period 2π. (a) The energy
eigenvalues are independent of α except for the ground state energy E0 = −1/L(α)2. (b) The ground state
energy E0 >−1/L(α)2 crosses zero at α= α∗ := −2arctan(L0/ℓ). Notice that the energy eigenvalue En = En (α)
satisfies En (α+2π) = En+1(α) for any n .
The α-dependence of energy spectrum is depicted in Figure 2(a). In this case the ground state ψ−,0
is annihilated by the supercharges such that the supersymmetry is unbroken. Indeed, the Witten
index [11] Tr (−1)F = Tr ((−1)F e−β (H+1/L(α)2)), which is equivalent to the analytical index indQ1 =
dimkerQ+−dimkerQ− = #(zero-mode ofQ+)− #(zero-mode ofQ−), is non-vanishing:
Tr (−1)F = 0− 1=−1. (2.33)
Broken phase. Let us next consider the type (D, R) boundary conditions (2.24c). Normalized energy
eigenfunctions are turned out to be of the following forms:
ψ+,n (x ) =
s
2
ℓ+ L(α)
1+EnL(α)2
sin
p
Enx

e+, (2.34a)
ψ−,n (x ) =
s
2
ℓ+ L(α)
1+EnL(α)2
sin
p
En (ℓ−x )

e−, (2.34b)
10
where En (n = 0,1,2, · · · ) are given by the real roots of the transcendental equation
tan
p
Eℓ

=−
p
EL(α). (2.35)
Notice that all the energy eigenvalues depend on the value ofα, and theα-dependence is given by the
inverse function ofα(E ) =−2arctan(
p
EL0 cot(
p
Eℓ)), which is depicted in Figure 2(b). Note also that,
for −ℓ < L(α) < 0 (or −π < α < α∗ :=−2arctan(L0/ℓ)), the ground state energy E0 becomes negative.
As opposed to the previous case, in the type (D, R) boundary conditions the ground states are doubly
degenerate, both of which are not annihilated by the supercharges such thatN = 2 supersymmetry
is spontaneously broken. In this case theWitten index vanishes:
Tr (−1)F = 0− 0= 0. (2.36)
3. Non-Abelian geometric phase
So far we have constructed a class of N = 2 mechanics which, except for the ground states of type
(D, D) and (R, R), enjoys doubly-degenerate energy spectrum. The parameter space of these models
isMSUSY =U (1)×U (2)/U (1)2 ∋ (α,n), where the firstU (1) factor controls the energy eigenvalues and
the secondU (2)/U (1)2 factor defines isospectral family. In this sectionwe consider a time-dependent
situation in which the U (1) parameter is kept fixed5 yet the U (2)/U (1)2 parameters are externally
driven and a state evolves according to the time-dependent formulation of quantummechanics. For
a time-evolution from time t = 0 to time t = T , transitions between different eigenspaces Hn =
span{|ψ+,n (n(t ))〉, |ψ−,n (n(t ))〉} and Hm = span{|ψ+,m (n(t ))〉, |ψ−,m (n(t ))〉} (n 6=m ) are suppressed
by the factor 1/T such that different eigenspaces are decoupled in the adiabatic limit T →∞. Namely,
if an initial state |ψin(n(0))〉 = c+,n (0)|ψ+,n (n(0))〉+ c−,n (0)|ψ−,n (n(0))〉 is an element of the subspace
Hn , the final state |ψout(n(T ))〉 = c+,n (T )|ψ+,n (n(T ))〉+ c−,n (T )|ψ−,n (n(T ))〉 remains in the subspace
Hn and the time-evolution is given by the 2× 2 unitary matrix,

c+,n (T )
c−,n (T )

= UT

c+,n (0)
c−,n (0)

. Under an
adiabatic time-evolution along a closed path γ : [0,T ] → U (2)/U (1)2 with γ(T ) = γ(0), the unitary
matrixUT consists of a T -dependent trivial dynamical phase exp(−i EnT ) as well as a T -independent
nontrivial non-Abelian geometric phase ΓA(γ) given by the path-ordered exponential [1]
ΓA (γ) =P exp
 
i
∮
γ
A
!
. (3.1)
Here A =

A++ A+−
A−+ A−−

is a 2×2 hermitianmatrix-valued 1-form (Berry’s connection) onU (2)/U (1)2 ∼=S2
given by
Aαβ = i 〈ψα,n |d |ψβ ,n 〉 := i
∫ ℓ
0
dxψ†α,n (x )dψβ ,n (x ), (α,β =±), (3.2)
where d stands for the exterior derivative on the parameter spaceU (2)/U (1)2 ∼=S2. The field strength
2-form is given by
F = dA − iA ∧A. (3.3)
Under the unitary change of basisψα,n 7→ ψ˜α,n =ψβ ,n gβα (g ∈U (2)), the Berry connection (3.2) and
the field strength 2-form (3.3) transform as follows:
A 7→ A˜ = g †Ag + i g †d g , (3.4a)
F 7→ F˜ = g †F g . (3.4b)
5Varying the U (1) parameter gives rise to a different story. Since En (α+ 2π) = En+1(α) for the type (D, R) boundary
conditions (see Figure 2(b)), if one varies the parameter α and completes a cycle alongU (1)∼=S1, one getsψ±,n (x ;α+2π) =
ψ±,n+1(x ;α); that is, the final state does not belong to initial state’s eigenspace, which is called Cheon’s anholonomy [12].
Though Cheon’s anholonomy is an interesting subject itself, in this note we do not touch upon the question of adiabatic
time-evolution along a closed loop on the whole supersymmetric parameter spaceMSUSY.
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Accordingly, the non-Abelian geometric phase changes as
ΓA (γ) 7→ ΓA˜ (γ) = g †ΓA(γ)g . (3.5)
The goal of this section is to compute A and F in two different gauges (“string” gauge and “hedgehog”
gauge) and to show that the Berry connection is given by the Wu-Yang-like magnetic monopole first
discovered by Moody, Shapere and Wilczek in the context of adiabatic decoupling limit of diatomic
molecule [6].
3.1. SU (2)magnetic monopole
Upon substituting the solutions (2.29a) and (2.29b) or (2.34a) and (2.34b) to the definition (3.2), one
readily finds the Berry connection to be of the form
A =

ie†+de+ Kn (α)ie
†
+de−
Kn (α)ie
†
−de+ ie
†
−de−

, (3.6)
where Kn (α) ∈R is the overlapping integral between the componentsψ+,n andψ−,n given by
Kn (α) :=
∫ ℓ
0
dxψ+,n (x ;α)ψ−,n (x ;α). (3.7)
Notice that, just as we did in section 2.3, the components ψ±,n are always taken to be real thanks
to the time-reversal invariance of both the Schrödinger equation hψ± = Eψ± and the boundary
conditions (2.24a)–(2.24d). The integral (3.7) is exactly calculable of course, but its explicit form is not
necessary for the following discussions. The field strength 2-form F = dA− iA∧A is easily calculated
with the result
F = i

1−Kn (α)2

σ3e
†
−de+ ∧e†+de−. (3.8)
Though not so obvious, this is nothing but the SU (2) magnetic monopole in Ref. [6]. To see this, let
us parameterize the unit 3-vectorn into the spherical coordinatesn= (sinθ cosφ, sinθ sinφ,cosθ ),
where θ ∈ [0,π] and φ ∈ [0,2π) are the polar and azimuthal angles, respectively. Then the orthonor-
mal eigenvectors {e+,e−} of the unitarymatrixZ =n ·σ are taken to be of the forms
e+ =

cos θ
2
eiφ sin θ
2

and e− =

−e−iφ sin θ
2
cos θ
2

. (3.9)
Substituting these into Eqs. (3.6) and (3.8), one finds that Berry’s connection and the field strength
2-form become A = Aθdθ +Aφdφ and F =
1
2
Fθφdθ ∧dφ, where
Aθ =−Kn (α)sinφ
σ1
2
+Kn (α)cosφ
σ2
2
, (3.10a)
Aφ =−Kn (α)sinθ cosφ
σ1
2
−Kn (α)sinθ sinφ
σ2
2
− (1− cosθ )σ3
2
, (3.10b)
and
Fθφ =−

1−Kn (α)2

sinθ
σ3
2
, (3.11)
which are exactly the same forms as those in Ref. [6]. (Precisely speaking, Eqs. (3.10a), (3.10b) and
(3.11) coincide with Eqs. (11), (12) and (13) in Ref. [6] under the change of variable φ → π
2
−φ.)
We note that these monopole configurations are rather ubiquitous and appear in various contexts
of physics, such as nuclear quadrupole resonance [13] and antiferromegnets with spontaneously
broken SU (2) spin symmetry [14].
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It should be pointed out that, since 1− cosθ does not vanish at θ = π, the 1-form Aφdφ is ill-
defined at the south pole. In other words, Berry’s connection A suffers from the Dirac string singu-
larity along the negative 3-axis. This Dirac string is just the reflection of the fact that the basis vectors
{e+,e−} cannot be globally well-defined over the whole 2-sphere. Indeed, the parameterization (3.9)
is ill-defined at the south pole because e±iφ sin θ
2
do not vanish at θ =π. As is well-known, however,
the Dirac string singularity can be removed by singular gauge transformation [15]. Before closing this
note we would like to perform this and transform the Berry connection into a manifestly spherically
symmetric form that is more familiar in SU (2) Yang-Mills gauge theory.
3.2. Singular gauge transformation
Let us consider the gauge transformation given by the following 2× 2 unitarymatrix:
g =

e
†
+
e†−

. (3.12)
Notice that g inherits the Dirac string from the basis {e+,e−}. Indeed, in the parameterization (3.9),
Eq. (3.12) becomes g =

cos θ
2
e−iφ sin θ
2
−eiφ sin θ
2
cos θ
2

= e−iφσ3/2eiθσ2/2eiφσ3/2, which is ill-defined at the south
pole θ =π and suffers from the Dirac string singularity along the negative 3-axis.
Now, as shown in appendix A, in this gauge the Berry connection (3.4a) and the field strength
2-form (3.4b) take the following simple forms:
A˜ =
i
2
(1−Kn (α))ZdZ , (3.13a)
F˜ =− i
4

1−Kn (α)2

ZdZ ∧ZdZ . (3.13b)
Note that A˜ vanishes at Kn (α) = 1 and becomes pure gauge iZdZ at Kn (α) =−1, both of which yield
the vanishing field strength F˜ = 0. For the following discussions it is convenient to parameterize the
unit 3-vector n inZ =n ·σ into the following “hedgehog” configuration:
n=
r
r
, (3.14)
where r = (x1,x2,x3) ∈ R3 \ {0} is a nonzero real 3-vector and r =
p
x 21 +x
2
2 +x
2
3 is its length. A
straightforward calculation gives A˜ = A˜ idx i and F˜ =
1
2
F˜i jdx i ∧dx j , where
A˜ i = εi j k
x j
r 2
σk
2
(1−Kn (α)) , (3.15a)
F˜i j =−εi j k
xkx l
r 4
σl
2

1−Kn (α)2

. (3.15b)
Now it is obvious that, when Kn (α) = 0, Berry’s connection (3.15a) becomes the Wu-Yang magnetic
monopole which is a classical solution of pure SU (2) Yang-Mills gauge theory (see e.g. Ref. [16] for
review). Note, however, that for nonzero Kn (α) the Berry connection (3.15a) is not a solution to the
sourceless Yang-Mills equations except for the trivial cases Kn (α) = ±1. Note also that, if Kn was
a function of r , the Berry connection (3.15a) would be the celebrated ’t Hooft-Polyakov monopole
[17,18] in Yang-Mills-Higgs theory.6
Though the Dirac string singularity disappears in this gauge, it becomes apparent that there is
another singularity at r = 0 where both A˜ i and F˜i j blow up. This singularity is merely a reflection
of the fact that the parameterization (3.14) is ill-defined at r = 0. It should be emphasized that, as
opposed to the standard Berry connection [21], this singularity is neither a signal of energy level
crossings nor a signal of additional spectral degeneracies at r = 0. (Recall that the energy eigenvalues
do not depend onZ ∈U (2)/U (1)2 ∼=S2 in any way.)
6The ’t Hooft-Polyakov monopole has been realized as Berry’s connection in the rather different context of supersym-
metric quantummechanics [19,20].
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Appendix A. Computational details
In this section we derive Eqs. (3.13a) and (3.13b). With the unitary matrix g given in (3.12), the Berry
connection (3.6) is transformed according to the law (3.4a):
A˜ =

e+ e−
 ie†+de+ Kn ie†+de−
Kn ie
†
−de+ ie
†
−de−

e
†
+
e†−

− i

de+ de−
e†+
e†−

= i Kne+e
†
+
de−e†−+ i Kne−e
†
−de+e
†
+
− i (12−e−e†−)de−e†−− i (12−e+e†+)de+e†+
= i (Kn − 1)(e+e†+de−e†−+e−e†−de+e†+), (A.1)
where the first equality follows from the identity g †d g = −d g †g and the last equality follows from
the completeness relations 12 − e∓e†∓ = e±e†±. Making use of the identities P±dP± = −P±dP∓ =
−e±e†±(de∓e†∓ + e∓de†∓) = −e±e†±de∓e†∓, where P± = e±e†± are the projection operators satisfying
dP++dP− = 0, we get
A˜ = i (1−Kn )(P+dP++P−dP−). (A.2)
It follows from the alternative equivalent expressions for the projection operators P± = (12±Z )/2 that
Eq. (A.2) reduces to the following compact form:
A˜ =
i
2
(1−Kn )ZdZ . (A.3)
The field strength 2-form is therefore
F˜ = d A˜ − i A˜ ∧ A˜ = i
2
(1−Kn )dZ ∧dZ +
i
4
(1−Kn )2ZdZ ∧ZdZ
=− i
4
(1−K 2n )ZdZ ∧ZdZ , (A.4)
where in the last line we have usedZdZ ∧ZdZ =−dZ ∧dZ , which follows from the identitiesZdZ =
−dZZ andZ 2 = 12.
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