In this paper we prove the existence of control for input bounded uncertain dynamical system, modeled on Euclidean spaces of dimensions n and .
INTRODUCTION
We consider system with input bounded uncertainties. Our model is defined on Euclidean spaces of dimension n and m 
Problem Formulation and Basic Assumptions
We shall be interested in computing a stable control, which renders the system sufficiently stable in the presence of some disturbances.
We associate the following cost functional with (1) which is defined by: In what now follows, we make the following assumptions
Assumptions: C1:
The matrix function A (.), B (.), Q (.) and P (.) are constant matrices
C2:
We assume that the system (1) describes a zero-sum differential game, hence there exists a saddle point C3: Control vector ) (t u and disturbance vector ) (t v are minimiser and maximiser of (3) respectively. The vectors are generated by strategies such that: … (5) … (6) … (8) … (9) … (10) … (11) … (12) … (13) … (14) … (17) … (15) … (16) 
is therefore written as:
Given the assumptions C4, we write (1) as an integral equation of the form:
Using the assumption C2 we set: 
Equation (14) in an expanded form becomes:
Define anther operator by:
Then (eqn 15) is expressed as:
On Existence Of Control For A Class Of Uncertain Dynamical Systems … (21) … (22) … (23) … (24) … (25) … (26) R is clearly self-adjoint and positive definite. (20) is concave while functional ( 23) is convex. Now according to Hausdorff (1972) ) (u I is minimized by u provided there exist a non-negative  m dimensional vector function:
satisfies the saddle point inequality defined by:
In what now follows, we write (20) as:
and from (16), (17) and (18) 
Using Haudorff (1972), we apply the generalized Kunh-Tucker condition to (27) to get the following relations:
From (31) and (32) 
The integral equation in (36) is of Hammerstein type. We wish to apply a version of Shauder-Tychnov fixed point theorem stated below for subsequent development of this paper.
Theorem (1): Let K be a closed and convex subset of a Banach space X. Let
be a compact mapping, then T has a fixed point in .
K
We now prove the following theorem using theorem (1) 
Theorem (2): The integral equation defined by (33) has a solution in
Then w is a solution of (33) if it is a fixed point of (37). Now, we 
This implies that H is uniformly continuous hence equicontnuous. Therefore by Arzela Ascoli theorem, K is relatively compact.
We now check the continuity of [
therefore Tˆ is continuous and so by Shauder's theorem Tˆ has a fixed point.
Remark (1):
The existence of fixed point for integral equation (36) shows that we can construct a solution on iterative basis which will eventually converge to a fixed point of (36) This fixed point need not be unique however if (36) is strictly positive then (36) has a unique solution (Arika, 1976) . Equation (36) is necessary for existence of stable control ).
(t u

Numerical Technique
In this section we show that there exist computational techniques for computing stable control under uncertainty. We recall the conjugate gradient method of Hestenes & Stiefel (1952) , which was initially developed for solution of the abstract algebraic equation of the form:
Where H is a Hilbert space and A is a positive definite operator.
The technique admits the following simple steps.
Step 1: Guess an initial point 0 x and compute the gradient at 0 x and denote the gradient by 0 g such that:
Step 2: Set
Step 3: Update the descent sequence as follows: www.sciecnceworldjournal.org ISSN 1597-6343 Abiola & Solarin ( The conjugate gradient algorithm had been applied and found to work elegantly on a number of problems such as problem which involve the determination of minimum time paths for climb phase of a V/STOL aircraft (Bryson & Mehra, 1969) . Worthy of mention is the achievement made in 1983, when the extended conjugate gradient method, was developed to handle problems in control theory (Ibiejugba, & Onumanyi (1984) . Also the convergence estimate of the technique in the upper direction had been established in the work of Ibiejugba & Onumanyi (1984) and recently, the lower bound convergent estimate was attempted in Ibiejugba & Abiola (1985) . In this work, a little investigation is made on the algorithm to allow it being applied to the class of problem defined in (1)- (3) Now recall equation (20) and define it by:
… (38) It is known that R is self-adjoint and positive definite, where
We can now observe that by explicit determination of the operator 

Remark (2):
The convergence of the above algorithm can be established in a manner similar to the one described in Ibiejugba & Abiola (1985) .
We summarize the findings in this section by the following proposition.
Proposition (1). The above algorithm generates a sequence } { N u of controls which finally converges to a stable control 
Conclusion:
We have proved the existence of control for a class of uncertain dynamical systems where the uncertainty enters into the system as input bounded uncertainty. In the subsequent paper we are going to apply the results in this paper into the determination of controls for water pollution problem.
