ABSTRACT Online social networks have spawned myriads of online social groups, where people can interact and exchange their ideas. However, the major issues that interfere with the user security and comfort are privacy breach, groups without opt-in options, clutter created out of numerous groups in which a user is a member of and difficulty in managing group principles. This can be lessened to an extent by an automated filtering mechanism capable of categorizing members within a group based on their pattern of response. In our proposed method, the posts within a group are clustered based on stylistic, thematic, emotional, sentimental, and psycholinguistic aspects. Then the members of the group are categorized based on their response to the posts belonging to different aspects as mentioned above. This results in categories of individuals within a group, who are like minded. The categorization caters to the most important issues related to soft security , such as the clutter associated with irrelevant notifications received from multiple groups, by suggesting the users, posts that are likely to be of interest to them. It also helps to identify the group members intended towards spreading posts that violate group policies. The categorization exhibits satisfiable performance in case of large number of candidate members in a populous group by performing clustering based on linguistic features. The double level of clustering, based on the posts and response of users based on the aspects of the posts, enhances the performance of the system, hence outperforming traditional recommender systems. The system has been tested on Facebook group data, where it offers a significant solution to an unaddressed problem associated with social networking groups.
I. INTRODUCTION
With the advent of Internet technology, the communication across the globe has become easy. The fruits of online communication; include online social networking groups or communities that prove to be efficient means of amassing individuals with common interests. Legitimate usage of social networking groups can be a successful means of imparting information to the right person. But the purpose of most of the groups in popular social networking communities such as Facebook is distorted by commotions like advertisements, spams and other noises that interfere with a group memberś interest. Users who find interest in many areas and are members of a wide range of groups have a clutter of unread notifications from these groups. Thus, there exists a demanding need to amalgamate posts relevant to a user from those; which he is less interested in. This can improve the engagement of all the members of a group.
Yet another challenging task associated with the groups is the management of group policies. The most popular social networking site Facebook has groups with over 100K members in it. Thus, it becomes difficult for the admin to track the members violating group policies. This shows that there exists a need for a measure to categorize the posts made by members in it based on acceptability and group behavior. A community is a fraternity that seeks a platform to discuss subjects that relate to the common cause that motivated the establishment of the group. The members within it enjoy discussion with regard to the purpose of the group. This is especially applicable in the case of academic and interest groups. Thus posting articles irrelevant to these groups can create unnecessary clutter that affects the comfort of the members within the group. Unnecessary advertisements and marketing matters targeting a different audience should be avoided from a group. There is no existing method to deal with this Hence, a method to control the influx of irrelevant messages within a community is very much essential for the smooth functioning of a social networking group. The existing policies of popular social networking site Facebook enable the administrator of a group to delete and monitor posts made by the members of a community. To screen all the messages posted by the members of a heavily populated group is very difficult. The existing settings provide no option for automated notification for group admin with regard to the members involved in posting articles that do not match the general interest of the group. Our proposed method aims at providing an automated notification to the group moderators regarding suspicious members who frequently post articles that appear to gather negative response from the members within the group.
We gain inspiration from the fact that the healthy objective of a group to disseminate knowledge regarding the prime propaganda of the group can be guaranteed in an environment that necessitates predictability in a group and a judicious recommendation of relevant information from a group to a member of the group. To the best of our knowledge, no existing system proffers solutions to the clutter issues and group policy management hassles associated with social networking groups.
Filtering posts within a group stipulates the need for a careful policy mechanism that checks for the compatibility within a group. At the same time, the recommendation to a member of the group by doing away with posts impertinent to them requires ratings from other reputed members of the group. The reputation in this case is computed based on the social affinity and relatedness of the members within a group. Thus, a prudent combination of conventional recommendation policies along with a novel response assessment method is taken into account for the implementation of the proposed clutter management and group management system. Our paper aims at inferring closeness in response to posts by considering linguistic features. This novel approach has been experimented to account for the hypothesis that, though members may be socially connected, there might be disparity in their likings, thoughts, sentimental orientation and thematic inclination. The similarities in user interests are reflected in the response pattern followed by the members within a community. This information can be exploited to find a more reliable recommendation of posts in a community.
Here, we propose a system that frees the members of a group from unnecessary clutter created out of umpteen messages from the group by filtering the posts that are likely to be of much interest to the user. The system also affords the admin an easy group policy management by pointing to the members who might probably violate group policies.
All the existing works focus on recommendation systems suitable for Twitter environment, and a majority of them consider user profile and social relationship between members as parameters. To the best of our knowledge, none of the methods deal with the issue of providing customized suggestions to posts in a community to reduce clutter associated with notifications generated by large groups. Further, all existing methods are based on pre-existing social relations. Here we make use of readily available information about the posts by considering the linguistic details ingrained in it. The approach is also extended to incorporate the means to provide notifications to the admin regarding the less popular members within a group who might indulge in violation of group policies.
The system functionalities have been attained by initially clustering the posts with in a group based on different aspects namely, theme orientation, emotional and sentimental similarities, psycholinguistic behavior and stylistic pattern. A cluster vector is formulated for members within a group based on the clusters of the posts they like. The vectors are subjected to a second level of clustering to identify members with similar orientation in different aspects mentioned above. As a result, members belonging to the final cluster are likely to have identical interests. On the arrival of a new post, the initial cluster is formed for the post and a cluster vector associated with the post is formed. This cluster vector together with the cluster vectors of the members in the community is made to undergo clustering. The post is suggested to all the members who belong to the final cluster that contains the cluster vector associated with the new post.
The method makes use of the linguistic aspects of the post and the response of the members within a group to different posts based on linguistic aspects. This makes it more beneficial in comparison with the existing methods employed in social media recommendations.
A member whose posts belong to initial clusters for different aspects with candidates below a threshold level is marked as a less interesting member of the group and can be monitored for policy violation. The method contributes to an efficient means of managing group policies and offers a trusty group environment.
The remaining part of the paper is organized as follows: Section II presents the process design; Section III presents experiments; Section IV describes the result obtained from the experiments; Section V elucidates the significance of the proposed approach in comparison with the existing methods of social network recommendations and the final part of the paper gives the conclusion.
II. LINGUISTIC FEATURE BASED FILTERING MECHANISM
The proposed method puts forward a filtering mechanism that enables a member of a social network community to get notified about posts that can be interesting to them. The method groups the members into different clusters based on their aspect-based characterization. The members belonging to the same clusters are those who exhibit resem- VOLUME 6, 2018 blances with respect to sentimental, thematic, emotional, writing-style and concept-related interests. The proposed approach differs from the existing methods in the following ways 1) The approach is independent of the pre-existing social relations for members within a group and the approach considers behavioral similarity between the users in terms of their response pattern towards different aspects.
2) The approach proves to be beneficial in tacklingcold start problem, i.e the cases where a new post has not been rated yet. 3) Like minded members within a group are obtained by considering similarities in various dimensions 4) To the best of our knowledge this is the first work based on recommending posts relevant to a user based on their interest expressed by them to the content of the posts, within a social network group and also one that helps in identifying members aimed at spreading un-popular posts within a group. Figure 1 gives the overview of the proposed work. The contribution of the proposed method can be summed up as follows 1) The method proposes a two-level clustering mechanism that aims at categorizing the members of a group based on interest.
2) The method is extended to provide features for group policy management. 3) The experiments have been conducted on limited content available for processing which makes the experiment standout from the state-of-the-art techniques that rely on lengthy text for processing. 4) The method is scalable in huge data-set. The experimentations of the proposed work have been conducted on open groups of the most popular social networking site, Facebook. Three open groups have been chosen for conducting experiments. Likes, shares, comments and posts by different members have been considered for evaluation. The different steps involved in the proposed approach can be explained as follows.
A. PREPROCESSING
The pre-processing step involves cleaning the messages to remove hyperlinks and repeated posts. This is because we are initially trying to cluster the posts based on different aspects. The messages are also trimmed off the hash tags associated with them. The crawler that collected the data from Facebook had a different means of representing punctuations. Thus, the data have been modified to replace the punctuations back in the text. The preprocessed text is passed to the next module for clustering.
B. CLUSTERING THE POSTS
The posts that have been cleaned are made to undergo clustering based on different aspects. Separate clusters are formed for each aspect. These aspects are stylistics, sentiment, emotion, theme and psycholinguistic. The detailed description of extraction of the attributes of these aspects is given in the following sections.
1) SENTIMENT CLUSTERING
The posts in a network group vary based on the sentimental status associated with the contents. The overall sentiment associated with a post can be positive, negative or neutral. The assessment of the sentiment is made at the keyword level. This enables to classify the posts based on the attitude towards the trends. The response of a member to a post shows his/her attitude towards the entities. This can be illustrated by an example below:
User The steps involved in sentiment analysis are explained below.
4472 VOLUME 6, 2018 Initially the posts are preprocessed to remove stop words. Then they are made to undergo keyword extraction. The keywords form the crucial words in a post that describe the subject of an article. The keyword lists associated with all posts are merged together. The final keyword list is formulated by filtering out those keywords that are less used in posts. This is because here we are focusing on sentiments associated with common keywords being used in all posts. The difference in the sentimental scores associated with the keywords can be a major contributing factor in clustering the posts based on sentiments. The process of extracting prominent keywords is as described in Algorithm 1 which gives as output, the prominent keywords K. The threshold varies depending on the dataset. We have fixed it by cross validation. 
Algorithm 1 To Extract
for p ∈P do 5: p_keywords ← Extract_keywords() 6: for p_key ∈p_keywords do 7: if p_key ∈K_keys then 8:
else insert(K ,p_key)
10:
remove(K ,key)
12:
return K Once the prominent keywords have been extracted, the sentimental scores associated with all the posts to these keywords are determined. The service of Alchemy language API 1 has been utilized for the purpose of getting sentimental score associated with these keywords. API provides details about the sentimental score (positive, negative, or neutral) associated with each keyword for each post. This can be used as the feature set for sentimental clustering. For improvement in accuracy associated with obtaining the sentiment-based clustering, the posts are also made to undergo overall sentiment analysis.
Here, the posts are checked for total sentimental orientation, regarding whether the post is a negative post, positive post or a neutral post. We use K-means clustering to cluster the data. This is mainly due to the fact that K-means clustering exhibits a better computational speed in comparison with hierarchical clustering. The results guaranteed by K-means give a better closeness in case of our dataset. The experiments have been conducted using hierarchical clustering. The results illustrate a better accuracy in case of K means clustering. The K-value associated with K-means clustering is obtained by choosing K for which the average distance of points from centroid is minimum. The K-value obtained 1 http://www.alchemyapi.com/ in this manner gives the number of clusters for which the accuracy is maximum. The detailed illustration of the process is given in Figure 2 .
2) THEME CLUSTERING
The next type of clustering performed on the posts is the theme based clustering. Here the posts are grouped based on the thematic similarities. We consider concepts, entities and topics for determining the theme. We use the semantically rich common sense knowledge base ConceptNet for extracting contextual and conceptual information of a post. The ConceptNet toolkit provides numerous assertions related to a word [1] . We utilize them to arrive at a general concept of a post. Initially the posts are chunked to obtain keywords and key phrases. These phrases are fed to the ConceptNet to obtain generalized concepts. We exploit the analogy making and topic gisting features of ConceptNet to arrive at a conclusion regarding the important concepts of a post.
Entity recognition is again made with the help of Alchemy API. The entity type is of much importance to us for our study of relatedness between posts. For example a post describing about ''iPhone'' very often has an entity type ''technology''. Those people who are technologically interested tend to follow them frequently. Thus, the type of entity is of great importance in the context of the proposed approach.
Once the entities and concepts are obtained, their importance in a post is determined by means of tf(term frequency)-idf(inverse document frequency) value. This gives us a measure of how different types of post differ from each other in terms of concept-entity variation. tf-idf measure can be obtained as follows
where concept p refers to the frequency of occurrence of given concept in the post and concept tot refers to the total number of occurrence of concept over the entire group.
IDF concept = log e p tot p concept (2) Where p tot refers to the total number of posts within the group and p concept refers to the number of posts with given concept
Using the tf-idf score obtained from the above equation, we formulate a weight vector associated with the concepts and entities prevailing in a group. The next phase is the topic based orientation of posts. This is obtained by calculating frequent co-occurrences of each post. To facilitate such an analysis, the posts have been modeled to elicit frequent topics in use. The analysis has been conducted on posts which have been cleaned of stop words.
The following section gives an insight into the topic model used in this paper to identify the topics used in posts. The pattern of word usage is expressed as a probabilistic conditional distribution over the given set of words. The latent distribution of the topic structure in the posts can be modeled using LDA (latent Dirichlet allocation) [2] . LDA has been opted out as a means for finding co-occurrence, mainly due to the fact that uniform Dirichlet prior is taken into use. An accurate prior estimation can result in better parameter estimation and proves to be a valid means even if the data available for analysis are very less. This is particularly useful in our case of study where we have posts that are merely less in word count.
LDA can be sketched down in terms of the xmathematical representation as follows
GENERAL TERMS AND REPRESENTATIONS:
P(top) gives the distribution of topics in a post. P(T/top) gives the probability of term T to belong to a topic top.
From among the different possible topics available, we randomly sample a topic for an i th term under consideration.
Thus the distribution P(t i ) of a token t i over a post that is a mixture of P topics can be computed as follows.
Another important consideration of LDA is the distribution of terms within a topic that is denoted by φ j for a topic j. This gives the most important or relevant terms associated with a topic. The mathematical formulation is
The distribution of topics over a given post can be denoted by term θ p for a post p. This gives the distribution of the frequent usages. A conjugate prior α can be described over the multinomial distribution θ . This can be given as follows
Usually 1 through P of same value so as to get a symmetric distribution. The degree of smoothness attained by applying α over the pattern distribution is determined by the parameter value associated with α. This can be examined by plotting it on a simplex co-ordinate system. The ideal value for α is chosen to be 50/P [3] . Thus in the proposed work α values of 5, 3.34,2 and 1 have been used.
Another parameter considered for providing a smoothing in distribution of terms over a topic (ie. φ) is β, the value of which is usually chosen to be 0.1 [4] . Next the approach proceeds into the application of Gibbs sampling where the probability of each term to belong to a particular pattern is estimated. The conditional distribution can be expressed as
where top i = j indicates the term t i belonging to the topic j; top i refers to the pattern allocation of all other terms except t i ; t i refers to all other terms in the token list ; Similar is the matrix M PTOP that gives the count of occurrences of words belonging to particular topic for a post assuming that we have a group comprising of P posts.Thus, based on the above computations we obtain the frequent topics used in each post. In our proposed work, we make use of the following values associated with frequent topics as feature values:
1) Relevance rank associated with each topic for a post which shows how important is each topic in each post. 2) Percentage-wise contribution of each topic in a post, which provides an illustration of the topics that the post is comprised of. 3) Total count of words that belong to each topic within a post. This shows how a post contributes to a topic. The above feature values provide detailed information on the word co-occurrence details and the topic highlights in all the posts. The similarity in word co-occurrence can be observed as a similarity in the choice of discussion. Thus, the weight vector formulated for concepts and entities is combined with the above formed topic features to get a feature vector for theme clustering. The number of clusters is fixed by choosing the cluster number for which the distance of points from the centroid is minimum.
3) EMOTIONAL CLUSTERING
Emotion based aspects can be investigated to gain insight into a personś emotional attitude. The similarity in these aspects can be exploited to predict the liking and sharing probability of members within a community. Thus, the users within a community are grouped together based on the emotional aspects. The clustering based on emotion is performed by taking into account the score of the entire post with respect to the emotional categories namely anger, sadness, fear, disgust and joy. The score corresponding to the categories is again obtained by the service of Alchemy language API. The process is repeated in the same manner as sentiment clustering. Here the prominent keywords obtained using Algorithm 1 are made to undergo emotional analysis. These features are combined together with the overall emotion of a post. This forms the feature vector for emotional clustering.
4) STYLISTIC CLUSTERING
Stylistics refers to the writing-style followed in a document. Each person has a unique writing style of his or her own. The writing-style factor has been considered because the writing style followed determines the popularity of an article. There are phrases and usages peculiar to authors that can be of interest to the audience. This aspect has been exploited to find the like-minded audience of a particular style of writing.
The stylistic features considered for the proposed methods are shown in Figure 3 . The features considered are chosen specifically to suit the analysis of short articles. This is because in online social network such as Facebook, posts within a group can be of minimal length, which will not be sufficient for analysis. However, features such as words and character n-grams can capture the writing style effectively. These features are clustered by using K-means clustering. The number of clusters has been determined by cross validation.
5) PSYCHOLINGUISTIC CLUSTERING
The posts have been subjected to the analysis of psycholinguistic orientation of the posts. The psycholinguistic differences contribute to the nature of the posts and hence there will be difference in the audience based on the psycholinguistic perspective of members within a group. Psycholinguistic aspects throw light on various factors that vary based on a personś personality, hobbies, passions, intellects, perception and context of references. Thus it reflects a personś way of responding to a post. As per the theory of homophily [5] , which refers to the general proneness of individuals to associate with others with nature similar to them, we can say that people with similar psycholinguistic characteristics show similarity in rating posts. In our approach we make the best use of the psycholinguistic features to categorize people within a social networking community. The psycholinguistic aspect computation has been performed by considering various psycholinguistic features obtained from LIWC(Linguistic Inquiry Word Count) [6] and MRC(Medical Research Council) psycholinguistic database [7] . LIWC provides an insight into the categories of words used within a document. Lexical, syntactic and psycholinguistic traits associated with words are provided by it. MRC offers extended psychological aspects associated with words. The factors considered for clustering are as given in Figure 4 . Once all these features have been obtained VOLUME 6, 2018 we advance to the next phase of the proposed approach: Cluster vector computation.
C. CLUSTER VECTOR COMPUTATION
This part of the computation deals with associating users to the posts they like or share. The posts attributed to various clusters based on different aspects are now inspected for their target audiences. The cluster vector gives insight into the various aspect specifications of a member within a group. It portrays the aspect orientation of a member or in other words, the group into which a member falls with respect to a particular aspect. The cluster vector is formed in such a manner that components of the vector constitute the clusters that contain maximum posts liked by a member with respect to an aspect. For example for a member m the cluster vector has the following attributes [ai 1 ,ai 2 . . . . ai ( num_cluster_aspect i )] for i = {sentiment,theme,stylistics,emotion,psycholinguistics} where, num_cluster_aspect i refers to the number of clusters associated with an aspect i For a member m, the cluster vector bit corresponding to an aspect is set to 1 for which the maximum number of posts liked by him falls. The computation process explained in Algorithm 2 sets the value of min to 1 where n refers to the cluster of aspect i for which the maximum number of the posts liked or shared by m falls. If there are more than one number of clusters with maximum post liked or shared by the member, then both are set to one. The so-formed vector for a member is referred to as cluster vector. These cluster vectors are fed to the next module of the method, which involves second level of clustering. for a ∈ A do 8: x i = 0 9: The cluster vector formed from cluster vector computation method explained in section II.C represents the aspect-based inclination of members of the group. Consider two members A and B who fall into the same cluster with respect to an aspect sentiment, while they fall in different clusters with respect to all other aspects. Consider another user C who falls in the same cluster as that of A with respect to three aspects. Here A and C are likely to have common interests than A and B. To obtain this similarity in interests among users, we group them by performing another clustering based on cluster vector. The final cluster formed represents a group of like minded individuals. The members within a cluster can be stated as similar members and their ratings to a post can be suggested to other members in the same cluster. The clustering is beneficial in case when a new post arrives. Here the new post is made to undergo clustering. Here, the value obtained from the initial level of cluster is used as the cluster vector associated with it. This vector is made to undergo second level of clustering. The final group to which the vector belongs to refers to the collection of people who have affinity towards the post. Hence, it can be recommended to them. To check the validity of the similar users formed from initial clusters, the members within a cluster are made to undergo similarity check. This is to check the confidence values of the users. It is measured using Pearsonś correlation coefficient, which can be computed as follows:
Where m and n are users whose similarity is to be identified. P refers to the set of posts which are liked or shared by at least one of them. r mp refers to the posts liked by m and r m ŕefers to the average rating of user m. If the similarity measure is below the threshold value, then the user is not considered to be of similar interest to the other one. The threshold value is fixed as the Pearson correlation coefficient value which when considered as threshold yields the minimum mean absolute regarding the prediction of rating.
E. NOTIFYING USERS REGARDING NEW POST
When a member posts content in a group, it is subjected to undergo initial level clustering. The clusters of the post with respect to the different aspects are determined. Then the cluster vector is evaluated for the post as we are unaware of the users who like the post. Thus, we have a vector with the bits positions of the vector corresponding to the aspect based cluster, set as 1. This vector is subjected to the second level clustering. The final cluster to which this vector belongs, gives the group of people who are likely to find interest in the post.
F. GROUP POLICY MANAGEMENT
Popularity of a member within a community can be determined by the response gained by the member for the articles posted by him. The initial level clustering obtained using the proposed approach gathers grouping of posts based on their similarity with respect to the different aspects. We inspect these clusters to determine the popular posts. The number of members who have positively responded to it determines the popularity of post. We introduce two terms associated with the group policy management.
1) Acceptability
This term is defined in association with the posts. A post is checked for its acceptability with respect to how the different aspects (sentimental, psycholinguistic, stylistic, emotional and thematic) of the post are liked by the members of the community. It shows an aspect based score. It defines generally how the clusters to which the post belongs to are supported by the members within a group. Acceptability can be determined by taking a summation of all the members whose cluster vector has a value 1 set to the cluster corresponding to that of the post for each aspect. The term can be computed as follows.
where ćlusís a list that stores the cluster of the post p with respect to different aspects. Val(c mi ) gives the vector values (0 or 1) associated with the cluster vector of member m with respect to the aspect i.
2) Popularity
The term popularity is defined for both posts and members within a community. A popular post is acceptable by most of the members. Popularity score of a post gives the acceptability of post with respect to different aspects. We also consider the response pattern, of the members within a community, to this post. The response is inferred mainly from the nature of comments placed for a particular post. The more the negative comments obtained for a post, the less popular is the post.
popularity(p)
= Acceptability(p) + share(p)
Where share(p) is the number of shares for the post p, com pos is the number of positive comments for p, likes p os is the like obtained for positive comments, com neg is the number of negative comments for p and likes neg is the negative comments obtained for p. A popular member is the one whose posts are popular. A member who frequently posts less popular articles are less popular and hence can be considered as the one whose interest does not match with the group policies. The admin can be given notification regarding the activities of such members so that they can be constantly monitored for any violation of policies.
where p m gives the number of posts published by member m. p i is the i th post of the member. A member is considered to be less popular when his popularity score is negative. This implies that the negative response bagged by the user is more in comparison with the positive response obtained by him. Figure 6 gives an illustration of estimating popularity score associated with a post. The score associated with all the posts published by a user is taken and the sum is obtained.
If the final computation results in a negative value then we VOLUME 6, 2018 FIGURE 6. Illustration on popularity calculation.
conclude that the members of the group are less interested in the userś pattern of posting and thus the admin is notified about this person whose group activities can be subjected to cautious monitoring. In order to inspect the type of comments, they are subjected to sentiment analysis and emotion analysis. The overall evaluation of the comment statements is conducted. The comments are evaluated to check whether it is a positive sentence or negative sentence by performing a sentiment analysis on the sentence. We add one more level by incorporating emotion along with sentiments. For example, the comment statement: ''You have expressed the hardships very clearly. Kudos'' is a positive comment to a post while, ''You are beating around bush without pointing in the right direction'' is a negative statements and hence a negative response to the post. The sentimental and emotional scores are obtained using Alchemy language API as explained in Sections II.B.1 and II.B.2. If the score associated with positive sentiment is more compared to that of negative, then we consider the comment as positive type. If the comment has a higher score value for neutral sentiment, then also we infer the comment as positive comment. In case of emotional analysis, the score obtained for anger, sadness, fear, disgust and joy are examined. The higher value for joy categorizes the comment as a positive comment. Rest all the cases consider the comment as negative
III. EXPERIMENTAL SETUP
The experimental set up has been chosen to suit the real-world environment of online social networks. The data set has been collected from Cheltenham's Facebook Groups. 2 Three open groups have been chosen for performing the experiments. The data set provide a stringent set-up in the sense that data matrix obtained for like-share rating is sparse. The content available for linguistic analysis is also very less. The table 1 shows the details of the dataset used for the purpose of experiments. Experiments have been conducted in two set-ups. One is to prove the effectiveness of proposed approach in providing customized suggestion of posts to provide clutter free group environment. Second is to prove the applicability of proposed approach to determine the popularity of members within the community.
A. PERSONALIZED SUGGESTION TO POSTS
Experiments have been conducted to prove the effectiveness of each aspect in grouping the members of group based on similarity in their response. Initially the data collected were preprocessed to remove unnecessary hyperlinks and repeated messages. The data obtained were processed to free them from representations for punctuations. The preprocessed data have been subjected to clustering based on sentiments, emotions, psycholinguistic behavior and writing style followed in it. We utilize the clusters associated with the posts for evaluation of cluster vector associated with individual members of the group. The cluster vectors so obtained for all the members within a community are subjected to second level of clustering. The final cluster is evaluated for closeness among the members. We have used leave-one-out technique to validate our results. We evaluated the effectiveness of each aspect in contributing to the clustering of users. Towards this goal, we performed experiments using different combinations of the aspect features. Initially experiments were performed by clustering users based on each aspect. For this, the posts were subjected to clustering based on a single aspect. Then the user cluster allocation was performed by finding the cluster to which the maximum number of posts liked by the user belongs. This is repeated for all the aspects. In this way experiments were performed for the following feature set: The experiments were repeated for combinations of these features for three different dataset being considered for the method. Thirty one sets of experiments were conducted using different combinations of features.The best combination is the one that gives maximum accuracy.
B. GROUP POLICY MANAGEMENT
To validate the applicability of the proposed approach to find the less popular members of a group, we need dataset with information regarding the members who left the group or members who have been forcibly dismissed from the group due to their unacceptable activities within the group. However, due to the unavailability of such a dataset we carried out our experiment in a simulated environment which can be explained as follows.
We consider two groups that promote two schools of thoughts pertaining to a topic. We have chosen ''Donald Trump for President 2020'' that supports Trump and ''Donald Trump is not my President'' by non supporters of Trump. We randomly choose a person from group B and his posts are mixed with the posts in group A. The new posts are then subjected to initial level clustering with respect to different aspects. For obtaining comments and shares for a post from group B member, we identify a group A post that is thematically and conceptually similar to the post by group B member. This is obtained by finding a closest group A post in the theme based cluster to which the group B post belongs. The closest post is obtained by taking the distance between the points in the cluster. The closest post is the one for which the Euclidian distance with the group B post is minimum. The thematically similar posts represent posts discussing same topic. The experiments are repeated by choosing all members from Group B and adding to Group A and then performing the reverse.
Since the authors of the posts are from different groups, their sentiment about the keywords should be different. For example the post ''The more the liberals hate Trump, The more I love him'' is a post by group A member while ''We are protesting all the horrible things Trump has done since taking office.'' is a post by group B member. Both these posts pertain to the same topic. However, the entity ''Trump'' has a negative score associated with it in group B post while it has a positive score associated with it in group A post. Thus, we assume that the positive comments obtained for group A post can be considered as negative comments for the group B post and the negative comments obtained for group A post can be considered as positive comments for group B post. In this way we consider the comments and likes for group B posts. Then the acceptability and popularity of the post and group member are calculated.
IV. RESULTS
The experimental results have been tabulated in two different phases. The first phase aims at proving the effectiveness of personalized notifications, regarding the posts, to each member within a community. The second phase proves the effectiveness of determining less popular members within a community.
A. PERSONALIZED NOTIFICATION REGARDING POSTS
The results illustrate the performance of initial experiments regarding the number of clusters for each of the aspects. This can be obtained by computing the average distance of points in a cluster to the centroid. The total for all the clusters is computed. The point for which the total distance is less, gives the most suitable K. The number of clusters specific to each aspect with respect to each dataset is as depicted by Table 2 . Table 2 gives the clusters that proved to be efficient in grouping the members based on their aspect-based orientation.
We evaluated each aspect based on the capability of each aspect to group the post based on user rating. As part of this we conducted experiments using feature combinations given in Table 3 . The validation of the overall approach is conducted by means of leave-one-out technique. In this technique, the like or share made by a member for a post in the group will be eliminated and will be put to test to check for whether the approach gives a rightful recommendation after the computations. The process will be repeated for random number of posts for random number of authors. The difference associated with the predicted rating and original rating is the error in the prediction. The average of all these errors is taken together and is called mean absolute error MAE. Another measure is mean absolute user error MAUE which denotes the average of mean absolute error for all the members in a group. We evaluated MAUE and the measure is expressed as percentage namely accuracy associated with the recommendation made by our system. The accuracy gives the number of correct recommendations made by the system. The results obtained for the experiments are shown in Figures 7-11 . The graphs charting the accuracy variation associated with different aspects for different dataset clearly illustrate three important facts.
First, the accuracy increases with increase in the number of features included in the combination of feature sets. This means that maximum accuracy is obtained when features associated with all the aspects are taken into consideration. The increase in accuracy in this case can be attributed to the fact that when all aspects are taken together, the difference in interests and liking pattern associated with members in a community can be assessed from different perspectives. The method considers how a person responds to a post based on its sentimental, thematic, stylistic, emotional and psycholinguistic references within a post. This can easily trace a person who has particular affiliation with respect to these aspects. The cognitive trigger behind the proposed work can be illustrated with an example. Consider a person who likes posts of positive nature, who loves to read about happy events and has a special liking towards writing style followed by a particular author. We can trace his interest by clustering based on sentimental, emotional and stylistic aspects. The accuracy can be increased even more by incorporating information about his favorite topics and his affinity towards certain concepts. This in turn can be obtained by thematic and psycholinguistic clustering. The proposed approach thus gives a proper insight into the liking pattern of an individual.
The second inference from the above results is that the dataset with minimum members has better results in comparison with the other datasets. As the number of members increase, the possibility to uniquely track a personś liking style decreases. However, this decrease in accuracy is not a very drastic one as seen from our experimental results. The scalability of the proposed method is still acceptable as it gives considerable accuracy in a dataset with more than 7000 members.
The third observation from the results is that the sentimental clustering results in better grouping of individuals, while writing style based analysis performs less in comparison with others. This is mainly due to the fact that stylistic features being considered here are lexical and syntactical features. The accuracy of these features is mainly dependent on the number of words and letters available for computation. In an online social networking group, this is not always possible. At the same time the combination of all these aspects can provide a better learning of individual liking of members within a group. The consideration of stylistic details of posts becomes advantageous in situations where there are more lengthy posts that reflects a personś writing style more clearly. Thus, it is still an important feature for analyzing a personś interest with respect to posts that are published online.
The final level cluster obtained contains members who form a group of trusted individuals. Their liking styles are similar. We validate the confidence value of the individuals forming a group by checking their similarity in rating by calculating Pearson correlation coefficient as given by equation (8) . The members with small Pearson correlation coefficient show a short distance between them thereby illustrating similarity in their likings. To prove the correctness of the proposed approach, the Pearson coefficient of members within final clusters has been calculated. The values of coefficient are obtained for all clusters. For all the clusters created for the three dataset being considered here, the number of Pearson correlation coefficient values that fall within a threshold limit is expressed as the percentage of total number of coefficient obtained for all pairs of members with in a cluster. The threshold is computed by trying different values of minimum coefficient values for which the mean absolute error of prediction is the minimum. In this way different threshold values have been obtained for different clusters of the datasets. The average value of the person coefficient expressed as percentage is taken over all clusters computed for each of the three dataset. This is plotted as given in Figure 12 . The plot in Figure 19 shows that the members inferred as trusted neighbors, share similar likes as can be seen from the higher percentage of correlation coefficient that falls within threshold limit. The coefficient value within threshold limit implies that the distance between them is very less and hence can be interpreted to be of similar liking rate.
In general, the obtained results mark a potent contribution toward providing a clutter free group management in social networks. The feasibility and practical applicability of the VOLUME 6, 2018 FIGURE 13. The precision ad recall associated with group policy management.
proposed method can be illustrated from the experimental set up that comprised of more than 20,000 posts.
The results have been obtained from an environment where the post-like matrix is very sparse. The availability of ratings by individuals has been very less. The average sentence length for posts is very less. Apart from these hurdles, the proposed approach emerges with a considerable accuracy. The results illustrated in Figures 11-12 clearly depict the applicability of the proposed work in recommending posts to a member of a group. The method effectively solves the problem of unwanted clutter created out of a large number of notifications made to the members in a large group. Though the method has been performed in a challenging environment of a large number of members, the method was able to demonstrate considerable effectiveness in making recommendations.
B. GROUP POLICY MANAGEMENT
The validation of group policy management attempt by our proposed approach has been conducted as explained in section III.B. The accuracy of determining the less popular members has been expressed in terms of precision and recall. The true positive and True negative values of our concerned problems are explained in Table 3 for the scenario in which one member from Group B is chosen at Random and mixed with Group A. TP refers to True positive, TN refers to True negative, FP refers to false positive, and FN refers to False negative. The precision and recall for the approach has been calculated for both the data set Group A and Group B and the results are plotted in Figure 13 .
The result charted in Figure 13 shows that the proposed approach gives reasonable precision and recall. The approach takes care of False positives as it is not affordable to predict a group B member as group A when we are considering Group A data set. Where as a wrong prediction regarding the member of Group A as B can be considered as less critical as the only cost incurred is that the group administrator will monitor the member. In this regard, the obtained precision and recall indicates the plausible achievement as a step towards a means to control group activities.
V. RELATED WORKS
An empirical evaluation of the proposed method against existing methods is not possible due to the fact that, the approach has been proposed for Facebook groups. Most of the existing methods of social media content recommendations have been proposed for Twitter. Further these methods rely on profile details of concerned user to whome the prediction is to be made. This is infeasible in Facebook group dataset that consist of numerous users who do not wish to share their personal profile details publicly. To the best of our knowledge no work has been done on recommending posts within a Facebook group.Thus we consider the applicability of the prominent approaches followed in tweet recommendations and compare them against our method by illustrating its infeasibility in our experimental environment and also by explaining how well our method attains similar objective by the approach followed in this paper.
Recommending tweets is an the important social recommender system that has gained popularity in recent research. Thus we base our comparison on the benchmark methods in this area. In [8] Chen et al. proposed a method based on collaborative ranking to identify the tweets that might be of interest to a user. Here the authors make use of tweet features like latent factors of words to capture the topic information, social relations existing between the publisher and the user by means of assessing the affinity between the latent factors associated with them and finally many explicit features that include tweet content based features, relation based features and relevance based features. Though the approach followed here performs a filtering of tweets by rating based as well as content based features, the applicability of the approach in the Facebook groups becomes less feasible due to the fact that measures like re-tweet and relation factors cannot be assessed in a Facebook group setting. We cannot prioritize the posts based on the publishers as we do not have a follower followee relation existing within a group. But we have considered the interest similarity between users by considering their response patterns to different types of posts.
In [9] Hong et al. propose a social media content recommendation method based on the social connections and interests. The user decisions and contents are modeled using factorization machines. The approach models two important aspects of contents namely the action of the user and the terms used in a tweet. Two separate factorization machines have been designed to tackle the problem. The modeling is based on features about the content as well as features of the users. The approach makes use of categorical features, content based features, and user relationship features.
The applicability of these features in our frame of reference is not promising as it demands the knowledge about the friends of the users, tweets posted by them. Thus it assumes a dependence of preference to the people the users are connected with, making it inapplicable in our case where the information about the users and their social relations are unavailable. Our approach attains the highlight of this approach which claims modeling user decision and interest, by incorporating different aspects of tweets and considering the response of users to different tweets. Our method predicts possible post that are likely to be of interest to a user based on his response history.
In [10] Gopalan et al. discuss about a collaborative topic Poisson factorization that enables building a model of reader and article behavior. The method is based on drawing topics of the documents and estimating the intensities of topic manifestations. But since the experiments have been done on long articles, the method is not feasible in our scenario of Facebook group posts. But we bag the worth of the method as we model the topic of the user posts along with other aspects, thus making the method more advantageous.
In [11] Makki et al. discuss a method of recommending tweets to users on the basis of the interest profile of a tweet user. The recommender captures a retrieval query based on the description or title of interest profile provided with the user profile. The query is vectorized by giving higher weights to named entities. The method assumes the availability of user information and gains knowledge about the possible topics of interest. This is not particularly suitable to our case of Facebook group members whose personal profile details are not available to us. Apart from that we consider a group which involves people talking about similar topics, though there can be cases of general groups with multiple topics. But considering the keywords of interested topics alone cannot suffice prediction of interesting posts. The approach mentioned in [11] focuses on entity identification. We go one step forward by identifying the response of the user to the sentiment based on entity so as to focus on the member's attitude towards the entity.
In [12] Karidi et al. discuss about recommendation system that identifies tweets to a user based on the concept that are interesting to a particular user. A concept graph is constructed, based on which the recommendation is made by employing graph theory algorithms. Here the concept graph is built on the recent tweets by the members and common genres associated with the tweet are identified as the topics of interest to the user. The applicability of the method in our scenario proves to be less efficient in our scenario, mainly due to the fact that, within a group the topics are primarily repeated and different users will have similar interests. Further the response of the user to the post is very important in our scenario, which should be considered for providing an accurate suggestion. Our method overcomes the problem of topic of interest similarity between different users within a group by also considering various another aspects associated with a post, thus finally formulating groups of individuals within a group sharing similar interests.
VI. CONCLUSION AND FUTURE WORKS
The paper discusses a novel solution for the least addressed problem of clutter created out of group messages in online social networking sites. The method follows a different approach by considering linguistic features of data that are readily available from a social networking group. It does not depend on any of the pre-existing social relations between users unlike customary methods. The method shows a considerable degree of accuracy in predicting the response of a member to a post. The methodology proves to be an efficient means for managing group policies by providing a trusty environment. It offers a means to provide notification to group admin regarding activities of members within a community whose posting patterns do not suit the group principle.
Though the method attains considerable accuracy in real data, the method demands improvement in some areas. The method has been proposed for English language based groups. The recommendations in communities that follow multi-lingual conversations have not been addressed. The identification of sentiment associated with the keywords has been performed in a naive manner. A proper stance identification algorithm needs to be implemented to enhance the accuracy in assessing the sentiments associated with the keywords. By focusing on the above mentioned points, the scope of the work can be improved. He has authored and edited few books published by reputed international publishers and published papers in academic journals and international and national proceedings. His research interests include network security, security informatics, and distributed computing. He is a member of the IEEE Communications Society, the IEEE SMCS, and the ACM. He has served as the Guest Editor for special issues in few international journals and program committee member for many international conferences and workshops.
