ABSTRACT Timed event graphs are a subclass of Petri nets that are commonly applied for modeling and controlling manufacturing systems. In this paper, we investigate the problem of improving the performance of machines (servers) in timed event graphs in order to maximize the firing rate of a system. We show that the logic constraints on the cost of machines and the operation time of machines (firing delay of transitions) can be transformed into linear algebraic constraints. Furthermore, we formulate a mixed integer linear programming problem to maximize the firing rate of the net under a given budget for improving the performance of servers (decreasing the firing delay of transitions) that can provide an optimal solution. Finally, application to an assembly line is presented to show the effectiveness of the developed methodology.
I. INTRODUCTION
Performance evaluation or performance optimization of flexible manufacturing systems is a hot topic that has received much attention since the early 90's [1] - [5] . The interest for the performance optimization of discrete event systems (DESs) usually originates from manufacturing engineers and industrial companies [49] - [53] .
In this paper, our study focuses on a subclass of timed Petri nets (PNs) named timed event graphs (TEGs) that have been widely applied for modeling and analyzing flexible manufacturing systems, such as jobshop systems and assembly lines [6] - [10] . The main structural characteristic of TEGs is that the number of upstream transition and that of downstream transition of each place are equal to one. Furthermore, the firing delays of transitions which model the operational time of operations are deterministic.
TEGs have been widely applied to the analysis [16] - [20] , supervisory control [22] - [25] , and performance optimization [21] , [31] of DESs including manufacturing systems.
The performance (also called firing rate or throughput) of TEGs is commonly analyzed in terms of the cycle time of the system. Campos et al. [28] discussed the structural properties and throughput bound characterization for TEGs. Millo and Simone investigated the periodic properties of cyclic TEGs and proved that the dynamic behavior of live and cyclic TEGs are repetitive [16] . As a consequence, the cycle time of a TEG can be evaluated by studying the periodical states. It has been shown that the behavior and firing rate of TEGs can be analyzed by (min,+) algebra [32] .
To find a trade-off between minimizing the cost of the resources and maximizing the system's throughput, performance optimization problem of manufacturing systems in TEGs has been an active research topic in the last decades. The computational complexity of optimization problems for TEGs has been studied by several studies [33] - [38] . Laftit et al. [40] discussed the marking optimization for TEGs and developed a heuristic method to obtain a suboptimal solution. The problem considered in [40] aims to achieve an optimal marking to minimize an invariant linear criterion, while the cycle time of the system cannot exceed a given upper bound. Proth et al. [26] presented a branch and bound solution to compute the minimal number of automated guided vehicles in order to reach a given throughput of a flexible manufacturing system. The firing rate optimization of TMGs (also called cycle time optimization) was investigated and Giua et al. [31] developed three approaches to maximize the firing rate of the system assuming that the cost of the machines/resources cannot exceed a given upper bound. The first approach is a computational efficient method based on a greedy strategy and it can provide a near optimal solution. The other two procedures are based on mixed integer linear programming techniques that can give optimal solutions. Gaubert [39] dealt with the optimization problem for TEGs by using rational symbolic computation in the diod algebra.
However, most of the existing studies aim to find an optimal initial marking to maximize the firing rate of the system under a given constraint on the budget [5] , [30] , [31] or minimize the cost of resources under a given constraint on the firing rate [27] . From the perspective of practical application, the time of an operation (which is modeled by the firing delay of a transition) could be different if it is operated by different types of machines (servers). Therefore, the firing rate of a manufacturing system can be optimized if the types of machine are properly selected.
In this work, we deal with the firing rate optimization of TEGs by assuming that the initial marking is known, which is different with previous works, i.e., the number of resources (machines, pallets, etc) is given for a TEG. Among different types of servers for each operation, we aim to choose an optimal allocation of the servers to maximize the firing rate of the net system. As far as we know, this problem has never been discussed before. Giving the net structure, the initial marking, an initial budget, and the costs of different types of servers and their corresponding firing delays, we first transform the logic constraints on the cost of different types of servers and their corresponding firing delays into linear constraints. Then, we propose an optimal approach based on mixed integer linear programming (MILP) techniques to maximize the firing rate of the system under a given budget. This paper is structured in six sections. The basic concepts of PNs and TEGs are introduced in Section II. In Section III, we give the problem formulation. In Section IV, we present the transformation of the logical conditions on the cost of different types of servers and their corresponding firing delays into linear constraints. Section V provides an MILP problem to maximize the firing rate of TEGs under a given budget. A practical example is also discussed to show the effectiveness of the proposed methodology. Finally, we present conclusion and future work in Section VI.
II. BACKGROUND
In this section, we will recall the structure, firing rules, and basic properties of PNs and TEGs used in the paper. For more details, we refer to [11] - [15] .
A. GENERALITIES
A Petri net is a structure N = (P, T , Pre, Post), where P is a set of n places; T is a set of m transitions; Pre : P × T → N and Post : P × T → N are the pre-and post-incidence functions that specify the arcs, where N denotes the set of non-negative integers; C = Post − Pre ∈ Z n×m is the incidence matrix, where Z = {0, ±1, ±2, . . .} denotes the set of integers.
A marking is a vector M : P → N that assigns to each place of a PN a non-negative integer of tokens. The marking of place p is denoted by M (p). A Petri net system N , M 0 is a net N with an initial marking M 0 .
A transition t is enabled at M if M ≥ Pre(·, t) and may fire yielding a new marking M with
An event graph is a PN such that each place has exactly one upstream and one downstream transition, while all the weights of its arcs are unitary. A PN is said to be cyclic (or strongly connected) if there exists a directed path from any node in P ∪ T to every other node. An elementary circuit γ of a PN is defined as a directed path that starts from one node and ends with the same node without repeating the same node twice. In this paper, we will consider cyclic TEGs.
B. FIRING RATE OF TEGS
To model the duration of the activities in real systems, timed PNs have been introduced and studied in the literature [29] , [30] . When introducing time information to PNs, two main structures exist: transition time PN and place time PN (see Fig. 1 ). In another word, the timing structure can be related to either transitions or places. In the rest of this paper, transition time PNs will be considered. A deterministic PN is a pair (N , δ), where N = (P, T , Pre, Post) is a standard PN, and δ : T → N, called firing delay. The enabling degree of transition t enabled at a marking M is the largest integer number k such that
In the rest of the paper, we assume that the considered TEGs follow the infinite server semantics. More details can be found in [29] . From the perspective of practical application, we can interpret the server semantics as the number of times that an operation can be operated simultaneously. Each enabled transition can fire as many times as its enabling degree under infinite server semantics.
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The cycle time χ(M) of a TEG system N , M is defined as the average time to fire each transition under the condition that each enabled transition is fired as soon as possible. Let γ be a circuit of a TEG and be the set of its elementary circuits. We define χ γ (M) as the cycle time of circuit γ and χ (M) = max γ ∈ χ γ (M) as the critical time. A circuit γ is said to be critical, denoted by γ , if χ γ (M) = χ (M) holds. For a cyclic TMG system N , M , its cycle time depends on the critical circuits, i.e.,
The firing rate of each transition of a TEG in periodical mode is defined as
In another word, the firing rate is equivalent to the inverse of the cycle time.
It is well known that for an elementary circuit γ of a cyclic TEG system N , M , its cycle time can be analytically solved as follows:
where µ γ represents the release delay of the circuit γ and σ γ represents the total number of tokens in γ . Simulation can also be used to evaluate the cycle time of TEGs [27] .
III. PROBLEM FORMULATION
For manufacturing systems modeled by TEGs, if engineers want to increase the throughput of the system (i.e., the firing rate of the system), we can either increase the number of tokens of the critical circuits or reduce the firing delay of transitions of the critical circuits by improving the performance of the machines (servers). For each transition t i , its firing delay θ i depends on the cost of server f i . We define the set of possible firing delays of transition t i as
and the corresponding cost of servers
where k i represents the number of possible firing delays. We denote the number of servers of machines by
In this work, we deal with the firing rate optimization of TEGs by assuming that the initial marking is known, i.e., the number of resources (machines, pallets, etc) is given for a TEG. Among different types of servers for each operation, we aim to choose an optimal allocation of the servers to maximize the firing rate of the net system. In other words, giving the net structure N , the initial marking M 0 , the number of servers of machines S, an initial budget B, and the cost of different types of severs for each transition i and their corresponding firing delays i , we look for the firing delays of transitions θ = (θ 1 , θ 2 , . . . , θ m ) T and the cost of servers f = (f 1 , f 2 , . . . , f m ) T that provide the optimal solution of the following problem: max s.t.
where
• is the firing rate of the TEG,
• B is a given positive real number that represents the upper bound on the budget,
• f i,j ∈ i is a given positive real number,
• θ i,j ∈ i is a given non-negative integer number,
• and k i is a given positive integer number that represents the number of possible firing delays or the number of different cost of servers of transition t i , i.e.,
denotes the logical OR operator. The constraint (7b) imposes that the cost of server of transition t i should be equal to one of the components of the set i , while constraint (7c) imposes that the firing delay of transition t i should be equal to one of the components of the set i .
IV. TRANSFORMATION OF LOGICAL CONSTRAINTS INTO LINEAR CONSTRAINTS
As one can observe from Eq. (7), constraints (7b) and (7c) can be interpreted as follows:
. . .
The logical constraint imposes that the firing delay of t i is decided by the cost of the server of t i . In order to solve the optimization problem (7), we should transform these logical constraints into linear algebraic constraints.
In the following, we first recall some important rules from [41] and [42] to transform the inequality constraints and equality constraints into linear algebraic constraints.
Inequality Constraints: Let us consider the following inequality constraints
where a i ∈ R n . We can transform the above inequality constraints into linear algebraic constraints as follows:
where H ∈ R n is any constant vector such that:
Equality Constraints: Let us consider the following equality constraints:
where a i , b i ∈ R n . We can transform the above equality constraints into linear algebraic constraints as follows:
Combining the above results, we show how to transform the logical constraints (8) into linear algebraic constraints in the following proposition.
Proposition 1: The logic constraints in (8) can be transformed into algebraic constraints as:
where H i ∈ R k i and
Proof:
Suppose that f i = f i,1 and ad absurdum z i,1 = 1. Constraint (13i) indicates that one and only one z is equal to zero. Assuming that z i,j = 0, we have the following equation:
which contradicts the fact that f i = f i,1 . Thus, we have z i,1 = 0. Therefore, constraints (13c) and (13d) can be simplified as:
According to constraint (13i), we have z i,j = 1 (j = 1). As a consequence, for any other constraints with z i,j = 1, we have
that are trivially verified, i.e., these constraints are redundant. This verifies the condition that
Analogously, we can prove that Eq. (13) Example 1: Let us consider the TEG model depicted in Fig. 2 which consists of four places and two transitions. Tokens in p 3 and p 4 represent the number of servers of transitions t 1 and t 2 , respectively. The cost of the servers of t 1 and t 2 and the corresponding firing delays are shown in Table 1 , i.e., 1 = {4, 10, 15}, 2 = {5, 9}, 1 = {15, 4, 2}, and 2 = {20, 18}. According to Proposition 1, the logic constraints can be transformed into the following algebraic constraints:
V. FIRING RATE OPTIMIZATION: AN MILP APPROACH
In this section, we propose a solution to the firing rate optimization problem (7) based on the transformation of logical constraints into linear constraints. Then, the complexity of the proposed methods is discussed in detail. Finally, the firing rate optimization problem of a jobshop system is further presented to show the effectiveness of the developed approach.
A. SOLUTION
In the work of Campos et al. [28] , it has been proved that given the initial marking M 0 and the firing delay θ of a TEG net, the cycle time can be computed as follows:
and the dual problem of (15) is
where the decision variables are the cycle time χ(M 0 ) ∈ R + of the TEG system N , M 0 and υ ∈ R m has no physical meaning.
In the following, we show how the firing rate optimization problem of a TEG can be solved by using MILP.
Proposition 2: Let (χ(M 0 ), f , θ , υ) be the optimal solution of the MILP
where χ(M 0 ) ∈ R ≥0 is the cycle time, f ∈ R m ≥0 is a vector that represents the cost of servers, θ ∈ N m is the firing delay vector, and υ ∈ R m .
Then, (f , θ ) is an optimal solution of problem (7) and
is the maximal firing rate of the system. Proof: Since the cycle time of the system is equivalent to the inverse of the firing rate, the objective function of (17) is equivalent to that of (7). Constraint (17a) can give an optimal solution if M 0 , Pre, and C are known. Constraint (17b) imposes that the cost of servers cannot exceed a given upper bound. From Proposition 1, it follows that constraint (17c) implements constraints (7b), (7c), and (7d). Thus, (Co, θ ) is an optimal solution of the firing rate optimization problem (7), and = 1/χ (M 0 ) is the optimal firing rate.
B. COMPLEXITY DISCUSSION
In this subsection, the computational complexity of our developed approach is discussed. Due to the fact that an integer linear programming problem belongs to NP-hard class, the computational burden to solve this problem is usually characterized by the number of variables and constraints. For the MILP in (17) , the number of variables is
and the number of constraints is
where m is the number of transitions and k i = | i | is the number of different costs of servers of transition t i .
C. A NUMERICAL EXAMPLE
In this subsection, we study a jobshop system taken from [44] to illustrate the effectiveness and efficiency of the developed approach. It combines cyclic assembly process, buffers, work in process, and operations and is composed of four machines M 1 , M 2 , M 3 , and M 4 . Three different products are produced: PR 1 , PR 2 , and PR 3 . The production ratios are 1/4, 1/4, and 1/2 for PR 1 , PR 2 , and PR 3 , respectively. The production processes of these products and the corresponding cycles are: The fixed sequencing of the product types on the machines and the corresponding cycles are: The TEG model of the jobshop system is depicted in Fig. 3 Table 2 shows the different types of servers of machines M 1 , M 2 , M 3 , and M 4 that can be allocated, the cost of the servers, and the corresponding firing delays. Assuming that the budget for allocating the servers is B = 300, we can formulate the firing rate optimization problem (7) of the jobshop system as follows: (18) According to Proposition 2, we can transform Eq. (18) into an MILP problem which can be solved by using Lingo [30] within a negligible time. The obtained optimal solutions are shown as follows: 
VI. CONCLUSION
This work deals with the problem of improving the performance of servers in a TEG to maximize the firing rate of the net. To the best of our knowledge, this problem has never been discussed before. We show that the logic constraints on the cost of transitions and the corresponding firing delays can be transformed into a set of linear algebraic constraints. Furthermore, we propose an MILP to maximize the firing rate of the system under a given budget for improving the performance of servers (decreasing the firing delay of transitions), which can provide an optimal solution.
Our future research is to extend the firing rate optimization to a more general model called timed weighted event graphs, where the weights associated to the arcs are positive integers. Another possibility is to consider the performance analysis of the system with faults [45] - [48] .
