We consider any hyperfunctions with the compact support as initial values of the solutions of the heat equation. The main aim of this paper is to unify the theory of distributions and hyperfunctions as well as simplify proofs of some important results via heat kernel.
Introduction
In the previous paper [9] , we have discussed the theory of the hyperfunctions by a calculus approach motivated by the analysis developed in [3, Chapter 9] . We have shown in [9] the idea of our approach. Namely, we have proposed to take hyperfunctions with the compact support as initial values of the solutions of the heat equation. The main aim of this paper is to reformulate the foundation of hyperfunction theory by a limiting process via heat kernel in the theory of Schwartz distributions. For this purpose, two fundamental tools will be used. One is the estimate for the heat kernel in (1.14) which is obtained as a special case of the result given in [1, Chapter 4] . The other is a series of structure theorems on ultradistributions given in [5, 6 and 7] . As was mentioned in [9] , the advantage of our method is that it can unify the theory of distributions and hyperfunctions as well as simplify proofs of some important results.
In § 1, we briefly recall the definitions of distributions and hyperfunctions with the compact support. Especially, the space of hyperfunctions (analytic functionals) A [K] with the compact support in K c R" (n > 1) is considered as the dual of the space A[K] of functions which are real analytic near K. We will prepare a useful estimate for the heat kernel in Proposition 1.1. In §2, we will prove that we can take u G Á [K] as an initial value of a unique solution U of the heat equation (d/dt-A)U(x,t) = 0 in Rn++X = R" x R+ , U(-,0) = u.
We shall see in Theorem 2.1 that Schwartz distributions and ultradistributions are also characterized by the asymptotic behavior of U(-, t) as t -» 0 at the same time. At the end of §2, we shall apply this characterization to give a simple proof for a local existence theorem to the equation P(D)u = f inQ in the hyperfunction space B(Q), where Q is any bounded open set in Rn and P(D) is a partial differential operator with constant coefficients. In §3, we shall show in Theorem 3.1 that the local regularity property of an element u G A'[K] is also described by the asymptotic behavior of U( ,t) as i^O. In §4, we formulate a completeness result on hyperfunctions in Theorem 4.1 which will play a dominant role in the microlocal calculus developed in the last section. This theorem corresponds to Theorem 9.1.7 in [3] . As suggested by the results given in §3, we shall give, in §5, the definition of wave front set which is related to the asymptotic behavior of U(,t) as t -> 0. We hope to clarify the Bros-Iagolnitzer definition of wave front set on the basis of our results obtained so far.
Further investigation of generalized functions will be made in a forthcoming paper.
The author expresses his profound gratitude to M. Miyake and Y. Morimoto for valuable discussions during the preparation of this paper.
Spaces of distributions and hyperfunctions
Let fl be an open subset of R" whose points are denoted by x = (xx, ... , xn). We use general notations such as \a\ = ax + ■ ■ ■ + an for a multi-index a = (ax,...,an) and Da = D^' ■ ■ ■ Dan" ,Dj = -id /dxj ,j = l,...,n,etc. Definition 1.1. Let cp e C°°(Í2). Then we say that <j> is in ^{s}(Q) for s > 1 if for any compact subset K of £2 there are positive constants C0 and C, such that (1.1) sup \Datp(x)\ <C0C\alaf. xex We say also that tj> is in If (£2) for 5 > 1 if for any compact subset K of £2 and for any positive number h there is a constant C such that (1.2) sup|Z)Q(73(x)|<C/z|Q|a!i. x€K We denote by ^^(£2) and 3fis)(Q) the subspaces of g*{i}(£2) and gr(i)(£2) respectively which consist of functions with compact support in £2.
It is well known that the function ..
Í expf-x1^], x>0 f(x) = \ ^n(i>1) (0, x < 0 is in g{s}(R) but not in á?(í)(A). Thus we have the inclusion (1.3) r(,)(í2)$ríí}(n)$r(0(í2), i<s<í<co, (1.4) 3>{'\Çl)%3l{s)(Q)%3i{t}(Çï), l<s<t<oo.
The topology of such spaces is defined as follows: (i) We say a sequence {fj(x)} C F{i}(£2) converges to zero in f {j}(fí),j > 1, if for any compact set K of £2 there is a constant C such that (1.5) sup r\°\ i' ~>° as^^°°-*e* C1 'a! a (ii) We say a sequence {/(x)} c f(î)(£2) converges to zero in ^(í)(£2),s > 1, if for any compact set K of £2 and for any h > 0 we have \Daf(x)\ (1.6) sup j->0 as./-*oo.
*etf /z1 'a! a (iii) We say a sequence {/(x)} c .ä^(£2) (or ^(i)(£2)) converges to zero in 3>{s)(Çl) (or in ^(i)(£2)) ,s > 1, if there is a compact set K of £2 such that supp fj cK,j=l,2,..., and /, -0 in i*w(£2) (or in f (i)(£2)). As usual, we denote by 3f{s}\0) (by ^(,)'(fl),r{,, '(Q) and r(i)'(£2)) the strong dual space of ^{i}(£2) (of Sr(i)(£2),r{i}(£2) and r(i)(£2) respectively) and call its elements ultradistributions on £2.
We have the inclusion
where 3'(Q) and cf'(il) are the spaces of Schwartz distributions. It is well known that f'*' (£2) consists of ultradistributions with compact support in £2 for 5 > 1 like the space If'(£2). For further details we refer the reader to [5, 6 and 7] . Let K c R" be a compact set. We denote by ^ and W^' ,1 < s < co, the set of Schwartz and ultradistributions with supports in K respectively.
Next we shall define the spaces of analytic functionals along the lines of [3 and 9] . Let AT be a compact subset of R" . We have changed the notation in [3 and 9] slightly and use A [K] in place of A(K). We denote by A the space of entire functions in C" in the following. Theorem 1.1 (cf. [5 and 9] g''(R")c^{sy(R")C^(sy(R")cA', 1<5<oo.
We denote by E(x, t) the «-dimensional heat kernel: (ii) There are positive constants C and a such that
where a can be taken as close as desired to 1 and 0 < a < 1.
Proof, (i) We omit the well-known calculus to prove (1.13).
(ii) We shall prove (1.14) in the case zz = 1 for simplicity. The derivatives of E(x, t) can be evaluated by means of the Cauchy formula 2ni JrR (z-xf+x where FR is a circle of radius R in C with center at the point x. From (1.15) we find (1.16) \dkrE(x,t)\< J_[ , expK-x2 + R2)/At], R>0,
VAntRk
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where x = x -Z?, 0 or x + R. Let us select the radius R so that the ratio e\p[R2/At]/Rk would attain its minimum. This is realized for R = V2kt, so that (1.16) reduces to \9kE(x,t)\ < 4=(e/2)kßr{x+k)/2k\k-{k/2)exp[-x2/At].
y/Alt The last factor may be estimated as follows. Let us replace x by x + 6R, where
where the constant a may be chosen so that it is as close as desired to 1 and 0 < a < 1. Furthermore R2 = 2kt hence we have
VAit from which we obtain (1.14) in case n = 1. where Ks = {x G R" ;dis(x,ÄT) < ô} . We may consider x = I hi a neighborhood of Kg . By integration by making use of (1.17), we have for \y\ < ô sup \Da(j>(x -y)-Da<p(x)\ < C|v|AH+1 (|q| + 1)!. On the other hand we have for x e K Dax(<t>M) -M*)) = Í E(y> t)D°Mx -y)-4>(x)) dy J\y\<S + Daf E(x-y,t)x(y)<p(y)dy J\x-y\>6 DaJ(x) [ E(x-y,t)dy
J\x-y\>ô '\x-y\> = /.,a + /2,a + /3,a'
For any e > 0, taking ô so small that C'ô"+X < e , we have \IXa\/(Hh)M\a\\<e.
Next by using (1.14), we have the estimation of the form
if we take H so large that C/ZZA < cô2/2. By taking H larger if necessary, we have We can treat Jx a the same way as in Ix a . By using (1.18) and by the fact that / E(y,t)dy-^0 ast^0+,
J\y\>S
we see \p -> tp in 7&^s'(Rn).
Similar arguments can be applied in case ip g3> (Rn). Q.E.D.
Characterization of hyperfunctions and distributions
Let u G A' [K] . Then the function (2.1) U(x,t) = uy(E(x-y,t)), xGR",t>0, is well defined since E(x --,t) G A for every (x,t) G Z?"+ = {(x,t);x e Rn,t>0}. 
for every e > 0 we have
U(x, t) -> u as t -► 0+ in the following sense:
where £2 is an arbitrary bounded neighborhood of K. Conversely, every C°°-function defined in Z?"+ satisfying conditions (2.2) and (2.3) can be expressed in the form (2.1) with unique element u G A' [K] .
(ii) In case u G < §¿ ' (< §¿ ) with s > 1, condition (2.3) of the above assertion is replaced by the following:
For every e, ô > 0 (there is a positive constant Ce s such that) we have
where Kg = {x ; dis(x, K) <ô}.
(iii) Zzj case UG>W^, condition (2.3) is replaced by the following: There exists a nonnegative integer N = N(u) such that
In each case of (ii) and (iii) condition (2.4) is replaced by corresponding one:
Proof, (i) The proof of this part was given in [9] . We shall reproduce it for completeness. Let u e A'[K]. Then we find obviously that the function U{x, t) defined by (2.1) belongs to C00(R"++X) and satisfies the heat equation (2.2). We take z = y + in ,y, n G R" , and observe that
Then by applying ( We define an ultradistribution v e 3¡{ ' (Rn+ ) as follows:
That is, we define v formally v(x,t)= E(x-y,tr)f(y,t)dydx.
Since we have
also in the ultradistribution sense, we have
We will show that Ü -v. First we have Ù -v e 3f{1}'(Rn+X) and
Using relation (2.12) and the well-known fact that E(x,t) e ê,{x/)(Rn+X\0), or by the Gevrey hypoellipticity for the heat equation proved in [11] , we have (2.14) Ü -vG%{2)(Rn+X),Ü-v = 0, t<0.
Furthermore by applying (2.9) and Proposition 1.1 to (2.12) we have the estimation of type (2.3) for v(x,t). Thus we can easily show that U -v is bounded in the whole space Rn+ . By the well-known uniqueness theorem for the solutions of the Cauchy problem to the heat equation we have U -v = 0. It remains to prove that there exists an element v0 e A'[K] such that
For every t > 0, we have oo .
v(x,t) = J2j AkE(x-y,t)fk(y)dy. The proof of parts (ii) and (iii) can be obtained similarly. We shall only prove the estimation (2.3)s for a given element u e cW^ ,s > 1. We assume that for any A > 0 and 6 > 0, there is a constant C = C(u,h,ô) satisfying
Let U(x,t) = uy(E(x-y,t)),(x,t)GR"++x . Then by using Proposition 1. V(x,t) = tpU-E*f(x,t), t>0,
we have for any e > 0 V(x,t) = 0(e£/') ast^0+.
Thus we have the desired property that Ux = y/U -V and U2 = (1 -y/)U + V for t > 0. Q.E.D.
We will define the general hyperfunctions following [3] . = 0 and the restriction of u to to is uniquely determined. Now we state a localization theorem given in [3] . We shall base its proof on ) and for all i,j we have ui = u. in £2( n £2 (that is, the restrictions are equal) then there is a unique u e Z?(£2) such that the restriction of u to £2 is equal to « for every j.
As pointed out at the end of [3, §9.2], it follows from this theorem that we have injections 3¡'(Cl) -> 73{s) (£2) -» B(£l) (1 < 5 < oo). Let us also note that the elements with compact support in Z?(£2) can be identified with the elements in A' having support in £2. In fact, let u G A' [Q] and assume that the class u has compact support K c £2. Then supp u c K u 9£2 so Theorem 2.2 gives a decomposition
which is unique since K and d£2 are disjoint. This means that it = ux for a unique ux e As is easily seen, we may suppose that £2 = {x ; x e £2, dis(x, <9£2) > 1 /j) , j = 1,2,.... Let W.(x, t) be the defining function of w . ;
where the integration is taken in the distribution sense. We shall show that there are defining functions V(x,t),j = 1,2, ... , with the following properties:
for any e > 0, where the number N will be determined later. Then we see by using Proposition For any f e Z?(£2) we can find a solution u e Z?(£2) to the equation (2.27).
Proof. Let / e A'[Q] and let F(x ,t) be the defining function of / given by F(x,t) = f(E(x--,t)), (x,t)GR"++X.
We know that there always exists a fundamental solution G G 2)'(Rn) of P (D) such that P(D)G = Ô in Rn (cf. [2] ). Let /(x) e C™(Rn) such that *(x) = 1 in a neighborhood of £2. We consider a defining function U(x,t) = (XG) * F(x,t), (x,t)GR"++X.
We can easily verify that U satisfies conditions (2.2) and (2. The essential part which we have to treat is the following:
Thus we see (Ant)" ü is nothing but the generalized Fourier transformation of Bros-Iagolnitzer with parameter k = l/2t. Now we will first prove the part (i). Let u e A'(Rn) and let u be real analytic in a neighborhood of x0 e Z?" , say in to¿ = {x ; |x -x0| < 3} for some 3 > 0. Then by Theorem 2.3 we can divide u so that u = ux + u2, supp ux Ctög, supp u2 C ZcOg .
Obviously «, e >W'(Rn) and ux is analytic in tos . We divide U(x,t) as follows:
U(x,t) = Ux(x,t) + U2(x,t), Uj(x,t) = ujy(E(x-y,t)), >=1,2. We shall apply the estimation (1.11)'. Let £2£ be a complex neighborhood of supp «2 such that OEe = {y + in;dis(y, suppw2) <e,|z7| <e}, e > 0.
We have by (1. We put 7,' = 7,/2t in (3.1)' and rewrite ¿f as 7, to get We shall justify this for u G A'(Rn) in the oscillatory sense and by applying (3.6) to the right-hand side of (3.7) we shall obtain the analyticity of u near x0. We set It follows that the first term in the right-hand side is analytic for x ^ y. In particular, in the region |x -x0| < s, \y -x0| > e , we conclude that the function
JJ \ß-x0\<2e líl>l is analytic. On the other hand the phase has a strictly positive imaginary part when |x -x0| < s and \y -x0| < 2e so / is analytic in that region also and hence in {(x,y) e Z?2";|x -x0| < e}. Thus for u e A'(Rn), we have for |x -x0| < e: where we(x) is analytic. Choosing e < 3 we conclude that u is analytic for |x -x0| < e by virtue of (3.6). This completes the proof of part (i) of Theorem 3.1.
Proof of (ii). Let u G A'(R") and assume that u is in cf^5' (s > 1) in a neighborhood of x0 e Z?" . Then we can divide u so that u = ux+u2, where ux G3^(tos) and supp«2 c Ztoô ,coâ = {x;|x -x0| < 3},3 > 0,0 < 3X < 3. As in the proof of (i), we have to estimate the following: As for u2, we can also use (1.11)' as in the proof of (i) to get the estimation of the form where V(x0,7,0) is a sufficiently small neighborhood of (x0, ¿;0). Next we assume (3.2) for u e A'(R") and we shall show that u is in lfw near x0 . Condition (3.2) implies that there are positive constants C,c and 3 such that where we(x) is analytic. Choosing e < 3 we conclude that u is in 8?^ for |x -x0| < e by using (3.15). This completes the proof of part (ii) of Theorem 3.1.
Proof of (Hi). Let u e A'(R") and assume that u is in a neighborhood of x0 e R" . Then we divide u so that u = ux + u2, where ux G 3¡(tos) and supp «2 c iojg,, tOg = {x ; |x -x0| < 3}, 0 < 3' < 3. As we have seen in the proof of parts (i) and (ii) we have only to estimate Thus we get the estimation of the form (3.3). Conversely we assume (3.3) for u e A'(R") and we shall show that u is in W near x0 . Condition (3.3) implies that there are positive constants CN and 8 such that License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
As in the proof of part (i) we have equation (3.6) from which we find that u is a C°°-function for |x -x0| < e with e < 8 by using (3.18 ). This completes the proof of (iii) and the proof of Theorem 3.1.
Completeness theorem
In order to discuss the wave front set of a hyperfunction it is necessary to consider analytic functionals carried by a compact set in Cn . ,K e C", we can also consider the defining function U(x,t) = u(E(x--,t)), (x,t)GR"++X.
We can see U(-,t) -» u as t -* 0+ in the following sense:
where £2 c R" is a suitably chosen neighborhood of Re K = {x G R" ; x e Re z for some z e K}. This is verified by virtue of (4.4) given in the following theorem. Proof. We shall reproduce the proof given in [3] . It is clear that t/^(-, t) e A for t > 0. By the definition of K, ., if zQ = x0 + iy0 e K.. it follows that K.. contains the chains r(z0,s):x-*x + iyQ{l -\x -x0\/2\y0\), \x -x0\ < 2\y0\, when 0 < s < 1, and they have the same boundary. Since the form E(z -C, t)(fi(Ç) d7,x A • ■ • A d(,n is closed in K,e) we obtain by Stokes' formula U*(z,t)= f E(z-x,t)<p(x)dx
We take z = zQ and observe that
Re-(z0-x,z0-x) =-|x0-x| + \ya\ <-3|x0-x|/4
if |x -xJ > 2\y |,
Re -(z0 -C, z0 -Ç) = -|x0 -x|2 + |x -x0|2/4 = -3|x -x0|2/4 oi ifC€r(z0,l),ReC = x.
Since \<fi(7) -<fi(z0)\ < C\x -x0| we conclude that
Ja
On the other hand 1 -/ E(z0 -x,t)dx = / E(z0-x,t)dx Ja JR"\a is exponentially decreasing as t -* 0 since Re(zQ -x) has a positive lower bound when z0 e K,£) and x e Rn\Q. This implies (4.4). Estimate (4.5) is obvious by expression (4.5). Q.E.D.
We shall use the following notation similarly as before:
We prepare the following theorem corresponding to Theorem 2.3. The function v(x) is obtained by multiplying u(x) with a function in l?(2)(Z?) which is equal to 1 in (-oo,e/2] and equal to 0 in [e.co). By the definition of P (7) in (4.10) we can see that it is an entire function of order 1/2 such that (4.17) P{Z) = J£akÇk, \ak\<CxLk/k\2, 0<Lx<L.
Zc=0
For the details of the proof we refer to [5 and 7] .
Proof of Theorem 4.2. It is sufficient to prove the statement when r = 2. Let U(x, t) be the defining function of u given by (4.18) U(x,t) = u(E(x--,t)), (x,t)GRn++x. Taking L = e in Lemma 4.1, we set
Then we have g(x, t),h(x, t) G L°°(Rn++x) and
We can see that there are limits:
h0(x) = lim A(x, t) g L°°(R") n C°°(Rn). Now let £2 be an arbitrary bounded neighborhood of ReZc,£) with smooth boundary. Then we have
Ja Ja = / U(x,t)(fi(x)dx+ / h(x,t)(f>(x)dx, 4>gA, t>0. Ja Ja
We know that the first term in the last expression tends to u(4>) as t -* 0+ by (4.2). We split £2 into a sum £2 = £2, + £22 » where £2, D (A^)(£) and Í22 D (RcK2)(£)\(Re^i)(£) with piecewise smooth boundaries. By applying partial integration in (4.22) we have (4.23) f U(x, t)tfi(x) dx= f g(x, t)P(A)tfi(x) dx Ja Ja + f Q(g(x,t),(fi(x))dS-f h(x,t)tfi(x)dx, tfiGA, Jda Ja where we set
Zc=l 7=0
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We will put (4.24)
Ja, Jaonaiij -/ A0(x)<D(x)¿x, 7 = 1,2. Ja, Obviously we have u = ux + u2 and we shall prove the estimates of the form (4.19). Now recall that we have Lx < L = e2 in Lemma 4.2 so that we have \ak\<CxLkkr2. fc = 0,l,... Proof. If (iii) is fulfilled with u replaced by v also, then u-v g A'[Vq] for every V0 so u-v e A'[K0] as claimed. Thus it remains to prove the existence of u, which will be carried out by the method similar to that used in the proof of Theorem 2.4. Choose a sequence e -+ 0 so that with the notation in Theorem 4.1
(ii)' Uj-ukGA'[(K0){ej)] if k>j. Let U,(x,t) be the defining function of u :
We shall show that there are functions l^(x,f) satisfying conditions (4.26)- We will construct such defining functions V,(x,t). As is easily seen, we may assume that e, < 1 ¡j, j = 1,2,... . Then for each j the compact region Re K,e, can be covered by the finite number of balls with radius 2/7 and center on Retf(,y), say Bjk = {x g Rn;\x-xjk\ < 2/j,xjk g XeK{tj),k = 1,... ,k7). Since Uj+X -u, is carried by Ke , we can split u,+1 -m by Theorem 4. A direct application of Definition 5.1 is given to prove the following theorem (watermelon) originally due to [12] . A simple proof was given in [13] in case u G 7&'(R") whose method we shall adopt. \f(x + iy)\<C\yfN, z = x + iyGW, then /(• + iy) has a limit f0 e ^'(£2) as F 3 y -* 0.
Remark. The uniqueness of the limit in this theorem will be proved in the more general situation given in the next theorem.
Proof of Theorem 5.2. (i) By assumption there is a small number e0 > 0 such that / can be continued analytically to (9£2){£o). Choose x e C*(£2) with 0 < x < 1 so that x = 1 on £2\((<9£2)(£o/2) DR"). Then for y,co G F,\y\ < y,\(o\<y, f f(x + iy)<fi(x) dx= I f(z + iy)tfi(z) dzxr\---Adzn, 0 < e < e0, Ja Jft{e,w)
by Stokes' formula, p(e, to) denoting the chain £29x-»x + iex(x)to.
Letting r 9 y -+ 0, this converges to
which is independent of e, 0 < e < e0. Furthermore for every e, 0 < e < e0, there is a constant C£ > 0 such that (5.10) |^(0)| <C£sup 101, tfiGA.
Thus we have F e A'[ïï].
We remark that the uniqueness of F with respect to / in this case is easily showed by using Cauchy's integral formula for the chains p(e,to).
(ii) By the results on ultradifferentiable functions given in [5 and 7] , we know that there exist a function v e &*-s'(R) and an ultradifferential operator P(d/dt) such that (5.11) suppi;ct0,}>/2); is carried by any given neighborhood of d£2¡ in C" when y e F and y is small enough. Thus fa defines uniquely a hyperfunction in B(Clx).
(ii) If £22 c £2, is another open set then fn -fa G ^'[£21\£22] so there is a unique F G B(7i) such that F and fa have the same restriction to £2t for every Flx m £2.
(iii) The limit in each case of(i), (ii) and (iii) in Theorem 5.2 is equal to F on £2.
(iv) If F = 0 in some nonempty £2, c £2 and W is connected, then f = 0.
Proof, (i) Let £20 € £2. For any yx ,y2 e F,\yx\ ,\y2\ < y, we can easily see that the analytic functional If we integrate only over £2j and letting t -► 0, we see fa -f0 n is carried by any neighborhood of dClx. This means fa = f0 in £2. The proof in case f0 G 3i'(Çï) is similar, we omit it here.
(iv) We denote by R the difference in (i). By assumption R is carried by any neighborhood of ¿z£2, when \y\ is small. We have 4(E(z -.,<))-/ E(z-7-iy, t)f(i + iy)dT, = Ry(E(z -.,t)), t>o.
Taking z = x + iy and letting t -» 0, we see f(x + iy) is equal to zero for x e £2, when \y\ is small, so / = 0 in W if W is connected, which proves (iii). Q.E.D.
We call the hyperfunction 7^ e Zf(£2) the boundary value of / from F following [3] . We shall use the notation bT(f) = fa when we want to emphasize that the limit is taken from F and / is called T-analytic at £2. Conversely, assume (5.16). It is sufficient to prove the case AT -1. Let T be an open convex cone in {<* e Rn ; (<£ ,i0) < 0} and let Z be a complex neighborhood of x0 e R" . We assume / is holomorphic in Z n (Rn + iF) and u € A'(R"), u = br(f) on Z n R" whose existence is assured by Theorem 5.3 and Theorem 4.3. Take £2 = {x € Rn ;|x -x0| < 3} so that UcZnR" and write « = «, + «2 where suppu, c£2 and suppw2 c ü"\£2. Let Ux(x,t) and U2(x, t) be the defining functions of ux and u2 respectively. By Recall that Ux(x + i7.,t) = ux(E(x + i7.--,t)).
We can easily see that if we take \y\ sufficiently small there is a small neighborhood V(x0,7,0) of (x0,<J0) such that for p + iy near to M we have -Re(x + Í7.-P-iyf = -(x -pf + ($ -yf The proof of parts (ii) and (iii) is similar and we omit it here.
