ABSTRACT Synchrophasor data from the phasor measurement unit (PMU) indicate the health of the electrical system. However, the PMU performance relies entirely on a supported communication network. The existing communication approaches do not guarantee the error-free channel for the PMU network. Meanwhile, the mean or median approaches are commonly used to impute the missing value. These methods, however, fail to recover some valuable frequency events. In this paper, we first proved the multiple linear regression features in many synchronized frequency data streams in the short-time window. Then, we proposed the Bagged Averaging of Multiple Linear Regression model, which handles and fulfills the missing values in synchronized frequency data measurement fast and efficiently. This technique was based on the ensemble learning by bootstrapping and averaging many multiple linear regressions to predict the missing values. Various experiments on the synchronized frequency measurement data from the Texas synchrophasor network have demonstrated the effectiveness of our proposed approach in recovering the missing frequency events. Our proposed approach guarantees the performance of real-time wide area monitoring system applications, such as frequency analysis or stability monitoring and trending.
I. INTRODUCTION
Phasor Measurement Unit (PMU) is considered as the most suitable choice for upgrading an existing Supervisory Control and Data Acquisition (SCADA) system for the electric grid. It monitors and controls the power flow in real time and integrates new developments in information management and automation to the grid. PMU also plays an important role to support the widespread use of renewable energies to handle increasing power demand and to reduce environmental impacts. Hence, PMU is vital to develop a sustainable future power grid.
Because the synchrophasor data of PMUs system are used for many time-critical applications, such as dynamic state estimation, to build a high-resolution picture of the electrical grid. Missing PMU data has a significant effect on the performance of these applications, which sometimes may even lead to the malfunction of application. The data delivery depends greatly on reliability and latency requirements of a supported Smart Grid Communication (SGC) network. Unfortunately, current communication solutions cannot handle both mentioned requirements simultaneously. The main reason is that SGC has to gather and transmit a large amount of PMU measurement data in very short time in seconds or milliseconds. Therefore, the research in how recovery missing PMU data is quite challenging.
Currently, the mean and median approaches are the most used solutions in PMU in order to impute the missing values. These approaches fill in the missing values by taking the mean or median value of known ones. They maintain the distribution characteristic of PMU data. However, their drawback is that they erase some valuable frequency events such as impulse or transient. Autoregressive integrated moving average (ARIMA) [1] , [2] is another well-known model in the long time-series analysis to forecast such as hours ahead or days ahead of electric power consumption. The more training data from the window time, the more efficient in ARIMA model can achieve. However, ARIMA currently has limited applications in PMU data, for example, ARIMA can only be used as a predicted state estimator integrated with Kalman filter to detect and identify bad data [3] .
Recently, there is a trend to overcome the incomplete data challenge by using bootstrap aggregating (bagging) methods in machine learning. These bagging paradigms try to construct multiple learners to improve the accuracy of models used in imputation data, classification and prediction tasks. Many successful applications have been demonstrated across different domains such as bioinformatics or engineering. For instance, the authors in [4] have used the attribute bagging to propose a human leukocyte antigen (HLA) data imputation model without the need of large data sets. In engineering domain, the study in [5] has integrated many neural network learners into bagging framework to forecast the short-term electric load. Inspired by these works, we exploit the common bagging framework to propose the Bagged Averaging of Multiple Linear Regression (BAMLR) model to impute missing frequency data. Our approach fulfills the drawbacks of median and ARIMA approaches and guarantees the reliability and performance of the frequency monitoring applications in case of the incomplete data.
The contributions of our study are summarized as follows: 1) Although the PMU data are chaotic, we have proven that there exist linear relations among many frequency measurement data at the short-time scale. Our work is an extension from the finding in [6] for all frequency events; 2) Based on the linear relation, we propose a fast data imputation model, named as Bagged Averaging of Multiple Linear Regression, which is based on the integration of many multiple linear regression learners into bagging framework; 3) Compared to existing methods, our BAMLR model has well performed in the frequency data imputation in term of the root mean square error. The remainder of this paper is organized as follows. Section II represents the related works in incomplete data issue in Smart Grid domain, especially in synchrophasor measurement data from PMUs. Section III introduces the PMU and its monitoring applications using synchronized frequency data. Section IV shows the correlation and multiple linear regression analysis of synchronized frequency data from Texas Synchrophasor Network. Then, we propose our BAMLR method in Section V. Section VI evaluates the performance of our proposed method. Finally, we conclude our study and state the further studies in Section VII.
II. RELATED WORKS
The PMUs system generates a huge amount of synchrophasor data (including voltage, current, phasor and frequency values) in very short time (in seconds), and these data must be processed in an efficient way in order to monitor, control and protect the power grid. For instance, a typical PMU reports the phasor information to control center with the frequency of 60 messages per second, which leads to over 5 million messages per day [7] , [8] . Then, five PMU stations as in Texas Synchrophasor Network [9] generate roughly 25 million messages per day. Therefore, it raises real challenge to any communication network in how to gather synchrophasor data without any loss. Our previous study in [10] showed that the existing communications still did not satisfy this requirement.
Data recovery technique is an natural solution for the missing data issue. For instance, in the study [11] , authors proposed the data recovery methods dedicated to state estimation application. Actually, their method was only efficient in the low data reporting rate, such as five reports per second in state estimation application. In [12] , authors presented the data loss issue in PMUs network and proposed to use the Lagrange interpolating polynomial method. However, their method was based on the assumption that the SGC uses the optical network with up to three continuous packets loss. This assumption was obviously not applicable for wireless SGC. Finally, the authors in [13] proposed an online missing PMU data recovery method by exploring its low-dimensionality feature and successfully applied their model for current measurements in PMU data.
The authors in [14] and [15] explored other aspects of smart grid data quality for the abnormal issue of power consumption. They called these events as outliers, such as unexpected high or low residential electricity consumption. They based on the fact that the incomplete data in Smart Grid may contain some useful outliers information which can be used for power theft or potential line outages applications. They also mentioned the approach that could fulfill the missing data and restore the useful outliers detected in real-time is still lacking. The authors in [16] applied the Mahalanobis distance, introduced by Mahalanobis in 1936 [17] , to impute the missing values in wind profile data. According to their experiments, their proposed method was only efficient in a large dataset (thousands of samples) and the fraction of missing data was extremely small (up to 20 missing values over thousands of samples). Based on the above mentioned details, our proposed method is effective if it can fulfill the incompleted synchronized frequency data with a small amount of gathered data and maintain the useful information from outliers such as sudden oscillation or impulse in frequency data. Fig. 1 shows the typical PMU device. The voltage and current of the power grid are the inputs. PMU then calculates the phasor and frequency, and tags these outputs with the time-tagged information from GPS receiver. This synchrophasor information is sent to an operation center in order to monitor, control and protect the power grid. The format of synchrophasor data follows IEEE C37.118.1a Version 2014 standard [18] . Due to the security issue, the utility phasor information is not available online. Fortunately, the University of Texas and Schweitzer Engineering Laboratories, Inc. have set up independent Texas synchrophasor network and uploaded on their website for academic usage [9] . The map of Texas PMU stations is shown in Fig. 2 . The system includes five PMU placements at University of Texas (UT) campuses at the state of Texas and sends to UT Austin through the public Internet. In a second, every PMU sends 30 reporting samples about voltage, angle, and frequency data to the center at Austin. All measurements are taken at the low-voltage level of 120 V. Useful information includes local and worldwide electric grid phenomena and can be extracted from this network.
III. SYNCHROPHASOR MEASUREMENT DATA
In this study, the common synchronized frequency data in Table 1 were chosen to evaluate our method. These events are identified based on the frequency values, which are extracted from synchrophasor data. Based on the IEEE C37.118.1a Version 2014 standard, the monitoring application that surveils these events belongs to class P, which is time-sensitive requirement [18] . The window time length identifies the minimum period of synchrophasor data retention for the applications in order to process in real-time. Table 1 . These example events are extracted and identified from the Texas Synchrophasor Data on Jan. 03, 2012 from 13:00 to 14:00 GMT [19] . Note that because the sampling rate of every PMU is 30 Hz, hence the higher oscillation above 15 Hz cannot be recorded.
IV. PRELIMINARIES A. CORRELATION ANALYSIS
Our hypothesis is that if a frequency event occurs in the electric grid, it can be detected from many PMU stations, rather than from only one PMU. Therefore, there are some correlation associations between many frequency data channels from PMU stations. To investigate these correlations, the Pearson's product correlation coefficient formula is used as (1) below,
Where r xy is the measured correlation coefficient corresponding to the window time length n (samples) between two frequency channels x and y; x and y are the frequency values of PMU stations within the window time.
A one-hour synchronized frequency data of Texas Synchrophasor Network on Jan. 03, 2012 from 13:00 to 14:00 GMT was used as real dataset to find out the association between many frequency data streams. We applied 10 seconds of window length as in [19] to monitor the events. Therefore there were 300 frequency data samples per PMU in every correlation measurement (n = 300 (samples)). Fig. 6 shows the histogram of paired correlation coefficients of all PMUs frequency data in an hour. According to the rule of thumb [20] , [21] , the correlation coefficient that indicates a strong positive linear correlation is at least 0.7 (the dash lines in Fig. 6 ). Therefore, there exists a strong and positive correlation between all synchronized frequency data from PMU stations.
We further investigated the correlations in frequency phenomena given in Table 1 . Fig. 7 to Fig. 9 show the calculated correlations between all PMU stations. In details, the impulse event (Fig. 3) occurred at McDonald station corresponds to low correlation coefficients between McDonald and others in Fig. 7 . The maximum correlation coefficient is 0.14 with Waco station, which indicates a weak correlation [21] . This impulse may be caused by local electric event near McDonald station. The transient event (Fig. 4 ) makes a reduction in correlation coefficients of McDonald and UTPanAm stations in Fig. 8 . This coefficient reduction is caused by the difference in transient frequencies from these stations. Finally, the rise event (Fig. 5) does not lead to any decrease in correlation coefficients as in Fig. 9 since this event is a systemwide event caused by the imbalance between generations and loads.
From the synchronized frequency correlation analysis, there are strong, positive and significative correlations between many synchronized frequency data streams in normal condition. In some frequency oscillation events, such as impulse or transient, these correlations tend to be lost. Therefore, we assume that the relation between many synchronized frequency data can be represented by multiple linear regression. Our hypothesis is verified in next subsection.
B. MULTIPLE LINEAR REGRESSION ANALYSIS
We assume that the frequency value from Austin station can be represented by the multiple linear equation as (2) .
FIGURE 6. Correlation coefficients histograms of synchronized frequency measurements taken from all pairs of PMU stations with time window n = 300 (samples). The dash lines indicate the coefficient equals to 0.7, which is used to identify a strong positive correlation [20] , [21] .
FIGURE 7.
Correlation analysis between all pairs of PMU stations in impulse event in Fig. 3 . where α and β T = β 1 β 2 β 3 β 4 are the regression coefficients. is the residual (the error) from the regression model. F is the matrix of input frequency data from remaining PMU stations as (3).
From (2), the residuals are calculated as (4).
Wheref Austin is the predicted value from remaining PMU stations.
In order to prove the multiple linear regression assumption, the residuals in (4) are analyzed. According to the four assumptions in [22] , the residuals have to ensure the following conditions:
1) The residuals have the normal distribution;
2) The mean equals to zero;
3) The variance is constant. It means that the distribution of residuals is as (5) .
where the mean is zero and the variance of residuals is
To prove the normality of the residuals, we formulate the hypothesis test of normality as below:
• The null hypothesis (H 0 ): The residuals is normally distributed. If the P-value is larger than 0.05, normality can be assumed;
• The alternate hypothesis (H 1 ): The residuals is not normally distributed. The Kolmogorov-Smirnov test [23] and Shapiro-Wilk's W test [24] are common methods for testing normality. However, both tests are sensitive to outliers and are influenced by sample size. Hence, the test of normality should be used in conjunction with the normal quantile-quantile (Q-Q) plot. Table 2 shows the results of normality tests for residuals of many events. The W value indicates how close the residual distribution is to the normal distribution in term of percentage. The residual of three events are nearly perfect normal distribution. However, the sensitivity of test (P-value) of impulse and rise events do not satisfy the null hypothesis (H 0 ) since they include many outliers. We further used the diagnostic plots in Fig. 10 to analyze the residual of the impulse event in Fig. 3 . This event was chosen since it has the low Pearson correlation as in Fig. 7 and lowest W value in Table 2 . If we can prove our assumption in this event, it is implied that other remaining events are 39328 VOLUME 6, 2018 also satisfied with normality assumption. In details, Fig. 10(a) shows the distribution of residual versus the true frequency values. The green line indicates a linear relationship and it is close to zero. Hence, it demonstrates the zero mean of residuals. The normal Q-Q plot in Fig. 10(b) verifies the normal distribution of residuals since the values are lined well on the straight dashed line. Finally, Fig. 10(c) concludes the assumption of equal variance of residual since the square root of standardized residuals are nearly unchanged (represented by the blue line). Therefore, normality can be assumed for impulse event. Table 3 shows the results of multiple linear regression analysis for events in Fig. 3, Fig. 4 and Fig. 5 respectively. According to the R-squared, these linear models explain more than 95% the variance in frequency in Austin PMU station. In addition, an advantage of linear model is that it can be used to interpret the effect of many PMU stations to a particular frequency based on the sensitivity of the test (P-value). For example, the result of transient events in Table 3 means that only Houston and Waco stations have significant contributions to the variance in frequency of Austin station.
V. BAGGED AVERAGING OF MULTIPLE LINEAR REGRESSIONS
Bootstrap aggregating (Bagging) framework is one of the most common ensemble learning and was introduced by Leo Breiman in 1996 [25] . This technique aims to improve the performance and stability of a weak algorithm by averaging many weak algorithms on randomly generated training sets. On an initial training set of n samples, bagging algorithm generates many new training datasets B of equal sizes n (n < n), by sampling randomly, uniformly and with replacement from n (some cases could be repeated, likes in bootstrap). Then it trains a basic learner on each dataset. The training might propose feature selection for each model. The final step is aggregating, when all outputs of models are combined together. The prediction will be done by averaging (regression tasks) or by voting (classification tasks).
In this study, we exploit the generic bagging framework on imputation task for missing data occurred in synchronized frequency data [26] . Fig. 11 shows the overall of our proposed BAMLR scheme. In our case, the data loss is allowed to occur to five PMU stations. Therefore, there are five bagging models to recover missing values from five PMU stations simultaneously. For instance, bagging model 1 predicts the missing values for PMU 1. It takes the data from remaining as the inputs of multiple linear regression, and so on. In each bagging model, many multiple linear regression equations are used to impute the missing values. The detailed algorithm of our proposed method is given as the Algorithm 1.
VI. PERFORMANCE RESULTS
A nine-hours synchronized frequency data from Texas Synchrophasor Network in January, 2012 [9] was used to 
Algorithm 1 The Bagged Averaging Of Multiple Linear Regressions (BAMLR).
Requirement: A block of synchronized frequency data as a matrix
is the dataset (including missing values) of m PMUs window time (n = 300 (samples)) from Texas Synchrophasor Network. Suppose we have to predict the missing values of PMU station X j ( 1 ≤ j ≤ m) from the others.
does not include missing values. All entries are selected from X with the same probability ( 1 n ). Some entries repeated and some did not appear in B b . Learn a multiple linear regression from data in B b as (6) below,
where {α, β 1 , β 2 , β 3 , · · · , β m } are the regression coefficients.
Identify regression coefficients, we use the least squares method of residuals as follow: Residual between a true value and predicted value is calculated as in (7)
Gathering function of all residuals is as in (8)
To find regression coefficients, we solve (9) and (10)
end for return Prediction for K missing values. The final predicted value ofx j i , (i = 1, · · · , K ) is defined by the average rule as (11)
FIGURE 11. The scheme of our bagging method to recover missing data for synchronized frequency data.
demonstrate the effectiveness of our bagging approach. The random loss was generated in this data and then our method was applied to recover missing values. In every message loss ratio, we repeated the random loss procedure 200 times with different random seed generators. Unlike the packet loss assumption in [12] , the fraction of missing data was allowed up to 20% per PMU in a time window (n = 300 samples). Further, the random loss was assumed to occur in all PMU stations. All algorithms and simulations were implemented using R programming version 3.4.0 [27] and CARET package [28] . In our investigation, we chose the total number of bootstrap datasets equal to 5 (B = 5), and the size of each bootstrap was (n = 40 (samples)) due to the acceptable samples size for regression model [29] , [30] . To measure the error performance, the Root Mean Square Error (RMSE) metric was used for estimation and prediction analysis. RMSE is defined as (12) ,
where K is the total number of generated missing values corresponding to the loss ratio; x i are the observed true values andx i are the predicted values from bagging model.
A. ERROR PERFORMANCE IN OVERALL CASE
In the first experiment, we compared the error performance of our BAMLR method with median method in every one-hour synchronized frequency data. Note that those data included both normal and abnormal frequency events. For simplicity of comparison, we investigated the distribution of RMSE results in term of the means and the 25% quantiles (1Q) and 75% quantiles (3Q). Table 4 represents the results with 10-second time window (n = 300 (samples)) varying the loss fraction. Those results show that our BAMLR model outperformed median model in all loss fraction scenarios, in which the RMSE means of BAMLR are also smaller at least 3.5 times than those of median model. In addition, the (3Q-1Q) RMSE margins of BAMLR are also smaller than those of median model in all cases. The RMSE means of BAMLR slightly 39330 VOLUME 6, 2018 rise when the loss fraction increases, but they do not exceed 1 (mHz) during the error performance tests. For instance, if the loss fraction is 20%, on average, the error between true value and predicted value from BAMLR is about 0.71 (mHz). Actually, these error performances of BAMLR satisfy most frequency monitoring applications since the required resolution is usually lower than 1 (mHz) [31] . In conclusion, the results from Table 4 have proven the advantages of our proposed approach.
In the second experiment, we investigated the RMSE of bagging approach by varying time windows to 5 seconds, 10 seconds, and 15 seconds. Fig. 12 plots the means and the (3Q-1Q) RMSE margins error bars. In all the cases, if the loss ratio is kept under 20%, the error performances are acceptable. The interesting finding from Fig. 12 is that the shorter the window time, the smaller error the prediction archived. This finding demonstrates the power of ensembling model in recovery data since it can gather many multiple linear regressions efficiently even in the case of small data samples. In the 15-second time window, the results go to poor performance due to some abnormal frequency oscillation events included in the data window. Therefore, they lead to reduce the correctness of multiple linear regressions. 
B. ERROR PERFORMANCE IN FREQUENCY OSCILLATION EVENTS
In the third experiment, we explored our BAMLR method performance in three frequency oscillation events: impulse, transient, and rise or down. The loss fraction was fixed to 20%, with 600 different loss generators iterations in every event and evaluated the distribution of their RMSE values. The results in term of (3Q-1Q) box plot and means of RMSE in Fig. 13 confirm the worthy in the transient event and the limitation in the remaining events of our approach. In details, both the RMSE mean and quantile margin in transient event are the smallest. This is because the transient event fixes with the multiple linear regression assumption in our BAMLR method. In addition, the circle dots in impulse and risedrop events in Fig. 13 represent the unexpected results from RMSE's distribution. They imply that the impulse and risedrop frequency events are not pure. It is easy to find in Fig. 5 that the rise event also includes some transients and hence it reduces the performance of our approach. An recovery data example of impulse event is shown in Fig. 14 . Remind that the loss does not only appear in McDonald (which had impulse oscillation), but also in the remaining PMU stations. The good point in this case is that the predicted values can track the decreasing trend at the pre and post-impulse events. Honestly, it is very challenging to impute data of this abnormal event since it includes the outliers (the impulse). We suggest to use the correlation coefficient as an indicator to report the reliability of imputation result. For example, the recovered data of a PMU station are reliable if at least one correlation coefficient of that station is larger than 0.7.
C. COMPARATIVE ANALYSIS
In the last experiment, we compared the efficient of our BAMLR model to the Lagrange model in [12] in term of residual errors (RMSE) to impute three continuous missing VOLUME 6, 2018 frequency values in the impulse event in Fig. 14. This scenario was chosen because both models performed below expectation to recover the missing values.
We assume that {x 1 , x 2 , x 3 , x 4 , x 5 , x 6 } is a piece of frequency measurement data, in which x 4 , x 5 , and x 6 are three continuous missing values. According to the Lagrange model [12] , these missing values can be recovered by extrapolation as (13) .
The comparative test run 100 rounds. In the first round, three continuous missing values occurred at three continuous starting values of the event, then these losses moved to next three values in the second round and so on. The results in terms of RMSE in Fig. 15 show the advantage of our BAMLR model over the Lagrange one when missing data appear in the impulse. Although BAMLR cannot recover the shape of the impulse, its error imputation (30.6 (mHz) ) is only about half of that of Lagrange (67.7 (mHz)). Otherwise, the results are not significantly different at the pre and post-impulse events.
VII. CONCLUSIONS AND FURTHER DIRECTIONS
Gathering synchrophasor data for real-time applications is still a challenge in communication systems. In this paper, we have proposed a data recovery method to fulfill the missing synchronized frequency measurement in short-time window. Using the power of ensemble learning, we have developed a Bagged Averaging of Multiple Linear Regressions model in order to recover missing value of synchronized frequency data. Various simulation studies and comparative test using real synchronized frequency data from Texas Synchrophasor Network have demonstrated the efficacy of our method. Hence, our proposed bagging technique guarantees the performance of real-time applications such as frequency analysis or stability monitoring and trending [31] .
In conclusion, our proposed model has twofold advantages:
(ii) the BAMLR model can recover missing PMUs data that is acceptable for many real-time applications; and (i) our model also can be used to interpret the effects of different grid regions to an event using PMUs data.
There are several interesting further research topics along with this study. For example, we can improve the predicted values in impulse events by using the classification model combining with bagging model of non-linear regression model. As we have investigated multiple linear regression in subsection IV-B, these relations can be applied to the frequency oscillation location issue. Based on the contribution level of each PMU station in the bagged multi linear regression model, we can develop the algorithm to find the source of frequency oscillation appeared in the electric grid. Motivated by the findings in this paper, we believe that our proposed method based on ensemble model contributes a useful and promising framework to solve many data analytics and management challenges in Smart Grid system. WATIT BENJAPOLAKUL received the D.Eng. degree in electrical engineering from The University of Tokyo in 1989. He is currently a Professor with the Department of Electrical Engineering, Chulalongkorn University, Thailand. His current research interests include mobile communication systems, broadband networks, applications of artificial intelligence in communication systems, wireless networks, and applications of communication networks in smart grids. VOLUME 6, 2018 
