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Abstract: The high level of energy consumption of buildings is significantly influencing occupant
behavior changes towards improved energy efficiency. This paper introduces a systematic literature
review with two objectives: to understand the more relevant factors affecting energy consumption
of buildings and to find the best intelligent computing (IC) methods capable of classifying and
predicting energy consumption of different types of buildings. Adopting the PRISMA method, the
paper analyzed 822 manuscripts from 2013 to 2020 and focused on 106, based on title and abstract
screening and on manuscripts with experiments. A text mining process and a bibliometric map tool
(VOS viewer) were adopted to find the most used terms and their relationships, in the energy and
IC domains. Our approach shows that the terms “consumption,” “residential,” and “electricity”
are the more relevant terms in the energy domain, in terms of the ratio of important terms (TITs),
whereas “cluster” is the more commonly used term in the IC domain. The paper also shows that there
are strong relations between “Residential Energy Consumption” and “Electricity Consumption,”
“Heating” and “Climate. Finally, we checked and analyzed 41 manuscripts in detail, summarized
their major contributions, and identified several research gaps that provide hints for further research.
Keywords: intelligent models; energy consumption of buildings; systematic literature review; text
mining; bibliometric map; machine learning
1. Introduction
Over the past 20 years, the world’s growing energy demand has led to a growing
interest in energy efficiency in the residential, services, and public building sectors. The
energy consumption of buildings (ECB) is a big challenge in most European countries
since buildings consume a large amount of energy, especially sustainability buildings in
energy sectors (e.g., public buildings) [1]. In Europe, in 2019, the transport sector accounted
for 37% of total final energy consumption in the EU Member States, followed by the
households (32%), industry (42%), and services (23%) sectors. Additionally, over the past
years, the efficiency of appliances and equipment has increased substantially [2]. Therefore,
European countries, notably Portugal, strive to enhance the energy efficiency in buildings
while maintaining sufficient levels of thermal comfort and energy consumption, aiming at
sustaining their economic and social levels [3]. The energy sector seeks to control energy
consumption in general by analyzing available data sources and by studying different
dimensions taken from analyzing data sources, such as natural gas and electricity usage
data, residential building characteristics and the energy performance of building data,
cooling, and heating systems data, or climate and weather forecast data, just to name a
few [4]. Public authorities also seek to guide citizen behavior to more efficient uses of
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energy, adopting structured approaches based on scientific grounds through legal measures,
economic subsidies, or best practice dissemination initiatives [5].
Energy consumption in the building stock of different sectors, namely, residential,
public services, or industrial, is a relevant research topic, as mentioned. The literature
has relied on traditional statistical methods to classify and predict energy consumption,
which has led to inaccurate results. The lack of control over energy consumption in many
different building sectors has led to significant monetary losses for many countries. Energy
stakeholders worldwide seek to find different solutions to reduce energy consumption
and improve its efficiency by influencing building occupants’ behavior in those various
sectors [6]. Such stakeholders are also looking to find intelligent computing solutions
for classifying and forecasting energy consumption with a reasonable degree of accuracy,
taking into account the critical factors that affect such consumption.
Notably, in Portugal, the energy sector is particularly interested in finding the funda-
mental factors that affect the ECB, being residential or service buildings, given that there is
a noticeable increase in residential energy intensity in the last three years [5,6].
Current research in the field is actively struggling to find intelligent models capable of
classifying energy consumption levels (e.g., low, medium, high levels) [7], based on actual
factors that affect energy consumption in residential or service buildings. Such models
are also able to predict energy consumption in future periods [8]. Such intelligent models
could help stakeholders in the energy sector (decision makers, citizens in general) to (1)
determine the actual factors that affect energy consumption [9]; (2) classify and predict
energy consumption in residential or service buildings [10], (3) improve energy efficiency
in such buildings [11]; (4) influence positively building occupant behavior in the same
context [12], and (5) change energy suppliers in an informed way [13].
In the literature, we can find several systematic surveys published on this topic, pre-
senting relevant research. Our literature analysis detected 11 such review manuscripts
published between 2019 and 2021. Runge & Bourdeau presented manuscripts on using ma-
chine learning to predict buildings’ energy consumption [14,15]. Qolomany and Djenouri
showed how smart buildings deal with machine learning methods and big data [16,17].
Vázquez-Canteli and Mason presented a new approach to improve building control by
using machine learning techniques and reinforcement learning [18,19]. Guyot presented a
model to improve energy applications in the different building sectors by using artificial
neural networks [20]. Amasyali and Mosavi showed how machine learning techniques
can be applied for predicting energy consumption in various buildings [21,22]. Perera pre-
sented review studies in energy system applications by using reinforcement learning [23].
However, those review studies only concentrated on a single specific factor that influences
the energy consumption of buildings (e.g., building control, electricity, and natural gas), or
on a specific application (e.g., occupant behavior, load forecasting), or were restricted to
the use of a specific intelligent computing technique (e.g., artificial neural networks and
reinforcement learning), to classify and predict the energy consumption of buildings. There
are also many recent studies [24–28] that provide novel intelligent methods and can help
stakeholders in the field of energy to improve energy efficiency. Most of these literature
studies lack the identification of critical factors that affect the ECB. In addition, several
studies rely on finding methods used in classifying and predicting energy consumption, by
means of traditional statistical or manual methods.
To address these gaps, our study used a text-mining tool to find common terms to
cover the largest possible number of factors that influence the ECB to address these gaps.
In addition, the tool automatically and accurately found the most adopted intelligent
methods. Moreover, bibliometric analysis was used to find the relationships between
factors and applications related to the energy consumption of buildings and intelligent
computing techniques.
This paper provides a systematic literature review on the topic of intelligent computing
methods applied to the ECB. The paper adopts the PRISMA methodology [29], a simple
text mining approach, and a bibliometric map analysis (with Vosviewer) [30]. This last
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method was used to provide an initial identification of the most used terms in the energy
and intelligent computing domains, which helped the subsequent step of the manuscript
analysis. The paper surveys machine learning and other methods appropriate for clustering
and classification of ECB (e.g., low, medium, and high consumption). Additionally, it
reviews intelligent computing methods for predicting such energy consumption. Moreover,
it analyzes various literature contributions, combining more than one method, to achieve
such goals. Finally, it analyzes and discusses the most promising intelligent computing
models for the classification and prediction of ECB. In addition, this paper helps researchers
to identify fertile areas for further research work in the area.
The main objectives of this paper are to identify the critical factors that influence
the energy consumption of buildings, identify the most used intelligence computing
techniques, predict, and classify energy consumption in those buildings and finally, identify
the performance metrics that have been adopted in the literature in such cases.
As mentioned, our study aims to provide a state-of-the-art review of current research
efforts in classifying and forecasting the energy consumption of buildings. We start by
introducing the reader to specific topics concerning our research objectives and employed
methods. Particularly, our survey addresses the following research questions, aiming to
identify the adoption techniques that have been applied in the overall domain of energy
consumption of buildings:
RQ1: What kinds of metrics, data sources, and critical factors, have been adopted in
prior studies of profiling the ECB?
RQ2: Which machine learning techniques provide the best performance in clustering
and classification of ECB?
RQ3: Which machine learning techniques provide the best performance in predicting
the ECB?
RQ4: Which machine learning techniques provide the best performance in both
classification and prediction of ECB?
RQ5: What performance metrics have been adopted in the literature in the classifica-
tion or prediction of ECB?
The paper is organized as follows. Section 2 presents our adopted methodolo-
gies, including the systematic literature strategy with inclusion and exclusion criteria
for manuscripts, the text mining method, and the research questions. In Section 3, we
present, analyze, and discuss our results, encompassing the detailed analysis of text mining
procedures, bibliometric map analysis with Vosviewer, and the analysis of representative
manuscripts per topic. Section 4 presents our study limitations. Finally, in Section 5, we
discuss the results, identify several research gaps, draw conclusions, and suggest lines for
further work.
2. Methods
The methodology of this literature survey is divided into two main parts: in the first
part, we present a standard method to find and select published manuscripts. In the second
part, we describe our survey results through the text mining and bibliometric analysis, as
shown in Figure 1.
Our systematic literature survey presents an evaluation of the scientific community
contributions to the topic of energy consumption of buildings by using a rigorous and
auditable methodology based on the PRISMA approach.
The PRISMA method is composed of five phases, as follows:
1. Identification of relevant manuscripts of the domain or domains.
2. Screening of titles, abstracts, papers, excluding papers without experimental evidence
and position papers.
3. Eligibility analysis.
4. Full text screening.
5. Final papers to be analyzed in detail.
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also adopted a text mini g method and bibliometric map analysis. The bibliometric
ap is used to fin the relationships between common in energy and machine le rn g
domains terms [31], and text mining is used to find the more relevant terms about the
energy and machine learning domains. To this end, we followed three phases, evaluating
the following quantities:
1. Overall words frequency.
2. Most common words.
3. Frequency of these common words in the final manuscripts of the study.
By following PRISMA, this section is structured in the following way: (1) paper
search strategy, (2) text mining approach and bibliometric map analysis, (3) inclusion and
exclusion criteria, and (4) final paper selection.
2.1. Search Strategy
A literature survey generally recommends searching several available journal and
conference paper repositories in order to determine if similar work has already been
performed, aiding in locating potentially relevant studies. In this study, we searched the
following electronic paper repositories: (1) IEEE Xplore, (2) Science Direct, (3) Springer,
(4) Scopus, (5) Web of Science and reviewed the following types of manuscripts: technical
reports, scientific conference papers, and scientific journal papers. The search query was
created to match the search string only in the head of the manuscripts. We used alternative
keywords, logically connected by ‘OR’ or ‘AND’ statements. The resulting search string
utilized in the mentioned electronic repositories is depicted in Figure 2.
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In phase 1, we applied the search string to all electronic repositories looking for
papers published between 2013 and 2019, which resulted in 822 publications. Phase 2
followed a 5-step approach. In step 1, we excluded manuscripts based on titles (e.g.,
energy consumption on industry buildings, transport, and services), which narrowed the
set to 411 publications. In step 2, we excluded manuscripts based on abstracts screening,
which resulted in 317 publications. In the following step 3, we excluded manuscripts
reporting research without experiments, resulting in 106 publications. Subsequently, in
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step 4 of phase 2, we excluded position manuscripts which gave us the final figure of
41 publications. In phase 3, manuscripts underwent a full-text reading and review, which
led to no exclusions (result of phase 4).
As a result of our paper selection approach, the final list included 41 manuscripts
(phase 5), which are analyzed in detail in this paper. These were further divided into the
following four categories, as shown in Tables 1–4:
1. Energy consumption of buildings (S1–S10).
2. Classification of ECB (S11–S20).
3. Prediction of ECB (S21–S33).
4. Combination of classification and prediction of ECB (S34–S41).
Table 1. Summary of papers in the category of energy consumption of buildings.
Paper Reference Application Data Dimensions Method andTechniques
No. of
Citations




and occupant behavior Statistical analysis 80
S2 (Delzendeh, Wu, Lee,& Zhou, 2017 [33])
The impact of occupants’
behaviors on building
energy analysis
Occupant behavior Systematic review 195
S3 (Berardi, 2015 [34])
Comparative study between
the energy consumption of
residential buildings in US,
EU, and BRIC countries
Climate, space heating,
space cooling, and hot
water
Statistical analysis 72
S4 (Mancini, Basso, & DeSantoli, 2019 [35])
Energy use in residential
buildings: characterization
via identifying flexible loads
by means of a survey
questionnaire
Building location, number












heating and hot water
Questionnaires
and serious game 14
S6
(Mardookhy, Sawhney,
Ji, Zhu, & Zhou,
2014 [37])
A study of energy efficiency
in residential buildings
HVAC, electricity, natural
gas, and lighting system
Statistical analysis
and questionnaires 66








heating, and space cooling Questionnaires 358




Climate information Statistical analysis 23
S9 (Hannan et al.,2018 [40])
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Table 2. Summary of papers in the category of classification of energy consumption of buildings.
Paper Reference Application Data Dimensions Method andTechniques
No. of
Citations













S12 (Azaza & Wallin,2017 [43])
Smart meters data


















and door to door
surveys
28
S14 (Diao, Sun, Chen, &Chen, 2017 [45])
Discovering electricity
consumption over time for
residential consumers








Human activities and air
conditioning K-means clustering 14
S16 (Jin et al., 2017 [47])
Comparison of clustering
techniques for residential














and time series 39
S18 (Pan et al., 2017 [49])
Cluster analysis for
occupant behavior-based
electricity load patterns in
buildings
Electricity profiles K-means clustering 17




















2.2. Text Mining for the Literature
As mentioned, by adopting the PRISMA method, our paper analyzed 822 manuscripts
published between 2013 and 2020. These manuscripts were filtered out to 106 studies based
on title, abstract, and manuscripts without experiments. Since 106 manuscripts is a large
number for a manual analysis, we describe in this section a text mining approach, aiming at
discovering relevant terms in both intelligent computing models and energy consumption
fields, that we performed in a stage prior to the full-text review of the retained 41 papers
of this survey. Text mining was therefore adopted to allow the creation of structured
information to improve the subsequent analysis of such manuscripts. To be effective, this
type of technique requires the prior definition of a dictionary that includes not only common
terms of the domain but also terms associated with concepts related to our research topic:
intelligent computing models and the energy consumption of buildings. This approach is
more comprehensive if we compare it with standard text mining techniques that randomly
search, group, and count words. Thus, the authors created two dictionaries, one for
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“intelligent computing models” and another for “energy consumption of buildings,” each
of them including a preliminary list of expressions consisting of one or more words.
Table 3. Summary of papers in the category of prediction of energy consumption of buildings.
Paper Reference Application Data Dimensions Method andTechniques
No. of
Citations
S21 (Braun, Altan, & Beck,2014 [51])
Predicting the future energy







S22 (Wahid, Ghazali, Shah, &Fayaz, 2017 [52])
Prediction of energy
consumption in the residential
buildings
Occupant behavior Multilayerperceptronandrandom forest 16
S23 (Liu et al., 2019 [53])













consumption Deep neural network 67




Total energy consumption and
environmental temperature Neuro-fuzzy algorithm 15
S26 (Moretti, Nassuato, &Bordoni, 2019 [55])
Development of regression












forecast: a deep learning
approach
Space heating and cooling,
class of the customer, and
average of the customer
consumption
Deep neural network 41










S29 (Rahman, Selvarasan, &Jahitha Begum, 2018 [58])
Short-term forecasting of total
energy consumption






S30 (Wang, Wang, & Wang,2017 [59])
Influencing factors regression
analysis of heating energy
consumption of rural buildings
Family basic information, rural
residential building features,
building envelope information,
indoor air quality in winter,






S31 (Zekić-Sušac, Mitrović, &Has, 2021 [60])
Machine learning based system
for managing energy efficiency












S32 (S. Kim, Jung, & Baek,2019 [61])
Predicting energy consumption
of buildings




S33 (Bogner, Pappenberger, &Zappa, 2019 [62])
Predicting energy consumption
in public buildings
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Table 4. Summary of papers in the category of combination of classification and prediction of energy consumption
of buildings.







A hybrid approach to assess
energy efficiency of
residential buildings






S35 (Jovanović &Sretenović, 2017 [63])









S36 (Banihashemi, Ding, &Wang, 2017 [64])
Developing a hybrid















approach for estimation of
building energy
consumption
















S39 (Tang, Lee, Wang, &Yang, 2019 [67])
Leveraging socio-economic
information and deep







S40 (Cai, Shen, Lin, Li, &Xiao, 2019 [68])






















It should be noted that all three authors are experienced in the topics of the paper,
particularly computer science and machine learning (first, second, third authors) and
energy (third author). The manuscripts were analyzed in terms of title, abstract, and
keywords to verify the dictionaries. Given the large number of manuscripts available for
our analysis, a reasonable number of randomly selected articles were chosen to validate
the dictionary. Such dictionaries are shown in Tables 5 and 6. It should be borne in mind
that the terms “energy” and “intelligence” are not mentioned in the dictionaries since they
are too broad. Terms like “industrial building” are also not included in our dictionaries
whenever they represent a topic outside the scope of our research, like this example.
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Table 5. Dictionary for the “energy” domain.
Nr Reduced Term Similar Term
1 consumption reduce, minimize
2 buildings constructing, structure
3 occupant resident, inhabitant, habitant, consumer
4 behavior behavior, conduct, attitude, action
5 electricity electro
6 residential domestic, household, home
7 public general, generic, common
8 commercial mercantile
9 patterns sample, type, modality
10 heating warming, hot, heat
11 cooling refrigeration, cool
12 water hot water, cool water
13 climate weather
14 gas natural gas
Table 6. Dictionary for the “intelligent computing models” domain.
Nr Reduced Term Similar Term
1 artificial intelligence machine learning, intelligent
2 predict prediction, predictive, predicting, forecasting, forecast
3 classification classifier, classifiers
4 cluster clusters, clustering, K-means cluster, hierarchal
5 model paradigm, sample
6 method process, procedure
7 analysis analytics, data sciences, data science
8 efficiency performance, quality
9 neural network neural networks, feedforward, backpropagation,convolution, recurrent
10 regression time series, linear, logistic
11 decision tree decision trees, random forests, random forest
12 optimization optimize
13 approach approaches
14 study survey, experiment
During our analysis, we understood that it could be possible that some dictionary
terms might not be available in title + abstract + keywords of our surveyed manuscripts
since many terms could be expressed several times throughout an article, and these might
be more relevant than the ones mentioned only in the abstract. Thus, the entire text was
considered for an analysis of the collected literature, especially in the areas of intelligent
computing models and energy consumption of buildings. The reference section was
removed of all manuscripts during the analysis.
The second part of our terminology analysis adopted a bibliometric map to find critical
relationships between factors and intelligent computing methods. Such a bibliometric map
helps stakeholders to find the most used factors and methods and their relationships.
For these, we computed a quantity, referred to as “The Important Terms”—TITs (of a
given word) Elgendy and Wu [70,71] that represents the importance of each word in the





where: review = words in our studied corpus; £ = a common word, such as “consumption”
or “cluster”.
As an example, if we have review count (“consumption”) = 1881 words, and review
= 6000 words, then TITs = 0.31. We assume that if (TITs) > 0.05, the word represents
a highly relevant term in the corpus. We supposed 0.05 as a percentile to exclude less
relevant values. This number is the nearest number to a high relevant term (consumption
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(0.31)). Thus, the terms “consumption (TITs = 0.31),” “residential (TITs = 0.13),” “prediction
(TITs = 0.06),” and “cluster (TITs = 0.10)” represent the most relevant terms. By contrast,
the terms “classification (TITs = 0.01),” “water (TITs = 0.01),” “commercial (TITs = 0.01),”
and “services (TITs = 0.01),” represent those which are less relevant.
By looking at the results obtained from text mining, we can notice a close relationship
between the most important terms found and all the manuscripts in our study. To ascertain





where: PCCT = number of papers that contain common terms; MRW = all manuscripts in
related work.
2.3. Inclusion and Exclusion Criteria
All the manuscripts analyzed in our paper were selected based on the following
inclusion criteria and specific criteria excluded manuscripts from our analysis, as shown in
Table 7.
Table 7. Inclusion and exclusion criteria.
Inclusion Criteria Exclusion Criteria
• Responding directly to one or more of our
research questions.
• Published between 2013 and 2020.
• Papers without experimental analysis.
• Viewpoints, books, workshops, tutorials.
• Position papers.
2.4. Study Selection and Data Extraction
Using the above inclusion and exclusion criteria, our paper repository search returned
several papers that were analyzed and read in-depth. We especially focused our attention
in finding a scientific research gap. To aid the process, we created a data extraction form,
which enabled us to collect relevant information from the selected primary papers in order
to address our proposed research questions.
3. Results and Analysis
Our results and analysis were structured into three sections. We first show the ap-
proach and results of our text mining procedures, which included a word frequency table,
a word offset plot, and a word cloud plot. In the word cloud plot, the font size represents
the most frequent terms found (see Figure 4). The word offsets plot measures the word
dispersion in a corpus (see Figure 5). By evaluating such quantities, we were able to show
the relative importance of each word in our corpus through visualization. In the second
subsection, we analyze the bibliometric map to find the critical relationships between
factors and intelligent computing techniques most used in the ECB. Lastly, in the third
sub-section, we analyze the retained 41 manuscripts.
3.1. Text Mining in Detail
Our text mining procedures included the following pre-processing steps over the main
documents: removing all symbols, numbers, punctuations, and whitespaces, transforming
all words to lowercase, reducing the dictionary terms to a single list of the terms that can
be relied upon when reading and analyzing the most important articles for our research.
This technique is depicted in Algorithm A1 (See Appendix A).
After applying our text mining procedure, we found 1077 common terms within two
dictionaries, where a sample of these are presented in Tables 5 and 6. From these, we found
the top 30 common terms ranked by higher word frequency, depicted in Algorithm A1.
Terms 1 and 2, respectively, “consumption” and “buildings,” are related to the “energy”
domain, whereas the third term, 3, “predict,” is associated with the machine learning (“in-
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telligent”) domain. By looking at Table 8, we notice that several terms are related to energy
consumption and intelligent methods used by several authors to solve problems in the
energy domain. This analysis provides an overview of the factors used to determine energy
efficiency or consumption in various types of buildings. It also highlights some intelligent
computing methods used to solve such problems. Particularly, we can understand that
research efforts are directed to use recent intelligent methods, such as deep learning, to
address energy problems effectively.
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Table 8. Top 30 common terms ranked by higher word count, on the topic of “intelligent computing
techniques” applied to energy.
Rank Term Count Rank Term Count
1 consumption 1881 16 heat 363
2 buildings 1639 17 machine 341
3 predict 957 18 paper 341
4 residential 825 19 result 330
5 cluster 671 20 network 319
6 model 605 21 load 308
7 electricity 550 22 behavior 308
8 method 495 23 different 308
9 analysis 484 24 neural 308
10 base 451 25 perform 297
11 efficiency 440 26 factor 286
12 occupant 418 27 pattern 286
13 forecast 407 28 regression 286
14 study 396 29 learning 286
15 research 385 30 approach 264
Figure 4 depicts the more frequently used words by using a word cloud plot. Words
in the word cloud represent the frequency or the significant of each word. Figure 5 shows
the top five words, ranked by frequency, by using a word offset plot. This plot depicts the
position of a term in the purview from its starting position. A dispersion plot is used to
show the positional information. Each stripe shows an instance of a term, and each row
shows the whole text. We can notice, in both Figures 4 and 5, that we computed these plots
after using our stemming method, and therefore, we end up with many cropped words.
In Figure 6, we depict the steps taken to obtain highly relevant terms related to the
topic of intelligent computing techniques applied to energy. We calculated the intersection
between the words of all manuscripts and two dictionaries of the machine learning and
energy domains to obtain the frequency of the top words relevant to the study’s research.
We started by arbitrating the following keywords: “intelligent,” “method,” “energy,”
and “buildings,” which for us, are the most relevant in the scope of this study. Then,
from text mining, we found additional important terms, such as “prediction,” “model,”
“consumption,” and “residential.”
For example, the PR ratio is high between the words “consumption of buildings”
and all manuscripts (41) by 70.7%, and the remaining ratio (29.3%), regarding the words
“efficiency of buildings.” Additionally, the PR ratio is maximum between the regular
expression “cluster * buildings” and all manuscripts of Tables 2 and 4 (category of prediction
of the ECB), respectively, by 100%.
In addition, the PR ratio between the terms the regular expression “neural * buildings,”
and all manuscripts of Table 3 (category of prediction of energy consumption of buildings),
as well as of Table 4 was evaluated at 52.4%, and the remaining ratio (47.6%), to other ma-
chine learning techniques with the term “buildings.” We can conclude that the text mining
results allowed us to find the most used terms in the intelligent computing techniques
topic applied to energy. Moreover, it helped us find the most relevant manuscripts of the
said topic.
3.2. Bibliometric Map (VOS Viewer)
We used VOS viewer (“VOS viewer,” n.d.), a visualizing bibliometric network, to find
common terminology in two areas: energy consumption and machine learning techniques
across the 41 manuscripts under analysis. This tool supported our study, with visual
information enabling us to explore the relations between the domains of energy and
intelligent techniques. It also helped us find the most common dimensions, clustering, and
variety techniques to answer our research questions.
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Figure 7 represents the network map visualization that displays the relations between
the most popular terminology and how it is linked. The larger node represents the popular
terminology in manuscripts, and the size of it represents the number of times it appeared
in manuscripts. VOS viewer splits the terminology into clusters according to the relevance
in relation to each other.
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We performed our analysis on the title and abstract using a binary counting method
of 1177 examined key ords with a minimum threshold of 3 occurrences, resulting in
33 terminologies, as shown in Figure 6. In addition, the accuracy of bibliometric analysis
is 0.9069. The largest nodes representing the important nodes of each cluster in the
network map are determined as “Neural Network” and “Energy Consumption Prediction”
(red), “Deep Neural Network” and “Energy Use” (yellow), “Cluster” and “Electricity
Consumption” (green), and finally, “Heating factor,” “Climate,” and “Residential Energy
Consumption” (blue).
Looking closer at the network map in Figure 6, we can see that the 4 clusters are
connected. For instance, the “Neural Network” term is connected to “Energy consumption
prediction” in the same red cluster, it is connected to “Prediction Model” and “Energy
Use” in the yellow cluster, it is connected to “Electricity Consumption” and “Smart Meter”
in the green cluster, and finally, it also connected to “Residential Energy Consumption”
in the blue cluster. In addition, the term “Cluster” in the green cluster is connected to
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“Prediction Model” in the yellow cluster, “Energy consumption prediction” in the red
cluster, and “Residential Energy Consumption” in the blue cluster. Moreover, the terms
“Heating” and “Climate” are connected to “Residential Energy Consumption” in the blue
cluster, “Cluster” and “Electricity Consumption” in the green cluster, “Prediction Model”
in the yellow cluster, and “Neural Network” and “Energy consumption prediction” in the
red cluster.
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Finally, by analyzing the network map in Figure 6, we can identify the important
terms in each cluster, as follows:
• In the red cluster: “Neural Network,” “Energy consumption prediction,” and “Support
Vector Machine.”
• In the yellow cluster: “Prediction Model,” “Energy Use,” and “Deep Neural Network.”
• In the green cluster: “Cluster” and “Electricity Consumption.”
• In the blue cluster: “Heating,” “Climate,” and “Residential Energy Consumption.”
3.3. Analysis of Representative Manuscripts per Topic
By tackling the posed research questions with our analysis of prior literature, firstly,
we should rely on factors that may affect the energy consumption of buildings, such as the
energy bills of the occupants of these buildings. Secondly, we should be specifically inter-
ested in intelligent computing models able to classify or predict the energy consumption
in these buildings accurately. For example, paper S10 focuses solely on finding electricity
consumption patterns in buildings, with an accuracy of 89% when predicting the level of
consumption, by using K-means clustering. We believe it is necessary to rely on a model
that classifies energy consumption with better accuracy and considers other factors that
affect this phenomenon. Thirdly, we should seek to build an intelligent model to predict
energy consumption efficiently. Papers S11 and S12 used multiple linear regression and
multilayer perceptron, respectively, to address this prediction problem, for the case of
electricity and natural gas consumption in buildings, also taking into account climate
conditions, with an accuracy of 95%. Our conviction is that it is necessary to rely on a
model that predict nergy consumpti n with even better accuracy.
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As mentioned, our paper analyzes and discusses selected literature contributions
following our research questions.
3.3.1. Analysis of Metrics, Data Sources, and Critical Factors
Our RQ1 drove us to look for metrics, data sources, and critical factors able to influence
the energy consumption of buildings. Our review of papers S1 to S41 allowed us to extract
such critical factors. In fact, terms such as “electricity,” “space heating,” and “climate” seem
to be highly considered when studying the energy consumption in residential and public
buildings, as shown in Figure 8. The major factors of energy consumption in different
buildings are shown in Table A1 (see Appendix B). The electricity factor was used by 23%
of papers, climate factor by 28%, space heating by 23%, space cooling by 13%, and finally,
occupant behavior, by another 13%. By analyzing the factors that are used as inputs in
research, we observed four points.
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households, where S11 presented a study to analyze the reduction of electricity consump-
tion and improve the energy efficiency of households in the city of Evora, in southern 
Portugal. This analysis identified 10 clusters of energy consumption. Additionally, S13 
presented a study to find the rationale of thermal comfort behaviors in Portuguese house-
holds by means of cooling and heating. This study aimed to define daily electricity con-
sumption behavior profiles in households. It also classified families into two basic clusters 
(active and non-active). In addition, S12 presented a study that implemented data mining 
in smart meters to define users who are more responsible for the peak system by using 
consumption variability and a responsibility factor. This study also applied hierarchical 
clustering and a self-organizing map to find the more responsible consumers in the peak 
system.  
Secondly, the studies S14, S15, S34, S37, and S40 relied on K-means clustering using 
“KMeans ++” to classify the energy consumption of buildings, where S14 presented a 
study to discover residential electricity consumption behaviors over time. It classified 
electricity consumption into four clusters. S15 presented a study to address electricity con-
sumption factors, such as human activities and air conditioning use. Individual electricity 
consumption patterns were divided into six clusters, with an accuracy of 89.3%. S34 pre-
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Firstly, the studies (S18, S28, S32, and S41) used the electricity factor as the only factor
in the study, where S18 presented a study to classify consumer behavior depending on
the electrical factor in public buildings. Additionally, S28 presented a framework for
forecasting hourly energy consumption in residential buildings. In addition, S32 presented
a model for forecasting energy consumption in residential buildings based on electricity
billing data for the occupants of these buildings. Finally, S41 presented a method for
classifying and predicting electricity consumption in residential buildings.
Secondly, S8 presented a study to reduce energy consumption in residential buildings.
This study addresses the climate factor only and its impact on energy consumption. It also
uses a statistical method to analyze data to help decision-makers in saving energy.
Thirdly, the studies S2, S14, and S22 relied on the consumer behavior in residential
b ildings as t e only factor in the st .
Fourthly, S35 r li d on the space heating factor for predicting ECB. Finally, the rest of
the research relied on a hybrid of factor such as electri ity, climate, space heating, space
cooling, ga , and thers o cl ssify and pr dict energy consumption, whe her in public or
residential buildings.
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3.3.2. Analysis of Clustering and Classification Techniques
When tackling RQ2, our analysis focused on the clustering and classification tech-
niques of the energy consumption of buildings. To this end, we analyzed papers S11 to S20
and S34 to S41. We observed that K-means clustering seems to be the most popular tech-
nique when studying energy consumption in residential and public buildings, as shown
in Figure 9. The major clustering and classification techniques in different buildings are
shown in Table A2 (see Appendix B). K-means clustering was used by 76% of the papers,
and hierarchical clustering by 24%. By analyzing the clustering techniques used in the
various research, we observed four points, namely: firstly, the studies S11 and S13 relied
on Ward’s method of hierarchical clustering to classify energy consumption data in house-
holds, where S11 presented a study to analyze the reduction of electricity consumption
and improve the energy efficiency of households in the city of Evora, in southern Portugal.
This analysis identified 10 clusters of energy consumption. Additionally, S13 presented
a study to find the rationale of thermal comfort behaviors in Portuguese households by
means of cooling and heating. This study aimed to define daily electricity consumption
behavior profiles in households. It also classified families into two basic clusters (active
and non-active). In addition, S12 presented a study that implemented data mining in smart
meters to define users who are more responsible for the peak system by using consumption
variability and a responsibility factor. This study also applied hierarchical clustering and a
self-organizing map to find the more responsible consumers in the peak system.
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Secondly, the studies S14, S15, S3 , S37, and S40 relied on K-means clustering using
“KMeans ++” to classify the ergy consumption of buildings, where S14 presented a study
to discover re idential electricity consu ption behavio s over time. It cl ssified elect icity
consumption into four cluste s. S15 present d a study to address electricity consumption
factors, such as human activities and air conditioni g use. Individual electricity consump-
tion patterns were divided into s x clusters, with an accuracy of 89.3%. S34 presented an
approach to classify the cooling and heating energy efficiency of residential buildi gs. The
cooling and heating energy wer divided into five clusters with an ccuracy of 87.8%. S37
presented an approach t classify energy consumption in residential buildings. It classified
this into four levels (low, medium, high, and very high) with an accuracy of 85.9%. S40
presented a study to classify electricity consumption data into five levels (very low, low,
medium, high, and very high) with an accuracy of 90.4%.
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Thirdly, the studies S18 and S41 relied on optimization algorithms with K-mean
clustering to classify electricity consumption data in residential buildings. Optimization
algorithms were used to determine the initial centroid of K-means clustering, where S18
presented a framework of quadratic programming with K-means clustering to classify
occupant behavior-based electricity load patterns in buildings. The results confirmed that
there are 10 different clusters in electricity consumption with an accuracy of 83.8%. S41
presented an approach to classify occupant behaviors electricity consumption in buildings.
Occupant behaviors were characterized into nine different clusters found in the data. Their
study found an accuracy of the genetic algorithm with K-means clustering when classifying
occupant behaviors in buildings of 89.7%.
Fourthly, the studies S16, S17, S19, and S20 relied on K-means clustering and other
intelligent techniques, where S16 compared two AI techniques (K-means clustering and
hierarchal clustering) in the classification of energy consumption in residential buildings.
This study relied on smart meter data to show the energy consumption behaviors of oc-
cupants. This study suggests that hierarchal clustering outperforms K-means clustering
in terms of accuracy, with a figure of 92.8% versus 90.3%, respectively. S17 presented an
approach to classify patterns of occupant behaviors in residential buildings. This study
relied on two main variables (window opening and indoor temperature) and used two
intelligent techniques, namely, time series and K-means clustering. The study confirmed
that K-means clustering is better than time series in terms of accuracy, with a figure of
90.20% versus 87.70%, respectively. S19 presented an approach to classify occupant behav-
iors consumption in residential buildings to determine their energy consumption. This
study relied on several factors, such as space heating, refrigeration, and air-conditioning, to
reveal the envisaged energy consumption classification. Their approach combined K-means
clustering and demographic-based probability neural networks and found 10 different
behavior consumption patterns of occupants of residential buildings. The Mean Square
Error, MSE, achieved with K-means clustering was 0.09. S20 presented a technique to
classify and analyze the ECB based on smart meter electricity data. This study showed how
to improve the performance of K-means clustering via time series analysis and wavelets.
The proposed approach found 12 different clusters of electricity consumption and achieved
MSE in K-means clustering of 0.18.
3.3.3. Analysis of Prediction Techniques
While addressing RQ3, we looked for techniques applicable in predicting the energy
consumption of buildings. With this aim, we analyzed papers S21 to S41. We observed
that techniques such as neural networks, regression models, and support vector machines
are the most adopted, as shown in Figure 10. The major prediction techniques in different
buildings are shown in Table A3 (See Appendix B). Neural networks were adopted by
35% of the analyzed papers, whereas support vector machine and regression models were
chosen in 22% of papers. Deep neural networks accounted for 17% of the reviewed papers,
and the remaining 4% corresponded to the random forest technique. By analyzing the
intelligent prediction techniques used in the research, we observed five points, namely:
firstly, the studies (S34 and 37) relied on the neural network technique to predict energy
consumption in residential buildings, where S34 presented an approach (backpropagation
neural network) to predict energy efficiency based on space heating and space cooling
with an accuracy of 85.4%. Additionally, S37 presented an approach (feedforward neural
network) to predict total energy consumption with an accuracy of 89.2%.
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Secondly, the studies S23, S28, and S41 relied on neural networks and other intelligent
techniques, where S23 presented a model to predict energy consumption in different types
of buildings such as residential, commercial, government, or educational. Their model
relied on two machine learning techniques, particularly artificial neural networks and
support vector machines. The accuracy in neural networks and support vector machines
was 90.1% and 85.4%, respectively. Thus, the authors claim that neural networks are
better than support vector machines in terms of accuracy. Additionally, S28 presented a
framework to predict the hourly electrical consumption in residential buildings. This study
relied on sensor data collected from three residential homes. Machine learning techniques,
such as regression models, feed forward neural networks, and support vector regressions,
were used. The authors found that feed forward neural networks outperformed the other
techniques in terms of Mean Absolute Percentage of Error (MAPE). In fact, achieved MAPE
figures were 13.41%, 9.14%, and 9.63%, respectively, in regression, feed forward neural
networks, and support vector regression. Finally, S41 presented an approach to predict
occupant behaviors of electricity consumption by using a backpropagation neural network
and support vector regression. The accuracy of forecasting electricity load patterns of
occupant behaviors in those techniques reached 47.02% and 57.14, respectively, highlighting
the superiority of support vector regression compared to backpropagation neural networks
for this kind of problem.
Thirdly, the studies S21, S26, S29, and S30 relied on regression models to predict energy
consumption in different buildings, where S21 presented an approach to predict the future
energy consumption of a supermarket in the UK by using multiple linear regression. The
regression equation can interpret about 95.00% of the electricity demand and 86% of the gas
use. Additionally, S26 presented a model to predict energy consumption in manufacturing
companies. Their study relied on different parameters such as mean outdoor temperature
and electricity data. Their approach used multiple linear regression for predicting energy
consumption in different temperatures. Their results show that the Adjusted R Square is
0.96. In addition, S29 introduced a statistical approach to forecast total energy consumption
in industrial, commercial, domestic, and public buildings. Their study included various
factors, such as gross domestic production (GDP), population figures, and GDP per capita.
The authors tried a simple regression model and multiple linear regression. By computing
an Adjusted R Square, their results show that multiple linear regression (0.991) is better
than simple regression model (0.844) in terms of Adjusted R Square. Finally, S30 presented
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a statistical analysis to evaluate the heating energy consumption of rural buildings. This
study addressed many factors, such as basic family information. They approach the
problem with multiple linear regression and logistic regression. The results of Adjusted
R Square in logistic regression (0.458) and multiple linear regression (0.471) show that
multiple linear regression outperforms logistic regression.
Fourthly, the studies S32 and S40 relied on support vector machines to predict electric-
ity consumption in residential buildings, where the accuracy of the proposed model in S32
and S40 is 95% and 97.4%, respectively.
Fifthly, the studies S24 and S27 relied on deep neural networks to predict energy
consumption in different buildings, where S24 presented a new model to predict energy
consumption in residential buildings by using a convolutional neural network (CNN) and
long short-term memory (LSTM). The MSE in linear regression, LSTM, and CNN-LSTM,
were 0.40, 0.74, and 0.37, respectively. Thus, CNN-LSTM is better than linear regression
and LSTM in terms of MSE. Finally, S27 estimated the ECB as a factor of space heating and
cooling, class of the energy consumer, and the average of customer consumption. Their
CNN reached an absolute error and a relative error, in their estimates, of 31.83 kWh and
17.29%, respectively.
3.3.4. Analysis of Techniques Combining Classification and Prediction
While answering our RQ4, we searched for combination techniques applicable in
predicting and classifying the energy consumption of buildings. With this goal, we ana-
lyzed papers S34 to S41 and observed that neural networks with K-means clustering seem
to be the most prominent combination, as shown in Figure 11. The major combinations
of prediction and classification techniques in different buildings are shown in Table A4
(see Appendix B). By analyzing the combination of intelligent prediction and classification
techniques used in the research, we observed three points, namely: firstly, the studies S35
and S38 relied on a hybrid model of K-means clustering with neural networks to estimate
energy consumption in different buildings, where S35 presented an approach to predict
heating energy consumption. This approach combines radial basis neural networks and
K-means clustering to estimate the energy efficiency of buildings. K-means clustering
is used to establish subsets to train individual radial basis function neural networks to
improve prediction accuracy. S38 presented an approach to improve energy efficiency in
Croatian public buildings. Much like S37, this paper also proposes K-means clustering
and a backpropagation neural network to tackle this topic. It also tried to investigate
whether K-means clustering enhances the accuracy of a backpropagation neural network
prediction. However, their results suggest that K-means clustering, when mixed with
backpropagation, has not increased the prediction accuracy of this approach since the
backpropagation technique alone achieved 90.1% of accuracy, which compares to 90.4%
when combining the two techniques.
Secondly, paper S39 presented an intelligent technique to predict residential load
patterns of energy based on socio-economic factors. Moreover, this study used K-means
clustering to analyze load patterns and used an entropy-based feature selection method to
identify the socio-economic characteristics that impact consumers’ energy load patterns.
The paper also used a deep neural network to predict the residential load pattern. The
proposed technique of this study achieved an MSE of 0.12.
Thirdly, paper S36 presented a hybrid approach to classify and predict energy con-
sumption in residential buildings. This approach consists of two AI techniques, namely,
backpropagation neural networks and decision trees. A decision tree is used to classify
energy consumption levels, whereas a backpropagation neural network predicts energy
consumption in residential buildings. The accuracy in the decision tree and backpropaga-
tion neural network is 83.6% and 91.2%, respectively. Finally, the studies S34, S37, S40, and
S41 were covered in response to the second and third questions.
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3.3.5. Analysis of Performance Evaluation Metrics
Our literature study also analyzed a variety of performance evaluation metrics in the
scope of our RQ5. Results are depicted in Figure 12. In total, 12% of the selected papers
(papers S34, 35, 36, 37, and 38) adopted accuracy and precision and recall (ACC&PRE&REC).
A total of 22% of them (S15, 16, 17, 18, S21, 22, S32 and S40, 41), selected only ACC. MSE
was used by 15% of the analyzed papers (S19, 20, S24, 25, S28, and S39). Only 2% used
AC &MSE (just paper S7). Finally, 10% of the papers adopted the Adjusted R Square
meas re (papers S26, 29, 30, 33). We also realized that 39% (16 papers: S1 to S14, S23, and
S31) did not use any defined evaluation metric.
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4. Discussion
This section discusses two important topics: our research questions and some research
gaps that we could identify.
4.1. Research Question Discussion
Our systematic review aimed to answer five basic questions targeting the application
of intelligent t chniqu s n the fi l f e ergy consumption in different building sectors.
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Focusing on our RQ1, we can highlight the main results obtained with our detailed
analysis. In fact, the terms “electricity,” “heating,” and “climate” seem to be the most
relevant when studying the energy consumption of buildings. We also observed a similarity
between such results, based on a 41-paper analysis, and the text mining results, which
took into consideration 106 papers. In our text mining approach, we calculated TITs for
the terms “electricity” and “heating,” giving 0.1 and 0.07, respectively, thus showing their
high relevancy. Nonetheless, there is a noticeable difference regarding the analysis of
the term “climate.” From our detailed analysis of 41 papers, we found “climate” to be
relevant. However, from our text mining results, the TITs value for “climate,” was 0.02, thus,
showing that the “climate factor” has a lower relevance. Finally, we observed that “other
factors” (“others” in Figure 12), including “socio-economic,” “geospatial,” and “building
characteristics,” along with “electricity,” “heating,” “cooling,” “occupant behavior,” “gas,”
and “climate” are relevant when tackling energy consumption of buildings, as shown
in Figure 13. In the bibliometric map, we observed that there is a great relationship
between “Residential Energy Consumption” with “Electricity Consumption,” “Heating,”
and “Climate” (see in Figure 7).
































Figure 14. Top classification techniques identified in our survey. 
For RQ3, our analysis of papers S21 to S41 showed that the terms “backpropagation,” 
“feedforward neural network,” and regression models such as “multiple linear regres-
sion” and “support vector machine” are the more relevant. Much like our analysis of RQ2, 
we observed a similarity between such results and the conclusions of text mining. The 
TITs for terms “neural” and “regression” were 0.06 and 0.05, respectively. Thus, the terms 
“neural” and “regression” are relevant too. In papers S21 to S41, the neural network tech-
nique was used 2.5 times more than regression techniques and 2.143 more times than sup-
port vector machines, as shown in Figure 15. In the bibliometric map, we observed that 
there is a significant relationship between “Neural Network” and “Deep Neural Net-
work” with “Energy use,” “Energy consumption prediction,” and “Prediction Model.” In 
addition, there is a relationship between “Support Vector Machine” with “Energy con-
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Figure 13. The most relevant factors that influence the energy consumption of buildings, from
our survey.
Regarding RQ2, and by examining papers S11 to S20 and S34 to S41, we can conclude
that the term “cluster” is important when applying machine learning techniques to the
ECB. We observed a relationship between this result and the conclusions drawn from text
mining. In fact, TITs for the “cluster” term was 0.1, which shows that this term is highly
relevant. However, in our graph of Figure 14, the “cluster” term is further divided into
two terms, which are “K-means clustering” and “hierarchical clustering.” By analyzing
the mentioned papers, “K-means clustering” was used 3.5 times more than “hierarchical
clustering,” as shown in Figure 13. In the bibliometric map, we observed that there is
a significant relationship between “Cluster” with “Electricity Consumption,” “Energy
consumption prediction,” and “Residential Energy Consumption” (see in Figure 7).
For RQ3, our analysis of papers S21 to S41 showed that the terms “backpropagation,”
“feedforward neural network,” and regression models such as “multiple linear regression”
and “support vector machine” are the more relevant. Much like our analysis of RQ2, we
observed a similarity between such results and the conclusions of text mining. The TITs for
terms “neural” and “regression” were 0.06 and 0.05, respectively. Thus, the terms “neural”
and “regression” are relevant too. In papers S21 to S41, the neural network technique
was used 2.5 times more than regression techniques and 2.143 more times than support
vector machines, as shown in Figure 15. In the bibliometric map, we observed that there is
a significant relationship between “Neural Network” and “Deep Ne ral Network” with
“Energy use,” “Energy consumption predicti n,” and “Prediction Model.” In addition,
there is a relationship between “Support Vector Machine” with “Energy consumption
prediction” (see in Figure 7).
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Figure 15. Top prediction techniques identified in our survey. 
Regarding our RQ4, our analysis of papers S34 to S41 showed that K-means cluster-
ing was combined with backpropagation and feedforward neural networks in 75% of such 
papers (namely, in papers S34, S35, S37, S38, S39, and S41).  
Finally, regarding our RQ5, accuracy scale is one of the most important metrics used 
to measure the accuracy of the intelligent model used in the field of energy consumption 
of different buildings (see Figure 12). 
4.2. Research Gap Discussion 
By reviewing the studies that were mentioned previously, three main problems were 
covered in our survey. 
Firstly, the lack of an official study to find the main factors used in the field of energy 
consumption in the different building sectors. Moreover, it is unclear how these factors 
relate to the different applications in the field of energy. For example, studies S18, S28, 
S32, and S41 used the electricity factor in the ECB as the only factor in the study. In addi-
tion, manuscripts S2, S14, and S22 relied on consumer behavior in residential buildings as 
the only factor in the study. Our study shows that heating and climate factors directly 
influence the energy consumption of residential buildings, while electricity and climate 
factors directly influence energy consumption for public buildings. 
Secondly, most of the previous studies (S11, S13, S14, S15, S34, S37, and S40) used K-
means clustering and hierarchical clustering to classify the ECB. Our study shows that 
two main aspects were not covered in previous research: a) there is a direct relationship 
between “K-means clustering” and “electricity consumption” in public and residential 
buildings, b) our paper proposes other classification methods such as a self-organizing 
map, for comparison with other classification models found in our survey, in terms of 
accuracy. 
Thirdly, most of the previous studies used four basic intelligent computing models 
to predict the ECB: neural networks (S23, S28, S34, S37, and S41), regression (S21, S26, S29, 
and S30), support vector machines (S32 and S40), and deep learning (S24 and S27). Our 
study shows that there is a direct relationship between “neural networks,” “support vec-
tor machines,” and “prediction of energy consumption in residential buildings.” Addi-
tionally, there is a direct relation between “deep learning” and “prediction of energy con-
sumption in public buildings.” Our study proposes the use of recent literature techniques, 
such as recurrent neural networks, for comparison with the prediction models found in 
our survey. 
Additionally, our research allowed us to identify several research gaps. We found 































Figure 15. Top prediction techniques identified in our survey.
Regarding our RQ4, our analysis of papers S34 to S41 showed that K-means clustering
was combined with backpropagation and feedforward neural networks in 75% of such
papers (namely, in papers S34, S35, S37, S38, S39, and S41).
Finally, regarding our RQ5, accuracy scale is one of the most important metrics used
to measure the accuracy of the intelligent model used in the field of energy consumption of
different buildings (see Figure 12).
4.2. Research Gap Discussion
By reviewing the studies that were mentioned previously, three main problems were
covered in our survey.
Firstly, the lack of an official study to find the main factors used in the field of energy
consumption in the different building sectors. Moreover, it is unclear how these factors
relate to the different applications in the field of energy. For example, studies S18, S28, S32,
and S41 used the electricity f ctor in the ECB as the onl factor in the study. In addition,
manuscripts S2, S14, and S22 relied on consumer behavior in residential buildi gs as
the only factor in the study. Our study shows that heating and climate factors irectly
influe ce the energy consumption of residential buildings, while electricity and cl mate
factors directly influence energy consumptio for p blic buildings.
Secondly, most of th previous tudies (S11, S13, S14, S15, S34, S37, and S40) used
K-means clustering and ierarchical cl st ring to classify the ECB. Our stu y shows that
two main aspects were not covered in previous research: a) there is a direct relationship
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between “K-means clustering” and “electricity consumption” in public and residential
buildings, b) our paper proposes other classification methods such as a self-organizing map,
for comparison with other classification models found in our survey, in terms of accuracy.
Thirdly, most of the previous studies used four basic intelligent computing models to
predict the ECB: neural networks (S23, S28, S34, S37, and S41), regression (S21, S26, S29,
and S30), support vector machines (S32 and S40), and deep learning (S24 and S27). Our
study shows that there is a direct relationship between “neural networks,” “support vector
machines,” and “prediction of energy consumption in residential buildings.” Additionally,
there is a direct relation between “deep learning” and “prediction of energy consumption
in public buildings.” Our study proposes the use of recent literature techniques, such as
recurrent neural networks, for comparison with the prediction models found in our survey.
Additionally, our research allowed us to identify several research gaps. We found
that only a small number of papers (S1 and S6) address specific factors influencing the
energy consumption of buildings. For example, some studies (S5, S11, S18, S21, S26, S28,
S32, and S41) focused on the electricity factor in general, with no mention of the number
of building occupants or the activities carried out by them. Only a few studies (S31, S33,
and S38) related to the energy consumption in public buildings. However, stakeholders
in public buildings, particularly in Portugal, find this topic relevant and are not only
willing to improve the energy efficiency in those buildings but also interested in switching
energy suppliers whenever the market conditions favor such change [13]. The results of
this systematic review also displayed a wide gap in the domain of intelligent computing
models, particularly regarding the automatic classification and prediction of the ECB, since
the number of available machine learning techniques in the state-of-the-art is vast, and
we saw from our survey, that some of the most promising techniques are not yet being
used to their full potential. In fact, only a few studies (S24, S27, S31, and S39) address
the application of the deep neural network model, which is a promising technique for
predicting the ECB.
5. Study Limitations and Threats
Our survey has several limitations. Notably, it was limited by the search keywords
chosen and the time interval of the publications (last seven years). In addition, it used
a finite number of electronic database sources. Furthermore, this paper only analyzed
English manuscripts, and we cannot guarantee to have selected all the obtainable and
valuable material for our review.
6. Conclusions and Future Work
This paper introduced a systematic literature review on the topic of classifying and
predicting the ECB, focusing on finding answers to our five research questions. Text mining
procedures were used to find the most used terms in the energy and intelligent computing
model domains, and a bibliometric map was used to find the relationships between the
most common terms in those domains prior to a more detailed manuscript analysis. By
following a PRISMA approach in our survey, we started by identifying 822 manuscripts
and ended up analyzing 41. Our survey highlighted the most used intelligent computing
models, notably machine learning methods, adopted by the community to classify and
forecast the ECB. This study provides contributions in three aspects. The first one considers
factors that influence the ECB. The second one provides a systematic survey of classification
and prediction techniques used in that context. The last aspect tackles the evaluation criteria
used by those techniques.
As mentioned, the study has not covered all manuscripts in 2021, which may con-
tain new intelligent models. The emergence of new intelligent methods may help im-
prove the accuracy of classification models and predict energy consumption for different
building sectors.
Thus, there are still opportunities for improvements regarding our topic of research.
As a recommendation for future work, there are some other factors that affect energy
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consumption in buildings (e.g., green roof, building envelope, internal and external factors).
These factors may be used in the future for the classification and prediction of energy
consumption. Our survey suggests tackling the classification of the ECB by combining
clustering and optimization techniques aiming to classify the ECB to levels (low–medium–
high). As for predicting the ECB, this study suggests adopting machine learning approaches
from the family of deep learning techniques, such as long short-term memory, convolutional
neural networks, and deep forest, which are some of the recent trends found in research.
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Appendix A
This section shows the steps required to build a corpus tool that finds the word
frequency in manuscripts. In this algorithm, we first included all manuscripts in a single
“Documents” file as well as two “Dictionaries” (line 1). Then, from line 3 to line 10, we
imported a few programming libraries and executed the following procedures in order to
build our corpus:
• Line 3 (import re): we imported a library for regular expression operations.
• Line 4 (import nltk): we imported a toolkit for natural language processing.
• Line 5: we computed SW = Stop Words.
• Line 6: we computed £ = the word frequency for all words in α (“Documents”).
• Line 7 (from nltk. corpus import SW): we computed corpus = a large and structured
set of texts and SWs.
• Lines 8 and 9: we removed the morphological affixes of words from the corpus leaving
only the word stem.
• Line 10: we recorded the frequency of each word in α (“Documents”).
We continued by implementing a cleaning process by deleting from α symbols, num-
bers, and extra spaces (line 11) and transforming all words to lowercase (line 12). Line 13
converted sentences to separate words. Line 14 removed stop words such as “the” and “is”
and those that use stemming. That is, we reduced variations of the form of a given word






Lines 15 and 16 found common words between the main document file and the two
dictionaries. Line 17 computed the word frequency in the main document file. Line 18
created a mapping between word frequency and the intersection words (that are common
across “Document” and “Dictionary”) to find optimal keywords that were used in selecting
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significant research papers for our survey. Finally, in lines 19 and 20, we determined the
importance of each word, found optimal keywords, and visualized a word cloud (Figure 3)
and a word offset (Figure 4). In this last one, we depicted the location of a word in a
sequence of text sentences.
Algorithm A1: Build a corpus module to find word frequency in manuscripts.
1. Input: α = (Documents number of manuscripts) ¥ = (Dictionary two dictionaries of
intelligent model and energy consumption of buildings)




5. SW = stopwords
6. £ = common word
7. from nltk. corpus import SW
8. PS = PorterStemmer ()
9. from nltk. stem. porter import PS
10. from nltk. probability import FreqDist
11. review = re. sub (‘[ˆa-z A-Z]’, ‘ ‘, α)
12. review = review. Lower ()
13. review = review. Split ()
14. review = [PS. stem(word) For word in review if not word in set (stopwords. words
(‘english’))
15. def Intersection (review, ¥):
16. return set(review). intersection (¥)
17. fdist = FreqDist(review)
18. Mapping between fdist and intersection
19. Implement dispersion plot
20. Determine the importance of each word:
21. Return β
The final list of word frequencies allowed us to find the common terms in the “energy”
and “intelligent computing models” domains. Additionally, word offsets and word cloud
plots were created to enable a visual interpretation of the obtained result. The standard
error in text mining approach is 0.18. In addition, the accuracy of this approach is 0.8504.
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Cooling Gas Water Other
S1 - - 3 - - - - 3
S2 - - 3 - - - - -
S3 - 3 - 3 3 - 3 -
S4 - - 3 - - - - 3
S5 3 - - 3 - - 3 -
S6 3 - - - - 3 - 3
S7 - 3 - 3 3 - - -
S8 - 3 - - - - - -
S9 - 3 - - - - 3
S10 - - - - - - - 3
S11 3 3 - - - - - -
S12 - - - - - - - 3
S13 3 3 - 3 3 - - -
S14 - - 3 - - - - -
S15 - - - - - - - 3
S16 - - - - - - - 3









Cooling Gas Water Other
S17 - 3 - - - - - 3
S18 3 - - - - - - -
S19 - - - 3 - - - 3
S20 - - - - - - - 3
S21 3 3 - - - 3 - -
S22 - - - - - - -
S23 - 3 - - - - - 3
S24 3 - - - - - - 3
S25 - 3 - - - - - 3
S26 3 - - - - - - 3
S27 - - - 3 3 - - 3
S28 3 - - - - - - -
S29 - - - - - - - 3
S30 - - - 3 - - - 3
S31 - 3 - 3 - - - 3
S32 3 - - - - - - -
S33 - 3 - 3 3 - - -
S34 - - - 3 3 - - -
S35 - - - 3 - - - -
S36 - - - - - - - 3
S37 - - - - - 3 - 3
S38 - - - - - - - 3
S39 - - - - - - - 3
S40 - 3 - - - - - 3
S41 3 - - - - - - -
Table A2. Major factors of clustering and classification techniques of energy consumption of buildings.
Previous Work K-Means Clustering Hierarchical Clustering Other
S11 - 3 3
S12 - 3 3
S13 - 3 3
S14 3 - -
S15 3 - -
S16 3 3 -
S17 3 - 3
S18 3 - -
S19 3 - 3
S20 3 - 3
S34 3 - -
S35 3 - -
S36 - - 3
S37 3 - -
S38 3 - -
S39 3 - -
S40 3 - -
S41 3 - -
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Network Random Forest Other
S21 - 3 - - - -
S22 - - - - 3 3
S23 3 - 3 - - -
S24 - - - 3 - -
S25 - - - - - 3
S26 - 3 - - - -
S27 - - - 3 - -
S28 3 3 3 - - -
S29 - 3 - - - -
S30 - 3 - - - -
S31 - - - 3 3 3
S32 - - 3 - - -
S33 - 3 - - 3 3
S34 3 - - - - -
S35 3 - - - - -
S36 3 - - - - -
S37 3 - - - - -
S38 3 - - - - -
S39 - - - 3 - -
S40 - - 3 - - -
S41 3 - 3 - - -
Table A4. Major combination prediction and classification techniques of energy consumption of buildings.
Previous Work Neural Network withK-Means Clustering




S34 3 - - -
S35 3 - - -
S36 - - 3 -
S37 3 - - -
S38 3 - - -
S39 3 - - 3
S40 - 3 - -
S41 3 3 - -
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