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chastic conception of item responses. It appears that they are more restrictive than is generally understood and differ for both conceptions. When the binomial model is applied to a fixed examinee, the deterministic conception imposes no conditions on item difficulty but requires instead that all items have characteristic functions of the Guttman type.
In contrast, the stochastic conception allows nonGuttman items but requires that all characteristic functions must intersect at the same point, which implies equal classically defined difficulty. The beta-binomial model assumes identical characteristic functions for both conceptions, and this also implies equal difficulty. Finally, the compound binomial model entails no restrictions on item difficulty.
In educational and psychological testing, binomial models are a class of models increasingly being applied. For example, in the area of criterion-referenced measurement or mastery testing, where tests are usually conceptualized as samples of items randomly drawn from a large pool or domain, binomial models are frequently used for estimating examinees' mastery of a domain and for determining sample size. Despite the agreement among several writers on the usefulness of binomial models, opinions seem to differ on the restrictions on item difficulties implied by the models. Millman (1973, 1974) noted that in applying the binomial models, items may be relatively heterogeneous in difficulty. Wilcox (1976, 1977) adopted the same position for both the binomial model and the beta-binomial model. Huynh (1976a) stated that it is the exchangeability of all domain items that is automatically assumed in the binomial model, implying similarity of item difficulties; he observed that the beta-binomial model is suitable when a separate sample of items is given to each examinee (Huynh, 1976b (Huynh, , 1977 . Lord and Novick (1968, chap. 23) as well as Hambleton, Swaminathan, Algina, and Coulson (1978) made the same observation.
In another paper, Huynh (1976c) does not even mention assumptions of the beta-binomial model. The condition of equal item difficulty for applying the beta-binomial model is also mentioned by Mellenbergh, Koppelaar, and van der Linden (1977) . No item difficulty restrictions are mentioned by Fhan6r (1974) . Kriewall (1972) first says that for a given examinee all items are of equal difficulty by assumption (p. 6); but when giving assumptions for applying the binomial model to item sampling (pp. 10-12), he does not mention any restriction on item difficulty. Subkoviak (1976) does not impose explicit restrictions on item difficulties but says instead that a constant probability of a correct response across items for a fixed person is a condition for the binomial model. This paper carefully examines the restrictions on item difficulties that must be met when binomial models are applied to domain-referenced testing. This is done for both a deterministic and a stochastic conception of item responses. In brief, the former supposes that for a given domain an examinee responds successfully over repeated independent trials (replications) with a probability equal to 1 for some items and to 0 for the remaining part of the domain. The stochastic conception is based on the idea that responding to items is a stochastic process. The probabilities associated with successful outcomes of this process may have values between 0 and 1. The distinction between these two conceptions is justified by the finding that both lead to different restrictions regarding item difficulties. First, however, there must be a consideration of the formal assumption of binomial models and of some definitions and aspects of item-sampling theory.
Binomial Models and Item Sampling
Whenever the formal definition of Bernoulli trials applies to a series of experiments or trials with the outcomes &dquo;success&dquo; and &dquo;failure,&dquo; the binomial model offers the correct probability distribution for the number of successes, X, in a series of n trials. Bernoulli trials are defined as trials that (1) have two possible outcomes, &dquo;success&dquo; and &dquo;failure&dquo;; (2) have a probability of success constant for all trials; and (3) are stochastically independent. The first assumption is evident. The second and third assumptions allow the derivation of the binomial model with only the aid of the product and sum rule for probabilities (see, for instance, Hogg & Craig, 1972, p. 87) . Denoting the probability of success at any trial by ~l, the binomial density can be written as When trials conform to the first and the third property, but not to the second, they are said to be Poisson trials (Feller, 1968, p. 218) . In that case, the compound binomial model offers the correct description of the number of successes, X, in a series of n trials. This probability distribution is given by the following generating function:
where Qg = 1 -Pg and P~ denotes the probability of success at the grh trial (Lord, 1965; Lord & Novick, 1968, p. 525 ).
In some applications of the binomial model, it also makes sense to consider a probability distribution of the binomial parameter À. Representing the probability density of A by/(A), it follows that the number of successes, X, is distributed according to Because of its flexible form and mathematical advantages, a choice is often made of the two-parameter beta density, with the complete beta function in the denominator, and v > o, and w > n -1 (Lord & Novick, 1968, p. 520 (Lord & Novick, 1968, p. 176 Consider first the assumptions regarding item difficulty implied by the binomial models for a deterministic conception of item responses, i.e., when it is assumed that a person produces correct answers to some items of the domain with a probability equal to 1 and to the others with a probability equal to 0. The population matrix from item-sampling theory now contains, not the stochastic variables Yga, but the deterministic values yga. Sampling from this matrix means sampling from a pool of 0's and 1's and is entirely equivalent to sampling from the well-known vase with red and white marbles. (An explicit reference to this analogy can sometimes be found in the literature on mastery testing, e.g., see Kriewall, 1972) . In classical test theory, a true score is defined as the observed score expected across replications. Since the expected value of a constant is the constant itself, the deterministic conception of item responses entails the equality of observed and true item scores. There is no measurement error (in the classical meaning of the word), and the only error possibly involved is estimation error when using a sample of item responses to estimate the proportion of items a person has correct in a given domain.
The idea of item responses as deterministic events, only having a probability of success equal to 1 or 0, is akin to the hypothesis of learning as an all-or-none process. According to this hypothesis, a student is not able to produce any correct response up to a certain point in the learning process; however, having passed this point, the situation has fully changed and he/she will always produce the correct answer. In the parlance appertaining to this hypothesis, knowledge is treated as an all-or-none state: A student who has passed the critical point in the learning process &dquo;knows&dquo; the item; the others &dquo;do not know it.&dquo; The deterministic view also underlies the so-called state models for mastery testing (see Besel, 1973; Dayton & Macready, 1976; Emrick, 1971; Emrick & Adams, 1969; Macready & Dayton, 1977; Meskauskas, 1976 Suppose that a stochastic conception of item responses (i.e., for a given person and item) is now adopted. Item responses are seen as the outcomes of a stochastic process dependent upon several person and item characteristics. The probability of a correct response is not restricted to the possible values 0 and 1 but may adopt every value on the (real) interval from 0 to 1. Earlier, it was seen that the deterministic conception is akin to the view of learning as an all-or-none process and knowledge as an all-or-none state. The stochastic conception, on the contrary, seems to be allied to the view that learning is a process in which a student improves his/her knowledge gradually. It is not so that a student either &dquo;knows&dquo; or &dquo;does not know&dquo; the items; but according to this view, it seems more natural to conceive of knowledge as a continuum underlying the item responses on which a student can take several positions, which represents the amount of mastery the student possesses with regard to the cognitive skills needed for solving the items and influences his/her probability of a successful response.
In terms of matrix-sampling theory, this means that the population matrix is no longer viewed as a deterministic matrix with cells (a, g) containing one element of {0, 1} but as a stochastic matrix of which the cells contain probability distributions on {O, 1} or, equivalently, probabilities Pg(018a) and P~(lj8J with possible values in the interval {0, 1} and PR(1 ~9a) = 1 -P~(0)0J. As a consequence, sampling from this matrix is to be seen, not as sampling correct responses, but as probabilities of correct responses. The item characteristic functions are not necessarily the Guttman type but may adopt any monotonic increasing form. For the sequel, it is superfluous to assume a model to explain the probability Pg(110a). One of the logistic or normal ogive models could illustrate the unidimensional case; and one of the multidimensional generalizations, the multidimensional case, but the conclusions apply to any model that describes the probability of success as a function of the complete latent space.
Domain Sampling for a Fixed Person
First, consider the case in which randomly drawn items are administered to a fixed person with vector 0.. Under the deterministic conception, the population matrix degenerated to a matrix with 1's and 0's representing the items which the student will always have correct (items he/she &dquo;knows&dquo;) and not correct (items he/she &dquo;does not know&dquo;), respectively, over replications. It was possible to count the items of the former type and define a proportion of correct responses, as has been done in Equation 10. This can not be repeated for the stochastic conception, inasmuch as the population matrix now contains probability distributions and there are no correct responses which can be counted. Therefore, it is meaningless to define for this person a proportion of items he/she &dquo;knows.&dquo; It makes sense, however, to use the probability distributions in the population matrix to introduce instead an expected proportion of items v~, responded to correctly when the entire domain is administered to examinee a:
(Again, the limit for N to infinity must be added when the domain is infinite). Equation 13 defines the proportion correct true score (Lord & Novick, 1968, chap. 23) for the whole population matrix, which is not surprising, since the proportion correct true score is an expected proportion correct according to the classical true score definition.
A second conspicuous difference from the deterministic conception is that simple random sampling of items is a superfluous chance mechanism, because item responses are already stochastic events. In addition, the probability that a certain item is successfully responded to by a person is equal to the joint probability of drawing this item and a successful response to it. Since the probability of being drawn is equal for all items in simple random sampling, it is a scale factor and can be excluded from consideration. applied. The present writer believes that the stochastic view has greater validity than the deterministic view. As indicated earlier, the latter is akin to the conception of learning as an all-or-none process and to state-models for mastery testing, which has been criticized in another paper (van der Linden, 1978 Ebel, 1962) . Defining a proportion instead of an expected proportion corresponds to the idea that sampling from a domain of items is equivalent to sampling from a vase with red and white marbles. The proportion of items an examinee knows is comparable with the proportion of red marbles that vase contains and can be estimated accordingly. As noted above, unlike the color of marbles, item responses are not deterministic events; a response to an item is therefore not comparable with the color of a marble. The important difference is that the former is liable to all kinds of stochastic influences, whereas the latter is free of this. Consequently, a distinction between a proportion, which could in principle be observed when the student responds to the total domain, and a true or expected proportion must be made. Only the latter is the person parameter in which criterion-referenced measurement should be interested.
The robustness of the binomial models with respect to assumptions of item difficulty has not been considered in this paper. It is conceivable that the conditions for applying binomial models are, in practice, less strong, because numerical results are relatively independent of the degree to which these conditions are violated. Analysis of robustness should further clarify this point.
