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Abstract. This paper begins a three-part study of efficient evaluations of expressions, which shows 
that for a wide class of expressions there are theoretical benefits in allowing graph-like expressions 
in evaluation algorithms. In this first part, a theory of graph-like expressions is developed as far as 
the basic theoretical result which underlies the remainder of the study. It asserts a modified 
commutativity property for computational steps in suitable systems of graph-like expressions. 
1. Intsduction 
Graph-like expressions arise when one represents ordinary applicative expres- 
sions economically, by storing only one copy of (some) subexpressions which occur in 
several places in the expression. The practical advantages of such storage economy 
are clear, and well-known. In this paper and its sequels [ll, 121 it is shown that 
sharing of subexpressions also has substantial theoretical advantages. In this paper a 
basic ‘subcommutativity’ theorem for graph-like expressions i  established, which is 
known [9] to lead to a particularly simple optimality theory. That abstract heory is 
then applied in [ll] to develop a theory of optimal evaluation of graph-like 
expressions, which gives in a uniform way optimal evaluation algorithms for a variety 
of systems of graph-like expressions. It is shown in [ 12) that under suitable conditions 
evaluation in systems of graph-like expressions i never less cfhcient than evaluations 
of corresponding classical applicative expressions. 
There have been several approaches to the development of theories of compu- 
tation on graph-like objects; see [2: 81 and the further references given there. Their 
motivations have been either the modelling of biological systems,. or the develop- 
ment of a theory which generalizes various particular theories in computing science 
and theoretical bioloh+ 
The purpose of this paper is somewhat different. Our aim is to describe notions of 
graph-like expression, and computation on such expressions, which are specifically 
designed to facilitate the development of a simple theory of efficient evaluation of 
applicative expressions. 
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When are applicative xpressions evaluated in practice? The classical example in 
computing science of an applicative xpression evaluator is the LISP interpreter. It is 
now realized however that applicative expression languages have a much wider 
significance. For example, th,e most promising strategy for designing a highly parallel 
computer in which many processors can cooperatively execute a single program 
(when it is not assumed that the program instructions will have special forms 
determined by a special-purpobe machine architecture) is to use a suitable appli- 
cative expression language as a machine-level or intermediate language; see for 
example [4] and the further references given there. Also there is a growing body of 
opinion that suitable applicative expression languages are natural high-level pro- 
gramming languages; see for example [l]. 
P. Definitions and first properties 
2.1. Classical applicative expressions are finite symbols strings of the form 
where a 1 , . . . , a, are again applicative xpressions, and where f is a primitive symbol 
which we shall call a function symbol (see Fig. 1). In the case n = 0, f may also be 
called a constant. 
The link with.graphs is the observation that the parenthesis tructure of such 
applicative expressions defines a finite, ordered tree with labelled nodes. That is, a 
constant c represents a single, terminal node labelled c ; an expression 
f(al 9.C.9 a,,), n 3 1, represents a tree whose root is labelled f and has n out-edges, 
say ei, , . . , e,, respectively, ordered as indicated by the subscripts and such that ei 
ends at the root of the tree represented by the expressions ai, i = 1, . . . , n. 
Expressions with shared subexpressions can then be naturally thought of as 
collapsed such trees; that is, as directed, ordered, rooted graphs whose nodes are 
labelled by function symbols. 
In practice, and in our theory, it is convenient o allow some terminal nodes of such 
graphs to be unlabelled; for consistency of notation, such nodes will be referred to as 
having the empty label. When taken together with a definition of homomorphism 
which allows empty-labelled nodes to have images with an arbitrary label, empty- 
labelled nodes will behave as parameters. 
f R . ..a 
x1 X n 
Fig. 1 
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Thus we define as follows expression graphs over a pair (F, C) of sets of primitive 
symbols; the elements of F are called function symbols, and the elements of the 
subset C of F are called constants. 
Definition 1. An expression graph over (F, C) is a finite, rooted, directed,-ordered 
graph, each of whose nonterminal nodes is labelled by an element of F\ C, and each 
of whose terminal nodes may be labelled by an element of C. 
Note that we have not at this stage assigned ‘arities’ to elements of F \ C; that can 
be done in particular applications as required by restricting attention to a suitable 
subset of the expression graphs just defined. Our main results are for acyclic graphs 
only, but that restriction is not yet necessary. 
2.2. It is converrient to have specific representations, as symbol strings, of the above 
expression graphs. For, such a representation allows a simpler description of the 
details of the transformations on expression graphs which are of interest. Also, it 
provides a link with the classical concept of a formal expression as a symbol string. 
Although it would be possible to formulate such a representation in terms of, for 
example, PASCAL “record’ data structures, the following simple symbol string 
representations of expression graphs are more suitable for our purposes. 
We require for our representations a countable infinity of new formal symbols, 
which we shall call addresses. Intuitively these symbols model pointers; that is., names 
of locations. We will allow, for technical conveni8ence ( specially in the definitions of 
transformations on graph-like expressions) synonymous addresses; that is, we allow 
that different addresses may name the same location. We shall also require some 
formal punctuation symbols; parentheses (and), comma, and becomes :=. 
Our representations wili be constructed from assignments 
s :=v 
where s is a finite, nonempty set of (synonymous) addresses and u is a value. defined 
as follows: the empty string is a value, called the empty value; each constant c E C is a 
value; and for all f E F \ C, all n > 0 and all addresses al, .‘., an,fh,. . . 9 aA is a 
value. Note that we may also call v the value of the assignment, of s or of the elements 
of s; and s may be called the addres; sr;i of the assignment. 
Now an expression graph can be represented by a term T = (r, P), where r is an 
address and P is a set of assignments which satisfies the following conditions: 
(i) every address which occurs in the value of an assignment of P also occurs in 
the address et of some assignment of P, 
(ii) address ets of distinct assignments of P are dfqjoint, 
(iii) there is an assignment of P whose address et ncludes r, 
(iv) every address in every assignment of P is the end of some path in P which 
starts at r; where a path in P is defined to be a sequence 
al, ml, a2, n-22,. . . 9 ak, mk, ak+l, k 20, 
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where the u’s are addresses of assignments ofP, the m’s are positive integers, and for 
alli=l,..., k the value of ai in T is 
f(b I,. . .p bd 
where m 3 mi and ai+ = b,i. We may call al the start of the path, a&+1 its end and k 
its length. 
2.3. Remarks 
(i) In the above notion of path the sequence is evidently determined by the 
smaller sequence al, m 1, . . . , mk ; but the fuller notation given above is frequently 
convenient. 
(ii) Address sets will often be singleton sets; we may loosely denote a singleton set 
by its unique element. 
(iii) Two addresses of ;d term T which are in the same address et, and therefore 
are intuitively synonymous, may be called equivalent. 
2.4. Terms represent expression graphs in the sense that a simple mapping of terms 
to expression graphs is defined as follows. To each assignment s :=v of the given term 
T corresponds a node of the expression graph defined by T. If v is empty, the 
corresponding node of G is empty-labelled. If v has the form f(al, . . ,, a,), n 20, 
then the corresponding node is labelled f and has n out-edges, say el, . . . , e, with the 
ordering indicated by the subscripts, and where ei ends at the node defined by the 
assignment s’ :=v’ such that ai E s’. 
It has already been implied that the addresses occurring in terms are devices for the 
concrete representation of expression graphs and do not have a place in the abstract, 
or geometrical, theory of expression graphs. They can be introduced to expression 
graphs as labels for the edges, but there is generally no advantage in doing so. On the 
contrary the theory of expression graphs is simplified by the omission of such 
arbitrary labels. 
There are various ways in which an expression graph can be transformed to 
a term which represents it. Arbitrariness arises from arbitrary choices of addresses, 
and also because it must be arbitrarily decided whether two edges ending in 
the same nodes will be labelled by the same address or by different, equivalent 
addresses. It is not necessary to give here a general description of transform- 
ations of expression graphs to terms; specific transformations will be given as 
required. 
Now that both expression graphs and terms are available, we shall use which- 
ever formulation is more convenient for a particular purpose; but concepts 
defined for terms should be such as to induce a corresponding concept on ex- 
pression graphs. That will generally be evident enough to require no explicit 
discussion. 
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Example. Consider the definition of path al, m 1,. . . , a&, mk, ak+l in a term T. Such 
a path evidently induces a corresponding path 
in the corresponding expression graph; where ni is the node defined by the assign- 
ment Si :=vi of T such that ai E si, and where ei is the mith out-edge of mi. 
In this introductory paper we shall frequently prefer to give definitions and results 
for the more concrete notion of term; in the sequels [ll, 121 it is often more 
convenient o give a more geometrical discussion in terms of expression graphs. 
2.5. We can now consider computation on terms. When the definition of compu- 
tational step, or contraction, ona term has been given it will be clear that it induces a 
corresponding notion on expression graphs. 
Computation rules for applicative expressions allow subexpressions which match 
certain conditions to be replaced by other subexpressions. Similarly we shall take a 
rule p to be a suitable pair (R,, CJ of terms, with the intention that any copy of R, 
which occurs in a term may be replaced by CP. When implementing this intention, 
however, we have to take into account phenomena which have no counterparts in the 
evaluation of conventional applicative expressions. Consider for example the ’ 
expression 
if T then El else E2 
which we shall write in the standard form 
ite(T, El, Ez). 
A conventional rule scheme for replacing occurrences of this expression as z 
subexpression i  larger expressions would be of the form 
ite( T, x1, x2) + x1. 
Such a rule scheme can be represented by a single rule (R,, Cp) in our approach, 
where 
R, = {b :=ite(al, a2, as), al := T, a2 := e, a3 := e) 
and 
Cp = (a2 := e), 
where we have confused the address ets with their unique elements, where r,, a2 are 
the roots of R,, C,, respectively and where e denotes the empty value. The occur- 
rence of a2 in both R, and CP will have the effect that when the replacement of R, by 
CP is made the address a2 will take on the same value as a2 had in the original term. 
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Corresponding to the notion of rule for terms, a rule for expression graphs is a pair 
(Rp9 CP) of expression graphs (with R, nontrivial) together with a function, A say, 
from (somej empty-labetled nodes of CP to nodes of R,. We shall place restrictions 
on the notion of term rule which will ensure that such a function A is induced by a 
term rule. 
2.6. The following features or;’ such a replacement have no counterpart in the 
evaluation of conventional applicative expressions: 
(i) replacement of an occurrence of R, in a term will not in general mean the 
removal of all assignments of R,,, since some of them may also form part of other 
subexpressions which should not be atiected by this rule application, 
(ii) in order to correctly simulate the application of the conventional rule to 
conventional expressions, the above rule (R,, C,,) should be applicable to such terms 
as 
I ={r := ite (al, a2, a3), (al, a2) := T, a3 := 0) 
and 
i ={r := ite (al, al, a3), al := T, a3 := 0) 
both of which represent he conventional expression 
ite (T, T, 0). 
Thus we shall arrange that the rule (R,, C,) applies to homomorphic images of R,. 
2.7. At both of the points of Section 2.6 our approach to rules and their application 
differs from the biologic-ally motivated approach of Rajlich [8]. The category- 
theoretic approach of [2,3] generalizes, in a weak sense, both Rajlich’s and the 
present definition; but at some cost in complexity and to an extent which is 
unnecessary for the work on efficient evaluation for which we are preparing. The 
generalization is a weak one because it does not preserve the rootedness of the 
graphs; it does not recognize ‘garbage’, as is essential for the study of optimality. 
2.8. In order to give our precise definition of computational step we define a 
homomorphism T + U between terms to be a function h from addresses of T to 
addresses of U which satisfies the following conditions: 
(i) h preserves equivalence; that is, for all (s := U) E T there is (s’ := u’) E U such 
that h(s) c: s’, 
(ii) h preserves values; that is, whenever (s := f(al, . . . , a,)) E T, (s’ := u’) E U 
and h(s)s s’, v’ has the form f(bl, . . . , b,), where h (ai) and bi are equivalent in 
U,i=l,...,n. 
Note that we have not required that the image of the root of T is the root of U, 
neither have we required that addresses which are empty-valued in T should have 
images in U which are empty-valued. 
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Clearly this definition induces a natural notion of homomorphism on expression 
graphs. 
2.9. We also define an address a of a term CP in a pair (R,, CQ) to be committed if it is 
also an address of R,. Now the conditions which we place on a pair (R,, CJ in order 
that it should be a rule are as follows: 
(i) all committed addresses of C,, are empty-valued addresses of CP!, 
(ii) all addresses of CP which are equivalent to a committed address are com- 
mitted, 
(iii) committed addresses which are equivalent in Cp are equivalent in R,, 
(iv) the root of R, is not empty-valued. 
These conditions will ensure that our definition of application of a rule succeeds in 
correctly simulating rule application for conventional expressions. Conditions (i) to 
(iii) ensure that the notion of ‘committed’ carries over to the nodes of the expression 
graph defined by CP, and that there is a unique node of the expression graph defined 
by R, which corresponds to a given committed node of CP. 
2.10. We call a rule (R,, CO) acyclic if R, and CP are acyclic terms. 
2.11. An instance of a rule (R,, CJ is a homomorphism h: R, + T. An application of 
a rule (R,, CJ to a term T, which for brevity we call a contraction, isa transformation 
of T to a term U which is defined as below by an instance h: R, + T. 
(i) First take a suitable copy i(C,) of CP; that means, for each committed address 
a of CP, i(C,) = h(a) and for each uncommitted address a of Cp, i(a) is distinct from 
all addresses of T. It is convenient in the rest of this definition to call an assignment of 
i(C,) uncommitted if the addresses of the corresponding assignment of CP irre 
uncommitted. 
(ii) Write T’ for the union of T with the set of uncommitted assignments of Cp. 
(iii) Writing s := v, sr := v’ for the assignments of T’ such that the images in 2”’ of 
the roots of R,, Cp are in s, s’ respectively, write T” for the set of assignments 
obtained from T’ by replacing both these assignments by 
s vs’ := v’. 
(iv) The root of T will become the root of the term U which results from the 
computational step. Create U by deleting from T” all addresses which do not end any 
path in T” which starts at the root of T (and delete assignments which then have 
empty address ets). 
2.12. The above definition involves a rather arbitrary choice of an isomorphism i. 
Since this arbitrariness arises only as a result of a specific choice of adtiresses, itdoes 
not carry over to the theory of expression graphs. 
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2.23. Systems of applicative expressions which can be modelled straightforwardly 
by graph-like expressions include: 
(i) classical weak combinatory logic (for which see e.g. [5]), 
(ii) all of McCarthy’s recursive definitions [6], 
(iii) The programming languages of Vuillemin [13] and Pacini et al, r7j. 
The lambda calculus can also be modelled, though before the optimality theory of 
[ 1 l] can be applied it is necessary to make a suitable reformulation of the rules of the 
lambda calculus; see [lo]. 
2.14, As an e aample we give here a graph-like approach to the simplest of all 
nontrivial syste:ms of applicative expressions: weak combinatory logic. The correct- 
ness of this approach to weak combinatory logic follows from the work of [12]. 
In the conveeiltional system there are two constants S and K, which are expressions, 
and for all expressions Tl and T2, ( Tl T2) is an expression. A more standard notation 
for ( Tl Tz) would be CY (Tl, Tz), where Q! is another function letter; the conventional 
notation is melrely simpler. 
The terms 0%’ the corresponding raph-like system are therefore constructed from 
three function symbols S, K and (Y, with the following restrictions: 
(i) all terms are acyclic, 
(ii) all addresses of terms have nonempty values, 
(iii) for all tlalues f(a 1, . . . , a,,) of a term of the system, either f is ar and n = 2, or 
f=Sandn=i$orf=Kandn=O. 
The conven5onal system has two rule schemes, 
((6X) Y)Z) * ((X2)! YZ)) and (VW *X 
where X, Y ar!rd 2 denote arbitrary terms. 
The countelrparts of these schemes in the graph-like system are two rules which are 
denoted (&, 11’~ ,-s) and (&, CK), are illustrated in Fig. 2 and are defined as follows. 
Note the tern/s appearing in the rules are not themselves terms of the system, since 
they include empty-valued addresses. Note also that in Fig. 2 the edges of the graphs 
have been labelled by addresses, so as to aid cornpat+ l .,on with their corresponding 
terms; and un liabelled nodes have been omitted. In each case a spurious edge, having 
no srrart but elferding at the root-node of the graph, has been introduced so as to allow 
the root addr :zss to be displayed; 
RK :.= (rK := dab a2), al := a (ah ad), a3 := K, a2 := e, a4 := e), 
CK 2 (a, := e), 
Rs :‘= ( rs := dal, a2L al := a(a3, ad), a3 := i2(a5, ah), a5 := S, 
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(a) 
(b) 
Fig. 2 
and 
cs := (cs := a (bl, bz), bl := tx(a6, a& b2 := cy(a4, az), a2 := e: 
as := e, a4 := e). 
3. The main result 
3.1. The result stated in this section is fundamental to the study of graph-like 
expressions in general, and in particular to the optimality theory of [I l] and [12] for 
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which we ame preparing. The result is, to begin with, a consistency theorem (a 
Church-Rosser theorem) which ensures for many systems of graph-like expressions 
that any two complete evaluations of the same expression give the same result. 
However itr also has a particularly simple structure, not possible for nontrivial 
systems of s;;nventional expressions, which is the key to the optimality theory. 
3.2. 
Definitih 2. First we define two instances k : I;2,, + T and k : R, + T of rules p and G 
to be &‘sj&zt if (writing r, and Pi for the roots of R, and R, respectively); 
(i) h (I)~) is not equivalent o any address k (,p) such that p has nonempty value in 
R 09 
(ii) symmetrically, k(r,) is not equivalent to any address h(p) such that p has 
nonempty value in I?,. 
Note th,at p and CT are not required to be distinct rules. 
3,3. The main result can be stated as follows (see Fig. 3). 
T-U T-U T-U 
1 
/ 
/ or 
/ 
bt 1 
/ Or 
1 
I 
/ 
V’ 
1 
0 V-- -+W 
Fig. 3 
Theamn I. If h : R,, -, Tand k : R, + Tare disjoint instances of acyclic rules applied to 
an acyclic term T which define contractions T =$ U, T + Vrespectively, then there are 
induced in stances h: RP + V, or k : R, + U, or both, such that 
(i) I’t defines a contraction V + U, or 
(ii) it d&tes a contraction U =+ V, or * 
(iii) there is W such that h and k define contractions V + W and U + W respec- 
tively. 
3.4. Remerks 
(i) More precisely, the above result is true of expression graphs. A precise 
statement of the result for terms should take into account the isomorphisms 
mentioned in Section 2.12. For brevity, however, we are continuing to suppress 
discussion Il>,f those isomorphisms. 
(ii) More precisely, the above result is true of isomorphism classes of terms; as 
previously mentioned, we usually ignore the difference between terms and their 
isomorphism classes. 
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(iii) The reason why we do not always get a simple commutative diagram, the last 
of the three alternatives, is that one of the contractions of T may discard that part of 
the term in which the site of the other contraction occurs. 
(iv) The author has called systems, all of whose contractions have the property 
asserted in Section 3.3, subcommutative [9]. It is a characteristic feature of many 
systems of graph-like expressions and is shown in [9] to lead to a simple optimality 
theory. 
(v) We said above that the category-theoretic approach to graph-like expressions 
provides ‘in a weak sense’ a generalization of our work. That is because in the 
category-theoretic approach the natural definition of computational step, or 
contraction, does not include part (iv) of Section 2.11, that is the ‘garbage collection’ 
phase in which parts of the expression which have become superfluous are discarded. 
While the omission of that phase is convenient, in as much as it simplifies our result 
(Theorem 1) to a commutativity result (the third of our three alternatives), it is 
essential for our optimality theory that the garbage collection phase be included; 
otherwise, all complete evaluations have the same length, That does not mean that 
our results depend on garbage collection taking place in practice after each compu- 
tational step; our approach simply incorporates a convention that parts of an 
expression which are eligible for garbage collection should not be taken into account. 
4. Proof of the main result 
4.1. It is convenient o approach the proof of Theorem 1 through a commutativity 
lemma. -4s it is essentially a special case of the commutativity results of [Z, 31, we 
shall only sketch the simple argument which suffices in this special case. For the 
discussion of the commutativity lemma we generalize the concept of term slightly, by 
omitting part (iii) of the definition of term given in Section 2,2; we call the resulting 
objects preterms. 
Thus a preterm P is a nonempty set of assignments such that 
(i) every address in the value of every assignment of P occurs in the address et of 
some assignment of P, 
(ii) address ets of distinct assignments of P are disjoint. 
Note that there is no distinguished root in a preterm. 
4.2. The definition of term homomorphism extends immediately to preterms. 
4.3. We also generalize slightly the notion of contraction of a term, to a notion for 
preterms which we call replacement, by omitting part (iv) of the definition of 
contraction given in Section 2.11. 
4.4. As in thie case of contractions, we shall generally, for the sake of brevity, ignore 
the distinction between preterms and their isomorphism classes. Where it is neces- 
sary to refer to the copy i(Cp) of CO :mentioned in Section 2.11, we shall argue as if 
i(C,) = Cp. 
4.5. Thus a repkcement defined by a homomorphism h: R, --, P of the left side of a 
rule (Rpr CP) into ;a preterm P will be loosely regarded as the successive application of 
two functions hi and hz as follows: 
(i) hi(P) denotes tire prete:rm obtained from P by the addition to P of the 
uncommitte~l assignments of CP, 
(ii) hj!(P), where P includes assignments :* o, s’ := v’ such that h (r,,) E s and 
c, E s’, denotes the preterm obtained from P by removing those two assignments and 
replacing them by s us’ := v’. 
4.6. We shall also write r(P), where r is some address of some assignment of the 
preterm P, for the term obtained from P by deletion of all addresses which are not at 
the end of some path in P which starts at P. 
Thus a co:ntraction of a term T by an instance h: R, + T can be denoted: 
(1~ T) * (G &(M TN). 
It will be convenient o use the ordinary notation for composition of functions; for 
4.7. In 
denote 
h2i::hl(P)) may be denoted (h2 0 hl)P. 
ordlfer to prove the we thus consider two contractions which we 
k T) * (1; r((h2 0 WT)) = (r, l.0 say, 
(1; T) =+ (I, r((k2 0WV) = (r, V) say, 
where h: Z?,, -, T and k: R, + T are instances of rules (R,, C,,), (R,, C,) respectively. 
Our first s&p is to show that replacements commute. 
Lemma 1. If h, k are disjoint instances of acyclic rules, and if P is an acyclic preterm, 
then 
(h!2 0 hlo k2 0 kl)P = (dk2 0 kI 0 hZ 0 hI)P. 
Although this lemma is essentially a special case of the category-theoretic com- 
mutativity result of [2], the following more elementary proof takes advantage of the 
simplicity of our definitions. 
Computation of graph-l? e expressions 183 
Proof. Clearly (hl 0 kr)P = (kl 0 h j)P, since set union is associative ’ id cclr.mutative. 
Since kl simply adds some assignments, none of whose address ets includes h (rP) 
or c,, it is also clear that 
(kl 0 hZ 0 hl)P = (h2 0 klo hl)P. (1) 
Symmetrically, 
(hl 0 kZ 0 kl)P = (k2 0 hlo kl)P. (2) 
Next we observe that in order to prove Lemma 1 it is enough to show 
(hp kp hl 0 kl)P = (kp hp hlo k#? (3) 
For then, 
(h2 0 hl 0 k2 0 kl)P = (h2 0 k2 0 hlo kl)P from (2), 
= (k2 0 h2 0 hl 0 kl)P from (3) 
= (kp kl 0 h20 ha)P from (1). 
Hence we now prove (3). The situation is simple enough to allow the following 
combinatorial proof: 
We write s := v, s’ := v’, t := w, t’ := w’ for the assignments of (hl 0 kl)P such that 
h (rp) E s, c, E s’, k(ru) E t, c, E t’. There are several cases to consider, depending on 
which of s, s’, t, t’ are distinct, but their number is reduced by the fact that s # t, since 
h, k are disjoint. In particular, 
(i) since s f t, trivially s, s’, t, t’ cannot all be equal, 
(ii) similarly the only two ways in which just three of s, s’, t, t’ can be equal are: 
S”S ‘=t’#t and t=t’=s’#s, 
but by symmetry only one of these cases, say the former, need be considered, 
(iii) similarly, since s # t there are a priori only seven ways in which any two of 
s, s’, t, t’ can be equal, of which two can be omitted by symmetry, leaving the 
following five cases: 
s = t’ # t = s’, 
S = s’ # t’ = t, 
s = s’, t, t’ are distinct, 
s = t’, s’, t are distinct, 
s’s t’, s, t are distinct; 
The first of these cases does not occur since P and the rules are acyclic, so that four 
cases remain to be considered, 
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(iv) final,ly it is possible that all four of s, s’, C, t’ are distinct. 
In each of the above six cases the argument is elementary. 
4.8. Our next step in the proof of Theorem 4 is a lemma which describes the 
properties of the operation P 3 r(P) which converts a preterm P with address r to a 
term with root r. 
Le&s 2,. If ? is an acyclic preterm, if r is an address of P and if h : R, + P is an 
instance of an acyclic rule, then 
(i) if h(,r,) is not equivalent to an address of r(P), then 
ri(P) = (r 0 hlo hl)P, 
(ii) if hl(r,) is equivalent to some address of r(P:$, then h defines an instance 
R,, --, r(P)., also loosely denoted k, and 
(roh2ohl)P=(rohzohl or)P. 
Proof. (i) We show that no address in (h2 0 hl)P which is an address of C, or is 
equivalent o k (rp) can be the end of a path 7c in (h2 0 hl)P which starts at r. For if there 
were such a path, -. arid if 7r is one of minimal length, then w is not a path in R Thus 
write n’ for the maximal initial subpath of G= which is a path in P. Then rr’ is a proper 
subpath of ?r, but on the other hand the end of Q’ must be equivalent o h(r,), since 
only th’ose addresses of P have their values altered in the transformation 
P+(hzohI)P. That contradicts the minimality of V. 
(ii) Since R,, and C, are terms and h(r,) is equivalent o an address, p say, of r(P), 
then for all addresses q # r of R,, h(q) is in r(P), so h induces an instance h’: R -) r(P) 
as follows. 
h’(r) =e, h’(q) = h(q) for q # r. 
We loosely denote h’ by h also. 
It is, thus enough to show that every path v of ( h2 0 h&P which starts at r is a path of 
(h2 0 lil 0 r)P. Argument by induction on the length of v is straightforward and is 
omitt.ed. 
4.9. It is now easy to prove Theorem 1 in the following farm, where we continue to 
use the notation introduced above: 
One of the following three cases holds : 
(i) h(r,) is not equivalent to an addrem: of k (T): in which case 
(r 0 kZ Q klo r * h2 0 AI)T = (r 0 k2 ‘3 kI)T, 
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(ii) k(r,) is not equivalent to an address of h(T): in which case 
(rohaohlorok20kl)T=(roh:!ohl)T 
(iii) h(r,), k(r,) are equivalent to addresses of k(T), h(T) 
respectively: in which case 
(r~h2~hl~r~kpk~)T=(r~kpkprohph~)T. 
Proofs. (i) . . ” 
(rokpkl)T=(rorokpkl)T 
= (r 0 ha 0 hl 0 r 0 k2 0 kl)T from Lemma 2 (i), 
(ii) is symmetrical, 
. . . 
( ) 111 
(roh~ohlorok~ok~)T=(roh~oh~ok~ok~ok~)T fromLemmag(ii) 
=(rokpkphphl)T fromLemma 
=(rokpkprohphl)T fromLemma9(ii). 
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