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Two uniqueness theorems are presented for second order inverse eigenvalue 
problems where the differential equation is given in Liouville normal form. These 
theorems assume that boundary conditions are known. Uniqueness is achieved 
from knowledge of a “reduced” set of spectral data. 0 1986 Academic press, hc 
In the study of second order inverse eigenvalue problems, where the 
eigenvalue problem to be retrieved is of the form 
y”+(l-q)y=O, 06X61, 
sin cry’(O) + cos ccy(0) = 0, 
sin fiy’( 1) + cos /?y( 1) = 0, 
(1) 
(2) 
(3) 
q E L’(0, l), 0 < a, /3 < 71, it is known that the entire triple (a, /?, q) is deter- 
mined from the given spectral data. In particular the boundary conditions 
are not given in advance but are uniquely determined along with q from 
the spectral data. This is true when the data is that usually associated with 
a Gel’fand-Levitan [l, 23 integral equation method; i.e., given are the 
eigenvalues li, i= 0, l,..., and norming constants pi = (l/[y(O, A,)]*) j; 
[y(x, n,)]’ ds, i= 0, 1,2,... (where y(x, Ji) is the eigenfunction 
corresponding to lj, i=O, l,...). This is also true when the completely 
equivalent data Izi, i = 0, l,..., and norming constants Ii = log(( - 1)’ y( 1, Ai)/ 
~(0, A,)), i=O, l,..., are given. Constructive techniques and uniqueness 
theorems for q E L*(O, 1 ), using the latter set of data have been explained in 
c3,41. 
A question which remains is: what if the boundary conditions (i.e., a, b) 
are given? Will a reduced set of spectral data yield a unique q? 
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A similar question has already been answered in the symmetric case. 
That is, if q( 1 - x) = q(x) and /I = rc - c1 then (a, q) is uniquely determined 
simply by the spectrum lo < I, < A2 < . . . ; and if CI is given, q is uniquely 
determined by the reduced spectrum 1, < 1, < . . . . That is, when c1 is given, 
the lowest order spectral data may be omitted from the given data. 
Following the lead provided by the summetric case, it would seem that 
uniqueness of q could be provided by a reduced spectrum obtained by 
deleting (A,,, p,J in the Gel’fand-Levitan case or (A,, lo) when the alter- 
native data is given as in [3,4]. This is indeed the case and the theorems 
follow. 
THEOREM 1. Suppose that 0 <u, p < 71 are given along with sequences 
1, < 1, < . . . ) (4) 
Pi>O, i= 1, 2, 3 ,,,,. (5) 
Then, there is at most one q E L’(0, 1) such that (l)-(3) has the given 
reduced spectra (4), (5). 
Proof: The proof proceeds by construction. If q and r are two such 
potentials and are distinct then we must have their lowest order data lo, p0 
and I,,, PO, respectively, distinct and we can construct r from q (or vice 
versa) by an integral equation method. Simply using the lowest order data 
and the eigenvalue problem (1 t(3) we can show, see [S], that the eigen- 
value problem determined by (&,,, &,), (&, p,), i= 1, 2 ,..., is 
where 
y”+(I-r)y=O, (6) 
sin ory’(0) + (cos GI + K(0, 0)) y(O) = 0, (7) 
sinj3y’(l)+(cos/?+K(l, l))y(l)=O, (8) 
K(l,l)= Ml, no,> 2 
J; ytx, Jo) ytx, To) dx zc;r,)’ 
Ztn”,) = Jb’ { CY(X, ~,)I* + CY(X, xob)l*} dx 
Wl, 10, - 
Y(L 20) I 
l Y(X, no) Ax, 10, dx 3 0 1 
40 JOYCE R. MC LAUGHLIN 
and y(x, A) satisfying (l), (2) and ~(0, A) = 1. Clearly then if the boundary 
conditions for (7) (8) are to be the same as (2), (3) we must have 
K(0, 0) = 0 or p0 = Do and K( 1, 1) = 0. 
Now, K( 1, 1) = 0 when x,, = &. If we can show 
(a) that Z(X,) is strictly increasing in I0 when - KZ < Af[ < iO] and 
(b) that I(&,)>0 for &-C&C/~, 
then our uniqueness theorem is proved. To show (b) we simply observe 
that for &<&<A, we have j; y(x, A,) y(x, 1,) dx > 0 and 
y( 1, &)/y( 1, A,) < 1. To show (a), we first have 
3(x, Xo)b(L no) Y(X~ 10) -AL %) Y(X, AdI dx 
i(l, 10, ’ -___ 
AL Lo) s 
Ax, 20) Ax, xob, ds , 
0 
where j(x, ;2”,) = (d/dl,) y(x, $). The proof is finished by showing that 
Y(x, x0) < 0, y( 1, A,) y(x, $) - y( 1, $) y(x, A,) < 0 for 0 d x d 1. Hence 
i( ;r,) > 0. 
Remark. It is easily seen from the construction in [S] that the norming 
constant deleted in the reduced spectrum could be any pi, i= 0, 1, 2,.... 
THEOREM 2. Let 0 -C CI, fi -C z be given. Let 
A,<&< ... and li real, i = 1, 2 ,..., (9) 
be given. Then there is at most one qE L*(O, 1) such that (l)-(3) has (9) as a 
reduced set of spectral data. 
Proof: The proof requires only examination of the mappings described 
in [4], in particular, examination of Theorem 6. For any q in (l)-(3) with 
reduced data (&, li), i= 1, 2,..., let (A,, I,) be the lowest order data. The 
reduced data uniquely determines q. E L*(O, 1) so that the Dirichlet eigen- 
value problem 
zn + (A - q()) z = 0, 
z(O)=z(l)=O, 
has eigenvalues Ai (eigenfunctions zi) and norming constants 
l,=,og(-wu) 
I z;(o) ’ 
i = 1, 2,.... 
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As shown in [4] 
90=9-2 -g 1% 44 no), 
where h(x, ,I,) is the eigenfunction for (l)-(3) corresponding to the smallest 
eigenvalue 1, with L2 norm, ilhll = 1 and h(0, 1,) > 0. Making use of the 
explicit form for go, it can also be shown that (A,, -lo), (&, Zi), i= 1, 2 ,..., 
is the data for 
z”+(II-q,)z=O, 
sin clz’(0) - cos ~(0) = 0, 
sinpz’(l)-sin/?z(l)=O. 
Since go is unique, then (A,, -lo) is unique given ~1, fi. Hence q must be 
unique. 
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