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The`me – 3.5 Proble`mes inverses et de´convolution ; 4.4 Apprentissage ; 6.3 Bio-inge´nierie et sciences de la vie
Proble`me traite´ – La prote´omique est un domaine en pleine expansion, et son utilisation est notamment envisage´e dans le diagnostic de
maladies comme le cancer. Un diagnostic base´ sur une classification ne´cessite la connaissance des distributions des biomarqueurs dans chaque
classe. L’apprentissage des distributions est re´alise´ a` partir de donne´es acquises suivant un mode`le direct hie´rarchique. L’acquisition des donne´es
fait intervenir des variabilite´s biologique et technologique. Pour un apprentissage robuste aux fluctuations instrumentales, il est ne´cessaire d’en
tenir compte en les inte´grant dans l’estimation.
Originalite´ – Pour obtenir un apprentissage robuste, nous proposons d’utiliser le cadre des proble`mes inverses pour inte´grer les variabilite´s
technologique (instrumentale) et biologique qui impactent les donne´es et de tirer profit de la nature hie´rarchique du mode`le.
Re´sultats – La distribution des biomarqueurs apprise en inte´grant les variabilite´s technologique et biologique est proche de la vraie distribution.
La robustesse est montre´e graˆce a` la proximite´ des distributions estime´es par apprentissage global et par apprentissage ide´al avec les variables
instrumentales connues, quantifie´e par la divergence de Kullback-Leibler.
1 Introduction
Les prote´ines d’un organisme peuvent eˆtre sur- ou sous-exprime´es suivant le statut clinique. Le profil prote´ique permet de
proce´der a` un diagnostic, une de´tection de maladie pre´coce, un suivi the´rapeutique, de de´crire l’efficacite´ d’un me´dicament, etc.
Cependant, les biomarqueurs, i.e. les prote´ines diffe´rentiellement exprime´es spe´cifiques a` une maladie, sont souvent difficilement
de´tectables du fait de leur faible concentration. L’inte´reˆt de l’utilisation d’un cadre baye´sien a` partir de mesures d’un couplage
de chromatographie liquide (LC) et de spectrome´trie de masse (MS) pour la quantification robuste a e´te´ de´montre´ [1]. Le mode`le
physique de l’instrument a e´te´ re´alise´ dans [2] et nous sert de base de travail.
Les taˆches de classification, telles que la de´tection ou le diagnostic [3], ne´cessitent de connaıˆtre les caracte´ristiques des e´tats
biologiques d’une manie`re robuste par rapport aux variabilite´s mentionne´es. Elles doivent eˆtre apprises sur les mesures e´tiquete´es
provenant de cohortes identifie´es. Un apprentissage supervise´ directement sur les donne´es brutes LC-MS ou sur des peptides
est une me´thode incertaine car elle n’inte`gre pas les variabilite´s technologique et biologique sous-jacentes. Un autre moyen est
d’estimer les concentrations mole´culaires des biomarqueurs, et d’apprendre les caracte´ristiques a` partir de ces grandeurs. Cela
inte`gre certes la variabilite´ biologique, mais la variabilite´ technologique est omise.
Dans l’approche pre´sente´e ci-apre`s, nous extrayons d’un jeu de donne´es d’apprentissage les parame`tres de la distribution des
biomarqueurs tout en inte´grant les variabilite´s technologique et biologique. Nous disposons de mesures indirectes de la grandeur
d’inte´reˆt, d’ou` le recours au cadre me´thodologique des proble`mes inverses. L’acquisition se fait dans une cascade de processus
se´quentiels : un mode`le direct hie´rarchique explique alors les donne´es observe´es. Ces processus e´tant ale´atoires, nous inte´grons
les variabilite´s a` l’aide d’une mode´lisation probabiliste. L’estimation globale dans un cadre baye´sien est re´pute´e plus robuste que
l’estimation se´pare´e  parame`tre par parame`tre [4]. De plus, cela nous permet d’utiliser la nature hie´rarchique du mode`le [5].
2 Apprentissage des caracte´ristiques
Les mesures LC-MS sont e´tiquete´es et acquises inde´pendamment les unes des autres ce qui permet de regrouper les expe´riences
par classe. L’apprentissage global se se´pare alors naturellement en autant de processus d’apprentissages qu’il y a de classes. C’est
la raison pour laquelle nous pouvons nous restreindre a` un apprentissage des caracte´ristiques d’une classe.
L’apprentissage des parame`tres caracte´ristiques de la distribution, a` savoir la moyennem et la pre´cision Γ dans le cas pre´sente´,










p(m,Γ) = NW(m,Γ;m0, n0,Γ0, ν0)
p(cn |m,Γ) = N (cn;m,Γ)
p(κn, ξn,Tn, γn | cn) = N (κn; Dcn,Γκn) · N (ξn;mξ,Γξ) · U(Tn;Tmin,Tmax) · G(γn;αn, βn)
p(yn | κn, ξn,Tn, γn) = N (yn; H(ξn,Tn)κn, γn)
Fig. 1 – Sche´ma du mode`le hie´rarchique direct et lois a priori associe´es.
2.1 Proble`me direct
Suivant la de´composition des mole´cules analyse´es, une chaıˆne d’analyse est de´crite par un mode`le hie´rarchique sche´matise´ sur
la Fig. 1.
Les caracte´ristiques des classes m et Γ de´terminent la concentration des prote´ines cn de la ne mesure, n = 1, . . . , N . Les
prote´ines sont de´coupe´es par un enzyme en peptides de concentration κn = Dcn + εn, perturbe´ par un bruit de digestion. Le
gain de digestion est de´crit par la matrice D. Les peptides sont ensuite se´pare´s par chromatographie, caracte´rise´ par leurs temps
de re´tention Tn, puis ionise´s en vue de l’introduction dans le spectrome`tre de masse. Lors de l’ionisation, les peptides subissent
un gain note´ ξn. Puis, les donne´es yn = H(ξn,Tn)κn + bn, perturbe´es par un bruit blanc gaussien centre´ bn d’inverse-variance
γn, sont acquises. La matrice de syste`me H de toutes les expe´riences traduit la relation line´aire entre les peptides et la sortie.
2.2 Loi jointe
Du fait des incertitudes et variabilite´s lors de la pre´paration et a` l’inte´rieur de l’instrument, les valeurs des parame`tres a` chaque
e´tape ne sont connues qu’a` travers des probabilite´s. Elles sont explicite´es dans la Fig. 1 et ont e´te´ choisies pour de´crire au mieux
les processus tout en restant simples a` utiliser. Le temps de re´tention prenant sa valeur dans [Tmin,Tmax] de manie`re e´quiprobable,
sa loi a priori est donne´e par une loi uniforme U(Tmin,Tmax). La loi pour le couple (m,Γ) est la loi Normale-Wishart qui est le
produit d’une loi normale de moyenne m0 et de pre´cision n0Γ et d’une loi Wishart de matrice d’e´chelle Γ0 avec ν0 degre´s de
liberte´. La loi jointe s’exprime alors, compte tenu de l’inde´pendance des expe´riences et des inde´pendances conditionnelles, par
p(m,Γ, c1:N ,κ1:N , γ1:N , ξ1:N ,T1:N ,y1:N ) = p(m,Γ) ·
N∏
n=1
p(yn | κn, γn) p(γn) p(ξn) p(Tn) p(κn | cn) p(cn |m,Γ) (1)
ou` l’indice 1 : N regroupe tous les indices n = 1, ..., N .
2.3 Estimateur des caracte´ristiques
L’objectif est d’estimer les caracte´ristiques de l’e´tat biologique. Pour obtenir une estimation robuste, nous choisissons l’estima-





[m,Γ] p(m,Γ | y1:N ) d(m,Γ) (2)






[m,Γ] p(m,Γ, c1:N ,κ1:N , ξ1:N ,T1:N , γ1:N | y1:N ) d(m,Γ) d(c1:N ,κ1:N , ξ1:N ,T1:N , γ1:N ). (3)
Le calcul de cette inte´grale est analytiquement impossible. C’est la raison pour laquelle nous allons approcher la loi a poste-
riori jointe p(m,Γ, c1:N ,κ1:N , ξ1:N ,T1:N , γ1:N | y1:N ) en utilisant une me´thode MCMC. Ceci permettra de marginaliser les
parame`tres dans l’e´quation (3) et ensuite d’approcher l’estimateur de (2).
3 Mise en œuvre algorithmique
A` l’inte´rieur de l’approche MCMC, nous adaptons une structure de Gibbs qui permet de transformer un proble`me global en
une succession de plusieurs sous-proble`mes plus simples. Pour cela, on calcule les lois a posteriori conditionnelles. Pour les
concentrations (prote´ines et peptides), le gain et la pre´cision du bruit, les lois a posteriori conditionnelles sont de la meˆme famille
que leur lois a priori graˆce a` leur conjugaison par la fonction de vraisemblance associe´e. Ceci permet d’e´chantillonner facilement
sous ces lois puisqu’elles sont connues comple`tement. Quant au temps de re´tention ou` il n’y a pas de conjugaison des lois, une
e´tape de Metropolis-Hasting Marche Ale´atoire est inte´gre´e dans la boucle de Gibbs [5, sect. 11.5]. Ainsi, on approche ainsi un
tirage sous la loi a posteriori jointe. La marginalisation des parame`tres interme´diaires est obtenue en ne gardant que les tirages
des parame`tres d’inte´reˆt. Enfin, l’approximation du EAP du couple (m,Γ) revient a` moyenner les tirages ale´atoires marginalise´s.
Les premiers tirages ale´atoires ne se font pas sous la loi a posteriori jointe [5, sect. 11.6]. Pour ne pas fausser l’approximation de
l’estimation, nous ne prenons en compte les tirages qu’apre`s un temps de chauffe de K0 ite´rations. Les e´tapes de l’algorithme sont
re´sume´es dans Alg. 1.
Alg. 1 – Re´sume´ de l’algorithme d’estimation des caracte´ristiques.
1. Initialisiation de l’algorithme.
2. Boucle de Gibbs
– pour k = 1 a` K0 +K
(a) pour n = 1 a` N , e´chantilloner :
i. γ(k+1)n ∼ p(γn | yn,κ(k)n )
ii. ξ(k+1)n ∼ p(ξn | yn,κ(k)n ,T (k)n , γ(k+1)n )
iii. T (k+1)n ∼ p(Tn | yn,κ(k)n , ξ(k+1)n , γ(k+1)n )
iv. κ(k+1)n ∼ p(κn | yn, γk+1n ,T (k+1)n , ξ(k+1)n , c(k)n )
v. c(k+1)n ∼ p(cn | κ(k+1)n ,m(k),Γ(k)
(b) e´chantillonner (m(k+1),Γ(k+1)) ∼ p(m,Γ | c(k+1)1:N )



















Fig. 2 – a) Re´sultats moyens sur 55 expe´riences du test de performance de l’apprentissage des distributions avec les variavles
technologiques connues (pc) et estime´es pa. d(pv, ·) de´signe la divergence de Kullback-Leibler avec la distribution vraie pv.
b) Histrogramme des tirages ale´atoires pourm. c) Idem pour Γ.
4 Re´sultats
Nous pre´sentons les re´sultats obtenus sur une prote´ine compose´e d’un peptide. La concentration vraie utilise´e dans la cohorte
d’apprentissage de taille N a e´te´ modelise´e selon une loi gaussienne pv(c) = Nvrai(c;mvrai, γvrai) autour de la valeur mvrai = 50
(unite´ arbitraire) de pre´cision γvrai = 0.2. les autres parame`tres ont une variabilite´ de 2% pour le temps de re´tention et de 10%
pour le gain de syste`me. Le bruit de mesure est simule´ avec γn ∼ γmin + G(0.495, 2) et une pre´cision minimale γmin = 0.01.
La divergence de Kullback-Leibler entre les distributions vraie et estime´e est utilise´e pour e´valuer les performances de l’ap-
proche pre´sente´e [5, Annexe B]. Ceci est fait en comparant deux strate´gies. Premie`rement, lors de l’inversion, les parame`tres
instruments sont fixe´s aux valeurs vraies pour connaıˆtre l’approche ide´ale de la me´thode. Deuxie`mement, tous les parame`tres
instruments sont estime´s lors de l’inversion. Les distributions estime´es sont note´es respectivement pc et pa. Les re´sultats de ces
e´valuations pour diffe´rentes tailles de cohorte sont pre´sente´s dans la table 2a).
On constate que les performances de la dernie`re e´valuation, graˆce a` l’apprentissage robuste, sont proches du cas ide´al pour lequel
uniquement les parame`tres biologiques sont incertains. Les figures 2b) et c) pre´sentent les histogrammes marginaux des tirages
ale´atoires pour les caracte´ristiques des classes. La robustesse est e´galement souligne´e par les faibles coefficients de variation a
posteriori pour m et γ, respectivement CVpostm = 2.2 · 10−3, CVpostG = 0.16.
5 Conclusion
Ce document pre´sente une me´thode d’apprentissage robuste aux variabilite´s qui surviennent lors de l’acquisition des donne´es,
graˆce a` l’utilisation du contexte des proble`mes inverses. Les distributions apprises par l’apprentissage intervient lors de l’approche
d’inversion-classification baye´sienne que nous avons propose´e pour analyser les donne´es LC-MS en associant quantification et
analyse diffe´rentielle [3]. La me´thode est transposable a` l’apprentissage des parame`tres caracte´ristiques des lois de tous les pa-
rame`tres intervenant, nous assurant une connaissance des lois a priori dans de futures expe´riences.
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