This paper presents a new technique which allows interactive optimization of video compression algorithms using massively parallel computers such as the CRAY T3D. This work aims t o exploit as much as possible the parallel nature of digital image processing algorithms to obtain almost real-time computing with the flexibility of a software implementation. Thanks t o this low computation time, interactive tools have been developed which allow easy and fast visual evaluation of image quality. This leads to significant productivity gain when developing new video compression techniques. Our approach has been validated on advanced region-based video compression algorithms. The interactive facilities offered by the proposed technique permit the accurate o p timization of the algorithm parameters in few minutes, where several days were previously needed. Depending on the complexity of the compression algorithms, 8-12 images are compressed, decompressed and visualized per second.
INTRODUCTION
One of the main difficulties for researchers when developing new image processing algorithms is related to the computation time required for the scientific evaluation of the algorithms and the optimization of their parameters. This difficulty is increased by the fact that there is no mathematical criterion to evaluate correctly the visual quality of 0-7803-3258 [l] . Furthermore, DirectView permits the visual evaluation of the processed image sequences as they are produced by an algorithm running on the CRAY T3D. It also allows to modify in an interactive manner the parameters of an algorithm, thus permitting fast and efficient evaluation and optimization.
GENERAL DESCRIPTION OF THE SYSTEM
The main characteristics of the proposed system are illustrated in Fig. 2 
MAIN CHARACTERISTICS OF THE COMPRESSION A L G O R I T H M
The main characteristics of the proposed motionbased compression algorithm is illustrated in Fig. 1 . A block-based full search motion estimation algorithm is used to extract the temporal correlation between images. Then, a codebook-based segmentation is applied on each block where the PSNR (after inotion compensation) remains higher than a threshold T (the value of this threshold can be optimized interactively as explained in Sec.
2) [3].
In the created regions, a refinement of the motion vectors is performed using the motion displacements of the neighbour blocks in order to improve the prediction quality. Finally, the prediction error for the regions where the PSNR remains higher than T is quantized and entropy coded. The bitstreain contains finally four different information: 1) the motion parameters, 2) the code-book based segmentation, 3) the quantized prediction error, ancl 4) flags which indicate in which regions the prediction error is coded. In our simulations, this bitstreairi can be sent to the workstation via internet or a FDDI link. Typically, after optimization of the parameters with Direct View (threshold T , quantization step, maximal displacement for the motion estimation, ...), compression ratio of about 20 (for CIF test sequences) can be obtained while keeping acc.eptable visual quality. Only few minutes are necessary to optimize the algorithm.
P A R A L L E L I M P L E M E N T A T I O N
The compression algorithm described in Sec. 3 has been parallelized in order to reduce as much as possible the coniputation time. This point is critical since the quality of the visual evaluation depends directly on the frame rate obtained at the decoder side. The parallel implementation is done as follows. The-image is divided into N parts of equal size, where N is the number of processors. Each processor will process only its respective data partition. Communications between processors are done using optimized routines which permit to minimize as much as possible the time loss. For CIF images (288x352 pixels) and using 64 processors, this parallel implementation permits to compress 12.5 images per second. The whole system is able to vizualize 8-12 images per second (depending on the compression ratio). Figure 3 shows the number of compressed and visualized images per second versus the number of processors. From 1 t o 16 processors, less than five images are visualized per second. The operator has the impression of seeing a succession of still images and not a video sequence. With 32 processors, a frame rate of about 7 per second is reached. This is the limit where we began to see a video sequence. With 64 processors, the frame rate is sufficiently fast to enable a fair evaluation of the temporal characteristics and artifacts of the decompressed video sequence, thus permitting fast and efficient evaluation and optimization. This work demonstrates that massively parallel computing can efficiently be applied t o image processing. Furthermore, the interactivity created by the proposed system between the operator and the running compression algorithm opens a totally new perspective for the optimization and research of compression schemes. Since the principle of the system does not depend on the compression alDecoded mage t gorithm itself, Directview can be used to develop and to optimize a wide range of image sequence processing algorithms. Obviously, when the computation time increases, the frame rate at the decoder side decreases, consequently, the on-line visualization and optimization is less efficient, but even in this case, the experiments are carried out significantly quicker than with classical serial implementations. In many cases, Directview can provide in few minutes results that needed previously hours of work. This possibility, given by massively parallel computing represents a very important advantage compared to classical serial implement at ions. 
