Abstract. Because the total air content (TAC) of polar ice is directly affected by the atmospheric pressure and temperature, its record in polar ice cores was initially considered as a proxy for past ice sheet elevation changes. However, the Antarctic ice core TAC record is known to also contain an insolation signature, although the underlying physical mechanisms are still a matter of debate. Here we present a highresolution TAC record over the whole North Greenland Ice Core Project ice core, covering the last 120 000 years, which independently supports an insolation signature in Greenland. Wavelet analysis reveals a clear precession and obliquity signal similar to previous findings on Antarctic TAC, with a different insolation history. In our high-resolution record we also find a decrease of 4-6 % (4-5 mL kg −1 ) in TAC as a response to Dansgaard-Oeschger events (DO events). TAC starts to decrease in parallel to increasing Greenland surface temperature and slightly before CH 4 reacts to the warming but also shows a two-step decline that lasts for several centuries into the warm interstadial. The TAC response is larger than expected considering only changes in air density by local temperature and atmospheric pressure as a driver, pointing to a transient firnification response caused by the accumulation-induced increase in the load on the firn at bubble close-off, while temperature changes deeper in the firn are still small.
Introduction
The total air content (TAC) in ice cores from polar regions is one of the many parameters that inform us about past environmental conditions. TAC was initially developed to provide robust information about the past surface elevation of ice sheets (Lorius et al., 1968; Raynaud and Lorius, 1973) , due to its pressure and, thus, altitude dependence. However, consecutive studies showed that the densification and bubble close-off processes have an even larger influence on the pore volume enclosed in polar ice and, thus, on TAC. We suggest that air enclosure is primarily dependent on two competing processes during densification and bubble close-off. On the one hand increasing ice deformation (creep) with depth leads to expulsion of air and therefore a reduction of the pore space. On the other hand water vapor transport tries to minimize surface free energy of the pore surfaces, enlarging pores and keeping the pore space open against the closure supported by creep. Both processes intensify with increasing temperature. To date, no established theory exists that quantitatively describes the temporal evolution of densification and bubble enclosure of polar firn columns to produce the observed TAC changes in ice cores. However, an empirical relationship with temperature for steady-state firnification conditions exists based on TAC and firn air observations. Raynaud and Lebel (1979) discovered an empirical relationship of pore volume at bubble close-off and snow temperature in the Camp Century (Greenland) ice core, owing to changes in the densification process at equilibrium conditions. Martinerie et al. (1992) confirmed this positive correlation, mainly in Antarctic but also in alpine and Greenland ice cores in late Holocene snow. Krinner et al. (2000) show that interpreting TAC as an elevation proxy is also limited by secular variations in surface pressure as well as by porosity and temperature changes.
O. Eicher et al.: Climatic and insolation control on the high-resolution total air content in the NGRIP ice core More recently Raynaud et al. (2007) , Parrenin et al. (2007) and Lipenkov et al. (2011) reported an apparent anticorrelated local summer insolation imprint in TAC and used it to constrain the timescale of Antarctic ice core records. This orbital synchronization is further supported by variations in the O 2 / N 2 ratio, which is also correlated with summer insolation (Bender, 2002) . The latter relation was shown to hold for the Greenland record GISP2 (Greenland Ice Sheet Project) as well (Suwa and Bender, 2008) . Further, Suwa and Bender (2008) showed increasing O 2 / N 2 ratios for DO events in the GISP2 ice core. Local summer insolation changes apparently affect snow surface properties like structure or grain size that remain preserved through firnification down to the pore close-off depth. Grain size in the uppermost 3 m is influenced (increased) by summer insolation (measurements from EPICA Dronning Maud Land drill site, Antarctica; J. Freitag, personal communication, 2016) but also by daily weather events. Hutterli et al. (2009) state that the total temperature gradient metamorphism (tTGM) influences the physical properties of the snowpack. tTGM is not necessarily synchronous with insolation, leading to a lag between the orbital parameters and the proxies depending on snow structure. Lipenkov et al. (2011) suggest how the summer insolation signal in the firn at Vostok, Antarctica, a low accumulation area, might influence the TAC at bubble closeoff. However, in the light of the observed faster densification of winter layers with higher Ca 2+ concentrations in Greenland firn (Hörhold et al., 2012) , it is unclear how surface snow structure in Greenland (high-accumulation sites) might survive the recrystallization process in the firn. In view of this ongoing discussion and of the fact that a clear insolation effect has so far only been documented in Antarctic ice cores, an independent validation based on Greenland ice, which has a different insolation history, is of great importance.
In this paper we present a high-resolution TAC record from the North Greenland Ice Core Project (NGRIP) ice core with 1688 new data points from 134 to 3082 m depth. The aim of this work is twofold: first, to test known influences on TAC, such as the orbital insolation effect observed in Antarctica, for the first time in Greenland; second, to document transient effects on TAC due to rapid temperature changes known as Dansgaard-Oeschger events (DO events). Note that the insolation effects on pore volume represent a signal imprinted on the firn structure during densification and thus are a signal imprinted in the ice matrix. In contrast, variations in TAC due to direct temperature changes, as expected during DO events, reflect changes in air density at bubble close-off and thus are imprinted in the gas record itself. This paper is organized as follows. Section 2 explains the method to determine TAC and discusses uncertainties. The new NGRIP record of TAC is presented in Sect. 3. In Sect. 4 we investigate the time characteristics of the TAC record and its signature during DO events. Conclusions are given in Sect. 5.
Methods
Following Martinerie et al. (1992) , the TAC (sometimes also denoted V in the literature) results are expressed in mL kg −1 standard temperature and pressure (STP) and are related to temperature, pore volume and pressure via (Martinerie et al., 1992) :
with V c being the pore volume, P c the pressure and T c the temperature at bubble close-off, P 0 the standard pressure (1013 hPa), and T 0 the standard temperature (273 K).
Measurement and calibration
The TAC data presented here stem from two different instruments with different procedures. Neither method delivers absolute values and had to be calibrated. In the method by Schmitt et al. (2011) , the samples were melted after evacuation using infrared radiation. TAC was determined by pressure and temperature measurements of the released air under well-controlled conditions. These data are referred to as vacuum-melt data. Schmitt et al. (2014) gauged their instrument in an intercalibration exercise with the Laboratoire de Glaciologie et Géophysique de l'Environnement (LGGE) in Grenoble on EPICA Dome C (EDC) ice. In short, two time intervals of the EDC ice core, which were previously measured at the LGGE , were remeasured with the vacuum-melt device. Using 54 overlapping samples derived from the LGGE device and 59 samples from the vacuum-melt device constrained the uncertainty of the calibration to 0.5 mL kg −1 . Using this vacuum-melt technique 62 NGRIP samples of 160 g were also measured and are presented in this study. The 1626 other data points were measured as a by-product of CH 4 and N 2 O concentration measurements performed in Bern over many years (Flückiger et al., 2004; Schilt et al., 2010; Baumgartner et al., 2012; Schilt et al., 2013; Baumgartner et al., 2014) with a different instrument. The meltwater was refrozen during the gas extraction process; therefore, we refer to this data as melt-refreeze data. More detail on the extraction technique of this data is given in Sect. 2.1.1 and more on the offset correction between different meltrefreeze measurement periods in Sect. 2.1.2. To reach consistent absolute TAC values, we intercalibrated the meltrefreeze data to the vacuum-melt data. In total, 42 of the 62 vacuum-melt data points lie within 250 years of our meltrefreeze data and were used for a nearest-neighbor analysis. For this analysis, each point of the vacuum-melt data was compared with at most the two nearest neighbors of the offset-corrected (see Sect. 2.1.2) NGRIP data in each time direction if they were not more than 70 (250) years apart from each other. The mean difference between the two methods was −0.7 ± 2.0 mL kg −1 (−0.53 ± 2.1 mL kg −1 ). Ac-cordingly, the vacuum-melt data and the melt-refreeze data match within error and were therefore not corrected.
Extraction technique for the melt-refreeze data
The melt-refreeze data of 2010, 2011 and 2012, in total 1339 data points, were measured as a by-product of CH 4 and N 2 O concentration measurements. To extract the air from the ice samples, the samples are melted in an evacuated vessel. We then refreeze the meltwater slowly from below to expel dissolved gases (see, e.g., Flückiger et al., 2004 ). The extracted gas is then expanded into the sampling loop, V 2 (Fig. 1) . In the apparatus the mole number of extracted gas n is split between two different volumes, V 1 and V 2 , and therefore using the ideal gas law and the gas constant R, we define
In the sample extraction device, we consider three volumes ( Fig. 1 ), the head space over the ice sample V h , the tube volume V t and the expansion volume V 2 . We combine V h and
The mole fractions n 1 and n 2 in Eq. (2) refer to the volumes V 1 and V 2 , respectively. V h is dependent on the size of each individual vessel and on the volume of refrozen meltwater in the vessel, so V 1 is corrected for the small vessel-specific differences and assuming an ice density of ρ ice = 917 kg m −3 . The temperature in the headspace V h and V t is not homogeneous, since V h is cooled below the freezing point, while the tubing V t is exposed to ambient, stabilized lab temperature. T 1 is therefore close to the freezing point but could not be measured directly. Instead it is determined to be 275.15 K on average through a calibration with NEEM ice and LGGE data, as described in the supplementary information of NEEM community members (2013). The temperature T 2 in the sampling loop is held constant at −60 ± 0.5 • C. The expanded gas stabilizes in the volume V 1 + V 2 at the expansion pressure p exp , measured with the pressure gauge denoted P in Fig. 1 . With
Substituting this in Eq. (2) we get
Note that the parameter T 1 may slightly vary with lab temperature and also with different extraction vessels. Assuming errors of 0.5 • C for T 1 and T 2 , 0.2 mL for V 1 and V 2 , 0.01 g for the mass m of the ice sample (Baumgartner, 2013) , and 50 Pa for p exp (at an average p exp of 4000 Pa for a sample), the resulting uncertainty in TAC is 1.3 mL kg −1 , which corresponds to about 1.5 % of the TAC value in NGRIP ice. The error used for the 2010, 2011 and 2012 data in the plots and for the interpretation was also determined by repro- 
ducibility measurements. Five adjacent samples were measured at 15 depth levels. At each of the 15 depths, we measured TAC randomly distributed over the different extraction vessels and duration of the measurement series. The pooled standard deviation of the residuals of the 75 samples is 2.2 ± 0.8 mL kg −1 (about 2.5 % of the TAC value in NGRIP ice), which is higher than the calculated analytical error of 1.3 mL kg −1 . This is expected due to natural variations of TAC in the ice along the 25 cm of ice core used for the reproducibility measurements (see also Sect. 3 below) and variations in the number and size of the air bubbles opened on the sides of the ice cube during cutting. In order to minimize the latter effect, we cut all samples the same way, in pieces of ∼ 40 g.
The whole TAC dataset has a mean value of 93.4 mL kg −1 with a standard deviation of 4.5 mL kg −1 . The measured TAC data show notable high-frequency variability which is much larger than the derived analytical error of 1.3 mL kg −1 (see Fig. 3 ). We infer that a considerable part of the scattering in neighboring samples seems to result from the small-scale variability of the TAC signal in the ice itself. One option to verify this is to check whether the scattering diminishes with depth and therefore decreasing annual layer thickness, as described in Baumgartner et al. (2014) . If the scattering is a signal in the ice itself, the standard deviation of the values in the five adjacent reproducibility samples should get smaller with increasing depth, since high-frequency variations will be smoothed by the increasing time interval per sample due to layer thinning with depth. In Fig. 3 the standard deviation over the reproducibility measurements is plotted vs. depth. There is a clear trend to lower scattering with depth (although not with a high correlation coefficient), indicating that part of the scatter is embedded in the ice itself. Martinerie et al. (1992) found seasonal peaks with up to 10-25 % amplitude in TAC, so we can assume most of the scattering to be caused by seasonal cycles or interannual variability. If we do so, we average over more cycles with an increasing age interval cov- Figure 2 . The NGRIP TAC record of this study on the AICC2012 gas age scale (Veres et al., 2013) , using two different methods. Blue: the melt-refreeze data; turquoise: the vacuum-melt TAC. The red line represents a spline with a 750-year cutoff period, according to Enting (1987) . At the bottom, the δ 18 O ice for the NGRIP ice core (NGRIP Project Members, 2004 ) is given. ered in the 25 cm of the adjacent reproducibility samples. The measured variation should therefore decrease with 1/N , N being the number of years contained in one sample, and the five samples in each 25 cm interval provide us with information on the analytical error according to
If N approaches infinity we get an independent estimate of our analytical error. In Fig. 3 in the right panel we display the variation in the reproducibility samples vs. 1/N with the best linear fit. We get a y intersect (corresponding to N = ∞) of 1.4 mL 2 kg −2 . If the square root is taken, this independent estimate leads to an analytical error of 1.2 mL kg −1 , very close to the 1.3 mL kg −1 we calculated in Sect. 2.1.1. Most of our TAC data (years 2010-2012) were measured using the above described method, while data obtained between 2002 and 2004, 287 samples in total, were measured with a slightly different procedure, as described in Flückiger et al. (2004) . The main difference is that at that time the evacuation step after loading the ice into the vessel lasted for 2 h Volume of the sampling loop
Volumes in the apparatus, with V 1 = V h + V t and h for headspace, t for transition
The temperature in the abovementioned volumes V 1 and V 2 ISI, sISI Integrated summer insolation, standardized ISI V cr Non-thermal residual term of the pore volume
The volume of one mol at STP instead of about 30 min, and the released air was expanded three times in sequence into a smaller, unchilled sampling loop for analysis. For those measurements the TAC was determined three times per sample and the analytical error of TAC was estimated as the standard deviation of the three measurements, leading to individual error bars for each data point with an average error of 2.86 mL kg −1 .
Offset correction in the melt-refreeze data
The 2002-2004 and 2010-2012 data are slightly offset from each other, so a method to intercalibrate the two data sets was developed. Also, between the measurement periods of 2010, 2011 and 2012, minor changes in the instrument could lead to small offsets which have to be accounted for. Data pairs of corresponding sample depths in the NGRIP ice core from the different measuring periods were identified, the measuring period of 2012 was taken as a reference. Reference data points are compared with interpolated values of the other dataset. Only the data from 2010 could not be compared directly to 2012 because they cover different sections of the ice core, and hence the 2010 data set was compared to the 2011 data. The mean of the offset values is displayed in Table 1 together with its standard error. The age differences to the closest points of the reference values are also shown in Table 2 , with the interpolations providing better results if the data points are closer to each other, as expected from the natural variability of TAC in the ice. Based on this comparison, the data from 2002 were shifted by 3.4 mL kg −1 , those from 2004 by 6.1 mL kg −1 and those from 2011 by −2 mL kg −1 . The 2010 data are not significantly different (1.2 ± 1.4 mL kg −1 ) from 2012, so no correction was made. This corrected melt-refreeze data set was used to compare with the vacuum-melt data and showed no significant offset, as described in Sect. 2.1. Figure 4. GRIP TAC data (Raynaud et al., 1997) in brown, vacuummelt TAC data in yellow and melt-refreeze TAC data in blue. All data on the synchronized ice age scale for GRIP and NGRIP are according to Seierstad et al. (2014) . The black curve at the bottom represents the difference between GRIP and NGRIP TAC data in 2 kyr intervals.
The NGRIP TAC record
Our new NGRIP record contains 1688 TAC data points and is shown in Fig. 2 on the AICC2012 gas age scale (Veres et al., 2013) , along with δ 18 O ice . The depth range is 133.81 to 3082.23 m, which corresponds to 294 to 119 555 years in gas age on the AICC2012 timescale. Raynaud et al. (1997) presented a lower-resolution Greenland TAC data set from the GRIP ice core. GRIP is located 316 km south-southeast of NGRIP, at an altitude of 3232 m, compared to 2919 m at NGRIP (Dahl-Jensen et al., 1997) . Today there is essentially no temperature difference between NGRIP and GRIP as the altitude effect is compensated for by the higher latitude of the former. Therefore, and because insolation differences are insignificant between the two sites due to their geographic proximity, we do not expect any difference either in pore volume V c (Martinerie et al. (1992) . Accordingly, assuming the temperature consistency did also not change in the past, the only factor influencing the TAC difference between the two sites is altitude (and possibly wind (Martinerie et al., 1994) , which is ignored here). The GRIP data mainly cover the Holocene with measurements back to 40.6 ka BP. In Fig. 4 we show the TAC from Raynaud et al. (1997) , along with our two TAC records (meltrefreeze and vacuum-melt) in the time interval 0.2 to 45 ka BP on gas age. The GRIP and NGRIP data are given on a synchronized ice age scale for the Greenland records (Seierstad et al., 2014) . The data show good agreement; the GRIP TAC air content is on average slightly lower. To quantify the difference, each point from GRIP was compared with at most the two nearest neighbors of the NGRIP data in each time direction if they lay within 250 years of the GRIP data point. Up to 11.5 ka (Holocene) GRIP data were only compared to vacuum-melt data since no melt-refreeze data were available. The Holocene GRIP TAC is about 1.7 ± 0.3 mL kg −1 lower than NGRIP, and glacial GRIP in the interval 11.5 to 45 ka is 2.4 ± 0.3 mL kg −1 lower, where the error is the standard error of the mean. This is generally in line with the expectations: a higher altitude at the deposition site should lead to lower TAC. Our results are different by 1σ , which is almost a non-significant difference, but they leave room for small relative altitude changes from the Last Glacial Maximum (LGM) to the Holocene between the two sites, although other studies (e.g. NGRIP Project Members, 2004) state that the relative altitude changes are believed to be small. Assuming a mean annual temperature of −46 • C (−31.5 • C) for stadial (Holocene) conditions at NGRIP and using the barometric formula leads to a pressure-elevation gradient of δP /δZ = 10.5 hPa/100 m (9.9 hPa/100 m). Ignoring temperature, pore volume and upstream correction, Eq. (1) gives an expected TAC difference of 4.2 mL kg −1 (4 mL kg −1 ) at an average of 90 mL kg −1 and NGRIP bubble close-off pressure of 699 hPa (K. Steffen, University of Colorado, Boulder, personal communication, 2016). This is more than what we observe in our data. Moreover, in reality the pressure-elevation gradient could be larger (11 to 15 hPa/100 m), as automatic weather stations located in the GRIP area suggest (Raynaud et al., 1997) . Accordingly, we cannot quantitatively explain the absolute TAC difference between the two sites and therefore also refrain from interpreting the relative change in TAC difference between the sites from the LGM to the Holocene.
Comparison with GRIP TAC
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Discussion

Low-frequency variations in TAC
TAC in Antarctica is known to show an anti-correlation with the integrated local summer insolation (ISI) as shown by Raynaud et al. (2007) for approximately the last 400 000 years in the EPICA Dome C record. We define ISI as
where w i is the daily insolation in W m −2 , θ is the Heaviside step function and w 0 denotes a threshold insolation. This threshold had been defined by tuning the correlation between ISI and TAC. A similar dependency emerges for our Greenland ice core when calculating a local summer insolation for the NGRIP drill site. A maximum correlation between TAC and ISI is found for w 0 = 390 W m −2 , compared to 380 W m −2 used by Raynaud et al. (2007) for the Antarctic EPICA Dome C (EDC) ice core. The correlation difference between 380 and 390 W m −2 is, however, small, and the threshold does not alter the shape of the ISI much. Martinerie et al. (1992) found an empirical relationship between the pore volume V c at bubble close-off and the temperature for recent equilibrium densification conditions with
where T s is the snow temperature in Kelvin, here assumed to be the same as the temperature at bubble close-off depth, T c , when the firn column is in thermal equilibrium. Like in Raynaud et al. (2007) , we defined the non-thermal residual term V cr as
where T c and P c are the temperature and pressure at bubble close-off depth. For the temperature at bubble close-off we used values by Kindler et al. (2014) which are derived from a heat conduction model and surface temperature variations using the δ 15 N thermo-diffusion technique (Severinghaus and Brook, 1999; Lang et al., 1999; Kindler et al., 2014) , providing data from 10 to 120 ka. For the pressure at bubble closeoff, we use a constant value of 699 hPa. T 0 and P 0 are the standard temperature (273 K) and standard atmospheric pressure (1013 hPa), respectively. Analogous to Raynaud et al. (2007) and Lipenkov et al. (2011) , we define a standardized version of TAC and V cr :
and Figure 5 . Red: the standardized 75.1 • N integrated summer insolation sISI on days with more than 390 W m −2 , splined with a 3 kyr cutoff period. Blue: a standardized spline with a 750-year cutoff of the TAC * record. Green: analogous to Raynaud et al. (2007) the TAC * data after correcting for the temperature effect on pore volume V cr (Martinerie et al., 1992) . Note that the ice core data are given on the glaciological AICC2012 ice age scale (as solar insolation acts on the snow matrix and therefore on changes in TAC on the ice age scale), while ISI is on the absolute astronomical age scale.
Splines with a 750-year cutoff period (Enting, 1987) through TAC * and V * cr are shown together with the standardized ISI (sISI), splined with a 3 kyr cutoff period, in Fig. 5 .
The r 2 between TAC * and V * cr for the spline is 0.95, so the temperature effect on firnification processes quantified according to Martinerie et al. (1992) is responsible for only 5 % of the TAC variance, in accordance with Raynaud et al. (2007) . These authors derived an r 2 of 0.86 and estimated the temperature-induced TAC variations to 10% of the total signal. The strong covariance of TAC * and local insolation for both Greenland and Antarctic ice cores provide independent evidence of an ISI effect on pore volume as the temporal evolution of ISI in both hemispheres differs significantly. As can be seen in Fig. 5 , the shape of the sISI is highly covariant with the low-frequency variations of TAC * and V * cr , while higher-frequency variations seem to correlate with temperature on the ice sheet (see Fig. 2 ). Note that during the glacial, temperature changes in Greenland are dominated by fast DO events, and a spline through the data filters out some of the variations.
Investigations on the higher frequency variations and TAC relation to climate changes during DO events are discussed in Sect. 4.3.2. In Table 3 the correlations between the sISI, V * cr , T c and TAC * are shown. For the best linear fit we estimate a sensitivity of TAC on the local integrated summer insolation's energy input above 390 W m −2 of −5.7 ×10 −9 mL kg −1 J −1 with an r 2 of 0.3. Figure 5 shows that the correlation of ISI and TAC * is absent before about 109 ka, i.e. at the glacial inception at the end of the Eemian. Raynaud et al. (2007) associated the 100 kyr cycle in the Antarctic EDC TAC record to pressure differences induced by surface elevation changes. The question arises whether the TAC deviations from the expected insolation effect at the glacial inception in our NGRIP record Note that the correlation breakdown between TAC and ISI before 109 ka mainly results from only two data points (see Fig. 2 ), at 118.8 and 119.4 ka with very low TAC, and the robustness of the TAC/ISI decoupling can therefore be questioned. If we exclude these two points and correlate the sISI with the TAC * from the top only until 109 ka, r 2 increases to 0.45, while the absolute changes in TAC are still larger than expected from altitude changes in models.
It has to be taken into account that the timescale of ISI is absolute, while the AICC2012 age scale used in this study is fundamentally based on an ice-flow model and in particular shows younger ages for the lowest part of the ice core, compared to other timescales (Veres et al., 2013) , with an uncertainty of around 5000 years in the lowest part of the ice core. Accordingly, if the older part of the TAC record were shifted to somewhat older ages, the correlation would increase. This would imply that the lowest part of the NGRIP ice core contains not the end of the Eemian but its maximum. The comparison of the NGRIP and NEEM ice and gas records over the Eemian compiled by Landais et al. (2016) shows that such a stretching of the NGRIP record's lowest part would then lead to consistency problems between the NEEM gas records and their Antarctic counterparts, which were used as a template to date the bottommost ice at NEEM. Accordingly, a simple shift of the AICC2012 age scale used for the NGRIP ice core in Fig. 5 seems incompatible with the NEEM ice core. We therefore refrain from providing a new orbitally tuned age scale for the oldest part of the NGRIP record. Instead, other factors than the age scale appear to be responsible for the deviation of TAC from ISI at that time.
Spectral analysis
Following Raynaud et al. (2007) , we performed a wavelet analysis on the TAC data (Fig. 6 ). Between 20 and 70 ka the obliquity effect on TAC is dominant, while for 80-110 ka the precession cycle dominates. This is in agreement with the findings for EDC, displayed in the right panel of Fig. 6 . Since both Antarctic EDC and Greenland NGRIP TAC show the same pattern of either obliquity or precession dominance, we performed a cross-wavelet analysis between the TAC and the respective local ISIs. This analysis allows us to find common spectral signals in the time series (see, e.g., Grinsted et al., 2004 ; Fig. 7 ). Our results for NGRIP support the findings by Raynaud et al. (2007) and Lipenkov et al. (2011) on Antarctic TAC being related to ISI. Both records show coherence in the obliquity and precession bands. Antarctic TAC and the O 2 / N 2 ratio (Lipenkov et al., 2011) were known to contain an ISI signal as was the O 2 / N 2 ratio in Greenland (Suwa and Bender, 2008 ). Now we show for the first time that Greenland TAC also contains an ISI signature, similarly to Antarctic TAC records. Figure 8 . Zoom into DO events 3, 4, 9, 10 and 19 on depth scale. Blue: the TAC, including a spline with a 120 m cutoff (thick red line). Black: the dust; grey: the Ca 2+ concentration (Ruth, 2007 Based on recent studies (Freitag et al., 2013) , small-scale firn density is known to correlate with Ca 2+ concentrations in the ice representative of mineral dust concentration. Accordingly, a firnification effect of dust on pore volume has been proposed (Hörhold et al., 2012) , which should be most pronounced for stadial-interstadial variations when dust concentrations in Greenland changed by a factor of about 15 . As the TAC is a result of the competing process of densification and water vapor transport/recrystallization, an influence of Ca 2+ concentration on TAC could also be hypothesized. In Fig. 8 the NGRIP TAC, dust and Ca 2+ (Ruth, 2007) , CH 4 , and δ 18 O ice records are shown on the depth scale for selected DO events. No simple relation from TAC with the dust concentration can be observed. Moreover, the TAC variations on their depth scale are not in phase with dust and Ca 2+ concentrations, as would be expected from a direct firnification effect of dust concentrations in the ice matrix on pore volume at bubble close-off. Instead, the high-frequency variations in TAC seem to change in parallel with CH 4 and therefore on the gas age scale, suggesting a direct influence of temperature on the number of moles of air enclosed in the pore volume during bubble closeoff. We will discuss this anti-correlation in the next section.
Relation to climate changes during DO events
The TAC data (Fig. 2 ) not only show low-frequency variations as discussed in Sect. 4.1 but reveal a strong highfrequency signal. Making use of the unprecedented resolution of our record, we investigate the high-frequency variations and take a closer look at what happens to the TAC during DO events. The temperature effect (Eq. 7) on the pore volume created during steady-state densification would lead to a very small increase in pore volume with rising temperatures. Using the ideal gas law, we obtain
where V mol is the volume of one mol at STP, V c (T ) the pore volume at close off, R the gas constant (8.31 J mol −1 kg −1 ), T s the snow temperature and n the number of moles of air Figure 9 . The significant minima in the TAC spline with 750-year cutoff from 10 to 120 ka BP. The measured TAC on AICC2012 gas age scale is blue; the spline is green. Minima marked by ruby lines are considered significant by the algorithm described in the text, while significant minima without a close-by DO event are indicated by grey dashed lines. Red: the δ 18 O ice on the AICC2012 ice age scale.
enclosed in the bubbles. Therefore, a slight increase in TAC with increasing temperature is expected from the pore volume effect. However, the formula for pore volume changes, derived in Martinerie et al. (1992) based on steady-state Holocene conditions, is most likely not applicable during DO events where a transient change in densification occurs. It is reasonable to assume that the pore volume in the firn does not follow this temperature relationship (Eq. 7) directly at the onsets of DO events. If we assume that the pore volume remains constant during the very first stage of a DO event, the first-order effect of slowly increasing temperatures in the firn would lead to a decrease in TAC, as supported by our data (Fig. 2) . To test objectively whether there is a coherent pattern of decreasing TAC at the onset DO events, we developed a method to find significant TAC decreases. To remove noise in the TAC raw data, 1000 Monte Carlo splines (varying the data points randomly within their error before calculating each spline fit) with a cutoff period of 750 years were calculated on the AICC2012 gas age scale, and the mean of the 1000 splines was taken as our best-guess representation of true TAC variations (Monte Carlo average, MCA). This MCA spline is then searched for maxima and minima. A detected minimum is considered significant if the difference between the last maximum and the minimum is larger than 1.5 times the added standard deviation of the spline at both points. The result is shown in Fig. 9 . With these criteria and parameters, the routine finds 23 significant minima, of which 17 are related to a DO event in δ 18 O ice . The significant minima unassociated with a DO event occur at the onset of the Younger Dryas, two in the LGM and one during DO event 25. There is another one before DO event 24, which is due to a wiggle in the spline fit, leading to two significant minima in the descent preceding DO event 24 (see Fig. 9 ). Using the abovementioned parameters, the routine fails to find significant minima related to DO events 8, 9, [16] [17] [18] 20, 22, 23 and 25, although for many of these cases a decline in TAC exists, which, however, did not satisfy our significance criterion. For DO events 9, 18 (and the event p18, in Fig. 9 regarded as a precursor event of DO event 18), 20, 23 and 25, this is due to the threshold of 1.5σ being too high, while 16-17 follow each other very closely so the TAC response signal is not visible. For DO event 22 the detected minimum is more than 1000 years before the δ 18 O ice maximum, so we considered this not to be related to the warming. DO event 22 has a small amplitude in δ 18 O ice compared to the background and the other DOs; thus, only a small TAC response is expected. Apparently, TAC shows an anti-correlation not only to ISI but also to rapid DO warmings. Again a comparison to the O 2 / N 2 ratios is of interest, since Suwa and Bender (2008) found not only a correlation of O 2 / N 2 to insolation but also a correlation of O 2 / N 2 ratios with DO warmings. We speculate that both proxies are influenced by the same not yet fully understood firnification processes. The phasing of the TAC compared to the δ 18 O ice is also of interest. In Table 4 the timing of the TAC minima on the AICC2012 gas age scale and the maxima in the rises of δ 18 O ice on the AICC2012 ice age scale are shown. On average, the TAC minimum is synchronous with the δ 18 O ice maximum within the error (12 ± 290 years) on the AICC2012 age scale. However, as stated by Baumgartner et al. (2014) , the AICC2012 gas age scale suffers from inconsistency with the AICC2012 ice age scale for several DO events as gas and ice have been synchronized between different ice cores to some extent independently. This leads to a dephasing of CH 4 and δ 18 O ice records in some cores on the AICC2012 age scale, which is absent in the original age scales, where gas age scale has been determined by adding the gas-age-ice-age difference to the ice age scale. For this reason Kindler et al. (2014) published a new gas age scale for NGRIP, based on the ss09sea06bm (NGRIP Project Members, 2004) ice age scale, defined from 10 to 120 ka. Being aware of this inconsistency, we also derived the corresponding δ 18 O ice maxima on ss09sea06bm ice age and the TAC spline minima on the gas age scale by Kindler et al. (2014) . On those age scales the δ 18 O ice maximum is reached on average 111 ± 232 years earlier than the minimum in TAC and only two DO events show the TAC minimum earlier than the δ 18 O ice maximum. Neglecting DO 13, the δ 18 O ice maximum leads TAC by 162 ± 108 years (37 ± 217 years on the AICC2012 age scales). Due to the considerable analytical and small-scale scatter of our TAC data, it is difficult to pinpoint the temporal evolution of the TAC and its phase relationship to other climate proxies in the ice core for individual O. Eicher et al.: Climatic and insolation control on the high-resolution total air content in the NGRIP ice core (Table 4) . Left: red -the stacked δ 15 N model data ; blue -the TAC; brown -CH 4 . Full lines represent the spline; thin lines the 1σ error range. Note that the variability in the stacked concentration only refers to the analytical error and not the variability between different DO events. Grey lines indicate the start, the maximum and the end of the δ 15 N signal. All three are given on AICC2012 gas age scale. Right: running mean over the modeled bubble close-off temperature in black; red squares indicate a 50-year mean. Grey: the modeled surface temperature. Blue crosses represent the calculated TAC values dependent on bubble close-off temperature only. The blue lines represent the measured TAC on ice age scale. Note that the amplitude of the TAC response differs for the left and right plot, since the stack was established on a different age scale and thus not over the same time windows and with different starting points. The grey line indicates the onset of the surface temperature warming. Figure 11 . Modeled behavior of TAC for an idealized DO event with a 10 • C linear surface warming during 100 years after the onset of the event. At the bottom, in grey, the assumed surface temperature and in black the temperature at bubble close-off depth. At the top, in turquoise, the TAC model output for steady-state firnification conditions (Eq. 11). Blue: the transient firnification model (Schwander et al., 1997 ) TAC output for a constant bubble close-off time. Dashed lines indicate the range of measured TAC anomalies. DO events. Moreover, when comparing δ 18 O ice in the ice matrix and a direct temperature-related signal in TAC, the uncertainty in the ice-age-gas-age difference has to be taken into account. Therefore, in the following we compare the TAC behavior to other proxies only on the same age scales.
To figure out how the TAC reacts in general to DO event warmings, we calculated a stack of TAC variations during DO events and compared it to other gas phase parameters. Since the TAC seems to react in the time window where CH 4 also shows changes, we stacked the TAC around the CH 4 onsets. For this we defined a criterion for the rise in CH 4 . The analytical error in the CH 4 data is 5.9 ppbv . The start of the CH 4 increase was defined by Baumgartner et al. (2014) in the middle between the first two data points during the onset of stadial-interstadial transitions which did not agree within their 3σ uncertainty anymore. We used the same definition and translated the depth values on the AICC2012 gas age scale. Additionally, we defined the onset for DO 3 and 22 by applying only a 2σ criterion, since with 3σ , no onset could be defined. These criteria give the onsets given in Table 4 , except for DO 2 and 25, for which the onset could not be defined. The same stacking analysis was performed for δ 15 N , indicating temperature gradients across the firn column caused by rapid warming at the surface. The TAC (this study) and the δ 15 N time series from Kindler et al. (2014) were then cut out in age windows +400 and −1000 years around the DO onsets in CH 4 . For each window we subtracted the mean value over this time span to remove the long-term trend in the data. Note that we ignored the temperature effect on pore volume as discussed in Sect. 4.1, as this effect is small (Fig. 5) and does not occur in the gas itself but acts on the firn matrix. Due to gas-age-ice-age difference, the latter process is, therefore, not in phase with changes in temperature but affects TAC several hundred years later. The resulting data Table 4 . Timing of the DO events and related features. The time value in δ 18 O ice denotes the maximum of the rise in δ 18 O ice on the AICC2012 ice age scale, determined visually. The time point in TAC is the time of the minimum, found with the method described in Sect. 4.3.2. On average the δ 18 O ice rise is younger by −12 ± 290 years with a median of −10 years on the AICC2012 age scale. The corresponding values on the sso9sea06bm ice age scale and the gas age scale published by Kindler et al. (2014) are also shown in the second block of the table. On average the δ 18 O ice rise is older by 111 ± 233 years with a median of 140 years on these age scales. The third block shows the timing of the onset in CH 4 used for the stacking in Fig. 10a on the AICC2012 gas age scale (Veres et al., 2013) . In the forth block, the onsets in bubble close-off temperature T cod used for the stacking in Fig. 10b were then stacked and for each of them -the CH 4 , the TAC, and δ 15 N data -a spline with a cutoff period of 200 years was calculated. The result is displayed in the left panel of Fig. 10 . Relative to CH 4 , the measured TAC decrease starts around 100 years earlier. Within the error, δ 15 N starts to increase synchronously with TAC. This 100-year lag of CH 4 to temperature is somewhat more than the 25-70 ± 25 years calculated for DO events in Marine Isotope Stage 3 in previous studies (Huber et al., 2006) and clearly more than the 4.5 +21 −24 years for the Bølling-Allerød interstadial (BA) calculated in Rosen et al. (2014) . This difference may partly be attributed to the different methods used in the various publications to detect the onset in the CH 4 rise and/or may be specific to the BA warming. Note that the stacked TAC data show a two-step decrease that lasts for several hundred years. When the δ 15 N signal reaches its maximum, TAC is still decreasing; shortly before the δ 15 N stabilizes, the TAC slightly rises and then drops in a second step to lower values than before the event.
The total amplitude of the TAC response in Fig. 10a is −4.7 ± 0.7 mL kg −1 . Using Eq. (1) with all parameters but the temperature fixed, we can calculate the expected physical TAC response according to the ideal gas law (Fig. 10b) . The temperature influencing the TAC is the bubble close-off temperature, as derived by Kindler et al. (2014) using a heat transport model with the surface temperature determined by δ 15 N thermodiffusion thermometry. To get an average behavior of bubble close-off temperature, we also stacked this modeled firn temperature at bubble close-off for the DO events in windows of +200 to −800 years relative to the onset in close-off temperature (see Table 4 ). We then calculated the mean over 50-year intervals from +175 to −775 year around the starting points of the temperature increase at bubble close-off (red points in Fig. 10b ). The starting points were defined as the onset in bubble close-off temperature provided by Kindler et al. (2014) on a depth scale, translated to the AICC2012 ice age scale. With a starting temperature and TAC of 227.15 K and 90 mL kg −1 , respectively, we computed the expected TAC response (blue crosses in Fig. 10b ). Also shown in Fig. 10b are the measured TAC values on ice age scale for comparison with the modeled TAC and the temperature at the surface. The calculated amplitude of the direct temperature effect through the ideal gas law (number density of molecules per volume) at bubble closeoff is 1.4 mL kg −1 , which is only about a third of the measured one. The amplitude difference indicates that other effects than the temperature at bubble close-off influence TAC on short timescales and especially during the second step of the TAC decrease, where in situ gas temperature changes are already quite small.
One possibility of explaining the larger TAC amplitude than expected from the direct temperature effect could be cooccurring changes in surface pressure, for example related to synoptic pressure pattern changes related to DO events. To explain the full amplitude in DO event TAC changes, however, a pressure decrease at the NGRIP site of around 17 hPa would be required during interstadial warmings, potentially related to a northward shift of North Atlantic storm tracks (Kageyama et al., 2009) connected to a drastic reduction of sea ice during DO events which would also lead to a lowering of synoptic pressure over Greenland (Zhang et al., 2014) . However, compared to currently observed spatial gradients in mean annual sea level pressure over the North Atlantic, the size of this effect appears too large and, moreover, should occur synchronously with the onset of the DO events and thus is unlikely to explain the TAC changes in later stages of the DO events. In contrast, a transient effect of changes in firnification, hence pore volume, during Greenland interstadials appears more likely to explain our observations. We suggest that such an effect can be induced by the rapidly increasing accumulation rate at the onset of the DO event. This leads to a higher load and thus enhanced deformation of the snow grains at depth at a time when the temperature in the firn column is still cold. A simple transient firnification model experiment (Sect. 4.3.3) supports this hypothesis by reducing TAC by several milliliters per kilogram as in our observations. In the following we attempt to quantify an upper limit of this transient firnification effect using a standard firnification model (Schwander et al., 1997) .
Transient firnification model experiment
Empirical equations for estimating bubble close-off densities and bubble close-off depths have been derived for steadystate conditions (Martinerie et al., 1992 (Martinerie et al., , 1994 . However, especially at the beginning of a DO event the firn layer is far from being in a steady state condition. Fast artificial densification experiments of snow by applying high pressures resulted in very low TAC compared to natural firnification (B. Stauffer, personal communication, 2015) . The reason for low TAC in artificially densified ice is most likely that, due to the extremely high densification rate, there is not enough time to form spherical cavities, which are a result of minimizing surface energy by slow mass redeposition through vapor diffusion. At the beginning of a DO event, accumulation increases in a step-like fashion, causing (less drastically but analogous to the artificial experiments) additional pressure in the bubble close-off zone by the increasing load of snow. We therefore expect a pore volume reduction and expulsion of air from the firn, yielding to lower TAC compared to steady-state conditions.
We estimate the upper limit of this effect by assuming that for some 140 annual layers above the firn-ice transition in the firnification model, the time required to reach bubble closeoff remains unchanged after a transition to a DO event. This assumption is based on the fact that the temperature at the depth of bubble close-off remains near the cold state during the first 140 years of a DO event (less than 20 % temperature response compared to the surface temperature change; Fig. 10 ) and on the hypothesis that time is more important for finalizing the bubble close-off than the additional hydrostatic pressure.
We have used a standard dynamic firn densification model (Schwander et al., 1997) to calculate this upper limit for a typical DO event. In addition to computing the time and depth where the steady-state close-off density is reached (as in the normal usage of the model) the model provides the density that a firn layer reaches after a certain number of years. This number of years was set to the duration needed to reach close-off under interstadial conditions. Under the abovementioned assumption of an initially constant duration to reach close-off, this density reflects the true close-off density and corresponding TAC better than values obtained for steady-state stadial conditions. Stadial temperature is set to −46 • C and the ice accumulation rate to 0.05 m a −1 . At the beginning of the simulated DO event, we increase the temperature from −46 to −36 • C and the ice accumulation rate from 0.05 to 0.1 m yr −1 within 100 years, based on the model data by Kindler et al. (2014) . The resulting TAC of the simulation is shown in Fig. 11 . We interpret the resulting decrease in TAC as the upper limit scenario for the first 140-years of a DO event. The real effect might be smaller. Later, when the temperature at the firn-ice transition increases further, TAC will slowly approach the new equilibrium value. As there exists no physical model describing this dynamic behavior of densification and bubble close-off to date, we cannot provide a more precise modeled evolution of TAC during a DO event, but the decrease in TAC as observed in the NGRIP ice core seems to be compatible with the simulation.
Conclusions
We present the first high-resolution TAC record from the Greenland NGRIP ice core covering the last 120 kyr. In line with previous studies in Antarctica Lipenkov et al., 2011) , we find the low-frequency variations to depend on local summer insolation and thus the orbital parameters. Those effects act on the firn matrix controlling the pore volume during bubble close-off and, thus, operate on the ice age scale, (e.g. Raynaud et al., 2007; Bender, 2002) , although the underlying processes are not yet understood. Additionally, in steady state, the pore volume is known to correlate with firn temperature (Martinerie et al., 1992) , which is also an ice property leading to TAC changes. Our study shows that this temperature effect imprinted on pore volume during densification in steady state is small compared to the insolation effect operating at the surface and also small compared to a direct temperature effect on TAC imposed by the change in density of the gas during bubble enclosure that we clearly observe during DO events.
Comparison of δ 15 N, CH 4 and TAC, all on the gas age scale, provides evidence that surface temperature warming, or an effect synchronous with surface warming, has a direct imprint on the TAC. The immediate decrease in TAC at an onset of a DO event could have two possible sources according to the ideal gas law: decreasing air pressure or less amount of substance per volume due to rising temperature. However, both effects appear to be too small to explain the measured TAC decline. Large changes in the height of the ice sheet are ruled out for such very short-term variations as the TAC change occurs immediately with the DO event warming, while the ice sheet response would be slow and delayed. However, the increasing accumulation rate during DO events leads to an increase in firn thickness of several tens of meters, which, through the additional weight on the firn column, leads to a temporarily enhanced densification. This could reduce TAC for several centuries after the onset of the DO event. After 500-1000 years, the firn column reaches a new equilibrium with ambient temperature, accumulation and pore volume, and TAC reaches its steady-state value again.
With the TAC signal being influenced by effects on the ice age and gas age scale, this also limits the precision of deriving orbital timescales from TAC for Greenland ice cores, which experience the rapid millennial scale DO variability which is absent for Antarctic ice cores.
Data availability
The NGRIP TAC data are available at https://www.ncdc. noaa.gov/paleo/study/20569.
