We extend the Lewis Correspondence between Maaß wave forms and period functions to subgroups of the modular group of finite index. The period functions then become vector valued functions.
Setting up the transform
Let G denote the group PSL 2 ðRÞ ¼ SL 2 ðRÞ=fG1g. It has the group K ¼ PSOð2Þ ¼ SOð2Þ=fG1g as a maximal compact subgroup. Let G ¼ PSL 2 ðZÞ be the modular group. A submodular group is a subgroup of G of finite index. It is the aim of this note to extend the Lewis Correspondence [5, 6, 7] from G to submodular groups. Since any submodular group L contains a submodular subgroup which is normal in G we will first assume that L is normal and only later move from L to an arbitrary subgroup containing L. Let H þ ¼ fx þ iy A C : y > 0g be the upper half plane in C. The group G acts on H þ by linear fractions,
This action preserves the hyperbolic geometry given by the Riemannian metric 1 y 2 ðdx 2 þ dy 2 Þ so it commutes with the hyperbolic Laplace operator D ¼ Ày 2x 2 þy 2 and preserves the hyperbolic volume form dx dy=y 2 . A Maaß form for L is a function f A L 2 ðLnH þ Þ which is an eigenfunction of D. We also define H À to be the lower half plane in C. The Lewis Correspondence attaches a certain ''period function'' to a given Maaß form for G. To extend it to L 0 G we have to start with Maaß forms for L. These form a module under the finite group G=L under the regular representation and so Maaß forms for L are related to Maaß forms for G twisted by a finite dimensional representation ðh; V h Þ by the following mechanism: Let W be a C½G-module, which is finite dimensional as C-vector space and trivially acted upon by L. Under the action of the finite group G=L the module W decomposes into isotypic components,
where d G=L G=L denotes the set of isomorphism classes of irreducible unitary representations of G=L, i.e., the unitary dual of this finite group. In the following we will use the symbol h also to denote the vector space V h . The isotypic component W ðhÞ H W is defined to be the image of the natural injective map h n Hom G ðh; W Þ ! W v n a 7 ! aðvÞ:
For h A d G=L G=L let h h denote its dual representation, i.e., it lives on the dual space Note that the inclusion W ðhÞ H W induces an isomorphism ð h h n W Þ G G ð h h n W ðhÞÞ G and that the projection map Pr from h h n W to ð h h n W Þ G is explicitly given by Prða n wÞ ¼ 1 jG=Lj P g A G=L g:a n g:w: ð2Þ
Finally, elementary character theory shows that the canonical projection P h : W ! W ðhÞ equals
h hðgÞg:w;
where d h is the degree of h, so d h ¼ dim V h . In order to describe W we decompose it into isotypic components and each such component is described by ð h h n W Þ G . We will in particular apply this to the space of Maaß forms for L with a given Laplace eigenvalue. But we also can retrieve Maaß forms of an arbitrary submodular group S. For this let L H S H G be a submodular group which is normal in G, and let W be the space of L-Maaß forms. Then
The space of S-Maaß forms is just the space of S-invariants in herein, i.e., the space
So W S is described by the spaces ðW n hÞ G and the dimensions dimð h h S Þ for h A d L=G L=G. This applies in particular to the congruence subgroups L ¼ GðNÞ and S ¼ G 0 ðNÞ. So we fix an irreducible representation h of G with finite image. We fix the following notation for the canonical generators of G:
f ðzÞ ¼ Oð1Þ as jImðzÞj ! y; ð4Þ
The last condition needs explaining. Since h has finite image, there is a smallest N :¼ N h A N such that hðT N Þ equals the identity. It follows that f has a Fourier expansion
Thus the limits do exist and satisfy f ðiyÞ ¼ v þ 0 and f ðÀiyÞ ¼ v À 0 . For a complex number n consider the space F n; h of all f A F h for which the map
extends holomorphically to CnðÀy; 0. Here z À2nÀ1 is defined by
where log z stands for the principal branch of the logarithm, i.e., the one that maps CnðÀy; 0 to R þ iðÀp; pÞ.
Let C n; h be the space of all holomorphic functions c : where both limits exist. We call (7) the Lewis equation.
Let A denote the subgroup of G consisting of diagonal matrices and let N be the subgroup of upper triangular matrices with G1 on the diagonal. Let P ¼ AN be the group of upper triangular matrices. Finally, let K ¼ PSOð2Þ ¼ SOð2Þ=fG1g be the canonical maximal compact subgroup of G. The group G then as a manifold is a direct product G ¼ ANK ¼ PK. For n A C and a ¼ Gdiagðt; t À1 Þ A A, t > 0, let a n ¼ t 2n . We insert the factor 2 for compatibility reasons.
Let ðp n ; V p n Þ denote the principal series representation of G with parameter n. The representation space V p n is the Hilbert space of all functions j : G ! C with jðanxÞ ¼ a nþ1=2 jðxÞ for a A A, n A N, x A G, and Ð K jjðkÞj 2 dk < y modulo nullfunctions. The representation is p n ðxÞjðyÞ ¼ jðyxÞ. There is a special vector j 0 in V p n given by
This vector is called the basic spherical function with parameter n.
For a continuous G-representation ðp; V p Þ on a topological vector space V p let p o denote the subrepresentation on the space of analytic vectors, i.e. V p o consists of all vectors v in V p such that for every continuous linear map a : V p ! C the map g 7 ! aðpðgÞvÞ is real analytic on G. This space comes with a natural topology. Let p Ào be its topological dual. In the case of p ¼ p n it is known that p o n and p Ào n are in perfect duality, i.e., they are each other's topological duals. The vectors in p Ào n are called hyperfunction vectors of the representation p n .
As a crucial tool we will use the space A Ào n; h ¼ ðp Ào n n hÞ G ¼ H 0 ðG; p Ào n n hÞ ð9Þ and call it the space of h-automorphic hyperfunctions.
Generalizing results of Bruggeman (see [1] , Prop. 2.1 and Prop. 2.3), we will show in Proposition 2.2 that there is a linear isomorphism A Ào n; h ! F n; h and (using this) establish in Proposition 2.4 a linear map B : A Ào n; h ! C n; h ;
which we call the Bruggeman transform. It turns out to be bijective unless n A 1 2 þ Z. Recall that a Maaß wave form for a subgroup L of G (not necessarily normal) and parameter n A C is a function u on H þ which is twice continuously di¤erentiable and satisfies uðgzÞ ¼ uðzÞ for every g A L; ð10Þ
By the regularity of solutions of elliptic di¤erential equations the last condition implies that u is real analytic. Let M n ¼ M L n be the space of all Maaß wave forms for L. If L is normal of finite index in G the finite group G=L acts on this space, and as in (1) we get an isotypic decomposition,
and for each h,
We set M n; h equal to ðV h n M n Þ G=L . Then M n; h can be viewed as the space of all functions u : H þ ! V h which are twice continuously di¤erentiable and satisfy uðgzÞ ¼ hðgÞuðzÞ for every g A G; ð14Þ
We define the space S n; h of Maaß cusp forms to be the space of all u A M n; h such that
for every z A H þ . Here, as before, N is the order of hðTÞ, so that in particular hðTÞ N ¼ 1 and uðz þ NÞ ¼ uðzÞ.
For Re n > À 1 2 consider the space C o n; h of all c A C n; h satisfying cðzÞ ¼ Oðminf1; jzj ÀC gÞ for z A CnðÀy; 0; ð18Þ for some 0 < C < 2 Re n þ 1. We call the elements of C o n; h period functions. In Lemma 3.1 we establish for Re n > À 1 2 two linear maps S n; h ! F n; h and S n; h ! C o n; h . LetM M n; h be the space of all functions u satisfying only (14) and (16). So there is no growth restriction on elements ofM M n; h . For an automorphic hyperfunction a A A Ào n; h we consider the function u : G ! V h given by uðgÞ :¼ hp Àn ðgÞj 0 ; ai:
Here hÁ ; Ái is the canonical pairing p o Àn Â p Ào Àn n h ! V h . Then u is right K-invariant, hence can be viewed as a function on H þ . As such it lies inM M n; h since a is Gequivariant and the Casimir operator on G, which induces D, is scalar on p n with eigenvalue 1 4 À n 2 . The transform P : a 7 ! u is called the Poisson transform. It follows from [8] , Theorem 5.4.3, that the Poisson transform
is an isomorphism for n B 1 2 þ Z. For n B 1 2 þ Z we finally define the Lewis transform as the map L : M n; h ! C n; h , given by
Our first main result (see Theorem 3.3) is a generalization of [7] , Thm. 1.1, and says that the Lewis transform for n B 1 2 þ Z and Re n > À 1 2 restricts to a linear isomorphism between the space of Maaß cusp forms S n; h and the space C o n; h of period functions.
A holomorphic function on CnðÀy; 0 is uniquely determined by its values in
Thus, in principle, it is possible to describe the period functions as a space of real analytic functions on the positive halfline. Following ideas from [7] , Chap III, we show how this can be done in an explicit way. We set k n :¼ Àminð0; 2 Re nÞ. Consider the space C R n; h of all real analytic functions c from ð0; yÞ to V h satisfying
Our second main result (see Theorem 4.4) is a generalization of [7] , Thm. 2, and says that for Re n > À 1 2 we have C R n; h ¼ fcj ð0; yÞ : c A C o n; h g. We summarize the various spaces and mappings considered so far in one diagram:
Automorphic hyperfunctions
The group G acts on the complex projective line
via z 7 ! ½z : 1. This action has three orbits: the upper half plane H þ , the lower half plane H À and the real projective line P 1 ðRÞ ¼ R W fyg. The upper half plane can be identified with G=K via gK 7 ! g Á i. Moreover, using
Note that PwN is an open Bruhat cell in G. Therefore, if we set n x :¼
jð pwn x Þ ¼ f ðxÞ defines a realization of p n on functions on R. Using the Bruhat decomposition
Thus we obtain a realization of V p n on
Transferring the action to
used in [1] . This is the realization of the principal series we shall work with. Note that in this realization the basic spherical function is simply the constant function 1.
Let p o n H p Ào n be the sets of analytic vectors and hyperfunction vectors, respectively. For any open neighbourhood U of P 1 ðRÞ inside P 1 ðCÞ the space p Ào n can be identified with the space
where O denotes the sheaf of holomorphic functions. This space does not depend on the choice of U. For U J C this follows from Lemma 1.1.2 of [8] and generally by subtracting the Laurent series at infinity. The G-action is given by the above formula, where x is replaced by a complex variable z. Note that any hyperfunction a on P 1 ðRÞ has a restriction to R which can be represented by a holomorphic function on CnR. (1) z 7 ! f ðzÞ À z À2nÀ1 hðSÞ f À1 z À Á extends holomorphically to CnðÀy; 0.
(2) z 7 ! ð1 þ z À2 Þ nþ1=2 f À1 z À Á and z 7 ! ð1 þ z 2 Þ nþ1=2 hðSÞ f ðzÞ define the same hyperfunction on Rnf0g.
with a function q that is holomorphic in a neighborhood of Rnf0g. For Re z > 0 we can divide the equation by ð1 þ z 2 Þ nþ1=2 and obtain
Since hðSÞ ¼ hðSÞ À1 , this implies the claim. ''(1) ) (2)'' If (1) holds, by the same calculation as above we see that for Re z > 0 the function
extends holomorphically to the entire right halfplane. But then the symmetry of this expression under the transformation z 7 ! À 1 z yields the holomorphic extendability also on the left halfplane which proves (2) . r
Recall the space A Ào n; h ¼ ðp Ào n n hÞ G ¼ H 0 ðG; p Ào n n hÞ of h-automorphic hyperfunctions from (9) .
There is a bijective linear map A Ào n; h ! F n; h a 7 ! f a such that the function z 7 ! ð1 þ z 2 Þ nþ1=2 f a ðzÞ represents the restriction aj R . Proof. The space A Ào n; h ¼ ðp Ào n n hÞ G can be viewed as the space of all V h -valued hyperfunctions a in P 1 ðRÞ satisfying the invariance condition p n ðg À1 Þa ¼ hðgÞa
is holomorphic on 0 < jImðzÞj < e for some e > 0. Note that the invariance of a under T implies that for some function q, holomorphic on a neighbourhood of R, we have hðTÞ f ðzÞ þ qðzÞ ¼ ðp n ðT À1 Þ f ÞðzÞ
Therefore F represents a hyperfunction on P 1 ðRÞ ¼ R W fyg which is invariant under the translation z 7 ! z þ N. We make use of the following lemma.
Lemma 2.3. Every hyperfunction on P 1 ðRÞ has a representative which is holomorphic in P 1 ðCÞnP 1 ðRÞ. This representative is unique up to an additive constant.
Proof. The Cayley transform tðzÞ ¼ zÀi zþi is an automorphism of P 1 ðCÞ which maps P 1 ðRÞ to T ¼ fjzj ¼ 1g H C. So we can equivalently prove the assertion for T instead of P 1 ðRÞ. So let a be a hyperfunction on T. In [8] p. 6 it is shown that a has a representative f which is holomorphic in C Â nT. Let
be the principal parts of f at zero and infinity. Then h 0 is holomorphic on P 1 ðCÞnf0g and f À h 0 is holomorphic at zero. Likewise for y, so that the function
is holomorphic on P 1 ðCÞnT and also is a representative for a. This shows existence. As for uniqueness, let f 1 , f 2 be two such representatives, then the function f 1 À f 2 possesses a holomorphic continuation to all of P 1 ðCÞ, hence is a constant. r
By the lemma, the hyperfunction represented by F has a representative which is holomorphic in P 1 ðCÞnP 1 ðRÞ. The freedom in this representative is an additive constant. So there is a unique representative f a of the form f a ðzÞ ¼
So f a A F h and ð1 þ z 2 Þ nþ1=2 f a ðzÞ represents aj R . To show the injectivity of the map in the Proposition assume that f a ¼ 0. Then a is supported in fyg. Since latter set is not G-invariant, a must be zero. To see that f a lies in F n; h , recall that the invariance of a under S implies that 
represents a hyperfunction b 0 on R that satisfies p n ðT À1 Þb 0 ¼ hðTÞb 0 . Let b y :¼ ðp n n hÞðSÞb 0 . Then b y is a hyperfunction on P 1 ðRÞnf0g with representative z 7 ! ð1 þ z À2 Þ nþ1=2 hðSÞ f À1 z À Á . According to Proposition 2.1 the restrictions of b 0 and b y to P 1 ðRÞnf0; yg agree. Thus b 0 and b y are restrictions of a hyperfunction b on P 1 ðRÞ which satisfies p n n hðSÞb ¼ b. Using b 0 we see that the support of ðp n n hÞðTÞb À b is contained in fyg. Using b y we see that for jzj > 2, z B R, this hyperfunction is represented by Proof. Let a A A Ào n; h and define c a as in the Proposition. By Proposition 2.2 the map c a extends to CnðÀy; 0. We compute
we see that the two middle summands cancel out. It remains hðTÞ f a ðzÞ À z À2nÀ1 hðST À1 SÞ f a Àz À 1 z
Here we have used ST À1 ST À1 ¼ TS. This proves that c a satisfies the functional equation (7). Next, if n A 1 2 þ Z, then one sees that c a ðzÞ þ z À2nÀ1 hðSÞc a À1 z À Á equals zero and so c a lies in C n; h . If n B 1 2 þ Z then recall that we take the standard branch of the logarithm to define z À2nÀ1 . One gets the inversion formula
for z A H G . Since f a A F n; h J F h , it satisfies (5) This proves Ba ¼ c a A C n; h and it only remains to show that the Bruggeman transform is surjective. But a simple calculation, similar to the one given above shows, that for a holomorphic function c : CnðÀy; 0 ! V h satisfying (7) the function f :
CnR ! V h , defined from c via the inversion formula (25), satisfies (3). If c satisfies (8) , then the above calculation shows that f satisfies (4) and (5) . In view of Proposition 2.2 this, finally, proves the claim. r
Maaß wave forms
Recall the space S n; h of Maaß cusp forms from (17) and consider a u in S n; h . Because of uðz þ NÞ ¼ uðzÞ the function u has a Fourier series expansion Proof. This is a rather straightforward extension of the proofs in [7] Chap I. We contain it here for the convenience of the reader. To prove that f u A F n; h we will need the following two Dirichlet series. For e ¼ 0; 1 set 
The last identity follows from the standard equations
Thus the Mellin transform M G f u ðsÞ is seen to be holomorphic for ReðsÞ > 0 and rapidly decreasing on any vertical strip. The Mellin inversion formula yields for C > 0, Writing this as the di¤erence of two integrals, substituting s in the second integral with 2n þ 1 À s and shifting the contour, for 0 < C < 2 ReðnÞ þ 1 we arrive at the formula ; and the functional equation ofL L e we see that the integrand of (30) equals ð31Þ z Às N n sin p n þ 1 2
Since this expression is independent of whether z lies in H þ or H À , it follows that f u ðzÞ À z À2nÀ1 hðSÞ f u À1 z À Á extends to a holomorphic function on CnðÀy; 0, i.e., the function f u indeed lies in the space F n; h . The linearity of the map is clear.
It remains to show that c u A C o n; h . Note that in view of f u A F n; h Proposition 2.2 shows that the function z 7 ! ð1 þ z 2 Þ nþ1=2 f u ðzÞ represents the restriction a u j R of a hyperfunction a u A A Ào n; h . Then, according to Proposition 2.2 we have c u ¼ Bða u Þ so c u satisfies (8) . The asymptotic property (18) now follows from the integral representation (30) with the C chosen there. More precisely, the bound Oðjzj ÀC Þ follows directly from (31) since the integrant divided by z Às is of p-exponential decay, whereas the Oð1Þ-bound is obtained by moving the contour slightly to the left of the imaginary axis picking up the residue at 0 which is proportional to 1 (see [7] , §I.4 for more details on this type of argument). r
Note that according to [1] , §3 the canonical pairing p o Àn Â p Ào Àn ! C and hence also the pairing p o Àn Â p Ào Àn n h ! V h can be calculated in terms of path integrals once we realize the principal series on L 2 R; 1 p dx 1þx 2 . 
where is K n the K-Bessel function with parameter n.
Proof. For this we will need the following identity (cf. [1] , §4 or [9] , p. 136), which holds for y > 0,
Therefore, by abuse of notation, we write Pða k Þða þ ibÞ for p Àn ffiffi
E . According to [1] , §4, we can calculate
where in the last step we have used (32). r Theorem 3.3 (Lewis transform; cf. [7] , Thm. 1.1). For n B 1 2 þ Z and Re n > À 1 2 the Lewis transform is a bijective linear map from the space of Maaß cusp forms S n; h to the space C o n; h of period functions.
Proof. Since n B 1 2 þ Z and L ¼ B P À1 , Proposition 2.4 shows that L : S n; h ! C n; h is injective.
It remains to show that LðS n; h Þ ¼ C o n; h . To do this pick c A C o n; h . According to Propositions 2.2 and 2.4 we can find a hyperfunction a A A Ào n; h represented by the function ð1 þ z 2 Þ nþ1=2 f with f A F n; h such that cðzÞ ¼ f ðzÞ À z À2nÀ1 hðSÞ f À 1 z 
The asymptotic property (18) of c implies that
for z A CnðÀy; 0. Since 2 ReðnÞ þ 1 > 0 this implies that there is a constant > 0 such that f ðx þ iyÞ ¼ Oðj yj Àe Þ locally uniformly in x. Since f is periodic, this shows v 0 ¼ 0. Note that K n ðtÞ @ e Àt ffiffiffi p 2t p for t ! y (see [9] , p. 137). Therefore we have
uniformly in k, which implies that
defines a smooth function on H þ . Taking the derivatives termwise, we see that u satisfies (16).
Using the V h -valued pairing V o p n n A Ào n; h ! V h induced by the natural pairing V o p n n V Ào p n ! C we conclude from Lemma 3.2 that
for a constant C 0 0 which depends on n. Therefore u satisfies (17) and so u AM M n; h . Note that (17) is a consequence of v 0 ¼ 0. Thus in order to show that c A LðS n; h Þ, it only remains to show that u satisfies (15). But (34) implies that u rapidly decreases towards the cusp and hence the finite volume of the fundamental domain proves the square integrability of u. Thus we have shown that LðS n; h Þ K C o n; h . For the converse we note that any u A S n; h can be written in the form (35) so that f u ðzÞ is given by the right hand side of (33). Then the above calculation shows that there exists a nonzero constant C depending on n such that Pa u ¼ Cu.
As a consequence of this proof we see that for h the trivial representation, our Lewis transform coincides with 1 2 p nþ1=2 G 1 2 À n À Á times the one given in [7] .
4 Characterizing period functions on R B hðT 0 T n Þ À1 ðn þ xÞ a :
Then cðxÞ @
and the C Ã l and the C Ã 0 l can be calculated from the Taylor coe‰cients C m :
hðTðT 0 Þ j Þ À1 C m Cðl þ 1 À m; jÞ; ð39Þ and
hðT 0 T j Þ À1 C m Cðl þ 1 À r À m; jÞ:
If c is real analytic, then so are Q 0 and Q y .
Proof. For Re n > 0 set
ðn þ xÞ À2nÀ1 hðTðT 0 Þ n Þ À1 c 1 þ 1 n þ x and Q y ðxÞ :¼ cðxÞ À P y n¼1 ðn þ xÞ À2nÀ1 hðT 0 T nÀ1 Þ À1 c 1 À 1 n þ x :
Then we have
For general n and À2 Re n À 1 < M A N we write
and note that the definition does not depend on M. Using zða; xÞ ¼ Oðx 1Àa Þ we find
hðTðT 0 Þ j Þ À1 C m Cðl þ 1 À m; jÞ |fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
This gives the desired asymptotics for cðxÞ in 0. For x ! y we proceed analogously: Using again zða; xÞ ¼ Oðx 1Àa Þ we find
ðn þ xÞ À2nÀ1 hðT 0 T nÀ1 Þ À1 c 1 À hðT 0 T j Þ À1 C m Cðl þ 1 À r À m; jÞ |fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
This gives the desired asymptotics for cðxÞ in y. The last claim is obvious. r ðn þ x À1 Þ À2nÀ1 hðTðT 0 Þ n Þ À1 c 1 þ 1 n þ x À1 for the eigenvalue 1. Moreover we then have C Ã À1 ¼ 0. (ii) If cðxÞ ¼ oðx Àminð0; 2 Re nÞ Þ for x ! y, then Q y ¼ 0, i.e., c is an eigenfunction for the transfer operator L y cðxÞ :¼ P y n¼1 ðn þ xÞ À2nÀ1 hðT 0 T n Þ À1 c 1 þ 1 n þ x for the eigenvalue 1. Moreover we then have C Ã 0 À1 ¼ 0. (iii) Suppose that 1 2 < Re n and c A C R n; h . Then (21) implies ðx þ 1Þ þ2nþ1 ðhðTÞcðxÞ À cðx þ 1ÞÞ ¼ hðST À1 Þc x x þ 1 ; and hence (22) implies that C 0 ¼ cð1Þ ¼ 0. By (i) and (ii) we have Q 0 ¼ Q y ¼ 0, so we find the equations ð41Þ
cðxÞ ¼ x À2nÀ1 P y n¼0 ðn þ x À1 Þ À2nÀ1 hðTðT 0 Þ n Þ À1 c 1 þ 1 n þ x À1 ð42Þ cðxÞ ¼ P y n¼1 ðn þ xÞ À2nÀ1 hðT 0 T n Þ À1 c 1 À 1 n þ x :
In this case, we can analytically extend c to CnÀy; 0 via cðzÞ :¼ P g A Q n ðcj n; h gÞðzÞ;
where Q is the semigroup generated by T and T 0 , Q n is the set of T -T 0 -words of length n in Q, and ðcj n; h gÞðzÞ :¼ ðcz þ dÞ À2nÀ1 hðgÞ À1 cðg Á zÞ ð43Þ Remark 4.3. One can use the slash action (43) to rewrite the real version (21) of the Lewis equation in the form c ¼ cj n; h T þ cj n; h T 0 : r Theorem 4.4 (cf. [7] , Thm. 2). Suppose that Re n > À 1 2 . Then C R n; h ¼ fcj ð0; yÞ : c A C o n; h g:
Proof. Note first that property (18) of c A C o n; h trivially implies (22) and (23) for cj ð0; yÞ . Therefore it only remains to show that each element of C R n; h occurs as the restriction of some c A C o n; h . To this end we fix ac c A C R n; h . Since (22) and (23) hold forc c, we can apply Remark 4.2 to it. Thusc c has an analytic continuation to CnðÀy; 0 (still denoted byc c) and the asymptotics (47) and (48) shows thatc c indeed satisfies (18). r
