A Golomb Ruler is a ruler with integer marks where the distances between every two marks are distinct. Golomb Rulers find diverse applications in computer science and electrical engineering. According to our knowledge the computational complexity of problems related to the construction of Golomb Rulers is unknown. We provide natural definitions for problems related to the construction of such rulers. The main contribution of this work is NP-completeness results for two such decision problems.
as computationally hard. Problems related to Golomb Rulers have been included in libraries for ''hard'' problems (CSPLibhttp://www.csplib.org/), used as benchmarks for AI research. The reader should also be advised that there are papers from the heuristics community that claim without evidence that the Golomb Ruler problem is NP-hard (see e.g., [29, 31] ).
Related work in combinatorics and computational complexity. Problems related to the Golomb Ruler are known in the area of combinatorics and computational complexity under the names Turnpike Problem (Partial Digest Problem) and Difference Cover Problem. The Turnpike problem is defined as follows. For a given multiset of n 2 integers we ask whether there exists a set of n points on the real line with the given distances. The complexity status of the general problem remains open. Variants and special cases of this problem have been shown to be polytime and pseudo-polytime computable e.g. [6, 10, 12, 11, 24] , whereas others have been shown NP-complete e.g. [8] ; see also Section 2.2. A set ∆ is a difference cover for a set Y of integers if for each y ∈ Y , there exists at least 2 elements a, b ∈ ∆ such that y = a − b. The problem of computing a minimum size difference cover for a given set has been shown to be NP-hard by Mereghetti and Palano [26] . We also mention that most of the problems related to Golomb Rulers admits variants where the differences are considered modulo some integer, see e.g. [19, 26] . Problems that involve computation in Z n are not considered in this paper.
B 2 sets. Independently for more than 75 years [30] , research in B 2 sets/sequences has been conducted in the area of additive number theory. A B 2 set (or Sidon set) is a subset of positive integers where every two elements have distinct sums. B 2 sets have been studied in both the infinite and the finite case. In this work we are interested in finite B 2 sets. Properties related to the density of such sets have been studied extensively. Since the definition of B 2 sets, there have been works (see e.g. [9, 15, 16, 21, 22] ) regarding upper and lower bounds on the density and the distribution of B 2 sets.
1 B 2 sets and Golomb Rulers are in a certain way dual to each other. The relationship between these two problems has been nicely exposed in Dimitromanolakis thesis [13] , which also contains an extensive bibliography on both problems.
Contribution
In Section 2 we mention basic properties of Golomb Rulers and we define the problems we study. Sections 3 and 4 are the main contribution of this work. We show that Golomb-Ruler-Subset-Marks and Golomb-Ruler-Sum are NP-complete. Although we do not give any approximation algorithms, a simple self-reducibility argument is applied to show (Section 5) that under standard hardness assumptions the optimization version of Golomb-Ruler-Subset-Marks is not polynomial time approximable within a constant additive term.
Definitions and preliminaries
Terminology and notational conventions. N is the set of non-negative integers. We consider finite subsets of N unless mentioned otherwise. For a, i ∈ N we denote by a i the ith bit of the binary representation of a; if a < 2 i then a i = 0. Moreover the support of a is the set {i | a i = 1}. NEXP denotes the class of sets computable in non-deterministic exponential time. AC i denotes the class of sets computable by families of logtime uniform, polynomial size combinatorial circuits of depth O((log 2 n) i ) where the gates are of unbounded fan-in. For these complexity theory definitions see e.g. [27, 32] . Propositional formulas are formed inductively using the usual logical connectives ∧, ∨, ¬ and propositional variables (atoms). A literal is either a variable (in which case we refer to it as a positive literal) or the negation of a variable (negative literal) and a clause is a disjunction of literals. A propositional formula is in Conjunctive Normal Form if it is a conjunction of clauses. We say that a formula is 3-CNF if each clause contains at most three literals. Consider an input instance consisting of a finite set S ⊆ N and B ∈ N. Integers in the inputs are always in binary. We denote by Subset-Sum the decision problem which consists of all such input instances where there exists an S ⊆ S, such that B = s∈S s. It is well-known (e.g. [27] ) that Subset-Sum is NP-complete.
Basic properties of Golomb Rulers
Definition 1 (Golomb Ruler and B 2 Set).
• Let S ⊆ N be a finite set of natural numbers. S is a Golomb Ruler if for every four elements a i , a j , a k , a l ∈ S, where {a i , a j } = {a k , a l }, we have that |a i −a j | = |a k −a l |. We define the length of a Golomb Ruler S to be ∆(S) := max a,b∈S (a−b).
• Say that A ⊆ N. We define the function r A (x) for every x ∈ N as follows:
set A with elements from N, is a set where for every x ∈ N, r A (x) ≤ 1.
• For every n ∈ N, we define G(n) := min |S|=n ∆(S). For every D ∈ N, F 2 (D) equals to the size of the maximum size B 2 set which is a subset of {0, 1, . . . , D}.
Intuitively, G(n) corresponds to the smallest length D of a Golomb Ruler with n marks; whereas F 2 (D) denotes the number of marks n of a biggest Golomb Ruler that can be (up to translation) packed in length D. We consistently use n to denote the number of marks in a Golomb Ruler and D to denote its length. Here are some elementary properties of Golomb Ruler. In particular, Fact 1(v) is used in Section 5 and Fact 2 in the proof of Proposition 6. The proofs of Fact 1 can be found in [13] , while Fact 2 follows by considering in every four {a, b, c, d} the one which is bigger (with the biggest distinct higher order bit).
Computational problems
For the definitions we could have used either the notion of B 2 set or Golomb Ruler. For some arbitrary reason we choose to make our definitions Golomb Ruler centric.
Computational problems not related to construction of Golomb Rulers. First, observe that deciding whether an input set S ⊆ N is a Golomb Ruler is computationally trivial. Deterministic logtime uniform circuits, of unbounded fan-in, polynomial size and constant depth, can add and compare numbers. Thus, the problem of deciding whether S is a Golomb Ruler is in AC 0 . We do not answer any question regarding the complexity of the following problem.
Problem Golomb-Ruler-Optimal
Instance: Two integers (in binary) D, n ∈ N. Question: Does there exist a Golomb Ruler of at least n marks and length at most
Remark. Clearly, the search version of this problem is a function computable in at least exponential time. A natural way to study the search problem is by assuming unary representation of the integers in the input. Regarding the decision problem we have no indications why it should be NP-complete or even why it should be in NP. The straightforward algorithm shows that the decision problem is in NEXP, and we do not have enough evidences to state a conjecture on its complexity. As an indication of the difficulty of stating a conjecture, by analogy (although the output is not of exponential space) compare the well-studied problems of integer factoring and primality testing [1] . Although we do not assert nor imply any conjecture for the complexity of Problem Golomb-Ruler-Optimal, we note that most known NP-complete languages exhibit a ''selfreducible'' structure. We cannot think of an obvious, efficient way of computing a Golomb Ruler (more precisely: to compute the ith mark of the ruler) using an oracle for Golomb-Ruler-Optimal.
Computational problems for constructing Golomb Rulers. The following problems, Golomb-Ruler-Subset-Marks, Golomb-Ruler-Sum and Golomb-Ruler-Subset-Distances correspond to natural questions one may ask regarding the construction of Golomb Rulers. Conceptually, Golomb-Ruler-Subset-Marks refers to the question of extracting Golomb Rulers from a set of candidate marks, while the two other problems ask for extracting a Golomb Ruler from a set of candidate distances. The NP-completeness of problem Golomb-Ruler-Subset-Distances follows easily from a result of [8] .
In Sections 3 and 4 respectively, we will prove that problems Golomb-Ruler-Subset-Marks and Golomb-Ruler-Sum are NP-complete. We also mention in the present section an additional related problem Golomb-Ruler-Reconstruction, for which the exact complexity is unknown.
Problem Golomb-Ruler-Subset-Marks
Instance: A finite set S ⊆ N and n ∈ N. Question: Does there exist a Golomb Ruler S ⊆ S of at least n marks?
The second problem -Golomb-Ruler-Sum -refers to a construction problem similar to the setting of the engineering problems in [4, 7] . Computationally, Golomb-Ruler-Sum is a proper subset of Subset-Sum where the elements exhibit in some sense the Golomb property. Since now we have distances of successive points the relevant concept is that of a sequence.
Definition 2.
Given a finite sequence of positive integers T = t 1 , t 2 , . . . , t n−1 , we call a corresponding to T consecutive interval placement the set S := {0, t 1 , t 1 + t 2 , . . . , n−1 k=1 t k }. We refer to each t i as interval length.
Problem Golomb-Ruler-Sum
Instance: A finite set of interval lengths T ⊆ N and D, n ∈ N. Question: Is there a sequence T which is a subsequence of a total ordering of T , such that |T | ≥ n−1 and the corresponding to T consecutive interval placement is a Golomb Ruler of length equal to D?
The following example indicates non-trivial structure of the Golomb Ruler property of Golomb-Ruler-Sum.
Example 3. Let a Golomb Ruler S = {0, 1, 4, 6}. This set corresponds to the consecutive interval placement of 1, 3, 2 . Note that 1, 2, 3 which is a permutation of this sequence defines the set {0, 1, 3, 6} which is not a Golomb Ruler.
The third problem is as follows:
Instance: A finite set of interval lengths T ⊆ N and n ∈ N. Question: Is there a Golomb Ruler S = {s 1 , s 2 , . . . , s n } such that {|s j − s i | :
Problems Golomb-Ruler-Sum and Golomb-Ruler-Subset-Distances differ by the definition of the set of differences that must be included in T . Indeed problem Golomb-Ruler-Sum asks for the existence of a Golomb Ruler with n marks such that
Another difference between the two problems is that in Golomb-Ruler-Sum the length D of the Golomb Ruler is given. Without the Golomb Ruler requirement, i.e., by allowing T to be a multiset, problem Golomb-Ruler-Subset-Distances was proved to be NP-complete by Cielibak et al. [8] . Though the reduction in [8] (p.369, proof of Theorem 3.1) constructs only distinct distances, which implies that Golomb-Ruler-Subset-Distances is complete for NP. Another problem arising in the context of Golomb Ruler -for which we do not prove any result -is the following:
Question: Does T correspond to the set of differences generated by a set S of n integers ? If yes, provide such a set. This problem is a particular case of the Turnpike problem, where T is allowed to be a multiset. Turnpike is known to be solvable in pseudo-polynomial time, using factorization of polynomials [24] , but the exact complexity of this problem is not known.
The complexity of Polarized-SAT. Our reductions (Sections 3 and 4) are from a variation of 3-SAT (see, e.g., [27] ). Using a standard renaming technique we reduce 3-SAT to its subset consisting of 3-CNF formulas that are of a special form. A Polarized-CNF formula Φ is a 3-CNF formula whose clauses are only of the following two types: (i) negative clauses each consisting of exactly two negative literals, and (ii) positive clauses each consisting of exactly three positive literals. We require that each variable appears exactly once in a negative clause and at least once in a positive clause.
Problem Polarized-SAT
Instance: Let Φ be a Polarized-CNF formula.
Question: Is Φ satisfiable?
Lemma 3. Polarized-SAT is NP-complete under many-to-one logspace reductions.
Proof. Recall that 3-SAT is complete for NP under many-to-one logspace reductions [27] . We reduce 3-SAT to Polarized-SAT within logspace.
Fix Φ in 3-CNF. For every variable x in Φ introduce: a new variable x new and the clauses (¬x
We construct Φ which is satisfiable iff Φ is satisfiable -clearly if a formula contains (¬x ↔ x new ) then ¬x and x new assume the same value in a satisfying truth assignment. Construct Φ by adding all the new clauses together with a ''renaming'' of the clauses of Φ. We ''rename'' a clause of Φ by replacing each negative literal ¬x with its corresponding positive literal x new . Now, we have a formula Φ which contains clauses having only negative or only positive literals and by definition Φ is satisfiable iff Φ is satisfiable. The negative clauses have exactly two literals. We can further modify the positive clauses to have exactly three literals. One way to do this is by ''padding'' using four new ''dummy'' variables. Here is how we get around this minor technical issue. Let s 1 , s 1 , s 2 , s 2 be fresh variables not appearing in Φ . Consider the following formula: (¬s 1 ↔ s 1 )∧(¬s 2 ↔ s 2 ). That is, we have the formula (*) (s 1 ∨s 1 )∧(¬s 1 ∨¬s 1 )∧(s 2 ∨s 2 )∧(¬s 2 ∨¬s 2 ). Now, replace one clause C = (s 1 ∨s 1 ) with two clauses each extending C ; one extends C with s 2 and one with its ''negation'' s 2 . Specifically, the formula (*) is semantically equivalent to (**) (s 1 ∨s 1 ∨s 2 )∧(s 1 ∨s 1 ∨s 2 )∧(¬s 1 ∨¬s 1 )∧(s 2 ∨s 2 ∨s 1 )∧(s 2 ∨s 2 ∨s 1 )∧(¬s 2 ∨¬s 2 ) which is a Polarized-CNF formula. Use s 1 , s 1 to increase the length of positive clauses in Φ , and add to Φ the clauses of (**).
Golomb-Ruler-Subset-Marks is complete for NP
Golomb-Ruler-Subset-Marks is our central problem. In this section we show that it is NP-complete. We reduce Polarized-SAT to Golomb-Ruler-Subset-Marks. The reduction gets somehow involved and thus we first give its outline.
Outline of the reduction. Let Φ be a Polarized-CNF formula. We construct an integer n, and a set U of integers such that there exists a Golomb Ruler S with |S| ≥ n if and only if Φ is satisfiable. The binary representation of an integer from U is divided into three parts: the lower (suffix), the middle and the higher (prefix) order bits. Roughly speaking, the suffix bits are in bijection with the literals -a distinct occurrence of a literal is associated with a distinct bit of the suffix. Intuitively, the bits of the suffix of each integer we construct encode the effect of satisfying a literal. The other two parts (middle and prefix) have to do with enforcing constraints on illegal truth assignments. The set U is the union of five disjoint sets: 
'ensure'' a particular type of valid truth assignments. C 4 has a very simple structure. The remaining of this section is organized as follows: in Section 3.1, we describe in details our reduction; Section 3.2 contains some remarks and intermediate results; and finally Theorem 4 is proven in Section 3.3.
Description of the reduction
Consider a propositional formula Φ in Polarized-SAT form. Fix an arbitrary ordering of the clauses and of the literals within each clause. Let m = m 1 + m 2 where m 1 is the number of negative clauses and m 2 is the number of positive clauses; let p = 2m 1 + 3m 2 be the length of the formula, i.e., the total number of occurrences of literals contained in it; let k be any positive integer such that k > 8p 2 + 1 (e.g. fix k = 8p 2 + 2); let c = m 1 + 6m 2 , and finally let n = 2k 2 c + km. We construct integers whose binary representation consists of three main parts: (i) the suffix, (ii) the middle and (iii) the prefix part. The leading bit of each part is called a carry bit, whose role is to ensure that the sum of 2 integers reduces to the concatenation of the sum of their respective parts. The suffix consists of the p + 2 lower-order bits where each of the bits {1, 2, . . . , p} is associated with a literal with respect to the above ordering. The 0th suffix bit is a special bit which has a marginal technical role. Let us denote by h := p + 2 the first bit of the middle part. The middle part consists of the next kp + 1 higher order bits of the integer. In particular, the ith literal is associated with {h + (i − 1)k, . . . , h + ik − 1}. In other words, each literal in our ordered formula is associated with one bit in the suffix and with k bits of the middle part; intuitively this way we create k ''copies'' of the same suffix. Details will be given below. The prefix consists of the ck 2 + 1 bits whose indices are the set Fig. 1 for a summary of the structure of the integers. We introduce a notation that will become relevant later on for elements and subsets of T 1 and T 2 . Let U ⊆ N be the finite set of all integers we are interested in which have zero prefix. For every integer α ∈ U we consider the subset of U with the same suffix as α and different middles, such that the middle part has exactly one non-zero bit. We refer to a maximum subset of U where the suffix is the integer a in binary, as [a]; and we refer to this set as integers of type a. We write (a, i) ∈ [a] to denote the integer of type a whose single non-zero bit of the middle is the ith bit. Later on, we will consider subtraction of 2 integers: the notation (a, i, b, j) will be used to denote the subtraction (in absolute value) of (a, i) and (b, j). Note that implicit to the notation (a, i) is that there is a function f mapping (a, i) to the corresponding integers f (a, i). We abuse notation by implicitly refering to the value of this function simply as (a, i), to avoid overloading the notation. Similarly  for (a, i, b, j) .
Truth assignment components
Every integer in T 1 , T 2 has zero prefix. Also, the 0th special bit is always 1. For every occurrence of a negative or positive literal in Φ we have k associated integers. For a fixed occurrence of a literal these k integers have the same suffix and different middle part. We can think of the integers in T 1 to correspond to a negative literal ¬x. Fix an occurrence of a negative literal ¬x and assume that ¬x is the ith literal according to the above ordering. We construct k integers associated with this occurrence of x as follows. The suffix part is the same for each of these k integers. We construct the suffix by setting to 1 every bit that corresponds to every occurrence of the variable x; i.e. both positive and negative literals. Each of the k integers corresponding
to 0. The set T 2 contains integers corresponding to a positive literal y. There are also k integers with the same suffix. Unlike the case of negative literals, here the suffix has 1 only in the corresponding bit of this (specific) occurrence of the positive literal y (contrast this with the elements of T 1 where we put 1s both in the negative and in the positive occurrences of the variable). The middle part is formed as in T 1 .
Constraint enforcement components
Say that the variable x i appears t i times as a positive literal. Let c = m 1 + 3m 2 + i t i = m 1 + 6m 2 . For every element described here we ''reserve'' one bit among the bits in P (recall that P = {h + kp + 1, . . . , h + kp + ck 2 + 1}) which we set to 1, whereas every other bit of the prefix is set to 0. The non-zero prefix bit is distinct for every integer in Note that |C 1 ∪ C 2 ∪ C 3 | = ck 2 . The set C 4 also contains ck 2 integers each having 1 only in one distinct bit among P (the suffix and the middle are 0).
Remarks and intermediate results
By construction there is only one integer having 1 in position p ∈ P from C 1 ∪ C 2 ∪ C 3 and only one integer from C 4 having 1 in the same position p. Also note that the special bit in an integer in C 1 ∪ C 2 ∪ C 3 ∪ C 4 has value 0.
Remark. The Golomb property is defined in terms of constraints on differences. In our reduction, constraints emerge when considering differences of an element in C 1 ∪ C 2 ∪ C 3 and the corresponding element in C 4 . We capitalize on an important technical difference of SAT and Polarized-SAT. If the Polarized-CNF Φ is satisfiable then it can be satisfied by satisfying exactly one literal from each negative clause; i.e. we can safely falsify the other. Moreover, if a formula is satisfiable then we can construct a satisfying assignment in the following way. First we satisfy exactly one of the negative literals of each clause, then we simplify the remaining formula, and then just choose one literal from each of the simplified positive clauses to satisfy. This form of satisfying truth assignments is essential for our construction. The most obvious constraints are the integers in C 3 whose role is to prevent making the same variable both true and false. The integers in C 1 and C 2 ensure the technical requirement that we ''satisfy the formula'' by choosing to ''satisfy'' exactly one literal from each clause.
It is easy to see that |U| = 2k 2 c +kp. During the construction no integer is constructed more than once. Indeed no integer appears more than once in set T 1 since every element in this set is the sum of distinct powers of two. Similarly for T 2 and C 4 . The same holds for C 1 ∪ C 2 ∪ C 3 since every integer has a distinct prefix bit. Now we compare integers from different sets. Integers in T 1 have 1s corresponding to negative literals where no element from T 2 has such a bit set to 1. An integer in
has 1 in the prefix where no integer from T 1 ∪ T 2 has such a bit set to 1. Finally, an element in
has at least one non-prefix bit set to 1 where this is not true for an integer in C 4 .
Let us recall that the notation (a, i), (a, i, b, i) each corresponds to an integer (see above).

Definition 3. We say that a set
Otherwise, we say S is inconsistent and we call (a, i, b, j) ∈ S a violation in S. If (a, i, b, j) ∈ U we say that the pair {(a, i), (b, j)} is a conflict in S.
In Proposition 6 we show that a ''large'' S is a Golomb Ruler if and only if it is consistent. The non-trivial direction is (⇒).
Note that for every violation in S there exists a conflicting pair in S. Observe that a Golomb Ruler either does not contain a violation (a, i, b, j) or does not contain the corresponding element from C 4 .
Here is a lower bound on the number of conflicts for a large set S containing at least one conflict. This proposition is the main technical reason why our construction works. Suppose that |T 1 | ≥ km 1 where there exists a conflict in T 1 . Suppose that there are i corresponding negative clauses associated with these conflicts. Suppose that T 1 contains f 1 integers corresponding to the first literal of the first such clause and f 1 integers corresponding to the second literal of the first such clause. In the same way we have the integers f 2 , f 2 , . . . , f i , f i for the rest of the clauses where a conflict occurs. For the sake of contradiction suppose that in total there are at most k − 2 conflicts; i.e.
Proposition 5. Let S ⊆ U be such that |S| ≥ n. If there exists a conflict in S then
We denote by g the total number of the elements associated with the remaining negative clauses where no conflicts occur. It
. Since there are no conflicts in the m 1 − i clauses then we have that k(m 1 
In other words, given that we have at most k − 2 conflicts then these conflicts occur in only one clause. Since there are at least km 1 elements from T 1 the clause associated with the conflicts has at least k associated integers. Therefore, the total number of conflicts is . Thus in total we have z(
conflicts, where
Let us recall that we have fixed the notation throughout the reduction and the statements. For instance, whenever we mention U we do refer to the constructed set U and whenever n is mentioned we do refer to n = 2k 2 c + k(m 1 + m 2 ).
Proposition 6. Let S ⊆ U be such that |S| ≥ n. Then S is a Golomb Ruler ⇐⇒ S is consistent.
Proof. (⇒) We show that if S is not consistent then S is not a Golomb Ruler. If S is not consistent then there exists a violation
(which is also a conflict) in S, and thus by Proposition 5 there exist at least
conflicts. Suppose that S is a Golomb Ruler.
Then, there must be at least integers. Notice that for the literal with the α − x associated integers, x cannot be bigger than 2α/3 because in this case
conflicts where
. Thus there are at least
= kp conflicts. There must therefore be at least kp integers from 4 i=1 C i not in S, from which we deduce |S| < n, a contradiction. Hence S cannot be a Golomb Ruler. Similarly we work in the case |T 1 | ≥ km 1 
, where we show that there are at least
. Either case reduces to our previous reasoning and thus the number of conflicts is greater than kp. Hence S is not a Golomb Ruler.
(⇐) (the case analysis is given in the appendix) This is the easy direction of the reduction. Also, this is the only place where the special bit (the 0th bit) becomes relevant. Suppose that S is consistent. We break into cases regarding the containment of four integers a, b, c, d, such that {a, b} = {c, d} and in each case we show that |a − b| = |c − d|. The only case where we use the fact that S is consistent is a, b ∈ T 1 ∪ T 2 and c, d ∈ 4 j=1 C j .
Proof of Theorem 4
We are now able to prove Theorem 4.
Proof. Clearly, Golomb-Ruler-Subset-Marks ∈ NP. We reduce Polarized-SAT to Golomb-Ruler-Subset-Marks. Let Φ be a Polarized-CNF formula. Construct a set U and an integer n as explained in Section 3.1.
We show first that if Φ is satisfiable then there exists a set S ⊆ U of cardinality n which is a Golomb Ruler. Observe that if Φ is satisfiable then there exists a truth assignment that satisfies exactly one literal from a negative clause. Fix such a truth assignment. In each clause we consider exactly one satisfied literal which by construction is associated with a set of k integers of the same type. The union of these sets has size k(m 1 + m 2 ) which together with the constraints
We now show that if Φ is not satisfiable then there does not exist a set S ⊆ U of cardinality greater than or equal to n, such that S is a Golomb Ruler. It is clear that if Φ is not satisfiable then every S , |S | ≥ n contains a violation (otherwise Φ would be satisfiable). By Proposition 6, there does not exist an S of cardinality at least n which is a Golomb Ruler.
Golomb-Ruler-Sum is complete for NP
In Subset-Sum we check the existence of T ⊆ T for a given T , where the elements of T sum up to a given integer.
Golomb-Ruler-Sum is a special case of Subset-Sum where in some sense the Golomb property holds among elements of T .
Theorem 7.
Golomb-Ruler-Sum is complete for NP under many-to-one logspace reductions.
Proof. Clearly, Golomb-Ruler-Sum ∈ NP. Let Φ be a Polarized-CNF propositional formula. We reduce Polarized-SAT to Golomb-Ruler-Sum in logarithmic space. Fix an ordering of the clauses, with the negative clauses preceding the positive ones. Within each positive clause fix an ordering of the literals. We associate each clause with a block of bits. We concatenate with respect to the fixed clause-order these blocks. This results in a sequence of bits corresponding to a positive integer in binary. We associate with every negative clause a block of two bits. The higher-order one is called the ''carry detector'' and the other the ''clause selector''. We associate with every positive clause a block of seven bits (from higher to lower order): (1st  carry detector, 2nd carry detector, 3rd carry detector, clause selector, 1st literal selector, 2nd literal selector, 3rd literal selector) . The reduction has as follows:
• Initially, T = ∅.
• For every negative clause C = {¬x, ¬y} add into T three binary numbers: (i) set to 1 the clause selector, set to 1 every bit of a positive clause in the corresponding position that x appears (i.e. the corresponding literal selector in the blocks of the positive clauses containing x) and set to 0 every other bit, (ii) set to 1 the clause selector, set to 1 every bit of a positive clause in the corresponding position that y appears and set to 0 every other bit, (iii) set to 1 the clause selector, set to 1 the bits that correspond to appearances of x and y in the positive clauses and set to 0 every other bit.
• For every positive clause C = {x, y, z} add into T seven binary numbers. Each such number is 0 in every bit not corresponding to clause C and for the seven bits associated with C we have the following values 0001001, 0001010, 0001011, 0001100, 0001101, 0001110, 0001111.
• Let the number of negative clauses be m 1 and the positive be m 2 . The number D has binary representation given by the regular expression (01) m 1 (0001111) m 2 over the {0, 1} alphabet.
• n := m 1 + m 2 + 1.
Remark. This is an intuitive remark. In each of the seven numbers of the block of seven bits associated with a positive clause the last three bits correspond to satisfying the corresponding literal. Consider the situation where we have satisfied the negative clauses. Then, all the literals of the positive clause which are not already set to false (there is always at least one such for a satisfying truth assignment) can be set to true and this is a valid truth assignment.
We show that there exists an T ⊆ T , |T | ≥ n − 1, D = t∈T t and there exists a consecutive interval placement corresponding to T which is a Golomb Ruler ⇐⇒ Φ is satisfiable. We remark that the Golomb property is used only in the (⇐) direction.
(⇒) Suppose that there exists a subset T ⊆ T , where |T | ≥ n − 1 and a total order π on T , such that the corresponding to T consecutive interval placement results-in a Golomb Ruler of length (in binary) (01) m 1 (0001111) m 2 . We construct a satisfying truth assignment τ for Φ. We note two things. Observe that from each set of numbers corresponding to a negative clause we must choose exactly one. If we choose two or three then the carry is 1 and the sum of numbers cannot have this bit set to 0 (recall that D has binary representation (01)
. Regarding the positive clauses we use three ''carry detectors'' so as to apply a similar argument. Every set of integers corresponding to a positive clause has 7 numbers and thus the carry can be propagated up to three bits. Overall, we have that only in the case where we have in T only one integer corresponding to each clause the corresponding three carry bits are set to 0 and the clause selector to 1. Since the length of the ruler is (01) m 1 (0001111) m 2 we have that exactly one integer from the negative clauses and exactly one from the positive ones is chosen. That is, in every clause at least one literal is set to true. Furthermore, there is no variable x which was set to true in a positive clause and to false in a negative one. If this had happened then there would be a (positive) ''literal selector'' set to 0 and thus the sum will not be (01) m 1 (0001111) m 2 . For the same reason, a variable that is set to true in a negative clause must be set to true in every positive clauses in which it appears.
(⇐) Suppose that there exists a satisfying truth assignment τ for Φ. We will show something stronger. That is, there exists a subset T ⊆ T , where |T | ≥ n − 1 where every consecutive interval placement corresponding to T resultsin a Golomb Ruler of length (01) m 1 (0001111) m 2 . We construct T as follows. For every negative clause add into T the integer which is consistent (from the construction) to the negative falsified variables. Fix an arbitrary total order on T . By construction, if we sum up the integers we chose for the negative clauses we have that the bits associated with every positive clause which are not set to 1 are in: (i) the positive clause selector bit, (ii) at least one bit which corresponds to a literal in the positive clause (otherwise τ will not be a satisfying truth assignment). Therefore among the seven integers associated with this positive clause, by construction there is one which ''completes'' (after summation) the corresponding block which becomes 0001111. Therefore, we can consistently choose one integer for each of the positive clauses. Clearly, |T | = n − 1. It remains to show that the set T forms a Golomb Ruler. Assume that T = {t 1 , t 2 , . . . , t n−1 }. We define S = {0, t 1 , t 1 + t 2 , . . . , t 1 + · · · + t n−1 }. We claim that the integers in S form a Golomb Ruler. By the special form of the integers in T we have that when adding elements of T corresponds to taking unions of the corresponding supports. Also subtracting two numbers from S corresponds to subtracting (as sets) the support of the bigger number from the support of the smaller one. Consider s 1 > s 2 , s 1 > s 2 in S, where {s 1 , s 2 } = {s 1 , s 2 }. Then, the support of (s 1 − s 2 ) is different than the support of (s 1 − s 2 ), since either s 1 = s 1 or s 2 = s 2 ; i.e. by construction of the s i 's it means that the corresponding t j covers a bit in one of the differences not covered in the other. This shows that S is a Golomb Ruler.
A remark on inapproximability
We denote by Golomb-Ruler-Max the optimization version of the decision problem Golomb-Ruler-Subset-Marks.
Given a finite set S ⊆ N comput):e the size of a maximum cardinality Golomb Ruler S ⊆ S. Note that in the literature the dual type of problems are more popular; i.e. compute the minimum length Golomb Ruler of a given number of marks. In our case, where the set of marks is given, it makes sense to optimize by maximizing the number of marks that we can use to form a Golomb Ruler.
We use standard techniques to show that Golomb-Ruler-Max is not polytime approximable within any constant additive integer term, unless P = NP. We conjecture that under standard hardness assumptions, Golomb-Ruler-Max does not have any constant approximation ratio guarantee. < 1), which means that λ is the optimal value.
Future work
The problem of determining the complexity of Golomb-Ruler-Optimal is open and it seems that it requires a result from combinatorial number theory in order to be resolved. To the best of our knowledge there is not any known NP-complete problem of similar flavor. Even if we show that Golomb-Ruler-Optimal can be solved efficiently then there is no obvious way of using this as a tool for the construction of a Golomb Ruler. From the applications point of view it seems more natural to concentrate on problems related to the construction of Golomb Rulers.
Among others, the NP-completeness of the problems Golomb-Ruler-Subset-Marks, Golomb-Ruler-Sum and Golomb-Ruler-Subset-Distances rules-out particular approaches in the construction of Golomb Rulers. One thing it implies is that it does not seem to be a good idea to arbitrarily generate marks (or distances) and then try to extract from them a Golomb Ruler. But this still does not say much about such constructions when we impose constraints on the values of the integers. For example, what happens when the integer values in these 3 problems are bounded by a polynomial in the number of input integers? Or when we bound the difference of any two given integers ? (Note that these two assumptions are very natural in the context of the search of a minimum length Golomb Ruler with a given number of marks, as it is known that the optimal length is quadratic in the number of marks, see e.g., [13] .) Another question of interest is to settle the complexity of the problem Golomb-Ruler-Reconstruction. Finally, if we consider the problems from a B 2 sets point of view, we can look at its generalization. We denote by B n the set of natural numbers where the sum of every n elements is distinct. We denote by B n [a] the sets A where r A (x) ≤ a, x ∈ N (see footnote 1). There are natural complexity questions regarding languages that correspond to this generalization.
