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Air pollution adversely affects human health and the environment both in developed 
and developing countries and contributes to acidification and eutrophication that 
damages ecosystems. High levels of ground-level ozone affect natural and semi-
natural vegetation and lead to a reduction in yields of agricultural crops. Additionally, 
pollutants such as particulate matter (PM), ozone (O3), and nitrogen dioxide (NO2) 
negatively affect human health and lead to an increased risk of premature death. 
Poor air quality is both a local and a global issue as air pollution can travel over long 
distances and over national boundaries. Therefore, various approaches to help 
understand and improve air quality are continuously being developed at all levels of 
government, from global conventions to policy initiatives at local levels. 
Atmospheric chemistry transport models (ACTMs) are model descriptions of the 
atmosphere that incorporate aspects such as emissions of the pollutants, their transport 
by weather systems, their chemical processing in the atmosphere and their eventual 
removal from the air by wet or dry deposition. ACTMs play an essential role in 
improving our understanding of the interrelationships of atmospheric processes and 
provide scientific support for policy-related decision-making by providing 
opportunities for assessment of past and potential future policy interventions to 
mitigate air pollution. Therefore, it is important to have a quantitative estimate of 
uncertainty in the predictions made using ACTMs.  
In this study, the uncertainty in model outputs introduced by the uncertainty inherent 
to input data of anthropogenic emissions of air pollutants is investigated and 
quantified. Additionally, the sensitivity of different model outputs to changes in the 
model input emissions is assessed. To determine which specific input datasets drive 
the change in model outputs, and to what extent, a global sensitivity analysis approach 
is applied. This study investigates two ACTMs of different complexity: the Fine 
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Resolution Atmospheric Multi-pollutant Exchange (FRAME) model and the UK regional 
application of the European Monitoring and Evaluation Programme (EMEP4UK) model.  
The results of sensitivity analyses for the FRAME model indicate that changes in 
surface concentrations of sulfur dioxide (SO2), nitrogen oxides (NOx), and ammonia 
(NH3), and the deposition of sulfur and nitrogen species, are predominantly driven by 
the changes in the emissions of relevant precursor or primary pollutants.  However, 
secondary air pollutants formed after emissions, such as particulate sulfate (SO4
2−), 
nitrate (NO3
−), and ammonium (NH4
+) were found to be sensitive to multiple inputs, 
and their sensitivity was found to be complex and geographically variable. The overall 
ranges of uncertainty estimated for the model outputs were also found to vary spatially.  
For the EMEP4UK model, two different sets of input uncertainty ranges were 
investigated. The ranges of predicted model output uncertainty for the FRAME and 
EMEP4UK models given the same uncertainty in the input emissions were found to 
be substantially different in both magnitude and spatial pattern. Additionally, 
uncertainty in the same output species was found to be driven by different inputs in 
the two models. This leads to the conclusion that ranges of uncertainty for different 
model outputs are model specific and results obtained for one model cannot be directly 
transferred to another.  
The EMEP4UK model can be used to estimate the surface concentrations of O3, NO2, 
and PM2.5, the pollutants associated with the adverse effects on human health. In this 
study, the highest level of uncertainty for these pollutants was found to occur in the 
grid cells comprising urban areas. This finding is important as the surface 
concentrations of the aforementioned pollutants predicted by the EMEP4UK model 
are often used for estimating the health effects induced by exposure to the air 
pollutants.  
Additionally, an emulator-based approach to global sensitivity analysis and 
uncertainty assessment has been demonstrated in this study. This approach made 
possible global sensitivity analysis and uncertainty propagation for EMEP4UK model, 
that would otherwise be prohibitively computationally expensive because of a large 





Atmospheric concentrations of air pollutants remain high, and air quality is still an 
issue that requires attention in many countries including the UK. Atmospheric 
chemistry transport models (ACTMs) are widely used to provide scientific support for 
policy development in relation to the mitigation of the detrimental effects of air 
pollution on human health and ecosystems. Hence it is important to assess the level of 
uncertainty associated with model predictions.  
In this work, the application of global sensitivity analysis and uncertainty assessment 
methods is investigated for two ACTMs of different complexity: the Fine Resolution 
Atmospheric Multi-pollutant Exchange (FRAME) model and the UK regional 
application of the European Monitoring and Evaluation Programme (EMEP4UK) 
model. For both models, the uncertainties in the outputs resulting from uncertainties 
in the model input emissions are quantified and apportioned. Additionally, the overall 
model response to variations in the input emissions within a ± 40 % range from the 
baseline is investigated as this range of variation is typically used for future scenario 
simulations.  
FRAME is a Lagrangian ACTM with 5 km  5 km horizontal resolution over the UK 
domain that is used to estimate annual average concentrations and deposition of 
sulphur and nitrogen species. In the model, air columns with 33 vertical layers of 
varying thickness (from 1 m at the surface to 100 m at the top of the mixing layer) 
move from the boundary of the domain along straight-line trajectories with different 
starting angles at a 1 resolution. The model utilises annually averaged meteorology 
to define the column trajectories and rainfall. The chemical scheme includes gaseous- 
and aqueous-phase reactions. FRAME supplies Source-Receptor Relationship (SRR) 
matrices for the UK Integrated Assessment Model, which directly underpins UK air 
pollution control policies.  
iv 
 
EMEP4UK is a 3-D Eulerian model with a horizontal resolution of 5 km × 5 km over 
the British Isles and 20 vertical levels, extending from the ground to 100 hPa, which 
is also extensively used to inform UK air quality assessment. The chemical scheme 
implemented in the model is EmChem09 with the MARS equilibrium module for gas-
aerosol partitioning of secondary inorganic aerosol. In addition to the pollutants 
modelled by FRAME, EMEP4UK is capable of modelling ozone (O3) and speciated 
particulate matter (PM2.5 and PM10) concentrations, all at hourly temporal resolutions.  
In this study, the uncertainty ranges for the input emissions from UK anthropogenic 
land-based sources were assigned according to the data provided by the UK National 
Atmospheric Emissions Inventory. For the FRAME model, the uncertainties in the 
outputs were propagated from the uncertainties in the emissions of SO2, NOx, and NH3. 
For the EMEP4UK model, an increased number of input variables was used; the 
emissions of NOx, SO2, NH3, VOC, and primary PM2.5 were split into 13 model inputs 
based on the contributions from different emission source sectors. The optimised Latin 
hypercube sampling design was used for both models to construct model runs that 
covered a chosen range of input emission perturbations.  
The FRAME model was investigated using several regression techniques. The 
response of the model to emission perturbations within a ± 40% range from the 
baseline value was found to be substantially linear. Surface concentrations of SO2, 
NOx, and NH3 together with the deposition of S and N were found to be predominantly 
sensitive to the emissions of the respective pollutant, while sensitivities of secondary 
species such as HNO3 and particulate SO4
2−, NO3
−, and NH4
+ to pollutant emissions 
were more complex and geographically variable. Additionally, the uncertainty in the 
surface concentrations of NH3 and NOx and the depositions of NHx and NOy was 
shown to be due to uncertainty in a single input variable, NH3, and NOx respectively. 
In contrast, the uncertainty in concentration and deposition of sulfur containing species 
were affected by the uncertainties in both NH3 and SO2 emissions. Similarly, the 
relative uncertainties in the modelled surface concentrations of each of the secondary 




An emulator-based approach was used to propagate and apportion uncertainty in 
EMEP4UK outputs and investigate the model response to input perturbations. A 
separate Gaussian process emulator was used to estimate model predictions at 
unsampled points in the space of the uncertain model inputs for every modelled grid 
cell. For the surface concentrations of O3, NO2, and PM2.5 (pollutants associated with 
the adverse effects on human health) the highest level of uncertainty was found to 
occur in the grid cells comprising urban areas, up to ± 7%, ± 9%, and ± 9% 
respectively. However, overall uncertainty calculated for the land-based grid cells for 
the variables above was found to be low, which indicates that the outputs may be more 
sensitive to variation in other model input parameters, such as chemical or physical 
constants. Alternatively, UK land-based concentrations of O3, NO2, and PM2.5 may be 
dominated by the precursor emissions and long-range transport of pollutants from 
outside the UK. Investigating seasonal changes in uncertainty and sensitivity for the 
monthly-averaged model outputs allowed determination of the importance of the 
inputs that drive uncertainty changes throughout the year. For example, uncertainty in 
O3 was driven more by uncertainty in VOC emissions during the summer, and for 
PM2.5 the importance of NH3 in driving overall uncertainty increased during spring 
and summer.  
The aim of the global methods for sensitivity analysis and uncertainty assessment 
presented here is to quantify the confidence in model predictions associated with 
particular aspects of model operation.  Furthermore, the model runs and emulators 
created for the analyses can be used to predict the ACTM response for any other 
combination of perturbed input emissions within the ranges set for the original Latin 
hypercube sampling design without the need to re-run the ACTM. This makes 
exploring different emission perturbation scenarios possible at a significantly reduced 
computational cost. The methods discussed in this study can be applied to any 
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Chapter 1  
Introduction  
1.1 Air pollution 
Air pollution is defined by the World Health Organisation (WHO) as “contamination 
of the indoor or outdoor environment by any chemical, physical or biological agent 
that modifies the natural characteristics of the atmosphere” (WHO, 2015) and it is a 
concern not only for developing countries but also for European countries. In Europe, 
emissions of many air pollutants have decreased substantially over the past decades, 
resulting in improved air quality in the region. However, many air pollutant 
concentrations remain above the recommended levels, and air quality problems persist 
in the UK and elsewhere globally.  
According to WHO, air pollution is a significant environmental risk to health, and it is 
linked to stroke, heart disease, chronic and acute respiratory diseases and premature 
mortality (WHO, 2013). Pollutants of major public health concern include particulate 
matter (PM2.5 and PM10), tropospheric ozone (O3), and nitrogen dioxide (NO2). The 
effects of these pollutants on human health have been reported in a number of studies 
(Anderson et al., 2012; Anenberg et al., 2010; Chen et al., 2007; Heal et al., 2012; 
Hoek et al., 2013; Im et al., 2018; Kampa and Castanas, 2008; Tuet et al., 2017). Air 
pollution also damages ecosystems; emissions of nitrogen oxides (NOx), SO2 and 
ammonia (NH3) contribute to acidification and eutrophication, which adversely affects 
vegetation and aquatic environments (Bobbink et al., 1998; Bouwman et al., 2002; 
Krupa, 2003; Schindler, 1988). Ground-level ozone is shown to damage vegetation 
and decrease crop yields (Benton et al., 2000). Additionally, O3 and particulate matter 
contribute to climate change through radiative forcing (IPCC, 2013; Stevenson et al., 
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2013). Therefore, in order to prevent detrimental effects, air pollution needs to be 
monitored and controlled. 
1.2  Application of models to underpin policy 
decisions  
Policies and legislation regarding air pollution and human health and ecosystem 
protection are developed continuously at all levels of government, from global 
conventions and European legislations to policy initiatives at local levels. One of the 
first international agreements was the 1979 Geneva Convention on Long-range 
Transboundary Air Pollution (CLRTAP). The convention has created a framework for 
controlling and reducing air pollution and its damaging effects. In the European Union, 
the limits for ambient concentrations of air pollutants are set by the Ambient Air 
Quality Directive (EC Directive, 2008). The national air quality objectives for the UK 
are summarised by Defra (Defra, 2018).  
As emissions ceilings get tighter, it becomes more important to quantify the effect of 
policy measures, which are complex and cannot easily be estimated.  In order to assess 
if the existing objectives are likely to be met, a wide range of atmospheric chemistry 
transport models (ACTMs) are utilised. These models are used to project how 
pollutants emitted from different sources are distributed in, and deposited from, the 
atmosphere. ACTMs can also be used for source attribution and calculation of source-
receptor relationship matrices.  
With the increase in availability of computational resources, mathematical models 
have become prominent tools in the decision-making process. Any model is a 
simplified representation of the real world, and it is impossible to build a perfect model 
that would completely replicate the system of interest. The choice of model type and 
complexity heavily depends on the application; modelling complex chemical 
transformations and transport of multiple species over time requires more 
computationally demanding models than modelling the transport of a single chemical 
species. However, increasing model complexity does not always result in a better 
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quality of output predictions. Increasing the refinement of the model also increases the 
number of parameters with uncertain values which in turn may result in greater overall 
output uncertainty. 
Additionally, the presence of a large number of interconnected processes in a model 
decreases its transparency to users and reviewers and presents a difficulty for model 
evaluation. The computational time required to run the model also needs to be 
considered; increased model runtime reduces the number of alternative scenario 
simulations that can be performed and hence makes some models inadequate for 
certain applications. Examples of such applications are the impact assessment studies 
that require a large number of scenarios to be simulated or the calculation of detailed 
source-receptor relationships (Oxley et al., 2003, 2013).  
The approaches commonly used to model air pollutant behaviour in the atmosphere 
are described below.  
1.2.1 Types of process-based atmospheric models 
The simplest atmospheric model is the zero-dimensional box model (Fig. 1.1) in which 
the air mass over a region is treated as a single static box. The pollutant species are 
introduced into the box by emission or net advection in and out and undergo chemical 
transformations and deposition. The air mass inside the box is assumed to be well 
mixed, and pollutant concentrations are assumed to be uniform (Finlayson-Pitts and 
Pitts, 2000; Holmes and Morawska, 2006).  
More sophisticated ACTMs are used to simulate how pollutants are dispersed from 
emission sources as well the chemical transformations they undergo on the way to 
receptor sites. In a Lagrangian model (Fig. 1.2) pollutants are emitted into an air 
column which can be split into several vertical layers and moves over a geographical 
domain along a defined trajectory. The chemical transformations take place in the air 
column layers with appropriate vertical transport processes between layers. The 





Figure 1.1 Schematic diagram of a box model (Finlayson-Pitts and Pitts, 2000). 
 
 
Figure 1.2 Schematic representation of the air column movement in a Lagrangian 
modelling approach (Finlayson-Pitts and Pitts, 2000). 
The most comprehensive and complex model type is the Eulerian model (Fig 1.3). In 
this model, the entire 3-D domain to be modelled is divided into a series of boxes 
within a static coordinate frame. At each time step, the model simulates all chemical 
transformation and deposition processes within each box, and the relevant mass 
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transport between adjacent boxes, leading to 3-D spatial and temporal concentration 
maps and time series (Finlayson-Pitts and Pitts, 2000; Simpson et al., 2012).  
 
 
Figure 1.3 Schematic representation of a Eulerian modelling approach (Finlayson-
Pitts and Pitts, 2000). 
1.2.2 Model evaluation 
Model evaluation is a crucial part of the development process and is essential for 
models used in both scientific research and regulatory decision making. The main aim 
of evaluation is to determine if the model sufficiently represents the system of interest. 
This allows the adequacy of conclusions made from the model predictions to be 
assessed.  
Typically, when evaluating ACTM performance emphasis is placed on the model 
validation process, i.e. comparison of model predictions against a set of observations. 
A number of performance indicators such as root mean square error, correlation 
coefficient, and normalised mean bias are widely accepted as the assessment criteria 
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of how well model outputs correspond with observations. Boylan and Russell (2006), 
Dennis et al. (2010), and Thunis et al. (2012) discuss the suitability of different model 
performance criteria for the evaluation of air quality models. The Taylor diagram (Fig. 
1.4) introduced by Taylor (2001) and the target diagram (Fig. 1.5) introduced by Jolliff 
et al. (2009) are commonly used to visualise and compare performance characteristics 
of different models. The Taylor diagram displays the standard deviation, Pearson 
correlation coefficient, and root mean square error values. The target diagram typically 
displays a bias measure on the y-axis, and a root mean square on the x-axis. These 
values could be presented as normalised by the standard deviation of the observations 
(Jolliff et al., 2009) or normalised by the uncertainty values assigned to the observation 
data (Thunis et al., 2012).  
 
Figure 1.4 A Taylor diagram illustrates a statistical comparison of model outputs with 
observation data. The diagram illustrates Pearson correlation coefficient values, 
standard deviation, and root mean square error values for three different models. This 
illustrative example of a Taylor diagram is produced using code from the example 





Figure 1.5 A target diagram from Thunis et al. (2012) visualises model performance 
for two different locations (red and blue). The green area represents model 
performance that fulfils desirable performance criteria set in the study; the x-axis 
displays centred root mean square error and y-axis displays bias, both normalised by 
the uncertainty in the observations.  
Although model validation indicators are informative and are easy to interpret, there 
is an issue associated with their use. Firstly, it is usually assumed that observed or 
measured values are the true values, i.e. uncertainty in the observations is 
acknowledged but not included in the calculation of the performance indicators. 
Secondly, the model performance indicators provide information about the difference 
between modelled and observed values only and cannot help to identify the reason for 
the discrepancy. Additionally, the current increase in computational resources makes 
increasingly complex models more accessible. As the model complexity increases, it 
becomes more difficult to predict which inputs are driving the outputs of interest, and 
the amount of uncertain information that needs to be specified in the model increases. 
Hence, in addition to model validation, uncertainty assessment and sensitivity analysis 
should be included as an integral part of the model evaluation.  
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In the context of model evaluation, uncertainty assessment provides information on 
how uncertainties in different model parameters and inputs are propagated to get the 
uncertainty range for the outputs of interest. An uncertainty assessment allows a 
credible range of predicted values for the model outputs, rather than a single best 
estimate, to be presented. This information is especially valuable when models are 
used to inform decision making. Sensitivity analysis aims to provide an understanding 
of how a model depends upon the information fed into it. It can be used to quantify the 
response of the model to changes in the input data and to determine to what extent 
different inputs contribute to the overall model uncertainty. Uncertainty assessment 
and sensitivity analysis approaches are discussed in detail in the following chapters.  
The US Environmental Protection Agency guidelines on environmental model 
development, evaluation, and application (EPA, 2009) and  the technical guide on the 
use of models with regard to the ambient air quality directive in Europe (EEA, 2011) 
both recommend implementation of uncertainty assessment and sensitivity analysis as 
a part of model development and evaluation. Despite these recommendations, there 
are only a few published studies that report uncertainty assessment methodology 
development or application for ACTMs. Additionally, most of the published 
sensitivity analyses use a one-at-a-time approach to investigate the model response to 
different inputs without acknowledging the possible drawbacks and limitations of this 
approach (this issue is discussed in detail in Chapter 2).  The reason for this could be 
the comparatively high computational cost associated with uncertainty propagation 
and global sensitivity analysis as they require a large number of model simulations to 
be performed which may not have been feasible previously. However, continued 
increase in the availability of computational resources and the development of 




1.3 Scope and aims 
In this thesis, the application of global uncertainty and sensitivity analysis techniques 
to atmospheric chemistry transport models (ACTMs) is introduced. These analyses are 
aimed to get a quantitative understanding of the uncertainty magnitude expected for 
predictions made using ACTMs. Additionally, global approaches provide an 
understanding of how ACTMs respond to input emission perturbations and help to 
identify the model inputs that drive resulting uncertainty the most. In addition to 
quantifying the confidence in model predictions these analyses allow us to gain insight 
into model behaviour.  
Chapter 2 discusses sensitivity and uncertainty analysis methods and gives an 
overview of the use of sensitivity analysis in the field of ACTM development and 
application. Chapter 3 provides a detailed description of two ACTMs investigated in 
this study (FRAME and EMEP4UK), and also includes an overview and comparison 
of sampling and analysis techniques as well as comparison of packages and tools for 
emulation. Chapter 4 discusses the results of global sensitivity and uncertainty analysis 
applied to the FRAME model. Chapter 5 covers the uncertainty assessment study of 
health-relevant pollutants modelled with EMEP4UK. In Chapter 6 a comprehensive 
assessment of the results obtained for both ACTMs is presented. Finally, Chapter 7 
elaborates on the conclusions and suggestions for further research needs identified by 







Chapter 2  
Literature overview 
 
This chapter provides an overview of methods used for uncertainty assessment and 
sensitivity analysis of mathematical models in different research fields. The aim of this 
review is to summarise the methods available and assess the suitability of these 
methods for quantifying uncertainty in ACTMs and assessing how variation model 
inputs affects the outputs. The second part of this chapter presents a systematic 
overview of sensitivity analysis methods used for model performance assessment in 
the field of atmospheric modelling. The aim of this section is to assess the current 
trends in sensitivity analysis methods used in the field.  
The increase in computing power coupled with abundance of available data has made 
the use of mathematical models more widespread in all research areas. However due 
to the continuous development of models and the inclusion of more processes at 
greater resolution the complexity of the mathematical models also continues to 
increase. This increase in model complexity results in an increase in the number of 
potential sources of uncertainty and the relationship between model inputs and outputs 
not being analytically tractable. As a result, most complex models, including ACTMs, 
are being treated as black-box systems.  
The uncertainty propagation for complex models relies on the use of Monte Carlo 
techniques, which require large numbers of model simulations to be performed. In 
addition to uncertainty propagation it is also of interest to know how a model responds 
to perturbations of different inputs and what inputs most affect variation in the model 
output. For this purpose, sensitivity analysis is conducted. It is good practice to 
perform uncertainty assessment together with sensitivity analysis so as to gain the most 
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information about the model response to perturbations in the inputs and confidence 
levels of model outputs (Saltelli et al., 2008).  
There are good examples of the application of global uncertainty and sensitivity analysis 
techniques within the earth sciences. For example, these methods have been 
successfully applied in fields such as hydrological (Shin et al., 2013; Yatheendradas 
et al., 2008), ecological (Lagerwall et al., 2014; Makler-Pick et al., 2011; Song et al., 
2012), and atmospheric aerosol (Carslaw et al., 2013; Chen et al., 2013; Lee et al., 
2011) modelling. However, in atmospheric chemistry and transport modelling, 
uncertainty assessment has been largely overlooked, and sensitivity analysis is 
performed by varying model inputs one-at-a-time, which can lead to erroneous 
conclusions regarding the model response.  
2.1 Uncertainty assessment and quantification 
Uncertainty is typically defined as a lack of knowledge about the true value of a 
variable. Walker et al. (2003) defines uncertainty as “any departure from the 
unachievable ideal of complete determinism”, which emphasises that there is always 
inherent uncertainty in any measured value or any process represented by a model.  
Without quantitative estimate of uncertainty, it is difficult to assess the robustness of 
the conclusions made based on any model output. The European Commission (EC, 
2009) and the United States Environmental Protection Agency (EPA, 2009) emphasise 
the importance of uncertainty quantification in environmental modelling in general, 
and the European Environment Agency (EEA, 2011) in air quality modelling 
specifically. One of the major attempts to develop a framework and tools to address 
uncertainty in all areas of modelling was undertaken by the MUCM (Managing 
Uncertainty in Complex Models) project (http://mucm.ac.uk). Although this project 
covered a variety of environmental models, ACTMs were not included. 
In order to correctly choose and implement techniques for the uncertainty assessment 
it is crucial to have information about the types of uncertainty present in the model. 
The two main types of uncertainty are epistemic uncertainty, due to imperfect 
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knowledge (reducible), and stochastic uncertainty, due to inherent variability (non-
reducible). The types of uncertainty can be further classified as shown in the diagram 
in Figure 2.1. This classification was introduced by Brown (2004) and further modified 
by Refsgaard et al. (2007). According to this classification quantitative analysis 
methods can be applied to both statistical uncertainty and qualitative uncertainty, given 
that unknown probabilities for all outcomes can be estimated with a level of 
confidence. Scenario analysis is applicable in situations when it is not possible to 
formulate the probability of any particular outcome, but the outcome is known. In 
some cases, if there is awareness that knowledge is missing (recognised ignorance), 




Figure 2.1 Taxonomy of imperfect knowledge. The diagram is based on the figures 
presented in papers by Brown (2004) and Refsgaard et al. (2007). 
Uncertainty can also be classified according to the source into the following four 
categories: context, input, model structure, and application (Krupnick et al., 2006; 
Walker et al., 2003).  
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Context: All models are imperfect simplifications of a real system. It is essential to 
choose the right model for the given application. At the stage of choosing the model, 
the main source of uncertainty is the selection of one model form over another and the 
boundaries that are set for the modelled system. 
Input: At this stage, the main sources of uncertainties are the uncertainty in input 
emissions, for example possibility of over- or underestimating the magnitude of 
emissions from a particular source, not being able to accurately estimate spatial and 
temporal variability of emissions or having a disagreement between alternate sources 
of information. Other major sources in input include the uncertainty in the boundary 
conditions and in external driving forces (mainly meteorology).  
Model: Model structure uncertainty includes simplifications of the model structure 
(e.g. parameterisations of complex processes), structural choices, incompleteness, 
value judgments, and extrapolation errors. Additionally, there is model technical 
uncertainty (e.g. software or hardware issues and bugs in the model code). The 
parameter uncertainty in the model comes from errors in measuring data or difficulty 
in finding the right value of a parameter due to disagreement between alternate sources 
of information. Another major source of uncertainty is variation in the data used for 
model validation and calibration. Most of the uncertainty at this stage is considered to 
be epistemic. 
Application: Models are widely used to investigate variations in environmental 
effects resulting from future emission scenarios. At this level scenario choice is 
important. Three major uncertainties in scenario preparation are i) variability in human 
behaviour, ii) social, economic and cultural dynamics, and iii) technological 
developments. 
2.1.1 Approaches to uncertainty assessment  
Many methodologies and tools for uncertainty assessment have been developed, 
implemented, and reported in the scientific literature. The choice of the suitable 
methodology depends on the purpose of the analysis and the type of the model. The 
most commonly applied methods are briefly discussed below. 
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Error propagation  
The error propagation method is based on error propagation equations and is widely 
used for combining uncertainties coming from multiple sources. This method is 
commonly applied when estimating uncertainties in compiled emission inventories 
(IPCC, 2000). This method is applicable when the effect of model input uncertainties 
on the model outputs is of interest. Equations 2.1 and 2.2, where Ui is the uncertainty 
in the variable xi, are used to estimate total percentage uncertainty, Utotal, where 
uncertain variables are combined by addition (Eq. 2.1) or by multiplication (Eq 2.2). 
𝑈𝑡𝑜𝑡𝑎𝑙 =
√𝑈1𝑥1
2 +  𝑈2𝑥2
2 + ⋯ +  𝑈𝑛𝑥𝑛
2





2 + ⋯ + 𝑈𝑛2 
(2.2) 
 
In order to be able to estimate combined uncertainty in the model output using this 
method certain assumptions have to hold. The input variables whose uncertainties are 
being combined, should not be correlated, the uncertainties associated with the 
variables should be normally distributed, and model response to changes in input 
variables needs to be linear or very close to linear. These assumptions rarely hold for 
complex models. 
For the non-linear model response to the change in an input variable or a combination 
of variables Taylor series expansion can be used to represent input-output relationship 
and to obtain an error propagation equation (Bücker et al., 2006).   
Monte Carlo analysis 
The Monte Carlo method is a reiterative process which is used to estimate the model 
output uncertainty due to combined effects of parameter and input data uncertainties. 
This method provides ability to sample from high dimensional distributions. 
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The first step of the Monte Carlo method involves selecting parameters to be sampled 
and defining their probability density functions (PDFs). An assumption here is that the 
parameter value has a continuous distribution with defined PDF. The most common 
shapes of probability density function for a variable are normal, log-normal, uniform, 
and triangular are illustrated in Figure 2.2.  
In the next step a random set of parameter values for all parameters under test is 
sampled, where the probability that a parameter value has a given value is determined 
by the PDF assigned to that parameter, and a model run is performed to generate an 
output. The process is repeated many times to create a probability density function for 
model outputs. Similarly to error propagation, the Monte Carlo analysis helps to 
estimate uncertainty stemming from model inputs.  
 
 
Figure 2.2 Illustration of probability distribution and different PDF shapes (Passant et 
al., 2013) 
The Monte Carlo method is especially useful when correlations in input data or 
between parameters are present and when the model output shows non-linearity. This 
makes the method advantageous compared to other available techniques. This method 
is the most comprehensive and widely used, but it also is one of the most demanding 
as it requires all probability distributions for all inputs and parameter as well as all 
correlations, co-variances to be specified. In addition, evaluating a model multiple 
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times, typically several thousand times, is computationally intensive and most of the 
time the computational cost is prohibitively high.  
There are variations of the Monte Carlo method such as Bayesian Monte Carlo, which 
can take into account model performance and adjust uncertainty estimates accordingly. 
This is done by applying a continuous likelihood function which gives weighting to 
the results of individual runs. A higher weighting is given to the results closely 
matching the observations and lower weightings are given to the outputs that match 
measurements poorly. This method can be used to refine estimates of model 
parameters (Bergin and Milford, 2000; Qian et al., 2003). 
Expert elicitation 
Expert elicitation is a formal method of obtaining data from experts (IPCC, 2000). 
This method is widely used in cases where summary statistics (central tendency, range 
of variation or skewness) is scarce or not available at all or empirical data is missing. 
This technique is also frequently used as a first step of Monte Carlo uncertainty 
analysis, which requires formal information about probability density functions of 
variables of interest (Hanna et al., 2001; Hannaa et al., 1998; van der Sluijs et al., 
2005). Expert elicitation allows all available knowledge, which cannot be formalised 
otherwise, to be obtained. This approach can be used in both quantitative and 
qualitative assessment of uncertainty originating from any source.  
In the context of atmospheric models, the expert elicitation method is most commonly 
used for uncertainty estimation when compiling emission inventories, for example 
when estimating emission factors and their probability distributions. 
The main disadvantage of this method is that it is prone to conscious and unconscious 
biases in expert judgement. An example of unconscious biases is representativeness 
bias, i.e. having limited data or experience to base judgements on and fully consider 
alternative outcomes. An example of conscious biases includes motivational bias, 
when an expert tries to influence outcome or tries not to contradict prior beliefs on the 
issue (IPCC, 2000). 
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There are a lot of web-based tools and procedure protocols available to help ensure 
reproducibility of elicitation. An example of a comprehensive expert tool is the 
MATCH Uncertainty Elicitation Tool (Morris et al., 2014). 
Scenario analysis 
Scenario-based uncertainty assessment is widely applied when models are used to 
make predictions about the future. The scenarios are sets of model inputs that describe 
how the system and its driving forces are likely develop in the future. The focus of this 
approach is on the exploration of different alternative futures and its effects of the 
model outputs of interest. The scenario-based uncertainty assessment results in a range 
of possible outcomes; however it does not yield the probability associated with any 
particular outcome occurring (Petersen et al., 2013). This method is commonly used 
for climate or environmental models especially for integrated assessment modelling 
that couples economic and ecological or climate systems (EPA NCEE, 2014; Zhu et 
al., 2011). The method concentrates on context and application uncertainty rather than 
input or model uncertainty.  
Multiple model analysis 
The multiple model analysis aims to address uncertainty associated with 
simplifications, assumptions, and parametrisations in the model structure. In this type 
of analysis, numerous models that predict values of the same variable of interest for 
the same domain are run with a common set of inputs. The analysis of the output 
ensembles allows estimation of the robustness of modelled predictions, which 
increases with the number of relevant models included in the analysis. This method 
has been applied in climate modelling (Parker, 2013; Tebaldi and Knutti, 2007) and 
hydrological modelling (Breuer et al., 2009; Exbrayat et al., 2010). An example of 
multi-model study with ACTMs is presented in the study by Dore et al. (2015). 
Although this study does not directly address the uncertainty assessment of the 




The main disadvantage of multiple model uncertainty analysis is that it estimates 
uncertainty due to difference in model structure but does not allow identification of 
the causes of the uncertainty that arises. Additionally, the potential difficulty in setting 
up the analysis may arise due to the fact that different models are typically supported 
and developed by different researchers, hence performing this analysis can be 
constrained by logistical issues.  
2.2 Sensitivity analysis 
Uncertainty assessment conducted for a mathematical model provides very important 
information regarding the confidence in the model results; however uncertainty 
assessment conducted on its own does not allow us to make conclusions regarding the 
origin of the uncertainty. It is equally of interest to know how uncertainty can be 
apportioned to different sources and to be able to identify the major cause of variation 
in the model outputs. For this purpose, sensitivity analysis is conducted.   
It can be argued that performing uncertainty analysis without the sensitivity analysis 
provides limited information; typically, the uncertainty quantification requires 
multiple model simulations to be performed and if the experimental design for these 
simulations is created with sensitivity analysis in mind it is possible to learn a lot more 
about the model performance, i.e. how model output responds to input variable 
perturbations.   
The sensitivity analysis for mathematical and simulation models is defined as the study 
of how uncertainty in the model output can be apportioned to different sources of 
uncertainty in the model input (Saltelli, 2002). It can be used to map input-output 
relationships to determine which variables contribute the most to the output behaviour, 
to determine the non-influential inputs to enable model reduction, and as a quality 
assurance tool that can reveal unexpected dependences which are indicative of 
conceptual or coding errors (Ghanem et al., 2017; Rabitz, 1989; Saltelli et al., 2008).  
Modelling guidelines from the U.S. Environmental Protection Agency (EPA, 2009) 
and impact assessment guidelines from the European Commission (EC, 2009) 
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recommend the use of sensitivity analysis as a tool to ensure quality and robustness of 
model-based predictions.  
2.2.1 Overview of commonly used sensitivity analysis 
methods 
Local methods 
In the local sensitivity analysis, the impact of perturbations occurring around nominal 
values of model inputs is assessed. This method relies on calculating partial derivatives 
of the output functions with respect to the input variable at the specific points in the 
input space (Saltelli et al., 2000; Turanyi, 1990).  
The most commonly used local method is one-at-a-time (OAT) where the value of 
each variable of interest is varied while all the other inputs are fixed to their nominal 
values and the resulting model response is assessed. The OAT sensitivity index is 
typically represented as the ratio of the change in the model output, Y, in response to 
the change in the input, xi, and the change in the input itself, ∆𝑥𝑖 (Eq. 2.3). 
𝑌(𝑥𝑖 + ∆ 𝑥𝑖) − 𝑌(𝑥𝑖)
∆𝑥𝑖
 (2.3) 
When sensitivity analysis is performed in the field of atmospheric chemistry transport 
modelling it is most likely to be local OAT sensitivity analysis; sometimes it is also 
referred to as the Brute Force Method (BFM). This method is popular because of the 
ease its implementation, ease of interpretation of the analysis results, and the relatively 
small computational cost (only a few model runs are performed). However, the local 
OAT method has significant disadvantages: it is only appropriate if the model response 
is linear for the range of investigated inputs and the effects of the different inputs are 
all independent of each other, i.e. there are no interactions between model inputs that 
result in synergistic response (Saltelli and Annoni 2010). Additionally, as the number 
of model inputs examined using the local OAT approach increases, the fraction of 
input space investigated tends to zero (Jimenez and Landgrebe, 1998).  
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Another type of local sensitivity analysis used in atmospheric chemistry transport 
modelling is decoupled direct method (DDM). In this method the sensitivity is 
determined by directly solving sensitivity equations derived from the equations 
governing the model (Cohan et al., 2010; Dunker et al., 2002; Koo et al., 2007). This 
method operates integrally within the model which determines both its advantages and 
disadvantages; this sensitivity analysis approach is computationally efficient as it does 
not require any extra model runs. However, it has to be implemented directly into the 
model source code which is not always possible.  
Global methods 
In contrast to local methods, global sensitivity analysis considers the entire domain of 
possible input parameter variations and hence allows investigation of the model 
response to the simultaneous perturbation of all inputs of interest over their entire 
range. In this analysis, firstly, the input space generated by the joint probability 
distribution of the inputs of interest is sampled using a suitable space-filling sampling 
design (e.g. Latin hypercube sampling, more details in Chapter 3). Then the model is 
run with the chosen set of inputs and the corresponding input-output relationships are 
analysed. Compared to the local sensitivity analysis, the global approach is more 
computationally demanding, but does not require any assumptions about the model 
structure, accounts for interactions between variables, and does not depend on the 
choice of the nominal values of model inputs (Ghanem et al., 2017; Helton et al., 2006; 
Homma and Saltelli, 1996; Oakley and O’Hagan, 2004; Saltelli et al., 1999, 2010). In 
addition to apportioning uncertainty, variance-based sensitivity analysis helps to gain 
insights into model structure; for input parameters with high sensitivity, a small 
perturbation may result in exaggerated effects on the outputs and hence it is important 
to understand if this could be true or if there is potential error in the model structure 
(Borgonovo, 2006). 
As was mentioned previously, the goal of global sensitivity analysis is to determine 
which model inputs have the greatest effect on model outputs and quantify this effect. 
For this purpose, variance-based global sensitivity analysis methods are the most 
widely used. In the variance-based analysis the total (unconditional) variance of an 
output of a deterministic model is apportioned to the variation in the model inputs. 
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Consider the following generic model (Eq.2.4) where Y is the model output and X1 to 
Xk are the inputs of interest.  
𝑌 = 𝑓(𝑋1, 𝑋2, … , 𝑋𝑘) (2.4) 
The first-order sensitivity indices, Si, represent the fraction of total variance of the 
output Y (i.e. the proportion of the overall uncertainty) explained by the variance in 
the Xi input while total-order indices show the sum of the effects due to Xi and all of 
its interactions with other inputs, X~ (Eq. 2.5). In Eq. 2.5 𝑉𝑋𝑖(𝐸𝑿~𝑖(𝑌|𝑋𝑖))  is the 







The first application of variance-based sensitivity analysis can be traced back to the 
study by Cukier et al. (1973), where the authors discussed effects of uncertainty in 
chemical reaction rate coefficients on the solutions of large sets of coupled nonlinear 
rate equations, and proposed the use of conditional variances for the sensitivity 
analysis. The methods described by Cukier et al. (1978) are now referred to as the 
Fourier Amplitude Sensitivity Test (FAST). Following the work by Cukier, Sobol 
(1993) proposed a generalised probabilistic framework for computing sensitivity 
measures for arbitrary groups of variables, which gave rise to Sobol sensitivity indices 
(first-order sensitivity indices). The Sobol method was further developed by Homma 
and Saltelli (1996) who introduced the total effect index, 𝑆𝑇𝑖, which includes the first-








Since then, multiple studies have presented the methods for computation of first and 
higher order sensitivity indices based on Monte Carlo experimental designs (Jansen, 
1999; Saltelli, 2002; Saltelli et al., 2010; Sobol, 2001). 
A full set of first-order and total effect indices for a model with k inputs can be 
computed as follows (Saltelli et al., 2008). Firstly, two sampling matrices A and B of 
size (N, k) where N is the sampling size and k is the number of input variables are 
generated. Then a third matrix Ci is formed by taking all but ith column of B and ith 
column of A. Then three N×1 vectors of model outputs YA, YB, and YC are computed. 
The scalar product of these vectors is to estimate Si and STi for a given input variable 
Xi as demonstrated in Eq. 2.7-2.9.   
𝑆𝑖 =
𝑌𝐴  ∙ 𝑌𝐶𝑖 − 𝑓0
2
𝑌𝐴  ∙ 𝑌𝐴 − 𝑓0
2  (2.7) 
𝑆𝑇𝑖 = 1 −
𝑌𝐵  ∙ 𝑌𝐶𝑖 − 𝑓0
2
𝑌𝐴  ∙ 𝑌𝐴 − 𝑓0













Another family of global sensitivity analysis methods can be classified as regression-
based methods. These methods involve generation and exploration of the mapping 
from the model inputs to the outputs. The sensitivity of the model outputs to its inputs 
is assessed with the help of regression analysis that provides an algebraic 
representation of the relationships between the model output and one or more of the 
inputs (Helton et al., 2006). The simplest approach is the multiple linear regression, 
which yields standardised regression coefficients (SRCs) or their rank equivalents in 
case of non-linearity in the input-output relationship. The SRCs can be interpreted as 
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the magnitude of the response of an output to the unit change in a particular input when 
all other inputs are allowed to vary (Iooss and Lemaître, 2015; Saltelli and Annoni, 
2010). One of the main benefits of the regression-based methods is that the sign of the 
effect of the input factor on the output is determined. This, in addition to the input 
importance ranking, provides the information regarding the nature of the input output 
correlation. However, if the model response to input perturbations is highly non-linear 
and non-additive or non-monotonic, the regression coefficients become uninformative. 
Other regression approaches have also been used in sensitivity analysis such as 
generalised linear models and additive models (Makler-Pick et al., 2011; Storlie and 
Helton, 2008). 
2.3 Application of emulators and meta-models in 
global sensitivity analysis and uncertainty 
assessment  
Although global analysis methods have many advantages, the computational cost 
associated with obtaining the thousands of data points required to calculate sensitivity 
indices is prohibitively high for complex models such as ACTMs. In recent years the 
use of meta-models and emulators to tackle this issue has been increasing (Gladish et 
al., 2017; Iooss and Lemaître, 2015; Ratto et al., 2012; Yang, 2011).  
Meta-models and emulators are classed as surrogate models, which are statistical 
representations of the original simulation models that, for any point in the input space, 
produce outputs sufficiently similar to the original model. The surrogate models are 
built from an experimental design with a limited number of simulation model runs and 
can be evaluated many times at a much lower computational cost relative to the 
original model (Castelletti et al., 2012; O’Hagan, 2006). As defined by O’Hagan 
(2006), an emulator is a surrogate model, fitted values of which are exactly equal to 
the outputs of the training data (e.g. Gaussian process regression) for a deterministic 
simulation model. In contrast regression methods such as generalised additive models 
are referred to as meta-models (Ryan et al., 2017).  
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Different surrogate model-based approaches have been used for uncertainty and 
sensitivity analysis; these techniques include locally weighted regression (LOESS), 
generalised additive model (GAM) (Storlie et al., 2009; Storlie and Helton, 2008), 
Gaussian process emulator (Oakley and O’Hagan, 2004), high-dimensional model 
representation (HDMR) (Rabitz and Alış, 1999; Ziehn and Tomlin, 2009), and 
polynomial chaos expansion (Sudret, 2008). The choice of a surrogate model depends 
on the previous knowledge or assumptions about the nature of the input-output 
relationships in the simulator model. For example, it is useful to know if model 
response to input perturbations is non-monotonic or has discontinuities.  
The steps involved in the emulator-based sensitivity analysis and uncertainty 
assessment are illustrated in Figure 2.3. Firstly, it is necessary to create a space-filling 
sampling design with n points taken from the whole input space. Then the simulator 
model is evaluated at n chosen points. This step can be skipped if the emulator is being 
constructed based on the given data points (e.g. model runs performed previously with 
the model of interest) and there is no possibility to generate the new experimental 
design. The next step involves creating an emulator and validating it. Depending on 
the type of chosen emulator (or meta-model) the necessary parameters or 
hyperparameters are estimated and the emulator is validated using the test data. The 
test dataset can be generated separately as described by Bastos and O’Hagan (2009) or 
taken as a subset of the whole dataset like in the cross-validation approach (Gladish et 
al., 2017; Urban and Fricker, 2010). After the emulator is successfully validated it is 
used to estimate outputs of the original model for any point in the previously defined 





Figure 2.3 Typical workflow for emulator based global sensitivity analysis and 
uncertainty propagation. Steps in blue involve simulations made with the original 
mathematical model, steps in green are involved in creating an emulator, and steps in 
orange are involved in sensitivity and uncertainty analyses.  
 
2.4 Systematic overview of the application of 
sensitivity analysis in atmospheric chemistry 
transport modelling 
The publication by Ferretti et al. (2015) illustrates that recently the number of 
published studies that include sensitivity analysis has been increasing. The study 
reports that although there is an increase in the application of global sensitivity analysis 
techniques in all research fields that utilise modelling, the local OAT sensitivity 
analysis is still commonly used even in cases where assumptions about the linearity 
and additivity of the model under investigation are unjustified. This section presents a 
systematic overview of atmospheric chemistry transport modelling studies that include 
sensitivity analysis as a part of model assessment.  
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2.4.1 Overview methodology 
For the systematic overview of the published literature a search was conducted using 
two databases: Scopus (https://www.scopus.com/, accessed 18 December 2017) and 
Web of Science (https://clarivate.com/products/web-of-science/, accessed 18 
December 2017). The search terms were set to include terms associated with 
atmospheric chemistry transport modelling and the term “sensitivity analysis”. The 
exact search strings for the databases were as follows. 
Web of Science: TS = ("sensitivity analysis") AND TS = (model* AND atmospher* 
AND pollut* AND emission*) AND TS = (chemistry OR transport) Refined by: 
DOCUMENT TYPES: (ARTICLE) 
Scopus: (ABS ("sensitivity analysis") AND ALL (chemistry OR transport) AND ALL 
(concentration* OR deposition* OR output*) AND ALL (assessment* OR respon* 
OR behaviour*) AND TITLE-ABS-KEY (model* AND atmospher* AND pollut* 
AND emission*))   
In the above search strings, TS, ABS, ALL, and TITLE-ABS-KEY indicate topic, 
abstract, all fields, and a search field that combines title, abstract, and key words of a 
document respectively. The “*” indicates any zero or more characters.  
The combined resulting search yielded 114 publications and after excluding the 
irrelevant publications at the title and abstract level a total of 63 relevant publications 
were identified and reviewed. The excluded papers were review papers, studies that 
looked at pollutant measurements, papers investigating models other than ACTMs, 
and publications with restricted access or in language other than English. Only articles 
published from 1990 to 2017 were included in this review (for the full details see 
Appendix A).  
The sensitivity analysis approach used in the publications was classified as local OAT 
in cases where it was clear that one or more parameters were changed relative to their 
baseline value one-at-a-time. Decoupled direct method, scenario-based methods, and 
factorial designs with a small number of investigated input combinations were 
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classified under “other local”. Variance-based or regression-based sensitivity analyses 
were classified as global approaches. It was also noted if uncertainty assessment was 
presented in the reviewed publication.  
2.4.2 Overview results 
Figure 2.4 illustrates the number of publications that report using different sensitivity 
analysis methods; in some publications more than one sensitivity analysis method was 
used. From the figure it can be seen that local sensitivity analysis is the most often 
used approach with one-at-a-time sensitivity analysis reported in 29 out of 63 
publications. Scenario analysis was the second most reported approach. In contrast to 
OAT, in scenario analysis multiple inputs may be varied simultaneously to estimate 
model response to a certain scenario relative to the baseline model run. For example a 
paper by Zhou et al. (2017) reports sensitivity of PM2.5 and O3 concentrations to   
removing all pollutant emissions from power, iron, steel, and cement plants in China. 
Scenarios can also include using different emission inventories as a model input (Lauer 
et al., 2007) or different algorithms implemented in an ACTM (Canepa and Ratto, 
2003).  
The methodology reported for ADIFOR (adjoint sensitivity analysis and automatic 
differentiation in FORTRAN) methods did not provide enough information to clearly 
classify methods as local or global; whether the response of an ACTM outputs to the 
perturbation in the inputs is explored locally or globally depends on the design of the 
adjoint model. ADIFOR is a derivative-based approach similar to DDM and its 
classification could be also application specific. Hence for the purposes of this review 
the two aforementioned methods are classified as “other”.  
The implementation of global sensitivity analysis methods was reported in 11% of 
reviewed publications. In the paper by Rodriguez et al. (2007) standardised regression 
coefficients were used as a sensitivity measure, in six other studies, variance based 
methods were applied. In order to conduct a variance based sensitivity analysis in all 
studies a surrogate model was created for the ACTM under investigation; three studies 
reported using Gaussian process emulator (Beddows et al., 2017; Carslaw et al., 2013; 
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Lee et al., 2011), two reported high dimensional model representation (Chen et al., 
2012; Chen and Brune, 2012), and Shrivastava et al. (2016) implemented generalised 
linear modelling.   
 
 
Figure 2.4 Sensitivity analysis methodologies reported in the reviewed publications. 
In some publications multiple methodologies were used.  
An uncertainty assessment was reported in 10 out of 63 publications. None of the 
studies that included OAT or scenario-based sensitivity analysis included an 
uncertainty assessment. This finding indicates that, in the field of atmospheric 
chemistry and transport modelling, sensitivity analysis is mainly conducted to 
investigate a particular model behaviour and not the potential robustness of the model 
outputs. Furthermore, most studies that included local sensitivity analysis did not 
discuss the shortcomings associated with the approach. 
Additionally, the publications that included sensitivity analysis most often investigated 
the response of O3 to various input perturbations (40% of publications) or included O3 
as one of multiple pollutants of interest (20% of publications). Only 2 out of 63 studies 
investigated deposition output variables.  
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The systematic overview presented in this section indicates that the use of global 
methods for uncertainty and sensitivity analysis is not common in the field of 
atmospheric chemistry transport modelling despite the benefits these methods can 




Chapter 3  
Methods 
 
The overall focus of the studies presented in this thesis is to investigate application and 
results of the global sensitivity and uncertainty analyses performed for two different 
atmospheric chemistry transport models. The description of the models utilised is 
provided in this chapter.  
Although the exact description of the choice of model input emissions and their ranges 
as well as details of the calculations performed are study-specific and are reported in 
further chapters (Chapter 4, 5, and 6), this chapter provides an overview of the 
sampling designs implemented and the computational tools. 
3.1 Model description 
3.1.1 FRAME model 
Model overview 
The FRAME model is a Lagrangian model that calculates annual average surface 
concentrations of sulfur dioxide (SO2), nitrogen oxides (NOx = NO2 + NO), ammonia 




-) together with dry and wet deposition of oxidised sulfur (SOy), oxidised 
nitrogen (NOy) and reduced nitrogen (NHx) at 5 km  5 km horizontal resolution over 
the UK (Dore et al., 2012; Fournier et al., 2002, 2005; Matejko et al., 2009; Singles et 
al., 1998). The main atmospheric processes, such as emission, diffusion, chemistry, 
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and deposition take place in a constant-volume air column which is advected along 
straight-line trajectories following specified wind fields. The wind fields are defined 
by an annual wind rose and annually-averaged wind speed generated from the output 
of the Weather Research and Forecast model (www.wrf-model.org) (Skamarock et al., 
2008) version 3.7.1. The air column contains 33 vertical layers of varying thickness 
from 1 m at the surface to 100 m at the top of the mixing layer. The vertical mixing 
between layers is calculated using K-theory eddy diffusivity (Fournier et al., 2004).  In 
this study, the model was run at a 5 km × 5 km horizontal resolution over the UK with 
boundary and initial conditions based on the National Centers for Environmental 
Prediction Final Global Forecast System (NCEP-GFS-FNL) data 
(https://rda.ucar.edu/datasets/ds083.2/).  
A detailed evaluation of model outputs with annually averaged measurements of 
pollutant concentrations in air and precipitation is discussed elsewhere (Dore et al., 
2015). In this study, all model runs were performed using emissions and meteorology 
data for the year 2012 and FRAME model version 9.15.0. 
Input emissions 
Gridded emissions of SO2, NOx, and NH3 were obtained from the UK National 
Atmospheric Emission Inventory (NAEI, http://naei.beis.gov.uk/) at 1 km  1 km 
spatial resolution (maps are shown in Fig. B.1 in Appendix B). Input emissions of SO2 
and NOx are split into three categories: UK area, point source, and shipping emissions. 
FRAME treats SO2 emissions as 95% SO2 and 5% H2SO4, and NOx emissions as 95% 
NO and 5% NO2. For NH3 emissions there are only UK area and point source 
categories. The NH3 emissions from livestock are distributed spatially according to 
Hellsten et al. (2008). All emissions are injected into the air column at different heights 
according to the classification of emission sources.  
Chemistry scheme 
The chemistry scheme is described in Fournier et al. (2004) and includes gaseous and 




2-). The gaseous-phase reactions of oxidised 
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nitrogen include the photolytic dissociation of NO2 to form NO, the oxidation of NO 
by O3 to form NO2, and the oxidation of NO2 to form NO3
-. Nitric acid (HNO3) is 
formed by the reaction of NO2 and the hydroxyl radical (OH). The main reaction of 
NH3 with oxidised nitrogen is the formation of NH4NO3 by the equilibrium reaction 
between HNO3 and NH3. Nitrate aerosols are also formed by the uptake of HNO3 onto 
sea salt or large particles. The most important gaseous-phase reaction of oxidised 
sulfur is the reaction of SO2 with the hydroxyl radical (OH) which leads to the 
formation of H2SO4. H2SO4 reacts with NH3 to form (NH4)2SO4 and this reaction is 
assumed to be instantaneous and irreversible. The aqueous-phase reactions include the 
oxidation of S(IV) by O3, and the metal catalysed reaction with O2. The oxidation of 
S(IV) is strongly dependent on pH and increases with increasing pH values.  
Deposition scheme 
Modelled dry deposition is land-cover dependent (the land classes are: forest, 
grassland, moorland, arable, urban, and water) and is treated by assigning a deposition 
velocity to each chemical species. These velocities are derived from a dry deposition 
model (Smith et al., 2000). Wet deposition is calculated using scavenging coefficients, 
and it is driven by rainfall rate; there is no difference between in-cloud and below-
cloud processes. The rainfall is modelled using a constant drizzle approach based on 
the measured spatial distribution of annual average rainfall data with the assumption 
of an enhanced washout rate over elevated areas (Fournier et al., 2004; Kryza et al., 
2013; Matejko et al., 2009).  
3.1.2 EMEP4UK model  
Model overview 
The EMEP4UK model is a regional application of the EMEP MSC-W (European 
Monitoring and Evaluation Programme Meteorological Synthesizing Centre-West) 
open source ACTM (www.github.com/metno/emep-ctm, version rv4.8). The model is 
capable of calculating concentration and deposition of various primary and secondary 
pollutants and has been used for scientific studies and policy-related purposes. The 
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detailed description of EMEP MSC-W is available in Simpson et al. (2012), and the 
EMEP4UK model is described by Vieno et al. (2010, 2014, 2016a).  
EMEP4UK is a 3-D one-way nested Eulerian model with a horizontal resolution of 5 
km × 5 km over the British Isles nested within an extended European domain with 50 
km × 50 km resolution. The model has 20 vertical levels, extending from the ground 
to 100 hPa with the lowest vertical layer of ~90 m. The model time-step is 20 s for 
chemistry, 5 min for the advection in the inner domain, and 20 min for the advection 
in the outer domain. The meteorological fields were computed using the Weather 
Research and Forecast model version 3.1.1 (www.wrf-model.org) (Skamarock et al., 
2008).  The WRF model initial and boundary conditions are derived from the US 
National Center for Environmental Prediction (NCEP)/National Center for 
Atmospheric Research (NCAR) Global Forecast System (GFS) at 1˚ resolution, 
including Newtonian nudging every 6 h (NCEP, 2000). 
A detailed evaluation of model performance is discussed elsewhere (Dore et al., 2015; 
Lin et al., 2017; Vieno et al., 2010, 2016b). In this study, all model runs were executed 
using meteorology and emissions data for the year 2012. 
Input emissions 
The anthropogenic emissions of SO2, NOx, NH3, primary PM2.5, primary PMcoarse, CO, 
and non-methane VOC for the UK were derived from the National Atmospheric 
Emissions Inventory (http://naei.beis.gov.uk/). For the outer domain, the emissions are 
provided by the Centre for Emission Inventories and Projections (CEIP, 
http://www.ceip.at/). All emissions are split across a set of emission source sectors 
defined by the Selected Nomenclature for Air Pollutants (SNAP) described in Table 
5.2. Hour-of-day, day-of-week and monthly emission factors are used to distribute the 
annual total emissions temporally to hourly resolution as described in Simpson et al. 
(2012). The international shipping emissions were derived from ENTEC UK Ltd. (now 
Amec Foster Wheeler). Biogenic emissions of dimethyl sulfide in addition to monthly 
in-flight aircraft, soil, and lightning NOx emissions are included as described in 
Simpson et al. (2012). Biogenic emissions of monoterpenes and isoprene are 
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calculated by the model for every grid cell and time step. The emissions of sea salt and 
wind-blown dust are also included. 
Chemistry scheme 
The chemistry and the aerosol formation is described in detail in Simpson et al. (2012). 
The chemistry scheme, EmChem09, has 72 species and 137 reactions. The scheme 
contains both long-lived species that are included in advection and chemical equations 
and short-lived (non-advected) species concentrations of which are controlled by local 
chemistry. SO2 is oxidised to sulfate in both the aqueous and the gaseous phase. The 
oxidation reaction rates are scaled by the solubility and the cloud fraction in the grid 
volume. In the gaseous phase, SO2 is oxidised by OH and in the aqueous phase by O3, 
H2O2, and O2 are catalysed by metal ions. The formation of sulfate is also pH 
dependent. For the nitrate formation, the reaction between N2O5 and deliquescent 
aerosols plays an important role.  The gas-aerosol partitioning of secondary inorganic 
aerosols is described by the MARS equilibrium module presented by Binkowski and 
Shankar (1995). The species treated in the MARS module include HNO3, NH3, and 
H2O in gaseous or vapour phase; SO4
2-, HSO4
-, NH4
+, NH3, and H2O in the aqueous 
phase; H2SO4 and HNO3 with corresponding neutralised salts (NH4)2SO4 and NH4NO3 
in aerosol phase. The production and ageing of secondary organic aerosols (SOA) are 
modelled using the volatility basis set framework described in Bergström et al. (2012). 
Deposition scheme 
The dry and wet deposition schemes are described in detail in Simpson et al. (2012). 
The dry deposition flux of gases is modelled using deposition velocity, which is 
calculated with a resistance approach. The calculation involves estimating 
aerodynamic resistance, quasi-laminar layer resistance, and canopy resistance, which 
is the most complex out of the three variables and depends on the surface 
characteristics and the chemical characteristics of the depositing gas. For aerosols, 
instead of resistance approach, the mass-conservative equation is implemented. This 
means that the dry deposition velocity at a particular height is calculated using a 
settling velocity and a sum of the aerodynamic resistance and the inverse of 
compound-specific surface deposition velocity. The overall deposition rate of larger 
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particles is affected by the settling velocity which is size-dependent. To account for 
this, a log-normal particle size distribution is assumed, and settling velocity 
calculations are integrated over the aerosol sizes. The calculation of aerodynamic 
resistance is land-use category dependent.  
The parametrisation of the wet deposition is described by Berge and Jakobsen (1998). 
It includes in-cloud and sub-cloud scavenging of particles and gases. For soluble 
components of gases and particles, the in-cloud scavenging is calculated using 
compound-specific in-cloud scavenging ratios. In below-cloud scavenging the 
distinction is made between gases and particles; for gases, the sub-cloud scavenging 
ratio is used, and for particles, the calculation makes use of size-dependent collection 
efficiency of aerosols by raindrops and raindrop fall speed.  
3.2 Uncertainty assessment and global sensitivity 
analysis  
3.2.1 Sampling design 
The first step in the uncertainty assessment and global sensitivity analysis is creating 
a sampling design with the aim to explore the entire space of inputs of interest. 
Sampling designs for computer experiments with deterministic models differ from 
designs for physical experiments in that they do not require replication. The reason for 
this is the absence of noise in the model response to perturbations of the input 
parameters (Jones and Johnson, 2009). Hence, the desirable properties of a good 
sampling design for a computational experiment are adequate coverage of the entire 
multidimensional sampling space, sufficient density and distribution of the sample that 
allows characterisation of non-linearity in the model response, and a sample size that 
does not make computational execution of the model prohibitive.  
The most commonly used sampling strategies for computational experiments are: 
simple random sampling (SRS), full and fractional factorial designs, Latin hypercube 
sampling (LHS), and sampling using quasi-random or low discrepancy sequences.  
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The SRS is conceptually the simplest method, which utilises pseudo-random number 
generation. It is known to have low efficiency compared to other sampling approaches 
as the points are not evenly distributed across the sampling interval. Simple random 
samples tend to have gaps and clusters, which results in poor representation of the 
input space (Fig. 3.1). The clusters in the sample can lead to overemphasised function 
values, and gaps can result in underrepresentation in the region of space where they 
occur (Saltelli et al., 2008).  
 
 
Figure 3.1 Example of 25 points sampled in two dimensions using simple random 
sampling (SRS), Latin hypercube sampling (LHS), and Latin hypercube sample 
optimised according to maximin criterion (LHS maximin) which aims to maximise the 
minimum distance between points. The sample was generated using MATLAB built-
in functions. 
In fractional factorial design (Box and Hunter, 1961), two levels of every input 
variable are sampled, and combinations of all levels are created. This sampling 
approach is typically used for screening purposes, where the aim is to detect the 
influential model inputs for further analysis. However, this approach does not allow 
effective exploration of the whole input space because the information is typically 
obtained only from two levels of each variable, hence there is a gap in the sampling 
space. 
LHS is a stratified, space-filling sampling technique. In LHS each variable is stratified 
over a number of layers, and each layer contains the same number of points. Since it 
was first introduced by McKay et al. (1979) many efforts have been made to develop 
LHS with better space filling properties. Different optimality criteria such as maximin 
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(Johnson et al., 1990; Morris and Mitchell, 1995) or integrated mean squared error 
minimisation (Park, 1994) have been successfully applied for that purpose. Until 
recently, the major drawback of LHS was the requirement to generate the whole 
sample at once without the possibility of adding extra design points. However recently 
a sequential sampling, where sample size can grow progressively was introduced 
(Sheikholeslami and Razavi, 2017).  
Quasi-random sampling involves taking a subset of points from low-discrepancy 
sequences such as Sobol (Sobol, 1976) or Halton (Halton, 1960) sequences. The 
discrepancy of the sampling sequence is defined as a maximum absolute difference 
between the area (or volume) fraction of the sampling space and the fraction of points 
in that space (Saltelli et al., 2008). The main advantages of a low-discrepancy sequence 
are its space-filling properties and the possibility of adding extra design points to an 
already existing sampling design. The Sobol sequence (Sobol, 1967, 1976; Sobol and 
Levitan, 1999) is arguably the most popular choice for variance based sensitivity 
analysis; however it might not work well or at all for a small number of sampling 
points (Saltelli et al., 2008). Examples of sampling designs created using a Sobol 
sequence are shown in Figure 3.2.  
 
 
Figure 3.2 Two-dimensional sampling designs with 32 and 64 points based on the 
Sobol sequence. The sample was generated using MATLAB built-in functions.  
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In this study, several optimised LHS designs were implemented. The details of each 
sampling design, i.e. the number of variables, sampling ranges, number of points, and 
optimisation criteria, for the specific experiment are provided in Chapters 4 and 5.  
In this study the response of FRAME and EMEP4UK models to changes in various 
input emissions was investigated. The assumption was made that the emissions of 
various pollutant species from different sources are independent and hence magnitudes 
and directions of changes in these emissions are uncorrelated. Therefore, all model 
inputs under investigation (i.e. model input emissions) were assumed to be statistically 
independent, i.e. the value or the change in the value of any single input did not have 
an effect on values of any other inputs.  
Quasi-random sampling based on Sobol sequences was implemented in the calculation 
of the first-order and total sensitivity indices for EMEP4UK model outputs presented 
in Chapters 5 and 6.  
3.2.2 Uncertainty propagation 
The details of uncertainty propagation, for example, uncertainty ranges assigned to the 
model inputs emission variables, varied for different case studies. Therefore, the 
details of the methodology used are reported in the following chapters (Chapters 4, 5, 
and 6).  
3.2.3 Model response investigation and uncertainty 
apportionment  
The first step in investigating the model response to perturbations in the input variables 
is the exploratory data analysis using scatterplots (Kleijnen and Helton, 1999; Saltelli 
et al., 2008). The linearity in the output response and the importance of different input 
variables can initially be assessed from the scatterplots. Figure 3.3 illustrates the 
response of surface concentrations of O3 modelled with EMEP4UK. The scatterplots 
40 
 
with the fitted local regression visualise how the model response to the input emission 
perturbations changes with different temporal resolution.   
In this study, it was not possible to fully investigate input-output relationships for 
FRAME and EMEP4UK models using scatterplots as that would require inspecting 
over 10,000 sets of scatterplots for each model (one per grid cell). Therefore, it was 
chosen to present regression coefficients and Sobol first-order and total sensitivity 
indices as the measures to quantify model response to input emission perturbations and 
to assess how uncertainty in different model inputs contributes to the overall 
uncertainty in the outputs.   
 
 
Figure 3.3 Scatterplots of O3 concentration (modelled with EMEP4UK) versus scaling 
coefficients applied to the input emissions of NOx from the energy production sector, 
VOC from solvent use, and all shipping emissions. The scatter plots are shown for 
daily (1st of July 2012), monthly (July 2012), and annually (2012) averaged model 
outputs for a single grid cell. Local regression (LOESS) lines (blue) help to visualise 
the input-output relationship.  
Regression coefficients (RCs) for both FRAME and EMEP4UK models were 
estimated by performing multiple linear regression. The model inputs and outputs were 
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substituted by the corresponding values of fractional change. The definition of 
fractional change is given by Equation 3.1, where mn is a variable (input or output) in 
the model run with emissions altered and m0 is the baseline value. The interpretation 
of RCs is shown in Table 3.1.  
𝐹𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑐ℎ𝑎𝑛𝑔𝑒 =




Table 3.1 Example of interpretation of regression coefficient values 
Value of RC Interpretation 
RC = 0 Change in the input does not lead to any change in the output value. 
RC = 1 A certain relative change in the input leads to the same relative 
change in the output, e.g. 30% reduction in the input emissions of 
an air pollutant leads to the 30% reduction in the surface 
concentration of the model output of interest. 
RC < 0 Change in the model output is reversely proportional to the change 
in the input 
 
The first-order (Si) and total (STi) Sobol sensitivity indices were used to apportion the 
overall uncertainty in model outputs to the uncertainty in the input variables. The 
indices are defined as follows (Homma and Saltelli, 1996; Sobol, 1993).  
For the model with a scalar output Y=f(X), where X is the vector of inputs {X1, …, Xn}, 
the first-order sensitivity index represents the ratio of the variance of the mean of Y 
when one input variable (Xi) is fixed, VXi(EX∼i(Y |Xi)), to the unconditional variance of 









The total sensitivity index measures the total effect of a variable, which represents the 
sum of the first and higher order effects for that variable (Eq. 3.3), where X∼i denotes 
the matrix of all variables but Xi.  




The computation of both sensitivity indices directly from model evaluations was not 
possible as it required n(k+2) model runs to be performed, where n is the sampling 
size chosen typically between 500 and 1000 and k is the number of inputs of interest 
(Saltelli, 2002). Therefore, emulator-based approaches described below were 
investigated, and the most suitable approach was applied.  
3.3  Emulator  
An approach utilising a Gaussian process (GP) emulator was chosen in this study in 
order to predict model outputs at a large number of sampled points in the model input 
space to fulfil sampling requirements for the variance-based sensitivity analysis. The 
GP emulator was constructed for the EMEP4UK model; the relationships between 
FRAME model input and output variables were found to be sufficiently linear, and 
hence further analysis did not suggest a need for the application of emulators (details 
are discussed in Chapter 4).   
Each EMEP4UK simulation for a full year takes approximately 10 hours to complete 
on 8 nodes (16 cores each) of a high-performance computing (HPC) cluster, which 
gives a computing time of 1,280 core hours per simulation. In contrast, using an 
emulator to predict model outputs for 104 to 106 points sampled from the input space 
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takes less than a minute on a single core of a desktop computer. Below, three different 
approaches to GP emulator-based sensitivity analysis are described and compared.  
Gaussian process emulator provides an approximation, 𝑓(. ) for a simulator that can be 
represented as function f(.) which maps inputs of interest x into an output y = f(x). In 
addition to providing mean value, 𝑓(𝐱), GP emulators also provide the probability 
distribution around that mean which reflects the associated uncertainty. For the 
training points the emulator returns 𝑓(𝑥𝑖) = 𝑦𝑖 with no uncertainty, as the true value 
of the simulator output is known at that point (Figure 3.4).  
 
 
Figure 3.4 Example output of a Gaussian process emulator fitted to the training data 
from a model with one-dimensional input. 
Gaussian process (Eq. 3.4-3.6) is specified by its mean function m(x) and covariance 
function cov(x, x’) (Rasmussen and Williams, 2006),  
𝑓(𝒙)~ 𝒢𝒫(𝑚(𝒙), 𝑐𝑜𝑣(𝒙, 𝒙′) (3.4) 
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where m(x) and cov(x, x’) are defined as follows. 
𝑚(𝒙) = 𝔼[𝑓(𝒙)] (3.5) 
𝑐𝑜𝑣(𝒙, 𝒙′) =  𝔼[(𝑓(𝒙) − 𝑚(𝒙))(𝑓(𝒙′) −  𝑚(𝒙′)) ] (3.6) 
 
The covariance between f(x) and f(x´) is represented by Equation 3.7, where c(x, x´) is 
the correlation function, and σ2 is a hyperparameter that represents the variance of the 
Gaussian process. 




The Gaussian Emulation Machine for Sensitivity Analysis (GEM-SA, 
http://www.tonyohagan.co.uk/academic/GEM/, last access: 10 July 2017) is an open-
source software and has been successfully used in studies by Carslaw et al. (2013), 
Lee et al. (2011), and Marrel et al. (2009).   
The techniques implemented in the software to create a GP emulator are described by 
Kennedy and O’Hagan (2001) and O’Hagan (2006) and the software is described by 
Kennedy (2004). In GEM-SA, mean function can be represented as a constant or a 
simple linear regression function and the form of the correlation function is described 
by Kennedy (2004).  
The sensitivity indices are calculated as a percentage of the total variance explained; 
first-order and total terms, as well as second-order interaction terms are calculated. 
The information about the exact estimator used is not provided in the software 




UQLab, is a MATLAB-based set of modules for emulation, uncertainty quantification, 
and sensitivity analysis (Lataniotis et al., 2017; Marelli and Sudret, 2014). UQLab 
modules allow creating stand-alone GP emulators or integrate emulation as a part of 
uncertainty quantification and sensitivity analysis. The main advantage of UQLab 
emulation module is its computational speed and the possibility of fine-tuning the 
emulator parameters, such as mean and correlation functions, and hyperparameter 
optimisation options.  
DiceKriging  
DiceKriging is an R package developed by the DICE (Deep Inside Computer 
Experiments) consortium (Roustant et al., 2012). Similarly to UQLab, emulators 
created with the DiceKriging package can be fully customised. A number of studies 
have been published that utilise this package (Beddows et al., 2017; Lee et al., 2013; 
Ryan et al., 2018). The calculation of variance-based sensitivity indices in R requires 
a separate package ‘sensitivity’ which is described by Bertrand et al. (2018). 
3.3.1 Comparison of GP emulation tools 
The three aforementioned tools for creating GP emulators and conducting subsequent 
uncertainty quantification and sensitivity analysis were compared.  
The GEM-SA software did not provide options for defining mean and covariance 
functions for the emulator; in UQLab and DiceKriging mean functions were chosen to 
have a linear form. For the covariance function, c(x,x’), Matérn 5/2 was chosen 
(Eq. 3.8). In Eq. 3.8 h represents the absolute distance between x and x’, and θ is a 
length-scale parameter that determines the smoothness of the mean function from 
Eq. 3.5. 














The calculation of sensitivity indices GEM-SA did not provide customisable options. 
In UQLab and R package ‘sensitivity’ Monte Carlo estimation of the Sobol sensitivity 
indices was done using the estimator presented by Janon et al. (2014).  
For the uncertainty assessment and sensitivity analysis of the EMEP4UK model, the 
input emissions were split into 13 categories and an LHS design with 84 points was 
created. The detailed description of the design and input variable definitions are 
presented in Chapter 5. For the comparison presented here, the definition of the input 
variables is not important.  
As an example, the mean, standard deviation, and sensitivity indices for the surface 
concentration of PM2.5 estimated using an emulator (for a single grid cell of the 
EMEP4UK output domain) are presented here (Tables 3.2 and 3.3). In this calculation 
all input variables were assigned a ± 40% (2σ) variation range from their baseline 
value.  
No substantial difference was found between results of the calculations performed with 
the GEM-SA software and packages for MATLAB and R (Tables 3.2 and 3.3). 
Therefore, preference was given to the UQLab module as it provided better scalability. 
For the uncertainty assessment and sensitivity analysis described in Chapters 5 and 6 
a separate emulator was created for every land-based grid cell (over 10,000) of the 
model domain, hence scalability of the calculation was a determining factor when 
choosing the suitable tool for the analysis. 
Table 3.2 Mean and standard deviation estimated for the surface concentration of 
PM2.5 for a single grid square. The values are shown for annually-averaged and 




Mean (μg m-3) σ (μg m-3) Mean (μg m-3) σ (μg m-3) 
Gem-SA 8.58 0.23 8.78 0.42 
UQLab 8.56 0.23 8.78 0.41 




Table 3.3 First-order (Si) and total (STi) sensitivity indices calculated using different 
software packages for EMEP4UK model. The values are presented in percent units. 
X1-X13 represent the categories of the input emissions. For the comparison purposes 
the exact definition of each of the 13 categories is not important.  
 
GEM-SA UQLab DiceKriging 
 
Si (%) STi (%) Si (%) STi (%) Si (%) STi (%) 
X1 15.2 15.3 15.0 15.1 14.9 15.1 
X2 2.6 2.6 2.4 2.6 2.3 2.6 
X3 0.8 0.9 0.8 1.0 0.5 0.8 
X4 0.2 0.2 0.3 0.5 0.0 0.3 
X5 1.7 1.8 1.9 2.1 1.9 2.2 
X6 1.7 1.8 1.4 1.6 1.5 1.6 
X7 0.3 0.3 0.2 0.4 0.1 0.3 
X8 5.4 5.5 5.7 5.8 5.2 5.6 
X9 34.6 34.8 35.9 36.3 34.2 34.8 
X10 13.2 13.2 13.8 14.1 13.0 13.3 
X11 7.6 7.6 7.2 7.5 7.1 7.2 
X12 5.2 5.4 5.2 5.3 5.0 5.0 







Chapter 4  
Global sensitivity and uncertainty analysis of an 
atmospheric chemistry transport model: the 
FRAME model as a case study 
 
This chapter is based on a research paper published in ‘Geoscientific Model 
Development’ (Aleksankina, K., Heal, M. R., Dore, A. J., Van Oijen, M., and Reis, S.: 
Global sensitivity and uncertainty analysis of an atmospheric chemistry transport 
model: the FRAME model (version 9.15.0) as a case study, Geosci. Model Dev., 11, 
1653-1664, https://doi.org/10.5194/gmd-11-1653-2018, 2018). I developed the 
experimental design, set up and performed model runs, analysed data, and prepared 
the manuscript. The co-authors, Prof Mathew Heal and Dr Stefan Reis, provided 
valuable advice on the interpretation of results and aided with manuscript preparation 
and editing. Dr Anthony Dore provided support with model setup and Dr Marcel 
Van Oijen provided statistical advice, both also provided feedback for the manuscript.  
4.1 Introduction 
Typically, model assessment studies focus on uncertainties in the model parameter 
values (Derwent, 1987; Konda et al., 2010; De Simone et al., 2014) and model-specific 
structure (Simpson et al., 2003; Thompson and Selin, 2012). However, for ACTMs the 
uncertainty in the model input emissions data could be dominating; for example, 
previous dispersion model uncertainty studies identified input emissions as a primary 
source of uncertainty in model outputs (Bergin et al., 1999; Hanna et al., 2007; Sax 
and Isakov, 2003). It is also the case that a major role of ACTMs is to estimate the 
impact of potential future changes in emissions on atmospheric composition (Boldo et 
al., 2011; Crippa et al., 2016; Heal et al., 2013; Vieno et al., 2016a; Xing et al., 2011; 
Zhang et al., 2010).  
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Thus the focus of this study is to demonstrate a systematic approach for quantifying 
model output sensitivity and uncertainty as a function of the variation in model input 
emissions. Fine Resolution Atmospheric Multi-pollutant Exchange (FRAME) model 
was used here as a case study. FRAME is a Lagrangian model that outputs, at a 
5 km × 5 km horizontal resolution over the UK, annual average surface concentrations 
of sulphur dioxide (SO2), nitrogen oxides (NOx), ammonia (NH3), nitric acid (HNO3), 
and particulate ammonium (NH4
+), sulphate (SO4
2-), and nitrate (NO3
-), together with 
dry and wet deposition of oxidised sulphur (SOy), oxidised nitrogen (NOy), and 
reduced nitrogen (NHx) (Dore et al., 2012; Matejko et al., 2009; Singles et al., 1998). 
The model is extensively used to provide policy support including generation of 
source-receptor matrices for the UK Integrated Assessment Model (UKIAM) and 
estimation of critical load exceedances (Matejko et al., 2009; Oxley et al., 2013). 
Source receptor matrices link concentration and deposition with individual emission 
sources and are used to automate procedures to estimate the impact of future emission 
reduction scenarios. Integrated assessment modelling incorporates technical emissions 
abatement costs with cost-benefit analysis and source-receptor data to indicate cost-
effective solutions to protect natural ecosystems from acidic and nitrogen deposition 
above defined critical thresholds and to protect human health from particulate 
concentrations (Oxley et al., 2003, 2013). 
FRAME uses emissions input data from the UK National Atmospheric Emissions 
Inventory (NAEI, http://naei.beis.gov.uk/), which are compiled following the 
international ‘Guidelines for Reporting Emissions and Projections Data under the 
Convention on Long-range Transboundary Air Pollution (United Nations Economic 
Commission for Europe, 2015). We used the uncertainties published by the NAEI in 
the Informative Inventory Report (Misra et al., 2015) as the foundation of the 
uncertainty propagation for the FRAME concentration and deposition outputs with 
respect to UK emissions of SO2, NOx, and NH3. The uncertainty ranges for different 
pollutants reported by the NAEI are estimated using a Monte Carlo technique which 
corresponds to the IPCC Tier 2 approach (IPCC, 2006). In this approach uncertainty 
ranges for each source for both emission factor and activity statistics are associated 
with a probability distribution and further used as inputs in a stochastic simulation 
which calculates output distributions of total UK emissions for each pollutant. The 
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uncertainties are expressed as plus or minus half the confidence interval width relative 
to the estimated emissions value. 
Previously, local one-at-a-time (OAT) sensitivity analysis has been used to investigate 
ACTM sensitivity because it is less computationally demanding than global sensitivity 
analysis that requires a large number of simultaneous perturbations of all inputs of 
interest. However, there are significant disadvantages associated with OAT analysis: 
the interactions between the input parameters and non-linearities in the model response 
cannot be identified; additionally as the number of input parameters increases the 
fraction of parameter space investigated tends to zero (Jimenez and Landgrebe, 1998; 
Saltelli and Annoni, 2010). Therefore local OAT sensitivity analysis is only applicable 
when the effects of the different inputs are all independent from each other and model 
response is linear for the range of investigated inputs. Many previous publications that 
include ACTM sensitivity analysis use the OAT approach but fail to acknowledge its 
limitations (Appel et al., 2007; Borge et al., 2008; Capaldo and Pandis, 1997; Labrador 
et al., 2005; Makar et al., 2009). 
Hence this study focuses on demonstrating the use of global methods capable of 
revealing non-linearity in the model response and the presence of interactions between 
inputs in addition to revealing the spatial pattern of the model response to changes in 
the input emissions. Global sensitivity and uncertainty analyses have been applied in 
many earth science fields such as hydrological modelling (Shin et al., 2013; 
Yatheendradas et al., 2008), ecological modelling (Lagerwall et al., 2014; Makler-Pick 
et al., 2011; Song et al., 2012), and atmospheric aerosol modelling (Carslaw et al., 
2013; Chen et al., 2013; Lee et al., 2011). Increasing computational resource means 
this approach is now starting to be applied to ACTMs (Christian et al., 2017). 
In a global sensitivity analysis a sample space is created for all inputs under 
investigation from which a set of combinations of model inputs for different model 
runs are chosen. The sampling design for model inputs for uncertainty and sensitivity 
analysis must balance the needs of covering the full multidimensional input parameter 
space at sufficient density to allow characterisation of any non-linearities and 
interactions in the model response with a small enough number of samples for the total 
number of model runs to remain computationally tractable. Therefore, in this work, 
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Latin hypercube sampling (LHS) (McKay et al., 1979), which is a stratified space-
filling sampling technique, was used. Advances have been made to optimise the space 
filling properties of LHS including maximin sampling (Johnson et al., 1990; Morris 
and Mitchell, 1995) and integrated mean squared-error minimisation (Park, 1994).  
In summary, this work demonstrates application of global uncertainty and sensitivity 
analysis to an ACTM using the FRAME model as an example.  
4.2 Methods 
4.2.1 Sensitivity and uncertainty analysis 
For both sensitivity and uncertainty analyses a Latin hypercube sampling design was 
chosen as it is superior to quasi-random sampling for small numbers of samples 
(Saltelli et al., 2008). A uniform LHS design was created using the R package 
‘lhs’(Carnell, 2016), with the sample optimised by maximising the mean distance 
between the design points. The LHS design was created for the scaling coefficients 
applied to the model input emissions of UK SO2, NOx and NH3 and not for the actual 
values of the input emissions. This means that emissions from all sources of a 
particular pollutant were varied by the same fraction across all grid squares in a 
particular model run.  
For the sensitivity analysis a uniform LHS sample of size n = 100 within a range of 
± 40 % relative to the baseline for each of the three input variables was created. This 
range was chosen to test the overall model response to changes in emissions (for 
example to identify non-linearities) as it encompasses the range of variations in input 
emissions used for future scenario simulations with the FRAME model.  
Regression coefficients (RC) were used as the measure of the sensitivity of the model 
response, derived as follows. For each model grid cell, and for each model output 
variable, a multiple linear regression (Eq. 4.1) was performed using the data from the 
n = 100 model runs. To obtain the RCs (bi in Eq. 4.1) the model inputs Xi, and outputs 
Y, were substituted by corresponding values of fractional change relative to the 
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baseline value. This simplifies interpretation of the resulting RCs. A RC represents the 
relative effect of changing input Xi on the output Y, e.g. RC = 0.5 signifies a 15 % 
reduction in the output variable value if an input is reduced by 30 %. The coefficients 
of determination (R2) were evaluated for each fitted model (for every grid cell) to 
identify if a significant level of non-linearity in the input-output relationship was 
present. 




For the uncertainty propagation, the input sampling space was constrained to the 
specific uncertainty ranges assigned to the emissions of SO2, NOx and NH3 in the UK 
Informative Inventory Report (Misra et al., 2015) with a new LHS sample n = 100. 
These uncertainty ranges are derived following published guidelines on quantifying 
uncertainties in emissions estimates (IPCC, 2006; Pulles and Kuenen, 2016). 
According to the guidelines, uncertainties are expressed as lower and upper limits of 
the 95 % confidence interval as a percentage of the central estimate. The assigned 
emissions uncertainties have ± 4 %, ± 10 % and ± 20 % ranges, for SO2, NOx and NH3 
respectively. The probability distributions were not specified, therefore it was chosen 
to use uniform distributions for the variable ranges from which the LHS sample was 
created. It is also acknowledged that a number of other aspects of emissions 
uncertainty are not included. For example, the FRAME model cannot capture 
uncertainty in assigned seasonal and diurnal cycles in emissions. Uncertainties in the 
spatial distributions or in height of elevated emissions are also not included. 
The uncertainty values for each grid square were calculated as a half of the 95% 
confidence interval relative to the mean value of the output as recommended in the 
EMEP/EEA and IPCC Guidebooks (IPCC, 2006; Pulles and Kuenen, 2016). Relative 
uncertainty values are presented here.  
To assess the contribution of uncertainties in the emissions of SO2, NOx and NH3 to 
the overall output uncertainty standardised regression coefficients (SRCs) were 
calculated as shown in Eq. 4.2. A multiple linear regression was performed using the 
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data from the 100 model simulations for the case of constrained input sampling space. 
The SRCs (βi in Eq. 4.2) were calculated by multiplying the RC by the ratio between 
the standard deviations of the input σi, and output σY (σY is the same for all the βi values 
for a given output variable). 




The squared value of SRC (Eq. 4.3) for linear additive models is equal to the ratio of 
variance of mean of Y when one input variable is fixed,  𝑉𝑋𝑖(𝐸𝑋~𝑖(𝑌|𝑋𝑖)) , to the 
unconditional variance of Y, 𝑉(𝑌) (Saltelli et al., 2008). Thus SRC squared represents 
the fractional contribution of the uncertainties in the model inputs to the overall 
uncertainty in the output. For the case of non-linear models, variance decomposition 
methods are described in more detail elsewhere (Homma and Saltelli, 1996; Saltelli, 
2002; Saltelli et al., 2010; Sobol, 1993). In the case where a large number of model 
simulations is not possible an emulator based approach can be used for the uncertainty 
and sensitivity analysis (Blatman and Sudret, 2010; Lee et al., 2011; Shahsavani and 






4.3 Results and discussion 
4.3.1 Global sensitivity analysis 
Figure 4.1 summarises the distributions of the regression coefficient (RC) global 
sensitivity measure across all model grid cells. RCs show the sensitivity of each model 
output variable to the three input emissions variables (SO2, NOx and NH3), and can be 
interpreted as a magnitude of the response of an output to the unit change in a particular 
input when all other inputs are allowed to vary. The magnitude of the RCs provides 
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useful information not only about the effect of the change in a particular input on a 
model output, but also allows input sensitivity ranking to be determined because all 
inputs were assigned the same range of variation (± 40 %). In the case where the ranges 
for inputs differ, standardised regression coefficients (SRCs) are used to obtain the 
input importance ranking instead.  
Figure 4.1 shows that model outputs have (i) varying sensitivities, (ii) varying relative 
rankings in their sensitivities to SO2, NOx and NH3 emissions, and (iii) that these 
output sensitivities to the emissions also vary spatially across the model grids, as 




2- and annual dry and wet deposition of SOy for the 
baseline model run are presented in Appendix B Figure B.2. The actual spatial 
distributions of the RCs from Figure 4.1 are illustrated in Figure 4.2 for the example 
output variables of particulate NH4
+, NO3
-, and SO4
2-. Figure 4.3 shows the equivalent 
for the example output variables of dry and wet deposition of SOy. These five output 
variables were chosen to illustrate the spatial distribution of uncertainty and sensitivity 
metrics. Figures B.3 and B.4 in Appendix B show the spatial distribution of RCs for 





Figure 4.1 Box plots of the values of regression coefficients (RC) across all UK land-based model grid squares. Boxes demarcate the median 
and lower/upper quartiles of the distributions; whiskers extend to 1.5 times the interquartile range. 
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RC is a first-order sensitivity measure and it quantifies the average response of model 
output to varying a model input Xi when all inputs are allowed to vary. In this study no 
second, or higher, order interaction terms were quantified as their contribution was 
assumed to be negligible. This was concluded from the values of the coefficients of 
determination (R2) obtained from multiple linear regressions performed; for most 
output variables, values of R2 were on average > 0.98 with the exception of a slightly 
lower value for HNO3 (R
2 > 0.96). Hence less than 2 % (4 % for HNO3) of variance in 
the output could not be explained by the linear combination of inputs. This finding 
allows us to conclude that the FRAME model response is in fact fairly linear within 
the ± 40 % emission perturbation range investigated. The fact that the FRAME model 
input-output response fits linear model well indicates that the current use of the 
FRAME model to produce source-receptor matrices for the use in the UK Integrated 
Assessment Model is not subject to undue error from varying emissions one-at-a-time. 
Without conducting the global sensitivity analysis it is not possible to predict a priori 
for a given model output variable either the relative sensitivities to the different input 
factors, such as emissions, or the spatial variation in these sensitivities that are 
illustrated in Figures 4.1, 4.2 and 4.3.  
With respect to findings from this FRAME model sensitivity analysis for particulate 
inorganic components in the UK context, Figure 4.1 shows that the modelled surface 
concentrations of particulate NH4
+ are sensitive to changes in emissions of all three 
pollutants, being similarly sensitive (on average) to emissions of NH3 and SO2, and 
slightly less sensitive to emissions of NOx. The sensitivities of NH4
+ to SO2, NOx and 
NH3 emission changes were found to vary substantially around the UK (top row of 
Figure 4.2). Sensitivity of NH4
+ to SO2 emissions is generally lowest in south-east 
England, and rises on moving north and west across the UK. Reductions in emissions 
are always associated with reductions in NH4
+. The broad geographical pattern of 
relative sensitivity across the UK of NH4
+ to NH3 emissions is approximately the 
reverse of that to SO2 emissions although with substantial spatial heterogeneity as well. 
Figure 4.2 shows that there are instances in north-west Scotland of negative RCs for 
the sensitivity of NH4
+ to NOx emissions, i.e. areas where NH4
+ increases when NOx 









- as a function of variation in input emissions of SO2, 
NOx or NH3. The model input emissions for which the RC quantifies the output 





Figure 4.3 Spatial distributions (at the 5 km × 5 km model grid resolution) of RCs of 
dry (d) and wet (w) deposition of SOy as a function of variation in input emissions of 
SO2, NOx or NH3. The model input emissions for which the RC quantifies the output 
variable sensitivity is given in the brackets in each panel. 
Figure 4.1 similarly shows that surface concentrations of particulate SO4
2- are sensitive 
to changes in emissions of all three of SO2, NOx and NH3 (most sensitive to SO2 
emissions) but with a universally negative sensitivity (albeit relatively weak) to NOx 
emissions, i.e. particulate SO4
2- concentrations increase everywhere by approximately 
3 % if NOx emissions are reduced by 40 % (lower row of Figure 4.2). This is due to 
competition between HNO3 and H2SO4 to react with NH3 and form particles, i.e. 
reducing NOx emissions means NH3 is more readily available to react with H2SO4. The 
positive values of RCs of SO4
2- to SO2 emissions are geographically fairly uniform 
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(somewhat lower sensitivity in the eastern UK), but the relative sensitivity to NH3 
emissions is more heterogeneous and greater in the east. 
The sensitivity of particulate NO3
- concentrations to the emissions is more 
straightforward than for particulate NH4
+ and SO4
2, being dominated by its positive 
sensitivity to NOx emissions, weakly sensitive to NH3 emissions and essentially not 
sensitive at all to SO2 emissions (Figure 4.1 and middle row of Figure 4.2). The 
sensitivity to NOx emissions is almost unity, such that for example a 30 % reduction 
in NOx emissions results in almost the same 30 % reduction in surface NO3
-.  The 
spatial distribution of RCs that represent sensitivity of NO3
- concentrations to NOx 
(and NH3) emissions is also geographically more homogenous across the UK than the 
sensitivities of NH4
+ and SO4
2- concentrations (middle row of Figure 4.2).  
The concentrations of the three inorganic particulate matter components are 
determined by the reactions that lead to formation of (NH4)2SO4 and NH4NO3. 
Formation of the former is irreversible whilst the latter exists in reversible equilibrium 
with gas-phase NH3 and HNO3. Changes in emissions of NH3 have an impact on 
formation of both (NH4)2SO4 and NH4NO3 very quickly, and therefore close to the 
source of the NH3 emissions, because it reacts directly as NH3. In contrast the influence 
of changes in SO2 and NOx emissions is not so localised. Before they influence the 
formation of (NH4)2SO4 and NH4NO3 these gases must be oxidised in the atmosphere 
to H2SO4 and HNO3, during which time the air is undergoing transport. The spatial 
pattern of the sensitivities of (NH4)2SO4 and NH4NO3 formation to changes in the UK 
precursor emissions is therefore the outcome of many interacting factors: i) the 
magnitude of background import of precursors from outside the UK which could 
explain lower sensitivity of inorganic particulate matter components to SO2 emissions 
in south-east England, ii) the magnitude and spatial pattern of the UK precursors, iii) 
the time taken for chemical oxidation in relation to atmospheric transport of air masses, 
and iv) the varying dry and wet deposition spatial patterns that remove from the 
atmosphere both the precursor gases and particulate products.  
In summary, the broad patterns of the sensitivity results in Figures 4.1, 4.2, and 4.3 
can be explained as follows. The surface concentrations of the directly emitted 
pollutants NH3, NOx, and SO2 are predominantly sensitive only to their respective 
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emissions (Figure 4.1). This is also the case for the deposition of oxidised S, and of 
oxidised and reduced N. Dry deposition is dominated by the gas-phase components so 
the variations in the dry deposition of NHx and SOy are dominated by the variations in 
the emissions of NH3 and SOx respectively with the RC values being close to 1. For 
the dry deposition of NOy, both NO2 and its oxidation product HNO3 are important. 
This is illustrated by the weaker response of dry NOy deposition to changes in NOx 
emissions. Wet deposition is a more complex process as this is dominated by washout 
of the particles which are the product of chemical reactions in the atmosphere. This 
explains lower values of RC for wet compared to dry deposition. 
The considerably more ubiquitous sources of NOx emissions compared with SO2 
emissions means that atmospheric concentrations of gaseous oxidised N are generally 
higher than for oxidised S so the former usually has greater influence on NH3 
chemistry. Therefore particulate NO3
- is predominantly controlled by NOx emissions, 
and changes in SO2 emissions have very little effect on particulate NO3
-. However, 
because lower NOx emissions lead to lower NH4NO3 formation more NH3 is available 
which means lower NOx emissions leads to greater (NH4)2SO4 formation this explains 
the inverse correlation between surface concentrations of SO4
2- and NOx emissions. 
On the other hand, changes in NH3 emissions impact on both NO3
- and SO4
2- 
concentrations, both in a positive direction of association, but with a magnitude 
sensitive to the relative amounts of the reacting species present, which in turn depends 
both on the magnitudes and distances of local sources and on long-range transport. 
Likewise, the sensitivity of NH4
+ concentrations varies with all three sets of precursor 
emissions and with geographical location. The same is the case for concentrations of 
HNO3. This is why, aside from some broad expectations, it is not easily possible to 
predict the spatial patterns of the sensitivities of ACTM model output to changes in 
emissions and a formal sensitivity analysis is needed. 
4.3.2 Uncertainty propagation  
The global uncertainty propagation approach for FRAME output variables was based 
on the assigned uncertainties in the estimates of the total UK emissions of SO2 (± 4 %), 
NOx (± 10 %) and NH3 (± 20 %) (Misra et al., 2015). As explained in the Methods, the 
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uncertainties in the input emissions were assigned uniform distributions, and no 
uncertainties in either the spatial or temporal aspects of the emissions are included. No 
substantial difference in the resulting model output uncertainty ranges was observed 
when the probability distributions of the input emissions were changed to normal. The 
distributions of the relative uncertainties across all model grid cells for each output are 
shown in Figure 4.4 Example maps of the spatial distributions of the relative 




2- and for dry and wet deposition of SOy are shown in Figure 4.5. Equivalent maps 
for the relative uncertainties of the other FRAME output variables are shown in 
Appendix B Figure B.5. 
 
 
Figure 4.4 Distributions of relative uncertainty values calculated for all FRAME model 
outputs across all model grid squares given the following input uncertainty ranges: 
± 4 %, ± 10 % and ± 20 % in emissions of SO2, NOx and NH3 respectively. Boxes 
demarcate the median and lower and upper quartiles of the distributions; whiskers 






Figure 4.5 Spatial distributions (at the 5 km × 5 km model grid resolution) of the 




and dry and wet deposition of SOy for uncertainties of ± 4 %, ± 10 %, ± 20 % in 
emissions of SO2, NOx and NH3 respectively. The uncertainty values are represented 
as a range of +/- the baseline value and represent the 95 % confidence interval. 
Figure 4.4 shows that the surface concentration of NH3 is the most uncertain output 
(model grid median uncertainty 19.8 %). This is because the variation in NH3 surface 
concentrations is almost entirely driven by variation in NH3 input emissions (Figure 
4.1) and this is the most uncertain input in the presented analysis. The uncertainty in 
modelled dry deposition of NHx likewise closely matches the assigned uncertainty in 
NH3 emissions (median = 18.8 %). The uncertainty in wet deposition of NHx is 
somewhat less than uncertainty in dry deposition (median = 13.4 %) because wet 
deposition of NHx includes some dissolved (NH4)2SO4 component which is also 
sensitive to other precursor emissions whose uncertainty is estimated to be smaller 
than for NH3. Surface concentrations of SO2 and the dry and wet depositions of SOy 
have least uncertainty (medians of 6.0 %, 4.8 % and 3.2 %) for the similar reason that 
these model outputs are predominantly sensitive to SO2 emissions (Figure 4.1) which 
has the smallest of the input uncertainties (± 4 %).   
Relative uncertainties of particulate SO4
2- (median = 6.4 %), NO3
- (median = 8.6 %) 
and NH4
+ (median = 7.5 %) are fairly similar (Figure 4.4) even though there are 
substantial differences in the assigned uncertainties for emissions of SO2, NOx and 
NH3. The explanation is that PM components are sensitive to all three inputs (for NO3
- 
two out of three inputs) (Figure 4.1). There is also wide spatial variation in the 
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uncertainties of these PM components (Figures 4.4 and 4.5). The relative uncertainty 
values in surface concentration of HNO3 show the largest variability out of all output 
variables. This can be explained by the fact that the concentration of this species is 
impacted directly by both gas and particle-phase processes. The spatial pattern of the 
relative uncertainty values does not correlate either with the spatial pattern of 
emissions or rainfall, which demonstrates again that the uncertainties of many model 
outputs cannot be readily predicted because of the complexity of the atmospheric 
processes underpinning them and consequently that formal uncertainty analysis needs 
to be applied. 
Uncertainty apportionment 
Estimated uncertainty of the model output given the uncertainties in model input 
emissions is presented in Figures 4.4 and 4.5, but it is also of interest to know how 
each of the inputs contributes to the overall uncertainty individually. This was 
estimated by calculating squared standardised regression coefficients (SRCs) 
(Eq. 4.3). As an example, Figure 4.6 illustrates the spatial distributions of the fractional 
contributions of the SO2, NOx and NH3 emission uncertainties to the overall 
uncertainties in surface concentrations of particulate NH4
+, NO3
- and SO4
2-, for the 
assigned uncertainties in the input emissions, whilst Figure 4.7 illustrates similar for 
the dry and wet deposition of SOy. The equivalent maps for the other model output 
variables are presented in Appendix B Figures B.6 and B.7. 
Figure 4.6 shows that across nearly all the UK, uncertainty in concentrations of 
particulate NH4
+ is mainly driven by the uncertainty in NH3 emissions. Uncertainty in 
NOx emissions contributes some uncertainty to NH4
+ concentrations, whilst the 
uncertainty in SO2 emissions makes almost no contribution. Northern Ireland is an 
exception; here uncertainties in NOx emissions contribute the most to the uncertainties 
in NH4
+ concentrations and perturbations in NH3 emissions have less impact. 
Concentrations of NH3 in Northern Ireland are some of the highest anywhere in the 
UK, whilst NOx emissions are not high; this means that NH3 will be in excess so the 
formation of NH4NO3 will be largely controlled by HNO3 through NOx emissions. The 
major contribution to uncertainty in particulate NO3
- derives from uncertainty in NOx 
emissions (Figure 4.6). However in the east of Scotland, uncertainty in NH3 emissions 
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contributes up to 78% of the total uncertainty. There is no contribution from SO2 
emissions uncertainty. An important feature of the lower panel of Figure 4.6 is that by 
far the major contributor to uncertainty in particulate SO4
2- concentrations is the 
uncertainty assigned to the NH3 emissions not the uncertainty in the direct precursor 
SO2 emissions. This is because the formation of (NH4)2SO4 is irreversibly dependent 
on gaseous NH3 and emissions of NH3 are much more uncertain than SO2 emissions.  
Figure 4.7 shows the spatial distribution of the squared SRC values for dry and wet 
SOy deposition; for these output variables uncertainty in NOx does not make any 
contribution to uncertainty in either case. In contrast to the situation for particulate 
SO4
2- concentrations shown in Figure 4.6, Figure 4.7 shows that uncertainty in dry and 
wet deposition of SOy is mainly driven by the uncertainty in the SO2 emissions. 
Additionally uncertainty in NH3 emissions contributes to the total uncertainty in dry 
and wet SOy deposition. The contribution to uncertainty in wet deposition is higher 
due to wet deposition being dominated by the washout of the particles which include 




Figure 4.6 Spatial distributions (at the 5 km × 5 km model grid resolution) of the 
squared SRC values which represent the fractional contribution of the uncertainty in 
the input emissions given in brackets to the overall uncertainty in the surface 
concentrations of particulate NH4
+, SO4
2-, and NO3
-. The uncertainties in the input 





Figure 4.7 Spatial distributions (at the 5 km × 5 km model grid resolution) of the 
squared SRC values which represent the fractional contribution of the uncertainty in 
the input emissions given in brackets to the overall uncertainty in the dry and wet 
deposition of SOy. The uncertainties in the input emissions are ± 4 %, ± 10 % 
and ± 20 % for SO2, NOx and NH3 respectively.  
4.4 Conclusions 
Global sensitivity analysis was applied to determine the response of concentration and 
deposition output variables of the FRAME atmospheric chemistry transport model to 
perturbations of UK emissions of SO2, NOx and NH3. The benefit of using systematic 
global sensitivity analysis is that all dimensions of variable input space are investigated 
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simultaneously, which is important when the response to a large number of variables 
is of interest, so inferences can be drawn without assumptions about the model 
structure. For complex models such as ACTMs, for which input-output mapping is not 
analytically tractable, it is not possible to predict output sensitivities to multiple input 
perturbations without conducting a global sensitivity analysis. Local one-at-a-time 
sensitivity analysis is often applied without acknowledging the shortcomings 
associated with it.  
In this study no substantial deviations from linearity or presence of interactions 
between the model input variables were identified for the FRAME model in response 
to input emission perturbations within a ±40 % range, hence regression coefficients 
obtained from multiple linear regression were chosen as a sensitivity measure. This 
was not predictable from a local one-at-a-time sensitivity analysis.   
Whilst sensitivity of surface concentrations of the primary precursor gases SO2, NOx 
and NH3 (and of deposition of S and N) was dominated by the emissions of the 




+ to pollutant emissions were more nuanced and 
geographically variable. The dry deposition of S and N showed stronger response to 
changes in the emissions of the respective pollutant compared to wet deposition.  
A global uncertainty analysis approach was used to estimate uncertainty ranges for all 
FRAME model output variables from the uncertainties assigned to the UK emissions 
of SO2, NOx and NH3 (± 4 %, ± 10 % and ± 20 % respectively) by the UK National 
Atmospheric Emissions Inventory. The spatial distribution of the relative uncertainty 
was affected by both the sensitivity of the model output to variations in the inputs and 
the magnitude of this variation (i.e. the input uncertainty range); NH3 was the most 
uncertain input and as a result the output variables sensitive to NH3 showed the highest 
levels of relative uncertainty in the areas most sensitive to this input. The uncertainty 
in the surface concentrations of NH3 and NOx and the depositions of NHx and NOy 
was shown to be due to uncertainty in a single precursor input variable, NH3 and NOx 
respectively. In contrast, the concentration of SO2 and deposition of SOy was affected 
by uncertainties in both SO2 and NH3 emissions. Likewise, the relative uncertainties 






2-, and HNO3) were affected by the uncertainty range of at least two 
input variables.  
This work has demonstrated a methodology for conducting global sensitivity and 
uncertainty analysis for ACTMs. Although, for the FRAME model used here, the 
response to emission perturbations was found to be substantially linear in the 
investigated input range, the complexity of chemical and physical processes included 
in ACTMs means that the input-output relationships, in particular their spatial patterns, 
cannot be predicted without conducting a global sensitivity analysis. The benefit of 
using global approaches is that all dimensions of input variable space are investigated 
simultaneously so model input-output relationships can be quantified without the need 
to make strong prior assumptions about the model response to perturbations in the 







Chapter 5  
Advanced methods for uncertainty assessment 
and global sensitivity analysis of the EMEP4UK 
model 
 
This chapter is based on a research paper currently undergoing review in 
‘Atmospheric Chemistry and Physics’ (Aleksankina, K., Reis, S., Vieno, M., and Heal, 
M. R.: Advanced methods for uncertainty assessment and global sensitivity analysis of 
a Eulerian atmospheric chemistry transport model, Atmos. Chem. Phys. Discuss., 
https://doi.org/10.5194/acp-2018-690, in review, 2018). I developed the experimental 
design, set up and performed model runs, created scripts for data analysis and 
visualisation, and prepared the manuscript. The co-authors, Prof Mathew Heal and 
Dr Stefan Reis, provided valuable advice on the interpretation of results and aided 
with manuscript preparation and editing. Dr Massimo Vieno aided with setting up 
model runs and provided feedback for the manuscript. 
5.1 Introduction 
Air pollution has a wide range of detrimental impacts. Exposure to air pollutants such 
as nitrogen dioxide (NO2), ozone (O3), and particulate matter (PM2.5) is associated with 
increased risk of stroke, cardiovascular disease, and chronic and acute respiratory 
diseases (WHO, 2006, 2013). Additionally, particulate matter and O3 contribute to 
climate change through radiative forcing (IPCC, 2013; Stevenson et al., 2013) and O3 
has an adverse impact on natural and semi-natural vegetation and crop yields (Teixeira 
et al., 2011).  
To reduce the harmful impact of air pollution, various policies and directives have 
been implemented. For example, in the European Union, the Ambient Air Quality 
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Directive (EC Directive, 2008) sets limit values on ambient concentrations of air 
pollutants, whilst other directives set source-specific emissions limits. Atmospheric 
Chemistry Transport Models (ACTMs) play an essential role in the evaluation of the 
potential outcomes of different management options aimed at improvement of future 
air quality. 
Analytical uncertainty propagation is not feasible for complex models such as ACTMs 
because it requires an exact function for input-output mapping. Consequently, Monte 
Carlo based methods for uncertainty assessment have to be used. Uncertainty analysis 
should be performed in tandem with sensitivity analysis to maximise the knowledge 
gained (Saltelli, 2002).  
The computational cost of running ACTMs to explore the entire parameter space of 
the uncertain inputs using Monte Carlo based uncertainty and sensitivity analyses is 
typically prohibitively high because the analyses require a large number of points in 
parameter space which translates to thousands of model simulations. To tackle this 
issue, the use of meta-models has been increasing in recent years (Gladish et al., 2017; 
Iooss and Lemaître, 2015; Ratto et al., 2012; Yang, 2011). A meta-model (or emulator) 
is a statistical approximation of the original simulation model that can be evaluated 
many times at a lower computational cost relative to the original model (Castelletti et 
al., 2012; O’Hagan, 2006). This approach allows the output of an ACTM for a large 
number of points in parameter space to be estimated efficiently making uncertainty 
and sensitivity analyses feasible.  
Different meta-modelling approaches have been used for uncertainty and sensitivity 
analysis; these techniques include regression smoothers (Storlie et al., 2009; Storlie 
and Helton, 2008), Gaussian process emulator (Oakley and O’Hagan, 2004), high-
dimensional model representation (Rabitz and Alış, 1999; Ziehn and Tomlin, 2009), 
and polynomial chaos expansion (Sudret, 2008). Meta-models have been applied for 
uncertainty and sensitivity analyses in earth science fields such as ecological 
modelling (Luo et al., 2013; Parry et al., 2013), hydrological modelling (Asher et al., 
2015; Gladish et al., 2017), and atmospheric aerosol modelling (Carslaw et al., 2013; 
Chen et al., 2013; Christian et al., 2017; Lee et al., 2011). 
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In this study, a Gaussian process is used for emulation because of its desirable 
properties and available implementations (i.e. Matlab based software UQLab or R 
package DiceKriging). Gaussian process emulators are non-parametric statistical 
models that use the principles of conditional probability to estimate model outputs. 
The beneficial properties are the curve that fits through the training points (for 
deterministic models) and a measure of the uncertainty for the estimated points when 
using an emulator in place of the original model for the estimation of new points.   
The efficiency of the emulator compared to the original model is determined by how 
smooth and continuous the model response is to input perturbations. For a smooth and 
continuous input-output relationship, the high correlation between the inputs and the 
simulated points means a lower uncertainty in predictions made using the emulator 
further away from the training points (i.e. resulting in a good emulator performance 
with a small number of training points) (Lee et al., 2011).   
The design of computer experiments for deterministic models differs from the designs 
for physical experiments. As there is no random error involved in computer 
experiments, replication is not required (Jones and Johnson, 2009). Hence sampling 
techniques that have good space-filling properties and the ability to maintain uniform 
spacing when projected into a lower-dimensional space are used (Dean et al., 2015; 
Jones and Johnson, 2009). Latin hypercube sampling (LHS) introduced by (McKay et 
al., 1979) meets these desirable criteria.  
The aim of this study is to demonstrate the method for uncertainty assessment and 
global sensitivity analysis for computationally demanding ACTMs. The ACTM to 
which the method is applied here is the EMEP4UK model (Vieno et al., 2010, 2014, 
2016a), and the outputs of interest are  the modelled surface concentrations of O3, NO2, 
and PM2.5, but the methodology is generic for model and output variable. The analyses 
described here investigated sensitivities and uncertainties of model output to emissions 
from UK land-based sources and from surrounding shipping. Additionally, we identify 
which model inputs drive uncertainty in the output variables, and to what extent; as 
well as discuss how the uncertainty ranges that are obtained affect current predictions 




5.2.1 Input variables and their uncertainty ranges 
For this study, emissions of five pollutants (NOx, SOx, VOC, NH3, primary PM2.5) 
were split into 13 model input variables based on the contributions from different 
emission source sectors to total annual emissions; the emissions from the dominant 
sector (the sector with the highest relative contribution to total emissions) for every 
pollutant were treated as a separate variable, while the emissions from the rest of the 
sectors were grouped and treated as another input variable. Shipping emissions were 
treated as a separate variable and were not split by the pollutant type. The description 
of the Selected Nomenclature for Air Pollution (SNAP) sectors is shown in Table 5.1, 
and the definitions of the input variables for the uncertainty and sensitivity analyses in 
this work are presented in Table 5.2, where variables marked with D represent 
emissions from a single dominant sector (D1 and D2 in case of multiple dominant 
sectors) and variables marked with O indicate the grouped ‘other’ emissions from the 
rest of the sectors. Emissions from ‘natural’ sources (e.g. lightening, soil, ocean) were 
not part of the uncertainty and sensitivity analyses.  
Uncertainty ranges for the input emissions from UK anthropogenic land-based sources 
were assigned according to data in the UK Informative Inventory Report (IIR) 
(Wakeling et al., 2017). In the IIR, uncertainties are defined as upper and lower limits 
of the 95% confidence interval relative to the central estimate. There is no information 
on uncertainty ranges for different source sectors available for the emissions for 2012 
because uncertainties split by the emission source sector were first presented in the IIR 
that included 2014 emissions (Wakeling et al., 2016). Hence, for this study, the most 
recently published data for the uncertainty ranges of pollutants split by source sector 
were used.  
Equation 5.1 was used to aggregate uncertainties for multiple emission source sectors 
for the grouped-source input variables, where x is the quantity of interest and U is the 
uncertainty of that quantity, taken from the EMEP/EEA air pollutant emission 
inventory guidebook (Pulles and Kuenen, 2016).  
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𝑈𝑡𝑜𝑡𝑎𝑙 =  
√(𝑈1 𝑥1)2 +  (𝑈2 𝑥2)2 + ⋯ + (𝑈𝑛 𝑥𝑛)2  
𝑥1 +  𝑥2 + ⋯ +  𝑥𝑛
 (5.1) 
The shipping emission variable in this study combines all emissions of all relevant 
pollutants, hence a ‘best estimate’ range for the uncertainty was chosen. The range was 
estimated based on the available published information. Some recently published 
sources (Corbett, 2003; Scarbrough et al., 2017) state that the uncertainty in shipping 
emissions is significant, but do not provide quantitative estimates. The most recent 
source of quantitative information on the uncertainty in shipping emissions is the 
report for the European Commission (Entec, 2002) which presents the estimates of 
uncertainties for emission factors of NOx, SO2, PM, VOC, for the ships’ emissions ‘at 
sea’, ‘manoeuvring’, and ‘in port’. The uncertainties are presented for the emissions 
for the year 2000 as 95% CI with the lowest values of uncertainty presented for ‘at 
sea’ emission factors (± 10-20%) and highest values for ‘manoeuvring’ emission 
factors (± 30-50%). For the total pollutant emissions for the year 2000 the percentage 
uncertainties around the estimates are ± 21% for NOx, ± 11% for SO2, ± 11% for CO2, 
± 28% for VOC and ±45% for PM. Additionally, in Moreno-Gutiérrez et al. (2015) 
the uncertainty in the emission factors for all pollutant compounds was estimated to 
be ± 20%. Using the above data, an overall uncertainty of ± 30% was assigned to the 
shipping emissions variable in this study (Table 5.2). It was applied to all shipping 





Table 5.1 Source sector definitions for emissions of air pollutants according to the 
Selected Nomenclature for Air Pollutants (SNAP) (Eurostat, 2004). 
SNAP 1 Combustion in energy and transformation industries  
SNAP 2 Residential and non-industrial combustion  
SNAP 3 Combustion in manufacturing industry  
SNAP 4 Production processes  
SNAP 5 Extraction and distribution of fossil fuels  
SNAP 6 Solvent and other product use  
SNAP 7 Road transport  
SNAP 8 Other mobile sources and machinery  
SNAP 9 Waste treatment and disposal  






Table 5.2 Input variable definitions for the EMEP4UK uncertainty propagation and 
apportionment. The quoted uncertainties for emission sources are for UK annual totals. 
D indicates emissions from a dominant source sector and O indicates grouped 
emissions from the rest of the source sectors. See main text for information on the 















(as a 95% 
CI) 
Ranges of scaling 
coefficients for the input 
emissions used in the 
LHS design 
SOx_D 1 80 ± 12 % 0.6 – 1.4 
SOx_O 2-10 20 ± 17 % 0.6 – 1.4 
NOx_D1 1 41 ± 7 % 0.6 – 1.4 
NOx_D2 7 32 ± 7 % 0.6 – 1.4 
NOx_O 2-6, 8-10 27 ± 19 % 0.6 – 1.4 
VOC_D 6 39 ± 22 % 0.6 – 1.4 
VOC_O 1-5, 7-10 61 ± 24 % 0.6 – 1.4 
NH3_D 10 88 ± 33 % 0.6 – 1.4 
NH3_O 1-9, 10 12 ± 35 % 0.6 – 1.4 
PM2.5_D1 2 33 ± 59 % 0.25 – 1.75 
PM2.5_D2 7 21 ± 59 % 0.25 – 1.75 
PM2.5_O 1, 3-6, 8-10 46 ± 58 % 0.25 – 1.75 
Shipping N/A N/A ± 30 % 0.6 – 2.0 
 
5.2.2 Gaussian process emulator for EMEP4UK 
A Gaussian Process emulator was used to estimate model predictions at unsampled 
points in the space of the uncertain model inputs. The UQLab, a MATLAB-based 
software framework for uncertainty quantification (Lataniotis et al., 2017; Marelli and 
Sudret, 2014), was implemented to build the emulators for the uncertainty propagation 
and the following sensitivity analysis. The comprehensive description of the statistical 
theory of Gaussian process applied to uncertainty and sensitivity analysis with full 
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mathematical details can be found in O’Hagan (2006) and Oakley and O’Hagan (2002, 
2004). 
The uncertainty values and sensitivity indices were calculated for three EMEP4UK 
model outputs (O3, NO2, and PM2.5 surface concentrations) with annual and monthly 
temporal resolution. For the annually-averaged outputs, an emulator was created for 
each modelled grid cell in the EMEP4UK domain (n = 59 400). The first-order and 
total sensitivity indices were calculated for the land-based grid cells only (n > 10 000). 
For the monthly mean model outputs, uncertainty and sensitivity analysis were 
performed for five selected grid cells. The five grid cells were selected to contain a 
UK national-network air pollution monitoring station to aid classification according to 
the environment (i.e. rural background, urban background, and urban traffic) and also 
to provide geographically representative coverage across the UK.  
LHS maximin design, which maximises the minimum distance between the points in 
the parameter space to provide the optimum space-filling properties was used.  The 
design was previously demonstrated suitable for Gaussian process emulators by Jones 
and Johnson (2009). The design with 84 data points was created for the scaling 
coefficients that were subsequently applied to the input emissions. This means that 
emissions corresponding to a particular input variable were perturbed homogeneously 
throughout the whole of the UK model domain. The ranges of scaling coefficient used 
for the sampling design are presented in Table 5.2.   
In this study, the surface concentration of O3, NO2, and PM2.5 for every grid cell is 
defined as a scalar output Y = f(X) where X is the vector of input values {X1, … , X13}.  
A Gaussian process emulator utilises a Bayesian approach; the training data is used to 
update the selected prior function to produce posterior mean and covariance functions. 
The Gaussian process is specified by its mean function and covariance function. The 
mean function is given by Eq. 5.2: 
𝔼[𝑓(𝒙)|𝜷] = 𝒉(𝒙)𝑻𝜷 (5.2) 
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where h(∙) is a vector of regression functions and β is a vector of unknown coefficients. 
The choice of h(∙) incorporates any prior beliefs about the form of f(∙). In this study, 
the mean function was chosen to have a linear form 𝛽𝑜 + ∑ 𝛽𝑖𝑥𝑖
13
𝑖=1 .  
The covariance function between f(x) and f(x´) is given by Eq. 5.3: 
𝑐𝑜𝑣{𝑓(𝒙), 𝑓(𝒙′)|𝜎2} =  𝜎2𝑐(𝒙, 𝒙′) (5.3) 
where σ2 is the hyperparameter that represents the variance of the Gaussian process 
and c(x, x´) is the correlation function. The correlation function increases as the 
distance between x and x´ decreases and equals one when x = x´. In this study Matérn 
5/2 (Eq. 5.4) was used, where h is the absolute distance between x and x´ and θ is a 
vector of range parameters or length-scales, which define how far one needs to move 
along a particular axis in the input space for the function values to become 
uncorrelated.  











A number of emulators were built with the EMEP4UK simulation data using other 
available covariance functions; however, little difference was found in the 
performance of the emulators.  The hyperparameters β, σ2, and θ were estimated using 
a cross-validation approach.  
The emulator error was estimated by implementing k-fold cross-validation (Gladish et 
al., 2017; Urban and Fricker, 2010). The original sample was randomly partitioned 
into k = 10 sized subsamples which allowed approximately 90% of data to be used as 
a training set and 10% as a validation set. Spatial distribution of cross-validation errors 
is presented in Appendix C (Figure C.1).  
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5.2.3 Uncertainty and sensitivity analysis 
Uncertainty propagation 
The uncertainties for the EMEP4UK output variables were estimated using a Monte 
Carlo approach (also described in the IPCC guidelines (IPCC, 2006) as a Tier 2 
approach). The specific uncertainty ranges assigned to the input emission variables 
were used to constrain the input sampling space. All inputs were assigned normal 
distributions with baseline value as the mean and the standard deviation derived from 
the corresponding confidence interval (Table 5.1). For every grid cell, the emulator 
was used to predict model values of surface concentrations of O3, NO2, and PM2.5 at 
the new set of input points (n = 5,000). The resulting probability distributions for each 
grid cell were evaluated, and the resulting uncertainty was estimated as a half of the 
95% confidence interval relative to the central estimate (i.e. the mean for normally 
distributed values) of the output value, as described in the EMEP/EEA and IPCC 
Guidebooks (IPCC, 2006; Pulles and Kuenen, 2016). The re-sampling size of n = 5,000 
was chosen because it minimised the error in the estimated values of the mean and the 
confidence interval from the corresponding probability distribution while being small 
enough to allow computational efficiency. The uncertainty for the monthly average 
modelled surface concentrations of O3, NO2, and PM2.5 was calculated for five grid 
cells using the same approach as above. The locations of the grid cells within the UK 
are shown in Figure 5.1. The five grid cells selected were assigned the following 
environment types – the names and environment type reflect those of the national-
network monitoring site within that grid cell: Auchencorth Moss and Harwell - rural 
background, Birmingham Acocks Green and London N. Kensington - urban 






Figure 5.1 The inner shaded box illustrates the EMEP4UK model British Isles domain, 
which is modelled at 5 km× 5 km horizontal resolution. The location of five grid cells 
used for uncertainty quantification and sensitivity analysis for monthly average 
modelled concentrations of O3, NO2, and PM2.5 are shown. 
5.2.4 Global sensitivity analysis; first- order and total 
sensitivity indices 
A variance-based global sensitivity analysis was conducted to apportion overall 
uncertainty in modelled variables to the uncertainty in the input emissions. Sobol first-
order and total sensitivity indices were estimated (Homma and Saltelli, 1996; Janon et 
al., 2014; Sobol, 2001, 1993). The first-order indices represent the fraction of total 
variance of the output (i.e. the proportion of the overall uncertainty in Y) explained by 
the variance in an input Xi while total indices show the sum of the effects due to an 
input Xi and all of its interactions with other inputs (X~i). Therefore, the values of first-
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order and total indices can be compared to identify the presence of interactions 
between input Xi and all other model inputs.  
Unlike an OAT sensitivity coefficient, a first-order sensitivity index accounts for the 
non-linear response of a model output to a parameter across the specified parameter 
variation range. Sensitivity indices in this context are also indicators of importance for 
the input variables.  
The first-order sensitivity index is defined as the ratio of the variance of the mean of 
Y when one input variable is fixed, VXi(EX∼i(Y |Xi)), to the unconditional variance of Y, 







The total sensitivity index measures the total effect of a variable, which includes its 
first-order effect and interactions with any other variables (Eq. 5.6). 







where X∼i denotes the matrix of all variables but Xi. In EX∼i (V Xi(Y | X∼i)) the inner 
variance of Y is taken over all possible values of Xi while keeping X∼i fixed, while the 
output expectation E is taken over all possible values X∼i  (Ghanem et al., 2017).  
For the annual average modelled surface concentrations of O3, NO2 and PM2.5, the 
sensitivity indices were calculated for the UK land-based grid cells for the whole 
domain. For the monthly average modelled concentrations, sensitivity indices for five 
selected grid cells (discussed above) were estimated to determine whether seasonality 
affects the magnitude of the sensitivity indices. 
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5.3 Results and discussion 
5.3.1 Uncertainty propagation  
Figure 5.2 shows the spatial distribution of annual average surface concentrations of 
O3, NO2, and PM2.5 modelled with EMEP4UK and their absolute and relative 
uncertainties given the uncertainties in UK pollutant emissions for each source sector 
shown in Table 5.2. The uncertainties are presented as a range of ± the baseline value 
and represent the 95% confidence interval. The maps represent the uncertainty in 
surface concentrations propagated from the uncertainties reported in the UK emissions 
(Wakeling et al., 2017) and estimated uncertainties in shipping emissions in the 
EMEP4UK model domain (Entec, 2002; Moreno-Gutiérrez et al., 2015). The 
uncertainties in surface concentration do not incorporate any uncertainties in the 
spatial and temporal aspects of the input emissions because no data on these aspects 






Figure 5.2 Baseline surface concentrations of O3, NO2, and PM2.5, and their respective 
spatial distributions of the absolute and relative uncertainties (at the 5 km × 5 km 
model grid resolution, year 2012) for the specified uncertainties in UK emissions. The 
uncertainty values are represented as a range of ± the baseline value and represent the 
95% confidence interval. Note, the same colour scheme is used to represent values 
with different ranges and units.  
For O3 and NO2 the areas with the highest uncertainty coincide with the location of the 
shipping lanes. This is due to assigning all shipping emissions an uncertainty of ± 30%, 
which causes high variability in the corresponding NOx emissions. The uncertainty in 
O3 surface concentrations for the land-based grid cells is generally low (median 
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relative uncertainty is ± 0.6%) with values of uncertainty up to ± 7% or ± 1.4 ppb 
occurring in the grid cells containing major UK cities. The overall low uncertainty in 
the modelled O3 concentrations can be attributed to the combination of a low 
uncertainty in precursor emissions and the substantial contribution of hemispheric 
background O3 to UK ambient concentrations, the concentrations of which are not part 
of this analysis of uncertainty with respect to the UK-only emissions.  
The relative uncertainty of NO2 has a homogeneous spatial pattern (median relative 
uncertainty for all land-based grid cells is ± 7.4%) while absolute uncertainty is found 
to be higher (up to ± 3.5 μg m-3 or ± 9%) in the areas with the major UK cities. The 
magnitude of uncertainty in NO2 is determined by the combination of two factors: 
i) NO2 uncertainty is driven by NOx emission inputs which have low levels of 
uncertainty associated with them; ii) low overall variation in O3 surface concentrations 
affects the reactions between NO, NO2 and O3 that are linked through the photolysis 
of NO2 to give NO and the reaction of NO with O3 to produce NO2. 
The spatial pattern of PM2.5 surface concentrations and the corresponding absolute and 
relative uncertainties differ from those for O3 and NO2. The concentration gradient 
indicates the presence of transboundary PM2.5 transport into the UK. This is consistent 
with findings reported by Air Quality Expert Group (AQEG, 2013) that only about 
half of the PM2.5 annual average concentrations have a UK origin. The spatial pattern 
of uncertainty in PM2.5 concentrations shows higher uncertainty, both relative and 
absolute, in the grid cells with major cities; median relative uncertainty for all land-
based grid cells is ± 4.6% with up to ± 9% (± 0.9 μg m-3) in the grid cells with major 
cities. The surface concentrations of PM2.5 are dominantly comprised of primary PM2.5 
emissions and inorganic aerosols resulting from chemical reactions between SO2, NOx, 
and NH3. Hence the spatial pattern of uncertainty can be explained by the fact that the 
main contribution to primary PM2.5 comes from emissions from sources such as 
stationary combustion (e.g. residential heating) and road transport. The pattern of 
decreasing uncertainty from the land-based grid cells (centre) towards the edges of the 
domain indicates the change in variation due to the transport of PM2.5 away from the 
sources of emitted pollutants. 
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The overall uncertainty in the output variables (O3, NO2, and PM2.5) was found to be 
lower compared to the uncertainty of the model input emissions. This can be explained 
by the overall weak response of surface concentrations to changes in the emission 
originating from the UK which leads to the conclusion that the surface concentrations 
are affected by the transport of pollutants from elsewhere. Another explanation is the 
‘compensation of errors’ whereby a positive effect of one or multiple input variables 
on the output is compensated by a negative effect of another input variable(s). This 
leads to the narrower confidence intervals associated with the EMEP4UK outputs.  
An important observation from this uncertainty analysis is that the areas with the 
highest uncertainty coincide with the most populated areas. Given that O3, NO2, and 
PM2.5 are associated with adverse health effects, it is particularly important to have an 
estimate for the confidence level of the modelled values in the more densely-populated 
regions. This work has shown that the highest uncertainty is precisely in these regions. 
The reason for the increased levels of uncertainty in the grid cells coinciding with 
urban areas is discussed below. 
5.3.2 Sensitivity analysis  
In addition to quantitative uncertainty estimates, it is of interest to know how the 
uncertainty of each input contributes to the overall uncertainty and whether there are 
interactions between inputs that potentially affect the magnitude of overall uncertainty. 
This was achieved by conducting a variance-based sensitivity analysis. 
Figures 5.3, 5.4, and 5.5 show the spatial distribution of the first-order sensitivity 
indices that represent the fractional contribution of the uncertainty of each input 
variable to the overall uncertainty in the output. Only the variables with Si > 0.03 are 
presented here. First-order indices with values less than 0.03 were omitted as the 
method used for computation of sensitivity indices is prone to numerical errors when 
the analytical sensitivity index values are close to zero (Saltelli et al., 2006). The 
threshold was estimated by examining the noise in first-order sensitivity indices 
calculated for unimportant input variables. Excluding Si < 0.03 does not have an effect 
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on the results presented because a relative contribution of less than 3% to the overall 
uncertainty can be considered negligible. 
Difference between total and first-order sensitivity is used to highlight interactions 
between variable Xi and all other input variables. For the sensitivity coefficients 
computed for the annual-averaged model outputs, there was no substantial difference 
found between first and total- order sensitivity indices, hence no between-input 
interactions were identified on the annual timescale (Fig. C.2) 
Figure 5.3 shows the spatial distribution of first-order sensitivity indices for the input 
variables affecting modelled O3 concentrations. It is predominantly the NOx input 
emissions that drive the uncertainty in modelled O3 surface concentrations. 
The greatest contribution to O3 surface concentration uncertainty in the areas with 
higher levels of overall uncertainty is from the input variable NOx_O, which represents 
NOx emissions from all the other SNAP sectors apart from SNAP 1 (combustion in 
energy and transformation industries) and SNAP 7 (road transport). The NOx 
emissions combined into this input variable account for 27% of total NOx emissions 
and the uncertainty range for this variable is ± 19%. The input variable NOx_D1 
(emissions from combustion in energy and transformation industries) does not 
contribute substantially to output uncertainty despite making up 41% of total NOx 
emissions, with a relative uncertainty of ± 7%.  
This is explained by the height at which these emissions occur; the emissions are 
injected into the vertical layers at heights of >184 m above ground level. This leads to 
NOx being dispersed and transported away from these elevated sources without 
affecting ground-level O3 concentrations locally. The NOx emissions from input 
variable NOx_D2 (road transport) account for the remaining 32% of total NOx 
emissions. The spatial distribution of corresponding sensitivity indices indicates that 
uncertainty in road transport emissions affects overall uncertainty in O3 surface 
concentrations in the grid cells closest to the emission sources (i.e. major roads). A 
large proportion (>80%) of overall uncertainty in O3 concentrations in areas adjacent 
to the south and south-east coasts of England is apportioned to the uncertainty in 





Figure 5.3 Spatial distributions (at the 5km×5km model grid resolution) of the first-
order sensitivity indices for modelled surface concentrations of O3. D indicates 
emissions from a dominant sector and O indicates grouped emissions from the rest of 
the sectors. For NOx emissions dominant sectors are energy production (D1) and road 
transport (D2), for VOC emissions – solvent use, and for NH3 – agriculture. Shipping 
emissions variable combines emissions of all relevant pollutants. 
In Scotland, most of the overall uncertainty in O3 surface concentration is apportioned 
to the variables VOC_D and VOC_O that respectively represent VOC input emissions 
from the dominant VOC source sector (solvent and other product use) and emissions 
from the rest of the source sectors grouped into a single input. A small proportion is 
apportioned to the variable NH3_D that represents NH3 emissions from agricultural 
sources. The effect of these input variables manifests in Scotland because of low levels 
of locally-emitted NOx. The overall uncertainty in this area is very low.  
In summary, the uncertainty in modelled surface concentrations of O3 in the densely 
populated areas can be apportioned to the uncertainty in NOx emissions from non-
dominant sources and uncertainty in shipping emissions.  
89 
 
The uncertainty in surface concentration of NO2 was found to be driven mostly by 
uncertainty in NOx emissions (variables NOx_D1, NOx_D2, NOx_O) and shipping 
emissions (Fig. 5.4). Similarly to O3, NO2 is most sensitive to NOx emissions 
combined from all SNAP sectors apart from SNAP 1 (combustion in energy and 
transformation industries) and SNAP 7 (road transport). There is almost no sensitivity 
to NOx emissions from SNAP 1, for the same reason given above that these are 
elevated emissions. The sensitivity to NOx emissions from SNAP 7 is most 
pronounced close to the source of emissions (i.e. major roads and cities).  
The similarity in spatial distribution of sensitivity indices for O3 and NO2 model 
outputs results from the concentrations of these pollutants being inversely correlated, 
as their chemical transformation reactions are interlinked. In the same way as for O3, 
uncertainty in the NO2 concentrations along the south and south-east coasts of England 
is mostly driven by the uncertainty in the shipping emissions. In fact, uncertainty in 
shipping emissions contributes approximately 30% of uncertainty in NO2 
concentrations even well inland, in areas away from major roads and cities.   
 
 
Figure 5.4 Spatial distributions (at the 5km×5km model grid resolution) of the first-
order sensitivity indices for modelled surface concentrations of NO2. D indicates 
emissions from a dominant sector and O indicates grouped emissions from the rest of 
the sectors. For NOx emissions dominant sectors are energy production (D1) and road 




Figure 5.5 shows the spatial distribution of first-order sensitivity indexes for the model 
inputs that contribute to the uncertainty in modelled surface concentrations of PM2.5. 
Modelled PM2.5 is sensitive to all emissions of NH3 (dominant sector is agriculture) 
and to primary PM2.5 (dominant sectors D1 is residential combustion and D2 is road 
transport), and to shipping emissions. In the areas with lower surface PM2.5 
concentrations such as Scotland, Wales, northern England and south-west England the 
uncertainty is mainly driven by NH3 emissions from agriculture (NH3_D). The spatial 
pattern of emissions sensitivity indices for PM2.5 mirrors the spatial distribution of 
PM2.5 emission sources. From Figure 5.2 and Figure 5.5 it can be seen that in the areas 
with the highest levels of uncertainty the model output is most sensitive to the 
emissions of primary PM2.5. Similar to the results for O3 and NO2, the areas with the 
highest uncertainty coincide with the most populated areas.  
The pattern in calculated sensitivity indices partially agrees with a previous study of 
changes in PM2.5 surface concentrations in response to 30% reduction in emissions of 
PM2.5, NH3, SOx, NOx, and VOC by Vieno et al. (2016). In the study by Vieno et al. 
(2016) surface concentrations of PM2.5 were found to be sensitive to reductions in each 
of the five pollutants individually (the same reduction was applied to a pollutant’s 
emissions from all SNAP sectors simultaneously), with highest sensitivity to NH3 and 
PM2.5 emissions (up to ~6% reduction in surface concentration in response to 30% 
reduction in emissions). In comparison, in this study the uncertainty in PM2.5 surface 
concentrations is not affected by the perturbations of SOx, NOx, and VOC. This is 
likely to be due to i) the difference in ranges of variation (i.e. uncertainty ranges) in 
this study (SOx, NOx and VOC input variables have narrower ranges of variation 
compared to PM2.5 and NH3), and ii) the presence of non-additivity and non-linearity 
in the model response to perturbations in the inputs. In the presence of non-linearity in 
the model response, the sensitivity value estimated using the OAT method becomes 
dependent on the range of perturbation chosen for the input. The interactions present 
in non-additive models lead to the discrepancy between the sensitivity values 





Figure 5.5 Spatial distributions (at the 5km×5km model grid resolution) of the first-
order sensitivity indices for modelled surface concentrations of PM2.5. D indicates 
emissions from a dominant sector and O indicates grouped emissions from the rest of 
the sectors. For NH3 emissions dominant sector is agriculture, for PM2.5 dominant 
sectors are residential and non-industrial combustion (D1) and road transport (D2). 
Shipping emissions variable combines emissions of all relevant pollutants. 
5.3.3 Uncertainty propagation and sensitivity analysis for 
monthly averaged model outputs 
The uncertainty assessment and sensitivity analysis for monthly averaged surface 
concentrations of NO2, O3, and PM2.5 were performed for five different grid cells that 
were assigned the following environment types based on the national-network 
monitoring site within that grid cell: Auchencorth Moss and Harwell - rural 
background, Birmingham Acocks Green and London N. Kensington - urban 
background, and London Marylebone Road - urban traffic.  
Monthly average concentrations with error bars representing the absolute uncertainty 
values (as a 95% CI) are presented in Figure 5.6. Figure 5.7 shows corresponding 
values of the relative uncertainty. Figure 5.8 shows how the magnitude of first-order 
sensitivity indices estimated for five different grid cells changes on a monthly 
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timescale. If all first-order sensitivity coefficients add up to 1 then there are no 
interactions between inputs and all model variance can be apportioned to the variance 
in the individual inputs.  
The NO2 surface concentrations show a seasonal trend of lower concentrations 
occurring during summer months with the exception of the Auchencorth Moss grid 
cell where NO2 concentrations are low throughout the year. The magnitude of 
uncertainty in NO2 is proportional to the modelled concentration and changes relative 
to the concentration, which can be seen from the monthly relative uncertainty values 
(Fig. 5.7). The first-order sensitivity indices for NO2 show that only NOx emissions 
(across all sectors) and shipping emissions influence the modelled surface NO2 
concentrations. Hence it can be concluded that the uncertainty in modelled 
concentrations of NO2 directly depends on the uncertainty in NOx emissions and is not 
affected by the uncertainties in the emissions of any other pollutant. The change in the 
magnitude of sensitivity coefficients for the Harwell grid cell indicates increasing 
influence of shipping emissions on NO2 concentrations during the summer months. 
Potential explanation for this is seasonal change in the wind direction which results in 
more NOx from shipping emissions being transported to the grid cell during the 






Figure 5.6 Monthly average surface concentrations of NO2, O3 and PM2.5 with error 
bars showing (absolute) uncertainty, for five grid cells across the UK representing a 
spread of geographical locations and environment types. The environment types are 
assigned as follows: Auchencorth Moss and Harwell - rural background, Birmingham 
Acocks Green and London N. Kensington - urban background, and London 






Figure 5.7 Magnitude of relative uncertainty in monthly average surface 
concentrations of NO2, O3, and PM2.5 for five grid cells across the UK representing a 
spread of geographical locations and environment types. The environment types are 
assigned as follows: Auchencorth Moss and Harwell - rural background, Birmingham 
Acocks Green and London N. Kensington - urban background, and London 
Marylebone Road - urban traffic. 
The uncertainties in the O3 modelled surface concentrations show an inverse seasonal 
trend compared to the uncertainties in modelled NO2. Unlike the uncertainty in NO2 
concentration, the uncertainty in O3 concentration is influenced by the grid cell 
environment type; the highest level of uncertainty is observed for the London 
Marylebone Road grid cell (urban traffic). The relative uncertainty in O3 
concentrations for the Auchencorth Moss grid cell (rural background) is small and 
close to the median relative uncertainty in O3 for annual average concentrations, which 
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as discussed above is ± 0.6%. This indicates that perturbations in the input emissions 
do not substantially affect O3 concentration in this grid cell. Although the magnitude 
of uncertainty in O3 is very small in this grid cell, the inputs that drive it differ 
noticeably throughout the year; during May-August the variance is mostly explained 
by VOC emissions (explains 77% of uncertainty for July) and during November-
February NOx emissions drive the uncertainty. The magnitude of O3 concentrations 
and corresponding uncertainties in the Birmingham Acocks Green and Harwell grid 
cells are very similar. The trends in sensitivity indices are also similar; during the 
April-September period some variance in the model output is explained by uncertainty 
in VOC emissions. However, in the Harwell grid cell shipping emissions play a more 
important role. For the London-based grid cells, the level of uncertainty is the highest 
and it is mainly driven by the uncertainty in NOx and shipping emissions.  
For the PM2.5 monthly average concentrations, London-based grid cells show the 
highest values of absolute uncertainty and Auchencorth Moss - the lowest. The relative 
uncertainty in London based grid cells is also the highest. From Figure 5.8 it can be 
seen that the contribution to the overall uncertainty from the uncertainty due to NH3 
emissions for these grid cells is not as important as for other three, the majority of 
uncertainty is explained by the uncertainty in the primary PM2.5 emissions with PM2.5 
from road transport being the dominating variable. In Birmingham Acocks Green and 
Harwell, the effect of NH3 emissions from agricultural sources is more pronounced; 
from 30% to 70% of overall uncertainty in PM2.5 can be apportioned to uncertainty 






Figure 5.8 Monthly variation in the first-order sensitivity indices for five grid cells 
across the UK representing a spread of geographical locations and environment types. 
Based on the monitoring station classification grid squares are assigned the following 
environment types: Auchencorth Moss and Harwell - rural background, Birmingham 
Acocks Green and London N. Kensington - urban background, and London 
Marylebone Road - urban traffic. 
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5.3.4 Wider implications of this study 
There are published studies that apply global sampling-based uncertainty and 
sensitivity analyses as well as derivative based methods (methods that do not have 
limitations of local OAT, i.e. linearity assumption) to ACTMs. However, the results 
reported by these studies are mostly of use for model development and calibration 
purposes and not the assessment of confidence in the model predictions/outputs. This 
is mainly because the simulations are performed for a short period ranging from days  
(Beddows et al., 2017; Chen and Brune, 2012; Rodriguez et al., 2007) to weeks (Cohan 
et al., 2010; Shrivastava et al., 2016).  
Additionally, in some studies, commercial software or packages with a graphical user 
interface (GUI) are used for global sensitivity and uncertainty analysis (Chen and 
Brune, 2012; Christian et al., 2017; Lee et al., 2011). These tools are well designed for 
a specific purpose but lack the option to scale up and to automate the analysis, i.e.  
ability to calculate sensitivity indices and uncertainty ranges for thousands of grid 
squares automatically.  
The study addresses both of the shortcomings. The study demonstrates sensitivity and 
uncertainty analyses for the ACTM for a whole year for the UK domain as well as 
investigate variations in sensitivity and uncertainty on the monthly timescale for 
multiple locations with different environmental characteristics. Additionally, the 
package used to create Gaussian process emulators and to conduct uncertainty and 
sensitivity calculations is fully customisable and can be adapted for any application.  
The model runs generated for the global sensitivity and uncertainty analysis can be 
utilised for other purposes provided that the sampling range for all inputs of interest is 
wide enough. For example, in this study the training points for the Gaussian emulator 
were selected to cover a wider range of input perturbations compared to the 
corresponding uncertainty range (Table 5.2). For all input emissions of SOx, NOx, 
VOC, and NH3 the ranges of variation for the LHS design were set to ± 40% of their 
baseline value, for primary PM2.5 emissions the range was set to ± 75% and for 
shipping emissions from – 40% to + 100%. Hence the emulators created in this study 
using the model runs within the aforementioned input space can be used to investigate 
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other scenarios of the model response to input emission perturbations with no extra 
computational cost. Hence, alternative ranges and probability distributions can be 
assigned to the model inputs to estimate the resulting output uncertainty or the 
emulator can be used for various emission reduction scenario analyses.   
Finally, in this study the overall model output uncertainty is likely to be lower than the 
theoretical total model output uncertainty, as in addition to the input emissions there 
is a variety of other uncertain model inputs. Assessing the effect of variation in every 
model input and parameter on the model output is a laborious task, hence ideally 
sensitivity analysis should be incorporated as a part of the model development process. 
By using this approach, the effect of all uncertain inputs and parameters could be 
assessed without having to do it retrospectively. 
5.4 Conclusions 
In this study, global sensitivity and uncertainty analyses have been conducted for the 
EMEP4UK Eulerian atmospheric chemistry transport model to quantify the 
uncertainty in surface concentrations of O3, NO2, and PM2.5 and to identify the input 
emission variables that contribute the most to the uncertainty in each of the outputs. 
The uncertainty for model outputs was estimated from the uncertainties assigned to the 
UK emissions of SO2, NOx, NH3, VOC, and primary PM2.5 and documented in the UK 
National Atmospheric Emissions Inventory. The benefit of conducting global 
sensitivity analysis in addition to uncertainty assessment is that it allows to determine 
how a model responds to the input perturbations within the ranges set by the input 
uncertainty estimates and consequently to identify the inputs which cause the variation 
in the model outputs (i.e. drive the uncertainty). The median values of the overall 
uncertainty calculated for the UK land-based grid cells for annual average surface 
concentrations of O3, NO2, and PM2.5 were found to be in the ranges of ± 0.6%, ± 7.4%, 
and ± 4.6% respectively. This indicates that the variation in the input data (i.e. 
emissions) does not cause a substantial variation in the outputs. The results indicate, 
that this can likely be explained by variations in the other model input parameters such 
as chemical reaction rates, deposition velocities or physical constant values which 
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might cause more variation in the model outputs. Alternatively, surface concentrations 
of the modelled pollutants in the UK may be dominated by the precursor emissions 
and long-range transport from outside the UK and are therefore relatively insensitive 
to changes in the UK emissions. 
As a consequence, the results can provide more clarity about the confidence in 
modelled surface concentrations of pollutants that affect human health, especially in 
densely-populated urban areas. The results of the analysis indicate that modelled 
surface concentrations of O3, NO2, and PM2.5 have the highest level of uncertainty in 
the grid cells comprising dense urban areas. The uncertainties of O3, NO2, and PM2.5 
in these grid cells reach ± 7%, ± 9%, and ± 9% respectively.  
In addition to obtaining a quantitative estimate of the overall uncertainty, the input 
emissions that have the greatest influence on the uncertainty in the modelled outputs 
were identified by performing a global variance-based sensitivity analysis. It was 
found that in urban areas uncertainty in PM2.5 concentrations are driven by the 
uncertainty in primary PM2.5 emissions. In contrast, in more remote areas NH3 
emissions had a stronger influence. Emissions of NOx combined from non-dominant 
sectors (i.e. all sectors excluding energy production and road transport) were found to 
contribute the most to the uncertainty in both O3 and NO2 surface concentrations. 
Along the south and east coasts of England the uncertainty in shipping emissions 
contributed the most to the overall uncertainty in O3 and NO2 concentrations.  
The comparison between first and total-order sensitivity indices did not indicate 
substantial interactions between the input variables for the model response on the 
annual timescale.  
In this study it was also demonstrated how the degree of uncertainty changes 
throughout the year by calculating uncertainty ranges for monthly-averaged surface 
concentrations of O3, NO2, and PM2.5 for five selected grid cells. The global sensitivity 
conducted for monthly-averaged values showed seasonal trends in the type of input 
emissions that drive uncertainty in the surface concentrations.  
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The ability to estimate uncertainty in the predictions produced by a model is vital, 
because even low levels of uncertainty could be important in areas where the model 
yields predictions of surface concentrations that are close to limit values. This can lead 
to instances of exceedance due to the binary nature of limit value exceedance 
calculations, i.e. concentration is either over or under the limit. The sensitivity analysis 
should be an integral part of the assessment process applied ex-ante for the 
implementation of policy interventions, as it is also important to know which of the 
inputs contribute to the uncertainty in model outputs the most.  
This work has demonstrated a global sensitivity and uncertainty analyses application 
for a Eulerian ACTM. The emulator-based approach used here is applicable to any 
other complex model and any type of model inputs such as emissions, physical 
constants or chemical reaction rate constants. The results of the analyses provide useful 
insights into the level of confidence in modelled predictions. Additionally, the 
Gaussian process emulators created for this analysis can be used with very little 
computational cost for any other scenario exploration purposes or assessment of 
overall uncertainty given different uncertainty ranges and probability distributions 





Chapter 6  
Comparative analysis of uncertainty and 
sensitivity for the FRAME and EMEP4UK models 
and investigation of an alternative sensitivity 
measure 
6.1 Introduction 
The model evaluation guidelines by the US Environmental Protection Agency (EPA, 
2009) and the European Environment Agency (EEA, 2011) recommend the 
implementation of both uncertainty assessment and sensitivity analysis. Nevertheless, 
for ACTMs model performance evaluation is still carried out mainly by comparing 
model predictions with historic data. Methods for model evaluation that include 
uncertainty in both modelled and measured data have been discussed by Monteiro et 
al. (2018) and Thunis et al. (2012). However, the authors suggest assigning constant 
relative uncertainty values to model outputs that simply reflect the measurement 
uncertainty in the corresponding pollutants. This practice of assigning constant relative 
uncertainty values to the model outputs could result in misleading conclusions when 
comparing model outputs to the measurement data. Additionally, it is not correct to 
assume that in different ACTMs, uncertainty from model inputs propagates similarly 
and results in the same levels of output uncertainty.  
This chapter presents the results of comparing the uncertainty ranges calculated for the 
EMEP4UK model outputs with those calculated for the FRAME model. The model 
simulations are performed for the year 2012 with the same uncertainty ranges applied 
to the input emissions. This comparison highlights the difference in the estimated 
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uncertainty ranges for the outputs of two different models given the same level of 
uncertainty assigned to the inputs of both models. 
Additionally, the uncertainty ranges for the EMEP4UK outputs were calculated using 
the recent emission uncertainty range estimates from the UK Informative Inventory 
Report (Wakeling et al., 2017) and the first-order variance based sensitivity 
coefficients were used to apportion the overall uncertainty. The magnitude and the 
spatial distribution of the first-order sensitivity indices for EMEP4UK model outputs 
presented in this chapter were compared to the values for FRAME model outputs 
presented in Chapter 4 to highlight the differences in the uncertainty apportionment.  
Finally, the use of Pearson product-moment correlation coefficients as the sensitivity 
measure is investigated and discussed. The Pearson product-moment correlation 
coefficients were estimated for the EMEP4UK model from the re-sampled data 
obtained using the emulator, which is described in Chapter 5.  
 
6.2 Methods 
6.2.1 Uncertainty propagation and first order sensitivity 
indices 
The uncertainty propagation methods used in this chapter for the EMEP4UK output 
variables are described in Chapter 5. The overall uncertainty in the model outputs was 
calculated with two separate sets of uncertainty ranges assigned to the inputs. The first 
set of input uncertainties contained the ranges for 13 model inputs as listed in 
Table 5.2. In the second set all SOx input emissions were assigned an uncertainty of 
± 4%, and all NOx and all NH3 emissions were assigned uncertainties of ± 10%, and 
± 20% respectively. The VOC and PM2.5 input emissions were set to their baseline 
value and the shipping emissions were assigned an uncertainty of ± 10%. A uniform 
distribution was assumed for all aforementioned input variables to match the methods 
of uncertainty propagation used for the FRAME model (Chapter 4). This was done to 
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allow direct comparison between the predicted uncertainty ranges for the EMEP4UK 
and FRAME model output variables.  
The first-order sensitivity indices presented in this chapter were calculated as 
described in Chapter 5; Table 5.2 lists the variation ranges for the input variables 
included the calculation. 
6.2.2 Pearson correlation coefficients 
The EMEP4UK simulation data (i.e. the input samples and the corresponding model 
outputs described in Chapter 5) was used to investigate the suitability of Pearson 
correlation coefficient as a sensitivity measure for the model sensitivity analysis. For 
this purpose, the range of variation for all 13 EMEP4UK input variables was set to 
± 40%. The Pearson correlation coefficient values were estimated using the UQLab 
module (Marelli and Sudret, 2014) by creating an emulator based on the simulation 
input-output EMEP4UK data and subsequently re-sampling the input space and 
estimating model predictions at the new sampling points.  
6.3 Results and discussion 
6.3.1 Uncertainty ranges 
Figure 6.1 summarises the distributions of relative uncertainty ranges across all model 
land-based grid cells for each EMEP4UK output with a corresponding FRAME output 
when SOx, NOx, and NH3 input emissions for both models were assigned the same 
uncertainty ranges. In contrast, Figure 6.2 illustrates the distribution of relative 
uncertainty values cross all model land-based grid cells for EMEP4UK outputs when 
uncertainties in the emissions of all of SOx, NOx, VOC, NH3, and PM2.5 are taken into 
account (ranges listed in Table 5.2). To aid the comparison, the median values of the 
distributions presented in the box plots are summarised in Table 6.1.   
Figure 6.1 shows that for most output variables, EMEP4UK distributions of relative 
uncertainty values across all land-based grid cells display lower median values and 
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narrower interquartile ranges compared to those for FRAME. The exception is the 
surface concentration of NH3; for this output, both models estimate a median 
uncertainty of 19.8% and those from EMEP4UK display a wider variation of 
uncertainty values. Additionally, the relative uncertainty for wet and dry deposition of 
reduced nitrogen (NHx) from the EMEP4UK model has a noticeably wider spread of 
values than from the FRAME model. 




-, and dry and wet deposition of oxidised sulfur (SOy), for the 
EMEP4UK model is presented in Figure 6.3. The relative uncertainty ranges in Figure 
6.3 are plotted on the same scale and with the same colour scheme as the uncertainty 
ranges for the FRAME model outputs in Figure 4.5, which allows the direct 
comparison of the spatial distribution of the ranges estimated for the two models.  
The spatial variability pattern for the relative uncertainty for NH4
+ and NO3- was found 
to be similar for both the EMEP4UK and FRAME models (Figs. 4.5 and 6.3); the 
lowest levels of relative uncertainty were found in the south-east England area. The 
uncertainty ranges for SO4
2- concentrations estimated with EMEP4UK were less 
spatially variable and did not display the increase seen in the FRAME output for the 
Scotland area. Additionally, the relative uncertainty for the dry and wet deposition of 
SOy modelled with EMEP4UK was found to have greater spatial variability with the 
higher relative uncertainty values occurring close to the location of SO2 emission point 





Figure 6.1 Box plots illustrating the distribution of relative uncertainty values 
calculated for all land-based grid cells for EMEP4UK and FRAME model outputs. 
The input uncertainty ranges are ± 4%, ± 10%, and ± 20% for the emissions of SOx, 
NOx, and NH3 respectively. The boxplot represents median and first and third 




Figures 6.2 and 6.3(b) demonstrate the distribution of the uncertainty ranges for 
EMEP4UK model outputs for the case when the model inputs were assigned the 
uncertainty ranges listed in Table 5.2. These uncertainty ranges were estimated from 
the latest UK Informative Inventory Report (IIR) (Wakeling et al., 2017) and are on 
average higher than the uncertainty ranges used for the study with the FRAME model, 
which were obtained from an earlier version of the IIR report (Misra et al., 2015). The 
increase in the input uncertainty caused the shift towards higher relative uncertainty 
values for the EMEP4UK model outputs (Fig. 6.2) but did not have a noticeable effect 
on the spatial distribution of the relative uncertainty (Fig. 6.3).  
The difference in the median values and the distributions of the uncertainty ranges 
predicted for the FRAME and EMEP4UK models is most likely to be due to different 
representation of physical and chemical processes in the model. For example, changes 
in meteorological parameters such as wind speed and direction or rainfall can have a 
dramatic effect on pollutant transport and removal processes.  
After considering possible differences in how pollutants are transformed and 
transported in the EMEP4UK and FRAME models the difference in the overall 
uncertainty estimated for the outputs of the two models remains unexplained. 
However, this is a clear demonstration of how uncertainty in complex models cannot 
be readily predicted and consequently of the need for quantitative uncertainty analysis 





Figure 6.2 Box plots illustrating the distribution of relative uncertainty values 
calculated for all land-based grid cells for EMEP4UK model outputs. The uncertainty 
ranges for the input emissions of SOx, NOx, NH3, VOC, and PM2.5 split by source 
sector are reported in Table 5.2. The boxplot represents median and first and third 
quartiles; the whiskers extend to 1.5 times the interquartile range. 
Table 6.1 Median values of uncertainty ranges across all land-based grid cells for 
FRAME and EMEP4UK model outputs (common output variables). 
Variable Median uncertainty 
for FRAME from 
Fig. 6.1 / % 
Median uncertainty 
for EMEP4UK from 
Fig. 6.1 / % 
Median uncertainty 
for EMEP4UK from 
Fig. 6.2 / % 
SO4
2- 6.4 1.8 4.3 
NO3
- 8.6 3.0 4.7 
NH4
+ 7.5 4.5 6.5 
SO2 6.0 4.9 11.2 
NOx 8.3 6.1 7.8 
NH3 19.8 19.8 27.4 
HNO3 14.4 8.1 11.3 
Wet SOy 3.2 2.2 5.8 
Dry SOy 4.8 4.3 8.3 
Wet NOy 5.3 2.5 4.2 
Dry NOy 7.6 3.2 4.7 
Wet NHx 13.4 11.4 15.7 






Figure 6.3 Spatial distribution of the relative uncertainty ranges at the 5 km × 5 km 
grid resolution for the EMEP4UK model outputs. Scale bar in %. Panel (a) illustrates 
the uncertainties propagated from the uncertainty ranges of ± 4%, ± 10%, and ± 20% 
for the input emissions of SOx, NOx, and NH3 respectively. Panel (b) illustrates the 
uncertainties propagated from the input emissions of SOx, NOx, NH3, VOC, and PM2.5 
split by source sector as reported in Table 5.2.  
 
6.3.2 Uncertainty apportionment 
The first-order sensitivity indices discussed in this section represent the fractional 
contribution of the uncertainty in the input emissions (the input variables and 
corresponding ranges are listed in Table 5.2) to the overall uncertainty in the 
EMEP4UK model outputs illustrated in Figures 6.2 and 6.3(b). 
Figures 6.4 and 6.5 summarise the distribution of first-order sensitivity indices 
calculated for the concentration and deposition output variables, for land-based grid 
cells. These boxplots were used to identify the inputs that contribute most to the 
uncertainty of a given output and to assess the magnitude of that contribution. Figures 
6.6 and 6.7 show the spatial distribution of the first-order sensitivity indices for the 
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surface concentrations of particulate NH4
+, NO3
-, and SO4
2-, as well as for the wet and 
dry deposition of SOy.   
The magnitudes of the first-order sensitivity indices estimated for the EMEP4UK 
model cannot be directly compared to those estimated for the FRAME model (FRAME 
sensitivity indices are presented in Chapter 4) because the input emissions for the 
EMEP4UK model were split not only by pollutant species but also by source sector. 
Additionally, the uncertainty ranges assigned to the EMEP4UK inputs were generally 
higher. However, the spatial distribution of the contribution of the uncertainty in 
different pollutant species to the overall uncertainty can be compared for the two 
models.  
As for the FRAME model, uncertainty in NH4
+ output from the EMEP4UK model is 
mainly driven by the uncertainty in NH3 emissions (Figs. 4.6 and 6.6). The sensitivity 
index maps in Figure 6.6 show that for NH4
+ ammonia emissions from non-agricultural 
sources (NH3_O) show the greatest effect on the uncertainty in the London area. 
Likewise, uncertainty in the surface concentrations of NH3 and NOx is affected by the 






Figure 6.4 Box plots of first-order sensitivity indices for the EMEP4UK surface 
concentration output variables. Boxes represent median and lower and upper quartiles; 






Figure 6.5 Box plots of first-order sensitivity indices for the EMEP4UK deposition 
output variables. Boxes represent median and lower and upper quartiles; the whiskers 
extend to 1.5 times the interquartile range. 
Unlike in the FRAME model results, uncertainty in SO4
2- is affected but not dominated 
by the uncertainty in NH3 emissions. The reason for this could be the wider uncertainty 
range assigned to the SOx input emissions in the EMEP4UK model: ± 12% for SOx 
from energy production and ± 17% for SOx from other sources, compared to ± 4% 
uncertainty range for SOx emissions in the FRAME model. The uncertainty in NO3
- 
for the EMEP4UK model was found to be mainly driven by the uncertainty in the 
agricultural emissions of NH3 and not by NOx emissions (Figs. 4.6 and 6.6). This can 
be the result of increased uncertainty levels assigned to the EMEP4UK NH3 input 
emissions (± 33% for agricultural and ± 35% for non-agricultural emissions compared 
to ± 20% for all NH3 emissions in FRAME) combined with the difference between the 
description of the NO3
- formation chemistry in the models. Additionally, uncertainty 
112 
 
in NH3 emissions was not found to have a strong impact on the wet SOy deposition, in 
contrast to the FRAME model (Figs. 4.7 and 6.7).  
 
 
Figure 6.6 Spatial distributions from the EMEP4UK model of the first-order sensitivity 
indices that represent fractional contribution of the uncertainty in the given input 










Figure 6.7 Spatial distributions from the EMEP4UK model of the first-order sensitivity 
indices that represent fractional contribution of the uncertainty in the given input 
emissions to the overall uncertainty in the wet and dry deposition of SOy. Input 
emission variable definitions are presented in Table 5.2. 
 
6.3.3 Pearson correlation coefficient  
The Pearson product-moment correlation coefficient is still widely used as an 
sensitivity measure  for estimating the sensitivity of model outputs to the variations in 
inputs (Borgonovo, 2006; Borgonovo and Plischke, 2016; Gan et al., 2014; Iooss and 
Lemaître, 2015). It can be seen as an indicator of goodness of linear fit between the 
input variable Xj and output variable Y. However, it only identifies the strength of linear 
relationship between the input and output variables and not the strength of the actual 
response of the output to changes in the input.  
Figures 6.8 and 6.9 display the summary box plots for Pearson correlation coefficients 
calculated for various EMEP4UK output variables. The data presented in the figures 
indicates that only a few output variables have a strong linear relationship with one or 
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more inputs, i.e. surface concentrations of NH3 and NH3 emissions from agricultural 
sources or surface concentrations of SO2 and SOx emissions from the energy 
production industry. In addition to the strength of the linear relationship, Pearson 
correlation coefficients indicate the direction of the relationship.  
 
Figure 6.8 Box plots summarising the Pearson correlation coefficients for the 
EMEP4UK surface concentration output variables. Boxes represent median and lower 





Figure 6.9 Box plots summarising the Pearson correlation coefficients for the 
EMEP4UK deposition output variables. Boxes represent median and lower and upper 
quartiles; the whiskers extend to 1.5 times the interquartile range. 
Using only Pearson correlation coefficients as a sensitivity measure can result in 
misleading conclusions. The main reason for this is that the strength of the response is 
not taken into account. Figure 6.10 illustrates the spatial distribution of the Pearson 
correlation coefficients calculated for the surface concentration of O3 modelled with 
EMEP4UK. The maps indicate the presence of strong inverse linear relationships 
between O3 concentrations and NOx emissions in most areas as well as between O3 
concentrations and shipping emissions along the coast in south England. However, 
Figure 6.11 shows the spatial distribution of regression coefficients (RCs) that 
represent the relative effect of changing an input Xi on the output Y (the detailed 
description of RCs and their interpretation is provided in Chapters 3 and 4). From these 
plots it can be concluded that although the surface concentrations of O3 have a strong 
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linear relationship with NOx emissions, the magnitude of the O3 response is relatively 
low (RC = -0.1 indicates a 3% decrease in O3 concentration in response to 30% 
decrease ion NOx emissions).  
 
 
Figure 6.10 Spatial distributions of the Pearson correlation coefficients for the surface 
concentration of O3 modelled with EMEP4UK (input variable definitions are 






Figure 6.11 Spatial distributions of the regression coefficient (RC) values for the 
surface concentrations of O3 modelled with EMEP4UK (detailed description of how 
RCs are estimated and interpreted can be found in Chapters 3 and 4). The RC values 
represent the relative effect of varying a specific input on the surface concentration of 
O3 (input variable definitions are presented in Table 5.2). 
6.4 Conclusions 
The comparison between the magnitude and spatial distribution of the relative 
uncertainty values for the EMEP4UK and FRAME models presented in this Chapter 
demonstrates that similar levels of uncertainty assigned to the input emissions of the 
two models do not result in similar ranges of uncertainty for the outputs. On average, 
the median values of uncertainty ranges for different model outputs calculated for the 
land-based grid cells of the EME4UK model domain were found to be lower compared 
to the median values for the corresponding FRAME model outputs. No specific 
explanation was found for this observed difference. This leads to the conclusion that 
ranges of uncertainty for different model outputs are model specific and results 
obtained for one model cannot be directly transferred to another.   
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Analysis of first-order sensitivity indices for the EMEP4UK model indicated that the 
overall uncertainty in FRAME and EMEP4UK is not always driven by the uncertainty 
in the emissions of the same pollutants. For example, the uncertainty in NO3
- for the 
EMEP4UK model was found to be driven by the uncertainty in the agricultural 
emissions of NH3 and not NOx emissions as was identified for the FRAME model. The 
reason for the differences observed for the two models can range from the conceptually 
different representation of physical and chemical processes in the models, to finer 
detail such as exact emission input definition and differences in the uncertainty ranges 
assigned to the input emissions. It is not possible to identify the specific reasons for 
the discrepancies without fully exploring the effect of the variation in different 
chemical and physical processes on the model outputs.  
Finally, the applicability of the Pearson product-moment correlation coefficient as a 
sensitivity measure for ACTMs was assessed. Despite the fact that the Pearson 
correlation coefficient is applicable only in the presence of linear input-output 
relationships (and that some level of non-linearity is expected in the response of 
ACTM outputs to changes in the inputs), its ease of calculation and interpretation make 
it a worthwhile measure for model input-output relationship assessment in conjunction 





Chapter 7   
Conclusions and future work 
 
This work has demonstrated the application of uncertainty assessment and global 
sensitivity analysis to complex atmospheric chemistry transport models (ACTMs), 
using the FRAME and EMEP4UK models as examples. Unlike commonly-used one-
at-a-time sensitivity analysis, global sensitivity analysis does not require an 
assumption of linearity and additivity in model responses to input perturbations and 
can hence be used to identify the presence of interactions between input data. For 
complex models such as ACTMs, for which input-output mapping is not analytically 
tractable, these characteristics make global sensitivity analysis a valuable tool for 
investigating model behaviour.  
The main disadvantage of the Monte Carlo based uncertainty propagation methods and 
global sensitivity analysis is that they require a large number of model simulations to 
be performed, which is too computationally expensive for most ACTMs. In order to 
overcome this impediment, an emulation-based approach to sensitivity analysis and 
uncertainty assessment was investigated and implemented in this study.  
Although the sensitivity and uncertainty results presented in this thesis are model-
specific, the methodologies demonstrated here can inform similar studies and be 




7.1 Summary of the results 
7.1.1 FRAME 
The response of the FRAME model outputs to the perturbations in the input emissions 
of three pollutants, SO2, NOx, and NH3, within a ± 40% range was investigated. No 
substantial deviations from linearity or presence of interactions between the model 
input variables were identified for the model in response to the described range of input 
emission perturbations.  
The FRAME model responses were shown to be close to linear over the perturbation 
range investigated, which means that the regression coefficients (RCs) obtained from 
the multiple linear regression performed on FRAME input-output data relationships 
can be used as a useful model response indicator. The RC represents the relative effect 
of changing a single input on the model output of interest given that all other inputs 
are allowed to vary and acts as a scaling factor, i.e. RC = 0.5 indicates there is a 15 % 
reduction in the output in response to a 30 % reduction in the input.  
In the FRAME model, the sensitivity of surface concentrations of the primary trace 
gases (SO2, NOx and NH3) and of deposition of S and N was dominated by the 
emissions of a single corresponding pollutant. In contrast, the sensitivities of 
secondary species (HNO3, SO4
2-, NO3
- and NH4
+) to pollutant emissions were more 
complex, as well as spatially variable. Overall the dry deposition output variables 
showed stronger response to changes in the emissions compared to wet deposition. 
Additionally, the uncertainty ranges for all FRAME model output variables were 
estimated from the uncertainty ranges attributed to the official UK emissions of SO2, 
NOx and NH3 (± 4 %, ± 10 % and ± 20 % respectively) by the UK National 
Atmospheric Emissions Inventory. The spatial distribution of the relative uncertainty 
ranges estimated for FRAME output variables was found to be affected both by the 
sensitivity of the model output to variations in the inputs and the magnitude of this 
variation (i.e. the input uncertainty range).  
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The analysis of FRAME input-output relationships demonstrated that although the 
response to emission perturbations was found to be linear in the ± 40 % range, the 
geographical pattern of sensitivity and uncertainty cannot be predicted without 
conducting global uncertainty and sensitivity analyses. 
7.1.2 EMEP4UK 
For investigation of the EMEP4UK model the range of uncertainty in input emissions 
was increased. In total, 13 input variables representing anthropogenic emissions of 
SO2, NOx, NH3, VOC, primary PM2.5, and shipping emissions were perturbed. The 
study concentrated on quantifying uncertainty in the surface concentrations of 
pollutants relevant to human health: O3, NO2, and PM2.5. The input emission variables 
that contribute the most to the uncertainty in each of the outputs were also identified. 
Lastly, the comparison of first-order and total sensitivity indices led to the conclusion 
that there were no significant interactions between the input variables. 
The median values of the overall uncertainty calculated for the UK land-based grid 
cells for annual average surface concentrations of O3, NO2, and PM2.5 were found to 
be relatively low (± 0.6 %, ± 7.4 %, and ± 4.6 % respectively). This was an unexpected 
result given that primary PM2.5 emissions have a ± 58 % uncertainty, and that O3 and 
NO2 precursor variables (NOx and VOC emission variables) were assigned 
uncertainty ranges between ± 7 % and ± 24 %. This indicates that the variation in the 
input data (i.e. emissions) does not cause a substantial variation in the outputs. 
A plausible explanation for this is that variations in the other model input parameters 
such as chemical reaction rates, deposition velocities or physical constant values might 
contribute more to the variation in the model outputs. Alternatively, surface 
concentrations of the modelled pollutants in the UK may be dominated by precursor 
emissions and formation of secondary pollutants outside of the UK, which are then 




The highest levels of uncertainty for O3, NO2, and PM2.5 surface concentrations were 
found in the grid cells comprising dense urban areas. The uncertainties in these grid 
cells for the three pollutants reached ± 7%, ± 9%, and ± 9% respectively.  
The inputs that contribute the most to the estimated uncertainty were determined by 
performing a global variance-based sensitivity analysis. In urban areas uncertainty in 
PM2.5 concentrations was found to be driven by the uncertainty in primary PM2.5 
emissions. In comparison, NH3 emissions had a stronger influence in more remote rural 
areas. Emissions of NOx combined from non-dominant sectors (i.e. all sectors 
excluding energy production and road transport) were found to contribute the most to 
the uncertainty in both O3 and NO2 surface concentrations.  
7.1.3 Comparison results 
The comparison between the magnitude and spatial distribution of the relative 
uncertainty values for the EMEP4UK and FRAME models leads to the conclusion that 
results obtained for one model cannot be directly transferred to another. In a case where 
the same uncertainty ranges were assigned to the input emission variables, the output 
species modelled by both the EMEP4UK and FRAME models were found to have 
substantially different estimated uncertainty. Additionally, differences in the main 
inputs driving the uncertainty were identified. For example, the uncertainty in NO3
- 
from the EMEP4UK model was driven by the uncertainty in the agricultural emissions 
of NH3 whilst uncertainty in the same output from the FRAME model was driven by 
the NOx emissions. 
It was concluded that the differences observed for the two models could stem from the 
conceptually different representation of physical and chemical processes in the model 
and hence sensitivity analysis should be conducted for a wider range of uncertain 
model parameters and inputs.  
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7.2 Future work 
The global sensitivity analysis and uncertainty assessment presented in this thesis 
concentrates on the relationships between model input emissions and model outputs. 
The methods and results discussed provide useful insights into model behaviour. 
However, in addition to the uncertainties in the emission data that are being directly 
used as input to an ACTM, there are a large number of other uncertain parameters, 
such as chemical reaction rates, land-cover data, or deposition parameters, that could 
potentially be investigated. For example the study by Beddows et al. (2017) which 
utilised the Community Multiscale Air Quality model concludes that O3 
concentrations are most sensitive to the changes in boundary conditions and changes 
in NO2 photolysis reaction rate.  
The data quality objectives for ambient air quality assessment specified by the 
European commission (EC Directive, 2008) requires uncertainty in PM2.5 
measurements not to exceed ± 25 % for more than 10 % of measurements. 
Measurement of PM2.5 is likely not to strictly meet this objective and Thunis et al. 
(2012) suggest it is appropriate to assign the ± 25 % uncertainty to both the 
observational data and model predictions for model performance evaluation purposes.  
Figure 7.1 illustrates a short time series of measured and modelled concentrations of 
PM2.5 for two different locations in the UK. In this figure observations are assigned 
± 25 % uncertainty and EMEP4UK model outputs are reported with the relative 
uncertainty calculated given the input emissions uncertainty described in Chapter 5 
(Table 5.2). The uncertainty in model predictions shown in the figure is very low. This 
result indicates that accounting only for the uncertainty in the input emissions might 
not be sufficient and that other uncertain model parameters should be investigated.  
There are various reasons for the discrepancies between modelled and measured data 
points. In ACTMs concentration and deposition outputs are calculated as spatially 
averaged values; for the EMEP4UK model the outputs are averaged over a 
5 km × 5 km grid square with a vertical layer height of ~90 m. The best practice in 
model performance assessment up to date is to compare these averaged values to the 
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measurements obtained at a single point in space. This in itself is an issue as a single 
point might not be representative of a whole model grid volume. This conventional 
way of evaluating model performance (Fig. 7.1) does not provide model developers 
and users with the information about what drives the model and whether there is a 
potentially misrepresented process or a conceptual error present in the model. 
Therefore, methods that concentrate more on exploring model response to various 
uncertain inputs and parameters should be included as an essential part of the model 
assessment, development, and evaluation processes. 
 
 
Figure 7.1 Example of comparison of modelled (EMEP4UK) and measured values of 
PM2.5 for a single month (September 2012). The coloured area represents uncertainty. 
The uncertainty in the measurement data is set to a constant value ± 25%, the 
uncertainty in modelled values is propagated from the uncertainty in the input 
emissions. 
In order to make sensitivity and uncertainty analysis more accessible for both ACTM 
developers and users further work on development of suitable emulators is required. 
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For example, the efficiency of the emulation approach described in Chapter 5 can be 
improved by treating the whole modelled domain as a continuous spatial field. This 
approach results in a single emulator for the whole domain instead of a separate 
emulators for each grid square, which in turn improves the computational efficiency 
related to the application of the emulator for the sensitivity and uncertainty analyses. 
However, due to the high spatial variability in the pollutant concentrations modelled 
with ACTMs, the creation of a single well-performing emulator is difficult. In 
conclusion the sensitivity and uncertainty analysis methods described and applied in 
this thesis have been shown to provide valuable information for both atmospheric 
chemistry transport model developers and users. It has been demonstrated that 
uncertainty estimation is integral for any model that is used to support a decision-
making process. In addition, it was shown that model uncertainty ranges and their 
spatial distributions are not transferable to other models that runs over the same 
domain. Combined together uncertainty and sensitivity analysis help to achieve better 
understanding of how model outputs are driven by various inputs and if a model is 
performing adequately. Although uncertainty propagation and sensitivity analysis 
remain time and resource intensive, the current and future developments in high 
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Publications included in the systematic 
overview of the application of sensitivity 
analysis in atmospheric chemistry transport 
modelling 
Table A.1 presents the list of publications discussed in the Section 2.4 of the thesis. 
Table A.2 shows the results of the overview of the publications in Table A.1; the 
publication details and the overview results in the two tables are linked via the index. 
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31 1 0 1 Scenario ppb 0 GEOS-CHEM O3 NOx from different 
sources, PAN 
Not clear Not clear 
32 0 1 0 Variance based, 
RS-HDMR 






O3 Model parameters 500 28500 
33 1 0 1 Scenario Comparison to BL 
values 















Model type Model outputs 
investigated 
Model inputs perturbed No of 
inputs 
No of model 
runs 
34 0 1 0 Variance based, 
RS-HDMR 
Sensitivity indices 1 RACM 
Photochemical 
box model 
OH, HO2 Model parameters 584 10000 
35 1 0 1 Scenario Comparison to BL 
values 
0 CMAQ NO2, SO2, CO, O3, 
PM2.5 
Emissions inventory 1 4 
36 1 0 0 OAT Change relative to 
BL, comparison 
between results 
0 Box model HCHO OH, HO2, NO, 
background HCHO, 
dilution rate constant, Vd, 
boundary layer height 
7 25 




1 GLOMAP Cloud radiative 
forcing 
Natural and anthropogenic 
aerosol emissions, aerosol 
precursor gas emissions, 
microphysical processes, 
structures of the aerosol 
model 
28 168 





O3 VOC, NOx emissions 2 13 





NO2, PM10, O3 Vertical mesh settings 1 3 
40 1 0 0 OAT Comparison to BL 
values 
0 CALPUFF, puff 
dispersion model 
CO, NO2, PM2.5  Various emissions, 
chemical transformations 
of NOX to nitrate aerosol 















Model type Model outputs 
investigated 
Model inputs perturbed No of 
inputs 
No of model 
runs 




O3 Boundary conditions, 
species perturbed 
simultaneously (CO, NO, 
NO2, NO3, HNO3, HNO4, 
PAN, and N2O5), PAN 
11 11 
42 1 0 0 OAT ppb 0 CMAQ O3 Emissions and source 
contributions 
6 6 
43 1 0 0 OAT Change relative to 
BL 
0 CMAQ SO2, NO2, O3 SO2, NOx 2 2 
44 1 0 0 OAT Change relative to 
BL 
0 CMAQ PM2.5  Various source regions 6 6 






O3 NOX, VOC and CO 
emissions 
Not clear Not clear 
46 1 0 1 OAT, ordinary 
differential 
equations 
Change relative to 
BL 
0 CMAQ Nitrate Various emissions, rh, T, 
deposition velocities, 
reaction probabilities 
Not clear Not clear 
47 1 0 1 Scenario Comparison 
between results 
0 CMAQ ratio of nitrate to 
non-sea salt sulfate  
NOx, SO2 2 2 




0 CAMx O3 Emission controls for 





49 1 0 1 OAT, HDDM ppb 0 CMAQ O3 NOx, VOC, various 
source region 















Model type Model outputs 
investigated 
Model inputs perturbed No of 
inputs 
No of model 
runs 
50 1 0 0 OAT First order 
sensitivity 
coefficients 
0 CMAQ fine PM PM2.5, spatial and 
temporal allocation of fire 
emissions 
Not clear Not clear 
51 1 0 1 HDDM First and second 
order sensitivity 
coefficients 
0 CMAQ O3 and PM2.5 
related deaths 
NOx, VOCs, SO2 regional 
anthropogenic emissions 
Not clear Not clear 
52 1 0 1 OAT, HDDM ppb 0 CAMx O3 NOx, VOC emissions, 
chemical reactions 
Not clear Not clear 
53 1 0 1 OAT, Scenario Change relative to 
BL 




for different years (2009, 
2011) 
1 2 
54 1 0 1 OAT, Scenario Comparison 
between results 
0 GEOS-Chem SO2 loading Meteorology and SO2 
emissions for 3 different 
years 
2 6 
55 1 0 1 OAT, Factorial 
design 
Change relative to 
BL 
0 CMAQ O3 NOX, VOC emissions by 
sector 
Not clear 30 
56 1 0 0 OAT Comparison to BL 
values 
0 CHIMERE PM, CO Diurnal variability, 
injection heights 
2 4 




PM10, PM2.5, O3 Climate settings, 
emissions 
Not clear Not clear 








59 1 0 1 OAT, Scenario Change relative to 
BL 

















Model type Model outputs 
investigated 
Model inputs perturbed No of 
inputs 
No of model 
runs 
60 1 0 1 DDM ppb 0 CMAQ O3 VOC, NOx emissions 2 Not clear 
61 1 0 1 OAT, Scenario Change relative to 
BL 
0 CMAQ O3, PM2.5 NOx, VOC emissions, 
split by source 
Not clear 5 







1 CMAQ O3 Emissions, boundary 
conditions, reaction rates 
30 576 




a source  
0 GEOS-Chem PM2.5 Emissions by sector and 
region 







Supplementary figures for Chapters 3 and 4 
Figure B.1 shows spatial distribution of the emissions of NOx, SO2, and NH3 used as 
inputs in the FRAME model. The maps of NOx and SO2 emissions for the year 2012 
were obtained from http://naei.beis.gov.uk/data/map-uk-das  (last access: 9 March 
2018). The NH3 emission map was obtained from AQPI Summary Report – Emissions 
of Air Quality Pollutants – 1970-2011 (https://uk-air.defra.gov.uk/ assets/documents/ 
reports/cat07/1305031312_EoAQP1970-2011_pq.pdf, last access: 9 March 2018) 




2-, and annual wet and dry deposition of SOy calculated by the FRAME model with 
baseline emissions for the year 2012. 
Figures B.3 and B.4 show spatial distributions of regression coefficients for NH3, NOx, 
SO2, HNO3 and wet and dry deposition of NHx and NOy with respect to input emissions 
of the pollutant in brackets. 
Figure B.5 shows spatial distributions of the relative uncertainties in surface 
concentrations of NH3, NOx, SO2 and HNO3 and dry and wet deposition of NOy and 
NHx for uncertainties of ± 4 %, ± 10 %, and ± 20 % in emissions of SO2, NOx and 
NH3 respectively. The uncertainty values are represented as +/- range relative to the 
baseline value and with the full range represents the 95 % confidence interval. 
Figures B.6 and B.7 show spatial distributions of the squared SRC values which 
represent the fractional contribution of the uncertainty in the input emissions given in 
brackets to the overall uncertainty in NH3, NOx, SO2, HNO3 and dry and wet deposition 






Figure 0.1 Spatial distribution of the UK NOx, SO2, and NH3 emissions. The maps of 
NOx and SO2 emissions were obtained from http://naei.beis.gov.uk/data/map-uk-das, 
last access: 9 March 2018. The NH3 emission map is obtained from AQPI Summary 
Report – Emissions of Air Quality Pollutants – 1970-2011 (https://uk-
air.defra.gov.uk/assets/documents/reports/cat07/1305031312_EoAQP1970-















Figure 0.3 Spatial distributions (at the 5 km × 5 km model grid resolution) of RCs for 
NH3, NOx, SO2, and HNO3 as a function of variation in input emissions of SO2, NOx 
or NH3. The model input emissions for which the RC quantifies the output variable 






Figure B.4 Spatial distributions (at the 5 km × 5 km model grid resolution) of RCs for 
wet (w) and dry (d) deposition of NOy and NHx as a function of variation in input 
emissions of SO2, NOx and NH3. The model input emissions for which the RC 







Figure B.5 Spatial distributions (at the 5 km × 5 km model grid resolution) of the 
relative uncertainties in surface concentrations of NH3, NOx, SO2 and HNO3 and dry 
and wet deposition of NOy and NHx for uncertainties of ± 4 %, ± 10 %, ± 20 % in 
emissions of SO2, NOx and NH3 respectively. The uncertainty values are represented 






Figure B.6 Spatial distributions (at the 5 km × 5 km model grid resolution) of the 
squared SRC values which represent the fractional contribution of the uncertainty in 
the input emissions given in brackets to the overall uncertainty in NH3, NOx, SO2 and 
HNO3. The uncertainties in the input emissions are ± 4 %, ± 10 % and ± 20 % for SO2, 






Figure B.7 Spatial distributions (at the 5 km × 5 km model grid resolution) of the 
squared SRC values which represent the fractional contribution of the uncertainty in 
the input emissions given in brackets to the overall uncertainty in the dry and wet 
deposition of NOy and NHx. The uncertainties in the input emissions are ± 4 %, ± 10 % 






Supplementary figures for Chapter 5 
Figure C.1 shows the spatial distribution of k-fold cross-validation errors for the 
Gaussian process emulators used to estimate the annual average surface concentrations 
of O3, NO2, and PM2.5.  
Figure C.2 shows the scatter plot of the first-order sensitivity indices against the total 
sensitivity indices. The grey lines indicate ± 3% fluctuation in the sensitivity index 
values, which were attributed to numerical errors in the calculation of sensitivity 
indices the analytical values of which are close to zero.  
 
Figure C.1 Spatial distribution of k- fold cross validation error values for emulated 






Figure C.2 Scaterplot of the first-order sensitivity indices against the total sensitivity 
indices for the inputs affecting the variation in modelled values of O3, NO2, and PM2.5. 
