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In this thesis, our aim is to add to the existing body of work on near-vector spaces and
their representation using graphs. We introduce two new graphs for constructions of near-
vector spaces using nite elds, the bration and subspace inclusion graph and study their
properties. As a second focus, we look at the quotient spaces of a near-vector space, where
some of the maximal regular subspaces have been factored out. For construction of near-
vector spaces from copies of nite elds, we completely characterise regularity, describe
the quasi-kernel and some of its graphs. We conclude with some reconstruction problems
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In hierdie tesis, beoog ons om by te dra tot die bestaande werke oor naby-vektorruimtes 
en hul voorstelling met behulp van graeke. Ons stel twee nuwe graeke voor, naamlik 
die brasie- en die deelruimte-insluiting graek, vir naby-vektorruimters wat van kopieë 
van eindige liggame gebou is, en bestudeer hul eienskappe. 'n Tweede fokuspunt wat ons 
beskou is die kwosiëntruimte van 'n naby-vektorruimte, waar ons sekere van die maksimale 
regulêre deelruimtes uitfaktor. Naby-vektorruimtes wat vanuit kopieë van eindige liggame 
gebou is, word volledig gekenmerk deur middel van regulêriteit, ons beskryf die kwasie-
kern sowel as sekere van hul graeke. Ons sluit af met 'n paar rekonstruksie probleme 
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The concept of a near-eld was rst introduced in 1905 by an American mathematician
named Leonard Dickson in [10]. In general, any division ring (including any eld) is a
near-eld. Dickson modied the multiplication of a nite eld, while leaving the addition
unchanged. In doing so, he produced the rst known examples of near-elds that were
not division rings. These near-elds are called Dickson near-elds.
Geometry was the main motivator for modern near-eld theory. For further reading,
see [29] on weak ane spaces, [25] on projective incidence groups and [3] on parallel
structures. Near-elds have applications in projective geometries, as well. In 1943 the
American mathematician Marshall Hall published a paper on projective planes, wherein
he constructed a family of non-Desarguesian projective planes known today as Hall planes
[13]. He dened the smallest such plane of order nine, from the Dickson near-eld of the
same order. Near-elds are also important in near-vector space theory. In [30], van der
Walt proved that every nite dimensional near-vector space can be characterised in terms
of a nite number of near-elds.
Near-vector spaces have less linearity than traditional vector spaces. A few authors have
tried to capture this. In [5] Beidleman dened a near-vector space in terms of near-
ring modules, while in [24] Karzel dened a near-vector space in terms of a group (not
necessarily commutative) and a double loop. Subsequently in 1974 André [4] dened a
third notion of a near-vector space. These have been extensively studied. In this thesis
our focus will be on these near-vector spaces.
In 2010 Howell and Meyer characterised all nite dimensional near-vector spaces over Zp,
for p a prime [19] and then extended these results to all nite dimensional near-vector
spaces constructed from nite elds [20]. The subspaces of near-vector spaces of various
constructions, ranging from those closest to traditional near-vector spaces to those further
away, in terms of their quasi-kernel and regularity were studied in 2015 by Howell ([16]).
In 2016, Howell and Boykett looked at the automorphisms of nite Dickson near-elds and
1
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their application in nite-dimensional near-vector spaces constructed from nite Dickson
near-elds.
In 2017, Rodtes and Chomjun [27] provided a new characterisation of isomorphic near-
vector spaces determined by nite elds and gave a formula for counting the number of
these spaces (up to isomorphism).
In 2018, Doring, Howell and Sanon looked at the decomposition of certain classes of
nite-dimensional near-vector spaces and derived a formula for calculating the cardinality
of the quasi-kernel. They also dened a regularity graph, which can be associated with
each near-vector space. In [21], Howell and Sanon studied the linear and ane mappings
of near-vector spaces while more recently, Howell, Chistyakov and Sanon gave the general
form of nite-dimensional near-vector spaces constructed using nite elds, and studied
their representation theory ([7]).
The aim of this thesis is to contribute to the existing body of work on near-vector spaces.
We begin in chapter two with the preliminary material we will need for our results. The
material is divided into three sections, namely nite near-elds, near-vector spaces and
graph theory.
Chapter three focuses on graphs and constructions of near-vector spaces. We begin by
reviewing and adding a few new results to the regularity graph and then dene and
study two new graphs, the bration graph and subspace inclusion graph. The bers of
a near-vector space are exactly the orbits of the action of the scalars on the additive
group. Thus the bration graph gives a graphical representation of these orbits. We
study the bration graph of nite-dimensional near-vector spaces constructed using nite
elds, including its denition, some properties, when it is isomorphic to the regularity
graph and for constructions using Zp, we give the complete description of the bers. We
also dene a covariant functor between the category of nite graphs and the category of
nite-dimensional near-vector spaces constructed from nite elds. This functor assigns
to every nite-dimensional near-vector space its bration graph. We show the functor is
faithful, but not full and essentially surjective.
In [8] the subspace inclusion graph was dened for vector spaces. It graphically captures
the containment of the subspaces of a vector space. We dene the subspace inclusion
graph of nite-dimensional near-vector spaces constructed using copies of nite elds,
study its order, derive some properties and a formula for calculating the degree of any
vertex in the graph.
As part of the constructions, we look at direct sums of subspaces of near-vector spaces,
as well as quotient spaces. Quotient spaces for near-vector spaces have not been studied
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 1. INTRODUCTION 3
before, so this is an important contribution to the theory. We study the quotient space
of a near-vector space formed by factoring some maximal regular subspaces in detail. For
constructions using copies of nite elds, we completely characterise regularity, describe
the quasi-kernel and give the bration and regularity graphs. This material has been
compiled into a rst paper, "The quotient spaces of Near-vector spaces", co-authored
with my supervisor and Professor P. Cara (Vrije Universiteit, Belgium) that has been
submitted for publication. A second paper on the bration and subspace inclusion graphs
of near-vector spaces constructed using copies of nite elds and some reconstruction
problems will follow.
Chapter four includes the application of a well-known problem in graph theory, called
the reconstruction problem to algebra. We chose to look at three specic reconstruction
problems involving near-vector spaces. The rst is the reconstruction of near-vector spaces
(up to isomorphism) given the brations, where one ber has been removed from each
bration. The second problem involves the reconstruction of a near-vector space, given
a bration graph. The third and nal problem involves a given graph with given order,
and the reconstruction of a nite Dickson near-eld from it.
I believe the biggest contributions that I've made is in dening and studying the subspace
inclusion graph for near-vector spaces. I've learned that this graph may have some rele-
vance to research done in incidence geometry. I feel that the characterisation of the bres
are a signicant contribution as well. Lastly, the importance of quotient spaces in vector
space theory illustrates the signicance of the quotient near-vector spaces work. I value




In this chapter we give some preliminary material required for later chapters. There are
three subsections. The rst is on nite Dickson near-elds, the second on near-vector
spaces and the third is on the graph theory we will need.
2.1 Finite Dickson near-elds
As mentioned in the introduction, the concept of a near-eld was rst introduced in 1905
by an American mathematician named Leonard Dickson in [10]. Near-elds are important
in near-vector space theory. In [30], van der Walt proved that every nite dimensional
near-vector space can be characterised in terms of a nite number of near-elds.
We will start with the denition of a near-eld.
Denition 2.1.1. ([26]) A near-eld F is a set, together with two binary operations,
addition and multiplication, written (F,+, ·), with the following properties:
(i) (F,+) is a group (not necessarily abelian);
(ii) (F, ·) is a semi-group;
(iii) (n1 + n2) · n3 = n1 · n3 + n2 · n3 for all n1, n2, n3 ∈ F ;
(iv) (F \ {0}, ·) is a group.
This is the denition of a right near-eld. Analogously, there exists the concept of a left
near-eld, which satises all the axioms, except (iii), where instead we have n1 ·(n2+n3) =
n1 · n2 + n1 · n3 for all n1, n2, n3 ∈ F . By denition, near-elds are not required to be
abelian. However, several authors have shown that the axioms of Denition 2.1.1 result
in (F,+) being abelian. It is clear that every eld is a near-eld. We will make use of
right near-elds throughout this thesis. For more on near-elds we refer the reader to
4
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[26]. From now on we will write ab instead of a · b to denote the product of a and b and
S∗ to denote S \ {0} for any set S.
The following two subsets of a near-eld will be important in our work. The rst of these
subsets, called the center of (F, ·), contains all the elements of F which are commutative
under multiplication. The second subset contains all the elements in F which satises the
left distributive law. This subset of F is very useful for later results.
Denition 2.1.2. ([26]) Let F be a near-eld.
The center of (F, ·) is dened as follows:
C(F ) := {x ∈ F : xy = yx, ∀y ∈ F}.
The kernel of (F,+) is dened as follows:
Fd := {x ∈ F : x(y + z) = xy + xz, ∀y, z ∈ F}
i.e., it is the set of distributive elements.
Proposition 2.1.3. ([26]) Let F be a near-eld and Fd the set of all distributive elements.
Then
 Fd is a division ring.
 F can be considered as a right vector space over Fd.
The theory of nite Dickson near-elds rests on the existence of a pair of Dickson numbers,
which we dene next.
Denition 2.1.4. ([26]) For q and n in N, (q, n) is called a pair of Dickson numbers if
(a) q is some power pl of a prime p;
(b) each prime divisor of n divides q − 1; and
(c) if q ≡ 3 (mod n), then 4 does not divide n.
Example 2.1.5.
1. The pair (3, 2) is the smallest example of a pair of Dickson numbers to yield a proper
nite Dickson near-eld, as we will see.
2. Some more examples are (5, 2), (4, 3), (5, 4), (52, 2), (5, 8), (p, 1), where p is a prime,
to name but a few.
♦
For the purpose of constructing Dickson near-elds, we need to dene what a coupling
map is.
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Denition 2.1.6. ([26]) A map
φ : F ∗ → Aut(F,+, ·)
n 7→ φn
is called a coupling map, if for all m,n ∈ F ,
φn ◦ φm = φφn(m)n.
If φ is a coupling map on F , then we can dene a new operation
m ◦φ n :=
{
φn(m)n if n 6= 0
0 if n = 0
We give an example of a coupling map.
Example 2.1.7. ([26])
The map φ : n 7→ idF is a coupling map on F . ♦
We can now express our near-eld in terms of the new multiplication.
Proposition 2.1.8. ([26]) If φ is a coupling map on F , then (F,+, ◦φ) is again a near-
eld.
A Dickson near-eld is dened in terms of this new multiplication.
Denition 2.1.9. ([26]) (F,+, ◦φ) is called the φ-derivation of (F,+, ·), denoted by F φ.
F is said to be a Dickson near-eld if F is the φ-derivation of some eld F .
Before we show how to construct nite Dickson near-elds, the following from [26] tells
us more about their distributive elements.
Theorem 2.1.10. ([26]) Let F be the φ−derivation of the Galois eld GF(q, n) =
GF(pln), where (q, n) is a pair of Dickson numbers. Then
C(F ) = Fd = GF (q).
We now state the theorem that constructs a Dickson near-eld from a given pair of Dickson
numbers. We write GF (qn)∗ to denote GF (qn) \ {0}.
Theorem 2.1.11. ([26]) Let (q, n) be a pair of Dickson numbers and GF(qn) be the Galois
eld with qn elements. Let β be a generator of (GF(qn)∗, ·) and let H be the subgroup of
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(GF(qn)∗, ·) generated by βn.
Let α be the Frobenius-automorphism
f → f q
of (GF(qn),+, ·). Then GF(qn)∗/H can be represented as
{Hβ,Hβ
q2−1





q−1 ) := αk, where αk ∈ Aut(GF(qn),+, ·). If
π : GF(qn)∗ → GF(qn)∗/H
is the canonical epimorphism, then φ = λπ is a coupling map on GF(qn) and
F = [GF(qn)]φ = (GF(pln),+, ◦φ), where q = pl
is a near-eld.
Remark 2.1.12.
 All nite near-elds, excluding the 7 exceptional cases, are Dickson near-elds. (See
[26]). We will exclude these 7 throughout this thesis.
 As remarked in [26], for a given Dickson pair (q, n), the Dickson near-eld con-
structed using Theorem 2.1.11 is not unique and depends on the choice of the gen-
erator.
 In fact, there are k =
ϕ(n)
i
non-isomorphic Dickson near-elds where ϕ is the
Euler-function and i is the order of p mod n.




∣∣∣∣ 0 < i ≤ n} is a complete set
of residues modulo n. (The proof is found in the Appendix A).
 By using the fact that n
∣∣∣∣ (qn − 1q − 1
)
we can prove that Hβ
qn−1
q−1 = H.
For a given pair of Dickson numbers, (q, n), we will denote a Dickson near-eld associated
with it by DF (q, n). To illustrate this theorem, we give an example.
Example 2.1.13.
Consider the pair of Dickson numbers (3, 2). Consider the Galois eld GF(32) with β a
root of the polynomial f(x) = x2 + x+ 2 which is irreducible over GF (3). It has elements
{0, 1, 2, β, 2β, 1 + β, 1 + 2β, 2 + β, 2 + 2β}.
(GF(32)∗, ·) is cyclic and the above elements can be written as powers of β, with
GF (32)∗ = {β, β2 = 2β+ 1, β3 = 2β+ 2, β4 = 2, β5 = 2β, β6 = β+ 2, β7 = β+ 1, β8 = 1}.
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H is the subgroup generated by β2:
H = {β2, β4, β6, β8} = {2β + 1, 2, β + 2, 1}.
Then
α : GF(32) → GF(32)
a 7→ a3
and
GF(32)∗/H = {Hβ,Hβ4} = {Hβ,H}.
Note that Hβ = {β3, β5, β7, β} = {2β + 2, 2β, β + 1, β}. Next we dene the mappings λ
and π to b:
λ : GF(32)∗/H → Aut(GF(32),+, ·)
Hβ
3k−1
2 7→ αk, k ∈ {1, 2}
and
π : GF(32)∗ → GF(32)∗/H
b 7→ Hb.
This gives us our coupling map φ:
φ = λ ◦ π : GF(32)∗ → Aut(GF(32),+, ·).
Since φ is a coupling map on GF(32), we have the following,
b ◦φ a =
{
φa(b)a if a 6= 0
0 if a = 0
=

ba if a ∈ H
b3a if a /∈ H
0 if a = 0
=

ba if a is a square
b3a if a is not a square
0 if a = 0.
(DF (3, 2), +, ◦φ), with
x ◦φ y :=
{
xy if y is a square in (GF (32), +, ·)
x3y otherwise
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gives the smallest Dickson near-eld, which is not a eld. In closing, we give the multi-
plication table for this new near-eld:
◦φ 0 β2 β4 = 2 β6 β8 = 1 β β3 β5 β7
0 0 0 0 0 0 0 0 0 0
β2 0 β4 β6 1 β2 β7 β β3 β5
2 = β4 0 β6 1 β2 β4 β5 β7 β β3
β6 0 1 β2 β4 β6 β3 β5 β7 β
1 = β8 0 β2 β4 β6 1 β β3 β5 β7
β 0 β3 β5 β7 β β4 β6 1 β2
β3 0 β5 β7 β β3 β2 β4 β6 1
β5 0 β7 β β3 β5 1 β2 β4 β6
β7 0 β β3 β5 β7 β6 1 β2 β4
By Theorem 2.1.10, (DF (3, 2))d = GF (3) = {0, 1, 2}. ♦
The following unpublished result was proved by P. Djagba and S.P. Sanon. We include
the proof for completeness.
Theorem 2.1.14. Let (q, n) be a pair of Dickson numbers. Let GF (qn)∗ = 〈β〉, GF (q)∗ =
〈βi〉 and H = 〈βn〉. Then (GF (q)∗, ·) is a subgroup of (H, ·).
Proof. Let β be a generator for GF (qn)∗, and suppose that i is a positive integer such
that 〈βi〉 = GF (q)∗. Since (q, n) is a pair of Dickson numbers, H = Hβ
qn−1



















q−1 〉 ⊆ H,
and hence 〈βi〉 ⊆ H. But 〈βi〉 = GF (q)∗, since βi generates GF (q)∗ we have that
〈βi〉 = GF (q)∗ is a subgroup of H.
By Theorem 2.1.11, H is a subgroup of (GF(qn)∗, ·), but we have more:
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Lemma 2.1.15. ([31]) Let (q, n) be a pair of Dickson numbers and ◦φ the new multipli-
cation. Then (H, ◦φ) is a group.
In fact by Theorem 2.1.14 and Lemma 2.1.15 we have that (GF(q)∗, ◦φ) is a subgroup of
(H, ◦φ).
According to Theorem 2.1.10 the order of (DF (q, n))d is q. This would mean that in the
case where q = pl for l a positive integer, the centre will not only contain the constants
GF (p) but also some powers of β. We give a general form for the elements of (DF (q, n))d,
conrming what was proven in Theorem 2.1.14.
Theorem 2.1.16. For (DF (q, n)∗, ◦φ), if b ∈ (DF (q, n))d then
b = βt(
qn−1
q−1 ) for t ∈ {1, 2, . . . , q − 1}
where β generates (DF (q, n)∗, ◦φ).
Proof. Let b ∈ (DF (q, n))d, then bq
s
= b where s ∈ {1, 2, . . . , n − 1}. We want to show
that b has the form βt(
qn−1
q−1 ).
We will use mathematical induction to prove that for any b ∈ (DF (q, n))d, where b =
βt(
qn−1







q−1 ) (mod qn)
where s ∈ {1, 2, . . . , n− 1}.




















q−1 )β−t (mod qn)
= βt(
qn−1
q−1 ) (mod qn)
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q−1 ) (mod qn)
Hence, all b ∈ (DF (q, n))d will have the form b = βt(
qn−1
q−1 ).
We now give an example to illustrate the above corollary.
Example 2.1.17.
Consider the Dickson near-eld DF (9, 2), where β is a generator of GF (pln) = GF (34)
and a root of the irreducible polynomial f(x) = x4+x+2. Then the elements of (DF (q, n))d
are listed below:
(DF (q, n))d = {β10, β20, β30, β40 = 2, β50, β60, β70, β80 = 1}.
So the elements are of the form β10t where t ∈ {1, 2, . . . , 8}, so that(
β10t
)9
= β90t (mod 81)
= β10t (mod 81).
♦
Dickson used the formHβ
qk−1
q−1 , for k ∈ {1, . . . , n}, to represent the cosets of (DF(q, n)∗, ◦φ).
In fact, for the class of nite Dickson near-elds where n|(q−1), the following was proved
in [11].
Lemma 2.1.18. ([11]) For a pair of Dickson numbers (q, n) such that n|(q − 1), the




This is not in general the case:
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Example 2.1.19. For the Dickson pair (5, 8), we have that H is generated by β8, where
β is the element that generates DF (5, 8)∗. Then according to Dickson's form the cosets
are listed as:
{Hβ,Hβ6, Hβ31, Hβ156, Hβ781, Hβ3906, Hβ19531, Hβ97656}.

















The multiplication table for DF (5, 8)∗ is given by
◦φ H Hβ Hβ6 Hβ7 Hβ4 Hβ5 Hβ2 Hβ3
H H Hβ Hβ6 Hβ7 Hβ4 Hβ5 Hβ2 Hβ3
Hβ Hβ Hβ6 Hβ7 Hβ4 Hβ5 Hβ2 Hβ3 H
Hβ6 Hβ6 Hβ7 Hβ4 Hβ5 Hβ2 Hβ3 H Hβ
Hβ7 Hβ7 Hβ4 Hβ5 Hβ2 Hβ3 H Hβ Hβ6
Hβ4 Hβ4 Hβ5 Hβ2 Hβ3 H Hβ Hβ6 Hβ7
Hβ5 Hβ5 Hβ2 Hβ3 H Hβ Hβ6 Hβ7 Hβ4
Hβ2 Hβ2 Hβ3 H Hβ Hβ6 Hβ7 Hβ4 Hβ5
Hβ3 Hβ3 H Hβ Hβ6 Hβ7 Hβ4 Hβ5 Hβ2
Note that Hβ3 ◦φ Hβ = H. ♦
Thus for Dickson pairs (q, n) where n|(q−1) we can easily predict in which coset a product
ends up in, i.e. for v, w ∈ {0, 1, . . . , n− 1}:
Hβv ◦φ Hβw = Hβu if and only if (v + w) ≡ u mod n.
2.2 Near-vector spaces
Next we turn our attention to what is known thus far about near-vector spaces. We begin
with the denition of a near-vector space:
Denition 2.2.1. ([4]) A non-trivial near-vector space is a pair (V,A) which satises the
following conditions:
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(a) (V,+) is a group and A is a set of endomorphisms of V ;
(b) A contains the endomorphisms 0, 1 and −1, where 1 is the identity endomorphism
and −1 the endomorphism dened by x(−1) = −x for all x ∈ V ;
(c) A∗ = A\{0} is a subgroup of the group (Aut(V ), ◦ );
(d) If xα = xβ with x ∈ V and α, β ∈ A, then α = β or x = 0, i.e. A acts xed point
free on V ;
(e) The quasi-kernel Q(V ) of V , generates V as a group, i.e. for all v ∈ V , there exists






Q(V ) = {x ∈ V |∀α, β ∈ A, ∃γ ∈ A such that xα + xβ = xγ}.
We will write scalars on the right, as in [4] and Q for Q(V ) if it does not cause any
confusion.
Remark 2.2.2.
 The trivial near-vector space {0} has to be dealt with as a separate case, since its
automorphism group has no non-zero elements.
 (V,+) is abelian since −1 ∈ A and
x+ y = (−x)(−1) + (−y)(−1) = (−x− y)(−1) = (−(y + x))(−1) = y + x.
 It is clear that every vector space is a near-vector space with Q(V ) = V .
André dened linear independence for subsets of Q in terms of a dependence relation (see
[4]). He then stated that
Proposition 2.2.3. ([4]) A subset M of Q is independent if and only if for λi ∈ F and
distinct ui ∈M , where i = 1, 2, . . . , n,
n∑
i=1
uiλi = 0, implies that λ1 = λ2 = · · · = λn = 0.
The dimension of the near-vector space, dimV , is uniquely determined by the cardinality
of an independent generating set for Q, called a basis of V , i.e. B is a basis for V if it is





We will make use of the following properties throughout the thesis:
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Lemma 2.2.4. ([4]) The quasi-kernel Q(V ) of a near-vector space (V,A), has the follow-
ing properties:
(a) 0 ∈ Q(V );
(b) For u ∈ Q(V )∗, γ is uniquely determined by α and β in the equation
uα + uβ = uγ;
(c) If u ∈ Q(V ) and λ ∈ A, then uλ ∈ Q, i.e. uA ⊆ Q(V );
(d) If u ∈ Q(V ) and λi ∈ A, for i = 1, 2, . . . , n, then
n∑
i=1
uλi = uη ∈ Q(V )
for some η ∈ A and for all integers n ≥ 1;
(e) If u ∈ Q(V )∗ and α, β ∈ A, then there exists a γ ∈ A such that
uα− uβ = uγ.
Remark 2.2.5.
 Note by (c) above Q is closed under scalar multiplication. It is not in general closed
under addition. This means that in axiom (e) of Denition 2.2.1 when we say Q




ui for some index set I.
 A near-eld F over itself is a near-vector space. This was shown in [15]: F is a
near-eld, so it contains the identity 1. For α, β ∈ F , we have
(1)(α + β) = 1α + 1β,
so 1 ∈ Q(F ). Let x ∈ F , then 1x ∈ Q(F ) since Q(F ) is closed under scalar
multiplication. This implies that F ⊆ Q(F ) and since we have that Q(F ) ⊆ F , we
have that Q(F ) = F . Hence, Q(F ) generates F .
 The near-vector space (F, F ) with F a near-eld has {1} as basis.
For near-vector spaces, the notion of a subspace had to be dened in terms of the quasi-
kernel.
Denition 2.2.6. ([16]) If (V,A) is a near-vector space and ∅ 6= W ⊆ V is such that W
is the subgroup of (V,+) generated additively by XA = {xλ |x ∈ X,λ ∈ A}, where X is
an independent subset of Q(V ), then we say that (W,A) is a subspace of (V,A), or simply
W is a subspace of V if A is clear from the context.
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Remark 2.2.7.
 Since by Denition 2.2.6, X is a basis of W , the dimension of W is |X|. Any near-
vector space is a subspace of itself since it is generated by a basis of its quasi-kernel.
 The trivial subspace, {0}, is the space generated by the empty subset of Q(V ).
In [15] Howell proved that the quasi-kernel of the subspace, Q(W ), can be written in
terms of W and the quasi-kernel of V .
Lemma 2.2.8. ([15]) If W is a subspace of V , then Q(W ) = W ∩Q(V ).
By Lemma 2.2.4(b), γ is uniquely determined by α and β. With this in mind, André
dened a new operation on A as follows:
Denition 2.2.9. ([4]) Let (V,A) be a near-vector space, and let u ∈ Q(V )∗. Dene the
operation +u on A by
u(α +u β) := uα + uβ
where α, β ∈ A.
Remark 2.2.10.
If (V,A) is a vector space, then for all u ∈ Q(V )∗, α, β ∈ A,
α +u β = α + β.
Moreover, we have for (V,A) a near-vector space that for all u ∈ Q(V )∗,
α +u β = γ,
where uα + uβ = uγ.
Regularity is central in the study of near-vector spaces. André referred to the regular
subspaces of a near-vector space as the building blocks of near-vector space theory. We
begin by dening what a regular near-vector space is.
Denition 2.2.11. ([4]) A near-vector space (V,A) is regular if any two vectors of Q(V )∗
are compatible, i.e. if for any two vectors u and v of Q(V )∗ there exists a λ ∈ A\{0} such
that u+ vλ ∈ Q(V ).
As we will see in the next corollary, the denition of a subspace of a near-vector space
reduces to that of a vector space when A is a division ring.
Corollary 2.2.12. ([18]) Let (V,A) be a non-regular near-vector space and suppose
(A,+v, ·) is a division ring for all non-zero v ∈ Q(V ). Then W is a subspace of V if
and only if it is non-empty, closed under addition and scalar multiplication.
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It is clear that every vector space is regular, but this is not in general true for every
near-vector space, as we will see. Before we discuss the regularity of near-vector spaces,
we rst examine the compatibility of elements in a near-vector space. Compatibility can
be characterised in terms of the addition dened in Denition 2.2.9.
Lemma 2.2.13. ([4]) The elements u, v ∈ Q(V )∗ are compatible if and only if there exists
a λ ∈ A \ {0} such that +u = +vλ.
We can dene a relation on Q(V )∗ in terms of compatibility.
Denition 2.2.14. ([4]) Let (V,A) be a near-vector space. Then we dene a relation
∼ on Q(V )∗ such that for u, v ∈ Q(V )∗, u ∼ v if and only if u + vλ ∈ Q(V ) for some
λ ∈ A∗.
Compatibility induces an equivalence relation on Q(V ).
Lemma 2.2.15. ([4]) Let (V,A) be a near-vector space. Then the relation ∼ is an equiv-
alence relation on Q(V )∗.
Thus compatibility partitions the non-zero elements of the quasi-kernel. The following
result is useful for checking regularity.
Theorem 2.2.16. ([4]) A near-vector space V is regular if and only if there exists a basis
which consists of mutually pairwise compatible vectors.
It is clear that if V = Q(V ), V is regular, but the converse is not true in general. We will
illustrate this with an example later in the thesis.
Lemma 2.2.17. Suppose (V,A) is a near-vector space and W is a subspace of V . If V
is regular, then W is regular.
Proof. Suppose V is regular. Let w1, w2 ∈ Q(W )∗, then since by Lemma 2.2.8, Q(W ) =
W ∩Q(V ) we have that w1, w2 ∈ Q(V )∗. Thus there exists a λ ∈ A∗ such that w1 +w2λ ∈
Q(V )∗ since V is regular. Moreover, since W is a subspace of V , we also have that
w1 + w2λ ∈ W and thus w1 + w2λ ∈ Q(W ). Hence W is regular.
Suppose we know that V is not a regular near-vector space, can it somehow be written in
terms of regular subspaces? André answered this question in the next important theorem,
called the Decomposition Theorem.
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Theorem 2.2.18. ([4], The Decomposition Theorem) Every near-vector space (V,A) is
the direct sum of regular near-vector spaces Vj (j ∈ J) such that each u ∈ Q(V )∗ lies
in precisely one direct summand Vj. The subspaces Vj are maximal regular near-vector
spaces.
We will not prove this theorem, but from the proof in [4], we will outline the procedure
to decompose a near-vector space into its maximal regular subspaces:
 Partition Q(V )∗ into sets Qj (j ∈ J) of mutually pairwise compatible vectors.
 Let B ⊆ Q(V )∗ be a basis of V and Bj := B ∩Qj.
 Let Vj := 〈Bj〉, be the subspace of V generated by Bj.
 Then each Vj will be a maximal regular subspace of V and V = V1 ⊕ V2 ⊕ · · · ⊕ Vn.
By the Uniqueness Theorem ([4]) this decomposition is unique and is called the canonical
decomposition of V . Thus it is evident that the study of near-vector spaces is largely
reduced to the study of regular near-vector spaces.
In the following example we have a near-vector space which is not regular, and show how
it is decomposed into two maximal regular near-vector spaces:
Example 2.2.19.
Let V = A4 and A = Z5. Dene scalar multiplication for all (x1, x2, x3, x4) ∈ V and
α ∈ A by
(x1, x2, x3, x4)α = (x1α, x2α
3, x3α, x4α
3).
Then (V,A) is a near-vector space with basis given by
B = {(1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1)}.
To verify this, we prove the axioms of a near-vector space:
(a) (V,+) is a group.
This follows from elementary group theory.
(b) A is a set of endomorphisms of (V,+) such that 0, 1,−1 ∈ A.
For α ∈ A and (x1, x2, x3, x4), (y1, y2, y3, y4) ∈ V we have
[(x1, x2, x3, x4) + (y1, y2, y3, y4)]α = (x1 + y1, x2 + y2, x3 + y3, x4 + y4)α
= ((x1 + y1)α, (x2 + y2)α
3, (x3 + y3)α, (x4 + y4)α
3)
= (x1α + y1α, x2α
3 + y2α





3) + (y1α, y2α
3, y3α, y4α
3)
= (x1, x2, x3, x4)α + (y1, y2, y3, y4)α
Hence, α acts as an endomorphism on V . Furthermore,
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(i) (x1, x2, x3, x4)0 = (x10, x203, x30, x403) = (0, 0, 0, 0);
(ii) (x1, x2, x3, x4)1 = (x11, x213, x31, x413) = (x1, x2, x3, x4);
(iii)




= (x14, x24, x34, x44)
= (x1(−1), x2(−1), x3(−1), x4(−1))
= (−x1,−x2,−x3,−x4)
(c) (A8, ·) is a subgroup of (Aut(V ), ◦).
Let α ∈ A∗ where A∗ = {1, 2, 3, 4}, and suppose (x1, x2, x3, x4), (y1, y2, y3, y4) ∈ V .
(i) A is a set of endomorphisms on V , so α is an endomorphism.
(ii) α is injective;
Suppose (x1, x2, x3, x4)α = (y1, y2, y3, y4)α, then
(x1α, x2α
3, x3α, x4α
3) = (y1α, y2α
3, y3α, y4α
3)
(x1α− y1α, x2α3 − y2α3, x3α− y3α, x4α3 − y4α3) = 0
This implies that x1α − y1α = 0, x2α3 − y2α3 = 0, x3α − y3α = 0 and x4α −
y4α
3 = 0. Since α 6= 0, we have that xi = yi for i ∈ {1, 2, 3, 4}. Hence,
(x1, x2, x3, x4) = (y1, y2, y3, y4).
(iii) α is surjective;
Suppose (y1, y2, y3, y4) ∈ V and α ∈ A∗. We need to prove that there ex-
ists an element (x1, x2, x3, x4) ∈ V such that (x1, x2, x3, x4)α = (y1, y2, y3, y4).





−3)α = (y1, y2, y3, y4). Hence, α is surjective.
Hence, (A∗, ·) is a subset of the automorphism group of V under composition. We
need to show that (A∗, ·) is a subgroup of (Aut(V ), ◦).
Suppose α, β ∈ A∗, then β−1 ∈ A∗ since A is a eld. We rst show that αβ−1 ∈ A∗.
We have












which implies that αβ−1 ∈ A∗. Finally, we show that αβ−1 is an endomorphism.
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 2. PRELIMINARY MATERIAL 19
Let (x1, x2, x3, x4), (y1, y2, y3, y4) ∈ V , then
[(x1, x2, x3, x4) + (y1, y2, y3, y4)]αβ
−1 = (x1 + y1, x2 + y2, x3 + y3, x4 + y4)αβ
−1
= ((x1 + y1)αβ
−1, (x2 + y2)(αβ
























= (x1, x2, x3, x4)αβ
−1 + (y1, y2, y3, y4)αβ
−1.
Therefore, (A∗, ·) is a subgroup of (Aut(V ), ◦).
(d) A acts xed-point-free on V .
Suppose (x1, x2, x3, x4) ∈ V and α, β ∈ A. Then
(x1, x2, x3, x4)α = (x1, x2, x3, x4)β, implies that,
(x1α, x2α
3, x3α, x4α
3) = (x1β, x2β
3, x3β, x4β
3),
which implies that x1α = x1β, x2α3 = x2β3, x3α = x3β and x4α3 = x4β3. If α 6= β,
then α3 6= β3 and x1 = x2 = x3 = x4 = 0, that is, (x1, x2, x3, x4) = (0, 0, 0, 0).
(e) The quasi-kernel Q(V ) of V contains all elements v ∈ V such that for all α, β ∈ A
there exists a γ ∈ A such that vα + vβ = vγ.
(i) Let (a, 0, c, 0) ∈ V , then for α, β ∈ A,
(a, 0, c, 0)α + (a, 0, c, 0)β = (aα, 0, cα, 0) + (aβ, 0, cβ, 0)
= (aα + aβ, 0, cα + cβ, 0)
= (a(α + β), 0, c(α + β), 0)
= (a, 0, c, 0)(α + β)
= (a, 0, c, 0)γ.
Therefore, (a, 0, c, 0) ∈ Q(V ) for each a, c ∈ A.
(ii) Let (0, b, 0, d) ∈ V , then for α, β ∈ A,
(0, b, 0, d)α + (0, b, 0, d)β = (0, bα3, 0, dα3) + (0, bβ3, 0, dβ3)
= (0, bα3 + bβ3, 0, dα3 + dβ3)
= (0, b(α3 + β3), 0, d(α3 + β3))
= (0, b, 0, d)(α3 + β3)1/3
= (0, b, 0, d)γ,
where γ = (α3 + β3)1/3 ∈ A by a well-known result (See [1], for example).
Therefore, (0, b, 0, d) ∈ Q(V ) for each b, d ∈ A. A quick check shows that these
are the only elements belonging to Q(V ).
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 2. PRELIMINARY MATERIAL 20
The quasi-kernel of V is given by
Q(V ) = {(a, 0, c, 0)|a, c ∈ A} ∪ {(0, b, 0, d)|b, d ∈ A}.
V is not regular since, for example, for any a, d ∈ A and α 6= 0, (a, 0, 0, 0) +
(0, 0, 0, d)α = (a, 0, 0, dα3) /∈ Q(V ).
We can therefore decompose V into maximal regular near-vector spaces as follows:
We partition Q(V )∗ = Q(V ) \ {(0, 0, 0, 0)} into pairwise mutually disjoint sets, say Q1
and Q2, where
Q1 = {(a, 0, c, 0)|a, c ∈ A} \ {(0, 0, 0, 0)},
and
Q2 = {(0, b, 0, d)|b, d ∈ A} \ {(0, 0, 0, 0)}.
Then
B1 = B ∩Q1 = {(1, 0, 0, 0), (0, 0, 1, 0)},
and
B2 = B ∩Q2 = {(0, 1, 0, 0), (0, 0, 0, 1)}.
We then dene V1 and V2 to be the near-vector spaces generated by B1 and B2, respectively:
V1 := 〈B1〉 = {(1, 0, 0, 0)a+ (0, 0, 1, 0)c|a, c ∈ A} = {(a, 0, c, 0)|a, c ∈ A},
and
V2 := 〈B2〉 = {(0, 1, 0, 0)b+ (0, 0, 0, 1)d|b, d ∈ A} = {(0, b, 0, d)|b, d ∈ A}.
By the Decomposition Theorem, V = V1 ⊕ V2, where V1 and V2 are maximal regular
near-vector spaces. It is interesting to note that V1 is in fact a vector space over A. ♦
Next, we dene what a linear mapping is:
Denition 2.2.20. ([16]) Let (V1, A) and (V2, A) be near-vector spaces over A. A function
T : V1 → V2 is a linear mapping from V1 to V2 if
T (v1 + v2) = T (v1) + T (v2) for all v1, v2 ∈ V1
and
T (vα) = T (v)α for all v ∈ V1 and α ∈ A.
In [21] linear mappings of near-vector spaces were investigated. In particular, the linear
mappings of near-vector spaces constructed from R and nite elds were studied. We will
give an example of a linear mapping of a near-vector space over a nite eld.
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Example 2.2.21.
Let V = A4 be the near-vector space, with A = GF (32) and scalar multiplication dened
for all (x1, x2, x3, x4) ∈ V and α ∈ A by
(x1, x2, x3, x4)α = (x1α, x2α
3, x3α, x4α
3).
Then the set of linear mappings of V over A, LA(V ), is given by
LA(V ) =

A A A A
A A A A
A A A A
A A A A
 .
♦
Linear mappings preserve regularity.
Lemma 2.2.22. ([16])Let T be a linear mapping from (V,A) into (W,A). If Vj is a
regular subspace of V , then T (Vj) is a regular subspace of W .
Linear mappings map the quasi-kernel of the one space to the quasi-kernel of the other
space.
Proposition 2.2.23. ([12]) Let (V1, A) and (V2, A) be near-vector spaces over A and
T : V1 → V2 a linear mapping. Then T (Q(V1)) ⊆ Q(V2).
Next, we dene when two near-vector spaces are isomorphic:
Denition 2.2.24. ([19]) We say that two near-vector spaces (V1, A1) and (V2, A2) are
isomorphic (written (V1, A1) ∼= (V2, A2)) if there are group isomorphisms θ : (V1,+) →
(V2,+) and η : (A∗1, ·) → (A∗2, ·) such that θ(xα) = θ(x)η(α) for all x ∈ V1 and α ∈ A∗1.
We will denote an isomorphism as a pair (θ, η).
When two near-vector spaces are isomorphic, we can say more about their quasi-kernels.
Theorem 2.2.25. ([17]) If the near-vector spaces (V1, A1) and (V2, A2) are isomorphic,
say (θ, η) is the isomorphism, then θ(Q(V1)) = Q(V2).
The next example shows that it is possible for two near-vector spaces to be isomorphic,
even though one may be a vector space.
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Example 2.2.26.
Let both (V1,+) and (V2,+) be given by ((Z5)2,+). Suppose (V1, A1) is the near-vector
space where we dene the scalar multiplication as normal multiplication, with A1 = Z5.
For (V2, A2) we dene for all (v1, v2) ∈ V2, α ∈ A2 = Z5, the scalar multiplication
(v1, v2)α = (v1α
3, v2α
3). Then by taking the pair (θ, η) where:
θ : (V1,+)→ (V2,+)
x 7→ x
and
η : (A∗1, ·)→ (A∗2, ·)
α 7→ α1/3,
we see that (V1, A1) ∼= (V2, A2) as near-vector spaces. Note that (V1, A1) is a vector space,
while (V2, A2) is not. ♦
We will need the following proposition later:
Proposition 2.2.27. ([12]) If the near-vector spaces (V1, A1) and (V2, A2) are isomorphic,
then v ∈ Q(V1) implies that θ(v) ∈ Q(V2), where (θ, η) is the isomorphism from V1 to V2.
Later in this thesis, we will study the brations of near-vector spaces. We introduce some
denitions we will need.
Denition 2.2.28. ([17]) A bered group (V,+,F), with identity 0 is a group (V,+) with
a bration, i.e. a set F of subgroups of V such that any element of V dierent from 0
belongs to exactly one such subgroup. The subgroups are called the bers of F .
We now dene a new relation which we will see is related to the bers.
Denition 2.2.29. ([17]) Let (V,A) be a near-vector space. We dene a relation  on
V such that for u, v ∈ V , u  v if and only if v = uλ for some λ ∈ A∗.
It is not dicult to verify that the relation  dened above is an equivalence relation
on V . The nonzero equivalence classes of , called the pseudo-projective space of V is
denoted by P (V ).
Denition 2.2.30. ([17]) Let (V,A) be a near-vector space. Then the pseudo-projective
space P (V ) induced by V is the set of equivalence classes of V ∗ under the equivalence
relation dened by .
From [17] we have,
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Lemma 2.2.31. ([17]) Let (V,A) be a near-vector space with Q(V ) = V . Then the
non-zero equivalence classes of the relation  are exactly the bers bA∗ for b ∈ Q(V )∗.
A particular class of near-vector spaces has a natural bered group associated with them.
Theorem 2.2.32. ([17]) Let (V,A) be a near-vector space. Then (V,+,F) is a bered
group where F = {bA | b ∈ Q(V )∗} if and only if Q(V ) = V.
We note that the bers in the theorem above are just the orbits of the action of A on V ∗.
Thus we are investigating when the orbits of the action of A on V ∗ will be subgroups of
(V,+).
2.2.1 Finite-dimensional near-vector spaces
In [30], van der Walt proved that nite-dimensional near-vector spaces can be constructed
by taking copies of a nite number of near-elds that are multiplicatively isomorphic.
Theorem 2.2.33. ([30], van der Walt's theorem) Let (G,+) be a group and let A =
D ∪ {0}, where D is a xed point free group of automorphisms of G. Then (G,A) is
a nite-dimensional near-vector space if and only if there exist a nite number of near-
elds F1, . . . , Fm, semigroup isomorphisms ψi : (A, ◦) → (Fi, ·), and an additive group
isomorphism Φ : G → F1 ⊕ . . . ⊕ Fm such that if Φ(g) = (x1, . . . , xm), then Φ(gα) =
(x1ψ1(α), . . . , xmψm(α)) for all g ∈ G, α ∈ A.
According to this theorem, we can take F to be a near-eld. Put V = Fm, m ∈ Z+ and
let ψi : (F, ·) → (F, ·) for 1 ≤ i ∈ {1, . . . ,m}, be semigroup automorphisms. We dene
the scalar multiplication for all α ∈ F and (xi) ∈ V by
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α)). (2.1)
We will denote a specic instance of this construction by (V, F ).
In [16] near-vector spaces over near-elds were investigated. The near-vector space (V, F )
where V = Fm, F is a near-eld, m ∈ Z+ and all the ψi's are the identity for i ∈
{1, 2, . . . ,m}, is the near-vector space closest to traditional vector spaces. Thus the scalar
multiplication is dened for all α ∈ F , (xi) ∈ V , i ∈ {1, . . . ,m} by
(x1, x2, . . . , xm)α = (x1α, x2α, . . . , xmα).
For this near-vector space it was shown that it is regular. The following theorem from
[22] describes the quasi-kernel. Let I := {1, 2, . . . ,m}.
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Theorem 2.2.34. ([22]) Let F be a near-eld and V = Fm, n ∈ N be a near-vector space
with the scalar multiplication dened for all (x1, . . . , xm) ∈ V and α ∈ F by
(x1, . . . , xm)α = (x1ψ(α), . . . , xmψ(α)),
where ψ is an automorphism of (F, ·). Then
Q(V ) = {(di)λ|λ ∈ F, di ∈ Fd for all i ∈ I}.
We mentioned earlier that Q(V ) = V implies that V is regular but the converse is not
true. We illustrate this in the next example.
Example 2.2.35.
Let us consider the Dickson near-eld of Example 2.1.13 again, where F = DF (3, 2). Put
V = F 3 and dene for all (x1, x2, x3) ∈ V and α ∈ F ,
(x1, x2, x3)α = (x1α, x2α, x3α).
Then
Q(V ) = {(d1, d2, d3)λ|λ ∈ F, di ∈ Fd for all i ∈ I},
where Fd = Z3. Note that Q(V ) 6= V , since, for example, (1+β, 2+β, β) ∈ V but it is not
in Q(V ). If this was in Q(V ), then (1 + β, 2 + β, β) = (d1, d2, d3)α for some α ∈ F , but
a quick check shows this is impossible. However, V is regular by Theorem 2.2.16, since
{(1, 0, 0), (0, 1, 0), (0, 0, 1)} is a basis for V , consisting of mutually compatible vectors. ♦
The case where F is taken to be a nite eld in the construction of (V, F ) will be important
in this thesis. Let GF(pr) be the nite eld of pr elements, where p is a prime and r a
positive integer. In order to use van der Walt's construction theorem, we rst need the
multiplicative automorphisms of GF (pr)∗.
Proposition 2.2.36. ([7]) The mapping ψ : GF (pr)∗ → GF (pr)∗ is an automorphism
of the group (GF(pr)∗, ·) if and only if there exists s ∈ Z, with 1 ≤ s ≤ pr − 1 and
gcd(s, pr − 1) = 1, such that ψ(x) = xs for all x ∈GF(pr)∗.
Thus every ψi, i ∈ {1, 2, . . . ,m}, dened in equation (2.1) is a s-th power function for
some s, with 1 ≤ s ≤ pr − 1 and gcd(s, pr − 1) = 1.
In [19] suitable sequences were introduced as a tool to construct and count near-vector
spaces.
Denition 2.2.37. ([19]) A nite sequence of k integers s1, s2, . . . , sk is called suitable
with respect to F =GF(pr) if
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(a) 1 ≤ si ≤ pr − 1 and gcd(si, pr − 1) = 1 for all i = 1, . . . , k;
(b) no si can be replaced by a smaller s′i that also satises (a) and such that si ≡ s′ipl
(mod pr − 1) for some l ∈ {0, 1, . . . , r − 1}.
For a given suitable sequence (S) = (s1, s2, . . . , sk), we use S := {s1, . . . , sN} to denote
the order set of all distinct elements in (S). To obtain a suitable sequence, list all cosets
determined by the subgroup 〈p〉 of the multiplicative group U(pr − 1) = {t ∈ Z|1 ≤ t ≤
pr− 1 and gcd(t, pr− 1) = 1}. Select any k members from the list - repetition may occur.
Write them down in non-decreasing order.
In the following example, we illustrate the above sequences for GF (33).
Example 2.2.38.
We look at 4-dimensional near-vector spaces determined by F =GF(33). Let V = F 4,
then the set of cosets determined by 〈3〉 in the group U(33 − 1) is
{{1, 3, 9}, {5, 15, 19}, {7, 11, 21}, {17, 23, 25}}.
All possible suitable sequences are determined by {1, 5, 7, 17}. If we take the sequence
(1, 1, 5, 17), say, then it will dene a near-vector space (V, F ), with scalar multiplication
dened for all (x1, x2, x3, x4) ∈ V and all α ∈ F , by




The following theorem was proved in [27] and shows when near-vector spaces with suitable
sequences, where the rst entry is 1, are isomorphic.
Theorem 2.2.39. ([27]) Let (Fm, F1) and (Fm, F2) be near-vector spaces, where F is a
nite eld and F1 and F2 are determined by suitable sequences (S1) and (S2), respectively.
Then (Fm, F1) ∼= (Fm, F2) if and only if there is s ∈ S1 such that S1 = sS2 and the
occurrences of ss′j ∈ (S1) and s′j ∈ (S2) are the same for each j = 1, . . . , N , where
N = |S1| = |S2|.
Suppose S2 = {1, q2, . . . , qN}, then sS2 is dened as sS2 = {s, sq2, . . . , sqN}, where the
product sqi ≡ si mod qn − 1, for i ∈ {2, . . . , N}, and si is the smallest element of the





Consider the near-vector spaces, (V, F1) and (V, F2), where V = F 4, F = GF (33) and F ∗1
and F ∗2 are determined by the suitable sequences (S1) = (1, 1, 5, 5) and (S2) = (1, 1, 7, 7),
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respectively. In this case, by taking s = 5, we see that the near-vector spaces (V, F1) and
(V, F2) with scalar multiplication dened for all (x1, x2, x3, x4) ∈ V and α ∈ F1, α ∈ F2
by




(x1, x2, x3, x4)α = (x1α, x2α, x3α
7, x4α
7),
respectively, are isomorphic, by Theorem 2.2.39. ♦
The following result in [7] by S.P. Sanon shows how we can construct regular near-vector
spaces from copies of nite elds.
Lemma 2.2.41. ([7]) Let V = Fm be a near-vector space, where F = GF(pr), with
scalar multiplication dened for all (x1, x2, x3, x4) ∈ V and α ∈ F by
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α)),
where the ψi's are automorphisms of (F, ·). Then V is regular if and only if for all i, j ∈ I
and α ∈ GF(pr), ψi(α) = ψj(αp
l
), for some l ∈ {0, . . . , r − 1}.
Remark 2.2.42.
Referring back to Example 2.2.38, since our suitable sequence elements were chosen from
dierent cosets the near-vector spaces we constructed is non-regular. We will return to
suitable sequences in the last chapter. Note that not all near-vector spaces have to be
constructed using a suitable sequence, but every near-vector space of the form (V, F ) will
be isomorphic to a near-vector space constructed using a suitable sequence.
We illustrate the above lemma with the following example.
Example 2.2.43.
Let V = F 4 where F = GF (33). Dene scalar multiplication for all (x1, x2, x3, x4) ∈ V
and α ∈ F by
(x1, x2, x3, x4)α = (x1α, x2α
3, x3α, x4α
9).
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We now introduce two types of block constructions we will study. For the rst, consider
the near-vector space (V, F ) where F = GF (pr), p a prime, r ∈ Z+.We use Lemma 2.2.41
to partition the set I = {1, . . . ,m} as follows. Let Ai = {j ∈ I|ψi(α) = ψj(αp
l
) for α ∈ F
and some l ∈ {0, 1, . . . , r − 1}}. The Ai, for i ∈ K := {1, . . . , k} are called the blocks of
the construction.
In [7] the following result was proved.
Lemma 2.2.44. ([7]) For the near-vector space dened above we have:




Vt = {(0, 0, . . . , a1, 0, a2, 0, . . . , as, 0)|ai ∈ F, ai is in position l with l ∈ At}, for t ∈
K.
2. Each of the Vt is a regular subspace of V .
3. V = V1 ⊕ V2 ⊕ · · · ⊕ Vk is the canonical decomposition of V .
Example 2.2.45.
Referring back to Example 2.2.19, with V = (Z5)4, F = Z5 and scalar multiplication
dened for all (x1, x2, x3, x4) ∈ V and α ∈ F by




Q(V ) = V1 ∪ V2,
where V1 = {(a, 0, c, 0) | a, c ∈ F} and V2 = {(0, b, 0, d) | b, d ∈ F}. ♦
The following result shows that for this particular construction regularity is equivalent to
the quasi-kernel being the whole of V .
Theorem 2.2.46. ([17]) Let F = GF (pr) and V = Fm be a near-vector space with scalar
multiplication dened for all (x1, x2, x3, x4) ∈ V and α ∈ F by
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α)),
where the ψ′is are automorphisms of (F, ·). Then the following are equivalent:
1. Q(V ) = V ;
2. V is regular;
3. for all i, j ∈ {1, . . . ,m} and α ∈ GF (pr), ψi(α) = ψj(αp
l
), for some l ∈ {0, 1, . . . , r−
1}.
The next result generalises the previous theorem for the case where A is a division ring.
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 2. PRELIMINARY MATERIAL 28
Theorem 2.2.47. ([18]) Let (V,A) be a near-vector space. The following assumptions
are equivalent:
1. For any v ∈ Q(V )∗, V is a vector space over the near-eld (A,+v, ·);
2. There is a v ∈ Q(V )∗, such that V is a vector space over the near-eld (A,+v, ·);
1.' For any v ∈ Q(V )∗, V is a vector space over the near-eld (A,+v, ·) and (A,+v, ·)
is a division ring;
2.' There is a v ∈ Q(V )∗, such that V is a vector space over the near-eld (A,+v, ·)
and (A,+v, ·) is a division ring;
3. Q(V ) = V and (A,+v, ·) is a division ring, for all v ∈ Q(V )∗;
4. +v = +w for all v, w ∈ Q(V )∗;
5. Rw(V ) = V for all w ∈ Q(V )∗;
6. V is regular and for any v ∈ V , +v = +vθ for all v ∈ Q(V )∗ and θ ∈ A;
7. V is regular and for any v ∈ Q(V )∗, (A,+v, ·) is a division ring.
In closing we give an example of a block construction using a nite Dickson near-eld.
Let V = Fm, where F is a nite Dickson near-eld and n ∈ N and let
A1 ∪ A2 ∪ · · · ∪ Ak
be a partition of {1, . . . ,m} where the Ai are mutually disjoint and nonempty. Suppose
that all automorphisms ψi are equal for all i ∈ At and each t ∈ {1, . . . , k}. We call the
Ai's blocks and say that (V, F ) is constructed using these blocks.
Example 2.2.48.
Referring back to Example 2.1.13, where the Dickson near-eld is constructed from the
Dickson pair (3, 2) with β being the root of f(x) = x2 + x + 2. Let V = F 3 and F =
DF (3, 2). Dene θ : DF (3, 2)→ DF (3, 2) by





1 + β 7→ 2 + 2β
2 + 2β 7→ 1 + β
2 + β 7→ 2 + β
1 + 2β 7→ 1 + 2β.
In other words, θ takes each element in Hβ to its additive (and in the case of this Dickson
near-eld, multiplicative) inverse, and each element in H to itself. It is also an automor-
phism with respect to ◦φ. Dene for all (x1, x2, x3) ∈ V and α ∈ F ,
(x1, x2, x3)α := (x1α, x2α, x3θ(α)).
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We note we have the partition A1 = {1, 2} and A2 = {3}. Then Q(V ) = V ′1 ∪ V ′2 , with
V ′1 = {(d1, 0, 0)λ1 + (0, d2, 0)λ2|λ1, λ2 ∈ F and d1, d2 ∈ Fd}, V ′2 = {(0, 0, 1)λ|λ ∈ F}
and B = {(0, 0, 1), (1, 0, 0), (0, 1, 0)} is a basis for V . For example, consider the elements
(1, 2, 0) and (0, 0, 2) of Q(V )∗. If V were regular, then we would be able to nd a λ ∈ F ∗
such that (1, 2, 0) + (0, 0, 1)λ ∈ Q(V ). However
(1, 2, 0) + (0, 0, 1)λ = (1, 2, θ(λ))
6∈ Q(V ).
Therefore, V is not regular. The canonical decomposition of V is given by V = V1 ⊕ V2,
with V1 = {(a, b, 0)|a, b ∈ F} and V2 = {(0, 0, c)|c ∈ F}. ♦
In Theorem 2.2.32 it was shown that for a near-vector space (V,A), the elements of the
bration are multiples of the non-zero elements of the quasi-kernel if and only ifQ(V ) = V .
We would like to say something more for the brations of near-vector spaces of the form
(V, F ).
Lemma 2.2.49. ([23]) Let (V, F ) be the near-vector space, where F is a proper near-eld
and m > 1. Then Q(V ) 6= V .
For F a proper near-eld, we have only one case where a near-vector space of the form
(V, F ) has that Q(V ) = V .
Lemma 2.2.50. ([23]) The near-vector space (F, F ), where F is a proper near-eld and
the multiplication of F denes the scalar multiplication has Q(F ) = F .
We also have the following result:
Theorem 2.2.51. ([23]) The near-vector space (V, F ) with m > 1 has Q(V ) = V if and
only if F is a eld and (V, F ) is regular.
Therefore, we have two cases where (V, F ) has Q(V ) = V . The rst is when (F, F )
is a near-vector space under the near-eld multiplication, and the second is when we
construct a regular near-vector space by taking copies of a nite eld F . In the next
result, we prove that if A = F is a nite Dickson near-eld, then the elements of the
bration are determined by the non-zero elements of the quasi-kernel and the elements of
Fd, the distributive elements of F .
Theorem 2.2.52. Let (F, F ) be a near-vector space where F is a nite Dickson near-eld
and the scalar multiplication is the multiplication of F . Then (V,+,F) is a bered group
where F = {bFd|b ∈ Q(F )∗}.
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Proof. Suppose F is a nite Dickson near-eld and (F, F ) is a near-vector space with
scalar multiplication being the multiplication of F . Let b ∈ Q(F )∗ and bλ1, bλ2 ∈ bFd,
where λ1, λ2 ∈ Fd. We want to show that (bFd,+) is a subgroup of (F,+). Since 0 ∈ Fd,
we have that 0 ∈ bFd, and
bλ1 − bλ2 = λ1b− λ2b since Fd is the center of F,
= (λ1 − λ2)b
= b(λ1 − λ2) since λ1 − λ2 ∈ Fd.
Thus, (bFd,+) is a subgroup of (F,+). Since Fd denes a group action on F , and by





Graph theory can be used as a tool to graphically represent algebraic structures and their
properties, e.g. [2] and [12]. Later in this thesis we will use the theory below to graphically
represent some properties of near-vector spaces.
We will start with the denition of a graph.
Denition 2.3.1. A graph G is a nite non-empty set Z(G) of objects called vertices,
together with a (possibly empty) set E(G) of pairs of distinct vertices of G called edges.
G can be written G = (Z,E), to indicate that the graph G has a vertex set Z and edge set
E.
If {u, v} ∈ E(G) is an edge in G, it is usually denoted simply as uv ∈ E(G) and the
vertices u and v are said to be adjacent vertices, and they are thus neighbours of one
another. Furthermore, a neighbourhood of a vertex v, N(v), in a graph G is the set of all
vertices adjacent to v.
A graph G that contains no edges is called an empty graph. A graph with only one vertex
is called a trivial graph. In this thesis we consider only simple graphs, i.e. undirected and
without loops or multiple edges.
Denition 2.3.2. A graph G is said to have order n and size m, where n represents the
number of vertices of G, |Z(G)|, and m represents the number of edges of G, |E(G)|.
The degree of vertex v, denoted deg(v), is the order of the neighbourhood of v, |N(v)|. A
vertex that is adjacent to every other vertex of the graph is called a universal vertex.
Denition 2.3.3. A graph G1 is said to be isomorphic to a graph G2 if there exists a
bijective function
φ : Z(G1)→ Z(G2)
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such that uv ∈ E(G1) if and only if φ(u)φ(v) ∈ E(G2). The function φ is called an
isomorphism from G1 to G2.
Next, we dene what a subgraph of a graph is.
Denition 2.3.4. A graph H is called a subgraph of a graph G if Z(H) ⊆ Z(G) and
E(H) ⊆ E(G). To denote that H is a subgraph of G we write H ⊆ G. Furthermore,
a graph H is called a proper subgraph of G if H is a subgraph of G and either Z(H) or
E(H) is a proper subset of Z(G) or E(G), respectively.
Let G be a graph. For u, v ∈ Z(G), a u − v walk W in G is a sequence of vertices and
edges which starts with u and ends with v. Vertices and edges may be repeated in a walk.
If no repetition of edges occur in a walk, then it is called a trail. Vertices may be repeated
in a trail, and a trail that starts and ends with the same vertex is called a closed trail or
a circuit. If no repetition of vertices occurs in a u− v trail, then it is called a path. If the
edge (v, u) is added to a u− v path, then it is called a closed path or a cycle.
A graph G is connected if for every pair of vertices u and v in G there exists a u − v
path in G. A component in a graph G is a subgraph that is maximal with respect to
the property of being connected. If a graph G is not connected, then G is said to be
disconnected and it contains more than one component.
If G is a graph (connected or disconnected) and the removal of one of its vertices results
in the number of components of G increasing, then that vertex is called a cut-vertex.
A graph G is said to be regular if every vertex v ∈ Z(G) has the same degree. If that
degree is r, then we call G r-regular. We now dene a complete graph:
Denition 2.3.5. A graph G of order n is said to be complete, denoted by Kn, if all








The following are examples of complete graphs:
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Figure 2.1: Complete graphs
♦
In certain instances the vertex set Z(G) of a graph G can be partitioned into sets, de-
pending on the adjacency of the vertices.
Denition 2.3.7. A graph G is said to be bipartite if the vertex set of G, Z(G), can be
partitioned into two (partite) sets such that every edge of G occurs only between vertices
from distinct partite sets.
Example 2.3.8.














Figure 2.2: A bipartite graph G
The graph G being bipartite may be easily seen if we interchange the vertices v3 and v4
while retaining their adjacency in (a) to obtain (b). Another means of determining whether
a graph is bipartite, is if we use vertex colouring. The idea is to use a dierent colour
every time we colour adjacent vertices, while keeping the number of dierent colours to
a minimum. If we choose colour 1 for a vertex, say v1, and choose a dierent colour,
say colour 2, for vertices adjacent to v1, then we can use the colour 2 for vertices v2 and
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v4, since neither of them are adjacent to one another. We can use colour 1 again for v3,
since it is not adjacent to v1. If we continue in this manner, we will nd that 2 colours
are sucient, hence our vertices can be partitioned into 2 sets. ♦
The following result can be found in [14].
Theorem 2.3.9. A non-trivial graph is bipartite if and only if it contains no odd cycles.
In the example above, the graph G is not a complete bipartite graph, since it is not the
case that every vertex in the one partite set is adjacent to every vertex in the other partite
set. If k is the least number of partite sets in any partition of the vertex set V (G) of the
graph G such that all edges in G occur only between vertices in distinct partite sets, then
G is said to be k-partite.
Example 2.3.10.







Figure 2.3: A complete bipartite graph K4,3
♦
There are many ways in which one can produce a new graph from one or more given
graphs. One of those ways is dened as follows:
Denition 2.3.11. The complement G of a graph G is the graph with vertex set Z(G)
such that two vertices in G are adjacent if and only if they are not adjacent in G.
For further reading, we direct the reader to [6] and [14].
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Near-vector space graphs and
constructions
3.1 Introduction
In this section we focus on some near-vector space graphs and constructions. In Section 3.2
we look at the regularity and bration graphs of near-vector spaces. Finally, in Section 3.3
we look at constructions of near-vector spaces. We begin with the direct sum of subspaces
and end with quotient spaces.
3.2 Some graphs of near-vector spaces
3.2.1 The regularity graph
As remarked before, regularity is central in the theory of near-vector spaces. In [12] the
regularity graph of a near-vector space was dened. This graph allows us to have a visual
representation of the regularity of a near-vector space.
Denition 3.2.1. ([12]) Let (V, F ) be a near-vector space and let Z(V ) be Q(V )∗ =
Q(V )\{0}. The regularity graph of V , denoted Γ(V ), is the graph with vertices Z(V ) and
edges ab if and only if a and b are compatible.
Isomorphisms preserve regularity graphs:
Theorem 3.2.2. ([12]) If (V1, F1) and (V2, F2) are isomorphic near-vector spaces, then
Γ(V1) ∼= Γ(V2).
We focus on the construction discussed in Section 2.2.1. Thus we let V = Fm, m ∈ N,
where F is a nite Dickson near-eld and ψ is the identity automorphism. In other words,
34
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we have that for all (x1, x2, . . . , xm) ∈ V and α ∈ F ,
(x1, x2, . . . , xm)α = (x1α, x2α, . . . , xmα).
Since for this construction, V is always regular, we have that:
Proposition 3.2.3. ([12]) For V = Fm, m ∈ N, F a nite Dickson near-eld and ψ the
identity automorphism, Γ(V ) = K|Q(V )∗|.
If F is a nite eld, then (V, F ) is a vector space and so it is clear that:
Lemma 3.2.4. ([12]) Let V = Fm, where F is a nite eld and ψ the identity automor-
phism, then V is a vector space over F and
Γ(V ) = K|F |m−1.
From Proposition 3.2.3 it is clear that in order to better describe the regularity graph in
the case where F is a nite Dickson near-eld, we need a formula for the cardinality of
Q(V )∗. The rst theorem below holds for a particular sub-class of nite Dickson near-
elds, i.e. those where the Dickson pair (q, n) has the form q = p.
Theorem 3.2.5. ([12]) For the near-vector space (V, F ), where V = Fm and F =
DF (p, n) a nite Dickson near-eld with the scalar multiplication dened for all (x1, . . . , xm) ∈
V, α ∈ F by
(x1, . . . , xm)α = (x1α, . . . , xmα),
we have that
|Q(V )| = p
m − 1
p− 1
(pn − 1) + 1.
However, in [28], the above result was extended to all nite Dickson near-elds, that is,
q = pl for l ≥ 1.
Theorem 3.2.6. ([28]) Let V = Fm be a regular near-vector space over a nite near-eld
F = DF (q, n) with scalar multiplication dened for all (x1, . . . , xm) ∈ V and α ∈ F by
(x1, . . . , xm)α = (x1α, . . . , xmα),
such that |Fd| = q for some prime power q. Then
|Q(V )| = q
m − 1
q − 1
(qn − 1) + 1.
We can now describe the regularity graph for the construction under consideration.
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Proposition 3.2.7. Let V = Fm, where F is the nite Dickson near-eld associated with
the pair of Dickson numbers (q, n). Then




Referring back to Example 2.2.35, let (V, F ) be a near-vector space, with V = F 3 and
F =DF(3, 2). Suppose the scalar multiplication is dened for all (x, y, z) ∈ V and α ∈ F
by
(x, y, z)α = (xα, yα, zα).
The cardinality of Q(V ) using Theorem 3.2.6 is
|Q(V )| = 3
3 − 1
3− 1
(32 − 1) + 1
= 105.
Thus Γ(V ) = K104. ♦
We now move further away from traditional vector spaces and consider near-vector spaces
where the multiplicative automorphisms are not all the identity.
In this case V is not necessarily regular. Let the canonical decomposition of V into
maximal regular subspaces be given by V = V1⊕· · ·⊕Vk andm1, . . . ,mk be the dimensions
of V1, . . . , Vk, respectively.
Theorem 3.2.9. ([12]) For the near-vector space (V, F ), where V = Fm, F = DF (p, n),
the proper Dickson near-eld of pn elements and scalar multiplication is dened for all
(x1, . . . , xm) ∈ V and α ∈ F by
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α)),
where the ψ′is are automorphisms of (F, ·), for i ∈ {1, . . .m}, we have that




(pn − 1) + . . .+ p
mk − 1
p− 1
(pn − 1) + 1
=
pm1 + · · ·+ pmk − k
p− 1
(pn − 1) + 1.
As before, the above statement was generalised in [28] for all nite Dickson near-elds.
Theorem 3.2.10. ([28]) Let V be an m-dimensional near-vector space over a nite near-
eld F = DF (q, n) such that |Fd| = q for some prime power q and |F | = qn. Let
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Vi be the canonical decomposition of V with dim(Vi) = mi for i ∈ {1, . . . k}.
Then




(qn − 1) + . . .+ q
mk−1
q − 1
(qn − 1) + 1
=
qm1 + · · ·+ qmk − k
q − 1
(qn − 1) + 1.
Proposition 3.2.11. ([12]) Let V = Fm where F = DF (p, n) is a nite Dickson near-
eld for (p, n) a Dickson pair, where p is prime. If we consider the near-vector space






for i = {1, . . . , k}.
From Proposition 3.2.11 we have
Theorem 3.2.12. ([12]) Let V = Fm where F = DF (p, n) is a nite Dickson near-eld
for (p, n) a Dickson pair, where p is prime. If we consider the near-vector space (V, F ),





for i = {1, . . . , k}.
It is clear that:
Proposition 3.2.13. ([12]) The graph Γ(V ) has exactly k components, where k is the
number of maximal regular subspaces in the canonical decomposition of V .
To illustrate the above proposition and theorem, let us consider the following example.
Example 3.2.14.
Referring to Example 2.2.48 where V = F 3, F = DF (3, 2). For the near-vector space
(V, F ), we have











(32 − 1) = 8. ♦
We generalise Proposition 3.2.11 and Theorem 3.2.12 for a nite Dickson near-eldDF (q, n).
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Proposition 3.2.15. Let V = Fm be a non-regular near-vector space over F = DF (q, n).





for i = {1, . . . , k}.
Theorem 3.2.16. Let (V, F ) be a non-regular near-vector space, where V = Fm and
F = DF (q, n). If V = V1 ⊕ V2 ⊕ · · · ⊕ Vk is the canonical decomposition of V , then





for i = {1, . . . , k}.
We close this section with some category theory as in [12]; however, we let V be the
category of nite-dimensional near-vector spaces over a nite Dickson near-eld DF(q, n)
instead of DF(p, n).
Let D be the category of nite graphs which may have loops and multiple edges as objects
and graph homomorphisms as morphisms. Recall that a function φ : Z(G) → Z(H) is a
homomorphism from a graph G = (Z(G), E(G)), with Z(G) the set of vertices and E(G)
the set of edges, to a graph H = (Z(H), E(H)) if it preserves edges, i.e. for all edges
uv ∈ E(G), φ(u)φ(v) ∈ E(H). Let V be the category of nite dimensional near-vector
spaces over a nite Dickson near-eld DF(q, n). Let γ be the mapping that assigns to
every near-vector space (V, F ) its regularity graph Γ(V ) and suppose that γ maps every
linear mapping to the restriction of that linear mapping to Q(V )∗. This is a correction to
the original result in [12], where γ mapped a linear mapping to itself. Then we can show
that:
Proposition 3.2.17. ([12]) γ is a covariant functor from category V to D.
Proof. γ maps a near-vector space (V, F ) in V to the graph Γ(V ) as dened above. Now let
f : (V1, F )→ (V2, F ) be a linear mapping from the near-vector space (V1, F ) to the near-
vector space (V2, F ). If uv ∈ E(Γ(V1)), then by Proposition 2.2.23, f(u)f(v) ∈ E(Γ(V2)
and so γ(f) = f is a graph homomorphism from Γ(V1) to Γ(V2). So γ is well-dened.
Also we have γ(f ◦g) = f ◦g = γ(f)◦γ(g) and γ(1(V,F )) = 1Γ(V ), for all composable linear
maps f and g and near-vector spaces (V, F ). Therefore γ is a covariant functor.
The category V has a subcategory R consisting of all regular near-vector spaces over F as
the set of objects and the linear mappings between them as the set of morphisms. This
is a full subcategory of V , since for all regular near-vector spaces (V1, F ) and (V2, F ) we
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haveMorR(V1, V2) =MorV(V1, V2), whereMorR(V1, V2) is the set of all linear mappings
from V1 to V2 in the category R. Also the category of all complete graphs together with
graph morphisms between them is a full subcategory of D. We denote it by E . One may
think that the restriction of γ from R to E is an equivalence of categories. But this is
not the case. In fact γ is just faithful. But γ is neither full nor essentially surjective. We
prove it in the following proposition.
Proposition 3.2.18. ([12]) The restriction of γ from R to E is a faithful functor but not
essentially surjective and full.
Proof. γ is faithful because γ(f) = f for all f . We show that γ is not essentially surjective.
γ will be essentially surjective if for a given complete graph Γt, it is always possible to
nd a regular near-vector space (V, F ) ∈ R such that γ(V, F ) = Γ(V ) is isomorphic to
Γt. So we should have |Z(Γt)| = |Q(V )∗| = t, and so for any positive integer t we should
be able to nd a near-vector space such that |Q(V )∗| = t. But this is not true in general.
Using Theorem 3.2.5, the cardinality of the quasi-kernel of any regular near-vector space
V in R is of the form
|Q(V )| = q
n − 1
q − 1
(qm − 1) + 1,
with (q, n) a pair of Dickson numbers. |Q(V )∗| cannot be 9, for example, and there are
many other such examples. Thus we cannot nd a near-vector space (V, F ) such that
its regularity graph is isomorphic to K9, the complete graph of order 9. Therefore the
restriction of γ from R to E is not essentially surjective. To show that it is not full,
we use the fact that any set function from Z(Kn) to Z(Km), where Kn and Km are
complete graphs, is a graph homomorphism from Kn to Km. Since both are complete
graphs, if f : Z(Kn) → Z(Km) is any set function then we have for all xy ∈ E(Kn),
f(x)f(y) ∈ E(Km). But it is not true in general that every function between regular
near-vector spaces is a linear mapping. So for regular near-vector spaces (V1, F ), (V2, F ),
we have in generalMorR((V1, F ), (V2, F )) (MorR(Γ(V1),Γ(V2)). Hence γ is not full.
Theorem 3.2.19. ([12]) There are no subcategories V1 of V and D1 of D such that γ is
an equivalence from V1 to D1.
Proof. Let's suppose that there are subcategories D1 of D and V1 of V such that γ is an
equivalence from V1 to D1. We show that γ is not full and this will prove that γ cannot
be an equivalence. Let (V, F ) be an object of V1 and let V = V1⊕· · ·⊕Vr be its canonical
decomposition. Then the regularity graph, γ((V, F )), is of the form Kn1 ∪ · · · ∪ Knr ,
where Kni is a complete graph for i ∈ {1, . . . , r}. Since γ(f) = f , we should have
MorV1(V, V ) =MorD1(Γ(V ),Γ(V )) assuming the fact that γ is full. But we see that any
function g : Z(Γ(V )) → Z(Γ(V )) satisfying f(Z(Kni)) ⊂ Z(Knj), for i, j ∈ {1, . . . , r}, is
a graph homomorphism from Γ(V ) to Γ(V ), since the Kni
′s are complete graphs. So g
should also be a linear mapping from (V, F ) to itself. This is not true in general. So γ is
not full. Therefore γ is not an equivalence from V1 to D1.
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3.2.2 The bration graph
In this section we study the brations of near-vector spaces. Fibrations are important
since they allow us to dene some incidence structures for near-vector spaces, for example
see [17].
We rst dene a graph to capture the equivalence relation  (Denition 2.2.29). Note
that since  is an equivalence relation on V , it is one on Q(V ), thus we can dene:
Denition 3.2.20. For the near-vector space (V,A), we dene the bration graph ΓF(V )
of V as the graph with vertices Z(V ), the elements of Q(V )∗ = Q(V ) \ {0} and edges ab
if and only if a  b for a, b ∈ Q(V )∗.
Isomorphisms preserve bration graphs.
Proposition 3.2.21. If (V1, A1) and (V2, A2) are isomorphic near-vector spaces, then
ΓA1(V1)
∼= ΓA2(V2).
Proof. Let (V1, A1) and (V2, A2) be isomorphic near-vector spaces. Suppose the isomor-
phism is (θ, η). Let
f : (Z(ΓA1(V1))→ (Z(ΓA2(V2))
v 7→ θ(v).
Then f is one-to-one and by Proposition 2.2.27, θ(v) ∈ Q(V2). Suppose uv ∈ E(ΓA1(V1)),
then u  v and v = uλ for some λ ∈ A∗1. If v ∈ V ∗1 , then by Denition 2.2.24 and
Proposition 2.2.27 we have that
f(v) = θ(v) = θ(uλ)
= θ(u)η(λ), with η(λ) ∈ A∗2
= f(u)η(λ).
Therefore, f(u)  f(v) and f(u)f(v) ∈ E(ΓA2(V2)), proving that f preserves adjacency.
It is useful to note that by the denition of a near-vector space, A is a group action on V
and the orbits for all v ∈ V under A is given by
[v] = {u ∈ V |u  v}.
A question that arises is, can we relate the above equivalence relation to ∼? Recall that ∼
is the equivalence relation dened on elements in Q(V )∗, where for u, v ∈ Q(V )∗, u ∼ v if
and only if there exists a λ ∈ A∗ such that u+ vλ ∈ Q(V ). The two equivalence relations
∼ and  are related in the following manner:
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 3. NEAR-VECTOR SPACE GRAPHS AND CONSTRUCTIONS 41
Lemma 3.2.22. ([17]) Let (V,A) be a near-vector space and u, v ∈ Q(V )∗ with u  v,
then u ∼ v.
While it is true that under certain conditions  implies ∼ (see [17]), the converse is not
true. We illustrate this with a counter-example.
Example 3.2.23. Let (V, F ) be a near-vector space, where V = (Z5)4 and F = Z5, and
scalar multiplication is dened for all (x1, x2, x3, x4) ∈ V and α ∈ F by
(x1, x2, x3, x4)α = (x1α, x2α
3, x3α, x4α
3).
V is not regular and the canonical decomposition of V is given by V = V1 ⊕ V2, where
Vi = Qi for i ∈ {1, 2} is given by
V1 = {(a, 0, c, 0)|a, c ∈ F}
V2 = {(0, b, 0, d)|b, d ∈ F}.
Let u, v ∈ Q(V ), where u = (1, 0, 2, 0) and v = (1, 0, 3, 0). Then u ∼ v since there exists
a λ ∈ F ∗ such that u+ vλ ∈ Q(V ), but no such λ′ ∈ F ∗ such that u = vλ′. Hence ∼ does
not imply . ♦
For the rest of this section we focus on near-vector spaces, (V, F ), where V = Fm and
F = GF (pr) is a nite eld and scalar multiplication is dened for all (x1, . . . , xm) ∈ V
and α ∈ F by
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α))
where the ψi's are automorphisms of (F, ·). We focus on the rst block construction in
Section 2.2.1, i.e. Ai, where i ∈ {1, . . . , k}, is a partition of {1, . . . ,m} where Ai = {j ∈
I|ψi(α) = ψj(αp
l
) for some l ∈ {0, . . . , r− 1}}. By using Theorem 2.2.32, it was shown in
[17] that these constructions are always bered groups, or can be decomposed into bered
groups.
Theorem 3.2.24. ([17]) Any near-vector space (V, F ), where V = Fm, with F = GF (pr)
and scalar multiplication dened for all (x1, . . . , xm) ∈ V and α ∈ F as
(x1, . . . , xm)α := (x1ψ1(α), . . . , xmψm(α)),
where the ψ′is are automorphisms of (F, ·) is a bered group, or can be decomposed into
bered groups.
It is not dicult to show that:
Proposition 3.2.25. For the near-vector space (V, F ) where F is a nite eld, each of
the regular maximal near-vector spaces in the decomposition of V determines a bration.
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Proof. There are two cases to consider.
Case 1: V is regular then by Theorem 2.2.46, Q(V ) = V . V is then its own decomposition
into maximal regular subspaces and by Theorem 2.2.32, there will be one bration, namely
F = {bA|b ∈ Q(V )∗}.
Case 2: V is not regular, then by Lemma 2.2.44 it decomposes into maximal regular
subspaces, say V = V1 ⊕ · · · ⊕ Vk for some k ∈ N, where by Theorem 2.2.46, Q(Vi) = Vi
for each i ∈ {1, . . . , k}. By Theorem 2.2.32 each of these is a bered group, thus there
will be k of them.
Finally, it can be shown when the bers and the maximal subspaces of a near-vector space
coincide.
Theorem 3.2.26. ([17]) Let F = GF(pr) and V = Fm be a near-vector space with scalar
multiplication dened for all (x1, . . . , xm) ∈ V and α ∈ F by
(x1, . . . , xm)α := (x1ψ1(α), . . . , xmψm(α)),
where the ψi's are automorphisms of (F, ·) and for all i, j ∈ I and α ∈ GF(pr), ψi(α) 6=
ψj(α
pl), for any l ∈ {0, . . . , r − 1}, then (V,F) is a bration where the bers are the
maximal regular subspaces in the canonical decomposition of V .
This allows us to link the regularity and bration graphs.
Theorem 3.2.27. For the near-vector space construction dened in Theorem 3.2.26 we
have that
ΓF(V ) ∼= Γ(V ).
Proof. Dene
g : Z(ΓF(V ))→ Z(Γ(V ))
v → v, i.e. the identity map
Then g is one-to-one since Z(ΓF(V )) = Z(Γ(V )). Now suppose that uv ∈ E(ΓF(V )),
then v = uλ1, for λ1 ∈ F ∗ and u and v belong to the same Fi for some i ∈ {1, . . . , n}.
But this implies, by Theorem 3.2.26, that u and v belong to the same maximal regular
subspace Vi, for i ∈ {1, . . . , k}. Thus g(u)g(v) ∈ E(Γ(V )) and ΓF(V ) ∼= Γ(V ).
Furthermore, we need to show that g−1 is a graph homomorphism. Since g is one-to-one,
the inverse of g exists. But by Lemma 3.2.22, we have that u  v implies u ∼ v for
u, v ∈ Q(V )∗. In other words, uv ∈ E(ΓF(V )) implies that uv ∈ E(Γ(V )). We then have
that g−1(uv) = uv = g−1(u)g−1(v).
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For results 3.2.28 to 3.2.31 we return to the near-vector space with scalar multiplication
dened for all (x1, . . . , xm) ∈ V and all α ∈ F by
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α)),
where the ψi's are automorphisms of (F, ·) for all i ∈ I.
We have already remarked that in general, V being regular does not imply that Q(V ) = V .
But for nite eld constructions, it turns out that the two are equivalent (see Theorem
2.2.46).
We use this to prove the following result.
Proposition 3.2.28. Let F = GF (pr) and (V, F ) be a near-vector space. Then the
bration graph ΓF(V ) is a subgraph of the regularity graph Γ(V ).
Proof. We have that Z(ΓF(V )) = Z(Γ(V )) and by Lemma 3.2.4 if u  v, i.e. uv ∈
E(ΓF(V )) then u ∼ v, i.e. uv ∈ E(Γ(V )). Thus ΓF(V ) is a subgraph of Γ(V ).
Remark 3.2.29.
We note that if (V, F ) is regular, we have that |P (V )| = p
rm − 1
pr − 1
(see [17]). In fact, we
can link this with the cardinality of Q(V ). Since in this case Q(V ) = V , we have that
|V | = |P (V )|(pr − 1) + 1 = |Q(V )|.
We can now show that:
Theorem 3.2.30. If (V, F ) is a near-vector space where F is a nite eld, then




(2) if Q(V ) 6= V , then ΓF(V ) =
k⋃
i=1




Proof. 1. Suppose Q(V ) = V , then by Theorem 3.2.24, (V,+,F) is a bered group
where F = {aF |a ∈ Q(V )∗}. It follows that the bration graph will be the union of
complete graphs each representing a ber, up to the number of equivalence classes,
|P (V )|.
2. Suppose Q(V ) 6= V , then by Theorem 2.2.18, V can be decomposed into maximal
regular near-vector spaces Vi, i ∈ {1, . . . , k}, where since F is a eld, by Lemma
2.2.44, Q(Vi) = Vi. Then by Theorem 2.2.46 each (Vi, F ) is a regular near-vector
space and each (Vi,Fi) is a bered group for i ∈ {1, . . . , r}. Hence the bration
graph will be the union of all the complete graphs of each ber of each bration Fi.
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From this it is clear that:
Corollary 3.2.31. If (V, F ) is a near-vector space where F is a nite eld, then
1. if Q(V ) = V , ΓF(V ) has |P (V )| components.





Refer to Example 2.2.43, with F = GF (33) and V = F 4. Suppose for all (x1, x2, x3, x4) ∈
V and all α ∈ F , scalar multiplication is dened by
(x1, x2, x3, x4)α = (x1α, x2α
3, x3α, x4α
9).




= α mod 26
= ψ1(α).
Thus, by Lemma 2.2.41, V is regular. Thus F = {aF |a ∈ V ∗}. By Theorem 2.2.46,
Q(V ) = V and so |P (V )| = |F|, where |P (V )| = 3
12 − 1
33 − 1
= 20, 440. ♦
In the following example we look at a near-vector space which is not regular.
Example 3.2.33.
Refer to Example 2.2.45, where V = (Z5)4 and F = Z5, and scalar multiplication is
dened for all (x1, x2, x3, x4) ∈ V and α ∈ F by
(x1, x2, x3, x4)α = (x1α, x2α
3, x3α, x4α
3).
We have V = V1 ⊕ V2 and (Vi,Fi) is a bered group for i ∈ {1, 2}, where
F1 = {{(1, 0, 0, 0)F}, {(0, 0, 1, 0)F}, {(1, 0, 1, 0)F}, {(1, 0, 2, 0)F}, {(1, 0, 3, 0)F}, {(1, 0, 4, 0)F}}
and
F2 = {{(0, 1, 0, 0)F}, {(0, 0, 0, 1)F}, {(0, 1, 0, 1)F}, {(0, 1, 0, 2)F}, {(0, 1, 0, 3)F}, {(0, 1, 0, 4)F}}.
Thus ΓF(V ) = ΓF1(V1)
⋃
ΓF2(V2) where ΓF1(V1) =
6⋃
i=1
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(3, 0, 0, 0)
(1, 0, 0, 0)(2, 0, 0, 0)
(4, 0, 0, 0) (0, 1, 0, 1)
(0, 2, 0, 2)(0, 3, 0, 3)
(0, 4, 0, 4)
Figure 3.1: K4 graphs representing components in ΓF1(V1) (left) and ΓF2(V2)
♦
If we consider the construction (V, F ) with V = (Zp)m, we can say more. Since all the
non-zero elements of (Zp,+) are generators, we can form the set of all generators
S = {gi|i ∈ {1, . . . , p− 1}} = Z∗p.
We can use this to completely describe the bers in the case where V is not regular.
We have a block construction where Ai = {b1, b2, . . . , bs} for some s ∈ N is a cell in the
partition of {1, . . . ,m} . We want to characterise the m-tuples used to generate each ber
of the near-vector space.
For ease of use, let 1 be xed for the rst non-zero component. Let gi1 be the second
non-zero component in the m-tuple, where gi1 , i1 ∈ {1, . . . , p − 1} runs once through
the entire set of elements of S, i.e. p − 1 times. Then (gi1)i2 denotes a component in
the m-tuple where for each gi1 ∈ S in a preceding component, (gi1)i2 will run through
all elements of S (p − 1) times. In total, (gi1)i2 will result in (p − 1)2 tuples. For each
(gi1)i2 ∈ S in a preceding component, ((gi1)i2)i3 will denote a component in the m-tuple
that will run through all elements of S (p − 1) times, and therefore result in (p − 1)3
tuples. The m-tuples will contain zeros in all the positions not labelled b1, b2, . . . , bs. Let
the s-tuple denote the tuple after all the zero positions are removed from the m-tuples.
Proposition 3.2.34. Let V = Fm where F = Zp and V is not regular. Let Ai =
{b1, b2, . . . , bs} be a cell in the partition of {1, . . . ,m} as below Example 3.2.23, for i ∈
{1, . . . , k} and S = {g1, g2, . . . , gp−1} be the set of generators, where gcd(gi, p) = 1. Then
the s-tuples (where m − s zeros have been removed) of each of the k bers will have the
following form:
 ej, where ej has 1 in position j, for j ∈ Ai, i ∈ {1, . . . , k}, and zeros elsewhere;
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 3. NEAR-VECTOR SPACE GRAPHS AND CONSTRUCTIONS 46
 (1, gi1 , . . . , 0), (1, 0, gi1 , . . . , 0), . . . (1, 0, . . . , gi1), (0, 1, gi1 , . . . , 0), . . . (0, 1, . . . , gi1), . . .
(0, . . . , 1, gi1), where gi1 ∈ S and i1 = {1, . . . , p− 1};
 (1, gi1 , (gi1)i2 , . . . , 0), (1, gi1 , 0, (gi1)i2 , . . . , 0),(1, gi1 , . . . , (gi1)i2), . . . (1, 0, gi1 , . . . , (gi1)i2),
. . . (0, 1, gi1 , (gi1)i2 , . . . , 0), . . . (0, 1, gi1 , . . . , (gi1)i2), . . . (0, . . . , 1, gi1 , (gi1)i2),
where gi1 , (gi1)i2 ∈ S and i1, i2 ∈ {1, . . . , p− 1};
...
 (1, gi1 , (gi1)i2 , . . . , (((gi1)i2)i3 . . .)is−1), where gi1 , . . . , (((gi1)i2)i3 . . .)il ∈ S, l ∈ {1, . . . , s−
1} and il = {1, . . . , p− 1}.




Proof. We start with the least number of nonzero entries up until the most. The s-
tuple ej, with 1 in position j, where j ∈ {1, . . . , s}, and zeros everywhere else, will






= s. Moving to two nonzero components, we must choose two of the
components of the s-tuple to be non-zero; and for each of these choices, the rst component







For three non-zero components, we must choose two of the components of the s-tuple to
be non-zero; and for each of these choices, the rst component must be 1 while the other
two can be any of the p − 1 elements in S. The rst of these two components, gi1 , will
run through the elements of S, and for each of the elements of S in this component, the





(p − 1)2 of
these. We continue in this manner until we reach s nonzero entries and we have one xed


































The total number of s-tuples correspond to the cardinality of the pseudo-projective space
|P (Vi)|, i ∈ {1, . . . , k}, of the maximal regular subspace Vi, as it should by Remark 3.2.29.
We illustrate the result with an example.
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Example 3.2.36.
Let V = (Z5)6 where F = Z5 and suppose we are given that A1 = {1, 3, 5, 6} and A2 =
{2, 4} gives the partition of {1, . . . , 6}. If we want to list all the generating 4-tuples of F1,
where we remove the zeros of the second and fourth component, we get the following.
 (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), and (0, 0, 0, 1);
 (1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1), (0, 1, 1, 0), (0, 1, 0, 1), (0, 0, 1, 1),
(1, 2, 0, 0), (1, 0, 2, 0), (1, 0, 0, 2), (0, 1, 2, 0), (0, 1, 0, 2), (0, 0, 1, 2),
(1, 3, 0, 0), (1, 0, 3, 0), (1, 0, 0, 3), (0, 1, 3, 0), (0, 1, 0, 3), (0, 0, 1, 3),
(1, 4, 0, 0), (1, 0, 4, 0), (1, 0, 0, 4), (0, 1, 4, 0), (0, 1, 0, 4), and (0, 0, 1, 4);
 (1, 1, 1, 0), (1, 1, 0, 1), (1, 0, 1, 1), (0, 1, 1, 1)
(1, 1, 2, 0), (1, 1, 0, 2), (1, 0, 1, 2), (0, 1, 1, 2)
(1, 1, 3, 0), (1, 1, 0, 3), (1, 0, 1, 3), (0, 1, 1, 3)
(1, 1, 4, 0), (1, 1, 0, 4), (1, 0, 1, 4), (0, 1, 1, 4)
(1, 2, 1, 0), (1, 2, 0, 1), (1, 0, 2, 1), (0, 1, 2, 1)
(1, 2, 2, 0), (1, 2, 0, 2), (1, 0, 2, 2), (0, 1, 2, 2)
(1, 2, 3, 0), (1, 2, 0, 3), (1, 0, 2, 3), (0, 1, 2, 3)
(1, 2, 4, 0), (1, 2, 0, 4), (1, 0, 2, 4), (0, 1, 2, 4)
(1, 3, 1, 0), (1, 3, 0, 1), (1, 0, 3, 1), (0, 1, 3, 1)
(1, 3, 2, 0), (1, 3, 0, 2), (1, 0, 3, 2), (0, 1, 3, 2)
(1, 3, 3, 0), (1, 3, 0, 3), (1, 0, 3, 3), (0, 1, 3, 3)
(1, 3, 4, 0), (1, 3, 0, 4), (1, 0, 3, 4), (0, 1, 3, 4)
(1, 4, 1, 0), (1, 4, 0, 1), (1, 0, 4, 1), (0, 1, 4, 1)
(1, 4, 2, 0), (1, 4, 0, 2), (1, 0, 4, 2), (0, 1, 4, 2)
(1, 4, 3, 0), (1, 4, 0, 3), (1, 0, 4, 3), (0, 1, 4, 3)
(1, 4, 4, 0), (1, 4, 0, 4), (1, 0, 4, 4), and (0, 1, 4, 4);
 (1, 1, 1, 1), (1, 1, 1, 2), (1, 1, 1, 3), (1, 1, 1, 4)
(1, 1, 2, 1), (1, 1, 2, 2), (1, 1, 2, 3), (1, 1, 2, 4)
(1, 1, 3, 1), (1, 1, 3, 2), (1, 1, 3, 3), (1, 1, 3, 4)
(1, 1, 4, 1), (1, 1, 4, 2), (1, 1, 4, 3), (1, 1, 4, 4)
(1, 2, 1, 1), (1, 2, 1, 2), (1, 2, 1, 3), (1, 2, 1, 4)
(1, 2, 2, 1), (1, 2, 2, 2), (1, 2, 2, 3), (1, 2, 2, 4)
(1, 2, 3, 1), (1, 2, 3, 2), (1, 2, 3, 3), (1, 2, 3, 4)
(1, 2, 4, 1), (1, 2, 4, 2), (1, 2, 4, 3), (1, 2, 4, 4)
(1, 3, 1, 1), (1, 3, 1, 2), (1, 3, 1, 3), (1, 3, 1, 4)
(1, 3, 2, 1), (1, 3, 2, 2), (1, 3, 2, 3), (1, 3, 2, 4)
(1, 3, 3, 1), (1, 3, 3, 2), (1, 3, 3, 3), (1, 3, 3, 4)
(1, 3, 4, 1), (1, 3, 4, 2), (1, 3, 4, 3), (1, 3, 4, 4)
(1, 4, 1, 1), (1, 4, 1, 2), (1, 4, 1, 3), (1, 4, 1, 4)
(1, 4, 2, 1), (1, 4, 2, 2), (1, 4, 2, 3), (1, 4, 2, 4)
(1, 4, 3, 1), (1, 4, 3, 2), (1, 4, 3, 3), (1, 4, 3, 4)
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(1, 4, 4, 1), (1, 4, 4, 2), (1, 4, 4, 3), and (1, 4, 4, 4).
If we total the number of generating tuples for F1, we get






Furthermore, the generating tuples for F2 is given by (1, 0), (0, 1) and (1, 1), (1, 2), (1, 3)
and (1, 4). ♦
Remark 3.2.37.
We note that 1 can be replaced by any other generator as the xed element.
As in the previous section, we will look at some category theory applicable to the bration
graphs. We dene VF and D in a similar manner as the previous section, namely D is the
category of nite graphs (with possible loops and multiple edges) as objects and graph
homomorphisms as morphisms, and VF the category of nite dimensional near-vector
spaces over a nite eld F . However, in our case we dene χ to be the mapping that
assigns to every near-vector space (V, F ) its bration graph ΓF(V ) while χ maps every
linear mapping to the restriction of that linear mapping to Q(V )∗.
Proposition 3.2.38. The mapping χ is a covariant functor from category VF to D.
Proof. Dene
χ : VF =⇒ D
with object part
χ : obj(VF)→ obj(D)
and arrow part
χ : Mor(VF) → Mor(D)
Let f : (V1, F ) → (V2, F ) be a linear mapping from the near-vector space (V1, F ) to the
near-vector space (V2, F ), where χ maps every linear mapping to the restriction of that
linear mapping to Q(V )∗. We need to show that χ is well-dened, that the composition
of morphisms is dened and the identity morphism exists.
Let u, v ∈ Z(ΓF(V1)), then by Proposition 2.2.23, f(u), f(v) ∈ Z(ΓF(V2)). If uv ∈
E(ΓF(V1)), then f(u)f(v) ∈ E(ΓF(V2)). Therefore, χ(f) = f is a graph homomorphism
from ΓF(V1) to ΓF(V2), and distinct homomorphism sets are disjoint.
The composition of morphisms for all composable linear mappings f and g is given by
χ(f ◦ g) = f ◦ g
= χ(f) ◦ χ(g).
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And lastly, the identity map for all near-vector spaces (V, F ) is given by
χ(1(V,F )) = 1ΓF (V ).
The category VF has a subcategory VQ consisting of all near-vector spaces over F with
Q(V ) = V being the objects, and the linear mappings between them as the set of mor-
phisms. VQ is a full subcategory of VF since we have that the set MorVQ(V1, V2) of all
linear mappings from V1 to V2 in VQ are exactly the set MorVF (V1, V2) of linear mappings
from V1 to V2 in VF . The category D, in this case, has a full subcategory E ′ of the union
of complete graphs with |P (V )| components, and graph homomorphisms between them,
as dened in the previous section.
If we look at the restriction of χ from VQ to E ′, we also nd that χ is faithful. For every
near-vector space over F , where F is a eld and where Q(V ) = V , we can map it to a
bration graph, which is a union of complete graphs. This restriction of χ is also not full,
as F is restricted by its prime power. We will prove it in the following proposition.
Proposition 3.2.39. The restriction of χ from VQ to E ′ is a faithful functor but not
essentially surjective and full.
Proof. To show that χ is faithful we show that the local arrow part of χ, that is, the
restriction of χ to MorVQ(V1, V2) is injective. Since χ(f) = f for all f ∈MorVQ(V1, V2) it
follows that if χ(f) = χ(g) then f = g for any g ∈MorVQ(V1, V2).
To show that χ is not essentially surjective, we need to show that for any union of complete
graphs E in E ′, we can nd a near-vector space (V, F ) in VQ such that χ(V, F ) = ΓF(V )
is isomorphic to E. This implies that |Z(ΓF(V ))| = n|Q(V )∗| = n|P (V )|, which is not
always possible since n = F ∗ is dependent on nding a suitable nite eld, which comes
with the restriction of a prime or prime power order. Therefore, the restriction of χ from
VQ to E ′ is not essentially surjective.
Lastly, we will show that χ is not full. We need to show that for every f ∈ Mor(ΓF(V1),ΓF(V2))
that is a graph homomorphism, we have that f is a linear mapping in VQ. Since ΓF(V1)
and ΓF(V2) are both isomorphic to the union of complete graphs, we have that f is a ho-
momorphism. However, not all f from (V1, F ) to (V2, F ) is necessarily a linear mapping,
and therefore, χ is not full.
Finally, we mention two graphs which were dened in [8] and [9] for vector spaces, namely
the subspace sum- and subspace inclusion graphs. For the purposes of this thesis we will
study the latter graph for near-vector space constructions over copies of nite elds.
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3.2.3 Subspace Inclusion graph of a near-vector space
In [8] the inclusion graph In(Vvs) of a nite-dimensional vector space Vvs over a nite
eld F of dimension greater than 1 is dened as follows: let the vertices Z(Vvs) be the
collection of proper non-trivial subspaces of Vvs, and for W1,W2 ∈ Z(Vvs), let the edges
E(Vvs) of Vvs contain (W1,W2) if either W1 ⊂ W2 or W2 ⊂ W1. In other words, we have
an edge between two proper non-trivial subspaces if one is contained in the other. Since
the author requires that dim(Vvs) > 1 we have that Z(Vvs) 6= ∅. In addition, all vector
spaces mentioned are nite-dimensional.
Throughout this section we will write GF(q) for the nite eld of q = pr elements, where
p is prime and r ∈ Z+. We will use "⊂" for proper containment.
We begin with a brief overview of the main results of [8]. The rst result determines
under what conditions In(Vvs) has a subgraph.
Theorem 3.2.40. ([8]) If Vvs is a vector space over a eld F and W is a subspace of Vvs
with dimension greater than 1, then In(W ) is a subgraph of In(Vvs).
By the denition of In(Vvs), subspaces of the same dimension cannot have an edge between
them. This is proven in the following lemma.
Lemma 3.2.41. ([8]) If W1 and W2 are two distinct subspaces of Vvs of the same dimen-
sion, then (W1,W2) /∈ E(Vvs) in In(Vvs).
It is also of interest to know when In(Vvs) will be an empty graph.
Corollary 3.2.42. ([8]) If dim(Vvs) = 2, then In(Vvs) is an edgeless graph.
Finally, we have that In(Vvs) will never be a complete graph.
Corollary 3.2.43. ([8]) In(Vvs) is not complete.
The author then studies properties of the inclusion graph where the vector space is con-
structed using copies of the nite eld F = GF (q). It is well-known that the number of






(qm − 1)(qm − q) . . . (qm − qt−1)
(qt − 1)(qt − q) . . . (qt − qt−1)
.
This formula was used to derive the following two results.
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Proposition 3.2.44. ([8]) Let Vvs be an m-dimensional vector space over a nite eld of









The next result looks at the degree of any vertex of the inclusion graph of a vector space.
Theorem 3.2.45. ([8]) If W is a t-dimensional non-trivial proper subspace of Vvs, then

















We now dene the subspace inclusion graph of a near-vector space.
Denition 3.2.46. Let V = Fm be a regular near-vector space over a eld F = GF (pr).
Then ΓI(V ) = (Z(V ), E(V )) denotes the subspace inclusion graph, where Z(V ) is the
collection of nontrivial proper subspaces of V and for W1,W2 ∈ Z(V ),
(W1,W2) ∈ E(V ) if either W1 ⊂ W2 or W2 ⊂ W1.
It is not dicult to prove that:
Theorem 3.2.47. If V is a near-vector space over a eld F and W is a subspace of V
with dimension greater than 1, then ΓI(W ) is a subgraph of ΓI(V ).
Proof. If dimW > 1, then by the denition of the subspace inclusion graph, ΓI(W ) exists.
Since all subspaces of W are also subspaces of V , the result follows.
In order to get a better feel for the inclusion graph, we need to rst establish that near-
vector spaces with the same dimension are isomorphic. We would like to credit Jacques
Rabie for his input in the following result.
Corollary 3.2.48. Let (V1, F ) and (V2, F ) be regular near-vector spaces over a nite eld
F = GF (pr). If dimV1 = dimV2, then (V1, F ) ∼= (V2, F ).
Proof. Let (V1, F ) be the near-vector space, where V1 = Fm and F = GF (pr), such that
scalar multiplication is dened for all (x1, . . . , xm) ∈ V1 and α ∈ F by
(x1, . . . , xm)α = (x1α
q1pl1 , . . . , xmα
q1plm )
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and let (V2, F ) be the near-vector space, where V2 = F
m and F = GF (pr), such that
scalar multiplication is dened for all (x1, . . . , xm) ∈ V1 and α ∈ F by
(x1, . . . , xm)α = (x1α
q2pk1 , . . . , xmα
q2pkm ).
Dene
θ : V1 → V2
by
(x1, . . . , xn) 7→ (xp
k1/pl1




η : F → F
by
α 7→ αq1/q2 .
We want to show that θ and η are group homomorphisms. Let si = ki − li, for i ∈





1 since F has characteristic p. For
(x1, . . . , xm), (y1, . . . , ym) ∈ V1, we have
θ((x1, . . . , xm) + (y1, . . . , ym)) = θ((x1 + y1, . . . , xm + ym))
= ((x1 + y1)













1 , . . . , x
psm
m ) + (y
ps1
1 , . . . , y
psm
m )





To show that θ and η are group isomorphisms, we show that for ker(θ) = {(0, . . . , 0)}
and ker(η) = 1, we get (0, . . . , 0) and 1, respectively. So for (x1, . . . , xm) ∈ V1,
θ((x1, . . . , xm)) = (0, . . . , 0)
(x
pk1/pl1
1 , . . . , x
pkm/plm
m ) = (0, . . . , 0)
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which implies that xi = 0 for i ∈ {1, . . . ,m}, and (x1, . . . , xm) = (0, . . . , 0). And for
α ∈ F ,
η(α) = 1
αq1/q2 = 1.
By Lemma 2.4 in [20], every element if F has a q-th root in F if and only if gcd(q, pr−1) =
1. Therefore we get that
α = 1.
Finally, we show that (θ, η) is an isomorphism. For (x1, . . . , xm) ∈ V1 and α ∈ F ,
θ((x1, . . . , xm)α) = θ((x1α




















= θ(x1, . . . , xm)η(α).
Hence, (θ, η) is an isomorphism.
Lemma 3.2.49. If W1 and W2 are two distinct subspaces of a near-vector space V = Fm,
where F = GF (pr), then (W1,W2) 6∈ E(ΓI(V )) if dimW1 = dimW2.
Proof. Let W1 and W2 are non-trivial proper distinct t-dimensional subspaces of V . Let
us suppose that (W1,W2) ∈ E(ΓI(V )), we will show that this leads to a contradiction.
Then we have two cases: either (a) W1 ⊂ W2 or (b) W2 ⊂ W1. Without loss of generality,
suppose that W1 ⊂ W2. By Lemma 2.2.8, we have that Q(W1) = W1 ∩ Q(W2), which
implies that Q(W1) ⊂ Q(W2). This is a contradiction since W1 and W2 have the same
dimension, which would imply that they have the same number of basis elements. Hence
(W1,W2) /∈ E(ΓI(V )).
In addition, the following corollaries are not dicult to prove.
Corollary 3.2.50. If dimV = 2, then ΓI(V ) is an edgeless graph.
Proof. Let dimV = 2, then all the proper non-trivial subspaces have dimension 1. By
Lemma 3.2.49, we have that none of these subspaces will be adjacent in ΓI(V ).
Corollary 3.2.51. ΓI(V ) is not complete.
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Proof. By denition, dimV > 1. Therefore, there exists at least two linearly independent
vectors (x1, . . . , xm), (y1, . . . , ym) ∈ V such that the subspaces W1,W2 generated by these
vectors, respectively, are not adjacent in ΓI(V ) , i.e. (W1,W2) /∈ E(ΓI(V ).
Corollary 3.2.52. Let V1 and V2 be two nite dimensional near-vector spaces over the
same eld F . If V1 and V2 are isomorphic, where (θ, η) is the isomorphism pair with η
the identity mapping, then
ΓI(V1) ∼= ΓI(V2).
Proof. Suppose (V1, F ) ∼= (V2, F ), then there exists a pair (θ, η) such that
θ : (V1,+)→ (V2,+)
v1 7→ v′1
and
η : (F ∗, ·)→ (F ∗, ·)
where η = id. To prove that the inclusion graphs of V1 and V2 are isomorphic, we need
to show that
(a) |Z(ΓI(V1))| = |Z(ΓI(V2))|; that is, subspaces are preserved, and
(b) if, for W1 and W2 non-empty, proper subspaces of V1, (W1,W2) ∈ E(ΓI(V1)), then
(θ(W1), θ(W2)) ∈ E(ΓI(V2)); that is, edges are preserved.
(a) We need to show that for any subspace, W1, it's image will also be a subspace.
By Corollary 2.2.12 , since F is a eld and thus a division ring, we need to show
that θ(W1) is non-empty and closed under addition and scalar multiplication. We
have that 0 ∈ W1, which means θ(0) ∈ θ(W1) and hence, θ(W1) is non-empty.
Furthermore, suppose that for w1, w2 ∈ W1 and α, β ∈ F , w1α, w2β ∈ W1. Then
θ(w1α + w2β) = θ(w1α) + θ(w2β)
= θ(w1)η(α) + θ(w2)η(β)
= θ(w1)α + θ(w2)β.
Since w1α + w2β ∈ W1, we have that θ(w1)α + θ(w2)β ∈ θ(W1). Hence, θ(W1)
is closed under addition and scalar multiplication, and the non-empty, proper sub-
spaces are preserved.
(b) We need to prove that if W1, W2 are non-empty, proper subspaces of V1 and W1 ⊂
W2, then θ(W1) ⊂ θ(W2). Let θ(w1) ∈ θ(W1) then since w1 ∈ W2, θ(w1) ∈ θ(W2).
Hence, θ(W1) ⊂ θ(W2).
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The converse of the above corollary is not true. We could have that subspace inclusion
graphs of near-vector spaces are isomorphic, but the near-vector spaces themselves are
not isomorphic. Consider the next example:
Example 3.2.53. Referring to Example 2.2.38, where V = F 4 is a near-vector space and
F =GF(33). By choosing (V1, F ) to be dened for all (x1, x2, x3, x4) ∈ V1 and all α ∈ F ,
by
(x1, x2, x3, x4)α = (x1α, x2α, x3α
5, x4α),
and (V2, F ) to be dened for all (x1, x2, x3, x4) ∈ V2 and all α ∈ F , by
(x1, x2, x3, x4)α = (x1α, x2α, x3α
7, x4α),
we will obtain two near-vector spaces that are not isomorphic, but their subspace inclusion
graphs will be isomorphic. ♦
We now state the result proven by S.P. Sanon for nding the number of t-dimensional
subspaces of a near-vector space.
Theorem 3.2.54. ([28]) Let V = Fm be a near-vector space over a nite near-eld F
with |Fd| = q and |F | = qn. Suppose V is regular, then the number of t-dimensional






(qm − 1)(qm − q) . . . (qm − qt−1)
(qt − 1)(qt − q) . . . (qt − qt−1)
.
The formula was derived from the number of dierent ways one can form a set of t linearly
independent vectors taken from Q(V ). We illustrate the above with the following example.
Example 3.2.55. Consider the regular near-vector space V = F 5 over nite eld F = Z5,
dened for all (x1, x2, x3, x4, x5) ∈ V and α ∈ F by




The canonical decomposition of V is given by V = V1⊕V2, where V1 = {(a, b, c, 0, 0)|a, b, c ∈







(53 − 1)(53 − 5)








The subspaces will have the form
(i) Wi = 〈(1, 0, a, 0, 0), (0, 1, b, 0, 0)〉 where i ∈ {1, 2, . . . , 25} and a, b ∈ Z5;
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(ii) Wj = 〈(1, c, 0, 0, 0), (0, 0, 1, 0, 0)〉 where j ∈ {26, . . . , 30} and c ∈ Z5; and
(iii) W31 = 〈(0, 1, 0, 0, 0), (0, 0, 1, 0, 0)〉.




i = 〈(1, a, b, 0, 0)〉 where i ∈ {1, 2, . . . , 25} and a, b ∈ Z5;
(ii) W
′
j = 〈(0, 1, c, 0, 0)〉 where j ∈ {26, . . . , 30} and c ∈ Z5; and
(iii) W
′
31 = 〈(0, 0, 1, 0, 0)〉.
♦
In a regular near-vector space, every subspace will also be regular. In addition to this,
no subspaces with the same dimension will be adjacent in the subspace inclusion graph.
This leads us to the following theorem.
Theorem 3.2.56. Let V = Fm be a regular near-vector space over F = GF (q). For all
(x1, . . . , xm) ∈ V and α ∈ F , dene scalar multiplication by
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α)),
where the ψi's are automorphisms of (F, ·). Then the inclusion graph ΓI(V ) is an (m−1)-
partite graph.






distinct subspaces of dimension
t, t ∈ {1, . . . ,m − 1}. By Lemma 3.2.49, the subspaces of the same dimension are not
adjacent in the subspace inclusion graph, hence these would form a set of non-adjacent
subspaces for every t and there would be m− 1 of them. Therefore, ΓI(V ) is an (m− 1)-
partite graph.
Next, we discuss the conditions for the existence of a subgraph of the inclusion graph of
a near-vector space.
Theorem 3.2.57. If V = Fm is a regular near-vector space over a nite eld F , and W
is a proper subspace of V with dimW > 1, then ΓI(W ) is a subgraph of ΓI(V ).
Proof. Suppose that W is a proper subspace of V with dimW > 1, then clearly Z(W )
is a subset of Z(V ). Moreover, since every subspace of W will be a subspace of V it
follows that for every (W1,W2) ∈ E(W ) we have (W1,W2) ∈ E(V ). Therefore, ΓI(W ) is
a subgraph of ΓI(V ).
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Proposition 3.2.58. Let V = Fm be a regular near-vector over a nite eld of order q.









Proof. Since the number of t-dimensional subspaces of anm-dimensional near-vector space






(qm − 1)(qm−1 − 1) · · · (qm−t+1 − 1)
(qt − q)(qt−1 − 1) · · · q − 1)
,









Finally, we look at the degree of a proper non-trivial subspace of V .
Theorem 3.2.59. If W is a t-dimensional non-trivial proper subspace of a regular near-

















Proof. The proof is divided into the case where we count the number of t-dimensional
distinct non-trivial proper subspaces that are contained in W , and the case where we
count the number of t-dimensional distinct non-trivial proper subspaces that contain W .








number of t-dimensional non-trivial proper subspaces contained inW . In the second case,
we observe that the number of non-trivial proper subspaces strictly between W and V
are exactly the number of subspaces strictly contained in the regular quotient space V/W









number of t-dimensional non-trivial proper subspaces containingW , and the result follows.
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For non-regular near-vector spaces, the above formulae need to be amended. Suppose
V = V1⊕· · ·⊕Vk is the canonical decomposition of a non-regular near-vector space over a
nite eld F = GF (q). The degree of a t-dimensional non-trivial proper subspace W will
be determined for each of the regular maximal subspaces Vi of V , where i ∈ {1, . . . , k}.
Additionally, we need to compensate for each of the Vi, for i ∈ {1, . . . , k}, being a subspace
of V .
Corollary 3.2.60. Let (V, F ) be a non-regular near-vector space dened as above, where
V = V1 ⊕ · · · ⊕ Vk


































, if dim(Vi) = mi = t
in ΓI(V ), where Wi denotes a t-dimensional regular subspace of V and t ≤ mi, for
i ∈ {1, . . . , k}.
Proof. The proof follows from Theorem 3.2.59 and the fact that we have to compensate
for the maximal regular subspace Vi, for each i ∈ {1, . . . , k}.
Consider the following example:
Example 3.2.61. Referring to Example 3.2.55, let V = F 5 over nite eld F = Z5,
dened for all (x1, x2, x3, x4, x5) ∈ V and α ∈ F by




The subspace inclusion graph of V has 2 components consisting of a 3-partite and 2-partite
graph, respectively.
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, if dim(V2) = 2
=

7 , if dim(V1) > 2
6 , if dim(V2) = 2
Proposition 3.2.62. Let (V, F ) be a non-regular near-vector space dened over F =
GF (q) and let V = V1⊕ · · ·⊕Vk be the canonical decomposition of V . For i ∈ {1, . . . , k},
if dimVi = si, then the subspace inclusion graph ΓI(V ) consists of k components of si-
partite graphs, respectively.
Proof. By Theorem 3.2.56, each component Vi of the canonical decomposition of V has
an si-partite graph associated with it, for i ∈ {1, . . . , k}. Therefore the result holds.
In the proof of Theorem 3.2.59 we touched on the concept of the quotient space V/W . In
the next section, we study this space more closely.
3.3 Some constructions of near-vector spaces
The work presented in Theorem 3.3.1 to Proposition 3.3.7 is based on unpublished results
by K-T. Howell and C. Kestner. As a result we include the proofs of the results.
3.3.1 Direct sums of near-vector spaces
In this section we focus on the direct sum of subspaces of a given near-vector space.
The following theorem is not dicult to prove. We use it to dene the direct sum of two
subspaces.
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Theorem 3.3.1. Let (V,A) be a near-vector space and W1 and W2 be subspaces of V .
Then the following conditions are equivalent:
(i) W1 ∩W2 = {0}.
(ii) Every vector x inW1+W2 := {w1+w2 | w1 ∈ W1, w2 ∈ W2} is uniquely representable
in the form x = w1 + w2, with w1 ∈ W1 and w2 ∈ W2.
Denition 3.3.2. If (V,A) is a near-vector space which satises the conditions of Theo-
rem 3.3.1, then W1 +W2 is called the direct sum of W1 and W2 and is denoted by W1⊕W2.
The following theorem proved by Howell, exhibits a basis for V = W1 ⊕W2 in terms of
bases of the complementary subspaces W1 and W2.
Theorem 3.3.3. Let (V,A) be a near-vector space and W1 and W2 nite-dimensional
subspaces of V such that V = W1⊕W2. Then V is a nite-dimensional near-vector space.
Moreover, if B = {x1, x2. . . . , xk} is a basis forW1 and C = {y1, y2, . . . , ym} a basis forW2,
then K = {x1, x2, . . . , xk, y1, y2 . . . , ym} is a basis for V . Thus dimV = dimW1 + dimW2.
Proof. To show that K ⊆ Q(V ), we have by Lemma 2.2.8 that Q(Wi) ⊆ Q(V ) for
i ∈ {1, 2}. Since B ⊆ Q(W1) and C ⊆ Q(W2), we have that both B and C are contained
in Q(V ). Hence K ⊆ Q(V ).
For each v ∈ Q(V ), by Theorem 3.3.1(ii) we can write v = w1 +w2 for some w1 ∈ W1 and
w2 ∈ W2. Then for some αi, βj ∈ A, xi ∈ B, yj ∈ C,








since B and C are bases for W1 and W2, respectively. Therefore, K generates Q(V ). Since
W1 ∩W2 = {0}, it is easy to show that the vectors in K are linearly independent.
The following proposition generalises the idea of the direct sum of subspaces of a near-
vector space.
Proposition 3.3.4. Let (V,A) be a near-vector space and W1,W2, . . . ,Wn be subspaces
of V . Then the following conditions are equivalent:
(i) Wi ∩Wj = {0} whenever i 6= j;
(ii) Every vector x in W1 + W2 + · · · + Wn is uniquely representable in the form x =
w1 + w2 + . . .+ wn, with wi ∈ Wi for i ∈ {1, . . . , n}.
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Remark 3.3.5.
Just as the idea of the direct sum of two subspaces of a near-vector space in Proposi-
tion 3.3.1 is generalised in the above proposition, similarly Theorem 3.3.3 can also be
generalised to a direct sum of a nite number of subspaces.
3.3.2 Quotients of near-vector spaces
In this section, we explore the quotient subspaces of a near-vector space. Although the
work done by Howell and Kestner constructed the near-vector spaces over A, our work
will focus mainly on nite-dimensional near-vector spaces over nite elds.
We start by proving that addition and scalar multiplication in the quotient space is well-
dened.
Proposition 3.3.6. Let W be a subspace of a near-vector space (V,A), then for all
v1, v2 ∈ V and α ∈ A the following operations:
(i) (v1 +W ) + (v2 +W ) = (v1 + v2) +W ;
(ii) (v1 +W )α = v1α +W ,
are well dened on the set V/W = {v +W |v ∈ V }.




2 ∈ V and α ∈ A we have that v1 + W = v
′
1 + W and
v2 + W = v
′
2 + W , then this implies that vi − v
′
i ∈ W for i ∈ {1, 2}. Thus there exists
some w1, w2 ∈ W such that vi − v
′
i = wi for i ∈ {1, 2}. It follows that vi = v
′
i + wi for
i ∈ {1, 2}, then
(v1 +W ) + (v2 +W ) = (v1 + v2) +W
= ((v
′
1 + w1) + (v
′










2) +W since w1, w2 ∈ W, w1 + w2 ∈ W
= (v
′




(v1 +W )α = v1α +W
= (v
′
1 + w1)α +W
= v
′
1α + w1α +W
= v
′
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In 2016, Kestner proved the following theorem. We include its proof for completeness. It
may seem straightforward to show that if W is a subspace, V/W will be a near-vector
space, but proving that A acts xed point free on V/W and showing that Q(V/W )
generates V/W requires some work. In fact, we get that a subset of Q(V/W ) generates
V/W .
Theorem 3.3.7. Let W be a subspace of a near-vector space (V,A) and V/W = {v +
W |v ∈ V }. Then V/W (as an abelian group) under the operations of Proposition 3.3.6 is
a near-vector space over A, called the quotient near-vector space.
Proof. Proposition 3.3.6 shows that the operations are well-dened. Next we verify the
axioms of a near-vector space for (V/W,A).
(a) (V/W,A) is an abelian group:
It is clear that V/W with the induced addition is an abelian group.
(b) A acts as a set of endomorphisms on (V/W,+):
For λ ∈ A and v1 +W, v2 +W ∈ V/W , for v1, v2 ∈ V , we have
[(v1 +W ) + (v2 +W )]λ = ((v1 + v2) +W )λ
= (v1 + v2)λ+W
= (v1λ+ v2λ) +W
= (v1λ+W ) + (v2λ+W )
= (v1 +W )λ+ (v2 +W )λ.
Also,
(i) (v1 +W )0 = (v1)0 +W = 0 +W = W ;
(ii) (v1 +W )1 = (v1)1 +W = v1 +W ; and
(iii) (v1 +W )(−1) = (v1)(−1) +W = (−v1) +W .
(c) (A∗, ◦) is a subgroup of (Aut(V/W ), ◦) follows from the fact that (A∗, ◦) is a sub-
group of (Aut(V ), ◦).
(d) We need to show that A acts xed point free on V/W . Let X be a subset of Q(V )
such that XA generates W . We want to show that for v+W ∈ V/W and α, β ∈ A,
(v +W )α = (v +W )β,
implies that α = β or v +W = 0 +W .
We start by showing that 〈Q(V ) \XA∗〉 is closed under the action of A. Suppose
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Then αiα ∈ A since A∗ is a subgroup of the automorphism group. Therefore,
bi(αiα) ∈ Q(V ) \ XA∗. By denition 〈Q(V ) \ XA∗〉 is closed under addition of
vectors, hence vα ∈ 〈Q(V ) \XA∗〉.
Now suppose we have v +W ∈ (V/W ) \ {0 +W} and α, β ∈ A such that
(v +W )α = (v +W )β
=⇒ vα +W = vβ +W.
This implies that vα − vβ ∈ W . We may assume that v ∈ 〈Q(V ) \XA∗〉 since we
assumed that v /∈ W . So vα, vβ ∈ 〈Q(V ) \XA∗〉 and therefore
vα− vβ ∈ 〈Q(V ) \XA∗〉.
This implies that
vα− vβ ∈ 〈Q(V ) \XA∗〉 ∩W.
Note that 〈Q(V ) \XA∗〉 ∩W = {0} since 〈Q(V ) \XA∗〉 = Q(V ) \W ∪ {0}. So in
V , vα− vβ = 0 and by the xed point free property of A on V we have that α = β
or v = 0. Since v /∈ W we have that v +W 6= 0 +W , and
vα +W = vβ +W
implies that α = β.
(e) We will show that Q(V )/W generates V/W . We begin by showing that Q(V )/W ⊆
Q(V/W ). Let a + W ∈ Q(V )/W for a ∈ Q(V ). Then for all α, β ∈ A, there exists
a γ ∈ A such that aα + aβ = aγ. Thus
(a+W )α + (a+W )β = (aα + aβ) +W
= aγ +W
= (a+W )γ.
Thus a + W ∈ Q(V/W ). If Q(V ) generates V , then Q(V )/W will generate V/W .
Furthermore, since we have shown that Q(V )/W ⊆ Q(V/W ), we have that Q(V/W )
generates V/W .
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Kestner showed in the above theorem that Q(V )/W ⊆ Q(V/W ). A natural question to
ask is under what conditions will Q(V/W ) ever be equal to Q(V )/W? We will answer
this question later in the thesis. But rst, we address the issue of using dierent coset
representatives and whether this has any impact on the γ which is uniquely determined,
according to the denition of the quasi-kernel.
Lemma 3.3.8. Let (V,A) be a near-vector space, W a subspace of V and a+W,a′+W ∈
(Q(V )/W )∗. If a+W = a′ +W , then for all α, β ∈ A,
α +a+W β = α +a′+W β.
Proof. Since a+W ∈ (Q(V )/W )∗, there exists a γ for all α, β ∈ A such that
(a+W )(α +a+W β) = (a+W )α + (a+W )β = (a+W )γ.
We need to show that γ is independent of the choice of coset representative. So, suppose
a′ +W = a+W,
=⇒ a′ − a ∈ W.
Let w = a′ − a for some w ∈ W , or a′ = w + a. Then
(a′ +W )α + (a′ +W )β = (w + a+W )α + (w + a+W )β
= (a+W )α + (a+W )β, since w ∈ W and V abelian
= (a+W )γ
= (a′ +W )γ.
Therefore,
α +a+W β = γ = α +a′+W β.
We can now construct a basis for (V/W,A):
Theorem 3.3.9. Let (V,A) be a near-vector space and W a subspace of V . Suppose
{w1, . . . , wm} and {w1, . . . , wm, v1, . . . , vn} are bases of W and V , respectively. Then
B = {v1 +W, . . . , vn +W}
is a basis of V/W , i.e. dimV/W = dimV − dimW .
Proof. B ⊆ Q(V/W ) by Theorem 3.3.7 (e), since {v1, . . . , vn} ⊆ Q(V ). Next we show
that B generates Q(V/W ). Let x ∈ Q(V/W ), then x = v + W for some v ∈ V . But we
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where ηj, εi ∈ A for j ∈ J := {1, . . . ,m} and i ∈ I := {1, . . . , n}. Therefore,



















wjηj ∈ W and V is abelian. Finally, we need to show that B is linearly inde-
pendent. Suppose
∑
viαi +W = 0 +W = W , which implies that
∑
viαi ∈ W . Then for







But {w1, . . . , wm, v1, . . . , vn} is linearly independent, so αi = ηj = 0 for all i ∈ I, j ∈ J ,
by Proposition 2.2.3.
To prove our main results we return to the block constructions of Section 2.2, i.e. V = Fm
is a near-vector space dened over nite eld F = GF (pr), for some p a prime and r ∈ N.
For α ∈ F and (x1, . . . , xm) ∈ V dene scalar multiplication by
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α)),
where the ψi : (F, ·) → (F, ·) are multiplicative semi-group automorphisms for i ∈
{1, . . . ,m}. For I = {1, . . . ,m}, let Aj = {i ∈ I|ψi(α) = ψj(αp
l
) for some l ∈ {0, . . . , r −
1}}, then the Aj, for j ∈ {1, . . . , k}, give a partition of I. If V is not regular, then we can
canonically decompose it as V = V1 ⊕ · · · ⊕ Vk where the Vi, i ∈ {1, . . . , k} is a maximal
regular subspace of V . Suppose the dimension of Vi, dimVi = mi, for i ∈ {1, 2 . . . , k}.
From now on let K := {1, 2, . . . , k}.
To illustrate the next result, we begin with a simple example.
Example 3.3.10.
Let V = F 3 where F = Z5 and suppose for all (x, y, z) ∈ V and α ∈ F scalar multiplication
is dened by
(x, y, z)α = (xα3, yα3, zα3).
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Then (V, F ) is a regular near-vector space. Since F is a nite eld by Theorem 2.2.46,
we have that Q(V ) = V if and only if V is regular. Now, consider the subspace W of V ,
where
W = {(a, 0, c) | a, c ∈ F}.
By Lemma 2.2.17, W is regular and thus Q(W ) = W by Theorem 2.2.46. The quotient
space V/W will be given by
V/W = {(x, y, z) +W | (x, y, z) ∈ V }
= {(0, y, 0) +W | y ∈ F}.
Let (0, y, 0) +W ∈ V/W and α, β ∈ F , then
((0, y, 0) +W )α + ((0, y, 0) +W )β = (0, y, 0)α +W + (0, y, 0)β +W
= (0, yα3, 0) + (0, yβ3, 0) +W
= (0, yα3 + yβ3, 0) +W
= (0, y(α3 + β3), 0) +W
= (0, y, 0)(α3 + β3)
1
3 +W,
where γ = (α3 + β3)
1
3 ∈ F , a well-known result. (See [1], for example). Thus V/W ⊆
Q(V/W ) and so V/W = Q(V/W ). Thus (V/W,A) is regular. ♦
This leads us to:
Proposition 3.3.11. Let (V, F ) be a near-vector space where F is a nite eld and W a
subspace of V . If V is regular, then V/W is regular.
Proof. We need to show that Q(V/W ) = V/W . Since we have that Q(V/W ) ⊆ V/W , we
show the other inclusion. Let v + W ∈ V/W , where v /∈ W . Since V is regular, we have
that Q(V ) = V , and so v ∈ Q(V ). By Theorem 3.3.7 (e) we have that v+W ∈ Q(V/W ).
This implies V/W ⊆ Q(V/W ) and hence Q(V/W ) = V/W .
The converse of Proposition 3.3.11 is not true, in general, that is, V/W being regular does
not imply that V is regular. The next example illustrates this point.
Example 3.3.12.
Consider the near-vector space V = F 4, where F = Z11. Suppose scalar multiplication is
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dened for all (x1, x2x3, x4) ∈ V and α ∈ F by:





Q(V ) = {(a, 0, 0, 0)|a ∈ F} ∪ {(0, b, 0, d)|b, d ∈ F} ∪ {(0, 0, c, 0)|c ∈ F}.
For (1, 0, 0, 0) and (0, 0, 1, 0) ∈ Q(V ) and for all λ ∈ F ∗,
(1, 0, 0, 0) + (0, 0, 1, 0)λ = (1, 0, λ5, 0) /∈ Q(V ).
Hence, V is not regular. We have that V decomposes as:
V = V1 ⊕ V2 ⊕ V3
= {(a, 0, 0, 0)|a ∈ F} ⊕ {(0, b, 0, d)|b, d ∈ F} ⊕ {(0, 0, c, 0)|c ∈ F}.
Now consider V/(V1 ⊕ V2) where V1 = {(a, 0, 0, 0)|a ∈ F} and V2 = {(0, b, 0, d)|b, d ∈ F}.
Then
V/(V1 ⊕ V2) = {(a, b, c, d) + (V1 ⊕ V2)|a, b, c, d ∈ F}
= {(a, 0, 0, 0) + (0, b, 0, d) + (0, 0, c, 0) + (V1 ⊕ V2)|a, b, c, d ∈ F}
= {(0, 0, c, 0) + (V1 ⊕ V2)|c ∈ F}.
We claim that V/(V1⊕V2) is regular. Let α, β ∈ F and (0, 0, c, 0)+(V1⊕V2) ∈ V/(V1⊕V2)
for c ∈ F . Then
((0, 0, c, 0) + (V1 ⊕ V2))α + ((0, 0, c, 0) + (V1 ⊕ V2)) β = (0, 0, cα5 + cβ5, 0) + (V1 ⊕ V2)
= (0, 0, c(α5 + β5), 0) + (V1 ⊕ V2)
= ((0, 0, c, 0) + (V1 ⊕ V2)) (α5 + β5)
1
5 ,
where γ = (α5 + β5)
1
5 ∈ F (see [1], for example). We have that (0, 0, c, 0) + (V1 ⊕ V2) ∈
Q(V/(V1⊕V2)), so V/(V1⊕V2) ⊆ Q(V/(V1⊕V2)). Now since Q(V/(V1⊕V2)) ⊆ V/(V1⊕V2),
we have that Q(V/(V1 ⊕ V2)) = V/(V1 ⊕ V2). Thus V/(V1 ⊕ V2) is regular. ♦
We will need the following result.
Proposition 3.3.13. Suppose (V, F ) is a non-regular near-vector space with canonical
decomposition V = V1 ⊕ V2 ⊕ · · · ⊕ Vk. If W =
⊕
j∈J




W is a subspace of V .
Proof. W is a subset of V generated by Q(W ) =
⋃
j∈J
Vj ⊂ Q(V ).
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Next, we look at what happens if (V, F ) is non-regular and we take W to be the direct
sum of some but not all of the maximal regular subspaces Vi, i ∈ {1, . . . , k} where the
Vi's are not necessarily consecutive to one another.
By Theorem 3.3.7, Q(V )/W ⊆ Q(V/W ) where V/W is a near-vector space over A.
However, if A is a nite eld, then under certain conditions Q(V )/W = Q(V/W ).
Lemma 3.3.14. Let (V, F ) be a non-regular near-vector space over a nite eld F =
GF (pr), where V = Fm. Let V = V1 ⊕ · · · ⊕ Vk be the canonical decomposition of
V and we take the direct sum of W =
j∈J
Vj, for J ⊆ K and |J | ≤ |K| − 1. Then
Q(V/W ) = Q(V )/W .
Proof. By Theorem 3.3.7 (e) we have that Q(V )/W ⊆ Q(V/W ). Conversely, let v′+W ∈
Q(V/W ), where v′ +W 6= W . Then for all α, β ∈ F there exists an γ ∈ F such that
(v′ +W )α + (v′ +W )β = (v′ +W )γ
=⇒ (v′α + v′β) +W = v′γ +W.
This implies that v′α + v′β − v′γ ∈ W . On the other hand, we have










and by Theorem 3.3.3 and Remark 3.3.5,
⊕
s∈K\J
Vs is a near-vector space. Thus,




We also have that v′α + v′β − v′γ ∈ W and
⊕
s∈K\J
Vs ∩W = {0}, so
v′α + v′β − v′γ = 0
v′α + v′β = v′γ
This means that v′ is ultimately in Q(V ), which implies that v′ +W ∈ Q(V )/W and we
have that Q(V/W ) ⊆ Q(V )/W . Hence, Q(V/W ) = Q(V )/W .
Moreover, it becomes clear that what is factored out plays a role in the regularity of the
quotient space.
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Example 3.3.15.
Consider the near-vector space in Example 3.3.12, where V = F 4, F = Z11, and scalar
multiplication is dened as above.
Let us consider
V/V3 = {(a, b, c, d) + V3|a, b, c, d ∈ F}
= {(a, b, 0, d) + V3|a, b, d ∈ F}.
We claim that V/V3 is not regular. Since V3 is regular, by Theorem 2.2.46 Q(V3) = V3
and we have that
Q(V/V3) = Q(V )/Q(V3) by Lemma 3.3.14
= Q(V )/V3
= {(a, b, c, d) + V3|(a, b, c, d) ∈ Q(V )}
= {(a, 0, 0, 0) + V3|a ∈ F} ∪ {(0, b, 0, d) + V3|b, d ∈ F} ∪ {V3}
= {(a, 0, 0, 0) + V3|a ∈ F} ∪ {(0, b, 0, d) + V3|b, d ∈ F},
since V3 is contained in each of the sets in the union. If we take (1, 0, 0, 0) + V3 and
(0, 1, 0, 1) + V3, then for any λ ∈ F ∗,
((1, 0, 0, 0) + V3) + ((0, 1, 0, 1) + V3)λ = ((1, 0, 0, 0) + (0, 1, 0, 1)λ) + V3
= (1, λ3, 0, λ3) + V3 /∈ Q(V/V3).
Thus V/V3 is not regular. ♦
As stated before, we have that Q(V ) = V if and only if V is regular for any near-vector
space V dened over a nite eld F . The next theorem proves an analogous result for
the near-vector space V/W dened over a nite eld F , in the special case where the
subspace W is dened as the sum of some of the maximal regular subspaces of V.
Theorem 3.3.16. Let (V, F ) be a non-regular near-vector space over a nite eld F =
GF (pr), where V = Fm and the scalar multiplication is dened for all (x1, . . . , xm) ∈ V
and α ∈ F by
(x1, . . . xm)α = (x1ψ1(α), . . . , xmψm(α)),
where the ψi's are automorphisms of (F, ·) for i ∈ I. Let V = V1⊕· · ·⊕Vk be the canonical
decomposition of V and W =
⊕
j∈J
Vj, for J ⊂ K. Then the following are equivalent:
1. V/W is regular;
2. V/W = (Vi +W )/W for some i ∈ K \ J ;
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3. Q(V/W ) = V/W .
Proof. LetW ′ =
⊕
j∈K\J
Vj. By Proposition 3.3.13, W
′ is a subspace of V. Dene a mapping
θ : W ′ → V/W by θ(v) = v + W. Next let η : (F, ·) → (F, ·) be the identity mapping.
Then it is not dicult to check that (θ, η) is a near-vector space isomorphism.
1 =⇒ 2: Suppose that V/W is regular. Then W ′ must be regular by Theorem 2.2.22.
Thus W ′ ⊆ Vi for some i ∈ K \ J, but W is the direct some of all the subspaces Vj with
j ∈ K\J, so Vi ⊆ W ′, so Vi = W ′. This gives that V/W = (Vi+W )/W for some i ∈ K\J.
2 =⇒ 3: Suppose that V/W = (Vi + W )/W for some i ∈ K \ J. We already have
that Q(V/W ) ⊆ V/W. Now let v + W ∈ V/W, then v ∈ Vi = Q(Vi), for some i ∈ K so
that v ∈ Q(V ). Thus V/W ⊆ Q(V/W ) and thus Q(V/W ) = V/W.
3 =⇒ 1: Suppose that Q(V/W ) = V/W . By Theorem 2.2.25, θ(Q(W ′)) = Q(V/W ) =
V/W. Thus we get that θ(Q(W ′)) = (W ′ + W )/W, so that by Theorem 2.2.25 , W ′ is
regular, giving by Theorem 2.2.46 that V/W is regular.
We begin by determining the cardinality of V/W ′ where we quotient out by all but one
maximal regular subspace.
Theorem 3.3.17. Let (V, F ) be a non-regular near-vector space over a nite eld F =




Vj, for J ⊂ K and |J | = |K| − 1. Then we have that
|Q(V/W )| = |Q(Vi)|,
for i ∈ K \ J .
Proof. By Lemma 3.3.14, Q(V/W ) = Q(V )/W , thus |Q(V/W )| = |Q(Vi)| since Vi∩W =
{0}.
As we have found the cardinality of Q(V/W ), we can now dene the regularity graph for
the regular quotient space V/W .
Proposition 3.3.18. Let (V, F ) be a non-regular near-vector space over a nite eld
F = GF (pr), where V = Fm. Let V = V1 ⊕ · · · ⊕ Vk be the canonical decomposition of
V and W =
⊕
j∈J
Vj, for J ⊂ K and |J | = |K| − 1. Then V/W = (Vi + W )/W for some
i ∈ K \ J . The regularity graph Γ of the quotient space V/W is given by
Γ(V/W ) = K|Q(Vi)∗|.
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 3. NEAR-VECTOR SPACE GRAPHS AND CONSTRUCTIONS 71
For our construction of V/W above, the cardinality of the pseudo-projective space, de-
noted |P (V/W )|, is given by p
r|Ai|−1
pr − 1
, where V/W = (Vi +W )/W and Ai is the cell in the
partition of {1, 2, . . . ,m} corresponding to Vi, i ∈ {1, . . . , k}. We now give the bration
graph of the near-vector space V/W .
Proposition 3.3.19. Let (V, F ) be a non-regular near-vector space over a nite eld
F = GF (pr), where V = Fm. Let V = V1 ⊕ · · · ⊕ Vk be the canonical decomposition of
V and W =
⊕
j∈J
Vj, for J ⊂ K and |J | = |K| − 1. Then V/W = (Vi + W )/W for some





We have encountered a case where the quotient space is not regular. A natural question is
what can we say about the canonical decomposition of the space. Suppose V is not regular
and V = V1⊕V2⊕· · ·⊕Vk is the canonical decomposition of V and letW ′ = V1⊕V2⊕· · ·⊕Vt,
where t < k − 1. Then W ′ is a subspace of V and Q(W ′) = V1 ∪ · · · ∪ Vt by Proposition
3.3.13. By Theorem 3.3.16, V/W ′ is not regular since Q(V/W ′) 6= V/W ′ and we can show
that:
Lemma 3.3.20. Suppose (V, F ) is a near-vector space, where V = Fm and F is a nite
eld. Suppose V is not regular and V = V1⊕ V2⊕ · · · ⊕ Vk is the canonical decomposition






Proof. We have that,
Q(V/W ′) = Q(V )/W ′ by Lemma 3.3.14
= {v +W ′|v ∈ V1 ∪ · · · ∪ Vk} by Lemma 2.2.44






In the following proposition we state what the canonical decomposition of V/W ′ will be.
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Proposition 3.3.21. Suppose (V, F ) is a near-vector space, where V = Fm and F is
a nite eld. Suppose V is not regular and V = V1 ⊕ V2 ⊕ · · · ⊕ Vk is the canonical






is the canonical decomposition of V/W ′.




′)/W ′ is the canonical decomposition of V/W ′,
we need to show that each (Vi + W
′)/W ′ is a maximal regular subspace. It is clear that
for any i ∈ {t+ 1, . . . , k}, (Vi +W ′)/W ′ is a subspace of V/W ′ (see Corollary 2.2.12). Let
v +W ′ ∈ (Vi +W ′)/W ′, then for α, β ∈ F we have for
(v +W ′)α + (v +W ′)β = (vα + vβ) +W ′
= vγ +W ′
= (v +W ′)γ
for γ ∈ F , since we have that Q(Vi) = Vi for i ∈ {1, . . . , k}. Therefore for each i ∈
{t + 1, . . . k}, (Vi + W ′)/W ′ is a regular subspace of V/W ′. Furthermore, for each i ∈
{t+ 1, . . . k}, (Vi +W ′)/W ′ are maximal, by denition of the block construction.
The following example illustrates the canonical decomposition of a quotient space that is
non-regular.
Example 3.3.22.
Refer back to Example 3.3.15, where V = F 4, F = Z11 and scalar multiplication is dened
for all (x1, x2, x3, x4) ∈ V and α ∈ F by





V = V1 ⊕ V2 ⊕ V3
= {(a, 0, 0, 0)|a ∈ F} ⊕ {(0, b, 0, d)|a ∈ F} ⊕ {(0, 0, c, 0)|a ∈ F},
where
V/V3 = {(a, b, 0, d) + V3|a, b, d ∈ F}
is not regular. Then we have that V/V3 can be canonically decomposed as
V/V3 = {v + V3|v ∈ V1} ⊕ {v + V3|v ∈ V2}
= {(a, 0, 0, 0) + V3|a ∈ F} ⊕ {(0, b, 0, d) + V3|b, d ∈ F},
where V1/V3 = Q(V1/V3) = {(a, 0, 0, 0)+V3|a ∈ F} and V2/V3 = Q(V2/V3) = {(0, b, 0, d)+
V3|b, d ∈ F}. ♦
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As with the case where V/W was regular, we now look at the cardinality of Q(V/W ′),
where V/W ′ is non-regular.
Theorem 3.3.23. Let (V, F ) be a near-vector space, where V = Fm and F = GF (pr).
Suppose V is non-regular and V = V1 ⊕ · · · ⊕ Vk is the canonical decomposition of V. Let









′)/W ′ and the Vi's all have only the zero-vector in
common, the result follows immediately.
We now dene the regularity and the bration graphs for a non-regular space V/W over
a nite eld.
Proposition 3.3.24. Suppose (V, F ) is a near-vector space, where V = Fm and F =
GF (pr). Suppose V is non-regular and V = V1 ⊕ · · · ⊕ Vk is the canonical decomposition
of V . Let W ′ = V1 ⊕ · · · ⊕ Vt, where t < |K| − 1. Then the regularity graph Γ of the





Proposition 3.3.25. Suppose (V, F ) is a near-vector space, where V = Fm and F =
GF (pr). Suppose V is not regular and V = V1 ⊕ · · · ⊕ Vk is the canonical decomposition
of V . Let W ′ = V1 ⊕ · · · ⊕ Vt, where t < |K| − 1. Then the bration graph ΓF of the












In conclusion to this chapter, the quotient near-vector spaces over nite elds is the most
signicant part of this thesis. As such, we have investigated as many characteristics




Some reconstruction problems for
near-vector spaces
4.1 Introduction
The following is a classical type of problem in mathematics. If the structure S ′ is asso-
ciated with each structure in S, does S ′ uniquely determine S? For example, in graph
theory the reconstruction problem is an example of this type of problem. Here the focus
is on reconstructing the graph using its subgraphs, obtained by deleting one vertex at a
time.
We will focus on some reconstruction problems of the regularity and bration graphs. If
you are given a regularity graph, can you construct an associated near-vector space? This
question was answered by S. Doring, K-T. Howell and S.P. Sanon in [12]. We discuss
this in the rst part of this section.
In the third and fourth part of this section, we investigate two reconstruction problems
of near-vector spaces from brations and their graphs. And nally, we investigate recon-
structing a nite Dickson near-eld from a given graph with given order.
4.2 Reconstructing near-vector spaces from regularity
graphs
The following reconstruction was done in [12], where a near-vector space (V, F ) over
F , where F is a nite eld, is associated with a given regularity graph. Refer back to
Denition 2.2.37, where a suitable sequence with respect to a nite eld is dened.
Suppose we are given the regularity graph
Γ(V ) = Kα1 ∪Kα2 ∪ · · · ∪Kαk ,
74
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where αi = p
ri − 1, i = 1, . . . , k. We ask if it is possible to construct a near vector space,
so that the regularity graph is that of the near-vector space.
We proceed with the following steps:
1. Let V = (GF(pr))m with m = r1 + r2 + . . .+ rk and F = GF(p
r).
2. Construct a partition A1, A2, . . . , Ak of m with |Ai| = ri, where i ∈ {1, 2, . . . , k}.
3. Next, construct a suitable sequence (s1, . . . , sk) where s1 ≤ s2 ≤ · · · ≤ sk, for
i = 1, 2, . . . , k.
4. Dene for all (x1, . . . , xm) ∈ V and α ∈ F
(x1, x2, . . . , xm)α = (x1α, x2α
t1 , . . . , xmα
tm−1),
where αtj = αsi for j ∈ Ai, i = 1, 2, . . . , k and j ∈ {1, 2, . . .m− 1}.
5. Then (V, F ) is a near-vector space with regularity graph Γ(V ).
If we chose a dierent partition of {1, 2, . . . ,m}, then we will get a dierent near-
vector space, not necessarily isomorphic to the rst. Conditions for when the near-
vector spaces are isomorphic were given in Theorem 2.2.39.
To get a better understanding of the above algorithm, let us consider the following exam-
ple.
Example 4.2.1.
Suppose we are given Γ(V ) = K33−1 ∪K36−1 ∪K33−1.
1. Then r1 = r3 = 1 and r2 = 2 and we have that m = 4. So V = (GF(33))4 with F =
GF(33).
2. |A1| = 1, |A2| = 2 and |A3| = 1, then A1 = {1}, A2 = {3, 4} and A3 = {2} is a
possible partition of {1, 2, 3, 4}.
3. The set of cosets determined by 〈3〉 in the group U(33 − 1) is given by {{1, 3, 9},
{5, 15, 19}, {7, 11, 21} {17, 23, 25}}. We can choose from the list of smallest mem-
bers of each coset, that is {1, 5, 7, 17}, so that the third and the fourth entries of the
suitable sequence coincide. So we can choose, for example, the sequence {1, 5, 7, 7}.
4. Then (V, F ) a near-vector space of dimension 4, where the scalar multiplication is
given for all (x1, . . . , xm) ∈ V and α ∈ F by




5. (V, F ) is a near-vector space with regularity graph Γ(V ).
♦
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4.3 Reconstructing near-vector spaces from deleted
bres
We now return to brations, as discussed in Section 3.2.2. We ask the following question:
if we are given all brations of a near-vector space with one ber deleted from each, can
we construct a near-vector space V over Zp, for p prime, such that (V,+) is a bered
group for the bration? We will use the material of Section 2.2.
Suppose that l brations are given. Put m equal to the tuple size of each bre. Let
I = {1, . . . , m}. Then the following will provide a way for us to construct a bered group
from brations with deleted bers.
1. Write down all the nonzero entries of the Fs, s ∈ {1, . . . , l} without repetition,
resulting in a set {v1, . . . , vk}.
2. Find the rst prime p such that p > max{v1, . . . , vk}. Put F = Zp and V = Fm.
3. From each Fs, s ∈ {1, . . . , l}, select an as ∈ V ∗ such that as has the maximum
number of non-zero entries.
4. For s ∈ {1, . . . , l}, consider as. Write down the positions in which the non-zero
entries occur, put As = {j ∈ l| the jth entry of as is non-zero}. These form the
block partition of V .
5. For each s ∈ {1, . . . , l}, choose a multiplicative automorphism, ψs of F ∗.
6. Dene for all (x1, . . . , xm) ∈ V and α ∈ F ,
(x1, . . . , xm)α = (x1ψ1(α), . . . , xmψm(α)),
where ψi = ψj if and only if i, j ∈ As.
7. Then (V, F ) is a bered group for the bration. If we chose a dierent partition of
{1, 2, . . . ,m}, then we will get a dierent bered group, not necessarily isomorphic
to the rst.
The following example illustrates the above algorithm.
Example 4.3.1.
Let
Fi = {aF |a ∈ V ∗i }, i = 1, 2
where
F1 = {{(1, 0, 0, 0)F}, {(1, 0, 1, 0)F}, {(2, 0, 1, 0)F}, {(1, 0, 4, 0)F}, {(3, 0, 1, 0)F}}
and
F2 = {{(0, 1, 0, 1)F}, {(0, 2, 0, 0)F}, {(0, 0, 0, 3)F}, {(0, 1, 0, 2)F}, {(0, 1, 0, 3)F}}.
Stellenbosch University https://scholar.sun.ac.za
CHAPTER 4. SOME RECONSTRUCTION PROBLEMS FOR NEAR-VECTOR
SPACES 77
We know that the number of brations l = 2 and m = 4. If we follow the steps of the
algorithm, then:
1. The non-zero entries are {1, 2, 3, 4}.
2. The prime p > max{1, 2, 3, 4} is p = 5. Therefore F = Z5 and V = F 4.
3. a1 = (1, 0, 1, 0) and a2 = (0, 1, 0, 1).
4. A1 = {1, 3} and A2 = {2, 4}.
5. For A1 we choose the identity automorphism, and for A2 the multiplicative auto-
morphism, ψ2(α) = α3.
6. Dene the scalar multiplication for all (x1, x2, x3, x4} ∈ V and α ∈ F by




4.4 Reconstructing near-vector spaces from bration
graphs
In this section we will see that given a bration graph we can reconstruct an associated
near-vector space.





where α = pr − 1, for p a prime, r ∈ Z+. It is clear by how the graph is dened, that
V would be regular. Furthermore, t gives us |P (V )| = p
rm − 1
p− 1
, which in turn, gives
us m. By Theorem 2.2.46, we also know that our automorphisms ψi's are such that
ψi(α) = ψj(α
pl), for l ∈ {0, . . . , r − 1}. We can therefore deduce that
(V, F ) = ((GF (pr))m, GF (pr)).
Let us consider the case where V is non-regular, and we are given the bration graph




Kα, i ∈ {1, . . . , l}, where α = pr − 1.
Then we proceed with the following steps:
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1. Given α, we have that α + 1 = pr, hence, F = GF (pr).
2. Given ti, we have that |P (Vi)| =
prmi − 1
p− 1
= ti, for i = {1, . . . , l}. Hence, for all
i = {1, . . . , l} we can calculate mi.
3. Let V = Fm with m = m1 +m2 + . . .+ml.
4. Construct a partition A1, A2, . . . , Al of m with |Ai| = l, where i ∈ {1, 2, . . . , l}.
5. Next, construct a suitable sequence (s1, . . . , sl) where s1 ≤ s2 ≤ · · · ≤ sl.
6. Dene the scalar multiplication for all (x1, x2, x3, x4} ∈ V and α ∈ F by
(x1, x2, . . . , xm)α = (x1α
g1 , x2α
g2 , . . . , xmα
gm),
where αgj = αsi for j ∈ Ai, i = 1, 2, . . . , l and j ∈ {1, 2, . . .m}.
7. Then (V, F ) is a near-vector space with bration graph ΓF(V ). If we chose a dif-
ferent partition of {1, 2, . . . ,m}, then we will get a dierent near-vector space, not
necessarily isomorphic to the rst.
The following example will illustrate the above algorithm.
Example 4.4.1.













where ΓF(V ) = ΓF1(V1) ∪ ΓF2(V2) ∪ ΓF3(V3). By Theorem 3.2.30, we have that (V, F ) is
not a regular near-vector space, where the canonical decomposition of V is given, in this
instance, by V = V1 ⊕ V2 ⊕ V3. Then,
1. Let α = 27 and F = GF (33).
2. Since |P (V1)| = 13 = |P (V3)| and |P (V2)| = 364, we have that m1 = m3 = 1 and
m2 = 2.
3. Then m = 4 and V = (GF (33))4.
4. We can choose a partition of {1, . . . ,m}, say A1, A2 and A3 where A1 = {1},
A2 = {2, 3} and A3 = {4}.
5. Choose a suitable sequence, say {1, 5, 5, 7}.
6. Dene the scalar multiplication for all (x1, x2, x3, x4} ∈ V and α ∈ F by




7. Then (V, F ) is a possible near-vector space with bration graph ΓF(V ) = ΓF1(V1) ∪
ΓF2(V2) ∪ ΓF3(V3).
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♦
4.5 Reconstructing a Dickson near-eld from a given
graph
The nal reconstruction we look at is that of a nite Dickson near-eld from a graph
with a particular number of vertices and involutions. We rst give the denition of an
involution, as well as where these are found in a nite Dickson near-eld.
Denition 4.5.1. An element in a group that is its own inverse is called an involution.
By Lemma 2.1.15, since (H, ◦φ) is a group, it will contain the multiplicative inverses of
its elements. Moreover, (H, ◦φ) is a normal subgroup of (DF (q, n)∗, ◦φ) (see [26]), and so
the cosets of H in DF (q, n)∗ form a group under ◦φ.
For the results that follow in this section, we will use the following property: for Dickson
pairs (q, n) where n|(q − 1) we have that for v, w ∈ {0, 1, . . . , n− 1}:
Hβv ◦φ Hβw = Hβu if and only if (v + w) ≡ u mod n.
We include a proof in Appendix B. It is known that the coset H is a normal subgroup of
the multiplicative elements of the Dickson near-eld, DF(q, n)∗ under ◦φ and the cosets
of H in (DF(q, n)∗, ◦φ) form a commutative group under ◦φ(see for example, [31]). It is
interesting to note that if n is even, there is one other coset with the property of containing
its own inverses.
Proposition 4.5.2. For the Dickson near-eld (DF(q, n)∗, ◦φ) where n is even and n|(q−
1), Hβ
n
2 is the only other coset besides H that contains its own inverses.
Proof. Since n is even, there exists an s ∈ {0, 1, . . . , n − 1} such that s = n
2
and since
2s ≡ 0 (mod n), we have that,
Hβs ◦φ Hβs = H if and only if 2s ≡ 0 mod n.
Also, since n|(q−1) we have that q−1 is even. By Theorem 2.1.14, q−1 divides the order
of the group (H, ·). This implies that all the cosets have even order, and in particular,
Hβs. Since the product of any two elements in Hβs is an element of H and 1 ∈ H,
it follows that for each element x ∈ Hβs, there exists an element y ∈ Hβs such that
x ◦φ y ≡ 1 mod (qn − 1). Hence, Hβs contains its own multiplicative inverses.
Suppose there is another coset than contains its own inverses. This would imply that for
some 0 < t < n− 1, we have
Hβt ◦φ Hβt = H if and only if 2t ≡ 0 mod n.
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Then,
2s ≡ 2t mod n,
but both 0 < s, t < n− 1 so s = t.
Proposition 4.5.3. For (DF(q, n)∗, ◦φ) where n|(q − 1), if the order of H is even then
H contains two involutions, namely 1 and β
qn−1
2 . On the other hand, if the order of H is
odd, then 1 is the only involution. H contains the only involutions.
Proof. Suppose H has even order. Since 1 ∈ H and it is an involution, there exists at
least one more element in H that is its own inverse. This follows from the fact that H
is a group and inverses are unique. Suppose x ∈ H is an involution other than 1, then
x = βtn for some t ∈ Z. Then, since x is an involution,
βtn ◦φ βtn = β2tn = 1.
Therefore,




mod (qn − 1).
Since t is half of the number of elements in the coset, we will only ever have one value
for t modulo qn − 1. Therefore the other, and only other, involution in H has the form
x = β
qn−1
2 . If the order of H is odd, and since H is a group, we have that 1 is the only
involution in H.
Suppose there exists another coset other than H that contains involutions. Then this is
only possible if the coset in question contains its own inverses. By Proposition 4.5.2, this
coset is Hβs where s =
n
2








s+1 mod (qn − 1)
= βq
n−1 mod (qn − 1)
We want to show that H contains the only involutions. Therefore the element βnk+s can
only be in H, which means that s = 0. If we look at the powers of β only, we have modulo
qn − 1:






nk + s = q
n
2 − 1,
but n|(q − 1) and therefore n|(q n2 − 1). Hence, s = 0 and the only elements that are
involutions are of the form βnk, which are the elements of H.
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The following theorem answers the question of whether we can construct a nite near-eld
given a graph G.
Theorem 4.5.4. For a given graph G of order qn − 1 where (q, n) is a pair of Dickson
numbers such that qn − 1 is odd, let G have
(a) one universal vertex; and
(b) qn − 2 vertices of degree qn − 3.
Then there exists a nite near-eld F isomorphic to a nite Dickson near-eld DF (q, n)
such that (DF(q, n)∗, ◦φ) has cardinality qn − 1 and one involution.
Proof. Suppose G is a graph of odd order qn− 1 that has one universal vertex, and qn− 2
vertices of degree qn − 3.
Since (q, n) is a pair of Dickson numbers, by Theorem 2.1.11, we can construct a nite
Dickson near-eld DF(q, n) with order qn, generator β, and n cosets {H,Hβ, . . . , Hβn−1}.
Let V (G) = {1, . . . , qn−1} denote the vertex set of G where qn−1 is the universal vertex
of G. From now on, we will use the notation (s) to denote the vertex corresponding to
the label s ∈ {1, . . . , qn − 1}. Dene
θ : V (G)→ DF(q, n)
h : 7→ βh, h ∈ {1, . . . , qn − 1}
Note that θ(qn − 1) = βqn−1 = 1.
Then we can construct a nite near-eld (F,+, ∗) that is isomorphic to the nite Dickson
near-eld (DF (q, n),+, ◦φ) as follows. For all i, j ∈ V (G), let
i ∗ j =
{
(θ(i) ◦φ θ(j))mod (qn − 1) if ij ∈ E(G) or i = j
1 otherwise
and addition is dened in the normal way, modulo qn.
Let F = {θ(i)|i ∈ {1, . . . , qn − 1}}. We will prove that (F,+, ∗) is a nite near-eld:
(a) (F,+) is a group;
(b) (F, ∗) is a semigroup:
Suppose i, j and k ∈ V (G), then for ij, jk ∈ E(G),
(i ∗ j) ∗ k = θ(i ∗ j) ◦φ θ(k) mod (qn − 1)
= (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1).
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Without loss of generality, suppose that i ∈ Hβs, j ∈ Hβt, k ∈ Hβw. Then









βk mod (qn − 1)
= (βi)q
t+w
(βj ◦φ βk) mod (qn − 1)
= θ(i) ◦φ (θ(j) ◦φ θ(k)) mod (qn − 1)
= i ∗ (j ∗ k).
If ij 6∈ E(G) and jk ∈ E(G), then
(i ∗ j) ∗ k = 1 ◦φ θ(k) mod (qn − 1)
= 1q
w




i ∗ (j ∗ k) = βi ◦φ (βj)q
w










βkmod (qn − 1)
= 1 · βk mod (qn − 1)
= θ(k).
Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
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Alternatively, let ij ∈ E(G) and jk 6∈ E(G), then




















βkmod (qn − 1)
= (βi)q




Therefore, (i ∗ j) ∗ k = i ∗ (j ∗ k). Since all but one vertex have degree qn − 3 we
cannot have that both ij and jk are not in the edge set, E(G). Finally, we have to
consider when (i ∗ j)k 6∈ E(G) where i(j ∗ k) ∈ E(G), and i(j ∗ k) 6∈ E(G) where
(i ∗ j)k ∈ E(G).
Suppose (i ∗ j)k 6∈ E(G) and i(j ∗ k) ∈ E(G). Then we have will have two cases.
Case 1: If both i ∗ j ∈ H and k ∈ H:
(i) Let i, j ∈ H, then
(i ∗ j) ∗ k = (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1)
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where (i+ j) + k ≡ 0 mod (qn − 1) and
i ∗ (j ∗ k) = θ(i) ◦φ (θ(j) ◦φ θ(k))mod (qn − 1)
= (βi)(βjβk)mod (qn − 1)
= βi+j+k
= 1,
since i+ j + k ≡ 0 mod (qn − 1). Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
(ii) Let i ∈ Hβs and j ∈ Hβt such that Hβs ◦φ Hβt = H, then
(i ∗ j) ∗ k = (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1)
= ((βi)q
t




where (iqt + j) + k ≡ 0 mod (qn − 1) and
i ∗ (j ∗ k) = θ(i) ◦φ (θ(j) ◦φ θ(k))mod (qn − 1)
= (βi)q
t




since iqt + j + k ≡ 0 mod n. Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k). Since coset
multiplication in (DF (q, n)∗, ◦φ) under ◦φ is commutative, we don't need to
verify result for i ∈ Hβt and j ∈ Hβs
Case 2: If (i∗j) ∈ Hβs and k ∈ Hβt, where Hβs◦φHβt = H where s+t ≡ 0 mod n:
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(i) Let i ∈ H and j ∈ Hβs, then











where (i+ jqt) + k ≡ 0 mod (qn − 1) and











since (i + jqt) + k ≡ 0 mod (qn − 1). Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k). Since
coset multiplication in (DF (q, n)∗, ◦φ) under ◦φ is commutative, we don't need
to verify result for i ∈ Hβs and j ∈ H.
(ii) Let i ∈ Hβa and j ∈ Hβb such that Hβa ◦φ Hβb = Hβs where a+ b ≡ s mod
n, then
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where [(iqb + j)qt] + k ≡ 0 mod (qn − 1) and











since [(iqb + j)qt] + k ≡ 0 mod (qn − 1). Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
We now look at if i(j∗k) 6∈ E(G) but (i∗j)k ∈ E(G). Again, we will have two cases.
Case 1: If both i ∈ H and j ∗ k ∈ H:
(i) Let j, k ∈ H, then




where i+ (j + k) ≡ 0 mod (qn − 1), and
(i ∗ j) ∗ k = (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1)
= (βiβj)βk mod (qn − 1)
= β(i+j)+k
= 1,
since (i+ j) + k ≡ 0 mod (qn − 1). Hence, i ∗ (j ∗ k) = (i ∗ j) ∗ k.
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(ii) Let j ∈ Hβs and k ∈ Hβt such that Hβs ◦φ Hβt = H where s+ t ≡ 0 mod n,
then
i ∗ (j ∗ k) = θ(i) ◦φ (θ(j) ◦φ θ(k))mod (qn − 1)
= (βi)((βj)q
t




where (i+ jqt) + k ≡ 0 mod (qn − 1) and











since i+ jqt + k ≡ 0 mod n. Hence, i ∗ (j ∗ k) = (i ∗ j) ∗ k.
Case 2: If i ∈ Hβs and (j ∗ k) ∈ Hβt such that Hβs ◦ φHβt = H, where s + t ≡ 0
mod n:
(i) Let j ∈ H and k ∈ Hβt, then
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where [(i+ j)qt] + k ≡ 0 mod (qn − 1) and
(i ∗ j) ∗ k = (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1)
= (βiβj)q
t




since [(i + j)qt] + k ≡ 0 mod (qn − 1). Hence, i ∗ (j ∗ k) = (i ∗ j) ∗ k. Since
coset multiplication in (DF (q, n)∗, ◦φ) under ◦φ is commutative, we don't need
to verify result for j ∈ Hβt and k ∈ H.
(ii) Let i ∈ Hβa and j ∈ Hβb such that Hβa ◦φ Hβb = Hβs where a+ b ≡ s mod
n, then









where iqt + (jqb + k) ≡ 0 mod (qn − 1) and











since iqt + (jqb + k) ≡ 0 mod (qn − 1). Hence, i ∗ (j ∗ k) = (i ∗ j) ∗ k.
Once again, since all but one vertex have degree qn − 3 we cannot have that both
(i ∗ j)k and i(j ∗ k) are not in the edge set, E(G).
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(c) For i, j, k ∈ V (G), k ∈ Hβw and ij, jk ∈ E(G),
(i+ j) ∗ kmod (qn − 1) = θ(i+ j) ◦φ θ(k)mod (qn − 1)
= (β(i+j))q
w










βk) mod (qn − 1)
= (θ(i) ◦φ θ(k)) + (θ(j) ◦φ θ(k))mod (qn − 1)
= (i ∗ k) + (j ∗ k)mod (qn − 1).
(d) Since (qn − 1) has degree qn − 2, we have that it is adjacent to all other vertices.
For all i ∈ V (G),
(i ∗ (qn − 1))mod (qn − 1) = (θ(i) ◦φ θ(qn − 1))mod (qn − 1)
= βi ◦φ βq
n−1 mod (qn − 1)
= βimod (qn − 1)
= θ(i)mod (qn − 1)
= (βq
n−1 ◦φ βi)mod (qn − 1)
= (θ(qn − 1) ◦φ θ(i))mod (qn − 1)
= ((qn − 1) ∗ i)mod (qn − 1).
Hence qn − 1 is the identity element of (F, ∗).
(e) For all i ∈ V (G) such that (i) 6= (qn− 1), there exists a unique vertex (j) such that
ij 6∈ E(G). However, for i ∈ Hβs and j ∈ Hβt if and only if s+ t ≡ 0 (mod n) and
s, t ∈ {0, 1, . . . , n− 1}, therefore:
(i ∗ j) = (θ(i) ◦φ θ(j))mod (qn − 1)
= 1 mod (qn − 1)
= (θ(j) ◦φ θ(i))mod (qn − 1)
= (j ∗ i).
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Since 1 is a universal vertex in the graph, it is its own inverse, it follows that 1 is
an involution. Therefore every element in F has a unique inverse. Hence, (F,+, ∗)
is a nite near-eld and it is isomorphic to (DF (q, n),+, ◦φ).
Theorem 4.5.5. For a given graph G of order qn − 1 where (q, n) is a pair of Dickson
numbers such that qn − 1 is even, let
(a) G have two universal vertices; and
(b) (qn − 3) vertices have degree (qn − 3).
Then there exists a nite near-eld F isomorphic to a nite Dickson near-eld DF (q, n)
such that (DF(q, n)∗, ◦φ) has cardinality qn − 1 and two involutions.
Proof. Suppose G is a graph of even order qn − 1 that has two universal vertices, and
qn − 3 vertices of degree qn − 3.
Then we can construct a nite near-eld (F,+, ∗) that is isomorphic to the nite Dickson
near-eld (DF (q, n),+, ◦φ) in a similar way as we did in Theorem 4.5.4. Let V (G) =
{1, . . . , qn − 1} denote the vertex set of G where qn − 1 is one of the universal vertices of
G. We again dene
θ : V (G)→ DF (q, n)
h : 7→ βh, h ∈ {1, . . . , qn − 1}
Note that θ(qn − 1) = βqn−1 = 1.
For all i, j ∈ V (G), let
i ∗ j =
{
(θ(i) ◦φ θ(j)) mod (qn − 1) if ij ∈ E(G) or if i = j
1 otherwise
and addition is dened in the normal way, modulo qn.
Let F = {θ(i)|i ∈ {1, . . . , qn − 1}}. Then as in the previous theorem, all the verications
of the axioms except for the one for associativity will be the same. Note that for qn − 1
even, we could have that n is either even or odd. For n odd, our verication would be
similar to the previous theorem. We will show for n even, that
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(b) (F, ∗) is a semigroup:
Suppose i, j and k ∈ V (G), then for ij, jk ∈ E(G),
(i ∗ j) ∗ k = θ(i ∗ j) ◦φ θ(k) mod (qn − 1)
= (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1).
Without loss of generality, suppose that i ∈ Hβs, j ∈ Hβt, k ∈ Hβw. Then









βk mod (qn − 1)
= (βi)q
t+w
(βj ◦φ βk) mod (qn − 1)
= θ(i) ◦φ (θ(j) ◦φ θ(k)) mod (qn − 1)
= i ∗ (j ∗ k).
If ij 6∈ E(G) and jk ∈ E(G), then
(i ∗ j) ∗ k = 1 ◦φ θ(k) mod (qn − 1)
= 1q
w




i ∗ (j ∗ k) = βi ◦φ (βj)q
w










βkmod (qn − 1)
= 1 · βk mod (qn − 1)
= θ(k).
Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
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Alternatively, let ij ∈ E(G) and jk 6∈ E(G), then





















βkmod (qn − 1)
= (βi)q




Therefore, (i ∗ j) ∗ k = i ∗ (j ∗ k).
Since all but two vertices have degree qn − 3 we cannot have that both ij and jk
are not in the edge set, E(G).
We now consider the dierent cases for n even when (i∗ j)k 6∈ E(G) where i(j ∗k) ∈
E(G), and i(j ∗ k) 6∈ E(G) where (i ∗ j)k ∈ E(G).
Suppose (i ∗ j)k 6∈ E(G) and i(j ∗ k) ∈ E(G). Then we have three cases. We note
that coset multiplication in (DF (q, n)∗, ◦φ) under ◦φ is commutative.
Case 1: If both i ∗ j ∈ H and k ∈ H:
(i) Let i, j ∈ H, then
(i ∗ j) ∗ k = (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1)
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where (i+ j) + k ≡ 0 mod (qn − 1) and
i ∗ (j ∗ k) = θ(i) ◦φ (θ(j) ◦φ θ(k))mod (qn − 1)
= (βi)(βjβk)mod (qn − 1)
= βi+j+k
= 1,
since i+ j + k ≡ 0 mod (qn − 1). Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
(ii) Let i ∈ Hβs and j ∈ Hβt such that Hβs ◦φ Hβt = H, then
(i ∗ j) ∗ k = (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1)
= ((βi)q
t




where (iqt + j) + k ≡ 0 mod (qn − 1) and
i ∗ (j ∗ k) = θ(i) ◦φ (θ(j) ◦φ θ(k))mod (qn − 1)
= (βi)q
t




since iqt + j + k ≡ 0 mod n. Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
(iii) Let i, j ∈ Hβ n2 and let s′ = n
2
, then
(i ∗ j) ∗ k = (θ(i) ◦φ θ(j)) ◦φ θ(k) mod (qn − 1)
= ((βi)q
s′









+ j) + k ≡ 0 mod (qn − 1) and
i ∗ (j ∗ k) = θ(i) ◦φ (θ(j) ◦φ θ(k))mod (qn − 1)
= (βi)q
s′






+ j) + k ≡ 0 mod n. Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
Case 2: If i ∈ Hβs and (j ∗ k) ∈ Hβt such that Hβs ◦ φHβt = H, where s + t ≡ 0
mod n:
(i) Let i ∈ H and j ∈ Hβs, then









where (i+ jqt) + k ≡ 0 mod (qn − 1) and
i ∗ (j ∗ k) = θ(i) ◦φ (θ(j) ◦φ θ(k))mod (qn − 1)
= (βi)((βj)q
t




since (i+ jqt) + k ≡ 0 mod (qn − 1). Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
(ii) Let i ∈ Hβa and j ∈ Hβb such that Hβa◦φHβb = Hβs where a+b ≡ s mod n:
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where (iqb+t + jqt) + k ≡ 0 mod (qn − 1) and









since (iqb+t + jqt) + k ≡ 0 mod (qn − 1). Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
Case 3: If both (i ∗ j), k ∈ Hβ n2 , where s′ = n
2
:
(i) Let i ∈ H and j ∈ Hβs′ , then











) + k ≡ 0 mod (qn − 1) and
i ∗ (j ∗ k) = θ(i) ◦φ (θ(j) ◦φ θ(k))mod (qn − 1)
= (βi)((βj)q
s′








) + k ≡ 0 mod (qn − 1). Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
(ii) Let i ∈ Hβa and j ∈ Hβb such thatHβa◦φHβb = Hβs
′
where a+b ≡ s′ mod n:
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) + k ≡ 0 mod (qn − 1) and















) + k ≡ 0 mod (qn − 1). Hence, (i ∗ j) ∗ k = i ∗ (j ∗ k).
In a similar manner, we can show that multiplication is associative when i(j ∗ k) 6∈
E(G) where (i ∗ j)k ∈ E(G). Since all but two vertices have degree qn − 3 we
cannot have that both i(j ∗ k) and (i ∗ j)k are not in the edge set, E(G). (F,+, ∗)
is therefore a nite near-eld.
We now focus on the two universal vertices in G. By Proposition 4.5.3, the coset
H contains two involutions. This means that there are two elements in H that are
their own inverses. Therefore every element in F has a unique inverse. Therefore,




Although Dickson near-elds were not extensively studied in this thesis, I am interested
in its possible application to coding theory. My masters thesis covered the theory, exam-
ples and applications of error-correcting codes from a nite eld perspective. With the
possibility of a collaboration with a coding theorist, I am keen to investigate the idea of
replacing nite elds with an appropriate Dickson near-eld.
My interest in graph theory has also been peaked during this process.
In addition, I am interested in investigating quotient spaces formed by arbitrary subspaces







The Complete Set of Residues
The following was proved by P. Djagba in his thesis [11].
Claim: Let (q, n) be a Dickson pair. Then
{
[k]q, 1 ≤ k ≤ n
}
form a nite complete set of
dierent residues modulo n.
Proof. Let i(k) = q
k−1
q−1 for k = 1, · · · , n.
We would like to show that the set
{
i(1), i(2), · · · , i(n)
}
residues modulo n is the set
{0, 1, · · · , n − 1}. It suce to show that the set
{
qk−1










mod n 1 ≤ k < l < n. (A.1)
This implies that
1 + q + · · ·+ qk−1 ≡ 1 + q + · · ·+ ql−1 mod n
⇒ qk + · · ·+ ql−1 ≡ 0mod n
⇒ qk(1 + · · ·+ ql−k−1) ≡ 0mod n
By the denition of Dickson pair every prime divisor p of n divide q − 1, so p does not
divide q. It follows that gcd (q, n) = 1. Therefore




≡ 0 mod n.
99
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Assume that q
t−1
q−1 ≡ 0 mod n for some 1 ≤ t < n. It follows that for all i,
qt − 1
q − 1
≡ 0 mod pαii
where n =
∏
pαii is the unique prime factorisation.
Assume without loss of generality that n = pm.
We know that q ≡ 1 mod p. So we can write q = 1 + pε for some ε ∈ N.
Assuming that pm divides q
t−1
q−1 , we want to show that n = p
m divides t leads to contra-
diction.
In fact










~tk(pε)k−1 = · · ·+ ~t2pε+ t.
For instance








leads to contradiction since p = n > t.
















~t2pε. Thus p2/t leads to contradiction.
 By the same approach for some m, pm
/
qt−1
q−1 ⇒ n = p
m/t leads to contradiction.
Therefore the assumption A.1 can not hold. Thus the set
{
qk−1
q−1 , 1 ≤ k < n
}
are
distinct residues modulo n.
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Coset multiplication modulo n for
Dickson near-elds, where n|q − 1
For a pair of Dickson numbers (q, n) such that n|(q − 1), the following is true for v, w ∈
{0, 1, . . . , n− 1}:
Hβv ◦φ Hβw = Hβu if and only if u ≡ (v + w) mod n.
Proof. Suppose u ≡ (v + w) mod n. We will rst show that Hβv ◦φ Hβw ⊆ Hβu.
Let a ∈ Hβv and b ∈ Hβw, then a = βnk1+v and b = βnk2+w for integers k1, k2 and
v, w ∈ {0, 1, . . . , n− 1}.
If w = 0 then, since v ∈ {0, 1, . . . , n− 1}, u = v mod n, we have that
a ◦φ b = ab
= βnk1+vβnk2
= βn(k1+k2)+v ∈ Hβv = Hβu.
If w 6= 0 then, since q = nt+ 1 for t ∈ Z, we have that
101
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∈ Hβv+w = Hβu.
Hence, Hβv ◦φHβw ⊆ Hβu for v, w ∈ {0, 1, . . . , n− 1} where u ≡ (v+w) mod n. For the
other inclusion, suppose that x ∈ Hβu. Since (DF(q, n)∗, ◦φ) is a group, we know that
there exists two elements, y1, y2 ∈ DF(q, n)∗ say, such that
y1 ◦φ y2 = x.
Suppose that y1 ∈ Hβs1 and y2 ∈ Hβs2 where s1, s2 ∈ {0, 1, . . . , n− 1}.
Case 1: If s2 6= 0, then for l1, l2 ∈ Z,

















Since y1 ◦φ y2 = x ∈ Hβu and the cosets are disjoint, we have that s1 + s2 ≡ v + w
mod n. Since the sum of integers is not unique, one of these sums will be where s1 = v
and s2 = w. Therefore, y1 ∈ Hβv and y2 ∈ Hβw as one possibility, and we have that
Hβu ⊆ Hβv ◦φ Hβw.
Case 2: If s2 = 0, then y2 ∈ H. Then
y1 ◦φ y2 = y1y2
= βnl1+s1βnl2
= βn(l1+l2)+s1 ∈ Hβs1 .
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Since x = y1 ◦φ y2 ∈ Hβu, we have that Hβu = Hβs1 . Since u ≡ (v + w) mod n, this
implies that both u, s1 ∈ {0, 1, . . . , n − 1} and therefore s1 = u. So s1 ≡ (v + w) mod n
and since both v, w ∈ {0, 1, . . . , n − 1} we have yet again that the sum, s1, of v and w
modulo n is not unique. One of these sums would include either v = 0 or w = 0, which
means s1 = w or s1 = v, respectively. Say w = 0, then u = s1 = v and we have that
Hβu ⊆ Hβu ◦φ H.
Conversely, suppose thatHβv◦φHβw = Hβu for v, w ∈ {0, 1, . . . , n−1}. Let a ∈ Hβv and
b ∈ Hβw, then a = βnk1+v and b = βnk2+w for integers k1, k2 and v, w ∈ {0, 1, . . . , n− 1}.
Then























By our assumption, a ◦φ b ∈ Hβu and since cosets in a Dickson near-eld are disjoint, we
have that u ≡ v + w mod n.
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