In this paper, introducing a general modification of the classical Szász-Mirakjan-Kantorovich (SMK) operators, we study their global approximation behavior. Some special cases are also presented.
Introduction
As usual, for n ∈ N and x ∈ [0, ∞), the classical Szász-Mirakjan (SM) operators and the Szász-Mirakjan-Kantorovich (SMK) operators are defined respectively by S n (f ; x) := e where I n,k = k n , k + 1 n and f belongs to an appropriate subspace of C[0, ∞) for which the above series is convergent. Assume now that (u n ) is a sequence of functions such that, for a fixed a ≥ 0, 0 ≤ u n (x) ≤ x for every x ∈ [a, ∞) and n ∈ N.
(1.2)
In recent years, in order to get more powerful approximations some modifications of the above operators have been introduced as follows (see [7, 9] ): In particular, considering a non-trivial sequence (u n ) defined by u n (x) := u [1] n (x) = −1 + √ 4n 2 x 2 + 1 2n , x ∈ [0, ∞), n ∈ N, the authors have shown in [7] that the operators D n have a better error estimation on the interval [0, ∞) than the operators S n while in [9] it was shown by considering u n (x) := u [2] n (x) = x −
that the operators L n enable better error estimation on [1/2, ∞) than the operators K n . Some applications of this idea to other well-known positive linear operators may be found in the papers [1, 2, 6, 8, 11, 12, 13, 14, 15] . Let p ∈ N 0 := {0, 1, ...} and define the weight function µ p as follows:
(1.4)
Then, we consider the following (weighted) subspace 
If A is a subinterval of [0, ∞), then by f p|A we denote the restricted norm to A, i.e.,
We also consider the following Lipschitz classes:
where h > 0 and 0 < α ≤ 2.
In the present paper we study the global approximation behavior of the operators L n given by (1.3). More precisely, we prove the following result. 
where µ p is the same as in (1.4) .
holds.
Remark. If the sequence (u n ) in Theorem 1.1 also satisfies
then we can get that
Furthermore, we will see that our operators 
Auxiliary Results
In this section, we will get some lemmas which are quite effective in proving our Theorem 1.1. Throughout the paper we use the following test functions
and the moment function
Now, by the definition (1.3), we first get the following two results.
We should note that the proof of Lemma 2.1 can be obtained from the papers [9] and [10] .
Now we get the next result.
where c m,j 's are positive coefficients.
Proof. Since
we get
Also, by Lemma 2.4 of [6] , we know that
where b j,i 's are positive coefficients. Then, we may write that
Hence, we obtain that
which completes the proof.
We now give some useful estimations for the operators L n .
Proof. (i) By (1.2) and Lemma (ii), we easily get
whence the result.
Proof. For p = 0, (2.1) follows immediately. Assume now that p ≥ 1. By (1.2) , (1.3) and (1.4), we get
Now, since p ≥ 1, we can find a constant C p depending on p such that the inequalities
which gives (2.1). On the other hand, for all f ∈ C p [0, ∞) and every x ∈ [a, ∞), it follows that
Now taking supremum over x ∈ [a, ∞), the last inequality implies (2.2).
Lemma 2.6. Let (u n ) be a sequence of functions satisfying (1.2) for a fixed a ≥ 0.
Assume that u n (x) exists and u n (x) = 0 on [a, ∞). Then, for the operators L n , there exists a constant M p ≥ 0 such that
Proof. For p = 0 the result follows from Lemma 2.4 (i). Now let p = 1. Then, using Lemma 2.4 (i)-(ii) we can write that
Finally, assume that p ≥ 2. Then, we get from Lemma 2.3 that
Therefore, since 0 ≤ u n (x) ≤ x for every x ∈ [a, ∞) and n ∈ N, we have
Thus, since p ≥ 2, it is possible to find a constant M p depending on p such that
whence the result. Now, for p ∈ N, consider the space
Then we have the following result.
Lemma 2.7. Let (u n ) be a sequence of functions satisfying (1.2) for a fixed a ≥ 0 and let
, then there exists a positive constant M p such that, for all x ∈ [a, ∞) and n ∈ N, we have
Proof. By, the Taylor formula, using ψ x (y) = y − x, we may write that
Then, since Ω n (ψ x (y); x) = 0, we get
Therefore, we obtain that
it follows from Lemmas 2.4-2.6 that
Lemma is proved.
3 Proof of Theorem 1.1
In this section we prove our main result Theorem 1.1. We first consider the modified Steklov means (see [4, 5] ) of a function f ∈ C p [0, ∞) as follows:
where h > 0 and y ≥ 0. In this case, it is clear that
Furthermore, we have
Then, combining (3.1) with (3.2) we conclude that the Steklov means f h corre-
and x ∈ [a, ∞) be fixed. Assume that, for h > 0, f h denotes the Steklov means of f. For any n ∈ N, the following inequality holds:
In the following, M p denotes a positive constant depending on p which may assume different values in different formulas. Since
By (2.1), (3.1) and (3.2), the last inequality yields that 
Concluding Remarks
In this section, we give some special cases of Theorem 1.1 by choosing some appropriate function sequences (u n ).
For example, if we take a = 0 and then our operators in (1.3) turn out to be the classical SMK operators K n defined by (1.1). In this case, we get the following global approximation result for these operators.
Now, if take a = 0 and
Then we have
Furthermore, if we choose a = 1 2 and
then the operators in (1.3) reduce to the following operators (see [9] ):
n (f ; x) := ne
Then, we know from [9] that the operators L [2] n preserve the test functions e 0 and e 1 . Hence, we get the next result. and u n (x) := u [3] n (x) :=
we get the following positive linear operators:
n (f ; x) := ne (
In this case, observe that the operators L [3] n preserve the test functions e 0 and e 2 . Hence, we get the following result. [3] n (x) − x 2 + u [3] n (x) n + 1 3n 2   +ω 1 p f ; x − u [3] n (x) + 1 2n .
Also, if f ∈ Lip
2 p α for some α ∈ (0, 2], then µ p (x) L [3] n (f ; x) − f (x) ≤ M p u [3] n (x) − x 2 + u [3] n (x) n + 1 3n 2 α 2 +ω 1 p f ; x − u [3] n (x) + 1 2n .
