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ABSTRACT This paper proposes a double-objective optimization resource allocation algorithm for the
multi-user multiple-input/multiple-output (MU-MIMO) system in the general wireless environment and
demonstrates the maximum number of simultaneously supportable users and the achievable bit rates of
users in the general wireless environment with full rank and rank-deficient channels. The double-objective
joint optimization algorithm proposed in this paper simultaneously optimizes energy efficiency and system
throughput by user selection and power allocation. On this basis, the proposed algorithm guarantees the
different QoS requirements of various services, including rate requirements and delay requirements.
INDEX TERMS MU-MIMO, rank deficient, double-objective optimization, QoS guarantee, resource
allocation.
I. INTRODUCTION
MU-MIMO technology can effectively utilize spatial
resources to improve the throughput of wireless communi-
cation systems without consuming additional spectral band-
widths [1]. Therefore, MU-MIMO has become one of the
key technologies of 5th-Generation (5G) networks [36], [37].
With the increasing demand for wireless communications
and the increasing requirement for environmental protection,
the optimizations of system throughput and energy efficiency
(EE, represented by transmission data rate per unit energy)
are two important goals of MU-MIMO resource allocation
algorithm. The algorithm optimizes the two goals through
user selection and power allocation [2]–[4]. In MU-MIMO
systems, user selection and power allocation are related to
the rank of user’s MIMO channel matrix, because the rank of
the user’s channel determines the number of space-division
channels, thus affecting the user’s achievable data rate given
The associate editor coordinating the review of this manuscript and
approving it for publication was Syed Mohammad Zafaruddin.
a certain power level [5]–[7]. The existing literatures only
consider the full-rank channel when designing a resource
allocation algorithm, that is, they assume that the channel
matrices and the aggregate channel matrix of users are full
ranks. However, in a generally practical environment, the full
rank channels and the rank deficient channels exist simulta-
neously in many cases due to the scattering environment and
physical antenna spacing [8]–[10]. For example, when line-
of-sight (LOS) paths exist between the base station and the
user terminal or the distance between the antennas is less than
an integral multiple of the wavelength, the channel matrix
of the user is rank deficient. The simultaneous existence of
full rank and rank deficient channels is more likely to occur
in the user-intensive area because small cells are easier to
cause LOS paths [11], [12]. When the rank deficient channel
exists in MU-MIMO systems, the user’s achievable data rate
and the system throughput vary with the rank of user’s chan-
nel matrix, thus the total system power varies accordingly,
and the maximum number of simultaneously supportable
users will vary with the combinations of selected users.
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Therefore, those resource allocation algorithms in existing
literatures are not suitable for optimizing the system through-
put and energy efficiency in MU-MIMO systems in the prac-
tical wireless environment with full rank and rank deficient
channels. All the above motivate us to study the resource
allocation algorithm with the existence of the rank deficient
channel matrix.
Another problem in the existing literatures is that they only
minimize total system power based on the given minimum
system throughput or maximize the system throughput based
on the given maximum system power [13]–[15]. As far as we
know, there is no research focusing on the double-objective
(throughput and EE) optimization problem. The difficulty
lies in the fact that the system throughput and the energy
efficiency are coupled to each other; thereby the common-
used greedy algorithm cannot optimize the two objectives
at the same time. In addition, the exhaustive method cannot
be practically implemented because of excessive algorithm
complexity. The above observation prompts us to research the
double-objective optimization resource allocation algorithm
that maximizes both the system throughput and the energy
efficiency.
The QoS guarantee, including delay requirements and
rate requirements, must be taken into account when design-
ing the resource allocation algorithm. Since different kinds
of services have different QoS requirements and too many
requirements may lead to excessive constraints or non-convex
optimization problem, the existing literatures do not provide
accurate QoS guarantee, that is, they only consider the lower
bound of the rate requirements without considering the upper
bound of the rate requirements in the QoS profile. In fact,
most real-time services do not require excessive data rate, for
example, 64Kbps can make the quality of the voice service
reach its upper limit, i.e., make MOS (Mean Opinion Score)
reach 4.4 [16]–[18]. Therefore, for real-time services, the data
rate exceeding the upper limit of the data rate requirements is
meaningless and invalid.
To solve the problems mentioned above, the paper pro-
poses a resource allocation algorithm which simultaneously
optimizes the effective system throughput (effective sys-
tem throughput only counts users’ data rates between their
required upper and lower bounds) and the energy efficiency
while guaranteeing the QoS requirements in the practical
wireless environment with full rank and rank deficient chan-
nels. We assume that the MU-MIMO system discussed in the
paper has prefect channel state information. Firstly, we derive
the maximum number of simultaneously supportable users
and the achievable data rates of selected users with full rank
and rank deficient channel matrices in MU-MIMO systems.
Then, we establish a double-objective optimization model.
In this model, the optimization objectives are maximizing
the energy efficiency and the effective system through-
put; the constraints are the upper bound of antenna power,
the lower and upper bounds of user’s data rate. Since the pro-
posed optimization problem has two optimization objectives,
it cannot be directly solved by convex optimization method.
We utilize the Lagrange dual method to solve the double-
objective optimization problem. We derive the Lagrange dual
convex optimization problem of the original optimization
problem and prove the strong duality between the original
problem and the dual problem, thus the original problem
can be solved by solving its Lagrange dual problem. A con-
vex optimization problem with the same optimal solution as
the Lagrange dual problem can be obtained by simplifying
the Lagrange dual problem. We solve the simplified convex
optimization problem in two steps. Firstly, we obtain the
optimal parallel channel power of users by using convex
optimization method directly. This power depends on the
eigenvalues of user’s equivalent channel matrix. Secondly,
we rewrite the simplified convex optimization problem as
a function of the eigenvalues of selected user’s equivalent
channel matrix by substituting the optimal power of users
which depends on the eigenvalues into the simplified convex
optimization problem. Therefore, we can solve the prob-
lem by user selection to find the optimal eigenvalues of
users’ equivalent channel matrices. In order to guarantee
the delay requirement, the user whose waiting slots reach
the maximum waiting slots is first selected, and then the
user selection criterion is to optimize the value of the above
function.
The contributions of this paper are summarized as
follows,
1. We derive the maximum number of simultaneously
supportable users, the achievable data rates of selected users
and the total system power in the practical MIMO envi-
ronment which contains full rank and rank deficient chan-
nels. We prove that the maximum number of simultaneously
supportable users in the rank deficient environment is
larger than that in the full rank environment, which
means more users can be selected in the rank deficient
environment. However, the achievable data rates and the
power of selected users decrease in the rank deficient
environment.
2. We propose a double-objective optimization resource
allocation algorithm which simultaneously optimizes the
energy efficiency and the system throughput in the practical
MIMO systems.
3. We provide accurate QoS guarantee, including rate
requirements and delay requirements. We consider both the
upper and lower bounds of the data rate requirements and
limit the real-time user’s rate to an effective range, then
more power and data rate are allocated to non-real-time users
correspondingly, thereby optimizing the effective system
throughput.
The rest of the paper is organized as follows. Section II
introduces related works. The maximum number of simul-
taneously supportable users and achievable data rate in the
full rank and rank deficient environments are described in
Section III. In Section IV, a double-objective optimization
model is established, and the solution is presented. Sim-
ulation results are provided in Section V, and Section VI
concludes the paper.
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II. RELATED WORKS
[19]–[23] introduced the user selection algorithms that only
optimize the system throughput on the given maximum sys-
tem power. Reference [19] proposed a user selection algo-
rithm to optimize the system throughput while guaranteeing
the sum of all selected users’ data rates and the sum of all
selected users’ delay time are not less than the thresholds.
The algorithm in [19] considered neither QoS differentia-
tion among various services nor the upper bound of real-
time services’ data rate, so the algorithm could not meet
the requirement of a specific user and could not achieve
reasonable and effective resource allocation. Reference [20]
introduced a Proportional Fair (PF) user selection algorithm
that computes the priority for each user and selects the user
with the highest priority in each scheduling time slot. More-
over, the priority for a user was proportional to the user’s rate
in the current scheduling time slot and inversely proportional
to the user’s average rate of the earlier scheduling time slots.
However, this algorithm did not consider the QoS require-
ments of different services, thus it could not be well applied
to communication systems with multi-services. The capacity
based and the Frobenius norm based user selection algorithms
were proposed in [22], and the chordal distance-based user
selection algorithm was proposed in [23]. However, these
algorithms proposed in [22] and [23] did not consider QoS
differentiation among various services so that they could not
optimize the effective throughput of the system.
References [24]–[28] focused on the energy effi-
ciency optimization in wireless communication systems.
References [24] and [25] proposed resource allocation algo-
rithms to optimize the energy efficiency based on frequency
selective channel and channel state information respectively,
but neither of them considered the QoS requirements of ser-
vices. The energy efficiency optimization algorithm proposed
in [27] only considered the lower bound of rate requirement
of QoS, neither considered the delay requirement of QoS nor
QoS differentiation among various services. The energy effi-
ciency optimization algorithm proposed in [28] considered
the upper and lower bounds of rate requirement, but it did
not consider the delay requirement of QoS and the power
constraint of the antenna in the base station (BS), which
makes the power allocation not significant in practice.
In [38], the authors used the Dinkelbach method to solve
the EE maximization problem that was a typical fractional
programming problem, and the Dinkelbach method per-
formed well in this scenario. However, the double-objective
optimization problem established in our paper is not a frac-
tional programming problem, hence the Dinkelbach method
is not suitable in our paper. Reference [39] adopted a dif-
ferent framework from our paper. Reference [39] formulated
a double-objective problem by using the weighed Tcheby-
cheff method, which was a Multi-objective Evolutionary
Algorithm. The Multi-objective Evolutionary Algorithm has
many advantages, but it still has many shortcomings, such
as high computational complexity, lack of complete conver-
gence proof etc. The algorithm used in our paper can be
FIGURE 1. System model.
essentially classified into the traditional Multi-objective opti-
mization algorithm (main objective method) which has many
unique advantages, such as small computational complex-
ity, easy implementation etc. We evaluate the computational
complexity of our algorithm in the appendix and find that
computational complexity is at the same level as which of
single objective problem.
III. SYSTEM MODEL
As shown in Figure 1, we consider the downlink of
an MU-MIMO system with a normalized bandwidth carrier,
where the BS is equipped with NT transmit antennas and has
K users totally in the cell. The user m (1 ≤ m ≤ K ) has
nm antennas and NT ≥ nm in general. M denotes the maxi-
mum number of simultaneously supportable users in the cell,
which varies with the rank of aggregate channel matrix of
selected users.
A. M IN THE RANK DEFICIENT ENVIRONMENT
In the MU-MIMO system, multiple users can use the same
frequency simultaneously to receive the data from the BS,
and it is necessary to eliminate inter-user interference by
precoding. The commonly used precoding methods include
dirty paper coding (DPC) and block diagonalization (BD)
[29]. We adopt BD in this paper for its lower complexity.
Denoting the transmitting signal vector of the user
m (1 ≤ m ≤ K ) as xm ∈ Cnm×1, the receiving signal
ym ∈ C








Djxj + km (1)
where Hm ∈ Cnm×NT denotes the complex channel matrix of
the userm,Dm ∈ CNT×nm denotes the precoding matrix of the
user m, km ∈ Cnm×1 denotes the noise vector with zero mean
and covariance σ 2.
In (1), Hm
∑M
j=1,j6=m Djxj represents the interference
from other users to user m. To eliminate the interference,
the precoding matrix for the user m needs to meet the
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following equation:
HmDj = 0, m = 1, 2,L, · · · ,M;m 6= j (2)
Let Ĥm = [HT1 ,H
T










j=1,j6=m nj ×NT is the joint matrix of interference
users, L̂m denotes the rank of Ĥm. Applying the singular value






















unitary matrix. According to the property
of SVD, we have:
ĤmV (0)m = 0 (4)
According to (4), the precoding matrix of the user m can be
expressed as:
Dm = V (0)m Bm (5)
where V (0)m is used to eliminate inter-user interference and
Bm is used to maximize the data rate [4]. To guarantee V
(0)
m
in (4) has the nonzero solutions, the number of the equations
in (4) must be less than the number of variables, thus:
L̂m ≤ NT , ∀m = 1, 2, · · · ,M (6)
where L̂m denotes the rank of Ĥm, which increases with the
number of selected users. It is obvious that (6) defines the
upper bound of selected users, i.e.,M .
In the full rank environment, L̂m =
∑M
j=1,j 6=m nj , while in
the rank deficient environment, L̂m <
∑M
j=1,j 6=m nj . There-
fore, the maximum number of simultaneously supportable
usersM in the rank deficient environment is larger than that in
the full rank environment, that is, the system can serve more
users simultaneously in the rank deficient environment.
B. THE RELATIONSHIP BETWEEN THE TRANSMISSION
POWER AND THE USER’S DATA RATE IN THE RANK
DEFICIENT ENVIRONMENT





, the rank of H̄m
is L̄m and the rank of Hm is Lm. Applying the SVD to H̄m,
we have:



















× L̄m unitary matrix. Since V (0)m is a unitary







Let Bm = V1m to maximize the data rate, thereby, Dm =
V (0)m V
1
m. Substituting Dm into (1), we have:





= U1m3mxm + km (9)
TABLE 1. Types of services and the corresponding requirements.
Multiplying ym by U
1H
m which is a unitary matrix, we obtain:
y′m = U
1H
m ym = 3mxm + U
1H
m km (10)
(10) indicates that the MIMO channels of each user can
be divided into several parallel equivalent channels and the
number of these parallel channels is L̄m which is the rank
of 3m [30], [31]. Therefore, the relationship between the
achievable data rate Rm of the user m and the transmission
























where λm,k is the k-th diagonal element of 3m.
IV. DOUBLE-OBJECTIVE OPTIMIZATION MODEL
A. DOUBLE-OBJECTIVE OPTIMIZATION PROBLEM
In this paper, we consider the QoS requirements of four types
of services divided by 3GPP as shown in TABLE 1 [32].
According to Table 1, for a real-time service user such as
voice user, if the user’s achievable data rate exceeds 64kbps,
the excess is meaningless. However, the existing literatures
only consider the lower bound of data rate requirements
and ignore the upper bound of data rate requirements in the
QoS profiles. In this paper, we consider both the lower and
upper bounds of QoS rate requirements. We assume that each
user uses one service.
Rm1 and Rm2 denote the upper bound and the lower bound
of data rate of the user m respectively, we have:










M denotes the maximum number of simultaneously sup-
portable users in the MU-MIMO system, so the effective
system throughput is the sum of all selected users’ rates.
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Denote the minimum system throughput as C0, and we
have:
C ≥ C0 (14)
PTXi denotes the transmission power of the antenna i,







|Dm (i, k)|2 · pm,k < P0 (15)
where P0 denotes the upper bound of antenna power. Then,
the total system power E can be expressed as:
E = e ·
NT∑
i=1
PTXi + Pc (16)
where e denotes the reciprocal of drain efficiency of the power
amplifier, and Pc denotes the circuit power dissipation [34].






















k=1 |Dm (i, k)|
2
· pm,k + Pc
(17)
According to (12) (13) (14) (15) (17), the double-objective
optimization problem that simultaneously optimizes the



























PTXi < P0, i = 1, 2, . . . ,NT
Rm0 ≤ Rm ≤ Rm1, m = 1, 2, . . . ,M
pm,k ≥ 0, ∀i,m (19)
Note that (18) and (19) indicate that there are two maxi-
mizing goals in the above optimization problem. The double-
objective optimization problem can be rewritten as:










PTXi < P0, i = 1, 2, . . . ,NT
Rm0 ≤ Rm ≤ Rm1, m = 1, 2, . . . ,M
pm,k ≥ 0, ∀i,m (21)
It is noted that the data delay requirement is not included in
the above equations. This requirement is considered in user
selection stage which will be explained in the next section.
B. SOLUTION OF THE DOUBLE-OBJECTIVE
OPTIMIZATION PROBLEM
Since it takes more energy to increase the throughput,
(20) and (21) in the above problem are incompatible. Accord-
ing to [35], a common method for solving multi-objective
optimization problems is the main objective method, which
retains (20) as themain objective and converts (21) into a con-
straint. Therefore, the double-objective optimization problem







PTXi < P0, i = 1, 2, . . . ,NT
Rm0 ≤ Rm ≤ Rm1, m = 1, 2, . . . ,M
pm,k ≥ 0, ∀i,m (22)
It is noted that the above problem is different from the





≥ C0 in single-objective optimization prob-




. The main objective





as much as possible. In the above
double-objective optimization problem, the feasible set is a
convex set, the constraints include concave functions, (21) is
a concave function, (22) is an affine function, so the proposed
double-objective optimization problem is not a standard con-
vex optimization problem and cannot be directly solved by
convex optimization method. We use Lagrange dual method
to solve (22). First, we define the Lagrangian associated with
the (22) as:
l({pm,k}, υ,α, γ ,β)
=
(
































































βm (Rm − Rm0)
 (23)
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where α = (α1, α2, . . . , αM ), γ =
(
γ1, γ2, . . . , γNT
)
,
β = (β1, β2, . . . , βM ), and υ denote the Lagrange multi-
pliers respectively, υ,α, γ ,β > 0,∀m, i, k . We define the
Lagrange dual function as:
h(υ,α, γ ,β) = min l({pm,k}, υ,α, γ ,β) (24)
According to (23) (24), the Lagrange dual problem of the
original problem is:
max h(υ,α, γ ,β)
subject to pm,k , υ,α, γ ,β > 0, ∀m, i, k (25)
According to [35], whether the original problem is a
convex optimization problem or not, its dual problem is a
convex optimization problem. In the following, we prove
that the original problem (22) and the dual problem (25)
have the same optimal value. Thus we can solve (22) by
solving (25).
Definition 1: E∗ denotes the optimal value of the original
problem, if q that satisfies q ≤ E∗ exists, then q is a lower
bound of E∗.
Definition 2: Q denotes a set of real numbers, if any q ∈ Q
satisfies q ≤ E∗, then all elements in Q are the lower bounds
of E∗ and the maximum element qmax ∈ Q is the infimum
of E∗.





, then the dual function is the lower bound
of the optimal value of its original problem, and the optimal
value of dual problem is the infimum of the original problem,
i.e., For any feasible υ∧,α∧, γ ∧,β∧, we have:
h∧ ≤ E∗ (26)
Proof:









































For any feasible υ∧,α∧, γ ∧,β∧, and υ∧,α∧, γ ∧,
β∧ > 0,∀m, i, k , we have:


























































|Dm (i, k)|2 · p̃m,k + Pc (31)
That is:











|Dm (i, k)|2 · p̃m,k + Pc (32)
For any feasible%pm,k , υ∧,α∧, γ ∧,β∧, h(υ∧,α∧, γ ∧,β∧)
≤ E(%pm,k ) ≤ E∗ can be satisfied. Therefore, (26) is proved.
End of proof.
υ∗,α∗, γ ∗,β∗ denote the optimal solution of the dual
problem, and h∗ denotes the optimal value of dual problem,
then according to (26), we have:
h∗ ≤ E∗ (33)
Obviously, the original problem (22) in the paper is
an abstract convex optimization problem and satisfies the
Slater’s condition [35]. Therefore, according to Slater’s con-
dition, the strong duality holds and the duality gap h∗ − E∗
is 0, then:
h∗ = E∗
h∗ = E∗ (34)
(34) indicates that the original problem (22) and the dual
problem (25) have the same optima, and then the opti-
mal solution of (24) is the optimal solution of the original
problem.















×|Dm (i, k)|2 · pm,k + Pc

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(36) is the simplified function of Lagrange dual func-
tion (35) by removing the constants from (35). The opti-
mal solution of the Lagrange dual problem (35) can be
obtained by solving its simplified function (36). In the paper,
we solve (36) by two steps: power allocation and user
selection.
1) POWER ALLOCATION
In the power allocation step, we derive the opti-








H̄m and H̄m is the equivalent channel matrix of the user m.
It means λm,k is depended on which user is selected, so the
value of λm,k can be determined in next user selection step.
In this step, we assume that λm,k is a constant, so (36) can




































































subject to pm,k ≥ 0, ∀m, k (37)
The standard convex optimization problem (37) can be
directly solved by the convex optimization method. The














denotes the Lagrange multiplier and
θm,k > 0,∀m, k . According to [35], the point satisfying
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the Karush-Kuhn-Tucker (KKT) conditions is the optimal
solution when the optimization problem is a standard convex









θm,k∇pm,k = 0 (39)
θm,kpm,k = 0 (40)
where ∇ represents taking the derivative of pm,k . The condi-
tion that makes (40) always true is:
θm,k = 0 (41)
Substituting (41) into (39), then the optimal value pm,k
























where (a)+ represents the maximum one between a and 0.
Substituting (41) into (39), then we obtain the achievable data
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NT∑
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Obviously, (44) is a function of λm,k and λm,k is determined
by user selection.
2) USER SELECTION
In the user selection step, we not only solve (44) but also guar-
antee the data delay requirements. In Table 1, we assume that
the service type of user m is z and we denote rz and dz as data
rate request and delay requirement respectively. According to
the QoS delay requirements in Table 1, the delay requirement
dz of service z can be transformed into the maximum number
of waiting slots nz, that is, nz = dz
/
ttiwith tti being the length
of the time slot. Wm,z denotes the number of waiting slots
when userm using service z. In user selection, the user whose
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waiting slots reach themaximumwaiting slots is first selected
to guarantee the delay requirement, and the other users are
selected to minimize h
′
(υ,α, γ ,β). Therefore, the proposed
resource allocation algorithm that simultaneously optimizes
the energy efficiency and the effective system throughput is
as follows:
Step 1: Initialize υmin = 0, αmin = γmin = βmin = 0,
υmax  0, αmax, γmax, βmax  0.
Step 2: Initialize υ = υmin+υmax2 ;
γi =
γi min + γimax
2
, ∀i = 1, 2, . . . ,NT ;
βm =
βm min + βmmax
2
, ∀m = 1, 2, . . . ,M;
αm =
αm min + αmmax
2
, ∀m = 1, 2, . . . ,M .
Step 3: Initialize the set of unselected users as  =
{1, 2, · · · ,K } and the set of selected users as 9 = φ.
Step 4: ComputeWm,z of every user in set. IfWm,z = nz,
select user m. Then, update the set of selected users 9 =
{m : Wm,z = nz} and the set of unselected users  = −9.
If 9 = φ go to step 5, otherwise go to step 6.
Step 5: Compute L̂m of every user in set 9, and judge
whether it satisfies that L̂m ≤ NT for any user m. If the result
is true, compute h
′
(λm,k ) of user m in set , select a user
who can minimize h
′
(λm,k ) as m1, update 9 = 9 + {m1},
 = − {m1} and h
′
(λm,k ); otherwise go to step 8.
Step 6: Compute L̂m of every user in set 9, and judge
whether it satisfies that L̂m ≤ NT for any user m. If the result
is true, for each user m in set , define 9m = 9 + {m}
and compute h
′
(λm,k ) of 9m, select a user who can minimize
h
′
(λm,k ) as m∗, update 9 = 9 + {m∗},  =  − {m∗} and
h
′
(λm,k ); otherwise go to step 8.
Step 7: Repeat Step 4.
Step 8: Compute pm,k by substituting υ,α, γ ,β and λm,k
into (42).
Step 9: Substitute λm,k and pm,k into (13) to compute∑M
m=1 Rm. If
∑M
m=1 Rm ≥ C0, set υmax = υ, αmin = α,
βmax = β, γmin = γ , otherwise set υmin = υ, αmax = α,
βmin = β, γmax = γ .
Step 10: Repeat step 2 to step 9 until υmax − υmin ≤ δ,
αmax−αmin ≤ δ, γmax− γmin ≤ δ, βmax−βmin ≤ δ, where
δ denotes the constant that we set to control the accuracy of
the algorithm.
We evaluate the computational complexity of the proposed







complexity is at the same level as the throughput-based
algorithm which only optimizes the throughput of the sys-
tem [40]. The computational complexity of the throughput-




. The complexity derivation
of the proposed algorithm is shown in Appendix.
V. SIMULATION RESULTS AND DISCUSSIONS
We consider an MU-MIMO system with a single BS. The
upper limit of the transmission power of each antenna P0
is 10W. The drain efficiency e and the circuit power
FIGURE 2. Maximum number of supportable users versus the number of
base station antennas.
dissipation of base station power amplifier Pc are 1/0.38
and 10W, respectively. The number of antennas NT is 20,
and the total number of users K is 30. We assume that the
number of receiving antennas for each user is 3, that is,
nm = 3,∀m. We denote the transmit signal-to-noise ratio
as SNR = Pm,k
/
σ 2, the value of SNR is changed by
changing the value of σ 2 in the simulation. We assume that
the number of real-time users and non-real time users are
equal and the achievable data rate is calculated on the base
of bandwidth normalization.
Fig. 2 shows that the maximum number of simultaneously
supportable users versus the number of base station antennas
in the full rank and rank deficient environments. As we can
see from the figure, the maximum number of simultaneously
supportable users in the system increases with the number
of base station antennas when the total number of users is a
constant. Meanwhile, the maximum number of supportable
users in the rank deficient environment is larger than that
in the full rank environment with the same number of base
station antennas. The reason can be found in the constraint
of the maximum number of simultaneously supportable
users (eq. (6)).
Fig. 3. shows the energy efficiency versus the number of
transmitting antennas. As it can be seen from Fig. 3, the
energy efficiency of the system increases with the number
of base station antennas when the total number of users is
a constant. The reason is that the number of users that can
be selected simultaneously in the system is proportional to
the number of transmitting antennas. However, when the
increasing number of antennas reaches a certain value, the
energy efficiency will not increase with the number of anten-
nas due to the limitation of the total number of users in the
system. In Fig. 3, the energy efficiency is fluctuant because
the proposed algorithm in the user selection step is essentially
an improved greedy algorithm which can only reach the local
optimal result instead of the global optimal result in each
user selection process. Therefore, the result obtained in each
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FIGURE 3. Energy efficiency versus the number of base station antennas.
FIGURE 4. System throughput versus the number of base station
antennas.
user selection process is uncertain, which has an uncertain
gap with the global optimal result. In addition, we can also
see from Fig. 3 that when the number of antennas exceeds
a certain number, more total users in the system will lead
to higher energy efficiency. That is because ‘‘better’’ users
that make the local optimal result closer to the global optimal
result can be selected.
Fig. 4. shows the system throughput versus the number
of antennas in BS. As it can be seen from Fig. 4, the sys-
tem throughput increases with the number of base station
antennas when the total number of users in the system is a
constant. The reason is that the maximum number of selected
users increases with the number of antennas, thus the system
throughput increases.
Fig. 5 shows the comparison of energy efficiency among
different algorithms under different SNR. In Fig. 5, the dif-
ference between the algorithm A and the proposed algorithm
is that the algorithm A is a single objective algorithm which
only optimizes the energy efficiency. The algorithm B is
obtained from the algorithm A without considering the upper
FIGURE 5. Comparison of energy efficiency among different algorithms.
TABLE 2. Algorithms comparison table.
bound of the rate requirements; the algorithm C presented
in [21] only maximized the system throughput in the full rank
channel environment without considering the upper bound of
the rate requirements; the algorithmD is same as the proposed
algorithm except that D does not consider the existence of
the rank deficient channel matrix. The details of these five
algorithms are shown in Table 2.
As it can be seen from Fig. 5, the energy efficiency
increases with SNR when the total number of users in the
system is a constant. The reason is that the increase of
signal-to-noise ratio means the reduction of noise power,
and hence the higher achievable bit rate can be obtained
with a certain transmission power. In addition, the energy
efficiency of the proposed algorithm and algorithmD is larger
than that of algorithm A, B and C, which indicates that the
double-objective optimization algorithm is superior to the
single-objective optimization algorithm in optimizing energy
efficiency. Meanwhile, the energy efficiency of algorithm A
is larger than that of algorithm B, because algorithm B does
not consider the upper bound of the rate requirements and
rate exceeding the upper bound is ineffective. Algorithm C is
designed only in the full rank channel matrix environment,
thereby its energy efficiency significantly lower than that
of other algorithms in the real environment (which contains
full rank and rank deficient channels). In the rank deficient
environment, i.e., in the simulation, the maximum number of
simultaneously supportable users of algorithm D is smaller
than that of the proposed algorithm, thereby the effective
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FIGURE 6. Comparison of system throughput among different algorithms.
system throughput and the energy efficiency of algorithm D
is smaller than the proposed algorithm.
Fig. 6 shows the comparison of system throughput among
different algorithms. It can be seen from Fig. 6 that the
system throughput increases with the total number of users
in the system when the number of base station antennas is a
constant. In addition, the system throughput will not increase
when the total number of users in the system reaches a certain
value, where the number of simultaneously supportable users
reaches its upper bound. It also can be seen from Fig. 6 that
the system throughput of the proposed algorithm and algo-
rithm D is larger than that of algorithm A and B, but slightly
smaller than that of algorithm C. The reason is that algorithm
C only maximizes the system throughput without considering
the optimization of system power at all while the proposed
resource allocation algorithm optimizes both.
VI. CONCLUSION
In this paper, we propose a resource allocation algorithm
for MU-MIMO systems in the general wireless environment
with full rank and rank deficient channels. The resource
allocation algorithm simultaneously maximizes the energy
efficiency and the effective system throughput through power
allocation and user selection. The proposed resource allo-
cation algorithm guarantees the different QoS requirements
of heterogeneous services, and it considers the upper and
the lower bounds of the QoS rate requirements. Due to the
excessive constraints, the optimization problem established
in this paper is not a standard convex optimization problem
and cannot be directly solved by convex optimizationmethod.
We construct the Lagrange dual problem of the original prob-
lem and then prove the strong duality between the original
problem and its dual problem. When solving the dual prob-
lem, we firstly simplify and decompose the problem, such
that power allocation and user selection can be applied sepa-
rately to solve the problem. Simulation results show that the
proposed double-objective optimization algorithm is superior
to the existing single-objective optimization algorithms in
terms of energy efficiency and effective system throughput.
In addition, compared with the existing algorithms that only
consider the full rank channels, the proposed algorithm can
select more users in the rank deficient environment, thereby
further enlarging the energy efficiency.
APPENDIX
The computational complexity of the proposed algorithm can
be counted as the number of flops, where a flop is equal to a
real floating point operation. A real operation is counted as
one flop, and complex addition and multiplication operations
are considered as two flops and six flops, respectively.
For a complex matrix H ∈ Cm×n (m ≤ n), the complexity
of typical matrix operations is summarized as follows [41]:
1. The flop count for SVD is 48m2n+ 24mn2 + 54m3.
2. Matrix multiplication of a m × n complex matrix and a
n× p complex matrix has 8mnp flops.
In each iteration, the derivation of the proposed algorithm’s
complexity is as follows.
1. The initialization of the Lagrange multipliers takes
2+ 2NT + 4M flops.
2. For i = 1: It takes K to compute the delay of all users.
3. For i ≥ 2: It is noted that the complexity derivation of the
proposed algorithm in the following is in full rank environ-
ment. And the flops needed in the rank deficient environment
are less than which in full rank environment. Therefore,
computational complexity we derive in the following is the
upper bound of computational complexity of the algorithm.
1) SVD is used to get λm,k for each user in .
SVD of Ĥm takes
48 (i− 1)2 n2mNT +24 (i− 1) nmN
2
T +54 (i− 1)
3 n3m flops.
To compute H̄m takes 8 (i− 1) nm [NT − (i− 1) nm] flops.
For a simple analysis, NT − (i− 1) nm is replaced to NT .
Then, the flop count to compute H̄m can be rewritten as
8 (i− 1) nmNT flops.
SVD of Ĥm takes
48n2m [NT − (i− 1) nm]+24nm [NT − (i− 1) nm]
2
+54n3m
flops. Similarly, the flop count for SVD of Ĥm can be rewrit-





2) To compute h
′
(λm,k ) takes
2iNT nm (3NT + 10)+ 9inm (NT + 3) flops.
3) To compute the optimal value of pm,k and
∑M
m=1 Rm
takes 3NT + 7+ 4nm flops.
Therefore, in the rank deficient environment, the upper
bound of total complexity of an iteration is as follow:
9 = 2+ 2NT + 4M + K +
M∑
i=2
[K − (i− 1)] {
48 (i− 1)2 n2mNT + 24 (i− 1) nmN
2
T + 54 (i− 1)
3 n3m +














In addition, the computational complexity of the num-
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, ω is a constant. Therefore,
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