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Seznam uporabljenih kratic 
Kratica Angl. Slov. 
API Application Programming 
Interface 
Vmesnik uporabnikovega 
programa 
BSS Business Support System Poslovni podporni sistem 
CPU Central Processing Unit Centralno procesna enota 
DHCP Dynamic Host Configuration 
Protocol 
Protokol za dinamično 
konfiguriranje gostiteljev 
EM Element Manager Upravljavec elementov 
EMS Element Management System Sistem upravljanja elementov 
ETSI European Telecommunications 
Standards Institute 
Evropski inštitut za 
telekomunikacijske standarde 
FCAPS Fault, Configuration, 
Accounting, Performance, 
Security 
Odpoved, Nastavitev, 
Naslavljanje, Zmogljivost, 
Varnost 
HDD Hard Disk Drive Trdi disk 
HTTP Hyper Text Transfer Protocol Protokol za prenos hiperteksta 
ILMI Integrated Local Management 
Interface 
Vgrajen vmesnik lokalnega 
upravljanja 
ISO International Organization for 
Standardization 
Mednarodna organizacija za 
standardizacijo 
IT Information Technology Informacijska tehnologija 
JSON JavaScript Object  Notation Objektni JavaScript zapis 
KPI Key Performance Indicator Ključni kazalnik zmogljivosti 
KVM Kernel-based Virtual Machine Jedrno bazirana virtualna 
naprava 
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NAT Network Address Translation Prevajanje omrežnih naslovov 
NFV Network  Function 
Virtualization 
Virtualizacija mrežnih funkcij 
NFVI Network Function Virtualization 
Infrastructure 
Infrastruktura NFV 
NFVI-PoP NFVI-Point of Presence NFVI-Točke prisotnosti 
NFV–MANO NFV-Management and 
Orchestration 
NFV-Upravljanje in orkestracija 
NIC Network Identity Card Identifikacijska omrežna kartica 
NS Network Service Mrežna storitev 
NSD Network Service Descriptor Opisna predloga mrežne storitve 
OSS Operations Support System  Operacijski podporni sistem 
PCIe Peripheral Component 
Interconnect Express 
Hitra periferna komponenta 
medsebojne povezave 
PXE Pre-boot Execution Environment Pred-zagonsko izvajalno okolje 
RAM Random Access Memory Pomnilnik z naključnim 
dostopom 
REST Representational State Transfer Predstavitveni prenos stanj 
SDN Software Defined Network Programsko določena omrežja 
SSD Solid State Drive Enota trdne oblike 
TOR Top Of Rack Na vrhu stojala 
URI Uniform Resource Identifier Enolični identifikator virov 
VDU Virtual Deployment Unit Virtualna namestitvena enota 
VIF Virtual Interfaces Virtualni vmesniki 
VIM Virtual Infrastructure Manager Upravljavec virtualne 
infrastrukture 
VLAN Virtual Local Area Network Virtualno lokalno omrežje 
VLD Virtual Link Descriptor Opisna predloga virtualnih 
povezav 
VNF Virtual Network Function Virtualna mrežna funkcija 
VNFD Virtual Network Function 
Descriptor 
Opisna predloga VNF 
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VNFFGD Virtual Network Function 
Forwarding Graph Descriptor 
Opisna predloga posredovanja 
grafa virtualne mrežne funkcije 
VNFM Virtual Network Function 
Management 
Upravljavec virtualnih mrežnih 
funkcij VNF 
VNFP Virtual Network Function 
Package 
Paket VNF 
Tabela 0.1:  Seznam uporabljenih kratic 
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Povzetek 
Virtualizacija v strogem smislu pomeni obratovanje dveh ali več različnih 
operacijskih sistemov na istem fizičnem računalniku [1]. Uporabljajo jo že v mnogih 
podjetjih, kjer želijo optimizirati izkoriščenost fizične infrastrukture visoko 
zmogljivih strežnikov. Že nekaj let pa se z implementacijo in razvojem virtualnega 
okolja ukvarjajo podjetja v informacijski tehnologiji. Najsodobnejši pristop je v tem 
času virtualizacija mrežnih funkcij NFV (angl. Network Function Virtualisation – 
NFV). 
V magistrski nalogi je podan krajši pregled ETSI standarda o upravljanju in 
orkestraciji virtualnih mrežnih funkcij (angl. Network Function Virtualisation – 
Management and Orcehstration – NFV – MANO) in arhitekturi NFV. Sledi 
predstavitev komponent s katerimi smo postavili NFV sistem, kot so strojna, 
programska oprema in orkestrator OpenBaton. Aktivno sem udeležen pri razvoju 
arhitekture NFV in orkestratorja OpenBaton ter opravljam testiranja na posameznih 
delih sistema NFV.  
Za hitrejše odkrivanje programskih napak smo uporabili avtomatske 
integracijske, funkcionalne in zmogljivostne teste. V magistrski nalogi smo opisali in 
podali razlago, zakaj smo se odločili za določene teste, ki so najbolj ustrezali našim 
potrebam. 
 
Ključne besede: virtualizacija mrežnih funkcij, orkestrator, virtualna mrežna 
funkcija, avtomatski funkcionalni testi, zmogljivostni testi, testi medsebojnega 
delovanja 
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Abstract 
Virtualization in the strict sense means the operation of two or more different 
operating systems on the same physical computer [1]. This concept is already used 
by many companies, which want to optimize utilization of the physical infrastructure 
of high-performance servers. Many information technology companies are engaging 
virtual environment in development and implementation in their systems for several 
years. State of the art approach at this time is network function virtualization (NFV). 
For better understanding we introduce the reader with a short overview of the 
ETSI standard on the management and orchestration (ETSI-MANO) of virtual 
network functions (VNF) and the architecture of NFV system. This is followed by 
the presentation of the components of NFV system, such as hardware, software and 
the main part orchestrator OpenBaton. In Iskratel I participate in the development of 
architecture and NFV Orchestrators OpenBaton and perform various, real-time tests 
in certain parts of the NFV system for the purpose of better effectiveness of the 
research and development team. 
For faster detection of programming defects, we used automatic integration, 
functional and performance tests. In this master thesis we have presented and 
described an explanation of why we have decided for certain tests, which are best fit 
for our needs. 
 
 
Key words: network function virtualization, orchestrator, virtual network 
function, automatic functional tests, performance tests, interoperability tests 
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1  Uvod 
Potrebe po širokopasovni internetni povezavi z leta v leto naraščajo. V 
devetdesetih letih smo uporabljali hitrosti modemske povezave preko telefonske 
linije, ki je segala do 56.000 bitov na sekundo [2]. Dandanes pa omogoča 
komercialna uporaba optične povezave z internetom v Sloveniji že do 1000 
megabitov prenosa na sekundo [3]. Hitrost povezave se je v dobrih dveh desetletjih  
povečala za več kot 17.500-krat. Da so ponudniki mrežnih storitev dosegli take 
hitrosti, so povečevali zmogljivosti njihove infrastrukture. Do nedavnega so jo lahko 
povečevali z dokupovanjem namenskih mrežnih naprav (npr. stikala, usmerjevalniki, 
klicni strežniki) [2].  
V zadnjem času so ugotovili, da se take nadgradnje kmalu ne bodo več 
izplačale. Z dodajanjem elementov v mrežno infrastrukturo narašča tudi cena 
vzdrževanja in porabe energije. Mrežni elementi postajajo vedno dražji za 
vzdrževanje in bolj energetsko potrošni. Veliko težav je nastalo z nekompatibilno 
opremo različnih ponudnikov rešitev. Vsak ponudnik mrežnih rešitev je prišel s 
svojim predlogom in ponudil svojo specifično opremo, ki v večini primerov ni bila 
kompatibilna z opremo ostalih ponudnikov [4]. Programska oprema je delovala le 
točno na določeni strojni opremi, ki jo je proizvedel taisti ponudnik mrežnih rešitev. 
Ponudnik mrežnih storitev se je lahko odločili le za enega ponudnika, ki mu je prodal 
celo rešitev (programsko, kot tudi strojno opremo). Poleg tega je le ta imel znanje za 
vzdrževanje svojega sistema. Za ponudnika mrežnih storitev je bil to dodatni 
finančni zalogaj za konstantno izobraževanje ali zaposlovanje novih vzdrževalcev 
novih sistemov. Vsaka nadgradnja sistema je ponudnika mrežnih storitev omejevala 
pri izbiri ponudnika mrežnih rešitev in nakupa nove opreme. S tem se je ustvarjal 
prevelik monopol in premajhna konkurenčnost na trgu. Poleg tega pa je omrežje 
postajalo nefleksibilno in ni omogočalo dovolj hitrega razvoja in napredka v 
informacijskih tehnologijah.  
Z uvajanjem novega pristopa mrežnih rešitev, predvsem z uveljavljenim ETSI 
standardom o NFV tehnologiji, bi se lahko znižala poraba energije in se omogočilo, 
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da bi operaterji lahko kupovali opremo različnih proizvajalcev. Ločili bi trg 
programske opreme od strojne opreme [10]. Vsako podjetje, ki bi razvijalo 
programsko opremo po NFV standardu ETSI organizacije bi bilo kompatibilno s 
strojno opremo, ki je razvita po istem standardu. S tem bi cene opreme na trgu lahko 
padle, narasla pa bi tudi konkurenca ponudbe rešitev na trgu, saj je razvoj 
programske opreme veliko bolj razširjen in cenejši, kot razvoj celotnega sistema s 
strojno opremo hkrati. 
V arhitekturni ekipi NFV-MANO Iskratelovega koncepta sodelujem na 
področju avtomatskih funkcionalnih, zmogljivostnih in testov medsebojnega 
obratovanja.  
Kot cilj magistrskega dela, sem si zastavil: 
 Izbor najprimernejšega funkcionalnega testa 
 Praktičen primer avtomatskega funkcionalnega testa orkestratorja 
OpenBaton 
 Zmogljivostni testi oblačne platforme OpenStack 
 Testi medsebojnega obratovanja oblačne platforme OpenStack 
 Prikazati rezultatov funkcionalnosti NFV sistema 
 Cilj magistrske naloge je s pomočjo sprotnih testov pospešiti 
nadgradnjo obstoječih Iskratelovih mrežnih funkcij, da postanejo NFV 
kompatibilne.
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2  Virtualizacija strojne opreme 
Koncept virtualizacije računalniške opreme ima zgodovinske korenine že v 
poznih šestdesetih in zgodnjih sedemdesetih letih, ko je podjetje IBM investiralo 
veliko časa in truda v razvoj robustne časovno deljene rešitve (angl. time-sharing) 
[5]. Rešitev časovne delitve se je nanašalo na deljeno uporabo virov fizičnega 
računalnika med večje število uporabnikov. S tem so želeli prispevati k večji 
učinkovitosti tako uporabnikov, kot dragih računalniških virov, ki bi si jih delili. 
Takšen model je prispeval k velikemu preboju v računalniški tehnologiji. V 
organizacijah, kjer so začeli uporabljati takšno rešitev so se stroški za zagotavljanje 
računalniških zmogljivosti močno zmanjšali. Takšen sistem deljenja računalniške 
zmogljivosti je bil uporaben tudi za namen posameznikov, ki so lahko uporabljali 
računalnik, čeprav si ga niso lastili. 
Razlog za virtualizacijo mrežnih elementov so podobni. Z njo želimo 
optimizirati izrabo strojne infrastrukture. To infrastrukturo izrabljajo mrežni 
elementi, ki glede na potrebe omrežja dodajajo oziroma odvzemajo vire. Zagotoviti 
moramo ustrezno avtomatizacijo, skalabilnost in s tem omogočiti čim večjo 
prilagodljivost omrežja, ki ne potrebuje človeškega posega [6]. 
Virtualizacija pomeni sposobnost simulacije strojne opreme na programski 
način. Kot strojno opremo si lahko predstavljamo običajen PC, stikalo, strežnik, 
usmerjevalnik ali druge naprave. Vse funkcionalnosti virtualizirane naprave so 
ločene od strojne opreme in delujejo, kot neka virtualna instanca. Ta naprava 
opravlja povsem enake naloge, kot namenska strojna naprava, le da se nahaja v 
virtualnem okolju, kjer lahko hkrati deluje več enakih virtualnih naprav. Te naprave 
lahko v virtualnem okolju enostavno dodajamo/zaganjamo ali brišemo/prekinjamo. 
To nam omogoča zelo prilagodljivo okolje glede na potrebe po opravljanju določenih 
aplikacij. Virtualno okolje pa na koncu še vedno deluje na neki fizični strojni 
napravi, kot je na primer nek močnejši strežnik z dobro procesorsko močjo in veliko 
fizičnega prostora. Ena večjih prednosti virtualnega okolja je tudi neodvisnost izbire 
proizvajalca strojne opreme. Vse te lastnosti virtualizacije nam omogočajo bolj 
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prenosljive, razširljive in stroškovno učinkovite, kot običajne rešitve, ki temeljijo na 
strojni opremi [7]. 
Virtualizacija mrežnih funkcij pomeni ustvarjanje virtualiziranih mrežnih 
funkcij, ki so ločena od osnove. Ločena so od fizične mrežne infrastrukture, s čimer 
omogočajo lažjo integracijo in podporo virtualnega okolja. Že nekaj let poznamo 
razna podjetja, ki ponujajo vire računske moči in podpore za spletno shranjevanje 
podatkov. Uporabnik preko spletnih aplikacij lahko izrablja to navidezno moč ali 
prostor za obdelavo ali shranjevanje podatkov, v ozadju pa vedno nastopi nek 
strežnik, ki ponuja fizično računsko moč ali fizično shrani podatke na disk. Mrežna 
virtualizacija pa se je začela šele v zadnjih letih z ločitvijo nadzornega dela (angl. 
control plane) in podatkovnega dela (angl. forwarding data plane). Ta način 
virtualizacije je predviden pri programsko določenih omrežjih (angl. Software 
Defined Networking – SDN) in virtualizaciji omrežnih funkcij (angl. Network 
Functions Virtualization – NFV) [8]. 
Pri virtualizaciji omrežja se ustvari logičen pogled na strojno opremo in 
mrežne vire. Oboje temelji na programski opremi. Fizične naprave so zadolžene za 
zagotavljanje fizične procesorske moči, prostora, dinamičnega spomina in pošiljanje 
paketov med fizičnimi napravami. Virtualizirane naprave pa temeljijo na inteligentni 
abstrakciji pošiljanja paketov in zagotavljanju procesorske moči, prostora in 
dinamičnega spomina. To nam olajša dinamično izrabo fizičnih virov in uporabo 
raznovrstnih mrežnih storitev. Kot rezultat celote dobimo virtualizirano omrežje, ki 
nam omogoča boljšo integracijo, podporo in upravljanje virtualiziranih mrežnih 
funkcij. 
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3  Standard NFV-MANO 
Želje ljudi po visokih širokopasovnih hitrostih rastejo z leta v leto. Ponudniki 
internetnih storitev pa so tisti, ki morajo slediti trendom in svojim strankam 
zagotoviti višje zmogljivosti mrežnih storitev.  
S strani ponudnikov internetnih storitev (angl. Internet Service Provider - ISP) 
je prišla pobuda, da se uvede nov standard o mrežnih tehnologijah. Ugotovili so, da 
se jim poslovni sistemi s povečevanjem infrastrukture ne izidejo več. Če bi s takim 
tempom, kot ga narekuje svet povečevali infrastrukturo, bi vzdrževanje povzročilo 
preveliko finančno breme za ponudnika. Cene internetnih storitev pa se ob enem ne 
dražijo v sorazmerju. Kmalu pridemo do ugotovitve, da bi ponudnik mrežnih storitve 
porabil več denarja za vzdrževanje in nadgradnjo, kot pa bi zaslužil s prodajo storitev 
[9]. 
3.1  Koncept NFV-MANO 
Ponudniki internetnih storitev so zato sestavili nov standard, ki se mu reče 
Virtualizacija mrežnih funkcij (angl. Network Function Virtualization – NFV) [10]. 
Standard NFV prinaša nove zmogljivosti v komunikacijska omrežja in zahteva novo 
ključno funkcijo za upravljanje, ki ji pravimo upravljavec in orkestrator (angl. 
Management and Orchestration – NFV-MANO). Upravljavec in orkestrator 
nastopata kot en gradnik v zgodbi NFV, ker sta zelo povezana. Določiti jima je 
potrebno nove naloge administracije, vzdrževanja in nadzora virtualnih mrežnih 
funkcij VNF (angl. Virtual network function - VNF). V današnjih mrežnih sistemih 
je implementacija mrežne funkcije zelo tesno povezana z infrastrukturo na kateri 
stoji. Standard NFV pa ravno v tej točki dela največjo razliko, kjer ločuje 
implementacijo programskega dela mrežne funkcije od procesorske moči, 
pomnilnika in mrežnih virov (skupaj: strojne opreme). Virtualizacija izolira mrežne 
funkcije z virtualizacijskim slojem (Slika 3.1). V spodnjem delu slike 3.1 je v 
oblačku karikirana fizična strojna oprema, ki je predstavlja bazen virtualiziranih 
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virov v oblaku. Te vire pa uporabljajo virtualne mrežne funkcije VNF za poganjanje 
mrežnih storitev NS. 
 
Slika 3.1:  Sloj, ki določa mejo med fizičnimi in virtualnimi napravami [10] 
 
Virtualne mrežne funkcije in povezave med njimi, potrebujejo nov pristop, 
kako poskrbeti za ustrezno orkestracijo in upravljanje. Tukaj nastopita upravljavec in 
orkestrator, ki skrbita za zagotavljanje virov, te pa potrebujejo raznorazne funkcije za 
delovanje. Tak način upravljanja, je sedaj nujno potreben zaradi ločevanja mrežnih 
funkcij od infrastrukture NFV (angl. Network Function Virtualization Infrastructure - 
NFVI). 
Princip virtualizacije prinaša sinergijo delovanja več proizvajalcev mrežnih 
rešitev v istem sistemu. Različne komponente NFVI in VNF programske opreme 
sledijo različnim življenjskim ciklom v arhitekturnem okolju NFV-MANO. To pa 
zahteva standardizirane vmesnike za delovanje in ustrezno razčiščene pojme o 
delovanju med različnimi komponentami NFVI [11]. 
3.1.1  Infrastruktura NFV 
Za tem izrazom stoji vsa strojna in programska oprema. Na sliki 3.1 lahko 
vidimo infrastrukturo NFV v spodnjem okviru, ki jo podpira OpenStack platforma. 
Vsakega od vozlišč predstavljajo zelo zmogljivi strežniki, ki so povezani na isto 
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omrežje. Programska oprema nekako predstavi vse posamezne dele strojne opreme v 
bazenu virtualnih virov. To je okolje kjer se nalagajo, upravljajo in izvajajo instance 
VNF. Infrastruktura NFV je lahko razširjena na več lokacijah, kjer so prisotne točke 
prisotnosti infrastrukture NFV (angl. NFVI Points of Presence - NFVI-PoP). 
Omrežje, ki povezuje te točke, se smatra kot del infrastrukture NFV [11].  
Virtualni viri so viri, ki lahko nastopajo kot virtualne shrambe virov in jih 
lahko uporabljamo, kot abstraktne storitve: 
 Procesorska moč (kot gostitelj ali strežnik) in virtualne naprave kot viri 
procesorske moči in dinamičnega spomina. 
 Hramba podatkov, vključuje blokovno hrambo ali hrambo na nivoju 
datotečnega sistema. 
 Mrežni viri, vključujejo omrežja, podomrežja, vrata (angl. port), 
naslove, povezave in posredovalna pravila za namen lokalne in ne-
lokalne povezljivosti na virtualne mrežne funkcije VNF. 
Upravljavec in orkestrator virtualnih virov morata biti sposobna obvladovati 
vire infrastrukture NFVI, kot so vozlišča in točke prisotnosti infrastrukture NFVI 
(angl. NFVI Points of Presence - PoP).  
Virtualizirani viri so odgovorni zagotavljati ustrezne vire glede na potrebe 
specifičnih virtualnih mrežnih funkcij VNF. Razporejanje z viri infrastrukture NFVI 
pa je za orkestrator lahko zelo obsežna naloga saj je soočen z veliko zahtevami, ki jih 
narekujejo določene virtualne mrežne funkcije VNF. V virtualnem okolju so naloge 
za dodeljevanje mrežnih, računskih, in shranjevalnih virov močno povečane. 
Dodelitev in razrešitev virov virtualnim mrežnim funkcijam VNF je dinamičen 
proces, ki upravlja orkestrator. Ta pa se odloča glede na porabo storitev vseh 
obstoječih funkcij v sistemu. Medtem pa virtualne mrežne funkcije VNF ne vedo, 
kako se orkestrator odloča glede dodeljevanja in razreševanja virov, ki so potrebni za 
življenjski cikel virtualnih mrežnih funkcij VNF. Če v sistemu NFV pride do 
preobremenitve določene funkcije VNF, na kateri teče določena mrežna storitev NS, 
so ji lahko dodatno dodeljeni viri iz bazena infrastrukture NFVI, ko jih potrebuje in 
če so na voljo. 
Navidezni viri opravljajo naslednje naloge: 
 Odkrivanje storitev, ki so na voljo; 
 Upravljanje z navideznimi viri (razpoložljivost/dodelitev/sprostitev); 
 Upravljanje z napakami/kakovostjo virtualnih virov. 
V primeru razpršene postavitve virtualnih virov preko več točk prisotnosti 
infrastrukture NFVI-PoP, so te lahko predstavljeni na več načinov. Lahko je 
izpostavljena neposredno orkestratorju. Z višjim nivojem abstrakcije pa je mogoče 
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predstaviti virtualne vire tudi preko več točk prisotnosti NFVI-PoP. Instance VNF so 
lahko nameščene v obeh načinih. 
Funkcija upravljanja in orkestracije, ki koordinira virtualne vire v eni ali v več 
NFVI-PoP, mora zagotoviti storitve s podporo dostopa do teh virov na odprt in vsem 
dobro znan abstraktni način. Te storitve lahko uporabljajo tudi druge overjene in 
ustrezno pooblaščene funkcije upravljanja in orkestracije NFV (npr. funkcije drugih 
proizvajalcev z možnostjo lahko upravljanja in orkestriranja virtualnih mrežnih 
funkcij VNF). S tem omogočamo odprtost sistema tudi drugim ponudnikom rešitev 
[10].  
 
Slika 3.2:  Osnovna zgradba arhitekture NFV [11] 
Na sliki 3.2 so prikazani funkcijski bloki in povezave med njimi v 
arhitekturnem okvirju NFV. Referenčne točke so podrobneje opisane v poglavju 
3.2.1. 
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3.1.2  Naloge orkestratorja in upravljavca glede virtualnih mrežnih funkcij 
VNF (angl. Virtual Network Function – VNF) 
Upravljanje in orkestracija funkcij VNF vključuje veliko nalog, kot so na 
primer upravljanje nastavitev, napak, računov, zmogljivosti in varnosti. Ločitev 
mrežnih funkcij od fizične infrastrukture prinaša nove pridobitve upravljanja s temi 
funkcijami. Napredek v mrežnih storitvah temelji predvsem v upravljanju 
življenjskega cikla virtualnih virov potrebnega za delovanje virtualne mrežne 
funkcije VNF. 
Upravljavec virtualne mrežne funkcije VNF je odgovoren za njen življenjski 
cikel. Glavne operacije upravljavca teh funkcij:  
 Sproži tvorbo virtualne mrežne funkcije VNF (ustvari VNF) 
 Reduciranje virtualne mrežne funkcije VNF (Povečaj ali zmanjšaj 
kapaciteto/zmogljivost VNF) 
 Posodobi ali nadgradi virtualno mrežno funkcijo VNF 
 Izbriši funkcijo VNF (sprosti prostor, ki ga je zasedala virtualna mrežna 
funkcija VNF na infrastrukturi NFVI in omogoči drugim virtualnim 
mrežnim funkcijam VNF, da ga zasedejo) 
Vse nastavitve in načini delovanja vseh funkcij VNF so zajete v namestitveni 
predlogi, ki je shranjena v katalogu [3.2.6]. V njem se predloga vedno nahaja za 
kasnejšo rabo. Vsebuje opise atributov in zahtev  potrebnih za realizacijo določene 
funkcije VNF. Obenem pa predloga vsebuje tudi potrebe za upravljanje življenjskega 
cikla funkcije VNF. Ob kreacij so ji določeni predpisani viri iz infrastrukture NFVI v 
namestitveni predlogi. Premišljeno morajo biti v naprej opisane tudi zahteve in 
omejitve za kreacijo funkcije VNF. Vključitev zahtev za upravljanje življenjskega 
cikla v namestitveni shemi omogoča upravljavcu funkcije VNF upravljanje s 
podobnimi, zelo enostavnimi funkcijami VNF z eno komponento, ali z zelo 
kompleksnimi funkcijami VNF z več komponentami v soodvisnosti. Tako 
dopuščamo fleksibilnost ponudnikov funkcij VNF. 
Upravljavec VNF ima možnost spremljanja zmogljivosti funkcij VNF, če so v 
namestitveni predlogi omogočene tudi funkcije za zajemanje ključnih kazalnikov 
zmogljivosti (anlg. Key Performance Indicator – KPI). Funkcija upravljanja lahko to 
informacijo uporabi za operacijo reduciranja. Ta operacija lahko vključuje 
spremembe v konfiguraciji navideznih naprav (reduciranje navzgor - npr. dodajanje 
CPE, reduciranje navzdol - npr. odvzemanje CPE), dodajanje novih virtualnih naprav 
(reduciranje navzven) odvzemanje virtualnih naprav (reduciranje navznoter) in 
sproščanje virtualnih virov [10]. 
26 3  Standard NFV-MANO 
 
Upravljavec funkcij VNF izvaja vzdrževalne funkcije virtualnih virov, ki 
podpirajo funkcionalnosti funkcij VNF, brez posegov v delovanje logičnih funkcij. 
Funkcije upravljavca virtualnih mrežnih funkcij VNF so predstavljene kot odprte, 
dobro poznane storitve drugim funkcijam. 
Storitve zagotovljene z upravljavcem funkcij VNF lahko uporabljajo potrjene 
in ustrezno avtorizirane funkcije NFV upravljanja in orkestracije. 
3.1.3  Mrežne storitve (angl. Network Service – NS) 
Orkestracija mrežnih storitev je odgovorna za upravljanje življenjskega cikla 
mrežnih storitev NS, vključno z operacijami, kot so: 
 Registracija mrežne storitve v katalog [3.2.5] in zagotovitev, da so vse 
opisne predloge za mrežno storitev NS, zabeležene. 
 Vklop mrežnih storitev NS 
 Reduciranje mrežnih storitev – povečanje ali zmanjšanje kapacitete 
mrežnih storitev 
 Posodobitev mrežne storitve z možnostjo sprememb konfiguracije 
različno kompleksnih funkcij VNF. Spremembe povezljivosti med 
funkcijami VNF ali sama sestava primerov funkcij VNF. 
 Stvaritev, izbris, poizvedba in posodobitev virtualnih mrežnih funkcij 
VNF v povezavi z mrežnimi storitvami. 
 Prekinitev mrežne storitve. Zahteva za prekinitev primera funkcije 
VNF. Zahteva za sprostitev virov NFVI v povezavi z mrežnimi 
storitvami in vračanje virov v bazen NFVI, če je to mogoče. 
Namestitvene zahteve in zahteve delovanja vsake mrežne storitve so zajete v 
namestitveni predlogi, ki opisuje atribute in zahteve mrežne storitve in so potrebne za 
realizacijo. Namestitvene predloge pa so shranjene v katalogu [3.2.5]. Orkestracija 
mrežnih storitev NS koordinira življenjski cikel virtualnih mrežnih funkcij VNF, ki 
skupaj tvorijo mrežno storitev NS. Vključuje tudi upravljanje med drugačnimi 
virtualnimi mrežnimi funkcijami VNF, mogoče pa je tudi upravljanje med 
virtualnimi in fizičnimi mrežnimi funkcijami VNF v primerih, kjer je to potrebno in 
omogočeno. 
Med delovanjem mrežne storitve NS lahko orkestrator kontrolira ključne 
kazalnike zmogljivosti (angl. Key Performance Indicator – KPI) mrežnih storitev NS 
v primeru, da so dane take zahteve v namestitveni predlogi. Te informacije lahko 
posreduje drugim funkcijam in jim preda določene operacije, ki podpirajo ustrezne 
zahteve. 
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Orkestracija mrežnih storitev opravlja svoje naloge z upravljanjem funkcij 
VNF in z orkestriranjem infrastrukture NFV, ki podpira povezave med 
funkcionalnostmi funkcij VNF. Te funkcionalnosti morajo biti predstavljene kot 
odprte, dobro poznane storitve delujoče vzajemno z ostalimi funkcijami. Funkcija 
orkestracije mrežnih storitev mora vsebovati lastnosti storitev ostalih funkcij 
(funkcija upravljanja z virtualno infrastrukturo), da lahko zagotavlja učinkovito 
opravljanje svoje dolžnosti. 
Storitve zagotovljene z orkestracijo mrežnih storitev lahko uporabljajo overjen 
in ustrezno pooblaščene funkcije, kot sta na primer operacijski in poslovni podporni 
sistemi (angl. Operations Support System – OSS, Business Support System – BSS) 
na sliki 3.3 [10]. 
3.2  Arhitektura NFV-MANO 
V tem delu bomo razširili tematiko na arhitekturni del. Pregledali bomo 
funkcionalnost arhitekture na bolj podrobnem nivoju s poudarkom na orkestratorju in 
upravljavcu NFV. Prav tako bomo razložili povezave med blokom NFV-MANO in 
ostalimi funkcijskimi bloki standarda ETSI. Arhitekturni okvir NFV-MANO je 
osredotočen v smeri operatorjev omrežij NFV, predvsem na nove funkcijske bloke in 
referenčne točke teh funkcijskih točk. Ostale funkcijske bloke, potrebne za boljše 
razumevanje arhitekture NFV-MANO, bomo na kratko razložili. 
Standard ne vsiljuje specifične realizacije NFV-MANO arhitekturnega okvirja. 
Priporoča le najboljšo prakso, ki jo mora arhitekturni okvir NFV-MANO vsebovati: 
 Omogoča virtualizacijo in implementacijo programske opreme 
 Pripravljen za ustrezno distribucijo in reduciranje v infrastrukturi NFVI 
za namene izboljšanja mrežnih storitev in podpora na različnih 
lokacijah 
 Primeren za popolno avtomatizacijo (sposoben odreagirati na dogodke 
v realnem času brez človeške pomoči in izvajanje ukrepov v povezavi s 
temi dogodki, ki so predhodno nastavljeni v kontrolnih shemah). 
 Primeren za implementacijo, ki ne vsebuje nobene točke, kjer bi 
potencialno lahko ogrozila neprekinjenost določene storitve. 
 Primeren za implementacijo z odprtimi arhitekturnim pristopom in 
izpostavljeno standardnim vmesnikom. 
 Podpora in pomoč realizacije odcepitve programske opreme funkcij 
VNF od strojne opreme. 
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 Podpora upravljanju in orkestraciji funkcij VNF in mrežnih storitev NS 
z uporabo virov infrastrukture NFV iz ene ali več točk prisotnosti 
NFVI-PoP. 
 Podpora modeliranja virov infrastrukture NFVI za potrebe funkcij VNF 
v abstraktni smeri [10]. 
3.2.1  Pregled 
Glavni funkcijski bloki arhitekturnega okvirja NFV-MANO: 
 Funkcijski bloki, ki pripadajo NFV upravljavcu in orkestratorju 
virtualnih mrežnih funkcij VNF(NFV-MANO). 
 Drugi funkcijski bloki, ki sodelujejo z NFV-MANO preko referenčne 
točke 
 Vse referenčne točke, ki vključujejo komunikacijo v strukturi NFV-
MANO. 
Arhitekturni okvir NFV-MANO na sliki 3.3 je predstavljen le na funkcijskem 
nivoju in ne vključuje nobene specifične implementacije. Več funkcijskih blokov je 
lahko združenih v eno referenčno točko med njimi. Referenčne točke zapisane 
odebeljeno in z neprekinjeno črto so novi in nujni za arhitekturni okvir NFV-MANO. 
Te predstavljajo potencialni del za nadaljnji razvoj v odprtokodnih projektih in 
kasnejših standardizacijah.  
Arhitekturni okvir NFV-MANO vsebuje naslednje funkcijske bloke: 
 Upravljavec virtualizirane infrastrukture (angl. Virtual Infrastructure 
Manager - VIM) 
 Orkestrator NFV (angl. NFV Orchestrator - NFVO) 
 Upravljavec VNF (angl. VNF Manager - VNFM) 
Arhitekturni okvir NFV-MANO vsebuje naslednje podatkovne zbirke z 
ustreznimi predlogami: 
 Katalog mrežnih storitev NS (angl. Network Service Catalogue – NS 
Catalogue) 
 Katalog virtualnih mrežnih funkcij VNF (angl. VNF Catalogue) 
 Zbirka instanc NFV (angl. NFV Instances repository) 
 Zbirka virov infrastrukture NFVI (angl. NFVI Resources repository) 
Arhitekturni okvir NFV-MANO vsebuje funkcijske bloke, ki delijo svoje 
referenčne točke z ostalimi funkcijskimi bloki NFV-MANO: 
 Upravljanje elementov (angl. Element Management - EM) 
 Virtualne mrežne funkcije VNF (angl. Virtualised Network Function – 
VNF) 
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 Operacijski in poslovni podporni sistem funkcij (angl. Operation 
System Support – OSS; Business System Support – BSS) 
 Infrastruktura NFVI (angl. Network Funciton Virtualisation 
Infrastructure - NFVI) 
Arhitekturni okvir NFV-MANO vsebuje naslednje glavne referenčne točke: 
 Os-Ma-nfvo je referenčna točka med OSS/BSS in NFVO 
 Ve-Vnfm-em je referenčna točka med EM in VNFM 
 Ve-Vnfm-vnf je referenčna točka med VNF in VNFM 
 Nf-Vi je referenčna točka med NFVI in VIM 
 Vn-Nf je referenčna točka med infrastrukturo NFV in funkcijo VNF 
 Or-Vnfm je referenčna točka med NFVO in VNFM 
 Or-Vi je referenčna točka med NFVO in VIM 
 Vi-VNFM je referenčna točka med VIM in VNFM 
 
Slika 3.3:  NFV-MANO arhitekturni okvir z referenčnim točkami [10] 
3.2.2  Orkestrator NFV 
NFV orkestrator ima dve poglavitni nalogi: 
 Orkestracija virov NFVI z več upravljavci virtualne infrastrukture VIM. 
Orkestracija virov procesorske moči, pomnilnika in mrežnih virov. 
30 3  Standard NFV-MANO 
 
 Upravljanje življenjskega cikla mrežnih storitev in izpolnjevanje 
funkcije orkestracije mrežnih storitev opisane v poglavju 3.1.3. 
Podroben nabor zahtev za virtualne mrežne funkcije VNF, ki jih uporablja 
NFV orkestrator so predstavljene kot vmesniki: 
 Upravljanje z namestitvenimi predlogami omrežnih storitev in paketov 
VNF (npr. vključevanje novih mrežnih storitev in paketov VNF). Med 
vključevanjem mrežnih storitev NS ali funkcij VNF je potreben korak 
potrditve. Za podporo naknadne namestitve mrežne storitve NS, kot 
tudi funkcije VNF, je pri potrjevanju potrebno preveriti integriteto in 
avtentičnost na podlagi namestitvene predloge. Zagotoviti je potrebno, 
da so vse potrebne informacije prisotne in konsistentne.  
 Namestitev in upravljanje življenjskega cikla mrežne storitve NS, kot 
so: posodobitev, poizvedbe, reduciranje, zbiranje rezultatov o 
zmogljivostnih testih, dogodkih in korelacijah, prekinitvah. 
 Upravljanje namestitev upravljavcev VNF, kjer je to potrebno 
 Upravljanje namestitev funkcij VNF v koordinaciji z upravljavcem 
VNF  
 Uveljavitev in pooblastitev virov infrastrukture NFVI na pobudo 
upravljavca VNF. Te lahko vplivajo na mrežne storitve NS (odobritev 
zahtevane operacije mora biti urejena s strani pravil) 
 Upravljanje neoporečnosti in transparentnost mrežne storitve NS skozi 
njen življenjski cikel. Povezava med mrežno storitvijo NS in instanco 
VNF z uporabo zbirke instanc NFV. 
 Upravljanje topologije mrežnih instanc (npr. ustvari, posodobi, 
povprašaj, izbriši VNF graf posredovanja). 
 Vodenje avtomatizacije mrežnih storitev NS (npr. sprožanje 
avtomatskih operacij upravljanja mrežne storitve NS in funkcije VNF). 
 Pravila upravljanja in vrednotenja mrežnih storitev NS in instanc VNF. 
Orkestrator pa mora po drugi strani poskrbeti tudi za zagotavljanje storitev s 
podporo dostopa do virov infrastrukture NFVI. Omogočen mora biti do kateregakoli 
upravljavca infrastrukture NFVI (VIM) v sistemu. 
Podroben nabor zahtev za infrastrukturo NFV, ki jih uporablja orkestrator NFV 
so predstavljene, kot vmesniki:  
 Uveljavitev in pooblastitev zahtev do virov infrastrukture NFVI s strani 
upravljavca VNF. To pomeni, kako so zahteve virov določene v eni ali 
več NFVI-PoP (dodeljevanje zahtevanih virov mora biti v skladu s 
pravili). 
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 Upravljanje z viri infrastrukture NFV v operatorjevi domeni, vključno z 
distribucijo, rezervacijo in dodelitvijo virov infrastrukture NFVI 
instancam mrežnih storitev NS z uporabo zbirke virov infrastrukture 
NFV. Prav tako skrbi za iskanje in dostop potrebnega enega ali več 
upravljavcev virtualne infrastrukture VIM. Zagotavlja mesto 
primernega upravljavca virtualne infrastrukture VIM glede na 
upravljavca VNF, ko je to potrebno. 
 Podpora upravljanja razmerja med instancami virtualnih mrežnih 
funkcij VNF in viri infrastrukture NFVI, ki so dodeljeni instanci VNF z 
uporabo zbirke informacij virov infrastrukture NFVI prejetih od 
upravljavca virtualne infrastrukture VIM. 
 Pravila upravljanja in uveljavljanja instanc mrežnih storitev NS in 
instanc VNF (npr. kontrola dostopa virov NFVI, pravila za dodelitev 
rezervacij, optimizacija postavitev sorodnih ali nesorodnih pravil, 
poraba virov, itn.). 
 Zbiranje informacij o porabi virov infrastrukture NFVI uporabljene s 
strani virtualne mrežne funkcije VNF ali več njih. Na primer zbiranje 
informacij o številu porabljenih virov infrastrukture NFVI preko 
vmesnikov NFVI in korelacija porabe virov NFVI glede na potrebe 
instanc funkcij VNF [10]. 
3.2.3  Upravljavec VNF 
Upravljavec VNF je odgovoren za življenjski cikel instanc VNF. Vsaka 
instanca VNF ima svoj upravljavec VNF. Ta je lahko določen za eno ali več instanc 
VNF hkrati, odvisno od zahtev funkcije VNF in mrežne storitve NS. 
Večina upravljavcev funkcij VNF naj bile generične funkcije kompatibilne z 
vsemi vrstami funkcij VNF. Še vedno pa mora arhitekturni okvir NFV-MANO 
podpirati primere, kjer vsebujejo instance VNF specifične funkcionalnosti v 
njihovem življenjskem ciklu. Te funkcionalnosti naj bi bile specificirane v paketih 
VNF [7.1.4]. 
Podroben nabor zahtev za virtualne mrežne funkcije VNF, koordinirane s strani 
upravljavca NFV so predstavljene, kot vmesniki: 
 Namestitev instance VNF, vključno s konfiguracijo funkcije VNF, če 
tako zahteva namestitvena predloga VNF (npr. konfiguracija IP 
naslovov pred zaključkom namestitvene operacije). 
 Pregled možnosti namestitve instance VNF, če je to potrebno. 
 Nadgradnja in posodobitev programske opreme instance VNF. 
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 Spreminjanje instanc VNF. 
 Zagotavljanje prilagodljivosti (angl. scalability) instanc VNF (gor in 
dol). 
 Zbiranje informacij o količini virov infrastrukture NFVI v povezavi z 
instancami VNF, dogodki, izpadi. 
 Avtomatsko izvajanje popravkov na instancah VNF  
 Prekinitev instance VNF. 
 Obveščanje o življenjskem ciklu instanc VNF. 
 Zagotavljanje neoporečnosti instance VNF skozi njen življenjski cikel. 
 Celotna vloga koordinacije in prilagoditve konfiguracije. Poročanje o 
dogodkih med upravljavcem virtualne infrastrukture VIM in 
upravljavcem elementov EM (angl Element Manager – EM, poglavje 
3.2.9). 
Razvoj in opis delovanja vsake funkcije VNF je zajet v opisni predlogi 
virtualne mrežne funkcije (angl. Virtual Network Function Descriptor – VNFD), 
shranjene v katalogu VNF.  Upravljavec in orkestrator NFV-MANO uporabljata 
opisno predlogo VNFD za izdelavo instanc VNF, ki jo določena opisna predloga 
VNFD predstavlja in upravlja življenjski cikel virtualnih mrežnih funkcij VNF. Te 
funkcije pa so vključene v specifični mrežni storitvi NS. Opisna predloga VNFD je 
skladna s paketi VNFP in popolnoma opisuje atribute in zahteve potrebne za 
realizacijo določene funkcije VNF. Viri NFVI so pripisani funkciji VNF glede na 
potrebe zapisane v  opisni predlogi VNFD (med drugim vsebuje kriterij poizvedbe 
virov). Določene zahteve opisne predloge VNFD se lahko povozi v primeru 
določenih zahtev, omejitev in pravil, ki so bila predhodno zahtevana za nalaganje 
(npr. pravila operaterja, geo-lokacijska postavitev, sorodna in nesorodna pravila, 
lokalne ureditve). 
Funkcijski blok NFV-MANO mora vključno z opisnimi predlogami VNFD in 
drugimi elementi omogočati fleksibilen razvoj in prenosljivost instanc VNF v več 
različnih okolij NFVI in kompatibilnost z drugimi ponudniki storitev NFV. To 
pomeni prenosljivost med različnimi generacijami procesorjev in virtualnimi 
mrežnimi tehnologijami. Da to zagotovimo, mora biti strojna oprema predstavljena s 
primerno abstrakcijo in zahteve funkcij VNF morajo biti opisane v skladu z njo.  
Upravljavec VNFM ima dostop do repozitorija v katerem so na voljo paketi 
VNFP, ki so predstavljeni z njihovimi pripadajočimi opisnimi predlogami VNFD. 
Različne verzija paketov VNFP lahko ustrezajo različnim implementacijam iste 
funkcije. Različne verzije lahko tečejo z različnimi izvršitvenimi okolji (npr. različni 
hipervizorji, odvisnost od informacij o razpoložljivosti virov NFVI). Lahko pa tudi 
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različne verzije tečejo na enaki programski opremi. Repozitorij lahko upravljavec 
NFV ali katera druga zunanja entiteta [10]. 
3.2.4  Upravljavec virtualizirane infrastrukture (angl. Virtualised 
Infrastructure manager – VIM) 
Virtualni upravljavec infrastrukture VIM je v glavnini odgovoren za nadzor in 
upravljanje infrastrukture NFVI procesorske moči, pomnilnika in mrežnih virov. 
Upravljavec virtualne infrastrukture VIM je lahko osredotočen le na določeno vrsto 
NFVI virov (npr. le procesorska moč, pomnilniški viri, mrežni viri). Lahko pa 
upravlja z več viri NFVI. 
Spodnji deli vmesnikov na shemi delujejo v medsebojni interakciji z različnimi 
hipervizorji in mrežnimi kontrolorji, da zagotovijo funkcionalnost zgornjih 
vmesnikov na sliki 3.4 (Virtualizirana procesorska moč, virtualiziran pomnilnik, 
virtualizirani mrežni viri).  
 
Slika 3.4:  Povezava med infrastrukturo NFV in upravljavcem virtualne infrastrukture VIM [10] 
Funkcionalnosti omogočene z upravljavcem virtualne infrastrukture VIM 
porabljajo drugi vmesniki in funkcijski bloki v arhitekturnem okviru NFV-MANO.  
Nekaj funkcij, ki jih izvaja upravljavec virtualne infrastrukture VIM: 
 Orkestracija dodeljevanja, nadgrajevanja, sproščanja in obnavljanja 
virov infrastrukture NFVI. Vključeno z optimizacijo uporabe virov. 
Upravljanje združenih virtualnih virov s fizičnimi viri procesorske 
moči, pomnilnika in omrežja. Upravljavec virtualne infrastrukture VIM 
ima pregled nad dodeljevanjem virtualnih virov na fizične vire. To 
pomeni, da strežnike združi v eno in jih prikaže, kot bazen virov. 
34 3  Standard NFV-MANO 
 
 Podpora vodenja grafov predajanja VNF (angl. VNF Forwarding 
Graph) (stvaritev, povpraševanje, posodobiti, izbrisati). Na primer 
izdelava in vzdrževanje virtualnih povezav, omrežij, podomrežij in vrat, 
kot tudi vodenje varnostnih skupin za zagotavljanje nadzora na omrežju 
in mrežnem prometu. 
 Vodenje vsebine repozitorija povezana z viri infrastrukture NFVI 
strojne opreme (procesorska moč, pomnilnik, omrežni viri), 
programskimi viri (npr. hipervizor) in odkrivanje zmogljivosti in 
lastnosti (v povezavi z optimizacijo porabe) teh virov. 
 Vodenje kapacitet virtualnih virov (npr. gostota virtualnih virov v 
primerjavi s fizičnimi viri) in posredovanje informacij v povezavi s 
kapaciteto virov NFVI in informacij o porabi. 
 Upravljanje programskih slik (dodajanje, brisanje, posodabljanje, 
poizvedovanje, kopiranje .iso datotek), kot je to zahtevano v drugih 
funkcijskih blokih NFV-MANO. Upravljavec virtualne infrastrukture 
VIM skrbi za programske slike tako, da racionalizira dodeljevanje virov 
virtualne procesorske moči. Narediti mora korak preverjanja preden 
programsko sliko naloži na sistem (npr. pred nalaganjem paketa VNFP 
ali posodobitve). 
 Zadolžen je za zbiranje informacij o zmogljivostih in napakah (npr. z 
obvestili), strojne opreme (procesorska moč, pomnilnik, omrežje), 
programske opreme (npr. hipervizorji) in virtualnih virov (npr. virtualne 
naprave). Izmerjene rezultate o možnih napakah ali drugih dogodkih 
mora primerno posredovati virtualnim virom. 
 Vodenje kataloga virtualnih virov, ki jih lahko uporablja infrastruktura 
NFVI. Elementi v katalogu so lahko v obliki nastavitev za virtualne vire 
(nastavitve virtualnih virov procesorske moči, vrste mrežne povezave 
(npr. L2, L2)). Lahko so predstavljeni tudi kot predloge (npr. virtualna 
naprava z dvema centralnima procesorskima enotama (CPE) in dvema 
GB virtualnega spomina) [10]. 
3.2.5  Katalog omrežnih storitev 
Katalog omrežnih storitev NS (angl. Network Service – NS) predstavlja zbirko 
vseh prijavljenih omrežnih storitev. Podpira upravljanje in ustvarjanje predlog 
mrežnih storitev NS. Tem predlogam pravimo opisna predloga omrežne storitve 
(angl. Network Service Descriptor – NSD), opisna predloga virtualnih povezav (angl. 
Virtual Link Descriptor – VLD) in opisna predloga posredovanja grafa virtualne 
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mrežne funkcije VNF (angl. Virtual Network Function Forwarding Graph Descriptor 
– VNFFGD). Vse operacije so predstavljene orkestratorju NFVO [10]. 
3.2.6  Katalog virtualnih mrežnih funkcij 
Katalog funkcij VNF predstavlja zbirko vseh priključenih paketov VNF, ki 
podpirajo kreacijo in upravljanje paketov VNFP. To so VNF opisne predloge (angl. 
VNF descriptor – VNFD), programske slike, ključne datoteke, itd. Te parametri so 
podani preko vmesnih operacij in so predstavljene v orkestratorju NFVO. Orkestrator 
NFVO in upravljavec VNFM lahko poizvedujeta o vsebini kataloga funkcij VNF za 
namen iskanja opisnih predlog VNFD in podporo drugih operacij. Nekatere od teh 
operacij so na primer veljavnost in preverjanje možnosti za namestitev funkcij VNF 
[10].  
3.2.7  Zbirka instanc NFV 
Katalog instanc NFV skrbi za informacije vseh instanc VNF in instanc 
omrežnih storitev NS. Vsaka instanca VNF je predstavljena z zapisom VNF in vsaka 
instanca mrežne storitve NS je predstavljena z zapisom NS. Te zapisi so 
posodobljeni tekom življenjskega cikla določene instance. To pomeni, da skrbi za 
možne spremembe v upravljanju operacij življenjskega cikla NS in upravljanju 
operacij življenjskega cikla VNF. Podpirajo odgovornosti orkestratorja NFVO in 
upravljavca VNFM za vzdrževanje integritete in vidnosti vseh instanc mrežnih 
storitev NS, kot tudi instanc funkcij VNF in odvisnosti med njimi [10].  
3.2.8  Zbirka virov NFVI 
Zbirka virov infrastrukture NFV vsebuje informacije o dostopnosti virov. 
Lahko so na dostopno, rezervirani ali zasedeni. Prikaže jih upravljavcu virtualne 
infrastrukture VIM operatorjeve infrastrukturne domene in omogoča pridobivanje 
koristnih informacij za pridržanje, dodelitev in za spremljanje virov. Zbirka virov 
NFVI igra pomembno vlogo pri podpori orkestracije in upravljanju virov NFVI. Te 
viri omogočajo, da je pridržanje in dodeljevanje virov sledljivo na strani instanc 
mrežnih storitev NS in funkcij VNF glede na razpoložljive vire (npr. število 
virtualnih naprav VM uporabljenih s strani določene instance VNF ali kadarkoli med 
njenim življenjskim ciklom) [10].  
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3.2.9  Upravljavec elementov EMS (angl. Element Management System – EMS) 
Upravljavec elementov EM je odgovoren za upravljanje s funkcionalnostmi 
funkcij VNF kot so napake, konfiguracije, računi, zmogljivost in varnost (angl. fault, 
configuration, accounting, performance, security – FCAPS). To vključuje naslednje 
naloge: 
 Konfiguracija omrežnih funkcij pridobljene od funkcij VNF 
 Upravljanje z napakami za omrežne funkcije pridobljene od funkcij 
VNF 
 Upravljanje z računi za uporabo funkcij VNF  
 Zbiranje rezultatov meritev zmogljivosti za funkcije pridobljene od 
funkcij VNF 
 Upravljanje varnosti za funkcije VNF. 
Upravljavec elementov EMS se mora zavedati virtualizacije in mora sodelovati 
z upravljavcem VNFM, da lahko izvaja funkcije. Te lahko zahtevajo izmenjavo 
informacij, kar se tiče stanja virov infrastrukture NFVI porabljenih s strani funkcij 
VNF [10]. 
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4  Iskratel NFV oprema in arhitekturna 
4.1  Strojna oprema na kateri bomo postavljali NFV 
Strežniški del 
Spodaj so naštete minimalne zahteve za izvedbo postavitve oblaka za potrebe 
podjetja Iskratel d.o.o. Spodnji elementi omogočajo dovolj kapacitet za razumno 
funkcionalno okolje. Če dodamo hitrejše diske, seveda izboljšamo učinkovitost 
sistema. Sistem smo postavili na pet strežnikov s sledečimi specifikacijami:  
 Diski: 2 x 1TB + 1 x 100GB SSD 
 Prvi trdi 1TB disk bo uporabljen za operacijski sistem in inštalacijo 
ostale programske opreme. 
 Drugi 1TB HDD disk bo nastavljen za CEPH objektni pomnilnik. 
 Ključni 100GB SSD disk je uporabljen za CEPH journal. 
 Sposobnost virtualnega ISO zagona ali ločena možnost zagona PXE  
strežnika (DHCP/tftp ali Cobbler). 
 Spomin: Minimalno 32GB RAM 
 Enojno napajanje 
 Sprejemljivo je enojno napajanje, vendar je zelo zaželeno imeti dodatno 
napajanje v primeru izpada ali okvare.  
Centralno procesna enota (CPE, angl. Central Process Unit – CPU): 
 Intel Xeon E5-2600v2 Series (Ivy Bridge and newer, or similar) 
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Omrežni del 
Omrežna oprema za testno okolje:  
 24 ali 48 vratno stikalo na vrhu stojala (angl. Top Of Rack - TOR) 
 Mrežna infrastrukturna kartica (angl. Network Interface Card – NIC) 
1GE, 10GE na strežnik ali periferna komponenta za medsebojno 
povezavo (angl. Peripheral Component Interconnect Express – PCIe) 
 Povezljivost za vsako podatkovno/kontrolno omrežje je omogočeno 
preko ločenih omrežnih identifikacijskih kartic (angl. Network identity 
card – NIC). To nam predvsem poenostavi nastavitve stikala.  
 Upravljanje potrebuje več kartic NIC na strežniku in več stikalnih vrat 
 
Omrežni vmesniki: 
 4x1G kontrolna vmesnika, 2x40G podatkovna vmesnika, 48 vratno 
stikalo: 
o 1 x 1G za integriran lokalni upravljalni vmesnik (angl. 
Integrated Local Management Interface - ILMI) 
o 1 x 1G za povezavo do pred zagonskega izvršilnega okolja 
(angl. Preboot Execution Environment - PXE boot) 
o 1 x 1G za povezavo do kontrolne ravnine (angl. control Plane 
connectivity) 
o 1 x 1G za spomin (angl. storage) 
o 2 x 40G (ali 10G) za podatkovno omrežje ,delovanje v 
zvezavnem načinu zaradi potrebe po redundanci (angl. bonding) 
[15]. 
4.2  Programska oprema na kateri bo postavljena NFVI  
Virtualna infrastruktura NFVI bo temeljila na platformi OpenStack. To je 
odprtokodna programska platforma, ki omogoča vzpostavitev zasebnega oblaka in bo 
delovala kot upravljavec virtualne infrastrukture VIM. Sestoji iz različnih 
programskih komponent, ki delujejo kot samostojne storitve. Vsaka opravlja točno 
določeno vlogo in s svojo funkcionalnostjo podpira druge. Ima strukturirano 
knjižnico za upravljanje s hipervizorji libvirt in hipervizor KVM (angl. Kernel-based 
Virtual Machine), ki je že vsebovan v jedru operacijskega sistema GNU/Linux. 
Komponente OpenStack so kot programsko lepilo, ki te samostojne odprtokodne 
rešitve poveže in so uporabniku preko spletnega in programskega vmesnika 
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(Horizon) prikazane kot smiselna, zaključena celota. Platforma je sestavljena iz 
šestih jedrnih storitev s katerimi razpolaga. Mi bomo uporabili naslednje: 
 Računski viri (Nova): Je osrednja komponenta platforme, ki upravlja s 
hipervizorji. Na zahtevo uporabnika dodeljuje in odstranjuje virtualne 
računalnike, spreminja njihovo število navideznih jeder in količino 
dodeljenega pomnilnika 
 Avtentikacija uporabnikov (Keystone): Skrbi za avtentikacijo 
uporabnikov. Storitev opravlja funkcijo kataloga t.i. vstopnih točk 
aplikacijskega programskega vmesnika API (angl. application 
programming interface - API) 
 Virtualizacija mrežnih virov (Neutron): Uporabnikom omogoča 
kreacijo navideznih omrežij, podomrežij, usmerjevalnikov na katera se 
priklapljajo navidezni računalniki. Te je mogoče povezati s plavajočimi 
IP naslovi (angl. floating IP addresses), ki nam omogočajo dostop preko 
javnega omrežja..  
 Slike operacijskih sistemov (Glance): Oskrba oblaka s slikami 
operacijskih sistemov. Omogoča dodajanje, odstranjevanje in 
ustvarjanje slik za namen varnostnih kopij. 
 Nadzorna plošča v obliki spletne aplikacije (Horizon): Grafični 
vmesnik, ki uporabnikom omogoča upravljanje z računalniškim 
oblakom. 
Projekt naglo širi funkcionalnost platforme v izjemno agresivnih polletnih 
razvojnih ciklih, tako da dodaja nove komponente obstoječi infrastrukturi. Različica 
v času pisanja diplomskega dela je bila OpenStack 2016.13 (kodno ime Mitaka) [12]. 
V Iskratelu smo vzpostavil manjši testni oblak na petih fizičnih strežnikih, ki 
nam je služil kot komponenta upravljavca infrastrukture VIM v NFV arhitekturi. Na 
tem mestu velja omeniti, da o pravem zasebnem računalniškem oblaku lahko 
govorimo šele pri številu strežnikov, ki se giblje od 100 do 10,000. Šele pri takšnih 
številih je možno zagotoviti osnovne lastnosti računalniškega oblaka, kot jih 
predvideva NIST-ova definicija o prožnosti storitev [13]. 
Vse OpenStack-ove komponente svoje storitve odjemalcem nudijo v obliki 
programskih vmesnikov, ki se podrejajo t.i. arhitekturnim omejitvam REST (angl. 
representational state transfer). Odjemalci storitev OpenStack so tako končni 
uporabniki – razvijalci, programerji oziroma njihove aplikacije, kot tudi lastne 
storitve OpenStack, ki medsebojno komunicirajo preko teh programskih vmesnikov. 
Do storitev dostopajo preko protokola HTTP (HyperText Transfer Protocol). 
Dostopne točke storitev, ki jih hrani OpenStack Identity, so v obliki naslovov URI 
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(angl. Uniform Resource Identifier - URI), ki jih odjemalci navedejo v sporočilih 
protokola HTTP, skupaj z metodami kot so GET, POST, PUT in DELETE. URI 
naslov hkrati določi, na kateri vir se nanaša navedena metoda. Telo sporočil HTTP, 
ki si jih izmenjavajo odjemalci in storitve OpenStack, uporablja obliko zapisa JSON 
(JavaScript Object Notation). 
Skrbniki sistema definirajo t.i. okuse (angl. flavors), konfiguracije virtualnih 
računalnikov, ki določajo največjo razpoložljivo količino virov, ki so na razpolago 
posameznemu navideznemu računalniku. V Iskratelovi postavitvi smo določili šest 
različnih konfiguracij. Najmanjša, m1.tiny, virtualne računalnike omeji na porabo 
največ 512 MiB glavnega pomnilnika, velikost navideznega trdega diska je 1 GB, 
omogočen je hkraten dostop zgolj do enega navideznega procesorskega jedra. 
Virtualni računalniki s konfiguracijo m1.xlarge medtem dostopajo do 16 GiB 
glavnega pomnilnika, imajo navidezni trdi disk velikosti 160 GB in so omejeni na 
uporabo navideznih 8 procesorskih jeder. Kot zanimivost naj omenimo, da 
dokumentacija OpenStack, kot začetno nastavitev razmerja med procesorskimi jedri 
fizičnih strežnikov in virtualnimi jedri navideznih računalnikov priporoča razmerje 
1:16 [14]. En sam fizični strežnik z 8 procesorskimi jedri lahko tako gosti kar 128 
navideznih računalnikov. 
V Iskratelu bomo navidezne računalnike uporabljali za razvoj virtualnih 
mrežnih funkcij VNF. Te funkcije so združene v skupine oz. organizacijske enote, 
imenovane projekti ali stanovalci (angl. tenants). Orkestrator ob rezervaciji nove 
navidezne instance, kar neposredno posredujejo zahtevo preko protokola http, kjer 
navede zgolj želeno sliko in okus. Od vseh drugih podrobnosti, ki so potrebne za 
tvorbo novega navideznega računalnika in ki se razlikujejo od hipervizorja do 
hipervizorja, je tako povsem izoliran. Tovrstna abstrakcija upravljanja z računskimi 
viri je ena izmed mnogih prednosti NFV MANO projekta.  
4.3  Topologija omrežja 
4.3.1  Mrežne zahteve 
Komunikacija med funkcijami VNF tečejo na virtualnih napravah in med 
končnimi točkami funkcij VNF izven oblačne platforme. Realizirana je s pomočjo 
različnih mrežnih naprav, katere izhajajo iz: 
 Fizične omrežne naprave, ki jih povezujejo kontrolna in procesna 
vozlišča oblačne platforme in 
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 Virtualne omrežne naprave, ki se uporabljajo za povezavo med 
funkcijami VNF in drugimi oblačnimi komponentami v sklopu vozlišč 
(angl. node, slika 3.1)  
Fizične omrežne naprave predvsem predstavljajo omrežna stikala. Ta 
omogočajo povezljivost med fizičnimi strežniki in omrežnimi usmerjevalniki, ki 
omogočajo povezljivost v zunanja omrežja. Omrežna identifikacijska kartica v 
fizični strežnikih NIC (angl. Network interface controller - NIC), tudi spada v to 
skupino.  
Virtualne omrežne naprave omogočajo povezljivost med komponentami 
oblačne infrastrukture in virtualnimi mrežnimi funkcijami VNF. Poleg tega pa 
omogočajo izolacijo med VNF in izvajajo varnost in zasebnost. Te naprave 
sestavljajo virtualni vmesniki (angl. Virtual Interfaces – VIF), virtualna omrežna 
stikala, virtualni mrežni usmerjevalniki, DHCP strežniki in NAT strežniki. 
Oblačna platforma in virtualne mrežne funkcije VNF uporabljajo virtualne 
vmesnike VIF, kot komunikacijsko točko za komunikacijo med seboj in končnimi 
točkami za povezljivost z zunanjimi omrežji. Te vmesniki imajo nekaj specifičnih 
karakteristik glede na fizične kartice NIC. Funkcije VNF zahtevajo na gostiteljski 
napravi omrežne gonilnike, ki lahko emulirajo fizične naprave, kot je na primer 
emuliran e1000 vmesnik. Lahko uporablja tudi para-virtualiziran pristop, kot je na 
primer vmxnet3, hv_netvsc, itd. Ampak emulirani virtualni vmesniki VIF omogočajo 
boljšo kompatibilnost z virtualiziranimi programi. Po drugi strani pa para-
virtualizirani vmesniki omogočajo boljšo zmogljivost in so priporočljivejša izbira za 
oblačno infrastrukturo. Tretja izbira bi bila uporaba virtualnih funkcij SR-IOV 
tehnologije, ampak mora biti ta omogočena s strani fizične NIC kartice. 
Omrežne prometne poti v virtualiziranih okoljih so optimizirani. Zato v 
primeru dveh virtualnih naprav VM postavljene na istemu fizičnemu strežniku, 
omrežni paketi ne prečkajo fizične kartice NIC. Namesto tega ves čas ostanejo v 
dinamičnem spominu. To zmanjša zakasnitve paketkov, vendar pa po drugi strani ne 
moremo uporabljati določenega strojnega pospeševalnega orodja vgrajenega v 
fizično kartico NIC. Posledično poteka razvrščanje paketkov povsem programsko, 
kar porabi veliko procesorskega časa. 
Omrežni promet med VNF lahko prečka več virtualnih stikal in/ali virtualnih 
usmerjevalnikov preden doseže ciljno VNF. Omrežni paketi so na tej poti označeni 
in neoznačeni z VLAN ID-ji. V primeru tuneliranja za VNF izolacijo, so paketki tudi 
enkapsulirani in dekapsulirani [15]. 
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5  Orkestrator OpenBaton  
Trenutno se z razvojem orkestratorja ukvarja veliko podjetij. Vsako snuje svoj 
orkestrator po ETSI standardu o NFV tehnologiji, vendar pa vsako podjetje v 
arhitekturo orkestratorja doda še svoje prilagoditve, kjer se ne morejo strogo držati 
standarda, zaradi podpore svojih starejših produktov. Zaradi tega lahko pride do 
velike raznolikosti med funkcionalnostmi posameznih orkestratorjev. Predvsem, če 
podjetje svojega razvoja izdelka/produkta/kode ne objavijo javno. Za učinkovit 
razvoj NFV sistemov bi morali biti projekti čim bolj odprtokodni. NFV tehnologija 
dobi smisel le, če so sistemi kompatibilni med virtualnimi mrežnimi funkcijami in 
orkestratorji med različnimi proizvajalci. Do tega pa ne bo prišlo nobeno podjetje, 
brez sodelovanja z drugimi, oziroma omogočalo vpogled v njihov produkt drugim 
proizvajalcem. Bistvo je, da morajo biti virtualne mrežne funkcije kompatibilne z 
vsemi orkestratorji in obratno. 
Po dogovarjanjih s podjetjem Fraunhofer smo ugotovili, da gre njihov projekt z 
imenom OpenBaton v pravo smer. Projekt je objavljen na spletu [16]. Napisana ima 
navodila za nalaganje in nadaljnjo uporabo. Predvsem pa je pomembno, da nudi 
pomoč razvijalcem in tudi razvijalci lahko pomagajo pri razvoju OpenBaton 
orkestratorja. Dostopni so preko elektronske pošte, foruma in na samem projektu, ki 
je objavljen na platformi Github in omogoča prijavljanje napak s strani uporabnikov. 
OpenBaton je odprtokodni projekt, ki celovito implementira orkestrator in 
upravljavec po merilih ETSI standarda o NFV infrastrukturi. 
Glavne komponente OpenBaton-a: 
 Orkestrator virtualnih mrežnih funkcij je popolnoma oblikovan in 
implementiran po ETSI MANO specifikacijah (3.2) 
 Generičen upravljavec virtualnih mrežnih funkcij je sposoben upravljati 
življenjski cikel VNF glede na njihove opisne objekte 
 Zbirka knjižnic, ki nam omogoča postavitev svojih VNF 
Funkcije podjetja Iskratel d.o.o. lahko implementiramo na dva različna načina: 
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 Integracija svojega VNFM. Uporabimo lahko REST ali JMS vmesnik 
za delovanje z NFVO 
 Vgradnja množice skript, ki jih lahko izvajamo kot del življenjskega 
cikla VNFD. Zagotavljajo nam generičen VNFM in EMS, ki skripte 
lahko izvajajo. 
 
Na sliki 5.1 je prikazan osnovni diagram stanj, ki jih bo orkestrator OpenBaton 
sposoben izvesti. V času pisanja magistrske naloge faza razvoja še ni bila tako daleč, 
da bi bili omogočena vsa stanja in prehodi med stanji. 
 
Slika 5.1:  Diagram stanj [16] 
 
 
 
 
 
 
 45 
6  Funkcionalni test orkestratorja na Iskratelovi platformi 
NFV 
Z izvajanjem testov lahko določimo pravilnost delovanja programske opreme 
na predpostavki določene hipoteze. Test ne more identificirati vseh nepravilnosti v 
programu, lahko pa z ustreznimi mehanizmi oceni ali primerja stanje delujočega 
programa. Na podlagi te ocene pa nekdo lahko prepozna problem v programu. Te 
napovedi napak lahko izhajajo iz primerljivih produktov preteklih različic istega 
programa. Iz stališča pričakovanj lahko določimo, v kateri  fazi program deluje 
pravilno in kateri ne. Ta pričakovanja pa določijo uporabniki, stranke ali naročniki 
programa. Delovanje programa je lahko določeno tudi s strani določenih standardov, 
veljavnih zakonov ali drugih meril o delovanju določenega sistema. 
Osnovni namen testiranja je odkrivanje napak v programski opremi, tako da se 
lahko odkrijejo in popravijo napake. Testiranje produkta nam ne more podati 
informacije o nedelovanju. Lahko pa nam pove, da funkcija ne deluje pravilno v 
določenih pogojih. Obseg testiranja programske opreme pogosto vključuje pregled 
kode, izvajanje kode v različnih pogojih in okoljih s pogledom iz različnih zornih 
kotov kode. Vprašati se moramo, ali se koda izvaja, kot se mora in dela kar mora 
delati. Dandanes je faza programskega testiranja v podjetjih lahko precej razčlenjena 
ali pa se izvaja celo izven podjetja. Prav tako obstaja več različnih vlog v ekipi za 
testiranje programov. Vsak izdelek programske opreme mora imeti ustrezno ekipo za 
izvajanje testov na njej. 
Napake v programski kodi se lahko zgodijo ob naslednjih primerih. Na primer 
programer naredi napako v kodi, ki se izkaže, kot programski hrošč in zavira izvedbo 
programa. Če se ta del programske kode izvede, se bo na tem delu pokazal napačen 
rezultat. Ta pa nam bo sporočil, da gre za napako v programu. Ampak ne moremo pa 
biti prepričani, da bodo vse sintaktične napake v kodi povzročile napačen rezultat. 
Takega primera napake ne bomo mogli odkriti. Kljub temu pa se nam lahko 
pokažejo, ko je program postavljen v drugačno okolje. Če bi program naložili na 
drugačno računalniško platformo, kot platformo na kateri smo poganjali teste bi 
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lahko prišlo do napake zaradi drugačnih strojnih zahtev. Ali če program imel 
interakcijo z drugimi programi. Že ena sama napaka lahko povzroči kolaps več 
naslednjih napak, ki se zgodijo zaradi prvotne [17]. 
6.1  Namen izvajanja testov 
V razvoju programske kode je bolje biti previden v začetku, kot pa da 
popravljamo programsko kodo po tem, ko je že spisana. Napake storjene s strani 
programerjev so odstopanja od želenih lastnosti programa [18]. Te lastnosti pa 
vključujejo končne, pravilne zahteve in specifikacije, ki jih zahteva potencialna 
stranka. Napake v programski kodi lahko povzročajo odpovedi v izvajanju programa, 
ki je določeno s temi zahtevami in specifikacijami.  
Ko gre povzročena napaka skozi razvojni proces, je potrebna čim hitrejše 
diagnosticiranje napake. Prej jo odkrijemo, cenejša bo izvedba odprave napake. V 
idealnih primerih bi nam preventivna detekcija napake omogočala razvoj produkta z 
nič ali izredno malo napakami in posledično tudi nizkimi stroški popravljanja. 
Področje diagnosticiranja napak je v svetu programiranja zelo pomembno. 
Uspešna diagnoza napak in natančna zasnova programa nam zelo pomaga pri 
preprečevanju kritičnih napak in odpovedi v sistemu [19]. 
 
Prednosti zgodnje detekcije napake 
Vzdrževanje podatkov potrebuje veliko poročil o preteklih napakah, ki so se 
zgodile v programu.  
Inštitut za programiranje v IBM podjetju je prišel do statističnih rezultatov, da 
je cena odprave napake, ko je produkt že izdan 4 do 5 krat dražja, kot pa v fazi 
kreiranja projekta. Ko pa je produkt v fazi vzdrževanja in se na njem odkrije napako, 
je lahko strošek popravila tudi do 100 krat dražji (Slika 6.1) [20]. 
6.1  Namen izvajanja testov 47 
 
 
Slika 6.1:  Relativna cena za odpravo napake glede na fazo razvoja [20] 
Preprečevanje napak vključuje strukturiran sistem reševanja napak z metodo 
identificiranja, analiziranja in preprečevanjem pojavitve napake. Proces 
preprečevanja napak je skozi razvoj programa vedno v teku, zbira napake v 
programu in deluje na tem, da napake preventivno izločimo. 
 
Principi preprečevanja pojavitve napake 
Princip delovanja preventivnega odkrivanja napak prikazuje slika 6.2. Glavni 
del preventivnega odkrivanja napak se začne pri analizi zahtev definiranih s strani 
stranke oziroma naročnika storitev. Nato je potrebno te zahteve zapisati v 
specifikacije in zahteve produkta, ki ga bo gradila razvojna ekipa. Zelo je 
pomembno, da se že v teh specifikacijah ne pojavijo kakšne napake. Ko imamo 
zgrajeno je programsko arhitekturo je vsak del kode, ki je napisan s strani razvijalca 
pripravljen na testiranje in lahko sistematično pregledujemo program. Odkrite 
napake je potrebno ustrezno beležiti in jih opisati v dokumentaciji. 
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Slika 6.2:  Potek sistema za odpravljanje napak [21] 
Blokovni diagram (slika 6.2) v sivem okvirju predstavlja obravnavanje napak 
obstoječe filozofije večine podjetij v razvoju programske kode. Predstavlja 
odkrivanje napak, sledenje, dokumentiranje in analizo napak za hitro ugotavljanje 
rešitev.  
Proces, ki predstavlja sestavni del metode preprečevanja napake je označen s 
sivo barvo. Pomembnejši proces preprečevanja napake je analiza napake za 
ugotovitev ključnih povzročiteljev napake in določitev ključne rešitve za hitro 
preventivno ukrepanje. Za določene preventivne ukrepe se skupaj odloči ekipa 
razvijalcev in jih izpostavijo v podjetju, kot izhodišče v prihodnjih projektih, da 
zmanjšajo ponovljivost enakih napak.  
Za večino aktivnosti po metodologiji preventivnega odkrivanja napak je dobro, 
da imamo osrednjega nadzornika. To je lahko vodja oddelka za razvoj ali pa eden 
izmed članov ekipe določenega projekta. Ta je aktivno vključen v procese za 
preventivno preprečevanje napak. Sklicuje sestanke ustreznih oddelkov organizacije 
za ustrezno informiranost ostalih zaposlenih o poteku projekta. Povezuje se z 
oddelkom upravljanja in se dogovarja o ustreznih ukrepih za čim hitrejši in 
kvalitetnejši razvoj [21]. 
6.1.1  Analiza programskih zahtev 
Napake v programskih zahtevah in v dokumentaciji o sami programski zasnovi 
so bolj pogoste, kot pa napake v izvorni kodi. Napake predstavljene v fazi 
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sestavljanja zasnove in zahtev produkta so bolj verjetne in tudi bolj zahtevne za 
odpravo. Slika 6.3 nam prikazuje delež napak, katere se zgodijo v različnih fazah 
programskega razvoja. 
Različne razvojne skupnosti so tekom več študij ugotovile, da se največ napak 
in odpovedi v programski kodi zgodi zaradi napak, katere so bile storjene v fazi 
zasnove in podajanja zahtev. Napake v začetni fazi predstavljajo kar 64% vseh 
stroškov namenjenih za odpravo napak [21]. 
 
Slika 6.3:  Razmerje pogostosti v kateri fazi se zgodijo napake 
Zato je dobro temeljito predelati analizo zahtev z določeno stranko, da 
ustrežemo vsem njenim željam, ki se bodo odražale v programskih specifikacijah. 
Običajno se o željah in zahtevah s stranko dogovorimo v nekaj iteracijah. To nam je 
lahko v veliko pomoč pri razumevanju in kasneje pri preverjanje programa, če deluje 
po dogovorjenih kriterijih. 
6.1.2  Pregled programa 
Pregled lastnega dela 
To je eden najbolj učinkovitih pristopov za odkrivanje napak. Večina podjetij, 
ki se ukvarjajo z razvojem programov, zelo spodbuja takšen način pregledovanja, ker 
zelo poveča končno kvaliteto produkta.  
Pregled lastnega dela velikokrat pomaga pri zmanjšanju napak, ki so povezane 
z raznimi algoritmi, napačnimi logičnimi odločitvami ali manjkajočimi pogoji. Ko je 
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enkrat razvijalec zadovoljen s svojim delom, je hiter pregled kode pomemben, če 
koda res deluje tako, kot si je razvijalec prvotno zamislil in glede na to kaj bi morala 
početi (kar je zahtevala stranka). 
 
Pregled druge osebe 
Dober doprinos h kvaliteti kode prinese tudi pregled kode tretje osebe. Torej, 
da kodo pregleda še nekdo iz razvoja, ki se spozna na kodo in programiranje. S tem 
dobimo prednost pregleda kode nekoga, ki prvič vidi kodo in bo verjetno prej odkril 
napake ali izboljšave v kodi. 
6.1.3  Beleženje napak v dokumentacijo 
Učinkovito sledenje napak se prične s sistematičnim procesom. Strukturiran 
proces sledenja zapisovanja napak, raziskovanjem in na koncu zagotovitev ustrezne 
rešitve. Sledenje, poročanje o napakah in njihova analiza omogoča dobro upravljanje 
z napakami, kar zmanjša vlaganje virov za odpravljanje napak. 
Orodje za beleženje napak mora vsebovati ustrezne informacije glede napak, 
kot so na primer: 
 Ustrezen opis napake in podan ustrezen popravek – vsakemu v razvojni 
ekipi mora biti jasno kako je nastala in kako je odpravljena 
 Faza razvoja programa v kateri je napaka nastala – s tem so lahko 
sproženi ustrezni preventivni ukrepi, ki lahko preprečijo pojavitev 
napake v naslednji fazi. 
 Dodatno je lahko priložen posnetek zaslona s prikazom napake 
 Ime osebe, ki je odkrila napako – da vsi vedo, h komu se zateči za 
boljše razumevanje napake [21]. 
6.1.4  Analiza izvora napake in pregled ustreznih preventivnih ukrepov 
Po tem ko so napake zapisane in zbrane v dokumentaciji je naslednji korak 
analiza. V osnovi koordinator za preventivno odkrivanje napak skliče sestanek 
razvojne ekipe za namen pogovora o izvornih razlogov o napakah. 
Glavni trije koraki analize izvorov napak: 
 Zmanjšanje število napak in s tem izboljšanje kvalitete. Analiza bi 
morala prisostvovati v implementaciji procesnih sprememb, ki bi 
preprečevale napake in omogočale njihovo hitro zaznavo 
 Upoštevanje izkušenj strokovnjakov iz podjetja. Ljudje, ki dobro vedo 
kaj je šlo narobe v kodi so bili zraven, ko je do napake prišlo. Te lahko 
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predlagajo najboljše predloge, kako se izogniti takim napakam v 
prihodnosti. 
 Usmerjanje v sistematične napake. V celotnem programskem sistemu 
se pojavijo potencialne napake z veliko verjetnostjo, da se bodo 
ponovile. Take sistematične napake se v programskih projektih 
pojavljajo zelo pogosto. Zmanjšanje in preprečevanje takih napak lahko 
močno vpliva na kvaliteto programa za relativno majhne vložke časa. 
S takšnimi smernicami ustrezno analiziramo napake in ugotovimo njihove 
izvore. Zbirka teh napak pa nam pomaga pri preventivni preprečitvi enakih napak. 
Napake lahko ustrezno klasificiramo glede na njihov tip. V spodnjem grafu imamo 
predstavljene klasifikacijo napak, ki se v podjetjih najpogosteje pojavljajo.  
 
Slika 6.4:  Kje v programski kodi se napake največkrat pojavijo 
Analiza izvornih vzrokov za napako je proces iskanja in izločanja teh vzrokov, 
ki bi povzročili, da bi se enak problem pojavil ponovno. Poiskati in eliminirati vzrok 
je enako pomembno [22]. 
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Slika 6.5:  Vzrok in posledica 
Vzrok in posledica je enostaven grafični diagram, ki nam prikaže odvisne 
faktorje, ki povzročijo določeno situacijo. Razvojna ekipa po navadi sestavi ta 
diagram na sestanku soočanja idej. Cilj takega sestanka je predvsem določitev 
sprememb, ki morajo biti vključene v proces, da se ponovna pojavitev napake 
minimizirajo [22]. 
6.1.5  Vključevanje postopkov v razvojni proces programske kode. 
Implementacija je najtežja od vseh korakov pri preventivnem odkrivanju 
napak. Zahteva popolno predanost razvojne ekipe in upravnikov, ki se dogovarjajo s 
strankami. 
Preprečevanje napak ni samostojen proces ene osebe, ampak je potreben trud 
celotne razvojne ekipe. Ekipa mora težiti k izboljšanju razvojnega procesa in 
identificirati napake zgodaj, zmanjšati njihovo število in tako izboljšati ceno 
projekta. 
6.2  Opis in izbira primernega testa za naš sistem 
6.2.1  Metode testiranja 
Za potrebe funkcionalnega testa smo izbrali princip testa črne škatlice in ga 
podrobneje opisali. 
Na področju programskega testiranja poznamo več metod: 
 Statična v primerjavi z dinamično 
 Princip bele škatlice 
 Princip črne škatlice 
 Testiranje na podlagi specifikacij 
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 Princip sive škatlice 
Test črne škatlice obravnava zapisano programsko kodo, kot črno škatlico in 
preizkuša funkcionalnost programa brez kakršnegakoli vedenja o notranji 
implementaciji ali vpogleda v izvorno kodo. Testiranci se zavedajo le tega, kar mora 
programska koda narediti in ne kako to naredi. Test se fokusira na analizo 
programske funkcionalnosti v primerjavi z notranjimi mehanizmi. Testi črne škatlice 
so se razvili kot metoda analize uporabnikovih zahtev, specifikacij in visoko 
nivojskih oblikovnih strategij. 
Prednosti testov črne škatlice: 
 Enostavni testi: Olajšuje testiranje visoko nivojskih načrtov in 
kompleksnih aplikacij. 
 Ohranja vire: Osredotočeni smo na programsko funkcionalnost 
 Testni primeri: Osredotočanje na programsko funkcionalnost, da 
olajšamo hitre teste tekom razvoja 
 Zagotavlja fleksibilnost: Zahtevno znanje programiranja ni potrebno 
 
Testi s črno škatlico imajo tudi nekaj slabosti: 
 Kreiranje testnih primerov/skript in vzdrževanje je lahko 
problematično, ker tovrstno testiranje temelji na znanih vhodnih 
podatkih.  
 Testiranje pokrije le funkcionalnosti aplikacije 
Enostaven primer na kakšen princip deluje črna škatlica je spletni iskalnik. 
Uporabnik vnese iskalni niz v iskalno okno spletnega brskalnika in prične z 
iskanjem. Spletni iskalnik poišče vsebino primerno uporabnikovemu vnosu in 
prikaže rezultat. O algoritmih in podrobnostih, kako brskalnik prišel do ustreznih 
zadetkov ne vemo. Zato temu delu pravimo črna škatlica. [23]. 
 
Slika 6.6:  Grafični prikaz delovanja testov z metodo črne škatlice 
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6.2.2  Nivoji testiranja 
Spodaj so našteti štirje različni nivoji testov: 
 Integracijski testi 
 Testiranje vmesnih komponent 
 Testiranje sistema 
Za testiranje aplikacije smo izbrali nivo integracije. To so katerikoli testi 
programske kode, ki preverjajo vmesnike med komponentami in programskim 
načrtom. Programske komponente se lahko testirajo iterativno ali pa vse naenkrat. Po 
navadi je bolje uporabiti iterativno testiranje, saj tako lahko hitreje odkrijemo in 
popravimo napako. Integracijski testi odkrivajo napake v vmesnikih in interakcijami 
med integriranimi komponentami/moduli. Postopoma so testirane vedno večje 
skupine programskih komponent dokler program deluje, kot sistem. Ko v neki 
komponenti zasledimo defekt, ga je potrebno raziskati, dokumentirati in odpraviti 
[24]. 
6.2.3  Tipi testov 
Spodaj je naštetih nekaj tipov poznanih testov. Osredotočili se bomo na 
funkcionalne teste orkestratorja OpenBaton in zmogljivostne teste oblačne platforme 
OpenStack, ki smo jih v razvoju testirali. 
Tipi testov: 
 Testi inštalacije 
 Testi kompatibilnosti 
 Testi sprejemljivosti 
 Funkcionalni in nefunkcionalni testi 
 Neprekinjeno testiranje 
 Destruktivno testiranje 
 Testi zmogljivosti programske opreme 
 Testi varnosti 
Testi funkcionalnosti se nanašajo na specifični dogodek ali funkcijo v kodi. Te 
so zapisani v dokumentaciji z zahtevami, so privzeti iz izkušenj v razvoju ali pa jih 
podaja standard. Testi funkcionalnosti preverijo ali določene funkcije v aplikaciji 
delujejo. 
Del projekta, vzetega kot črno škatlico, v primeru funkcionalnega testa je 
prikazan na sliki 6.7. Konkretno se bo testiral del, ki je obkrožen z rdečo črto. 
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Slika 6.7:  Funkcionalni testi [25] 
Testi zmogljivosti se običajno izvajajo z namenom, da izvemo odzivnost in 
stabilnost sistema pod določeno obremenitvijo. Obenem pa lahko služi tudi za 
izvajanje meritev in odkrivanje drugih kvalitet sistema, kot so na primer skalabilnost, 
zanesljivost in poraba virov.  
Obremenilni testi nam omogočajo preverjanje, če testirani del sistema obratuje 
normalno, kljub temu, da ga obremenimo z veliko količino podatkov ali z velikim 
številom uporabnikov. Teste lahko nastavimo tudi tako, da sistem obremenijo s 
konstantnim povečevanjem bremena in tako pridobimo informacije o vzdržljivosti. 
Izvajamo lahko tudi stresne teste in ugotovimo zanesljivost sistema v ključnih 
trenutkih, ko je sistem sicer redko vendar nadpovprečno obremenjen s strani 
nenadnega povečanja podatkovne baze ali kakšne druge funkcije. Tukaj poznamo še 
stabilnostne teste. Te konstantno poganjamo dalj časa in vidimo ali se sistem obnese 
v daljšem časovnem obdobju s konstantno obremenitvijo.  
Tako kot pri vsakem testiranju pa se je potrebno točno dogovoriti o postopkih 
in o natančno definiranih testih. Saj nam to omogoča sledljivost in zaznavanje napak 
ob morebitnih neustreznih spremembah s strani razvijalcev na sistemu. 
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Del projekta, vzetega za črno škatlico, v primeru zmogljivostnega testa naše 
infrastrukture NFVI je prikazan na sliki. V tem primeru se bo testiral le del, ki je 
označen z rdečo črto [25]. 
 
Slika 6.8:  Zmogljivostni test infrastrukture NFVI [25] 
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7  Izvedba avtomatskega funkcionalnega testa 
Za primer funkcionalnega testa orkestratorja OpenBaton na Iskratelovi 
postavitvi platforme NFV smo izvedeli avtomatsko konfiguracijo visoko 
razpoložljivega mrežnega strežnika. Sestavljen je iz treh virtualnih mrežnih funkcij 
VNF. Na dveh smo postavili spletni strežnik Apache na tretjo virtualno napravo pa 
smo naložili razdelilnik bremena Nginx. Na ločeni napravi bomo imeli naložene 
testne datoteke in vse konfiguracijske zapise, s katerega bomo izvajali teste. Ta 
ločena naprava je lahko virtualna ali fizična, le da omogoča zaganjanje skript v 
jeziku Python in ima dostop do orkestratorja. Avtomatski test bomo zaganjal s 
skripto, ki zaganja ukaze na orkestratorju. 
 
 
Slika 7.1:  Diagram povezav 
7.1  Opis postavitve 
Najprej bomo opisali strukturo opisne datoteke za virtualno infrastrukturo, s 
katero operira orkestrator. Nato bom nadaljeval z opisno datoteko storitve in opisno 
datoteko virtualne funkcije. Na koncu pa bomo podali še nekaj informacij o sami 
pripravi paketov VNFP in delovanje skript, ki se poženejo v naloženi instanci. 
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Dejanski potek, ki vnašamo direktno v orkestrator je malo drugačen. Najprej 
mu moramo povedati za virtualno infrastrukturo. Potem ustvarimo opisne datoteke in 
skripte za vsako VNF posebej. Te datoteke zapakiramo v paket VNFP in jih 
naložimo v katalog na orkestratorju. Za tem sledi vnos opisa mrežne storitve NSD, ki 
vse funkcije VNF ustrezno poveže v celoto. Na koncu sledi še zagon mrežne storitve 
NS. 
7.1.1  Priprava opisne datoteke virtualne infrastrukture (angl. Virtual 
Infrastructure Manager – VIM) 
Ta datoteka je namenjena izključno orkestratorju. V njej podamo naslov do 
naše virtualne infrastrukture. Bolj natančno mu damo naslov do vmesnika za 
aplikacijsko programiranje API. Poleg tega vnesemo še uporabniško ime in geslo za 
dostop do aplikacije. Če želimo dostopati do virtualnih naprav, ki jih naložimo preko 
tega upravljavca virtualne infrastrukture VIM, mu moramo pripisati še par ključev. V 
opis mu lahko dodamo še nekaj opisnih parametrov, ki pa niso bistveni za delovanje. 
 
{ 
 "name": "ha-web-server-test_vim", 
 "authUrl": "https://teststack.iskratel.mak:5000/v2.0", 
 "tenant": "admin", 
 "username": "admin", 
 "password": "admin", 
 "keyPair": "blaz-keypair", 
 "securityGroups": [ 
  "default", 
  "ssh", 
  "openbaton" 
 ], 
 "type": "openstack", 
 "location": { 
  "name": "kranj", 
  "latitude": "52.525876", 
  "longitude": "13.314400" 
 } 
} 
Tabela 7.1:  Opisna datoteka upravljavca virtualne infrastrukture 
7.1.2  Priprava opisne datoteke storitve (angl. Network Service Descriptor – 
NSD) 
Opisna datoteka storitve (NSD) vsebuje podatke o identifikacijskih številkah 
VNF opisnih datotek (VNFD). V predlogi je napisano tudi omrežje na katerega se te 
VNF povežejo in komunicirajo druga z drugo. V odstavku VNF odvisnosti 
(vnf_dependency) v tabeli 7.2 pa so zapisane odvisnosti funkcij VNF ena od druge. 
V našem primeru gre za dve izvorni funkciji VNF in eno ciljno funkcijo VNF. 
7.1  Opis postavitve 59 
 
Izvorni delujeta kot spletni strežnik, ciljna pa kot razdelilnik bremena. Za vpis vseh 
podatkov označenih z »XXX« poskrbi skripta v jeziku Python. 
 
{ 
 "vendor": "iskratel", 
 "name": "XXX", 
 "vnfd": [ 
  { 
   "id": "XXX" 
  }, 
  { 
   "id": "XXX" 
  }, 
  { 
   "id": "XXX" 
  } 
 ], 
 "vld": [ 
  { 
   "name": "admin_internal_net" 
  } 
 ], 
 "version": "0.6.3",  
 "vnf_dependency": [ 
  { 
   "source": { 
   "name": "XXX" 
   }, 
   "target": { 
    "name": "XXX" 
   }, 
   "parameters": [ 
    "admin_internal_net" 
   ] 
  }, 
  { 
   "source": { 
    "name": "XXX" 
   }, 
   "target": { 
    "name": "XXX" 
   }, 
   "parameters": [ 
    "admin_internal_net" 
   ] 
  } 
 ], 
 "vnffgd": [] 
} 
Tabela 7.2:  Opisna datoteka mrežne storitve 
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7.1.3  Priprava opisne datoteke za virtualno mrežno funkcijo (angl. Virtual 
Network Function Descriptor - VNFD) 
V tej datoteki opišemo potrebne parametre za delovanje določene funkcije 
VNF (tabela 7.3). Na začetku lahko napišemo ime proizvajalca virtualne funkcije 
verzijo in ime (angl. name) virtualne mrežne funkcije VNF. Določiti ji moramo še tip 
(angl. type) funkcije, da okvirno ve kakšno nalogo bo morala virtualna mrežna 
funkcija VNF opravljati. S končno točko povemo (angl. endpoint), kateri tip 
upravljavca VNFM naj uporablja. 
V razdelku virtualne namestitvene enote (angl. Virtual Deployment Unit - 
VDU) podamo podatke o okolju v katerem bo funkcija VNF nameščena. V tem 
primeru smo ji najprej pripisali, katero namestitveno datoteko naj si izbere iz 
virtualne infrastrukture za namestitev virtualne naprave. Nato smo podali ime 
virtualne infrastrukture, da ve na katero se mora namestiti in na kateri iskati 
namestitveno datoteko. Na koncu virtualne namestitvene enote smo ji podali še točko 
povezave, na katero omrežje bo virtualna naprava priključena. 
Po določitvi virtualne infrastrukture smo virtualni napravi pripisali še dogodke, 
ki jih bo izvajala v svojem življenjskem ciklu (lifecycle_event). Test iz primera 
vsebuje le en dogodek, ki se izvede ob namestitvi virtualne naprave. Ta dogodek 
požene skripto v jeziku Shell, ki mu je pripisana. V našem primeru požene skripto 
»install-srv.sh« za namestitev spletni strežnik (v tabeli 7.5) in »install-lbs.sh« za 
namestitev razdelilnik bremena (v tabeli 7.7).  
V zadnjem delu opisne datoteke VNFD smo podali še predlogo, ki naj si jo 
izbere za postavitev virtualne naprave. V tej predlogi so opisani virtualizirane 
komponente običajnega računalnika. V njej je napisana velikost diska, dinamičnega 
spomina in število uporabljenih CPE-jev, ki naj si jih vzame iz virtualne 
infrastrukture NFVI. Te predloge o virtualiziranih komponentah so pred nastavljene 
v virtualni infrastrukturi. V našem testnem primeru smo izbrali »m1.small«, ki 
vsebuje 20 GB velikosti virtualnega diska 2 GB dinamičnega spomina in 1 CPE. 
{ 
 "vendor": "iskratel", 
 "version": "0.6.3", 
 "name": "ha-web-server-test_server-vnf", 
 "type": "server", 
 "endpoint": "generic", 
 "vdu":[{ 
  "vm_image":["ubuntu-14.04-server-cloudimg-amd64-disk1"], 
  "vimInstanceName": ["ha-web-server-test_vim"], 
  "scale_in_out": 2, 
  "vnfc": [{ 
   "connection_point": [ 
    { 
     "floatingIp": "random", 
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     "virtual_link_reference": 
"admin_internal_net" 
    } 
   ] 
  }] 
 }], 
 "virtual_link": [{ 
  "name": "admin_internal_net" 
 }], 
 "lifecycle_event": [{ 
  "event": "INSTANTIATE", 
  "lifecycle_events": ["install-lbs.sh", 
  "install-srv.sh"] 
 }], 
 "deployment_flavour": [{ 
  "flavour_key": "m1.small" 
 }] 
} 
Tabela 7.3:  Opisna datoteka virtualne mrežne funkcije VNFD 
 
Poleg opisne datoteke VNFD pa moramo pred pripravo paketa VNFP ustvariti 
še datoteko »Metadata.yaml«. V tej datoteki so zapisani osnovni podatki o 
virtualnem računalniku, na katerem bo tekla virtualna mrežna funkcija VNF. 
 
name: ha-web-server-test_server-vnf 
image: 
    upload: false 
    names: 
       - ubuntu-14.04-server-cloudimg-amd64-disk1 
image-config: 
    name: ubuntu-14.04-server-cloudimg-amd64-disk1 
    diskFormat: QCOW2 
    containerFormat: BARE 
    minCPU: 2 
    minDisk: 5 
    minRam: 2048 
    isPublic: false 
Tabela 7.4:  Datoteka Metadata.yaml 
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7.1.4  Priprava VNF paketov (angl. Virtual Network Function Packet – VNFP) 
Pri našem orkestratorju je VNF paket sestavljen iz treh datotek: 
 Vnfd.json 
 Metadata.yaml 
 Scripts (direktorij) 
Vnfd.json je datoteka opisana v tabeli 7.3, kjer vsebuje opis delovanja virtualne 
mrežne funkcije VNF. V datoteki Metadata.yaml pa so zapisani osnovni podatki 
virtualne naprave, kot so: najmanjše število CPE, minimalno velikost virtualnega 
diska in minimalno vrednost dinamičnega spomina. V direktoriju »scripts« pa so 
shranjene vse skripte, ki jih nameravamo izvesti ob zagonu funkcije VNF za namen 
konfiguracije, inštalacije ali zagona določenih aplikacij/programov. Vse te datoteke 
zapakiramo v eno datoteko v format .tar. Ta paket je sedaj pripravljen za namestitev 
in nadaljnjo upravljanje z orkestratorjem. V temu paketu so zapisani vsi življenjski 
cikli določene VNF. 
7.1.5  Skripte za konfiguracijo spletnih strežnikov in razdelilnik bremena in 
testne skripte 
Poleg opisnih datotek vsake posamezne virtualne naprave in opisne predloge 
celotne mrežne storitve NS, priložimo vsaki virtualni še dodatne skripte za 
konfiguracijo in namestitev potrebnih programov za ustrezno delovanje storitve. 
 
Skripte za spletni strežnik 
#!/bin/bash 
sudo apt-get update 
sudo apt-get install apache2 -y 
sudo sed -i "$ a ServerName $(hostname)" /etc/apache2/apache2.conf 
sudo service apache2 restart 
sudo bash /opt/openbaton/scripts/apache_configure.sh 
Tabela 7.5:  Skripta za spletni strežnik Install-srv.sh 
Skripta se zažene ob nalaganju virtualne naprave. Ob zagonu požene 
posodobitev operacijskega sistema in naloži zadnje popravke. Nato z javnega 
omrežja naloži spletni strežnik Apache. Ko je inštalacija končana, sledi še 
konfiguracija spletnega strežnik, ki mu omogoči delovanje. Vpiše ime virtualne 
naprave v konfiguracijsko datoteko »apache2.conf« spletnega strežnika. Ob koncu še 
naredi ponovni zagon programa.  
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Ko zaključi konfiguracijo, požene še skripto »apache_onfigure.sh«, ki naloži 
kopijo predloge spletne strani, da vemo ali je konfiguracija uspešno stekla.  
 
#!/bin/bash 
sudo rm -rf /var/www/html/index.html 
sudo cp /opt/openbaton/scripts/index.html /var/www/html/ 
sudo service apache2 restart 
Tabela 7.6:  Konfiguracijska skripta za apache demo stran apache_configure.sh 
Skripte za razdelilnik bremena 
Skripta »install-lbs.sh« se zažene ob zagonu virtualne naprave. Ob zagonu 
požene posodobitev operacijskega sistema in naloži zadnje popravke. Nato naloži 
razdelilnik bremena Nginx. 
 
#!/bin/bash 
sudo apt-get update && sudo apt-get install nginx –y 
Tabela 7.7:  Skripta Install-lbs.sh za instalacijo razdelilnika bremena Nginx 
V drugi fazi, ko je virtualna naprava že postavljena in ima že naložen 
razdelilnik bremena Nginx, se dodatno zažene še konfiguracijska skripta. Ta se 
zažene tolikokrat, kolikokrat smo v opisni datoteki storitve zapisali odvisnosti med 
funkcijami VNF. V našem primeru poskrbi za komunikacijo razdelilnika bremena z 
obema postavljenima spletnima strežnikoma. Ko se prvič zažene ta skripta, zapiše IP 
prvega spletnega strežnika v datoteko »/tmp/web_ip«. Ko pa se požene drugič, pa 
zapiše IP drugega spletnega strežnika. S to skripto si shranimo IP obeh spletnih 
strežnikov, ki jih kasneje uporabimo za nastavitve razdelilnika bremena Nginx. Na 
koncu požene še skripto »cakaj.sh« za preverjanje stanja razdelilnika bremena Nginx 
in, če so vsi IP-ji zapisani v datoteki »web_ip«. 
#!/bin/bash 
if [ ! -f /tmp/web_ip ]; 
 then 
  echo " $server_admin_internal_net" | tee > /tmp/web_ip 
 else 
  sudo sed -i "$ a\ $server_admin_internal_net" /tmp/web_ip 
  sudo touch /tmp/done 
fi 
sudo bash /opt/openbaton/scripts/cakaj.sh & 
Tabela 7.8:  Konfiguracijska skripta razdelilnika bremena Nginx Server_configure.sh 
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#!/bin/bash 
PROCESS="nginx" 
while : 
 do 
  RESULT=`pgrep ${PROCESS}` 
  if [ "${RESULT:-null}" = null ]; 
   then 
    x=0 
   else 
    x=1 
  fi 
 
  if [ -f /tmp/done ]; 
   then 
    y=1 
   else 
    y=0 
  fi 
 
  z=$(($x + $y)) 
  if [[ $z == 2 ]]; 
   then 
    echo "running" 
    sudo bash 
/opt/openbaton/scripts/nginx_configure.sh 
    break 
   else 
    echo "${PROCESS} not running" 
  fi 
  sleep 5 
done 
Tabela 7.9:  Pomožna skripta razdelilnika bremena cakaj.sh 
Če je razdelilnik bremena Nginx v pogonu in če sta oba IP-ja vpisana v 
datoteko »web_ip«, se na koncu požene še konfiguracijska skripta 
»nginx_configure.sh«. Ta izbriše privzeto konfiguracijsko datoteko za razdelilnik 
bremena Nginx »default« in ustvari novo, v katero vpiše IP-ja obeh funkcij VNF, ki 
imata naložen spletni strežnik Apache. Na koncu še zažene ponovni zagon 
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razdelilnika bremena Nginx, da posodobi nastavitve in mrežna storitev NS, z vsemi 
pripadajočimi funkcijami VNF,  je v pogonu. 
#!/bin/bash 
sudo rm -rf /etc/nginx/sites-available/default 
sudo cp -rf /opt/openbaton/scripts/default /etc/nginx/sites-
available/ 
subs1=$(sed '1q;d' /tmp/test) 
subs2=$(sed '2q;d' /tmp/test) 
 
sudo sed -i -e "s/serverip1/$subs1/g" /etc/nginx/sites-
available/default 
sudo sed -i -e "s/serverip2/$subs2/g" /etc/nginx/sites-
available/default 
 
unset subs1 
unset subs2 
 
sudo service nginx restart 
Tabela 7.10:  Skripta za konfiguracijo razdelilnika bremena Nginx nginx_configure.sh 
7.2  Zagon funkcionalnega testa 
Avtomatiziran funkcionalni test lahko zaženemo s skripto zapisano v jeziku 
Python, napisano s strani razvojnikov arhitekturne skupine NFVO v Iskratelu, ali pa 
s podprojektom integracijski testi skupine OpenBaton. Odločili smo se, da bomo 
uporabljali skripto napisano v podjetju Iskratel d.o.o., ker se je po nekaj testih 
izkazalo, da so bolj zanesljivi. Skripto je bilo potrebno na določenih delih spremeniti, 
da je ustrezno delovala na specifičnem testnem primeru. 
Skripta je sprejela pet različnih argumentov, s katerimi smo povedali kako 
želimo skripto zagnati: 
 Setup - prenos VNF paketa na orkestrator, stvaritev VNFD in na koncu 
še NSD, 
 Launch - sproži akcijo izdelave NSR. Zažene virtualno mrežno storitev, 
 Stop - ustavi NSR. Ga pobriše iz zavihka NSR, 
 Cleanup - Izbriše NSD iz kataloga in vse njegove odvisne VNF, 
 Verbose - Če želimo izpis dnevnika ob določenem argumentu. 
V samem začetku smo morali za implementacijo naših virtualnih mrežnih 
funkcij VNF poskrbeti za kompatibilnost funkcij s samo virtualno infrastrukturo 
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NFVI, na kateri so naše funkcije eksistirale. Torej morali smo jih seznaniti, kako 
delovati na oblačni platformi OpenStack. Za ročno namestitev funkcije smo morali v 
začetni fazi poskrbeti za naslednje korake: 
 Konfiguracija platforme OpenStack, VIM (Mirantis, Fuel) 
 Izdelava Virtualne naprave/funkcije 
 Inštalacija programske opreme na virtualno napravo 
 Konfiguracija naložene programske opreme 
 Zagon mrežne storitve 
Po tem, ko smo poskrbeli za teh pet korakov, smo lahko pričeli z razvojem 
avtomatizacije in dopolnjevanjem funkcije v smeri pripravljenosti za zagon v okolju 
NFV. S tem omogočimo, da lahko orkestrator samostojno upravlja, brez ročnih 
posegov v specifično virtualno mrežno funkcijo VNF. V našem testnem primeru smo 
poskrbeli za naslednje avtomatizirane korake (slika 7.2). 
 
Slika 7.2:  5 avtomatskih korakov za namestitev virtualne mrežne funkcije VNF 
Spodaj je prikazana izvedba funkcionalnega testa primera iz slike 7.1. Na 
začetku smo pognali komando »--setup«, konfiguracijo virtualnega infrastrukturnega 
upravljavca VIM. Ta je povezala orkestrator OpenBaton z aplikacijskim vmesnikom 
platforme OpenStack (VIM). Nato je seznanila orkestrator OpenBaton s 
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predvidenimi funkcijami VNF, ki ustrezajo za naši mrežni storitvi NS (razdelilnik 
bremena). Če so bile vse opisne datoteke ustrezno napisane se je konfiguracija 
uspešno izvedla. 
ubuntu@int-tests:~/ha-web-server$ ./ha-web-server.py --setup test 
Running ha-web-server test ... 
OpenBaton API : http://192.168.27.103:8080/api/v1/ 
OpenStack API : https://192.168.27.12:5000/v2.0 
Name prefix   : test 
Executing SETUP ... 
VIM instance test-ha-web-server-vim (2fff08e0-e071-4ae6-bbcd-
614433fe867f) successfully registered! 
VNF package test-ha-web-server-nginx-vnfd-package (255506f1-c43e-
4eb9-89af-c6d650a63656) successfully uploaded! 
VNF package test-ha-web-server-server1-vnfd-package (20983f2d-4019-
42ce-aa41-e83da31218ae) successfully uploaded! 
VNF package test-ha-web-server-server2-vnfd-package (f676d51b-8de1-
4100-9427-43e575ac62b9) successfully uploaded! 
NS descriptor test-ha-web-server-nsd (54371433-cc57-420d-a1c6-
823f970c40b0) successfully uploaded! 
Done! 
Tabela 7.11:  Uspešno izvedena konfiguracija mrežne storitve NS 
V naslednji fazi smo zagnali mrežno storitev NS. Skripta se je povezala z 
aplikacijskim vmesnikom orkestratorja OpenBaton in mu sporočila, naj zažene 
mrežno storitev NS. Zagnale so se vse ustrezne virtualne naprave v platformi 
OpenStack, na katere so se preko skript naložili ustrezni programi za delovanje 
funkcije VNF. V orkestratorju OpenBaton se je mrežna storitev nastavila na aktivno 
stanje, kar je pomenilo, da mrežna storitev deluje. 
ubuntu@int-tests:~/ha-web-server$ ./ha-web-server.py --launch test 
Running ha-web-server test ... 
OpenBaton API : http://192.168.27.103:8080/api/v1/ 
OpenStack API : https://192.168.27.12:5000/v2.0 
Name prefix   : test 
Executing LAUNCH ... 
NS record test-ha-web-server-nsd (1e4a8fbd-3bd8-4733-b82a-
0d6ee59014e2) successfully launched! 
Done! 
Tabela 7.12:  Zagon mrežne storitve NS 
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Po tem, ko se je storitev uspešno naložila in nastavila, smo lahko v grafičnem 
spletnem vmesniku videli rezultat. Na sliki 7.3 lahko vidimo tri virtualne mrežne 
funkcije VNF v aktivnem stanju, njihove tipe in imena. V zavihku »VNF 
dependencies« si lahko ogledamo tudi odvisnost delovanja med temi virtualnimi 
mrežnimi funkcijami.  
 
Slika 7.3:  Delujoča mrežna storitev NS in njene odvisnosti [15] 
Ko smo zadovoljni z rezultatom, ki ga je ustvaril orkestrator OpenBaton, lahko 
mrežno storitev ustavimo z ukazom »--stop«: 
ubuntu@int-tests:~/ha-web-server$ ./ha-web-server.py --stop test 
Running ha-web-server test ... 
OpenBaton API : http://192.168.27.103:8080/api/v1/ 
OpenStack API : https://192.168.27.12:5000/v2.0 
Name prefix   : test 
Executing STOP ... 
NS record test-ha-web-server-nsd (1e4a8fbd-3bd8-4733-b82a-
0d6ee59014e2) deleted. 
Done! 
Tabela 7.13:  Zaustavitev mrežne storitve NS 
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Na koncu vse konfiguracijske nastavitve v orkestratorju OpenBaton še 
pobrišemo: 
ubuntu@int-tests:~/ha-web-server$ ./ha-web-server.py --cleanup test 
Running ha-web-server test ... 
OpenBaton API : http://192.168.27.103:8080/api/v1/ 
OpenStack API : https://192.168.27.12:5000/v2.0 
Name prefix   : test 
Executing CLEANUP ... 
NS descriptor test-ha-web-server-nsd (54371433-cc57-420d-a1c6-
823f970c40b0) deleted. 
VNF descriptor test-ha-web-server-nginx-vnfd (49266a98-78d2-4af9-
8a04-1ecbd9c997c5) deleted. 
VNF descriptor test-ha-web-server-server1-vnfd (18d210bb-9cb1-49a2-
8061-393a3bbeffea) deleted. 
VNF descriptor test-ha-web-server-server2-vnfd (77a77da8-47ae-431a-
95dd-f7d7484bf2ae) deleted. 
VNF package test-ha-web-server-nginx-vnfd-package (255506f1-c43e-
4eb9-89af-c6d650a63656) deleted. 
VNF package test-ha-web-server-server1-vnfd-package (20983f2d-4019-
42ce-aa41-e83da31218ae) deleted. 
VNF package test-ha-web-server-server2-vnfd-package (f676d51b-8de1-
4100-9427-43e575ac62b9) deleted. 
VIM instance test-ha-web-server-vim (2fff08e0-e071-4ae6-bbcd-
614433fe867f) deleted. 
Done! 
Tabela 7.14:  Brisanje mrežne storitve NS 

 71 
8  Standardizirani integracijski testi sistema OpenStack 
Tempest 
Tempest je zbirka testov, ki jih lahko zaganjamo na delujočem okolju 
OpenStack. Sestavljen je iz vmesnikov za aplikacijsko programiranje API (angl. 
Application Programming Interface - API), ki skrbijo za potrjevanje ustreznih 
scenarijev v okolju OpenStack. 
Tempest je bil ustvarjen za namen preverjanja številnih različnih okolij. Vsako 
podjetje lahko okolje OpenStack delno prilagodi svojim potrebam. Zato pa so 
zgradili orodje Tempest, ki avtomatsko preizkusi delovanje določenih členov 
OpenStack, če še pravilno delujejo. 
Ker je OpenStack res obsežen projekt, so Tempest teste razdelili na več 
različnih področij: 
 Testi vmesnikov za aplikacijsko programiranje API: Primarna funkcija 
orodja Tempest je zagotavljanje, da oblak OpenStack deluje v skladu s 
pravili o delovanju vmesnikov za aplikacijsko programiranje 
OpenStack API. 
 Testi določenih scenarijev: To so testi, sestavljeni iz kompleksnih 
korakov, ki uporabljajo različne funkcionalnosti oblaka OpenStack.  
 Testi zmogljivosti: Uporabljamo jih za teste visokih obremenitev nad 
oblakom OpenStack. Med testi preverjamo, če je šlo zaradi visokih 
obremenitev kaj narobe. 
 Testi ustreznega delovanja samega orodja Tempest: Testi za 
zagotavljanje ustreznega delovanja internih komponent samega orodja 
Tempest. Preverjanje, če posamezni deli orodja ustrezno delujejo.  
Za podjetje Iskratel smo pripravili okolje za delovanje orodja RefStack, ki 
uporablja teste vmesnikov za aplikacijsko programiranje API, za preverjanje 
medsebojnega obratovanja z ostalimi izvedbami sistemov OpenStack in orodje Rally, 
ki uporablja zmogljivostne teste zbirke Tempest [26]. 
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9  Izvedba zmogljivostnega testa infrastrukture NFVI 
(OpenStack) z orodjem Rally 
Zmogljivostne teste bomo izvajali z orodjem Rally. Omogoča nam simulacijo 
zmogljivostnega testiranja oblačne platforme OpenStack. To orodje avtomatizira in 
poenoti teste na več vozliščnem okolju. Torej okolje z več strežniškimi računalniki. 
Rally nam olajša testiranje, na primer z instalacijo tisočih virtualnih naprav hkrati in 
nam omogoča preverjanje delovanja oblaka OpenStack pod velikimi procesorsko 
zahtevnimi procesi [27]. Glavne storitve, ki nam jih omogoča orodje za 
zmogljivostno testiranje Rally, so prikazane na spodnji sliki 9.1. 
 
Slika 9.1:  Storitve orodja Rally [27] 
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9.1  Primer zmogljivostnega testa 
Testni primer, ki bomo prikazali v tem delu je namenjen prikazovanju 
ponovljivosti rezultatov. V razvoju konstantno spreminjamo konfiguracijo in razne 
druge nastavitve oblačne platforme OpenStack, prav tako pa spreminjamo funkcije 
VNF, ki jih nanj nalagamo. Testi nam prikažejo uspešnost naloženih virtualnih 
naprav na oblak in njihov povprečen čas nalaganja. Teste poganjamo dnevno ob 
vsaki novi spremembi kjerkoli na celotnem NFV sistemu. V primeru, da pride do 
prevelikih časovnih ali drugih odstopanj, vemo čas in mesto napake, kjer se je v 
sistemu pojavila napaka. 
9.1.1  Namestitev 
Orodje za zmogljivostno testiranje Rally smo naložili na svojo ločeno virtualno 
napravo in s tem izolirali testiranca (OpenStack). S spletne strani smo na OpenStack 
naložili oblačno verzijo Ubuntu operacijskega sistema, kamor bomo kasneje naložili 
orodje za zmogljivostno testiranje. Za namen izolacije okolja, kjer se razvijajo 
funkcije VNF in kjer se testira zmogljivost virtualne infrastrukture NFVI smo morali 
v OpenStack-u nastaviti nov projekt z imenom »rally« (angl. tennant). S tem se 
izognemo nepredvidljivim dogodkom med samim zmogljivostnim testom. Nato je 
potrebno še kreirati novega uporabnika, ki bo uporabljal ta projekt in mu nastaviti 
administratorske pravice z imenom »rally«.  S temi tremi koraki smo pripravili vse 
elemente, potrebne pred namestitvijo zmogljivostnega orodja Rally. Teste bomo torej 
izvajali z drugim uporabnikom na drugem projektu in na isti fizični infrastrukturi. 
Tako bo test potekal na istih zmogljivostih vendar ločeno od dela, kjer tečejo 
funkcije VNF. 
Naslednji koraki so enostavni, ker smo za namen avtomatske namestitve 
zmogljivostnega orodja Rally pripravili predlogo (angl. hot template). Spremenljive 
podatke vnesemo s pomočjo grafičnega vmesnika Horizon (slika 9.2) [28], ostali 
namestitveni podatki pa so zapisani v predlogi. Nespremenljivi podatki so: 
 Instalacija programov od katerih je odvisno delovanje orodja Rally 
 Instalacija orodja Rally z »wget« in »bash« ukazom 
 Konfiguracija orodja Rally (OpenStack, testni primer) 
 Kreacija bližnjice do testnih primerov orodja Rally 
 Brisanje začasnih nastavitvenih datotek 
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Slika 9.2:  Opisna predloga v grafični obliki [15] 
V našem primeru smo orodje Rally namestili na oblačno platformo OpenStack, 
ki jo tudi testiramo. Za namen bolj neodvisnega testiranja, bi morali testiranca 
testirati z drugega OpenStack sistema ali z neke druge zunanje virtualne naprave, ki 
ni nameščena na istem sistemu. Za namen prikaza testa smo se zadovoljili s takšno 
postavitvijo. 
V tem testnem primeru smo oblačno infrastrukturo obremenili z nalaganjem 
virtualnih naprav. Na sistem smo naložili petnajst virtualnih naprav s sliko Ubuntu 
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operacijskega sistema pripravljenega za delovanje v oblaku. Hkrati smo avtomatsko 
zagnali nalaganje petih virtualnih naprav in naredili tri ponovitve. V tabeli 9.1 lahko 
vidimo primer opisne datoteke za test orodja Rally. V nadaljevanju si bomo pogledali 
način zagona testa in njegove rezultate. 
{ 
 "NovaServers.boot_and_delete_server": [ 
  { 
   "args": { 
    "flavor": { 
     "name": " m1.small" 
    }, 
    "image": { 
     "name": "ubuntu-14.04-server-cloudimg-amd64-
disk1" 
    }, 
    "auto_assign_nic": true 
   }, 
   "runner": { 
    "type": "constant", 
    "times": 15, 
    "concurrency": 5 
   }, 
   "context": { 
    "users": { 
     "tenants": 3, 
     "users_per_tenant": 2 
    }, 
    "network": { 
     "start_cidr": "10.2.0.0/24", 
     "networks_per_tenant": 2 
    } 
   } 
  } 
 ] 
} 
Tabela 9.1:  Opisna datoteka testa za orodje Rally boot-and-delete-3x5-VM.json 
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9.1.2  Uporaba 
Po tem, ko se nam je orodje za zmogljivostne teste uspešno naložilo na 
virtualno napravo sledi test. Test poženemo z naslednjo ukazno vrstico: 
ubuntu@rally-tests: sudo rally task start 
/usr/share/rally/samples/tasks/scenarios/nova/boot-and-delete-5-
VM.json 
Tabela 9.2:  Zagon zmogljivostnega testa Rally 
Ukaz požene predhodno nastavljeno predlogo s testi. Med tem, ko se test izvaja 
lahko konkretno dogajanje zasledimo na grafičnemu vmesniku Horizon. Vpisani 
moramo biti kot uporabnik z imenom »rally« (Slika 9.3). 
 
Slika 9.3:  Dogajanje v grafičnem vmesniku Horizon [28] 
9.2  Rezultati testa 
Po končanem testu nas orodje obvesti o končanem delu. Izpiše predlogo testa, 
ki je opravil in rezultate. Rezultate prikaže v tabeli v ukazni vrstici in nas seznani 
dodatno možnostjo za izpis rezultatov v grafični obliki (v html zapisu). Rezultati 
testa v tabelarični obliki: 
 
Action Min (sec) Median 
(sec) 
90%ile 
(sec) 
95%ile 
(sec) 
Max 
(sec) 
Avg (sec) Success Count 
nova.boo
t_server 
17.776 42.874 44.184 44.466 44.702 37.745 100.0% 15 
nova.dele
te_server 
2.297 8.658 17.729 24.499 33.115 10.996 100.0% 15 
Total 37.103 52.346 55.93 56.013 56.077 48.742 100.0% 15 
Tabela 9.3:  Rezultati orodja Rally 
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Nas so zanimali predvsem povprečni časi nalaganja virtualnih naprav, časi 
brisanja in trajanje testa. V primeru, da je tekom razvoja prišlo do prevelikih 
odstopanj teh časov, smo morali raziskati razlog, za kaj je prišlo do teh odstopanj. 
Orodje za zmogljivostno testiranje Rally omogoča še veliko več raznovrstnih testov, 
vendar nas to trenutno ni zanimalo.  
V tabeli 9.3 lahko razberemo minimalne, maksimalne in povprečne čase 
nalaganja in brisanja virtualnih naprav. Izpiše nam tudi skupen čas testa, ki je v tem 
primeru trajal 160.260 sekund. 
 
Slika 9.4:  Grafični prikaz rezultatov orodja Rally 
Slika 9.4 v grafični obliki nam bolj nazorno prikaže rezultate testa. Na grafu z 
imenom »Atomic Action Durations« nam x os predstavlja ponovitve y os pa čas. 
Graf nam prikazuje koliko časa je posamezna navidezna naprava potrebovala, da se 
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je naložila na sistem. Temno modra barva predstavlja čas, ki je bil potreben za 
nalaganje, svetlo modra barva pa predstavlja čas, ki je bil potreben za brisanje 
navidezne naprave. Tortni graf levo spodaj nam prikazuje relativne vrednosti 
povprečnega časa za nalaganje oziroma brisanje virtualne naprave. 
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10  Testi medsebojnega obratovanja NFVI (OpenStack) z 
orodjem RefStack 
Orodje RefStack zagotavlja uporabnikom poganjanje testov medsebojnega 
obratovanja na njihovem oblaku, ki so v skladu z odborom DefCore [29]. Ta določa 
zanesljiv pregled zahtev, ki bi morali vmesniki za aplikacijsko programiranje API 
podpirati. To nam omogoča zagotavljanje medsebojno delovanje celotnega 
ekosistema OpenStack. RefStack je sestavljen iz dveh delov: 
 RefStack strežnik: Uporabljamo ga za zbiranje podatkov orodja 
RefStack, ki ga lahko namestimo lokalno ali pa uporabimo javno 
storitev. Podatke prenesemo z vmesnikom REST, ki se nato shranijo v 
MySQL bazo podatkov. Te podatki so nato prikazani na spletu v 
primerjavi z zahtevami odbora DefCore. V našem primeru bomo 
uporabili javno storitev. 
 RefStack odjemalec: Ta del predstavlja odjemalec, ki združuje 
Tempest teste, jih lahko izvaja in pošlje na RefStack strežnik.  
10.1  Primer testa medsebojnega obratovanja 
Testni primer, ki bomo prikazali v tem delu je namenjen prikazu 
funkcionalnosti medsebojnega obratovanja med drugimi postavitvami oblaka 
OpenStack. Testi nam prikažejo uspešnost uporabe vmesnikov za aplikacijsko 
programiranje API. Pove pa nam tudi delež uspešnih testov, ki so potrebni, da sistem 
ustrezno obratuje z ostalimi postavitvami oblaka OpenStack.  
10.1.1  Namestitev 
Orodje za testiranje medsebojnega obratovanja sistemov OpenStack RefStack 
smo prav tako, kot orodje Rally naložili na svojo ločeno virtualno napravo s 
predhodno naloženo sliko operacijskega sistema Ubuntu. Za namen izolacije okolja, 
smo v sistemu OpenStack ustvarili nov projekt z imenom »refstack« (angl. tennant). 
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S tem se izognemo nepredvidljivim dogodkom med samim zmogljivostnim testom. 
Nato smo kreirali še novega uporabnika »refstack«, ki bo uporabljal ta projekt in mu 
nastaviti administratorske pravice.  S temi tremi koraki smo pripravili vse elemente 
na sistemu OpenStack, ki so potrebni pred namestitvijo orodja RefStack za testiranje 
medsebojnega obratovanja. Teste bomo torej izvajali z drugim uporabnikom na 
drugem projektu in na isti fizični infrastrukturi. Tako bo test potekal na enakih 
nastavitvah vendar ločeno od ostalih projektov, ki bi jih s tem testom lahko ogrozili. 
Za avtomatsko namestitev testov medsebojnega obratovanja RefStack smo 
prav tako pripravili predlogo (angl. hot template). Spremenljive podatke vnesemo s 
pomočjo grafičnega vmesnika Horizon (slika 9.2) [28], ostali namestitveni podatki 
pa so zapisani v predlogi. Nespremenljivi podatki so: 
 Instalacija programov od katerih je odvisno delovanje orodja RefStack 
 Kopiranje orodja RefStack z njihovega git repozitorija in zagon 
inštalacijske skripte »setup_env« [30] 
 Kreacija bližnjice do testnih primerov orodja Rally 
 Brisanje začasnih nastavitvenih datotek 
10.1.2  Uporaba 
Zbirka testov medsebojnega obratovanja se s časoma posodablja in nahaja 
javno na spletni strani. Za namen prikaza delovanja testa, smo si določili le izbran 
seznam testov v tabeli 10.1 [31]:  
 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_filter_by_changes_since[id-18bac3ae-da27-
436c-92a9-b22474d13aab] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_filter_by_name[id-33163b73-79f5-4d07-a7ea-
9213bcc468ff] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_filter_by_server_id[id-9f238683-c763-45aa-
b848-232ec3ce3105] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_filter_by_server_ref[id-05a377b8-28cf-4734-
a1e6-2ab5c38bf606] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_filter_by_status[id-a3f5b513-aeb3-42a9-
b18e-f091ef73254d] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_filter_by_type[id-e3356918-4d3e-4756-81d5-
abc4524ba29f] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_limit_results[id-3a484ca9-67ba-451e-b494-
7fcf28d32d62] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
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estJSON.test_list_images_with_detail_filter_by_changes_since[id-
7d439e18-ac2e-4827-b049-7e18004712c4] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_with_detail_filter_by_name[id-644ea267-
9bd9-4f3b-af9f-dffa02396a17] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_with_detail_filter_by_server_ref[id-
8c78f822-203b-4bf6-8bba-56ebd551cf84] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_with_detail_filter_by_status[id-9b0ea018-
6185-4f71-948a-a123a107988e] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_with_detail_filter_by_type[id-888c0cc0-
7223-43c5-9db0-b125fd0a393b] 
tempest.api.compute.images.test_list_image_filters.ListImageFiltersT
estJSON.test_list_images_with_detail_limit_results[id-ba2fa9a9-b672-
47cc-b354-3b4c0600e2cb] 
tempest.api.compute.images.test_list_images.ListImagesTestJSON.test_
get_image[id-490d0898-e12a-463f-aef0-c50156b9f789] 
Tabela 10.1:  Datoteka »testlist.txt« z izborom testov medsebojnega obratovanja 
Teste zaganjamo z ukazom iz tabele 10.2. Določimo mu datoteko z 
informacijami o testirancu »tempest.conf« in datoteko, v kateri so zapisani izbrani 
testi za preverjanje funkcij medsebojnega obratovanja »testlist.txt«. 
Refstack odjemalec izpostavi teste, ki so bili uspešno izvedeni in jih zapiše v 
datoteko z rezultati. Ta datoteka je pripravljena za nalaganje na strežnik z rezultati. 
 
./refstack-client test -c tempest.conf -v --test-list testlist.txt 
Tabela 10.2:  Zagon testa za preverjanje medsebojnega delovanja RefStack 
Na koncu teste še naložimo na javno spletno stran, kjer lahko preverimo 
medsebojno delovanje naše postavitve OpenStack. Ukaz v tabeli 10.3. 
 
./refstack-client upload .tempest/.testrepository/xx.json 
Tabela 10.3:  Nalaganje na spletno stran 
10.2  Rezultati 
Na sliki 10.1 lahko vidimo prikaz rezultatov, ki smo jih prenesli na javni 
spletni strežnik. V prvem delu so prikazani osnovni podatki testa. Zapisana je 
identifikacijska številka testa, s katero poiščemo naš test. Nato je prikazan datum, ko 
je bil test naložen, trajanje testa in število vseh izvedenih testov. Nato nam spletni 
vmesnik ponudi možnost izbire verzije testov, ki jo narekuje odbor DefCore in 
področje testiranja. V spodnjem delu pa so prikazani rezultati. V našem primeru nam 
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poročajo, da je naš oblak uspešno izvedel vseh štirinajst testov. Vendar pa te uspešno 
izvedeni testi niso zadosten pogoj, ki bi narekovali ustreznost oblaka pri 
medsebojnem delovanju z drugimi postavitvami OpenStack iz zbirke testov 2016.1, 
ki jo narekuje odbor DefCore [31]. 
 
Slika 10.1:  Rezultati testa medsebojnega delovanja RefStack z javnega strežnika 
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11  Ocena in rezultati testov 
Med izvajanjem testiranja smo spoznali, da je to nujen del razvojnega procesa 
določenega produkta, saj nam močno zniža stroške samega vzdrževanja, preden 
produkt preide v fazo, ko ga implementiramo pri kupcu. Pri testih je potrebno, da 
natančno poznamo sistem, ki ga testiramo, da izberemo ustrezen pristop in vemo na 
katerem delu sistema, lahko pride do napak. V našem primeru smo izvajali teste na 
novi Iskratelovi zasebni oblačni platformi NFV. Funkcionalne teste smo izvajali na 
orkestratorju OpenBaton, ki je odgovoren za ustrezno upravljanje s funkcijami VNF. 
Zmogljivostne teste pa smo izvajali na infrastrukturi NFVI, ki temelji na oblačni 
platformi OpensStack.  
Pri izdelavi praktičnega dela smo naleteli na več težav, ki pa smo uspešno 
prebrodili. Funkcionalne teste za orkestrator OpenBaton so razvili tudi v inštitutu 
Fraunhofer, vendar se niso izkazali za robustne in je bilo v začetku več težav s 
samim testom, kot pa testirancem (orkestrator OpenBaton). Zato smo se odločili, da 
napišemo lastno skripto, ki bo poganjala vmesnike v orkestratorju za izvajanje testov. 
S slednjo nismo imeli večjih težav. Pri spoznavanju orodja za zmogljivostno 
testiranje Rally smo v prvem testu nehote pobrisali vse, kar je bilo naloženega na 
OpenStack. Prvi testi so bili gnani točno iz enega fizičnega vozlišča (strežnika), kar 
pa smo spoznali za neprimerno, ker na samih vozliščih ne želimo delati večjih 
sprememb. S tem smo posegali sistem oblačne platforme OpenStack, česar pa nismo 
želeli. Kasneje smo to rešili z zunanjo virtualno napravo s katere smo poganjali teste. 
Orodje RefStack s katerim smo testirali medsebojno delovanje naše postavitve 
oblaka na platformi OpenStack se je izkazalo za zelo uporabno. Iz rezultatov lahko 
hitro odčitamo kaj je v našem sistemu ustrezno nastavljeno in kaj ni. 
V končni fazi smo teste uspešno nastavili in namestili za nadaljnjo uporabo, ki 
bo v pomoč oddelku razvoja in verifikacije. Funkcionalne teste, ki se izvajajo na 
orkestratorju OpenBaton, je potrebno na za vsako novo Iskratelovo funkcijo VNF, 
delno prilagoditi. Trenutne funkcije v Iskratelu pa je potrebno prilagoditi, da bodo 
kompatibilne s sistemom NFV. Zmogljivostni testi pa so pripravljeni takoj, ko se 
86 11  Ocena in rezultati testov 
 
virtualna naprava z orodjem Rally namesti. Namestijo se tudi drugi primeri testov, ki 
so lahko izvajajo druge avtomatske operacije na oblačni platformi OpenStack. 
Z vsakodnevnimi testi in ustrezno dokumentacijo se bo sledljivost napak 
povečala in s tem omogočala hitrejši in bolj učinkovit razvoj Iskratelove zasebne 
oblačne platforme NFV. Testi omogočajo pospešen razvoj in prilagoditve obstoječih 
Iskratelovih funkcij v sistem NFV, ki je ključen za prihodnost omrežij v svetu. 
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12  Zaključek 
V delu smo uspešno izbrali funkcionalne, zmogljivostne in teste medsebojnega 
delovanja, namenjene orkestratorju OpenBaton in oblačni platformi OpenStack. Testi 
so se uspešno izvedli in produkta sta se izkazala, kot ustrezna primera, ki jih bo 
podjetje Iskratel uporabil za nadaljnji razvoj NFV-MANO rešitve. 
Veliko dela predstavlja tudi obstoječ del Iskratelovih aplikativnih produktov, ki 
jih trenutno poganja namenska strojna oprema, razvita prav tako v Iskratelu. Vse 
obstoječe funkcije, ki jih bo želel Iskratel uporabiti pri kupcih z željo po nadgradnji 
svojega omrežja v skladu z NFV standardom, bo moral posodobiti za delovanje v 
oblaku. Tem funkcijam se s pomočjo razvitih testov hitreje približujemo njihovemu 
ustreznemu delovanju, saj nam pomagajo pri sprotnem odkrivanju napak. 
V nadaljevanju moramo razvoj usmeriti predvsem v izdelavo robustne 
infrastrukture na platformi OpenStack, s katero bo orkestrator upravljal in orkestriral 
virtualne  mrežne funkcije in samim orkestratorjem OpenBaton. To sta najnovejša in 
ključna nova elementa, ki pripomoreta k zmanjšanju stroškov pri obratovanju, 
nadgrajevanju in vzdrževanju omrežja. Cilj podjetja Iskratel je, NFV-MANO rešitev 
razvije do konca in ga uspešno implementira pri stranki. 
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