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Naviguer dans un monde virtuelJ. Blanc R. MohrProjet Movi, laboratoire Gravir 1Inria Rhône-Alpes655, av. de l'Europe38330 Montbonnot St MartinE-mail : Jerome.Blanc@imag.fr1 IntroductionParticiper a un lm. . . Imaginons que lors de la retransmission d'un lm ou d'un evenement sportif,le telespectateur puisse choisir librement son point de vue. Il pourrait se placer a côte d'un acteur, deciderlui-même de ce qu'il veut voir de la scene, se situer au cur de l'action, et participer ainsi a la realisation.Le realisateur choisit toujours les sequences, mais c'est bien le spectateur qui decide du decoupage desplans a l'interieur de chaque sequence.Cette facon innovante de visualiser un lm est une application de la synthese de nouveaux points devues, que nous allons presenter dans la suite de cet article.Les applications envisagees sont en fait toutes celles des realites virtuelles : exploration d'un ter-rain/cartographie, simulation, divertissements.Synthese de points de vue Nous regroupons sous cette appellation la \synthese de nouvelles imagesd'une scene 3D sous un point de vue inedit". L'application que nous presentons est en eet la suivante :connaissant plusieurs vues d'une même scene tri-dimensionnelle, dites vues de reference, nous calculonsd'autres vues de cette même scene. Pour ce faire il nous faudra bien sûr capter des informations derelief, aussi les vues de reference doivent être au minimum au nombre de deux. De plus, ces vues devrontrepresenter la même scene, qui doit donc être statique. Pour les scenes animees, on peut eectuer letraitement sur chaque image (ou couple d'images) de la sequence.Les avantages de notre methode L'avantage par rapport aux methodes classiques de synthese d'images est que nous n'avons pas acreer un modele numerique de la scene, operation longue et fastidieuse. Notre \modele" est en faitcompris dans la seule donnee des vues de reference. Un second avantage, qui en decoule, est le plus grand realisme des scenes synthetisees : elles sontcomposees a partir de vues reelles, et non de modeles mathematiques d'objets naturels. Enn, nous nous placons toujours dans un cadre non-etalonne, ce qui autorise l'utilisation de ca-meras dicilement etalonnables, par exemple embarquees, autofocus, ou tenues a la main sansprecaution particuliere.2 MethodeNotre methode est simple : apres une phase d'appariement dense entre nos images de reference, nousprocedons a une reconstruction de chaque point de la scene, que nous reprojetons ensuite sur le plan dela camera virtuelle. Nous ne travaillons pour l'instant qu'a partir de deux images de reference.1: Le projet Movi-Inria fait partie du laboratoire Gravir, Imag-Ujf-Cnrs.1
Un etalonnage est-il necessaire? Il est inutile pour cette methode d'utiliser des cameras etalonnees.En eet, nous pouvons a partir de deux images eectuer une reconstruction projective des points [Fau92].Une projection perspective de ces points constituera l'image synthetisee.Cependant, si nous voulons imprimer a la camera virtuelle des mouvements euclidiens, plus familiers(se deplacer d'un certain nombre de metres, pivoter d'un certain angle), nous devrons disposer d'unetalonnage au moins approximatif de la camera. Nous montrerons que même une connaissance imprecisedes parametres constructeur de la camera sut a une bonne perception euclidienne de la scene virtuelle.2.1 AppariementLa phase d'appariement est un prealable indispensable a la perception du relief. Nous avons choisi den'apparier que des points, ce qui ecarte d'emblee les problemes rencontres lors d'eventuelles phases desegmentation en contours ou en regions.Pour apparier de nombreux points entre les deux images de reference, nous utilisons une techniquede programmation dynamique [OK85, GLY92] hierarchique, qui peut être couplee a une mesure corre-lation robuste [LMR95]. Les cartes de disparite obtenues peuvent ensuite être regularisees avec d'autresmethodes, bien que dans la majorite des cas cela ne semble pas necessaire pour notre application.Comme elle constitue une grosse partie de nos resultats, nous detaillons notre methode d'appariementa part, en section 3.2.2 ReconstructionDe nos deux images de reference, nous pouvons extraire la matrice fondamentale F12 [Fau92, BM95].Nous xons alors les parametres intrinseques K de la camera a des valeurs donnees, par exemple lesparametres constructeur, et nous obtenons la matrice essentielle E12 = KT :F12:K.Nous calculons ensuite deux matrices de projection perspective dans les deux images M1 et M2, co-herentes avec E12 [Luo92]. Apres avoir aligne precisement les couples de points apparies sur des couplesd'epipolaires conjuguees [HS94] an de minimiser les erreurs, nous procedons simplement a une recons-truction aux moindres carres. Nous obtenons point par point un modele presque euclidien de la sceneobservee.2.3 ProjectionLe modele obtenu est simplement projete point par point sur le plan de la camera virtuelle pourfabriquer la nouvelle image, via une matrice de projection perspective. On deplace la camera en eectuantdes transformations euclidiennes sur la matrice de projection.3 AppariementApres avoir developpe un premier algorithme de mise en correspondance uniquement base sur desmesures de correlation, et que nous utilisions jusqu'a maintenant, nous avons voulu reposer le problemeen termes de probabilites d'appariements.Nous presentons ici cette nouvelle methode, que nous commencons seulement a developper. Nouspresenterons aussi quelques resultats preliminaires.3.1 Notre butDonnees Nous nous donnons deux images d'une même scene statique. Nous voulons obtenir des corres-pondances de points entre ces deux images. De ces images, nous pouvons calculer la geometrie epipolairedu capteur stereo ayant servi a la prise de vues. 2
Plusieurs passes Nous pouvons imaginer un appariement en 3 passes :1. etablir des correspondances entre les points de deux lignes epipolaires conjuguees ; faire ceci pourtous les couples d'epipolaires conjuguees couvrant les deux images. Tous ces couples sont traitesindependamment les uns des autres.2. recalculer ces appariements, en tenant compte cette fois de contraintes globales (c.a.d. les resultatstrouves pour les lignes adjacentes a la ligne courante).3. eventuellement lisser une derniere fois la carte de disparite obtenue, en utilisant la aussi descontraintes globales et des hypotheses sur les images (contraintes de regularite et de coherence).Nous traitons pour l'instant uniquement la premiere phase ; la seconde sera evoquee en 3.5.3.2 MethodeNous disposons donc de deux lignes epipolaires conjuguees L1 et L2 dont nous voulons apparier lespoints. Ces lignes sont constituees de N et M pixels :( L1 = (P1P2 : : : PN)L2 = (Q1Q2 : : : QM)Pour les apparier de facon optimale, nous utilisons la programmation dynamique, methode d'optimi-sation combinatoire nous permettant de trouver une suite de transitions de coût minimal pour aller d'unetat initial a un etat nal.Etats Les etats sont notes Eij. L'etat Eij , i = 0 : : : N , j = 0 : : : M signie : \nous avons traite lessegments (P1 : : : Pi) et (Q1 : : : Qj) des droites L1 et L2, et apparie leurs points de facon optimale".L'etat initial est E00 : rien n'est fait.L'etat nal est ENM : les deux droites sont entierement traitees.Transitions Placons-nous en un etat Eij ; nous avons donc apparie de facon optimale les points(P1 : : : Pi) avec les points (Q1 : : : Qj). De l'etat Eij , nous autorisons seulement 3 types de transitions.match nous apparions le point Pi+1 avec le point Qj+1.Nous nous trouvons donc dans l'etat Ei+1;j+1.saut1 nous sautons le point Pi, pour examiner le reste de la droite L1.Nous nous retrouvons dans l'etat Ei+1;j .saut2 nous sautons le point Qj , pour examiner le reste de la droite L2.Nous nous retrouvons dans l'etat Ei;j+1.Chacune de ces transitions a un certain coût, et la programmation dynamique nous permet de trouverl'enchânement de transitions conduisant de l'etat initial E00 a l'etat nal ENM dont la somme des coûtsest minimale. Il s'agit simplement d'une recherche de chemin optimal dans le graphe complet (sans cycle)constitue de toutes les transitions, aectees de leur coût.C'est la determination de ces coûts qui constitue toute la diculte ; elle fait l'objet de la partiesuivante.3.3 Coûts de transitionNous allons calculer des probabilites d'appariement (ou de non-appariement). La programmationdynamique minimisant une somme de coûts, nous prendrons en fait les logarithmes des probabilites(pour minimiser le produit). 3
Probabilite d'une transition match Nous sommes en Eij . Soit C une mesure de correlation, etc0 = C(Pi+1; Qj+1). Notons M(Pi+1; Qj+1) la fonction d'appariement, c.a.d. M = 1 si les points sontapparies, et M = 0 sinon. Alors :Prob(M = 1jC = c0) = Prob(C = c0jM = 1):Prob(M = 1)Prob(C = c0) Prob(M = 1) est la probabilite que les deux points Pi+1 et Qj+1 se correspondent a priori,sans autre connaissance sur leur ressemblance (= la mesure de correlation). On peut la xera 1nombre de points possibles  probabilite de visibilite. La probabilite de visibilite est egale a(1   le taux d'occultation) ; ce dernier est xe pour toute l'image (par exemple 0:2 si 80% despoints d'une image sont visibles dans l'autre). Prob(C = c0) est la probabilite que la mesure C, appliquee a deux points quelconques, renvoie lavaleur c0. Cette probabilite est estimee en mesurant la fonction de distribution de C le long desdeux epipolaires considerees : on construit un histogramme de toutes les valeurs que prend C lelong de ces droites. Prob(C = c0jM = 1) est la plus delicate a calculer, car pour disposer d'une estimation, il faudraitdeja connâtre des points apparies. . . En pratique, nous apparions quelques points des droites sur unsimple critere de correlation, et comme precedemment, nous determinons la fonction de distributionde Prob(C = c0jM = 1) en fonction de c0.Probabilite d'une transition saut1 ou saut2 Puisque M ne peut valoir que 0 ou 1 :Prob(M = 0jC = c0) = 1  Prob(M = 1jC = c0)Ceci nous donne la probabilite que Pi+1 et Qj+1 ne se correspondent pas. Comme rien ne permet dedeterminer si nous avons aaire a une transition saut1 ou saut2, nous xons leurs probabilites egaleschacune a 1 Prob(M=1jC=c0)2 .3.4 Resultats d'appariementsNous montrons ici les resultats d'appariements denses pour deux couples d'images.Marseille Voici deux images de reference, vues aeriennes 2 de la ville de Marseille. Ces images sontrectiees, donc les epipolaires sont horizontales, et les lignes de même ordonnee se correspondent. Leresultat de l'appariement est aussi montre ci-dessous, sous forme d'une carte de disparite. Le niveau degris indique l'ordre de grandeur de la disparite en chaque point, donc son elevation. Les zones noirescorrespondent a des points non apparies.Notons encore une fois qu'il n'y a aucune contrainte de coherence d'une ligne a la suivante ; onremarque bien que les vehicules n'ont pas ete apparies, car ils ne se retrouvent pas d'une image a l'autre(la scene n'est pas statique, et les voitures se sont deplacees entre les deux prises de vues). D'autres zonesn'ont pas ete appariees parce qu'elles etaient simplement occultees dans l'autre image (en particulier,2: Propriete d'Istar 4
zone en forme de croissant au centre de l'image, au-dessus des voitures).Vues de reference Carte de disparite
Coupe de Fruits Voici deux autres vues de reference, et la carte de disparite trouvee :Vues de reference Carte de disparite
Ici, la scene est bien statique ; on voit que l'algorithme d'appariement detecte neanmoins de nom-breuses occultations (sur les frontieres de disparite essentiellement).3.5 DeveloppementsNotre modele est simple, et ne prend pas en compte des contraintes de voisinage. Voici comment nouspourrions integrer ces contraintes dans une deuxieme passe.Soit D une fonction de disparite sur un voisinage des points Pi+1 et Qj+1. Apres notre premiere passed'appariement, nous disposons d'une valeur d0 = D(Pi+1; Qj+1). Nous cherchons alors Prob(M = 1j(C =c0) \ (D = d0)). Or :Prob(M = 1j(C = c0) \ (D = d0)) = Prob(C = c0jM = 1):Prob(M = 1jD = d0):Prob2(M = 1)Prob(C = c0):Prob2(D = d0)En partie droite de l'egalite nous restent a determiner Prob(M = 1jD = d0) et Prob(D = d0), quenous pourrons estimer a partir des images et des resultats de la premiere passe.Cette deuxieme passe est encore en cours de developpement.4 ResultatsNous avons vu comment, a partir de deux vues de reference, nous pouvions etablir des appariements,pour reconstruire ensuite un modele presqu'euclidien point par point, puis synthetiser simplement d'autresvues de ce modele. 5
Nous montrons ci-dessous quelques vues qu'il a ete possible de synthetiser a partir des deux vues dereference de la coupe de fruits. Vues synthetisees
5 ConclusionNous avons montre comment, etant donnees quelques vues d'une scene 3D, on pouvait synthetiserd'autres vues de cette même scene, pour par exemple simuler le deplacement d'une camera virtuelle. Celaouvre la voie a de nombreuses applications, dans tous les domaines ou la realite virtuelle peut être misea pro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