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Abstract
Many algorithms have been developed to predict future samples of a signal. These algorithms,
such as the recursive least squares predictive filter, rely on the assumption that the system
generating the signal can be modeled as a linear system of equations. These systems perform
poorly when used to predict signals generated by non-linear systems. To predict a non-linear
signal, non-linear methods must be used. Regression trees are a simple form of machine learning
that is non-linear in nature and can predict output based on a set of given input. The goal of this
capstone project was to develop an algorithm for a regression trees predictive filter capable of
predicting a non-linear signa. As this capstone was also an engineering design project it was also
the goal to have the algorithm be a part of software system capable of allowing the parameters of
the algorithm to be changed for testing. This paper details how the algorithm was developed as
well as its results. It was found that using certain non-linear input signals that the regression trees
predictive filter performed better at predicting than a traditional linear predictive filter. It was
also shown that the regression trees predictive filter was able to adapt to a non-linear signal
generated by a changing system. In testing on the changing non-linear signal, the filter was
compared to a system which reset its prediction model rather than adapt it like the regression
trees predictive filter. The regression trees predictive filter had better performance than this
resetting system. This shows that the regression trees predictive filter can adapt to a system in
such a way that it learned from it.
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EXECUTIVE SUMMARY
This document contains a summary of the work performed by me, Jarren Worthen, with the help
of Dr. Todd Moon and Dr Jacob Gunther as faculty mentors. Included are an introduction to the
problem that we set out to solve, some background how the problem was solved, and the results
and thoughts on our solution. It details how using regression trees to solve a non-linear
prediction problem succeeded, and what can be done in the future to improve the suggested
solution.

TO THE HONORS PROGRAM
This project was both a senior design project as part of graduation requirements for an electrical
engineering degree, as well as an honors capstone project as part of graduation requirements for
the honors program. To qualify for both, this project went above and beyond that required by the
College of Engineering.
Traditionally a senior design project is an opportunity for a student to apply what they have
learned previously in their studies to a real-world engineering program. Using their expertise in
areas like circuit design or software engineering, the students are required to make design
decisions to solve their design problem. The main concept to learn from the senior design project
is how to use our knowledge to solve problems.
This senior design project went above the expectation of a senior design project in two main
ways. First, to design the regression tree predictive filter, I needed to understand both regression
trees and predictive filters, both of which are not taught by default to electrical engineering
students. Over the course of completing this project, I went out of my way to take two 6000 level
engineering courses which were able to give me the required background in predictive filters.
Regression trees are not a concept taught by the college of engineering and so I had to spend
time reading papers outside of class to fully understand how they function.
The second way this project exceeded expectations was its research aspect. Most senior design
projects take on problems that should be solvable using the principles of engineering. This
project had no precedence and was breaking new ground. Before we started, we had no idea if
the concept of prediction using regression trees would even be effective. Through research and
testing we were able to find an algorithm that worked.
These reasons as well as those written in the reflection are why this project is acceptable as an
honors capstone.

WORD COUNT
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INTRODUCTION
There exist many problems that can be modeled as needing to predict a future value of a signal.
Examples include a stock trader who may hope to make a profit by predicting the future value of
a stock or noise cancelation headphones which may predict what the surrounding white noise
might be so as to actively cancel it out for the user. Regardless of the application, the goal is to
minimize the error between the predicted value and the actual value by using information gained
from previous samples of the signal.
Extensive research has been done on creating linear filters to predict linear signals. Algorithms
have been developed to adapt these predictors so that they can continue to predict a linear signal
while the system generates it changes over time. These systems poorly predict many non-linear
signals. The purpose of this capstone project was to develop an adaptive filter that could predict
non-linear signals as well as linear signals.
In order to predict a non-linear signal, we needed the predictor to be non-linear. We choose to
use gradient boosted regression trees for the predictor as they are a simple non-linear form of
machine learning. The goal was then to create a predictor that met three main objectives.
•
•
•

The predictor needed to use regression trees to predict a signal.
The predictor must be able to adapt to a changing system.
The predictor needed to be modular, to allow for its parameters to be changed with ease.

METHODS
The development of this progress can be divided into three sections: developing a system for
gradient boosted regression trees to predict a signal moving over time, developing an algorithm
for this system to be adaptive, developing a software system that allowed for parameters to be
changed each run. We will begin by discussing what regression trees are and how they are used
in prediction.
Gradient Boosted Regression Trees
Regression trees are a tool used in a predictive modelling problem where we are given a set of
known inputs and are looking to find an unknown parameter. For example, given the height of a
flower and the number of its petals the regression trees might be able to predict its age. Gradient
boosted regression trees are decision trees trained using the gradient boosting model proposed by
Friedman [1]. Throughout this report any reference to trees is referring to gradient boosted
regression trees.
Decision trees are made up of a series of leaf and branch nodes, see Figure 1 as an example.
Once input has been received, we begin at the first node. If the node is a branch, we check if a
certain input is below or above a specified threshold. In this example we check if X1 is less than
7. Each branch has pointers to two other nodes depending on if the value is above or below. We
continue navigating to different nodes until we reach a leaf node. Each leaf node contains a value
which represents our best estimate for the output.
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Figure 1: Example of Decision Tree

To make an accurate estimate, multiple trees are generated, and each trees prediction is added
together to form a final prediction. These trees are trained together to minimize an objective
function. This objective function has two terms: training loss and a regularization term [2].
The training loss is determined by how we are measuring the accuracy of a prediction. This can
vary depending on the type of measurement used for error. For example, we could choose the
training loss function to be determined by the mean squared error (MSE) between the prediction
and the data.
The regularization term is prevent over fitting the data given. Over fitting occurs when a
prediction model tries to make its prediction to match the data it was given perfectly. If there was
noise in the measurements of the data, this will cause the prediction model to be less accurate
overall. The regularization term grows larger the more complex a prediction model becomes. In
the case of regression trees, the more branch nodes a tree has the larger its regularization term.
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A tree is trained one node at a time. A branch node is added to a tree if doing so would result in
the objective function growing smaller. If adding a branch node would cause the objective
function to grow larger, then a leaf node is added which minimizes the training loss function.
With this model for the objective function, it is known that there exists a set of trees such that it
minimizes the objective function. However, finding this set of trees is an intractable problem. To
reduce the computational complexity of this problem trees are trained using an additive method.
In the additive method, a single tree is trained to minimize the objective function. Since the tree
can only grow to a certain size due to the regularization term this is not an intractable problem.
Once this tree has been trained, we then train a new tree to minimize the error left over from the
previous trees. This process is repeated until the desired number of trees have been trained.
For our predictor we trained the trees with the previous samples of the signal being used as
inputs, and the output of the trees representing the predicted future sample. Since many software
packages have already been developed to train trees, we used a preexisting package called
XGBoost [2] to train trees for our predictor. Using Python we trained a forest of trees on a cosine
wave, since it repeats, and showed that trees were able act as a predictive filter. As such
objective one was completed.
Adaptive Filter
We now had to apply the principle of regression trees to the adaptive filtering problem.
Traditionally trees are trained on a set of training data which represents the system to be
predicted. The given set of trees is accurate if the system is time-invariant. If the system is timevariant, then original trees will become less accurate at predicting over time.
To account for a time-varying system we could simply throw out our current set of trees at
certain time intervals and then train a new set of trees with a more recent dataset. If the way that
the system varies over time was random this would be an accurate prediction model. However,
there are many time-varying systems that have a pattern to how they change over time. For
example, human speech is certainly a time-varying system, however we can clearly see that it is
far from random.
We wanted to create a prediction model that can deal with a time-varying system, but without
forgetting everything that we have observed in the past. For our purposes, we assumed that the
number of trees in our forest must stay the same, so we are unable to simply leave our old trees
and add new trees. Therefore, anytime we train a new set of trees we would need to remove a
proportional number of trees.
It is a safe assumption that for our time-varying system that recent observations model the
system better than older observations. It is logical then that when we replace a set of trees in our
forest with a new set of trees, that we should replace the oldest set of trees. These would be the
trees that were trained on the oldest set of data.
Following this line of thinking we observed a pattern emerging. We could subdivide our forest of
trees into disjoint sets of the same size. Each set of trees has in common how many samples it
has been since they were trained, or their age. We referred to these sets as groves. After a
4

predetermined number of predictions, we can remove the oldest grove and train a new grove to
replace it.
To train the new grove we used the forest with the oldest grove removed. Using this forest, we
predicted over the most recent interval of data that we have received. Comparing our predictions
to the actual values we gathered the residual from this smaller forest. We then trained the new
grove using this residual.
For the base case for this algorithm, we trained the full forest of regression trees using the first
set of training data. A side effect of how regression trees are trained is that each successively
trained tree will contribute less and less to the prediction of the signal. This is due to the additive
model explained above. Thus, if we partition this forest into groves, then we can simply assign
age based on what order they were trained.
We have now created an algorithm that allows us to retain information from previous models of
the system while allowing us to adapt to the system by adding newer trees. However, we found
that we can do better. Once again, we assumed that more recent observations are more accurate
that older observations. In our current system each grove of trees contributes equally to the
prediction of our signal. To best follow the system model, the older a grove is the less it should
be contributing the prediction of the forest.
To account for the lessening contributions, we added a scaling factor. To decrease the
contribution of older groves after we remove the oldest grove, we scale each grove by our chosen
factor before computing the residual of this aged forest. It should be noted that when a tree is
scaled, we are only scaling the value of its leaf nodes. The branch nodes remain the same.
Algorithm 1 describes our procedure for our adaptive regression trees. Objective two had now
been completed.

Algorithm 1
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Software System
Our final objective was to allow for the predictor to have its parameters easily changed to allow
for testing of the predictor on various classes of problems. We also decided early on that to
properly test the algorithm we should compare it to linear predictors. Thus, we would need to
have linear predictors built into the same software package as the tree filter. Software classes
were the best solution to this challenge as they would allow us to build various objects with
different parameters, for example the parameters on the regression trees.
The final product contains six classes. The first class is the Data-Handler. Each predictor relies
on input of a specified length followed by the actual value of the sample that was to be predicted.
In order to best test the different systems, it made inherent sense to have all predictors use the
same data between comparisons. A Data-Handler was created to ingest data, and then when
requested by a predictor give the next set of data for prediction.
Two separate classes were created for a recursive least squares predictive filter and a static linear
filter. Both classes can predict a future value given a set of input data, while the recursive least
squares predictive filter contains a method to update its coefficients as it is an adaptive filter.
For the regression trees three separate classes were used, which subdivided the problem of
simulating the trees into separate sections. The filter itself is a Forest class, which is capable of
predicting, aging trees, adapting the forest, etc. Each Forest contains an array of Tree classes.
Each Tree represents an individual regression tree which is a part of the entire forest. Finally,
each Tree contains Branch classes which handle the logic for both leaf and branch nodes. See
Figure 2 for a UML diagram of the class structure.
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Figure 2: UML Diagram

Finally, all these classes were put into a main function which handled all user input to change the
predictors parameters. This class would then run the different algorithms involved with the three
built in filters and output various statistics. See Figure 3 for a high-level diagram. This resulted
in objective three being completed.
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Figure 3: High Level Diagram

RESULTS
There were two main results that were collected from this project. The first was the performance
of the algorithm. It was important to verify that it could perform better than a linear system and
that it was able to adapt to changing systems. The second section of results were for the software
system itself. This system was given verifiable requirements which needed to be tested to verify
that the system worked properly.
Algorithm Results
Many small milestones were reached during the development of the algorithm. This section
focuses on the four main milestones that would be a proof of concept for the adaptive predictor.
These four milestones are that the predictor could:
• Predict a periodic signal
• Predict a linear signal
• Predict a non-linear signal
• Adapt to a changing non-linear signal
The first major milestone was to predict a periodic signal. This would prove that using regression
trees can be used to learn patterns in signals, which is a first step in predicting a signal. Periodic
signals explicitly repeat themselves and so we would hope that the algorithm would predict the
future of the signal accurately.
Figure 4 shows a cosine wave compared to the prediction of the algorithm. As we can see the
prediction matches the cosine wave so well that the two lines cannot be distinguished from each
other. In this example the mean squared error (MSE) was 0.00018 which is an accurate
prediction. Since this is a linear system, the linear predictor did much better with an MSE of
3x10-30. Milestone one had been completed.
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Figure 4: Prediction of Periodic Signal

The next milestone was to predict a linear signal. Rather than a periodic signal which explicitly
repeats itself, the linear signal that we used for this milestone was a system made up of a linear
equation that was driven by gaussian noise. This was a good test as a predictor should still
function well even in the presence of noise.
Figure 5 shows the tree prediction vs the signal as well as the linear prediction vs the signal. It
appears that the linear predictor does perform better in this case as the linear predictor had an
MSE of 0.01005 while the tree predictor had an MSE of 0.01472. This result is to be expected.
Linear predictors are designed to predict linear signals such as the one that was used for this test.
It was reassuring however that the tree predictor performed almost as well as the linear predictor.
Milestone two had been completed.

Figure 5: Prediction of Linear Signal
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To complete milestone three, we needed a non-linear system to test the algorithm on. We
decided to use a non-linear system used by many other publications. This system can be found
on page 183 of the paper “A Tutorial on Particle Filters for Online Nonlinear/Non-Gaussian
Bayesian Tracking" [3]. This allowed us to make multiple batches of testing data for the
algorithm. We ran the tree predictor on the data and compared the results to the linear predictor.
Figure 6 shows the actual predictions. It was found that the tree predictor performed better, with
MSE 9.314 of compared to the linear predictors MSE of 21.1. This difference was incredible.
Milestone three had been completed.

Figure 6: Prediction of Non-Linear Signal

Our final test was to see if the system could adapt to a changing non-linear signal. To simulate
this, we used the same non-linear system used in the previous section but had its coefficients
switch back and forth between two different states every few hundred samples.
The non-linear predictor performed well to the changing signal. It continued to outperform the
linear predictor. The system also outperformed a non-linear predictor that completely reset its
forest every few samples. This shows that the adaptive algorithm was able to both adapt to a
changing system, while still retaining some of the knowledge that it had gained from previous
results.
Figure 7 shows a comparison of learning curves for the linear predictor and the non-linear
predictor. The experiment was run 100 times and then the error was averaged to produce these
results. You can clearly see how the error goes up and then slowly comes down as the predictor
adapts to the signal. Milestone four had been completed.
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Figure 7: Error Comparison for Changing System

Software Results
After the software system was completed a series of verification tests were run on the system to
test if the system met all its requirements. The following table lists each requirement and its test
status. For the verification procedures please see the specifications document.

Requirement

Description

Result

Verified

3.2.1.1

The system shall receive an input signal
specified by a user.

PASS

4/30/2022

3.2.1.2

The system shall allow a user to change the
default parameters used by the predictive
filter.

PASS

4/30/2022

3.2.1.3

Valid input signals to the system shall
include numerical data points, listed in
sequence.

PASS

4/30/2022

3.2.2.1

The system shall output its prediction of
the signal to the same resolution as the
input signal.

PASS

4/30/2022
See Note 1

3.2.2.2

The system shall output what parameters
were used in predicting the signal.

PASS

4/30/2022
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3.2.2.3

The system shall output how much error
there was between its predictions and the
actual values if they are given to the
system.

PASS

4/30/2022

3.2.2.4

The system shall output to the user if it
cannot read the signal that was input.

PASS

4/30/2022

3.2.3.1

The system shall be designed to never enter
an infinite loop.

PASS

4/30/2022

3.2.3.2

If given valid data, the system shall be
capable of running for 24 hours without
quitting its computation.

INCONCLUSIVE

See Note 2

3.2.4.1

The system will report to the user that it is
running its prediction within one second of
a prediction command being given.

PASS

4/30/2022

3.3.1.1

The system shall be documented according
to the guidelines found in document 2.1.1.

PASS

5/3/2022

3.3.1.2

When run with incorrect or no
parameters, the system shall provide a
usage statement.

PASS

4/30/2022

3.3.1.3

If asked by the user, the system shall give a
help statement for every type of input
argument that the system can receive.

PASS

5/1/2022

Table 1: Requirements

Note 1:
Requirement was met so long as signal was able to be represented as a number in python.
Precision past a double not supported.
Note 2:
Due to the speed of the algorithm and hardware limitations, we were unable to test a full
24 hour run as the amount of data that would need to be processed could not fit on the
memory of the computer used for testing. It should be noted that the algorithm never
crashed. It is believed that with sufficient RAM that this test could pass in theory.

DISCUSSION
From the results sections we can see that the adaptive regression tree predictor can adapt to a
changing non-linear system as seen in milestone four. This is a solution to the original proposed
problem. There is now a system capable of predicting non-linear data more accurately than
traditional non-linear filters, using mean squared error as a measure of accuracy.
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It should be noted however, that the adaptive regression tree predictor is not the solution for all
prediction problems. The linear predictors outperformed the adaptive tree predictor when
predicting on a linear system. In testing on non-linear systems, we also found that the linear
predictor sometimes outperformed the adaptive tree predictor when the non-linear system. This
is likely due to there existing a linear system that is a close approximation of the system.
This simply accents the importance of putting the adaptive regression tree predictor in a modular
software package so that it can be used for testing on different signals. The second portion of the
results section shows that the software system is very effective at allowing for the parameters to
be changed. We had to use trial and error changing the seven parameters that the system used to
get the results found in the results section.
Further Research
There are two main areas of future research that we would like to take this project. The first is
how we can make this algorithm more efficient. In its current form the adaptive tree predictor is
hundreds of times slower than the linear predictors that were used in testing. The largest use of
time is parsing though each of the hundreds of trees for each prediction. This could easily be
done in parallel which would significantly speed up computation time.
Much work could also be done to make the algorithm more efficient. Currently when the
algorithm updates its forest, it ages all the trees, removes the oldest grove, and then predicts the
last few hundred samples to generate the residue to be used for training the new trees. Further
research could be done to possibly save data from the past predictions so that the system would
not need to backtrack.
Finally, due to the nature of how we are training our trees for the regression tree predictor, the
input data forms a Toeplitz matrix. We would be interested to see if our algorithm could take
advantage of this fact to speed up computations when training the forest of regression trees.
Implementing these three ideas and then optimizing for speed by using integrated hardware or
machine code could allow for this filter to run in real time. This would allow for this project to
be used daily across the globe in a wide variety of applications.
A second category of research that would answer some of the questions we had from our results
is which systems the filter is best at predicting and what parameter set is best for a given system.
Finding a mathematical answer for these questions would allow us to apply this system to any
mathematically describable problem.
In the search for this mathematical description, it would be useful to explore what systems are
better predicted by the regression tree predictor. As noted above even though some of our test
data was non-linear, depending on the system that created the data, it was not guaranteed that the
regression tree predictor would perform better. Further research would need to be performed but
it would be intuitive to assume that the regression tree predictor would perform better when more
non-linear patterns are found in the data.
The second mathematical concept to research would be what parameters of the regression tree
predictor would minimize the mean squared error of the prediction. For linear filters it has been
13

proven that the system itself is the most optimal it can be given its parameters. If we could
develop a similar proof when dealing with a known signal it would speed up production time to
apply the system to a real-world problem. Rather than guess and checking different parameters
we could simply know what parameters would perform the best.

CONCLUSION
This project has the potential to be very significant in the real world. If the algorithm can be
made to run in real time and can be used on systems that it performs well on, then it can help in
many applications including communications systems or speech filtering. The applications are
potentially limitless, however more research would need to be done to better understand the
scope of its applications.
This project was a wonderful learning experience. Not only did I gain experience working in
software engineering, but I also was able to delve into the topics of machine learning. I was able
to parse technical literature to better understand the workings behind regression trees and how
they can be used. This engineering capstone has been effective in preparing me to enter the
workforce.
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Reflection
Word Count: 1033
Completing this project has been a long and sometimes stressful experience, however it is easy
for me to look back and see how it has qualified as an honors capstone experience. I have
personally and professionally grown in so many ways. I have overcome challenges and had
plenty of successes, both of which have been incredible learning experiences for me. This
reflection is a time for me to look back at the growth I have made in hopes that it might be an
inspiration to any reader on the benefits of pushing oneself past what they think they can
achieve.
This capstone experience began for me the last semester of my junior year. I had finished a
signal processing and communications systems course taught by my now mentor, Dr. Todd
Moon. This class was pivotal for me as it was through its courswork that I realized that the field
of signal processing was what I hoped to focus on as I studied to be an electrical engineer.
Reaching out to Dr Moon, we were able to settle on this senior design project to serve as my
honors capstone experience.
I feel that this project has been a perfect capstone or summary of my education here at USU.
There is so much that goes into electrical engineering, and to be able to dive into the depths of a
niche focus area that I love has been such a wonderful experience. Without the vehicle of the
honors capstone, I would have simply done a team project with my peers, but now I have been
able to be a part of a project that has had a laser focus on what I currently am interested in.
This project has taught me so much. More importantly it has moved me forward on my path as
an engineer. I still don’t know fully what I will end up achieving or where I will be placed in the
workforce, but I know that by getting involved in projects that I care about I will be given
opportunities in the future to grow in the ways that I want to grow.
One of those great opportunities has been being able to network with Dr. Moon. As a freshman I
had always assumed that professors enjoyed teaching and doing research. Although that is still
true, I had never realized that so many of them have a deep care about their students and where
they end up. Working with Dr. Moon I have realized that he wants me and my career to blossom
and its comforting knowing that someone so knowledgeable and with so many connections, has
my back. Of all the benefits from my capstone experience this is the one I am the most grateful
for.
Dr. Moon has also pushed me to achieve more that I had thought I would with this project. We
are currently in the process of writing a technical paper on the project with the hopes of
publishing our findings in a conference. This paper is not for any class or program, but simply to
help increase the research in the field of signal processing.
This project has given me a much greater appreciation for research that has been done by others.
I have had to spend much time pouring over technical papers to understand new concepts or
ways of thinking about problems. I have even used a paper only for one equation that was
irrelevant to the main topic of the paper. Without these shoulders to stand on I would not have
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been able to finish this project. This is why I am glad that I will be able to add to these areas of
research myself.
Completing this project has also given me the chance to think critically in the realm of electrical
engineering. In order to develop the algorithm that was created, I was required to view signal
processing and the prediction problem from viewpoints that I are not generally taught inside the
classroom. I had to puzzle out the best way for the algorithm to function in a base state as well as
once it had started to run continuously. Programming the system also required a lot of critical
thinking to make the system be as efficient as possible.
The critical thinking that probably caused me the most stress was dealing with the many
stakeholders of my project, making sure that all of them were satisfied with the end result. I had
to make sure a system with requirements was engineered to satisfy the College of Engineering.
With the same project I needed to satisfy the research side, developing an algorithm that could
achieve expected results. This type of problem is something that I know I will encounter in the
workforce, and I will need to learn how to see a problem and satisfy the conflicting needs of all
stakeholders.
This project helped me to broaden my experience with computer science. Due to the nature of
the project, I programed the system using Python, a language that is not taught by the Electrical
Engineering Department. I had to dive into documentation and rely on knowing how to search
online for help to any questions that I encountered. I am grateful for this project as I now feel
comfortable with Python and have the confidence that, given time, I could learn any
programming language.
I hope that this project will have an impact on others as it moves forward. I have no idea if the
paper that we publish will be of great use to the field of Electrical Engineering or if it will be
useful to just a few. Regardless, it will be there for any future student or professional who might
be interested in continuing this work and finding important applications for it.
This project has been everything that I hoped that it would be and so much more. I am grateful
that I have pushed myself to complete it and am excited to see if more can be done as we move
forward with publishing the work. I was able to succeed by not giving up and relying on the
many resources available to me. In conclusion this has truly been a Capstone experience.

16

Works Cited
[1] J. H. Friedman, "Greedy Function Approximation: A Gradient Boosting Machine," The
Annals of Statistics, vol. 29, no. 5, pp. 1189-1232, 2001.
[2] XGBoost Developers, "XGBoost Documentation," 2020. [Online]. Available:
https://xgboost.readthedocs.io/en/latest/index.html. [Accessed 28 5 2021].
[3] M. S. Arulampalam, S. Maskell, N. Gordon and T. Clapp, "A Tutorial on Particle Filters for
Online Nonlinear/Non-Gaussian Bayesian Tracking," IEEE Transactions on Signal
Processing, vol. 50, no. 2, pp. 174-188, 2002.

17

Author Bio
Jarren Worthen is graduate of Utah State University. He graduated with honors with a degree in
electrical engineering and minors in computer science as well as mathematics. He currently is a
software engineer at the Space Dynamics Laboratory. He will be pursuing a master's degree in
electrical engineering with a focus area of signal processing at Utah State in the fall.

18

