Abstract-In this note we describe a version of the Q-design method that can be used to design nonlinear dynamic controllers for a discrete-time linear time-varying plant, with convex cost and constraint functions and arbitrary disturbance distribution. Choosing a basis for the nonlinear Q-parameter yields a convex stochastic optimization problem, which can be solved by standard methods such as sampling. In principle (for a large enough basis, and enough sampling) this method can solve the controller design problem to any degree of accuracy; in any case it can be used to find a suboptimal controller, using convex optimization methods. We illustrate the method with a numerical example, comparing a nonlinear controller found using our method with the optimal linear controller, the certainty-equivalent model predictive controller, and a lower bound on achievable performance obtained by ignoring the causality constraint.
I. INTRODUCTION
We consider the stochastic control problem for a finite-horizon discrete-time linear time-varying system with convex objective and constraints. The optimal controller can be described recursively via dynamic programming, but this gives a practical method for implementing the controller only in a few special cases, such as when the state-space dimension is very low (say, no more than two or three), or when the objective is quadratic and there are no constraints. On the other hand there are many methods for finding a suboptimal controller, including classical control techniques, model predictive control, and approximate dynamic programming (which will be described in more detail later).
In this note we show how the Youla or Q-parametrization, suitably extended, can be used to convert the controller design problem into an equivalent stochastic convex optimization problem. By choosing a large enough basis of nonlinear functions, and approximate solution of the resulting stochastic convex optimization problem, we can (at least in principle), solve the controller design problem to any desired accuracy, using standard (finite-dimensional) convex optimization techniques. In any case, our method can be used to find a suboptimal controller, using standard convex optimization methods. We illustrate our method with an example, in which the synthesized controller yields substantially better performance than a linear controller, or a model predictive controller, despite an ad hoc choice of basis. A more detailed version of this note, including the data and source code for the numerical example, can be found in [1] .
II. SYSTEM MODEL

A. Signals and Plant
We consider a discrete-time linear time-varying plant, over the time interval t = 1; .. .;T, with control or actuator signal u1; . ..;uT 2 The plant is linear, and so can be described by 
where P , the matrix above, is the plant input-output matrix.
B. Causality
To describe causality assumptions and restrictions we will need the idea of block lower triangularity. Suppose we write a matrix A 2 R rk2sl in (k; l) block form, where Aij 2 R k2l denotes the i; j block. If A ij = 0 for i < j, we say that A is (k; l) block lower triangular. If in addition the diagonal blocks vanish, i.e., A ij = 0 for i j, we say the matrix is (k; l) block strictly lower triangular.
We extend these concepts to (possibly nonlinear) functions as follows. can be used to enforce an almost-sure constraint, such as (z; u) 2 C almost surely. Here we simply define (z; u) = 0 for (z; u) 2 C, and (z; u) = 1 for (z; u) 6 2 C; the stochastic constraint E (z; u) 0 is then equivalent to (z; u) 2 C almost surely.
The stochastic controller design problem can then be expressed as (2) where the expectation is over w, and the (infinite dimensional) optimization variable is the function (control policy) '.
The stochastic control problem can be solved in a few very special cases. For example, in the linear quadratic Gaussian (LQG) problem (i.e., when there are no constraints, w is Gaussian, and is (convex) quadratic), the optimal policy ' is an affine function, i.e., a linear function of the past measurements, plus a constant, and can be found from dynamic programming (see [3] , [4] ) or by the method described below. Another case in which the optimal control policy is known, and affine, is when the cost is the exponential of a quadratic function, and the disturbances are Gaussian, which is the linear exponential quadratic Gaussian (LEQG) or risk-sensitive LQG problem [5, vol. 1, §19] .
A. Controller Design Methods
There is a large number of heuristic methods for solving the stochastic control problem, also called stochastic optimization with recourse [5] - [9] . Perhaps the simplest methods are those from classical linear feedback control techniques, such as PID (proportional-integralderivative) control [10] . One very effective technique that can be used when a noiseless measurement of the state is available is model predictive control (MPC) [5] , [11] - [15] , which also goes by many other names, including dynamic matrix control [16] , rolling horizon planning [17] , and dynamic linear programming (DLP) [18] . MPC is based on solving a convex optimization problem at each step, with the unknown future disturbances replaced with some kind of estimates available at the current time (such as conditional means); but only the current action or input is used. At the next step, the same problem is solved, this time using the exact value of the current state, which is now known from the measurement. Another approach goes under the name approximate dynamic programming [7] , [19] , [20] , in which some estimate of the optimal value function, or optimal policy, is found.
We also mention that there is a large literature on multistage stochastic linear programming, which can be used to solve (exactly or approximately) some versions of our problem (with piecewise linear objectives and polyhedral constraints); see [21] - [29] . The proposed methods range from decomposition and partitioning methods to sampling-based approximation algorithms, and are usually limited to short horizons.
IV. NONLINEAR Q-PARAMETRIZATION
We define the signal e as e = y 0 P yu u = P yw w:
We can think of e as the sensor signal, with the effect of the actuator signal removed, i.e., e is the direct effect of the exogenous input w on the sensor signal, after compensating for its effect via feedback. Now let Q : R pT ! R mT be any (m; p) block lower triangular function. We define a causal control policy ' via the relation u = '(y) = Q(e) (3) which can be more explicitly written, using e = y 0 P yu u, as the recursion u 1 = Q 1 (y 1 ) u 2 = Q 2 y 1 ; y 2 0 P These expressions show that z and u are (in general) nonlinear functions of w, but they are affine functions of Q, for each w. Since expectation preserves convexity, it follows that the objective and constraint functions:
E(z;u); E 1(z; u); . . . ; E M (z; u)
are convex functions (or, more formally, functionals) of Q. By using the variable Q instead of ', we now have an infinite-dimensional stochastic convex optimization problem.
A. Q-Design Procedure
Our method is related to the classical Q-design procedure, or Youla parametrization [30] , [31] for time-invariant, infinite-horizon linear controller design [32] - [36] . The book [2] and survey paper [37] describes this method, and the use of convex optimization to design continuous-time, time-invariant controllers, in detail; the Notes and References trace the ideas back into the 1960s. The books [38] , [39] use these methods to minimize the worst-case output, with unknown but bounded input, which can be cast (after Q-parametrization) as an`1 norm minimization problem, and then solved using linear programming. The Ph.D. thesis [40] and the article [41] use the Q-design procedure to formulate the controller design problem as a constrained convex optimization problem. Our method is also related to the more recent purified output control method [42] , [43] .
Although not directly related to our topic, we mention some papers in which extensions of Q-design are used to design stabilizing controllers for nonlinear plants; our method, in contrast, concerns linear plants and nonlinear controllers. In [44] , Desoer and Liu show the existence of a parametrization of stabilizing controllers for stable nonlinear plants. For unstable nonlinear plants, only partial results have been obtained (e.g., see [45] - [47] ).
V. APPROXIMATE SOLUTION
A. Finite-Dimensional Restriction
We can obtain an approximate solution of the stochastic controller design problem, with variable Q, by choosing a basis Q (1) We could also (very roughly) claim that, if the basis were large or rich enough, that we have 'nearly' solved the stochastic controller design problem; the only limit to our finding the optimal controller is our choice of basis for Q. But we will focus here on the less ambitious claim that this method simply produces a suboptimal controller, just like the many other methods listed above.
B. Solving the Stochastic Optimization Problem
Once a basis for Q has been chosen, our problem becomes a finitedimensional stochastic convex optimization problem. There is a large literature on this topic; see, e.g., [5] , [7] , [8] , [48] - [50] . In a few very special cases we can solve such problems exactly. For example, when and i are quadratic, and the mean and covariance of Q(P yw w) can be computed, the controller design problem reduces to a (convex) quadratic program. But in general, we have to solve the stochastic problem approximately. Typical methods involve a parameter which trades off computational effort and accuracy; arbitrary accuracy can (in principle) be obtained as the parameter (and computational effort) grows.
We will describe here the simplest approximation method for stochastic optimization, based on sampling. Choose w with variable 2 R K . This is a standard finite dimensional convex optimization problem, which can be solved using standard techniques; see, e.g., [51] . Once we solve the convex optimization problem (5), we can check whether we have taken enough samples, i.e., whether N is large enough, by validation, i.e., evaluating the solution found on another set of (typically, more) samples. If the empirical means of the objective or constraint functions substantially differ, between the original sample set and the validation sample set, we must increase N ; if they are near each other, it gives us confidence that the sampling is adequate.
We note that when sampling is applied to an almost sure constraint, we are guaranteed that the constraint will hold for the original set of samples; but with some of the validation samples of w, the constraint can be violated. If the sample size is large enough, however, we expect that the constraint will hold with very high probability, and that when the violations occur, they will be small.
To get to the finite-dimensional convex optimization problem (5), we have made two approximations: We have restricted our search to a K-dimensional subspace of the infinite dimensional space of (m; p) block lower triangular functions, and we have approximately solved the stochastic problem by sampling. The second (sampling) approximation is generally good, but the first one (restriction to a finite dimension subspace) is generally not. For this reason we generally would not claim that this method solves the stochastic controller design problem in practice, even when K is large; we can simply claim that the method yields a good controller in a straightforward way, that relies on convex optimization.
Finally, we mention the rough computational complexity of the design method. The main effort is in solving the problem (5), which has K variables and M constraints; each of these, in turn, involves N terms. Evaluating the objective and constraints, and their gradients and Hessians, requires on the order of M N K 2 operations. Since this is the dominant effort per iteration of an interior-point method, which in practice require a few or several tens of iterations, we get an overall complexity estimate of M N K 2 . We note that this grows linearly with N , the number of samples; this makes is practical to choose a relatively large value of N . The complexity estimate above assumes that no problem structure is exploited; however, if any problem structure is exploited, the complexity can be reduced further [51] . We note that the final controller is implemented using the recursions above, and so can run at extremely high rates, assuming the basis functions Q i can be rapidly evaluated. In particular, no optimization problem is solved at run time, as in MPC. In other words, the run-time complexity of the method is very low. (But we should mention that the optimization problems that must be solved in each MPC step can be solved quite efficiently; see, e.g., [52] .)
C. Standardization
Here we describe a method for standardizing the signal e, i.e., applying a causal linear whitening transformation to it. This transformation is not essential, but it helps in coming up with a reasonable choice for the basis functions. We define 
VI. EXAMPLE
In this section we describe our numerical example. Space limitations do not allow us to give a full discussion of, or specification of, our example here; for much more detail about this example, and all data and code for it, see [1] . We consider a tracking problem with a scalar input, disturbance, sensor, and output signals. The tracking error, which is also the sensor signal, is given by z = y = P yu u 0 w: The actuator input signal ut must satisfy the (almost sure) constraint ju t j u max ; t= 1; . ..;T:
Now we describe (our basis for)Q. Let 1; .. .;L be positive saturation levels. We takeQ be tõ The particular problem instance we consider has horizon T = 10, with the entries of P yu chosen randomly. We take the actuator signal limit to be u max = 1=2. Our basis forQ will use two saturated versions of the standardized signal e std , with levels 1 = 0:5 and 2 = 1.
The total dimension of our basis is therefore 90. We solve the design problem using the sampling method, with N = 2000 (training) samples, and verify the results by simulation on another (validation) set of 10000 samples. We compare the performance of the nonlinear controller found using our method to the optimal linear controller, designed using the same training set (see [53] ), and the certainty-equivalent model predictive control (CE-MPC). We also show the results obtained with a prescient controller, i.e., a controller that is not causal (which, of course, gives us a lower bound on achievable performance).
The results are shown in Table I , along with the performance of the (non-causal) prescient controller, which provides a lower bound on achievable performance. We can see that the nonlinear controller beats the optimal linear controller and CE-MPC. Its performance is around 30% higher than the lower bound given by the (non-causal) prescient controller.
As mentioned in Section V, the almost-sure constraint on kuk1 umax is guaranteed to hold for all samples in the training set, but not for samples from the validation set. It does however hold with very high probability. For the optimal linear controller, the constraint is violated for 0.16% of the samples in the validation set. For the nonlinear controller, it is violated for only 0.04% of the samples, and when these violations occur, they are very small, with kuk1 typically a fraction of one percent larger than umax.
VII. CONCLUSION
We have shown that the problem of finding the optimal nonlinear controller, for a stochastic control problem with linear dynamics and convex cost and constraint functions, can itself be cast as an infinite-dimensional convex stochastic optimization problem, after a nonlinear change of variables. After choosing a finite-dimensional basis, this problem can be approximately solved using standard techniques for numerical solution of stochastic convex optimization problems.
The (big) question that remains is: How should one choose the finitedimensional basis of nonlinear operators over which to search? Unlike the case of linear controllers, where this question can be answered, we know of no satisfactory general method for choosing this basis. The standardization technique described above at least sets the approximate range of input values for the basis elements, but does not answer the general question of how they should be chosen.
Numerical results show that the method (even when the basis is chosen in an ad hoc way) synthesizes controllers with good, and often competitive, performance.
