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ABSTRACT
User-centered computer based learning is an emerging field of interdisciplinary research.
Research in diverse areas such as psychology, computer science, neuroscience and signal
processing is making contributions the promise to take this field to the next level. Learning
systems built using contributions from these fields could be used in actual training and education
instead of just laboratory proof-of-concept. One of the important advances in this research is the
detection and assessment of the cognitive and emotional state of the learner using such systems.
This capability moves development beyond the use of traditional user performance metrics to
include system intelligence measures that are based on current neuroscience theories. These
advances are of paramount importance in the success and wide spread use of learning systems
that are automated and intelligent.
Emotion is considered an important aspect of how learning occurs, and yet estimating it
and making adaptive adjustments are not part of most learning systems. In this research we focus
on one specific aspect of constructing an adaptive and intelligent learning system, that is,
estimation of the emotion of the learner as he/she is using the automated training system. The
challenge starts with the definition of the emotion and the utility of it in human life. The next
challenge is to measure the co-varying factors of the emotions in a non-invasive way, and find
consistent features from these measures that are valid across wide population. In this research we
use four physiological sensors that are non-invasive, and establish a methodology of utilizing the
data from these sensors using different signal processing tools. A validated set of visual stimuli
used worldwide in the research of emotion and attention, called International Affective Picture
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System (IAPS), is used. A dataset is collected from the sensors in an experiment designed to
elicit emotions from these validated visual stimuli. We describe a novel wavelet method to
calculate hemispheric asymmetry metric using electroencephalography data. This method is
tested against typically used power spectral density method. We show overall improvement in
accuracy in classifying specific emotions using the novel method. We also show distinctions
between different discrete emotions from the autonomic nervous system activity using
electrocardiography, electrodermal activity and pupil diameter changes. Findings from different
features from these sensors are used to give guidelines to use each of the individual sensors in
the adaptive learning environment.
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CHAPTER ONE: INTRODUCTION
The field of user-centered computer based learning is an emerging topic of interest due
to recent progress in cognitive learning theories, advances in sensor and computer technology
along with advances in artificial intelligence [1]. User-centered computer based learning, which
started as a passive instructional method, has now expanded into an interactive one, where the
learner plays an active role. The main objective in incorporating the learner in the loop is to
adapt the to-be-learned material to the learner’s current level of understanding of the subject
matter in a dynamic fashion. In this interactive environment, just like any capable human tutor,
the computer estimates the learner’s performance and, efficiency, as well as current cognitive and
emotional states, and uses these estimates to modify the learning material. Estimation of
performance and efficiency typically consists of collecting the learner’s response to a set of
questions about the material just learned and extracting information from data collected such as
time taken to respond to a question. Estimation of cognitive and emotional states requires
continuous assessment of the learner’s behavioral state changes, which requires digital sensors
and machine learning algorithms. These sensors need to be unobtrusive to the learner and must
be able to produce a real-time measure of changes in his/her behavioral states. Sensors such as
motion and video capture equipments and microphones [2], and physiological sensors such as
skin conductance response (SCR), electrocardiogram (ECG) [3-6] and, electroencephalogram
(EEG) [7] are increasingly being used for the purposes of cognitive and emotional state
estimations. These sensors provide objective estimations of metrics of cognitive and emotional
states, as opposed to the subjective questionnaires used to estimate performance and efficiency.
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Estimating these objective metrics from the sensors is more challenging than obtaining a
performance metric from the subject questionnaires. Correct estimation first requires defining
these metrics of emotion and cognition, which in itself is a wide area of research. Next, it is
necessary to identify and understand the physiological processes that are deemed important in
learning. This understanding would allow us to tap into these processes using the physiological
sensors. The estimates of cognitive and emotional states along with the estimates of performance
and efficiency could be used in deciding the next steps in the learning process. The use of
machines to dynamically present information to the learner, based on performance and efficiency
metrics along with emotional/cognitive estimates of the learner is called adaptive learning.

1.1 Adaptive Learning
The history of adaptive learning can be dated back to the teaching machines devised by
B. F. Skinner [8] in 1958. The emphasis of building this machine was to reinforce the
relationship between the stimulus (i.e. the learning material) and the response (i.e. the correct
answer to the questions asked about the learned material) to facilitate learning. The conceptual
design is supported by behaviorists’ view of learning, which suggests that the relationship
between stimulus and response could be learned by repeated exposure of the stimuli and
contingency of reward and punishment for the response from the learner. The emerging field of
cognitive science challenged the behaviorist learning theory in the late 1960s.
Cognitive scientists had the view that understanding underlying brain processes involved
in learning was more important in devising effective teaching machines. Information processing
2

theories sought to explain how learning could occur with the human brain attending to events in
the environment, encoding information into memory as well as storing and retrieving it. The
development of more enriching learning theories from cognitive science perspective coupled
with a drop in computer costs made computers an attractive tool as teaching machines. Initially,
the use of computers was limited to being “containers of knowledge”. As it turned out, more
definitive models that connected the knowledge from cognitive sciences, pedagogical theories
and artificial intelligence were required to be built to overcome this limitation. In these early
computer based systems, the domain knowledge was arranged into presorted blocks called
frames. These frames were displayed in a static order determined by a human tutor. Additionally,
the learner was given little consideration in designing the learning system, and the feedback
provided to the learner was at different level of detail and often incorrect [9].
In 1990, in his PhD thesis, Etienne Wenger [10] formalized the model for intelligent
computer aided instruction system. The model consists of four interacting components of
adaptive instructional systems: domain knowledge, pedagogical expertise, student model and
interface with the learner. Domain knowledge represents the source of instructional material. The
learner’s performance is measured against this standard domain knowledge. Pedagogical
expertise represents the adaptive system’s expertise in communicating the material to the learner.
Interface represents the ways in which the adaptive system could interact with the learner. By
interacting with the pedagogical and domain knowledge modules, the interface presents the
material to the learner in a final form. Student model constructs a personalized model of the
current learner, from data gathered from previous interactions with the same learner. The model
is continuously updated as the learning process progresses. Wenger outlined data, such as
3

different current and past performance measures and logs of errors that occurred while learning
in the past, for updating the student model. In 2006 Karamouzis [11] suggested the use of
objective measures from physiological sensors to update the student model. In order for the
system to adapt efficiently to the learner’s current state, a more holistic student model, created
from the information gathered from the learner using subjective questionnaires, as well as
metrics of cognitive and emotional states estimated from the physiological sensors is necessary.

1.2 Adaptive Learning and Physiological Measures
The information processing model of learning, stemming from cognitive science, is built
around the brain and the central nervous system (CNS) processes involved in learning. In order
to construct a student model based on the information processing model of learning, we need
access to these brain processes as learning is occurring. Non-invasive physiological sensors
provide us the opportunity to tap into these processes. Although several electrodes and
transducers need to be placed for the physiological records, once the learner adapts to these
pieces of equipments, they are relatively unobtrusive. Over the years, due to advances in
miniaturizing transducers and wireless technology, the sensors have become less obstructive to
the primary task of learning. Physiological measures do not require any overt action from the
learner, and record the signals continuously. This property is very important in the case of
adaptive learning, where dynamic adaptation of the learning material is required as learner’s
cognitive/emotional state and performance level changes.
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From a different vein of research, Palmer et al. [12] suggest use of augmented cognition
(augcog) technologies to serve in education and learning. The area of augcog was originally
developed for adaptive automation [13], where tasks allocated to the operator of a computer
system (such as used for controlling a military aircraft), are divided between computer and
operator, using an automated system driven by the cognitive state of the operator. In adaptive
automation the computer system keeps track of the operator’s cognitive state by recording
physiological data, and distributes current task load to the operator and the computer. Thus the
overall goal of this automated system is to achieve optimal human-computer performance on the
current task. Palmer et al. argue that the same technology could be extended to the area of
learning, where the operator in adaptive automation becomes the learner in adaptive learning.
The use of physiological sensors for adaptive learning is still an emerging field of research.
In 2002, Schmorrow et al. [13] mentioned the possibility of using physiological sensors for
education and training in computer based systems. In 2006, Karamouzis [11], introduced a
conceptual model of an adaptive learning system based on physiological measures. Since then
Nicholson et al. [14] have used this model to conceptualize an adaptive instructional architecture
for training in the military. Vartak et al. [15] have demonstrated the use of physiological sensors
in order to estimate cognitive states for use in the adaptive learning systems.

1.3 Adaptive Learning and Emotions
Despite the efforts to create an adaptive learning system using physiological sensors as
described above, the need for a comprehensive system encompassing all factors affecting
5

learning persists. One of the important aspects not considered in previous efforts is the emotional
state of the learner. There is evidence in the literature suggesting a strong relation between
learning and emotions. One theory [16] suggests that the learning experience is an emotional
journey for the learner. These authors argue that a typical learner undergoes a cycle of positive
states such as excitement, satisfaction and negative states such as frustration, boredom as
learning progresses.
The early conceptual developments [9, 10] in the field of adaptive learning were more geared
towards efficient communication of knowledge, and feedback to the learner based on the
learner’s current knowledge, and seemed to discount the effects of learner’s emotional and
motivational state on the learning process. The importance of the role emotions play in the
process of learning is demonstrated by Lepper et al. [17, 18] through their experiments with
human tutors. Using observational and learner performance data, Lepper et al. concluded that
most effective human tutors devote as much time to achieving learner’s emotional and
motivational goals as they devote in their cognitive and informational goals [17]. It has been
shown [18] that an effective human tutor has important characteristic of identifying different
emotional states and providing timely and effective feedback for these states. An effective
human tutor is believed to be maintaining cognitive and emotional models about the learner. The
tutor also updates these models as he/she gathers more information about the current
cognitive/emotional states of the learner. If such effectiveness is to be achieved by adaptive
learning systems, they must possess the capability to handle learner’s emotional needs. Handling
emotional needs refers to effectively detecting the changes in a learner’s emotional states and
reacting appropriately to them. In efforts towards giving the adaptive systems the capability to
6

handle a learner’s emotional states, various physiological sensors such as ECG, EEG, and
eyetracker have been used [6, 19-22].
The main focus of this research is to predict a learner’s emotional states from the
physiological data gathered. The prediction must be done in a timely fashion to allow the system
to adapt to the changes in the learner’s emotional state and provide appropriate feedback. The
first step in predicting the emotional state is to condense the raw physiological data from the
sensors into a set of features. Deciding what features to choose, and what sensor contains the
necessary information, depends on the task the learner is performing and the sensitivity of the
sensor towards state changes. No single sensor can provide reliable estimation of the emotional
response since, by definition, the emotional response is a collection of physiological changes
brought about by certain brain systems [23]. An array of sensors giving pieces of information
about the emotional state of the person must be used. An effective feature extraction and
classification strategy would help put these pieces together to get a reliable estimation of the
emotional state.

1.4 Motivation: Challenges in use of physiological measures for emotion recognition
As stated before, the use of physiological measures in adaptive learning is still in its nascent
stage. Kramer [24] reviews the current shortcomings of using physiological measures in the
context of estimating cognitive states. Some issues include expensive sensor equipment,
expertise in handling large amount of physiological data, problem of discriminating signal from
noise, and other factors affecting physiology not related to cognitive states are current roadblocks
7

in further use of physiological measures. These shortcomings are also valid for use of
physiological measures in emotion recognition.
Recently Picard R. [25], has noted that in order to advance the research in emotion,
researchers have to change their focus from comparing average statistics of data gathered from
experimental sessions to generating models to analyze patterns of data from individuals,
clustering similar individuals together and tuning algorithms for each cluster of individuals
separately. She also emphasizes the need to move the research from within the confines of a
laboratory environment to more real world scenarios. The success of transition of research to the
real world environment would define how it could be applied in real world problems, such as
adaptive learning systems. In this thesis, although still confined to the laboratory setup, we have
adopted the path of identifying patterns in individuals that will cluster them according to the
subjective differences in various physiological measurements.
There have been several efforts to use physiological measures such as ECG, EEG, EDR,
respiration and eyetracker to recognize emotions. Picard et al. [4] use features extracted from
ECG, respiration and EDR to classify eight emotions. Common statistical features of the raw
signals such as mean, variance, absolute first difference, and absolute second difference are used
as the feature set. Lisetti et al. [3] use features from EDR, ECG and temperature sensors to
recognize six emotions elicited by short video clips from movies. They too use common
statistical features such as minimum, maximum, mean and variance of the normalized data as a
representation of raw sensor data. Kim et al. [26] use features from electromyogram (EMG),
respiration, EDR and blood volume pulse (BVP) to classify four emotions elicited by four
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musical clips selected by the participants. Standard statistical measures such as mean and
standard deviation are used as features for the classification stage in this research as well. We
observe from these examples, that statistical features such as mean and variance are usually used
as representative of the raw sensor data for emotion recognition applications. These features sets
are then used as inputs for the classification stage, where classifiers such as neural networks, KNearest neighbors, linear discriminant functions and support vector machines are used to classify
emotions. The main thesis of this research is that sensor specific feature sets, in addition to the
commonly used statistical features, can be used so as to increase the accuracy of emotion
classification with a small number of sensors. Our preliminary data analysis [27] shows that, by
using sensor specific features from the EDR sensor alone, a significant improvement in
classification accuracy is possible.

1.5 Summary of Research
Learning theories describe the effect a learner’s cognitive and emotional processes have
on the process of learning. Due to these effects, performance of adaptive learning system hinges
on estimations of learner’s current cognitive and emotional state while learning new content. The
main goal of this research is to improve the techniques currently available for estimation of
emotion. Attaining this goal would have an impact on the performance of the adaptive learning
system. In achieving this goal the following questions need to be answered:
How are emotions defined?
How are emotions induced in humans?
9

How does physiology change as a function of emotions?
How can physiological sensors from the clinical domain be used to capture this change?
In order to answer these questions, we started with a pilot experiment that validated the use of
visual stimuli for elicitation of emotions under study. Next we conducted an experiment where
physiological data from ECG, EEG, EDR and eyetracker sensors was collected from seventy
participants. The validated visual stimulus was used to elicit experience of emotions in the
participants. Different techniques were used to process different sensor streams. A novel wavelet
based approach was used to extract a metric of hemispheric asymmetry from EEG. A
mathematical model fitting approach was used to differentiate subjective responses in the EDR
data. A heart rate metric from ECG and pupil diameter change metric from the eyetracker data
was extracted. Recommendations are provided in order to use these metrics and sensors in
emotion detection.
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CHAPTER TWO: ADAPTIVE LEARNING
This chapter begins with the basic definition of learning, the theories developed to
explain how it occurs, and what role emotions play in the context of learning. Following this,
some basics about emotions, emotion elicitation methods, and physiology of emotions are given.
In the next section, a detailed background of adaptive learning is presented along with the current
state of the art and how estimation of emotions would help in improving the performance of
these systems.

2.1 What is Learning?
Following is a general definition of learning [28]:
“Learning is any process that modifies a system so as to improve, more or less irreversibly, its
subsequent performance of the same task or of tasks drawn from the same populations”
In the case of human learning, the system in above definition is the learner. Several points could
be noted about learning from the above definition. First, learning is a change in the learner’s
behavior to do something; second, the change must come from some kind of practice; and third,
the change must be an enduring one [29]. The next question that must be answered then is how
learning occurs? If we follow the theories developed to answer this question, historically, two
theories, namely behavioral and cognitive, are most prominent [29-31].
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2.1.1 Behavioral Theories
Theories developed in an attempt to study learning by psychologists such as Thorndike
(1874-1949) and Pavlov [32] (1849-1936) were based mostly on experimentation with animals.
Using series of experimentations, these researchers postulated that learning fundamentally
involves forming associations between sensory experiences and the neural responses which are
observed in the behavior [31]. Although Throndike realized that human learning is more
complex, as it involves analyzing, reasoning etc., than animal learning, he still believed human
learning is composed of many such stimuli-response associations, through which learning
occurs. Based on the principle of stimuli-response, through several books [33, 34], Thorndike
addressed several educational issues such as habit forming and sequencing of curricula. Pavlov
further strengthened the principle of stimuli-response learning behavior in his theory widely
known as classical conditioning. In this procedure, the relationship between an Unconditioned
Stimulus (UCS) and Unconditioned Response (UCR) is observed and repeated by the
experimenter.
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Figure 1: Example of Pavlov’s classical conditioning experiment (Source: HowStuffWorks.com)

Pavlov placed a hungry dog in an apparatus and presented it with food (Unconditioned Stimulus
- UCS), which caused the dog to salivate (Unconditioned Response - UCR) (Figure 1 (1)).
During conditioning, he placed the food (UCS) and rang a bell (Conditioned Stimuli – CS),
which caused the dog to salivate (UCR) (Figure 1 (3)). After several repetitions of this process,
Pavlov was able to remove the food (UCS) and get the response of dog salivating (Conditioned
Response – CR) with only ringing the bell (CR) (Figure 1 (4)). This type of conditioning is the
most basic type of learning, and more complex in human due to human’s capability to form
expectations and beliefs and analyze situations.
B. F. Skinner (1904 - 1990), furthering the work of Pavlov, developed his theory, which
was based on the idea that learning is a function of change in overt behavior. His theory known
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as operant conditioning was based on the same stimulus-response association, but instead of
eliciting response (CR) as in classical conditioning, Skinner showed that the learner can emit
response, if the stimulus-response pattern is reinforced and rewarded. Skinner experimented with
animals such as pigeons and monkeys to establish his theory of operant conditioning. Moving
from animal operant conditioning, Skinner wanted to apply his theory to education and human
learning. To bring the concept of reinforcement into teaching he gave the following guidelines a)
teachers should present material in small steps; b) teachers should give feedback immediately
following the learner’s response; and c) learners should move through the material at their own
pace. The immediate feedback would allow learners to gain reward for their correct response,
and would inhibit from responding in similar way if the same situation presents itself. For this
process to succeed and the learner to gain knowledge, a small portion of material must be
presented and the learners should be able to progress at their own pace, once they feel
comfortable with current portion of material. These stipulations, although attractive in achieving
the goal of individualized learning, were impractical. Skinner [8] thus introduced a machine,
used by an individual learner, which would do the job of keeping track of the learner’s progress
and giving feedback to the learner. Skinner called these teaching machines. These machines
were fill-in-the-blank based and programmed to move from one small step to the next, depending
on how the learner performs. If the learner correctly responds he/she gets reinforcement and
moves on to next step; if he/she is incorrect, the correct answer is shown so as to increase the
chance of responding correctly the next time.
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2.1.2 Cognitive Theories
In the 1960s, researchers in the emerging field of cognitive psychology challenged the
stimuli-response association approach of behaviorists. Cognitive psychologists believed that, to
understand the process of learning and to eventually develop more effective tutoring strategies,
the biological process that take place inside the organism (or learner) must be understood. In
their opinion learners actively participate in processing the information, and learning takes place
as learners, based on their prior knowledge structures, organize and store information, and link
new knowledge to the old knowledge structures. To explain the learning phenomenon, cognitive
psychologists relied on the metaphor of the electronic digital computer [35]. They contended that
computers much like humans take in information in the form of symbols, process this
information by applying functions to the input and produce output. In Figure 2 below, the
information processing model of human system is shown. This model is based on the AtkinsonShiffrin memory model [36]. The model describes the human memory system as comprising of
three serial subsystems, a) Sensory registers b) Short term memory (STM) (also called working
memory) and c) Long term memory (LTM). Information processing starts at the sensory registers
where the stimulus impinges on the senses (vision, auditory, touch, taste). The sensory registers
in the brain receive the inputs, which are held there for a short period of time. The information
then is passed to short term memory, which corresponds to the conscious presence of a person.
While the information is in short term memory, appropriate structures in the long term memory
(also called schema) are activated, and the information is brought to short term memory, to
integrate it with the new information from the sensory registers, this newly formed information
unit is stored in the long term memory.
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Figure 2: Information processing model of learning

Short term memory is said to have limited capacity [37], therefore learning a new concept
would involve efficient activation of relevant schemas by the current information in the STM,
and presence of the relevant schemas to be activated in the first place [38]. Therefore, when the
learner encounters a problem that is in his/her familiar domain, due to practice or experience, he
or she will have the required schemas present to be activated and the problem would not be a
difficult one. On the other hand, a novice encountering the same problem, would not have the
schemas well organized, and would have more difficulty solving it [39].
One of the prominent theories based on the above mentioned information processing
model of learning is Cognitive Load Theory (CLT). This theory is concerned with improving
instructional designs and methods by taking the limited capacity of the short term memory into
16

consideration [40-42]. Any instructional design that ignores this limited capacity is said to be
deficient. CLT gives stipulations to create sophisticated schemas, with minimizing the load on
short term memory. Figure 3 below shows the total cognitive load put on the learner while
learning. It is said to be composed of intrinsic cognitive load, which refers to the inherent
difficulty level of the learning task at hand; extraneous load, which is the cognitive load put on
the learner due to some poorly designed instructions and which must be minimized by the
instructors [40]; and germane load which is the load put on the learner due to his/her own
willingness to learn the material.

Figure 3: Types of cognitive loads while learning from CLT

It is said [42] that these different cognitive loads are additive, and effort must be made to
make sure the total cognitive load must not exceed the cognitive capacity of the learner. Another
important point that must be emphasized is that the intrinsic cognitive load is inherent to the
learning material and not in the control of the instructional designer. Given this fact, for efficient
learning to occur it is said that the extraneous load must be minimized where as the germane load
must be maximized, keeping in mind that the total cognitive load does not exceed the cognitive
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capacity [40, 42]. Maximizing the germane load would mean learner’s attention must be
withdrawn from processes not relevant to learning, and drawn to processes essential for learning
[43]. Emotion plays an important role in human attention when the initial stimulus processing
occurs in sensory registers [44]. In fact it has been argued that emotions play a role in all the
information processing stages from sensory registers, working memory and long term memory
[21]. In the next section we will explain the role of emotions in human learning in more detail.

2.2 History of Adaptive Learning
The history of adaptive learning can be dated back to the teaching machines devised by
B. F. Skinner in 1958. This machine was designed to give feedback to the learner about his/her
performance as soon as the learner responds to any question, such as a word completion task.
This immediate reinforcement type of feedback in Skinner’s view was an important aspect of
learning

[8].

Skinner’s

emphasis

on

reinforcement

in

instruction stems from a behaviorist view that features in environment (e.g. a particular topic to
be learned by a learner) have a stimulus-response relationship and this relationship could be
learned by use of repeated exposure of the stimulus and its consequences until the desired
response is achieved. The interactive design gave the learner an opportunity to learn the material
at his/her own pace. The material to be learned was broken down into series of empirically
derived small steps. The machines, although revolutionary for its time, were not completely
adaptive, in a sense that, no performance measurement, such as time taken to solve a problem
was done.
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Skinner’s operant conditioning was challenged by cognitive theorists, who believed that
in order to construct the model for learning, understanding of underlying brain processes is
essential. They also contended that learning could also be achieved by observing a phenomenon,
and the reinforcement approach of Skinner’s is a naive one. These machines, they argued, also
ignored the prior knowledge base of the learner. Conceptualization of learning as a brain process
by the cognitive scientists gave rise to the need for measurement of the learner’s performance
and efficiency.

Figure 4: Advances in adaptive learning along with technology and theories that shape adaptive
learning
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In the mean while, enormous progress in computer technology led to the fall in personal
computer costs and made instruction using computers a possibility. This early day computer use
for instruction is called “Computer Aided Instruction” (CAI). These early CAI systems were not
able to adapt to the student’s current level of knowledge and often material of wrong level of
details was displayed. A computer aided system called GUIDON [45] developed to teach
medical diagnosis uses only the learner generated queries to build knowledge about the learner’s
current state of knowledge. The guidance given by these systems was ad-hoc and needed
consistent principles and theories of how learning occurs [9]. In describing how the CAI systems
of the past look in retrospect, Wenger [10] compared the CAI systems to information contained
in a book.
“…. The use of computers in CAI is reminiscent of the view of books as containers for the
knowledge of authors…However one does not expect a book to have dynamic access to the
knowledge it contains so that it can answer unexpected questions from the reader or draw new
relevant inferences…”
The paradigm shift from the static CAI to more intuitive intelligent CAI was brought by
focusing on how the material to be learned is communicated to the learner and how learning of
the material occurs biologically. To address this issue Wenger [10] divided the domain of
instruction (i.e. communication of knowledge as he called it) into four components. A) Domain
knowledge, B) Interface with the learner, C) Communication strategies and D) Model of the
student.
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Knowledge

Pedagogical

Student Model

Expertise

Interface

Figure 5: Wenger’s model of Intelligent Tutoring System

The domain knowledge represented the source of material to be conveyed to the learner. The
interface was the medium through which the material was delivered to the learner. In the case of
CAI, the computer became the interface device. The communication strategies decided when and
what material was to be presented, when to intervene in learner’s progress, and so on. These
decisions were taken, keeping the student’s performance, motivational and emotional level into
consideration. The student model represented the current state of knowledge and emotion of the
learner. Formation and updating the student model via using the data accessible from the
learner’s interactions with the system was called diagnosis. This diagnosis guided the adaptation
process to choose the course of action that matched the learner’s current state.

2.3 State of the Art of Adaptive Learning
Due to Wenger’s formalization of ITS, researchers from cognitive science field were able to
focus on an information processing model of brain and were able to develop theories such as
cognitive load theory (CLT) [42]. The construction and update of the student model was believed
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to be the most critical and difficult step in adaptive learning [46]. To construct a comprehensive
student model, investigation of how learning occurs in a biological sense was considered
important. The anatomical structures and biological processes involved in learning were
considered in the information processing model of learning [29, 30]. This model focuses on how
people attend to environmental stimuli, how these stimuli are represented in the brain, and how
these representations in the working memory along with the long term memory take part in
learning. Cognitive load theory (CLT) developed by Sweller and Pass [42] is based on the
constraints on working memory. The ideas developed in this theory are becoming the basis for
designing automated instruction systems. Adaptation of learning material based on constructs of
cognitive load and performance derived from the cognitive load theory is shown to have more
impact on the learner compared to adaptation based on only performance construct or no
adaptation at all [39]. The constructs of cognitive load and performance are usually based on
assessment by collecting responses from the learner by primary, secondary or subjective ratings
[47]. The use of such measures is not always desirable, especially in operational environments
such as an adaptive learning system. The disadvantage these measures have is the necessity for
the learner to respond overtly to obtain a reliable measure of the learner’s performance or
cognitive load level. Use of physiological measures is advocated [11, 24, 48, 49] due to their
potential to predict a construct with no obstruction to the learner in his/her learning process with
any need of overt responding from the learner. Finally, physiological measures have the
capability to measure the dynamic changes in biological processes due to the learning task via
physiological sensors such as electrocardiogram (ECG), which records the changes in electrical
properties of heart tissues as it beats, electroencephalogram (EEG), which records the electrical
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activity from brain, electrodermal response (EDR), which records the changes in the hydration
due to sweat on the surface of the skin, and eyetracking, which detects the eye movements, eye
blinks and dilation of pupil of the eye. Use of such measures in the adaptive learning paradigm is
still in its infancy. In 2006, Karamouzis [11], introduced a conceptual model of an adaptive
learning system that incorporates physiological measures. Based on Wenger’s model of
intelligent tutoring system (Figure 5), a two-stage system is proposed (Figure 6). In the first
stage, psychophysiological measurements are done to assess the learner’s style and abilities.
Using this information, an individually tuned student module is created, which is evolved over
time as the learning occurs.

Domain
Module

Domain
Module

Domain
Module

Adaptation
Pedagogical
Module

Pedagogical
Module
Augmented
Learner’s
Module

Online
Adaptation

Pedagogical
Module

Augmented
Learner’s
Module

Stage I

Stage II

Figure 6: Karamouzis’ model with “augmented learner’s module”

In this model the augmented Learner’s module calculates the metrics of cognitive and emotional
estimations from physiological measurements that in turn provide the feedback for adaptation of
the learning system. Karamouzis [11] has highlighted several issues to advance the field from its
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infancy, such as understanding the process of learning, understanding individual differences in
learning styles, and identifying cognitive/emotional states that are specific to learning tasks. This
model has been incorporated by Nicholson et al. [14] to create an adaptive instructional
architecture for training in the military.
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CHAPTER THREE: EMOTIONS
Understanding how learning occurs and how various cognitive and emotional factors
affect learning is very important in designing an adaptive learning system. Although historically
emotion and its affect on learning are ignored in system design, recently several researchers [16,
50, 51] have started incorporating the aspect of emotion in their learning systems.
In this chapter, we provide a basic definition of emotion. How the human nervous system
elicits emotions is discussed next, along with how the central and peripheral nervous systems
adapt to changes in emotions. We also provide an overview of how changes in emotions are
detected using an array of physiological sensors. A review of these sensor methods and
techniques as applied to adaptive systems is given. The chapter closes with a discussion of how
emotions are studied in the laboratory.

3.1 Emotion Basics
In 1894 William James argued for a relation between different emotions and the bodily
responses that occur concurrently [52]. Today, numerous studies support James’ view of the
direct relationship between emotion and specific bodily responses [53-57]. Research shows that
events that elicit emotions activate the autonomic nervous system (ANS), which in turn controls
bodily responses. The activation seeks to bring the organism back to an equilibrium state from
which it had deviated due to the aforementioned event. Damasio’s [23] definition of emotion
elaborates the origins of emotions:
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“Emotions are consistent collection of physiological responses triggered by certain brain systems
when an organism represents certain objects or situations”
What Damasio is emphasizing in this definition is, first, emotions are a collection of
physiological responses and not a single physiological response, which means, to identify an
emotion, one must look at changes in patterns of multiple and not a single physiological variable.
Second, these physiological responses are consistent for a given emotion. Although this is true,
to study the specificity of the responses for a particular emotion is difficult. In real world
scenarios, the activity of the ANS in response to an emotional event usually co-occurs with other
responses such as homeostasis or orienting to a stimulus [54]. Therefore, it is essential in
laboratory studies of emotions, to isolate the activity of ANS specifically due to emotional
events. Third, specific brain regions trigger physiological responses, which means, the responses
are the result of evolutionary adaptations of the nervous system that are necessary for survival. In
his circumplex model of emotions Plutchik [58] lists eight such basic emotions (joy, sorrow,
anger, acceptance, disgust, surprise and expectancy) which are the result of evolution and are
inherited from ancestors. In this model, all other emotions are theoretically derived from a
mixture of the basic emotions. Fourth, emotional responses are triggered when organisms
represent certain objects or situations; therefore, it is not necessary for any object or situation to
be actually present, and the response could occur by recall from memory. This point is important
to consider in laboratory study of emotions, where imagining an event can elicit emotional
responses similar to the real event, or by exposing the participant to a visual/auditory
representation of an actual object or scenario.
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The utility of emotions extend beyond survival in humans and other higher animals, since
it serves to regulate social situations. For example, the emotion of core disgust is said to be
rooted in the unconscious desire of animals (and humans) to avoid things that can infect, or can
spread diseases (e.g. disgust of foul smells, feces etc.). The more complex concept of moral
disgust has evolved in humans as a result of the need of human nature to maintain fairness and
order in society that they live in. (e.g. disgust of unfair treatment by authority etc.) [59-61].

3.2 Physiology of Emotions
The autonomic nervous system (ANS) controls activity of different organs. It initializes
the activation of these organs when the environment presents challenges to the organism. In the
following figure, we show the two main branches of the ANS.

Figure 7: The Autonomic nervous system and different organs it controls
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The ANS is an extension of the central nervous system (The brain and the spinal cord). The two
branches of ANS (Parasympathetic nervous system and sympathetic nervous system) act in
antagonistic fashion to control the activity of the organs. For example, increased activity of
sympathetic nervous system results in increase in heart rate, whereas increase in activity of
parasympathetic nervous system results in decrease in heart rate. These two sub-systems act
independently, so in reality the increase in heart rate could be a result of increase in activity of
sympathetic nervous system activity, or decrease in activity of parasympathetic nervous system
activity or both.
The activity of CNS along with ANS is essential in order for the organism to survive and
thrive. Two types of motivational neural circuits have been identified in the CNS [62]. These
circuits are represented as appetitive and defensive motivational systems. Emotions are said to
accompany activations of these neural systems [63]. Which motivational system is activated at a
given time, depends upon the stimuli presented to the organism. Stimulus that activates
appetitive/defensive motivational system results in experience of positive/negative emotions
respectively. By using physiological sensors that tap into these activations, we can obtain metrics
of activity of these systems. The electroencephalogram (EEG) allows us to tracks changes in
these activities in the CNS. Other techniques, like electrocardiogram (ECG), electrodermal
response (EDR) and changes in pupil diameter via eyetracker allow us to track changes in the
ANS.
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In the following section, we take a closer look at how this activity affects individual
organs, how these effects could be recorded using various sensors and how emotions alter the
functioning of these organs.

3.2.1 Electrodermal response (EDR)
Skin is a major part of the body that is exposed to the environment and receives constant
signals from the ANS. The sweat glands that produce electrodermal response (EDR) are under
the control of the sympathetic nervous system (SNS) alone. This is the reason why EDR is
widely used to study the relationship between emotion and corresponding ANS activity. In the
literature, this response is also known as galvanic skin response (GSR). The name GSR refers to
the use of a galvanometer to measure this response in the early days. Presently, the use of a
galvanometer is eliminated and digital displays with operational amplifiers are used instead.

3.2.1.1 Basic Operating Principle
Figure 8 (a) below shows how the nerve fibers innervate the sweat glands. This
innervation produces sweat which rises through the sweat duct and out of the sweat pore. More
activity in the nerves ending at the sweat glands would produce more sweat on the surface of the
skin.
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Figure 8: Anatomy of skin (left), typical EDR signal (right)

The sweat, which is composed of ionic solution, gives rise to change in the conductance
properties of skin. A small current applied at two points on the skin would detect this change in
conductance if proper electrical circuitry is used. A balanced Wheatstone’s bridge is used in
practice [64, 65] with operational amplifiers to amplify the changes detected in the conductance.

3.2.1.2 Features Extracted from EDR Signal
Various features could be observed from a typical EDR signal shown in Figure 8 (b). The
latency period (‘EDR lat.’ In Figure 8 (b)) is the time taken for the response to occur after the
onset of stimulus. The amplitude of the response is the maximum change in conductance before
the stimulus onset (‘EDR amp.’ In Figure 8 (b)). The rise time is the time taken to reach the
maximum amplitude (‘EDR ris.t’ in Figure 8 (b)). The recovery time is the time taken to recover
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to 63% of the initial level before stimulus onset (‘EDR rec.tc’ in Figure 8 (b)). Other features of
interest include, skin conductance level (SCL), which is the tonic level of conductivity of the
skin, and the frequency of non-specific skin conductance response (NS.SCR), which is the
number of response occurrences in absence of identifiable stimuli.

# NS.SCR
SCL

Figure 9: EDR signal with SCRs indicated by numbers, CSL over time period is indicated by a
straight line

Figure 9 shows the overall SCL and NS.SCR in a typical EDR signal. We can notice that
these features are only relevant over a certain length of time (65 seconds in the above example).
Emotion estimation strategies developed so far consider these features along with statistical
features of the signal such as the mean and variance. For real-time applications however, we
need to extract features that describe individual responses (indicated by numbers 1 through 6 in
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Figure 9). Features such as amplitude, rise time, decay time describe the signal characteristics
over a smaller window of time. We will be examining ways to extract these features from the
EDR signal.

3.2.1.3 Use of EDR in the Context of Emotions
The average skin conductance is reported to be higher for high arousal visual stimuli,
compared to low arousal visual stimuli [66]. This is typically noticed since the EDR activity is
entirely under sympathetic nervous system control. Other than the average value of the response,
another feature, namely the rate of decay of the response (EDA rec.t/2 in Figure 8) is also shown
to differentiate the skin conductance responses between rest periods and while performing a task
[67]. Although this task was not itself an emotional one, we showed [27] that the rate of recovery
could also be used to differentiate high versus low arousal skin conductance responses for an
emotion eliciting task such as picture viewing.

3.2.1.4 Considerations while using EDR in Adaptive Learning Systems
The relationship between visual emotional stimuli and the skin conductance response is
observed by consolidating individual EDR data from multiple participants [56, 68]. In adaptive
learning systems, our goal is to adapt the learning material to the individual learner. In order to
achieve this, EDR data from individual participants must be analyzed separately.
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Figure 10: Raw EDR signal from two participants with same visual stimuli elicitation

Individual differences exist in the skin conductance response (Figure 10), which must be
accounted for in designing a personalized learning system. We use features extracted from
individual EDR signals (as detailed in section 5.4), to cluster participants according to number of
skin conductance responses (Also, refer to section 6.4.4 and 7.1.5.2 for more details).
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3.2.2 Heart and Electrocardiogram
Unlike the sweat glands of the skin, the heart is under control of both sympathetic and
parasympathetic nervous systems. It is shown in Figure 11 (a), that the vagus nerve innervates
the heart parasympathetically where as the sympathetic nerves from the spinal cord also
innervate the heart. The strength and frequency of the heart beat is controlled by overall effect of
the nervous system activity on the heart.

3.2.2.1 Basic Operating Principle
The pumping action of the heart is carried out starting at the S-A (Sino-Atrial) node,
located in the wall of the right atrium (shown in Figure 11 (a)). The heart muscle contains special
conducting fibers, through which the electrical impulses first initiated at the S-A node are
propagated to the entire heart. Without any influences from the nervous system, the S-A node
fires at an intrinsic rate of 100 beats per minute (bpm). Due to dominance of the vagal tone at
rest, the resting heart rate reduces to 60-80 bpm. (Figure 11 (b)).

Figure 11: (a) Nervous system innervation of heart and (b) range of heart rate
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The electrical activity of the heart can be captured using electrodes that record the voltage
changes on the surface of the skin as the electrical charges produced by the process of cardiac
activity are strong enough to reach the surface of the skin. Change in the voltages recorded as a
function of time (known as ECG) is shown in Figure 12 (a) below.

Figure 12: (a) ECG signal (b) Interbeat interval (IBI) (c) IBI over time in milliseconds

The large QRS spike (in Figure 12 (a)) is distinct from the rest of the wave as during this
period the left ventricle of the heart (which supplies the oxygenated blood to the rest of the body)
compresses under the influence of this electrical spike. The QRS spike is used as a marker of
heartbeat in many automated heart-beat detection programs [69, 70].
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3.2.2.2 Features extracted from ECG Signal
The dynamic sympathetic/parasympathetic innervations bring about a change in time
between consecutive heart beats. Several factors affect how these innervations change with time.
When at rest, the parasympathetic activity varies as a function of respiration. Thus when
inspiration occurs, the activity decreases, increasing heart rate. While when expiration occurs,
the activity increases, decreasing the heart rate. This phenomenon is called respiratory sinus
arrhythmia (RSA). Other factors that affect changes in innervations include physical activity,
cognitive task load and emotions. Quantification of these changes in the autonomic activity could
be done either by measuring the heart rate changes in time domain, or converting the series into
frequency domain and extracting components at various frequency ranges.
Time domain Features: The simplest time domain measure of the effect of ANS activity on the
heart is the heart rate. The heart rate is calculated by first detecting the QRS peak in the raw ECG
signal. Time between two consecutive peaks is termed inter beat interval (IBI). The IBI (in
milliseconds) could be easily converted into heart rate (in beats per minute (BPM)) as: HR(bpm)
= 60000/IBI (msec). The variance of heart rate (called heart rate variability or HRV) could also
be calculated from the IBI series. One important consideration while calculating the variance is
the length of time window used to calculate this measure. It is recommended [71] to use a
minimum of 5 minutes of ECG recording for short term analysis of HRV.
Frequency domain features: A power spectral density estimation of this time series could be
obtained by calculating the periodgram [72]. The power spectral density estimation provides how
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the HRV is distributed across frequencies. Figure 13 shows the power spectral density estimation
calculated using the Welch’s method.

Figure 13: Periodgram using Welch’s method showing the low and high frequency bands

The frequencies tend to aggregate in three main components. The very low frequency
(VLF) component ranges from 0.003 to 0.04 Hz. The low frequency (LF) component ranges
from 0.04 to 0.15 Hz, and the high frequency (HF) component ranges from 0.15 to 0.4 Hz. The
HF component is said to correspond to the respiratory frequency and is attributed to the RSA. As
the RSA is mainly due to the parasympathetic activity, power in this range is considered power
due to parasympathetic activity [73, 74]. The LF component is attributed to combination of
sympathetic and parasympathetic activity [73].
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3.2.2.3 Use of ECG in the Context of Emotions
Although the use of frequency domain methods provides a quantification of the activity
of the autonomic nervous system pertaining to the heart, a certain minimum length of time
windows must be used to obtain reliable estimates of the power contained in the specific
frequency bands. It is recommended to analyze a minimum of one minute of ECG to analyze HF
components, and two minutes for LF components [71]. In the context of emotions, these data
windows are too large, as the physiological changes occurring with emotion elicitation are in the
range of few seconds. Due to this reason, use of heart rate and not HRV is more prevalent in the
case of emotion studies.
After a stimulus with potential to elicit emotion is perceived, an orienting response is
initiated. Initial cardiac deceleration (indicated by reduced heart rate compared to the prestimulus heart rate) is observed for emotional picture viewing task [68, 75]. After the initial
deceleration, the autonomic nervous system modulates the heart rate depending on the valance of
the emotional stimulus. It is observed [68, 75] that the initial deceleration is sustained when
pictures with negative valance are viewed. A “tri-phasic” response with relative acceleration
followed by deceleration is observed when pictures with positive valance are viewed [68, 75].

3.2.2.4 Considerations while using ECG in Adaptive Learning Systems
Several frequency domain measures of HRV described above, require at least two
minutes of ECG data [71] in order to obtain a reliable metric that represents the effect of ANS
on the heart. In the context of use of ECG in adaptive learning system, this is a relatively large
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time window, as the changes in adaptive systems are expected to occur in seconds, as the
learning progresses. The emotion standpoint does not favor the requirement of the size of
window either. Emotions are considered as effects of dynamic activity of the motivational
systems with neural adaptation taking place in the range of milliseconds to seconds. An alternate
measure of heart rate could be obtained on a second-by-second basis, from the automated beat
detection algorithms. This measure is used in various studies [66, 68, 76] that evaluate relation
between effects of dynamic changes in ANS and emotions. In our analysis we use the heart rate
measure to correlate to the emotions elicited. Refer to sections 5.2 and 6.4.2 for more details.

3.2.3 Eyes and Pupillary Response
The amount of light entering the eyes is regulated by two types of fibers present in the
iris of the eye. These fibers, called radial and circulatory fibers due to their anatomical
arrangement in the iris, are innervated by the parasympathetic and sympathetic nervous system
respectively.

3.2.3.1 Basic operating Principle
Figure 14 below shows the relevant anatomical structures in the iris that are responsible
for changes in diameter of the pupillary aperture. The circular muscle fibers constrict when
activated by parasympathetic branch of nervous system, which can reduce the pupil diameter
from 8mm to 2mm [77]. The radial muscles are activated by the sympathetic nervous system,
and dilate the pupil, increasing the pupillary aperture.
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Figure 14: Diagram of eye, adaptation of the dilator and sphincter pupillae causes changes in
diameter of pupillary aperture

Measurement of changes in the diameter of the pupil is possible using a combination of
an infrared light source and a camera as described in the next subsection. The video captured
from the camera is processed using different image processing techniques to detect the pupil in
the image.

3.2.3.2 Features extracted from eyetracker measurements
Early developments in recording the pupil diameter included an infrared (IR) camera.
The diameter of the pupil was measured by hand from the digital frames recorded from the
camera [78, 79].
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Figure 15: A typical wearable video-based eyetracker from Arrington Research (b) Detection of
pupil from the images obtained from the IR camera, using image processing algorithms

Figure 15 (a) shows a light wearable video based eyetracker. The IR light source shines
IR light on the eye and the IR camera captures frames of images of eye (Figure 15 (b)) as the
person wearing the system performs different tasks. An IR camera is usually used instead of an
electro-optical (EO) camera, since IR cameras are able to distinguish the pupil from the iris
(Figure 15 (b)), irrespective of the iris color. Due to development of efficient image processing
algorithms, it is now possible to extract the pupil image from the eye image as shown in (Figure
15 (b)). A circle or an ellipse could be fitted (the circle in Figure 15 (b)), to obtain the diameter
of the pupil.
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3.2.3.3 Use of Eyetracker Measurements in the Context of Emotions
The relationship between changes in pupil diameter and various emotions has been
shown by Hess et. al. [80], who conclude that negative emotions elicited by pictures, produce a
dilation of the pupil, which is followed by constriction due to repeated presentations. These
conclusions are challenged by several scientists. Lowenstein [81] found that except changes in
light intensities, no other stimuli could be consistently correlated to changes in pupil diameters.
Whereas Libby et al. [82] found that unpleasant stimuli causes more dilation than pleasant
stimuli. Bradley et al. [66] found that pupillary changes were larger if the stimuli is emotionally
arousing, irrespective of whether the stimuli was pleasant or unpleasant. For auditory stimulus,
Partala et al. [83] found larger pupil diameter for high arousal stimuli as compared to neutral
stimuli. In conclusion, although the pupillary responses have the potential to indicate the
emotional state of humans, studies to date have reported conflicting results.

3.2.3.4 Considerations while using Eyetracker in Adaptive Learning Systems
Different features such as gaze patterns, eye movements along with pupil diameter could
be potentially used in the application of adaptive learning systems. In a demonstration of use of
eyetracker data in adaptive learning systems, Merten et al. [84], found a correlation between the
gaze shift patterns and the learner’s attentiveness. Although efforts such as these show the
potential use of eyetracker data in these systems, several limitations still prohibit using
eyetrackers in these adaptive systems. In order to obtain accurate information of user’s gaze,
using a goggle mounted eyetracker system as described in previous section; the head movement
of the user is restricted. Some eyetrackers solve the challenge of restricted eye movement, by
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mounting the light source and camera system in front of the user, instead of on wearable goggles
(e. g. Applied Science Laboratory’s (http://www.asleyetracking.com) Desktop solution, or Tobi
Technology’s (http://www.tobii.com) screen integrated solution ). In these systems, the head is
tracked with a normal electro-optic camera, and appropriate compensation is done to the gaze
data.
The measure of pupil diameter is more robust measure as compared to other eye gaze
measures, as this measure does not depend on the head movement of the user. Several research
efforts [66, 79, 83, 85] have shown correlation between the measure of pupil diameter and the
type of emotion experienced. We use this metric in our further analysis. Refer to sections 5.3 and
6.4.3 for more details.

3.2.4 Central Nervous System and electroencephalogram (EEG)
All the sensors discussed so far record changes in physiology of various organs due to
adaptations in ANS. The electroencephalogram (EEG) records the aggregate potential
differences arising due to firing of brain cells (neurons) as detected on the surface of the scalp,
thus EEG records electrical signals from the central nervous system (CNS).
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Figure 16: Different subsections in brain according to functional duties they perform

Figure 16 shows the different brain areas and their functions. It could be noted that brain
is the main control unit for all the bodily functions of the organism, including control of
movement, sensory processing, language and communication, memory, emotions. There have
been numerous studies in past that use EEG for study of cognition [86], memory [87], sensory
processing [88], language processing [89, 90], emotions [7, 91].

3.2.4.1 Basic Operating Principle
Due to complexity of the brain structure along with the attenuation of the
electrophysiological signal from the surface of the brain to the scalp (from amplitude of ~1-2
millvolts to 100 microvolts), the functional analysis of the underlying source of these signals is
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not as straight forward as ECG or EDR analysis. To standardize the EEG measurement across
different laboratories and research sites, an internationally standardized 10-20 system is
developed, which stipulates the standardized locations for the electrodes on the scalp as shown in
Figure 17 below.

Figure 17: 10-20 electrode placement system for EEG

The 21 electrode sites in the 10-20 standard are shown in the figure above. Potential
difference between these different electrode sites constitutes the EEG signal. In bipolar
measurement, potential difference between pairs of electrodes is recorded, where as in unipolar
measurement, potential difference between each electrode and a neutral electrode is recorded.
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EEG is the choice of measurement in many neuropsychological studies, due to the
temporal resolution it offers. Using the technique of event related potential (ERP), one could
observe a transient pattern of activity in the EEG, within milliseconds of the initiation of the
event. To obtain ERP for a particular event, an experiment is designed with repeated exposure of
that event to the participant while EEG data is collected. Simple averaging of the data during the
period the event of interest is performed. The rationale behind this averaging is, to preserve the
common patterns of EEG while filtering out unique patterns that are not present in all the EEG
data for the same event [92]. Although the ERP technique is important in locating the
components in time domain which are specific to the event under study; it cannot be used in real
time applications such as emotion estimation for adaptive learning systems. A frequency domain
approach is usually adopted to gain knowledge about what frequency components are present for
the event under study.

3.2.4.2 Features Extracted from EEG
The EEG signals recorded from the different sites have bandwidth of 0.5 – 50 Hz. Within
this bandwidth there are different categories of wave patterns that are observed in EEG from the
frequency domain perspective. These wave patterns of specific frequency ranges were observed
first by Hans Berger in 1929. Since then more ranges have been found and correlated to different
activities such as sleep, waking state etc. The most commonly used frequency ranges are alpha
(α), beta (β), theta (θ), gamma (γ) and delta (δ). The following table shows the frequency ranges
and the activities they are associated with. These wave patterns or rhythms change with the
mental state of the participant. For example, the delta waves which are observed in the deep
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sleep state vanish and other waves may take over as the deep sleep state changes to a rapid eye
movement (REM) sleep.

Table 1: EEG waves, their frequency range, activity during which waves generated
Waves

Freq. range

Observed with activity

Gamma (γ)

Above 35 Hz

Index finger, tongue movement

Beta (β)

14 – 26 Hz

Waking, thinking, active attention

Alpha (α)

8 – 13 Hz

Relaxed awareness w/o
attention/concentration

Theta (θ)

4 – 7.5 Hz

Consciousness to Drowsiness

Delta (δ)

0.5 – 4 Hz

Deep sleep

The EEG signals are highly non-stationary, especially when the interest of study is to
detect changes in the mental states [93]. The non-stationarity is introduced in the signal due to
some event, such as emotional elicitation. The most common feature extracted from the
frequency domain analysis of the bands is the average power contained in a specific band. For
example, changes in the powers contained in alpha, beta, and theta bands are used as an index of
change in workload in participants [86], various sleep studies, and epilepsy detection studies.
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3.2.4.3 Use of EEG Measurements in the Context of Emotions
The ERP measurements from the raw EEG data are used to gain insight in to how
repeated emotion elicitation produces temporal patterns that are different between positive and
negative emotions as elicited in the case of picture viewing tasks [91, 94]. A larger body of
literature uses frequency domain analysis with specific frequency bands to discriminate the brain
activation patterns for negative and positive emotions. Several distinct hypotheses are tested
under this frequency domain method. One hypothesis states that the right hemisphere of the brain
is dominant during emotion processing, where as a second hypothesis (valance hypothesis) states
that the left and right hemispheres of the brain are selectively specialized in processing positive
and negative emotions respectively. There is a vast amount of literature that supports both of
these hypotheses, but a meta-analysis comparing 65 studies from these two hypotheses found no
support for the “right side dominance” hypothesis, but found some support for the valance
hypothesis [95, 96].
As mentioned before, under the valance hypothesis, frontal parts of left and right
hemispheres are responsible for positive and negative emotional processing respectively. The
origin of the valance hypothesis could be attributed to early experiments which studied responses
from participants with left or right hemispheric damage [97, 98]. It was observed that
participants with right hemispheric damage show undue cheerfulness, where as participants with
left hemispheric damage show signs of depression. More recently, a group led by Davidson has
shown support for this hypothesis through several studies involving the use of EEG [99-104].
They have also shown the existence of this type of lateralization of emotion processing in early
stages of human development [99, 100]. These studies point to a more specific region (i.e.
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prefrontal cortex) of the two hemispheres as being responsible for the lateralization. A metaanalysis examining 65 studies [95] with PET and fMRI data collected for emotional tasks,
supports the role of the prefrontal cortex of the two hemispheres in processing emotional
information.

3.2.4.4 Considerations while using EEG in Adaptive Learning Systems
Use of EEG in estimating objective metrics of cognition was first envisioned in the field
of augmented cognition [13] for adaptive automation. A theoretical extension of these automated
systems is proposed by several researchers [12, 13] to adaptive learning systems. EEG thus
becomes a viable option for use in adaptive learning systems.
As mentioned previously the averaging process used in the ERP techniques, prohibit it to
be used in practical adaptive system designs. Metrics based on different EEG frequency ranges
must be utilized for this purpose. For example, cognitive estimates of mental workload [105,
106], engagement [107] are obtained using specific metrics derived from alpha, beta, and theta
waves from EEG for the automation purposes. To obtain a metric of emotion from the EEG, we
adopt the valance hypothesis described in previous sub-section. A metric of hemispheric
asymmetry based on the alpha band frequency is calculated, using well established power
spectral density (PSD) approaches as well as from a novel method of wavelet analysis. Refer to
sections 5.1 and 6.4.1 for more details.
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3.3 Role of Emotions in Learning
The importance of the role emotions play in process of learning is demonstrated by
Lepper et al. [17, 18] by their experiments with human tutors. Through observations and
performance of learners, Lepper et al. conclude that most effective human tutors devote as much
time in achieving learner’s emotional and motivational goals as they devote in their cognitive
and informational goals [17]. Chaffer et al. [21] argue that emotion plays a role in all the
information processing stages a learner goes through while learning. In the initial phase of
acquiring sensory stimuli from the environment, attention is important for detection and
processing of salient sensory stimuli for further processing. The decision of what sensory stimuli
to attend to depends on the emotional state of the learner [44]. Emotional states also affect the
way information is encoded in short term memory [108] and retrieved from long term memory
[109]. To incorporate the effects of emotion in learning, Kort et al. [16] have proposed a model
that describes an interplay between emotions and learning, where they contend that learning
itself is an emotional journey for the learner, where the learner goes from feelings of curiosity to
confusion, to frustration to satisfaction.
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Figure 18: Model of interplay between learning and emotions (Kort et al.)

Figure 18 above shows an instantiation of this model, where the horizontal axis is
emotion axis, and vertical axis is learning axis. As learning progresses in time, the learner moves
from one emotion to other. It is contended that it is not always advisable to keep the learner in
positive emotional states, but rather help them see that learning is this cyclic journey, that they
would go through [16].
In the next section we will see how emotion research has identified several basic
emotions, such as, anger, fear, sadness, enjoyment, disgust and surprise [53]. These basic
emotions may or may not play a significant role in the context of adaptive learning or learning in
general. For example, consider a case of an adaptive learning system designed to teach concepts
in mathematics to a college student. In this case, Kort et al. [16] have identified the major
emotions that influence the effectiveness of the system, as boredom, confusion, frustration,
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anxiety and surprise. These terms which are more relevant to classroom learning, are called
“cognitive-affective” emotions. Basic emotions such as disgust, and contempt are not included in
this list, as these do not arise in classroom learning [51]. Now take an example of an adaptive
training system built to train a soldier in accurately detecting an enemy target and
communicating the information to the right personnel. Due to the fact that military personnel are
usually required to make decisions in extreme conditions, in this situation, several of the basic
emotions such as anger, fear, sadness, disgust, and surprise may play a significant role in
addition to some other ones like confusion, frustration etc. In fact difficulty in regulating these
emotions is attributed to the post traumatic stress disorder (PTSD) condition observed in soldiers
coming back from battlefields [110, 111].
Table 2 lists some of the contexts in which adaptive learning system might be used, and typical
emotions that might be of interest more than others.
Table 2: Adaptive Learning Scenarios and related Emotions
Example Learning Scenarios

Pertinent Emotions Sets

An adaptive tutor used for college students to
boredom, confusion, frustration, surprise
learn about mathematical concepts
An adaptive training system for training a soldier
fear, disgust, anger, confusion, surprise
to be ready to go to battle
A driving simulator or real life event of learning
frustration, confusion, anger
to drive a vehicle
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In the context of adaptive learning it is important to identify which emotions are more
important for producing an adaptation that enhances the process of learning. In some adaptive
system designs [112], the problem of detection of separate emotions is simplified by instead
detecting only the presence of emotion. This simplification approach is not appropriate in all
cases, since the ability to detect individual emotions gives a system the ability to adapt to the
learner’s current state more effectively, as shown by Conati et al. [113] in the case of adaptive
educational games.
Having emphasized the importance of emotions in learning, in the next section we
describe how they are categorized, and how they are elicited in the laboratory in detail.

3.4 Experimental Study of Emotions
In the following discussion, we will explain how the space of emotions is divided in
different ways for conceptual understanding, and techniques for eliciting emotions in laboratory
experiments.

3.4.1 Dimensional View of Emotions
In the dimensional view, discrete emotion labels are arranged along two dimensionsvalance and arousal. It is found from factor analysis performed on semantic differential by
Osgood et al. [114] that these two dimensions explain most of the variance in meanings of
emotional labels. The two dimensions of valance and arousal are closely related to brain’s
53

appetitive and defensive motivational systems [62]. The dimension of valance is related to which
of the two motivational systems is activated; whereas the dimension of arousal is related to
amount of activation in one of the two motivational systems. The valance (pleasure) dimension
(vertical axis in Figure 19 (a)) ranges from pleasant to unpleasant, and the arousal dimension
(horizontal axis in Figure 19 (a)) ranges from calm to excited.
Based on this organization of valance and arousal axes, Lang et al. [115] have created a
set of visual (International Affective Picture System (IAPS)) and auditory stimuli (International
Affective Digital Sounds (IADS)) which cover the space of emotions along these two
dimensions. They have divided this two-dimensional emotion space using a rating scale called
Self-Assessment Manikin (SAM) (Figure 19 (b)), where the upper part of Figure 19 (b),
represents the valance scale, ranging from frowning to happy figure (scale 1 to 9), and lower part
of Figure 19 (b) represents the arousal scale, ranging from calm to excited figure (scale 1 to 9).
Lang et al. have collected responses from participants over past 13 years for a total of 956
pictures. The average ratings are shown in Figure 19 (a). It could be noted from Figure 19 (a),
that the pictures evoke reactions across a broad range of each of the two dimensions.
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Figure 19: (a) Dimensional view which arranges emotions along valance and arousal axes (b)
Self Assessment Manikin (SAM) rating scale of emotions

The picture set and the average arousal/valance ratings are available internationally. Due
to availability of this standardized and validated set, emotion experiments done using this set are
easier to reproduce, thereby allowing the findings from one laboratory to be examined easily by
other laboratories. Numerous studies have used to study the emotions elicited by these pictures
and patterns of physiological variability that accompany the emotions.

3.4.2 Categorical View of Emotions
Another way of looking at emotions is by categorizing them into discrete nonoverlapping sets. Emotions are categorized into sets according to differences in how they have
developed due to evolutionary adaptations for survival of species, along with biological and
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universal differences [116]. Ekman describes six basic emotions namely anger, fear, sadness,
enjoyment, disgust, and surprise based on following rationale: 1) These emotions have distinct
universal signals, such as distinctive facial expressions [53], 2) These emotions exhibit
distinctive physiology, such as heart rate changes correlated with anger, fear, sadness, disgust
[54]. 3) These emotions originate from specific brain areas [117]. Figure 20 shows a circumplex
model described by Plutchik [58]. This model describes eight emotions, with similar emotions
being placed close together and opposites being placed 180 degrees apart. Plutchik describes the
similarity of this wheel to the color wheel, in which all other colors are obtained by mixing
primary colors. The basic emotion pairs that are obtained from this wheel of emotions are: joy
and sadness, anger and fear, acceptance and disgust, and surprise and acceptance.

Figure 20: Categorical view of emotions (From Plutchik et al.)
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The notion of existence of basic emotions, and other “derived” emotions being built on
this set of basic emotions is rejected by Ortony et al. [118]. They argue that in order for us to
make the distinction of any emotion as being either basic or “derived”, the basic emotion must be
a subset of the “derived” emotion. They argue that the “derived” emotions although having
several commonalities with the basic emotion that they are said to originate from, have several
components that are not similar to the basic emotion. Thus the derived emotion must be
considered as a separate emotion.

3.4.3 Experimental Induction of Emotions
It is noted that the physiological responses measured in the laboratory vary according to
the methods with which emotions are induced. These methods are divided into four categories
[119], based on whether they focus on perception, anticipation, imagery or action.

Perception

Imagery

Visual, Acoustic,
Tactile, Olfactory

Imagining,
remembering events,

Anticipation

Action

Shock anticipation,
Reward anticipation

Involve motor actions:
Driving car, Speech

Figure 21: Methods to induce emotions experimentally
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Visual, auditory, tactile or olfactory stimuli are used to study the effects of changes in
sensory perception on emotions. In imagery, the participants in the study are asked to mentally
imagine or recollect scenarios that elicit a variety of emotions. In one study Picard et al. [4],
participants were asked to relive some events from their personal life to elicit anger, hate, grief,
platonic love, romantic love, joy and reverence. It is interesting to note, though, that some
physiological measures such as EDR and heart rate derived from ECG would have larger
changes when the emotion is elicited due to personally experienced one instead of imagined one
[120]. In eliciting emotions by anticipation, the responses are gathered while the participant
awaits some form of stimuli. Pavlov’s classical conditioning experiments mentioned before
would fall into this category. When the goal is to test the ecological validity of the results
obtained in the laboratory with above three methods, the experiments are conducted in real world
scenarios. The real world scenario presents challenges of its own such as separating physiology
of emotion from the physiology of action and cognition, overcoming problems of low signal to
noise ratio due to excessive movements. The emergence of fields such as virtual/mixed reality
has given the experimenters the ability to bridge the gap between the laboratory testing and real
world testing, by exposing the participants to more natural settings, but still keeping several
variables under the experimenter’s control.
Although many of the above methods of emotion elicitation might overlap, (e.g. cued
imagination might involve some visual stimuli to prime the imagination or driving car always
will involve visual, tactile stimuli) different sensory, cognitive and motor processes would be
activated with different methods of elicitation. Hence, specifying the method of induction is
advised [119] for any experiment involving emotion induction in the laboratory.
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CHAPTER FOUR: EXPERIMENTAL SETUP FOR STUDYING
EMOTIONS USING VISUAL STIMULI
Adaptive learning is an interdisciplinary and applied research field. In order for theories
developed in the basic research of emotions to be applicable in adaptive learning, thorough
experimentation and testing of these theories is required. In our research efforts, we sought out to
discover how detection of emotions is beneficial in improving adaptive learning, and how this
detection could be achieved within the constraints of adaptive learning. We reviewed the basics
of emotions in the last chapter, and we follow it with a description of an experiment designed to
elicit emotions using visual stimuli, in this chapter. Discussion of how the data collected
simultaneously, is handled is given in the following chapter.
Passive picture viewing tasks are often adopted in studying the correlation between
different emotions and patterns in physiological signals. In these types of tasks, participants are
constrained to attending to a singular sensory input in the form of a visual slide. This minimizes
the possibility of detecting bodily activations due to multiple modalities as in the case of
processing video with audio (using video processing without audio cuts out the audio processing,
but still processing of moving pictures is assumed to be more complex than a static picture).
Thus using static pictures as emotion elicitors allows emotions to be elicited in a more controlled
fashion [62]. Furthermore, viewing pictures is said to be a passive vigilance task [121]. In such
tasks orienting response is initiated in the organism, due to novelty of the stimuli, with
characteristic patterns of autonomic adaptations, such as reduction in heart rate [121]. The initial
orienting response is selectively followed by a defense cascade response, depending on the
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strength of the perceived stimulus, as well as its threatening and noxious value [62, 122]. We
attempt to investigate these adaptations from measures of heart rate and additionally,
electrodermal responding, pupil diameter changes in emotion picture viewing tasks, for the initial
orienting response and the defense cascade response.
The IAPS is a large collection of images used for experimental investigations of emotion
and attention. This picture system offers a way to selectively evoke emotional responses in
humans. Participants rate each picture in this set for arousal and valance. The developers of this
system have recorded these ratings for the past 13 years [115]. The mean ratings for each of the
picture in the system is available (The mean ratings for the pictures used in this study can be
found in Appendix A). Although these ratings provide a validated set of visual stimuli, the
validation is done along the two dimensions of valance and arousal. These two dimensions are
closely related to the two motivational systems discussed previously. Different discrete emotions
are subcomponents of one of these two motivational systems. Discrete emotions such as disgust,
fear and sadness are part of the defensive motivational system, whereas emotions such as
excitement, amusement and contentment are part of the appetitive motivational system [123]. In
order to project the IAPS image dataset, on to the discrete emotions that they elicit, there have
been two efforts in the literature. The first one done in 1995 by Davis et al. [124] using a set of
100 images from the IAPS system. A more recent study by Mikels et al. [123] done in 2005
included 300 images from the IAPS system. In the following section, we briefly describe the
methodology employed by Mikels et al. to obtain discrete emotion labels. Then we describe our
pilot experiment to validate the subset of images obtained by Mikels et al. that describe discrete
emotions.
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4.1 Validating IAPS Dataset for Discrete Emotions
To arrange the IAPS picture system in terms of categorical emotions, Mikels et al. [123]
conducted a study to evaluate what categorical labels could be assigned to each of the pictures in
the IAPS system. Four distinct categories for negative emotions namely, disgust, fear, sadness,
and anger, and four categories for positive emotions namely, excitements, contentment, awe, and
amusement, were found. The next section provides a description of this study, followed by
details on our validation study to evaluate the agreement rate of the emotion labels with our own
data.

4.1.1 Pilot Study to Shortlist Discrete Emotion Labels
In this phase, 20 participants were asked to generate emotion labels freely to identify the
discrete emotion labels for each set of positive and negative valance images. Two hundred and
three negative valance and 187 positive valance images were selected from the IAPS collection.
Mean valance ratings from the original IAPS study [115] were used for selecting the images. The
negative pictures which had mean valance rating of equal to or less than 5 (on a 9 point scale as
shown in Figure 19 (b)), and positive pictures which had mean valance rating of equal to or
greater than 5 were selected. Participants were allowed to input multiple labels for a single
image. The ten most frequently used negative valance labels were, fear, sadness, disgust, anger,
pity, contempt, scared, shock, concern and anxiety. The ten most frequently used positive
valance labels were, awe, amusement, happy, excitement, content, interest, desire, curious,
peaceful and affection.
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4.1.2 Study to Assign Discrete Emotion Labels to IAPS Images
After this pilot experiment, the top four labels from the positive and negative pools were
selected for further experimentation. In this phase two different groups of sixty participants were
shown the images used in the pilot experimentation. The first group was shown the negative
pictures and was asked to select from the top four negative labels. Similarly the second group
was shown the positive pictures and was asked to select from the top four positive labels. For
each image, a participant was also asked to rate the intensity of the chosen emotion on a sevenpoint scale. In the analysis phase, means of rating from the 60 participants were calculated and a
90% confidence interval (CI) was constructed around the mean. Images that had higher means
for a single emotion relative to other emotions, and whose CI did not overlapped with other
emotion labels CI, were awarded that emotion classification. Figure 22 show the mean and CI
values for six pictures for each emotion namely, amusement, awe, contentment, excitement, fear,
disgust and sadness respectively. These images were used for our further experimentation.
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Figure 22: Histogram plots for emotions Disgust and Amusement from Mikels et al. data
(Angr=Anger, E=Excitement, C=Contentment, Aw=Awe, Am=Amusement, S=Sadness, F=Fear
and D=Disgust)

Out of the images classified with negative emotion labels, no images were labeled with
only anger. These findings are consistent with the definition of anger being a combination of
appraisals of extreme unpleasantness and high certainty [125], which are difficult to achieve with
passive viewing of static images [123]. We consider three negative emotions, disgust, sadness,
and fear and four positive emotions, awe, amusement, contentment, and excitement for our
analysis using physiological data. From the IAPS collection, there are 26 unique images with the
label disgust, 11 with the label fear, 39 with sadness, 10 with amusement, 6 with awe and 9 with
excitement. Figure 23 below shows these images on arousal-valance dimension scale.
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Figure 23: Valance-arousal plot of set of IAPS images with unique emotion labels

The figure above demonstrates that there is a clear distinction between negative images
(left half of valance axis), and positive images (right half of valance axis). Emotion excitement
has a distinctive valance-arousal rating and so does fear. In our experiment we have chosen six
images per emotion (i.e. the lowest number of images available for emotion awe), to balance the
number of images for each emotion. We use standard deviation of the ratings from the Mikels et
al. [123] study to choose images with least standard deviation while keeping in mind not to
choose images with similar content.
Among the set of emotions that emerge from this analysis, some emotions (like disgust,
fear, and amusement) have received extensive attention in the literature whereas some others
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have received none (like excitement, and contentment). The emotions disgust and fear have been
shown to have evolutionary roots. These emotions are treated as basic emotions, which are also
found in less complex organisms [59, 60, 126].
In evaluating different types of disgust, Rozin et al. [59, 60] have divided it into two
types: core disgust and moral disgust. The core disgust is said to elicit behavior of revulsion and
feeling of nausea. Organisms to avoid risks of diseases, poisons and contaminations
evolutionarily adapt this type of disgust. The moral disgust is said to originate from cultural
evolutions to have similar reactions towards certain concepts or social groups. Some examples of
core disgust from the above analysis include pictures of mutilation, garbage, dead body etc., and
examples of moral disgust include pictures of cigarettes.
The emotion fear is also shown to have evolutionary roots, with aversive motivational
systems in the brain being activated. LeDoux [127] has identified a specific neural circuitry
involving the amygdala, which is activated when a fearful stimuli presents itself. Examples of
fear eliciting stimuli from above analysis include pictures of snakes, spiders, tornadoes and
sharks.
Whereas the two above mentioned emotions of fear and disgust are said to arise from
evolutionary adaptations, some emotions like awe are the product of cognitive appraisals.
Keltner et al. [128] focus on two components that are necessary for this emotion of awe to exist:
vastness of the stimuli and difficulty of adjustment to the novel information processing due to the
stimuli [128]. Emotion awe is elicited when the stimuli represents something which is larger than
self and which creates uncertainty in one self due to the nature of the stimuli. Some examples of
68

the awe eliciting stimuli from the above analysis include images of galaxy, earth and vast
mountains.

4.2 Validating results of discretizing emotions of IAPS collection
To validate the agreement rate previously found in the selection of a unique emotion label
for the six images in each emotion category, we conducted a pilot study with 17 participants. In
this study, participants were shown the selected images and were asked to pick one emotion label
from the seven shortlisted from the above study. In this pilot study our goal was to validate the
image set extracted from the data from the discrete emotion classification study of Mikels et al.
[123, 129, 130].
The participant was seated in a noise-free room with a 21” LCD monitor in front of them.
The 42 images (six images per emotion, and seven emotions) extracted from the above analysis
were shown to the participants in a random order in a self-paced manner. The participant were
asked to pick one out of the seven emotions, amusement, awe, excitement, contentment, disgust,
fear and sadness.
Figure 24 ((a)-negative emotions and (b)-positive emotions) below shows the histogram
plots for each image (from left to right) and each emotion (from top to bottom). The agreement
rate for negative emotions is 77.45% over three emotions labels. The agreement rate for positive
emotions is 74.51% over four emotions labels.
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Figure 24: Histogram plots for seven emotion labels (four positive emotions (a), and three
negative emotions (b)), with six images for each emotion label (E=Excitement, C=Contentment,
Aw=Awe, Am=Amusement, S=Sadness, F=Fear and D=Disgust)
70

Few studies previously conducted in literature correlated patterns in physiological data
and the specific content of pictures shown. Bradley et al. [66, 68, 76] collected ECG, EDR and
pupil diameter changes from eyetracker, while participants were shown images from IAPS set.
The image set was divided according to each picture’s content, into categories such as,
adventure, sports, food, families, nature, human attack, animal attack, mutilations, accidents,
contamination, illness, loss, and pollution. First, Bradley et al. [68] found difference in patterns
of ECG, EDR and pupil diameter changes, for pictures that are believed to activate appetitive
and defensive motivational systems. Furthermore, within the defensive motivational system,
images from categories mutilations and contamination, had a characteristic EDR and heart rate
variations [68] that were found to be different from variations, from image categories of illness
and human/animal attacks. Notice from our analysis of the emotion labels that the pictures of
mutilations and contamination are labeled with emotion of disgust, where as pictures of
human/animal attacks are labeled with the emotion of fear (Figure 24). In our experiment, we
use images that are validated to be of specific emotion label obtained from our pilot study and
Mikels et al. analysis. We wish to correlate the patterns of physiological data and the emotion
labels. Till date this is the first experiment that explores the patterns in physiological data and the
emotional labels associated with the pictures used from the IAPS picture system.
In this main experiment, we sought to collect physiological data while the participants
passively watch the images obtained from analysis just discussed. Each of the 42 images chosen
has a single emotion label associated with it. In the following sections we give details of this
experiment.
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4.3 Participants
Seventy participants volunteered for the main study (34 males and 36 females). The mean
age was 19.3 years (Standard deviation: 2.99 years). Handedness was not an issue while
screening the participants.

4.4 Apparatus
For this experiment we collected data from four physiological sensors. A nine channel
EEG sensor (Advanced Brain Monitoring Inc., Carlsbad, CA) was used. The nine channels were
located at F3, Fz, F4, C3, Cz, C4, P3, Pz and P4 referring to the international EEG 10-20
standard. Two reference electrodes attached behind both ears on the location of the mastoid
process were used. This EEG system had nine electrodes attached to a plastic strip incorporated
in a wearable cap. A conductive electrode gel (Synapse conductive electrode cream, Kustomer
Kinetics, Arcadia, CA) was used to make the electrical contact to the scalp easier. A monocular
eyetracker (Arrington Research, Scottsdale, AZ) system was used to track changes in pupil
diameter of the participant. This eyetracker was a wearable system with an IR light source and
IR camera mounted on a light weight goggle. A three electrode ECG system (Thought
Technology Inc., Quebec, Canada) was used to record the electrocardiogram signal. A reference
electrode was attached to the right clavicle bone. Two recording electrodes were attached, one on
the left clavicle bone and other on the abdomen of the participant. Ag-AgCl Electrodes with gel
were used for ease of conduction during acquisition of ECG. Two Ag-AgCl electrodes (Thought
Technology Inc., Quebec, Canada) were used to collect the electrodermal response (EDR) data
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from recommended locations (distal phalanges of the index and the ring fingers) on the fingers of
the participant’s hand.

4.5 Data Acquisition
Participant was seated in a comfortable chair in front of a 21” screen used to display the
selected images. After instructing the participant to keep their movement and eye blinks to a
minimum, nine EEG electrodes were placed on the participant’s scalp. Electro-conductive gel
was used to reduce the impedance between the leads and the scalp. The eyetracker was placed on
the participant making sure that the distance between the eyetracker and the computer screen was
30”, and also the distance between the eyetracker and participant’s eye was 1.5 cm. These
distance values were used to match the calibrated settings so as to obtain the measured values of
the pupil diameter in millimeters instead of arbitrary unit values (as supplied by the
manufacturer). Refer to the eyetracker section of the next chapter for more details on the
calibration setup process. The ECG electrodes location were wiped with a clean alcohol swab to
remove dead skin and dirt, and the participant was asked to place the pre-gelled electrode
stickers on the three locations described before. The EDR electrodes were placed after cleaning
the locations with an alcohol swab, and fastened to the fingers with the Velcro straps. The
participant was asked to take a comfortable position on the chair and reminded again to keep
their movement to the minimum.
Once the signals were visually inspected to be noise free, a baseline session was initiated.
Baseline data was collected to establish participant’s EEG, ECG and EDR variability. The
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baseline session lasted for 15 minutes, which was divided into three sub-tasks. The first task
asked the participant to respond to the image of a circle appearing in intervals of two seconds
with their eyes open (EO). The next task asked the participant to respond to an auditory tone
repeating every two seconds, while the participant kept their eyes closed (EC). The third and last
task asked the participant to respond to various symbolic shapes appearing on the screen one at a
time. One of the symbols was designated as target symbol, where the participant was asked to
respond “yes”. For all other symbols they were asked to respond “no” (Psychomotor Vigilance
Task (PVT)). These baseline tasks did not contain any emotional cues in them and therefore the
state of the physiological signals could be considered a baseline state.
After the baseline period of fifteen minutes, the passive image viewing experiment was
initiated. The digital color images (size: 1024x768 pixels) selected from analysis described in the
previous section were shown on a 21” LCD monitor (with a native resolution of 1280x1024) in
full screen mode. The order of presentation was randomized between participants. Each picture
was shown for six seconds, with a six second inter-stimulus interval. In the inter-stimulus
interval, a gray screen with a center cross-hair was displayed to keep the participant’s focus on
the screen. The timing for onset and offset of the image on the display was controlled by EPrime 2.0 software (Psychology Tools Inc., Sharpsburg, PA). Before the task began, participants
were reminded to keep their movement to the minimum as the data was collected.
After the end of the main experiment all the sensors were removed and the participant
was instructed that they would rate the images on their emotional content next. This rating
session was kept separate from the data collection session to minimize contamination of data due
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to participant movement. The participant was given a rating sheet to indicate their evaluation of
each image on the SAM arousal and valance scale (This rating sheet can be found in appendix
B). The rating sheet describes how to rate the pictures on these two scales in detail. In addition,
the participants were also asked to choose one out of the seven emotions shortlisted from Mikels
et al. analysis.
We give a description of different data handling strategies that are used in the following
chapter, which is followed by results obtained from these methods and strategies, pertaining to
emotions.
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CHAPTER FIVE: SIGNAL PROCESSING TOOLS TO DETECT
EMOTIONS FROM PHYSIOLOGICAL DATA
We elaborate on the techniques useful in extracting potential emotion metrics from the
raw sensor data obtained in our experiment. We compare the techniques available in the
literature to analyze the physiological data streams separately, and we explain how some
techniques are superior to others in fulfilling the requirements necessary to usefully include
emotion metrics in the area of adaptive learning systems.

5.1 EEG Data Analysis
The role of frontal regions of the two hemispheres of the brain in emotional processing is
well studied and accepted by emotion researchers [97, 101, 132, 133]. The valance hypothesis
posits that the approach motivation related emotions activate the left frontal hemisphere, and
withdrawal motivation related emotions activate the right frontal hemisphere. EEG is the most
widely used technique to test this hypothesis. Electro-cortical data obtained from the frontal sites
of the EEG sensors are used to construct a metric of hemispheric asymmetry [134]. The EEG
locations F3 and F4, which represent the electrical activity from the frontal left and right
hemispheres, are typically used in calculations of the metric [99-101, 134, 135].
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5.1.1 Construction of Hemispheric Asymmetry Metric
The method in obtaining this hemispheric asymmetry metric is as follows. Raw EEG data
is converted into spectral power using power spectral density estimation [134]. Alpha band of
frequencies (range 8-14 Hz) are of particular interest in this case, as there is evidence in the
literature of a correlation between decrease in cerebral activity and increase in alpha band
activity [100] [134] [136]. Measurement of frontal alpha activity from the right and the left
hemisphere forms the basis of the hemispheric asymmetry metric, as shown in following
equation.
Metric of hemispheric Asymmetry
Where,

log L

log R

log

R
L

= alpha band power from the right frontal hemispheric location (F4), and

(1)

= alpha

band power from the left frontal hemispheric location (F3). Higher relative cortical activity in
right hemisphere would yield a negative overall metric value. Similarly higher relative cortical
activity in left hemisphere would yield a positive metric value. A near zero metric value would
be indicative of near equal activity/inactivity in both the hemispheres.
Power spectral density (PSD) estimation method is used in calculating the power in the
equation (1) above. The PSD method is most suitable for stationary signals [72]. A typical EEG
signal is shown show below in Figure 25.
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Figure 25: Non stationary nature of a typical EEG signal

Notice how statistical properties such as the mean amplitude and frequency vary with time in the
signals shown above. A quasi-stationarity (i.e. stationarity over a small segment) could be
assumed, but even this assumption fails while analyzing signals at points of change in activity
such as alertness, wakefulness [93].
A wavelet decomposition of the non-stationary signal gives time localized spectral
components over variable length time windows. Particularly in case of EEG, wavelet
decomposition has been used with success for extracting physiologically relevant sub-band
components like alpha, beta, theta waves, for classifying motor/emotion related tasks [137], for
recognizing alertness levels [138], for distinguishing epileptic/normal activity from EEG [139],
[140], [141], [142], [143], for deception detection [144], classification of wrist movements [145]
and for emotion classification [146]. The advantage of the wavelet approach is its capability to
localize the power content of the signal in time.
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5.1.2 Developing a Metric of Asymmetry with Wavelet Technique
A continuous wavelet transform C(a,b) of a signal x(t) is defined as [147]:
∞
ψ.
∞

C a, b
where the function

,

t x t dt

(2)

is generated by translations and dilations of a single function , by:
ψ

,

t

| |

ψ

(3)

Through these translations and dilations of a single prototype one gets spectral information about
a signal at different resolutions. A discrete version of the transform is developed using
translations and dilations of the mother wavelet at discrete steps of powers of two. (i.e. dyadic
expansion). Mallat [148] has shown that this discrete wavelet transform (DWT) expansion could
be implemented with filter banks. With the filter bank the DWT decomposes the signal into set
of high and low frequency components [147] [148], [149]. The original signal x(n) is divided
into low frequency component called approximation (A1), and high frequency component called
detail (D1). The low frequency component (A1) is further subdivided into its approximation and
detail components (A2, D2) and so on as shown in Figure 26 below.
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Figure 26: Filter bank implementation of DWT

By decomposing the signal at the right level, one can extract physiologically relevant frequency
components of the EEG signal. Given the sampling frequency of 256 Hz, a five level
decomposition would yield components as shown in Table I below.

Figure 27: DFT of wavelets for different approximation and Detail coefficients
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The fourth detail component (D4) would have frequency band of 8-16 Hz, which could be
approximated to the alpha band (8-14 Hz).

Figure 28: DFT of wavelets for different approximation and Detail coefficients with alpha band
range shown

Other EEG bands such as theta (approximated to 4-8 Hz), beta (approximated to 16-32 Hz) could
also be extracted from this decomposition, but in this thesis we are interested in the alpha band
approximation alone.
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Table 3 : EEG frequency ranges and corresponding wavelet components
Frequency

Physiologically

range(Hz)

relevant EEG band

D1

64-128

-

D2

32-64

-

D3

16-32

~ Beta (β)

D4

8-16

~ Alpha (α)

D5

4-8

~ Theta (θ)

A5

0-4

-

Decomposed signal (Fs=256Hz)

Several features could be extracted from these component signals for further processing.
Subasi et al. [150] use statistical features such as mean/standard deviation of absolute value and
average power of the component signals as features, which they use for classification of alertness
levels using EEG signals. Zarjam et al. [142] use the number and distance between zero
crossings of the component signals as features to classify between normal and epileptic EEG
signals. Doynov et al. [151] use the raw component signals as features to classify imagined
motor tasks. In our case, to construct a metric of hemispheric asymmetry, we calculated the root
mean square (r.m.s.) power of the component signal D4 (which represents the alpha wave
oscillations in the original EEG signal) from channels F3 and F4 [152]. The following equation
gives the constructed metric:
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Metric of hemispheric Asymmetry

log R α,

log Lα,

log

Rα,
Lα,

(4)

This new metric of asymmetry is comparable to the one described in equation 3. Three different
families of mother wavelets

are used for analysis as explained below:

Daubechies – These wavelets are highly asymmetric, and have minimum support. The
orthogonal filter length is 2N, where N is the order of the wavelet. Daubechies orders 1 thru 10
are used in this analysis. Daubechies order 1 actually corresponds to Haar wavelet. Haar wavelet
is the simplest wavelets available in that, it has filter bank with low and high pass filters of order
1. The Haar wavelet low pass filter is a moving average filter, where as the high pass filter is a
moving difference filter.
Symlet - These wavelets were designed to obtain a near symmetric version of the Daubechies
wavelets. The filter length is 2N as well. Symlet orders 2 thru 8 are used in this analysis.
Coiflet – These are also near symmetric family of wavelets with filter length 6N. Coiflet orders 1
thru 5 are used in this analysis.
All the above wavelet families have different filter coefficients that characterize them, as
historically they were developed to enhance a specific properties (such as symmetric filter
coefficients, which is a desired property in signal processing applications of filters) of the first
developed Daubechies wavelets. For an excellent account of history of these developments by
Daubechies herself please refer [149]. We explored each of the above wavelet families to find if
any particular wavelet family/order gives better results for different participants, as individual
differences in results are a major concern in the adaptive training system field. Particularly in
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case of EEG signals, usually different wavelet families are used to determine which one achieves
the highest statistical results for a given participant [137]. In the PSD technique to calculate the
asymmetry metric, a Hamming window is usually used [153], [134]. In our comparison of the
PSD techniques to the wavelet technique, we used three additional window functions (namely,
Chebyshev, Kaiser and Gaussian) to evaluate if there is any particular window function that
gives better results than Hamming window for generalizing across participants. Thus, the goal of
this aspect of the analysis was to maximize our capability of detecting changes per individual as
well as assessing whether a generalizable method was attainable.

5.1.3 Using Wavelet and PSD based Metrics of Hemispheric Asymmetry for Experimental
Emotion Data
In analyzing the EEG data collected in our experiment, we proceed with showing how the
two methods of PSD and wavelet analysis could be used to construct a metric of hemispheric
asymmetry from EEG.
The technique of using PSD for constructing the hemispheric asymmetry metric follows a
well established method of power spectral density estimation with windowing approach (Refer to
[72] for details, or [134] for details of PSD estimation in case of EEG signals). In this method,
the required temporal length of data for which the metric is to be calculated is extracted first. In
our case, we extract the six second data corresponding to each IAPS picture stimuli. The PSD is
calculated for each of these temporal data chunks by first applying a smoothing window and
taking a Fast Fourier Transform (FFT). This transforms the time domain EEG data into
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frequency domain. Next, the power contained within alpha band (8-16 Hz) is extracted. This
procedure is applied to both the streams of EEG data from channels F3 and F4, which gives us
the power values contained in alpha bands from left and right frontal hemisphere locations.
Using equation (1), the metric of hemispheric asymmetry is calculated for each image shown.
In order to calculate the metric using wavelet approach, DWT is taken of each of the
individual EEG data windows. With EEG sampling frequency of 256 Hz, the fourth detail
component (D4) gives us the required alpha band frequency information. Similar to the PSD
method, the D4 component is extracted from both the streams of EEG data from channels F3 and
F4. Using equation (2), the metric of hemispheric asymmetry is calculated for each image.

5.2 ECG Data Analysis
The most popular method to analyze ECG data is through heart rate variability (HRV)
analysis. In this method, time between consecutive heart beats is calculated and a time series
called Interbeat interval (IBI) series is formed. HRV is defined as a metric of variability in this
IBI series, expressed in terms of variability in heart rate. Various time, frequency and geometry
based methods exists to obtain this metric. The increase of popularity of using the metric of HRV
was due to several studies [154-156] reporting a relation between the HRV metric and mortality
after acute myocardial infarction [71]. The metric of HRV depends on the time duration of data
considered to calculate the metric; therefore it is important while comparing results to maintain
the same length of data. Furthermore, a task force [71] put together to standardize the use of
HRV metric, suggests a minimum length of two minutes of ECG data to calculate the HRV
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metric. Recently a study [157] was conducted to test the reliability of HRV metric over several
durations of ECG data. This study used ECG signals from the PhysioNet [158] dataset available
online. A comparison of eleven metrics of HRV including time, frequency and geometry based
metrics along with a measure of mean heart rate calculated over different time durations (from
10 seconds to 10 minutes) were tested. This study found poor repeatability of the HRV metrics
for ECG data of time durations less than 10 minutes. It was also concluded that the mean heart
rate is more reproducible over short segments of less than 10 seconds of ECG data.
For our study of correlation of emotions and the ECG data, mean heart rate for the
duration of emotion experience is used. Studies with the IAPS images [56, 68, 75], video clips
[3], and imagery [4] have used this method of calculating mean heart rate. We found one study
which uses the metric of HRV to study relationship between metric obtained from ECG data and
emotions [159]. This study uses music to elicit emotions and uses a longer length (three to five
minutes) of ECG data. In our analysis we use the mean heart rate to study its correlation with the
emotions elicited using IAPS picture set.

5.3 Eyetracker Data Analysis
The eyetracker system uses an infrared (IR) light source and camera pair. Image obtained
from the IR camera is shown in Figure 29 (a) below. By adjusting the brightness level of the IR
camera, a distinct boundary (as seen in Figure 29 (a) below) could be observed between the dark
pupil area in dark and the lighter area of cornea of the eye image.
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Figure 29: Pictures of eye captured by an IR camera (a) and a regular EO camera (b)

The image captured from a regular EO camera is shown in Figure 29 (b). The contrast
between the pupil and the iris for the IR camera is easily detectable using image processing
algorithms as compared to a more common electro-optical (EO) camera. An online algorithm
processes the video frames captured using the camera, and tracks the diameter of the pupil.

Figure 30: Procedure for detecting the pupil diameter (a) Initially picture of the eye is captured
by an IR camera (b) The pupil is detected using image procesing techniques (c) An ellipse is fit
to obtain the values of the pupil diameter
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The Arrington image processing software detects the areas of the dark pupil area (Figure
30 (b)). An ellipse is fitted to this area (Figure 30 (c)), and the major and minor axes of the fitted
ellipse are reported. The values reported in this process are scaled between the range from 0 to 1.
In order to obtain the pupil diameter in standardized units an experiment was performed as
described below.

5.3.1 Calibration Experiment to Map Pupil Diameter Data in Standardized Units
In this calibration experiment, we wanted to construct an equation of one to one mapping
between the software’s values and the standard unit of millimeters.

Figure 31: Slide of black dots with known diamaters used for calibration

A series of calibrated black dots (Figure 31) were presented in front of the IR camera of the
eyetracker system for one minute each. These black dots represent different pupil sizes of the
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human eye. The pupil diameter data was collected using the software, which saved the data in the
arbitrary units scaled in the range 0 and 1. The pupil diameter data for each dot was averaged to
obtain a single reading for each dot diameter. A straight line was fitted through this one to one
correspondence data (i.e. average diameter obtained from the eyetracker data collection, and the
disk diameter). Linear least squares method was used to obtain the linear fit. Following Figure 32
shows the line fitted to create an equation of conversion from the arbitrary units to units of
millimeters.

Figure 32: A line fitted through the one to one mapping between measured diameters in arbitrary
units and known diameters in millimeters
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The pupil diameter obtained from the above procedure needs to be filtered further to eliminate
blink artifacts. We make use of the fact that blinking of the eye affects both the pupil diameter
data as well as the EEG data. The EEG and pupil diameter capture two different dynamic
characteristics from the participant. However, when the participant blinks his/her eyes, the
recorded pupil diameter metric indicates a value close to zero as for this period the pupil is
invisible to the eyetracker system. This blink event also affects the EEG data, due to the
movement of eyes and corresponding movement of scalp.
Figure 33 below shows the EEG data (top row) and the corresponding pupil diameter data
(bottom row). A correlation vector is calculated by multiplying the two datasets element by
element (middle row).
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Figure 33: Using correlation vector computed using raw EEG and eyetracker pupil diameter data
to decontaminate both the datasets

A fixed threshold (determined empirically from observing the spikes in the correlation
vector) of 40 in the above figure would give us a good estimation of the occurrence of blink
artifact which could be eliminated. The transformed data free of blink artifacts is used for further
analysis.

5.4 EDR Data Analysis
It is noted [64] that the sympathetic nervous system activity as indexed by the EDR, is
higher in cases of high emotional arousal regardless of the positive or negative valance of the
perceived stimuli. This fact is also corroborated in a study [160] using the IAPS picture system.
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Using this knowledge, we extract features from the SCR signal to classify high and low arousal
stimuli.

5.4.1 Decomposing EDR signal
The skin conductance signals are typically broken down in to two components: 1) the
skin conductance level (SCL), which is a slowly varying measure of arousal; and 2) the
dynamically varying, stimulus specific response called skin conductance response (SCR).
Boucsein [161] explains a method to quantify these components, in a procedure called peakvalley method. This method is proven useful in the case where the inter-stimulus interval (ISI) is
long. For short ISIs, where two SCRs may overlap, this quantification method becomes difficult
[161].
In the application of adaptive learning, overlapping SCR signals are common, occurring
due to dynamically changing stimuli. A technique to resolve the overlapping responses is critical
in using these responses to predict arousal states. Lim et al. [162] describe a method that
decomposes the overlapping SCR signals into its components. Their method involves building a
combination of asymmetric sigmodial and exponential functional models based on 6 to 8
parameters. This model is fitted to the actual SCR data. Using this method the SCL and SCR are
separated. Moreover, parameters describing the individual SCRs, such as rise time (T ), decay
time (T ), onset latency time (T ), SCR amplitude (g), are also estimated.
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The model based decomposition of the SCR signal builds 4-8 parameter models based on
combination of an asymmetric sigmoid and an exponential function [162]. A simple skin
conductance signal (pure-SCR) consists of a fixed baseline and a skin conductance response
(Figure 34 (a) ), having an initial rise from the baseline to the peak and is followed by a recovery
limb to the same baseline [161]. Following is the proposed model in [162] for pure-SCR signal:
T

f

0;

for t

T

The 4 parameters are:

and f

= gain,

;

T

for t

= response onset time,

T

(5)

=rise time and

=decay time

constant. Figure 34 (a), shows waveform of this model.
The choice of sigmoidal function (i.e. denominator in

) is explained in [162], as it is a

function which accurately models the filling of the sweat ducts, which causes the change in
conductance on the surface of the skin. The time constant

is said to model the delays in the

biological system, such as, afferent/efferent signal transmission times, sweat release time etc.
The gain

is said to model the number of sweat glands under the electrode which are activated

and the physical size of the sweat glands. Incrementally more complex models (which resemble
more likely situations in reality) are developed with five, six and eight parameters. The fiveparameter model takes into consideration the non-zero baseline and adds a skin conductance
level (Figure 34 (b)). The six-parameter model incorporates the situation where the response
initiates before the last response has completely recovered (Figure 34 (c)).
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(a)

(b)

(e)
(c)

(d)

(f)

Figure 34: Model curves with (a) 4-parameters w/o SCL (b) 4-paramters w/ SCL (c) 6parameters (d) 8-parameters; Fitted curve (black) with real EDR data (red) with (e) 6-parameters
and (f) 8-parameters

Finally, the eight-parameter model describes two overlapping responses (Figure 34 (d)).
SCR signals resembling characteristics of the six and eight parameter models are most
commonly observed, and we use these models for our feature extraction.
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CHAPTER SIX: RECOMMENDATIONS FOR USE OF PHYSIOLOGICAL
SENSORS IN ADAPTIVE LEARNING ENVIRONMENTS
In the last chapter we described the different feature extraction methods associated with
each physiological data stream collected. In this chapter we present results from these procedures
and make recommendations for using different methods specific to each sensor.
Recommendations are suggested in terms of how each sensor is useful in predicting emotions as
well as which algorithms perform within an adaptive training system. In the following section,
we begin with giving an account of the subjective ratings obtained in our study, and how they
compare to the IAPS normative ratings. Moving forward, we elaborate how the emotion ratings
compare in the case of discrete emotion classification for data collected from our study. Lastly
we explain the results obtained from the physiological data.

6.1 Comparison of our SAM ratings to the IAPS Normative Ratings
The self assessment manikin (SAM) provides a means to collect subjective ratings of
arousal and valance levels evaluated by the participants for themselves. The discrete emotional
classification of the IAPS image set is done by using data collected by Mikels et al. experiment
which is described in previous section. In this study they use a sample size of 60, from Cohen’s
estimations of power (with medium effect size and α of 0.5) [123]. In our study we have
collected the IAPS SAM ratings and emotion ratings from 70 participants. In the following we
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present the mean of these ratings and their comparison with the normative ratings from the IAPS
dataset.

96

Figure 35: Comparison of average valance/arousal ratings from our study (IST) vs. normative
IAPS ratings grouped per emotion (a) Amusement (b) Awe (c) Contentment (d) Excitement (e)
Disgust (f) Fear (g) Sadness

As shown in Figure 35 above, the means obtained from the self reported valance ratings
from our dataset (IST) are close to those reported from the IAPS normative ratings dataset.
However, the arousal ratings are consistently lower in our dataset (IST) compared to the IAPS
normative ratings dataset. In Figure 35 above we have separated the ratings of the pictures
grouped according to different emotions. This difference in arousal ratings has been observed in
several studies that replicated the original study [115] of IAPS normative ratings. Libkuman et
al. [163] replicated the original experiment described by Lang et al. [115], with 703 images
selected from the IAPS dataset with 1302 participants. Figure 36 below shows the spread of the
ratings from arousal and valance dimensions. Observe that the average arousal ratings from
Libkuman study (▲ in Figure 36) are lower as compared to the original study ratings (● in
Figure 36).
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Figure 36: valance/arousal ratings for 703 image from Libkuman et al. and original normative
IAPS ratings

Another recent meta-analysis by Grühn et al. [164] confirms the differences, especially in
the arousal ratings of the pictures between studies performed by different researchers. This metaanalysis includes studies by Grühn et al. [164], Ito et al. [165], Libkuman et al. [163], Ribeiro et
al. [166] and the original study by Lang et al. [115]. Following tables shows the correlation
coefficients of the means of the IAPS image ratings between these studies for valance and
arousal.
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Table 4: Statistics of different studies that replicate the original normative IAPS ratings study by
Lang et al.
Number of
Number of IAPS images used
participants
Lang et al.
Ito et al.

509

290

Libkuman et al.

1302

430

Ribeiro et al.

1062

426

Grühn et al.

53

504

Table 5: Correlation coefficients of IAPS ratings between different studies (Valance)
Valance Rating
Lang et al.

Ito et al.

Libkuman et al.

Ribeiro et al.

Grühn et al.

Correlations
Lang et al.

-

Ito et al.

.96

-

Libkuman et al.

.90

.88

-

Ribeiro et al.

.96

.94

.89

-

Grühn et al.

.92

.91

.87

.93
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-

Table 6: Correlation coefficients of IAPS ratings between different studies (Arousal)
Arousal Rating
Lang et al.

Ito et al.

Libkuman et al.

Ribeiro et al.

Grühn et al.

Correlations
Lang et al.

-

Ito et al.

.80

-

Libkuman et al.

.70

.56

-

Ribeiro et al.

.54

.62

.31

-

Grühn et al.

.55

.61

.35

.86

-

We can notice that the valance ratings are highly correlated with each other (.88 < r <
.96), where as the arousal ratings are not as closely correlated between different studies (.31 < r <
.86). In our data, we calculated the correlation coefficients between our mean ratings and the
original IAPS normative ratings. We found correlation r = .98, for valance and r = .92 for arousal
between the two datasets. One of the reasons the average arousal ratings in our study is lower
than the normative IAPS ratings could be the fact that the participants rated the pictures as they
saw them on the second trial. As explained in the experimental design section, we kept the
physiological data collection and the emotion ratings separate to minimize the incorporation of
movement noise in the physiological data. This effect is also observed by Libkuman et al. [163],
where they found that participants provided higher average arousal ratings after viewing images
for the first time as compared to those who provided ratings after viewing the images in the
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second trial. In the latter case, the viewer may rate the images more objectively and this change
could result in lower arousal values. Another reason for the lower average arousal ratings is
attributed by Grühn et al. [164] and also by Libkuman et al. [163] to the effect of exposure to
different media in life as compared to when the original normative IAPS ratings were recorded.
The original normative IAPS ratings were collected in the decades 1980s and 1990s. The
increase exposure to violence in the world through the internet and other media such as film and
video games, may explain the attenuation effect of arousal ratings elicited from the same
population sample (i.e. college students in the age range 18 to 22 years).

6.2 Gender differences in SAM ratings
In the following analysis, we give an account of how the average ratings differ across
genders from our dataset. Figure 37 below shows average ratings for male participants (indicated
by symbol ●) and female participants (indicated by symbol ▲). We have arranged data
according to different emotions. Figure 37 (a) shows data from three emotions disgust, fear,
excitement and amusement. Figure 37 (b) shows data from two emotions sadness and awe.
Figure 37 (c) shows data from one emotion of contentment. We have divided the data in this
manner so that the differences between each emotion class could be observed clearly.
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Figure 37: Gender difference in IAPS SAM ratings separated with emtions (a) Disgust, Fear,
Excitement and Amusement (b) Sadness and Awe (c) Contentment

The first observation we can make from Figure 37 (a, b and c) above is that women rate
emotions with higher average ratings on valance dimensions for positive emotions, and lower
average valance ratings for negative emotions compared to men. This observation is prevailing in
stereotypical beliefs and is shown by different researchers [76, 167]. Specifically, a two way
analysis of variance yielded, average valance ratings for two positive emotions: amusement
(mean valance rating for female participants 6.86 (SD= 1.65), mean valance rating for male
participants 6.41 (SD=1.47)) and excitement (mean valance rating for female participants 6.94
(SD= 1.45), mean valance rating for male participants 6.47 (SD=1.34)) were found significantly
higher for female participants compared to male participants. (amusement: F(1,328) = 6.62, p =
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0.01, excitement: F(1,328) = 9.29, p = 0.002). For negative emotion of disgust (mean valance
rating for female participants 2.12 (SD= 1.45), mean valance rating for male participants 2.6
(SD=1.6)) it was observed that women rate significantly lower on valance dimension as
compared to men. (disgust: F(1,328) = 8.05, p = 0.004). The arousal ratings failed to show
significant difference in ratings for any of the emotions except emotion disgust (disgust: mean
arousal rating for female participants 5.49 (SD= 2.74), mean arousal rating for male participants
4.59 (SD=2.61)). (F(1,328) = 9.19, p = 0.002). Thus, overall, only in the case of emotion of
disgust, the average ratings for arousal and valance are significantly different for female
participants than male participants.

6.3 Emotion Ratings
In addition to the IAPS ratings we also collected subjective reports of the felt discrete
emotion for each picture that was shown during the session. The images we selected came from
the data provided by Mikels et al. [123], who projected the IAPS image set on to discrete
emotion labels. Seven discrete emotions emerged from their analysis. We selected six images for
each emotion label as described in the experimental design section in chapter four. In the
following Table 7 we depict the agreement rate with which participant from our data collection
selected individual emotions. Following Table 7 summarizes the accuracies with which
participants selected the emotion labels.
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Table 7: Percentage agreement rates for emotion labels from 70 participants
Specific Images within each
Emotion Labels

% agreement in choosing labels
emotion label

Amusement

68.18%
Women

67.27%

Mascot

61.82%

Clowns

61.82%

Porpoise

69.09%

Hippo

60%

Monkies

89.09%

Awe

80.91%
Earth

87.27%

Galaxy

89.09%

Mountains

76.36%

Desert

74.55%

Mountains

94.55%

Camels

63.64%

Contentment

70%
Nature

74.55%

Mother

70.91%

Couple

74.55%
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NeutBaby

60%

Dog

56.36%

Family

83.64%

Excitement

80.91%
Rafting

81.82%

WaterSkier

92.73%

Runners

60%

Football

74.55%

Skier

89.09%

Rafters

87.27%

Disgust

89.7%
Mutilation

94.55%

Mutilation

87.27%

FliesOnPie

83.64%

Dirty

100%

Garbage

98.18%

BurnVictim
Fear

73.34%
Tornado

74.55%

Dog

83.64%

Snake

83.64%
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Snake

81.82%

Shark

81.82%

DentalExam

34.55%

Sadness

83.64%
GrievingFem

85.45%

Kids

83.64%

Man

67.27%

Woman

98.18%

CarAccident

72.73%

Hospital

94.55%

First thing that could be noted is that the agreement rate for negative emotions (82.23%)
is higher as compared to that of positive emotions (75%). It is shown in various research studies
that positive emotions are more complex and the evolutionary purpose of positive emotions is
different from negative emotions. (See Broaden-and-Build theory of positive emotions from
Fredrickson [131]). One of the lowest agreement rates are found within emotion amusement for
pictures of hippo (60%) and clowns (61.82%). The image of hippo could be perceived as a wild
creature and amusement is not the emotion that one would feel. The disagreement in rating the
picture of clowns is due to the general tendency to relate clowns with fear instead of amusement.
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Figure 38: Emotion selection % agreement rates compared to study by Mikels et al.
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6.4 Physiological Measures
In this sub-section we will describe how features from different physiological sensors
could be used to differentiate emotions that are shown above to have distinctive subjective selfreport on average.

6.4.1 EEG
As discussed earlier several hypotheses exist in considering activation of hemispheric
asymmetry in emotional processing. The valance hypothesis posits that the right hemisphere
activity in the frontal region is dominant when negative emotions are experienced and vice versa.
It has also been shown that the frontal brain asymmetry at resting baseline predicts individual
reactivity to emotional stimuli. Several studies [168]-[169] show that increased right/left frontal
activity during resting baseline predicts subjective self-reports of heightened negative/positive
affect to negative/positive stimuli in form of film clips. This relationship between resting
baseline asymmetry and participant’s report of emotions is also shown in infants, where infant’s
reactions to maternal separation are correlated to the baseline asymmetry metric [135]. These
research endeavors predicting subjective reactivity to emotional stimuli from EEG baseline data
do not evaluate the EEG data while the participant is experiencing the emotion. In our opinion,
evaluating this EEG data is critical, especially in an application such as using it in adaptive
learning environment, where estimation of a real-time metric is necessary.
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In our study firstly we show how the increased right or left frontal activity during
baseline sessions could be used to cluster participants in three categories of positive, negative or
neutral bias participants. It is shown further that participants, who show neutral bias during
baseline, also show left hemispheric activation for positive stimuli and right hemispheric
activation for negative stimuli. In the process we also compare results from two signal
processing methods to extract the hemispheric asymmetry metric, the original PSD methods and
wavelet method.

6.4.1.1 EEG Baseline Analysis
As described in the data collected section, we collected EEG baseline data from three
different sessions, eyes open (EO), eyes closed (EC) and psychomotor vigilance task (PVT).
Each session lasted for five minutes. In order to calculate a metric of hemispheric asymmetry
from the baseline data, we extracted twelve non-overlapping time windows of six seconds each
from the start of each baseline session. The twelve metrics obtained for each of the baselines
were averaged to obtain one representative metric for each baseline session for each participant.
A single metric for each participant was obtained by further averaging the metrics from the three
baseline sessions.
It has been shown that the frontal brain asymmetry at resting baseline predicts individual
reactivity to emotional stimuli. Several studies [168]-[169] show that increased right/left frontal
activity during resting baseline predicts subjective self-reports of heightened negative/positive
affect to negative/positive stimuli in the form of film clips. This relationship between resting
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baseline asymmetry and participant’s report of emotions is also shown in infants, where infant’s
reactions to maternal separation are correlated to the baseline asymmetry metric [135]. This
research in predicting subjective reactivity to emotional stimuli from EEG baseline frontal
asymmetry does not look at the asymmetry metric derived from the emotional experience itself.
In our study, we show how the increased right or left frontal activity during baseline sessions
could be used to cluster participants in three categories of positive, negative or neutral bias. It is
shown further that participants who show neutral bias during baseline, show left hemispheric
activation for positive stimuli and right hemispheric activation for negative stimuli.
Table 8 below shows the average baseline asymmetry metric for participants clustered
into three groups. The neutral bias group shows asymmetry ratio close to zero, where as the
positive/negative bias group show the average asymmetry metric lying in that respective
direction. Notice that the standard deviation of this asymmetry metric is significantly smaller
when metric is calculated with the wavelet method, as compared to the PSD method.

Table 8: Average baseline laterality metrics for three groups of participants

Positive Laterality
Bias @ Baseline
(8/56 Participants)
Negative Laterality
Bias @ Baseline
(17/56 Participants)
Neutral @ Baseline
(31/56 Participants)

Average Laterality Metric over
three baseline tasks
(Wavelet Based) (x100)
(Standard Deviation)

Average Laterality Metric over
three baseline tasks
(PSD Based) (x100)
(Standard Deviation)

9.21 (0.0034)

26.79 (0.0237)

-2.94 (0.0038)

-2.28 (0.0191)

0.28 (0.0035)

0.85 (0.0206)
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In order to investigate whether these difference in the three groups are significantly
different we did an ANOVA analysis for both the PSD and wavelet methods. Table 9 and Table
10 below show the results from this analysis. Notice that p < 0.05 for both the wavelet and PSD
method.
Table 9: ANOVA analysis for wavelet metrics from all three baseline
Wavelet
(ALL 3 baselines)
Source

SS

df

MS

F

Prob>F

Groups

0.079239

2

0.03962

10.96678

0.001

Error

0.180635

50

0.003613

Total

0.259874

52

Table 10: ANOVA analysis for PSD metrics from all three baseline
PSD
(All 3 baselines)
Source

SS

df

MS

F

Prob>F

Groups

0.506548

2

0.253274

12.29338

0.001

Error

1.030124

50

0.020602

Total

1.536672

52
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6.4.1.2 EEG Emotion Data Analysis
In order to test the valance hypothesis using both the wavelet methods developed by us
and the PSD method, the discrete emotions needed to be grouped into positive and negative
valance. The four positive discrete emotions amusement, awe, contentment and excitement were
grouped as positive emotions whereas the three negative discrete emotions disgust, sadness and
fear were grouped as negative emotions. A classification accuracy of 54.62% was found using
this process with the wavelet approach. This performance is poor with no significant
improvement from the chance probability of classification. In order to investigate further to
identify if there is any single or particular set of discrete emotions that cause the performance to
drop, we determined the contribution of each of the discrete emotions towards the accuracy of
54.62%. Figure 39 below shows the percentages of correct classification into negative and
positive valance for each of the seven discrete emotions. Notice the highest percentages (~70%)
are achieved for emotion amusement in positive valance class, and disgust in negative valance
class. In testing the valance hypothesis, these two emotions (amusement for positive and disgust
for negative valance) are usually used to represent positive and negative valance in literature [99101].
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Figure 39: Contribution of individual discrete emotions towards separating the hemispheric
asymmetry metrics according to the valance hypothesis with the highest percentages in each
valance class highlighted in orange (C=Contentment, Am=Amusement, Aw=Awe,
E=Excitement, D=Disgust, F=Fear and S=Sadness)

We use the EEG data from these two emotion labels (amusement and disgust) for further
analysis. The emotion data from when participants viewed the positive and negative image
stimuli is processed to obtain the metric of asymmetry per image per participant. Based on the
valance hypothesis, negative metric of asymmetry is expected when negative emotions are
elicited, and positive metric of asymmetry is expected when positive emotions are elicited. Table
11 below shows how accurately the wavelet method and the PSD method calculate the metric of
asymmetry compared to the expected polarity of the metric from the hypothesis. Participants that
are clustered in the neutral category from the baseline analysis above are shown in this table.
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From this table below it could be noted that the wavelet based metric of asymmetry estimates the
dominant hemispheric activity more consistently compared to the PSD approach. The overall
accuracy with the wavelet approach is shown to increase by 15.28% compared to the PSD
approach. In order to evaluate which of the different types of wavelets give the best separation
we tested three different types of wavelets, Coiflets, Daubechies and Symlets of different orders.
We also tested four different types of windows usually used for determining the PSD metric.

Table 11: Correct hemispheric activation percentages for wavelet and PSD methods for the
emotion data
Window

Name

Participant
(1=Chebyshev,
(Neutral

Best

Best
Wavelet names

baseline)

Wavelet %

2=Kaiser,
PSD
3=Gaussian,

n=31
4=Hamming)
6

75%

coif1, coif5

66%

1

9

75%

coif2

66%

1,2,3,4

17

83.33%

db5, sym5, coif5

75%

2,4

18

75%

sym4, sym7, coif1, coif2

41%

1,2,3

30

66.66%

db6, db8, sym8, coif3, coif5

58%

1,2,3,4

34

58.33%

coif5

50%

2,4

37

75%

db3 db9 sym3 sym4 coif2

75%

1,3
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38

83%

db6

50%

1,2,4

44

75%

db3 db4 sym3

66%

2

70

75%

db2 sym2

50%

1,4

42

66%

sym5 sym7 sym8 coif4

66%

3

50

66%

db6 sym8 coif2 coif4

58%

2

56

83%

coif2

75%

2

63

83%

db2 sym2 sym7

66%

1,2,3,4

35

50%

db5 db10 sym5 sym7 coif4

33%

4

33

66%

coif5

41%

1,2,3,4

46

75%

66%

2,4

db1 db4 db6 db7 sym6 sym8
coif2
49

83%

db1, coif3

58%

1,2,3,4

5

83%

db10

66%

1,2,3,4

8

75%

db3 db6 db9 sym3 coif1

58%

1,3

59

66%

db8 coif4

25%

1,2,3

52

83%

coif3

58%

1,4

1

75%

db7, db9, db10, coif3

75%

1

13

75%

db2 db8 sym2 sym5 sym8

50%

3,4

15

75%

db2 sym2

66%

1,2,4

19

83%

83%

2,4

db4 db6 db10 sym4 sym6
sym7 coif2
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db1 db3 db5 sym3 sym6
40

58%

50%

1,2,3,4

coif1
45

75%

sym7 coif3

58%

1,3

54

45%

db2 db4 sym2 sym8

41%

1,2,3,4

60

50%

db1 db4 db6 sym8

50%

1,4

48

58%

db5

41%

2,4

Avg.

71%

-

57%

-

A wavelet based extraction of frontal hemispheric asymmetry metric was presented in
this section. Comparison of this method with the standard PSD method improved accuracy by
15.38% in case of emotion elicitation experiment. In further research this metric could be used in
gauging cognitive task performance with greater accuracy. Selectivity of hemisphere while
engaged in verbal versus spatial task is well established in literature [170]. This new method of
extracting asymmetry metric could be used in differentiating between these tasks with greater
accuracy.
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6.4.2 ECG
As described earlier we use the average heart rate measure derived from ECG to evaluate
if there are any discrete emotion-dependent patterns in the average heart rate. Different patterns
in heart rate are observed before, when using static images in the form of IAPS as emotion
elicitors [56, 68]. Greatest reduction in heart rate is observed for negative valance pictures;
whereas less reduction in heart rate with a peculiar tri-phasic change in heart rate is observed for
positive valance pictures. We differentiate between different emotions within the positive and
negative emotions in two ways: 1) comparing the mean heart rates for the different emotions and
2) assessing how the heart rate changes second by second after the picture is displayed for
viewing. Table 12 below shows the means of heart rates (in column 2) in beats per minutes
(b.p.m.) for the seven emotions for n=52. The values of standard errors are listed in column 3. (it
is derived as std. error = standard deviation/√ ); and the upper and lower bounds with 95%
confidence interval are computed as: Mean

1.96*std. error. The mean heart rates across

different emotions are also graphed in Figure 40 below which also shows the differences in the
heart rates due with positive and negative emotions.
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Table 12: Test of with-in emotion effects in heart rates (C=Contentment, Am=Amusement,
Aw=Awe, E=Excitement, D=Disgust, F=Fear and S=Sadness)
Measure: Heart Rate
95% Confidence Interval
Emotion

Mean

Std. Error
Lower Bound

Upper Bound

C

70.475

1.180

68.105

72.845

Am

71.859

1.251

69.347

74.371

Aw

72.483

1.231

70.012

74.954

E

72.052

1.191

69.661

74.444

D

72.984

1.249

70.476

75.491

F

73.607

1.214

71.169

76.044

S

74.041

1.228

71.575

76.507

Figure 40: Mean heart rate for different emotions (with 95% confidence intervals)
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In order to evaluate how the heart rate changes as the picture is being viewed for the six
second time interval; we calculated average heart rate every half second after the onset of picture
viewing. The change in heart rate from one second prior to onset to every half second after onset
was calculated.

Figure 41: Average waveforms of heart rate changes for different emotions

One result from this analysis is on average, for all the emotion eliciting pictures, that the
heart rate decreases compared to the baseline period when neutral stimulus (in the form of gray
screen) is viewed. This initial decrease in heart rate for viewing emotional picture may result
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from an orienting response. The concept of orienting response was first observed by Pavlov
[32] during his classical conditioning experiments. Several aspects of the orienting response are
characteristically different such as when the response (a) is elicited for novel stimuli, (b) is
immediately elicited, (c) produces changes in the physiological parameters, and (d) directs the
organism away from the stimuli.

Figure 42: Average waveforms of heart rate changes for negative emotions (Disgust, Fear and
Sadness)

Greater heart rate decreases are observed for negative picture stimuli, which is also
observed elsewhere and termed “fear bradycardia” [171] (p.p. 53-56). This deceleration is
sustained when the defensive system (for “fight or flight” preparation) is not activated [68]. The
emotion of disgust is said to be a result of evolution where aversion is elicited to certain stimuli
to avoid contamination of the body, and the “fight or flight” system is not activated during
elicitation of this emotion [172]. The pattern of sustained deceleration is present in the case of
disgust (marked by red

○ in Figure 41 and Figure 42 above). An acceleration of heart rate after
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initial deceleration is indicative of activation of the defensive system [68]. This defensive
activation is typical in the case of emotion of fear where “flight” reactions are initiated [126].
This pattern of acceleration of heart rate could be noted in the case of fear emotion elicitation
(indicated by red □ in Figure 41 and Figure 42 above).

Figure 43: Average waveforms of heart rate changes for positive emotions (Amusement, Awe,
Contentment, and Excitement)

In case of positive emotions (Figure 43 above) a tri-phasic waveform of initial heart rate
deceleration (due to orienting response) followed by acceleration is observed similarly observed
in Bradley et al. [68] study. The greatest initial deceleration was observed in the case of emotion
excitement.
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6.4.3 Eyetracker
The conclusions from different studies in case of pupil diameter changes as a
function of negative and positive stimulus are contradictory. From their experiment, Hess et al.
[80] concluded that the pupil constricts while exposed to negative emotions and dilates while
exposed to positive emotions. This conclusion was refuted by Jannise et al. [79] and Libby et al.
[82]. These findings along with recent findings from Bradley et al. [66] point towards a linear
relationship between the arousal of the picture and diameter of pupil, and not the valance as
originally reported by Hess et al.

Figure 44: Average waveforms of pupil diameter changes for different emotions
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Although difference between changes in pupil diameter for positive and negative stimuli
is not as significant as the changes in heart rates, we can notice some interesting observations for
individual discrete emotions. First, irrespective of emotions, the pupil diameter reduces, at the
onset of stimuli, due to orienting response. This phenomenon is similar to that observed in the
heart rate reduction right after the stimuli onset. This phenomenon was also observed previously
in visual stimuli studies using IAPS data set [66], as well as using auditory stimuli [83] called
International Affective Digitized Sounds (i.e. IADS). IADS [173] is an auditory version of IAPS.
After the initial orienting response the diameter recovers and returns back to the starting baseline
value. From our dataset this is predominantly observed for negative emotions (Figure 44 above).

Figure 45: Average waveforms of pupil diameter changes for different emotions (Disgust, Fear
and Sadness)

124

Greatest decrease in pupil diameter is observed in the case of emotion awe over all the
seven emotions. Within the negative emotions, disgust produces the greatest decrease in pupil
diameter.

Figure 46: Average waveforms of pupil diameter changes for different emotions (Amusement,
Awe, Contentment and Excitement)
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6.4.4 EDR
Similar to initial decrease in heart rate due to the orienting response, EDR is observed in
all the emotional content at different degrees. For low arousal negative emotions (i.e. sadness
indicated by red ◊ in Figure 47 below) average EDR waveform is similar to that observed for all
the positive emotions.

Figure 47: Average waveforms of skin conductance changes for different emotions
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For emotions disgust and fear, as the defensive activation increases, it gives rise to an increase in
sympathetic activity. Due to this increase in sympathetic activity prominent EDR response
(indicated by red ○ for disgust and red □ for fear) are observed for these emotions.

Figure 48: Average waveforms of skin conductance changes for different emotions (Disgust,
Fear and Sadness)

A similar orienting response is also found in the positive emotions (Figure 47 above and
Figure 49 below). It is shown by Bradley et al. [68] that motivationally intensive pictures (like
opposite sex erotica etc.) are able to elicit responses similar to those observed in the case of
negative emotions of fear and disgust.

127

Figure 49: Average waveforms of skin conductance changes for different emotions (Amusement,
Awe, Contentment and Excitement)

The highest arousal positive pictures in our subset contained pictures of emotion
excitement, which predominantly contained pictures of sporting events and adventure sports. It is
noted by Bradley et al. [68], that these kinds of visual stimuli although similar in arousal ratings
to that of erotic content, do not create enough motivational drive to trigger the parasympathetic
nervous system and therefore the peculiar EDR response is not observed in these kinds of
stimuli.
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CHAPTER SEVEN: DISCUSSION AND FUTURE RESEARCH
DIRECTION

7.1 General Discussion and Conclusions
In this research we have addressed the challenge of capturing salient features of
physiological data from four sensors, using this to advance the science of understanding
emotions from the viewpoint of adaptations in human physiology and the digital signals captured
from them. Emotions play a significant role in the process of learning. Thus, to build effective
adaptive learning systems, assessing the learner’s emotional state must be a required parameter.
For this reason, the use of physiological sensors in adaptive learning systems is an emerging field
of research. In this work, we have presented requirements for the employment of physiological
sensors within this field of use and evaluated associated metrics with which to predict the
emotional state of the learner.
Theoretically, the differentiation of emotions begins as positive and negative emotions
which are closely related to the approach-withdrawal motivational systems. These two
antagonistic motivational systems help organisms thrive and survive [174]. The emotions are
said to accompany the activations of one of these motivational systems [63]. Numerous
experiments show that viewing static pictures could activate these motivational systems and
elicit emotions in humans. In their efforts to standardize the pictures used to study emotions and
the motivational systems, Lang et al. [115] created a set of validated pictures that has normative
ratings for each picture available. In our experiment we used a subset of these pictures to detect
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the patterns of physiological features for specific emotions. Based upon these results, we provide
guidelines for how such measures apply to the field of adaptive learning systems.

7.1.1 Experimental Study of Emotions with Validated set of Visual Stimuli
Initially we evaluated the validity of the IAPS picture set for experimentation with
physiological sensors and emotions. First, we conducted a pilot experiment with 17 participants,
to select a subset of the IAPS dataset, which elicits discrete emotions. Seven distinct emotions
namely, amusement, awe, contentment, excitement, fear, disgust and sadness, emerged with this
analysis, with 77.45% agreement rate within participants in choice of one discrete emotion
among seven for negative emotions, and 74.51% agreement rate for positive emotions.
The second experiment involved collection of physiological data as well as individual
ratings as above from 70 participants. The SAM rating system on the arousal and valance scales
revealed a similar average rating for each selected image on the valance scale. An overall shift
towards lower arousal compared to the normative IAPS ratings was observed (refer Figure 35)
for all the images in the subset selected. This shift has also been observed by several other
researchers [163-165]. Several reasons potentially explain this downward shift including
repeating the exposure of the same images to the participant for rating them and the normative
IAPS ratings attained from 20 to 30 years old. In the gender difference analysis, we observed that
females express emotions with higher ratings compared to men, in accordance to the
stereotypical beliefs and also shown elsewhere [76, 167].
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7.1.2 Central Nervous System and Motivational Reactions in Emotions
The approach-withdrawal motivational systems and its relation to positive and negative
emotions respectively is well known in the literature [175]. The study of CNS activity, especially
as it relates to the approach-withdrawal motivational systems, is carried out extensively by
Davidson et al. [99-104, 176, 177] in a host of different studies using EEG. In these studies the
main model under test is the approach-withdrawal model (also called valance lateralization
model [95]). Under this model, an increase in left frontal cortex activity is associated with
approach related behavior or positive emotions and an increase in right frontal cortex activity is
associated with withdrawal related behavior or negative emotions. We tested this hypothesis
using the EEG signals from the frontal cortex (sites F3 and F4 from left and right frontal cortices
respectively). Typically, a PSD technique is used to extract a composite metric of hemispheric
asymmetry from the signals from left and right frontal cortices [134]. We used a novel waveletbased composite metric, which shows a better rate of separation between the laterality for
approach vs. withdrawal related emotions. A classification rate of 71% was found from this new
wavelet-based metric as compared to the rate of 57% from the PSD technique, when two
emotions, amusement and disgust, are used as representative of the approach and withdrawal
related emotions respectively.

7.1.4 Autonomic Nervous System and Motivational Reactions in Emotions
The autonomic nervous system activity due to orienting response is described in the case
of change in heart rate [122], change in electrodermal response [66, 68], and change in pupil
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diameter [66]. The orienting response is said to occur when new stimuli (e.g. due to change in
the environment detected by perceptive organs) present themselves to the organism. This
response occurs immediately to orient the organism towards the new situation. The observed
effects of this responding are immediate reduction of heart rate, reduction of pupil diameter and
change in conductance properties of the skin. All these effects due to orienting response are
observed in our heart rate, pupil diameter and EDR data [178](Refer to Figure 41, Figure 44 and
Figure 47 respectively). For withdrawal related emotions such as fear and disgust, the
parasympathetic branch of the autonomic nervous system dominates, resulting in a high rise in
electrodermal conductivity, and is observed in the EDR signal for these emotions (Figure 48). In
case of heart rate changes, for these emotions, after the deceleration of heart rate (due to
orienting response) the heart rate continues to remain low (Figure 41). From these observations,
it is concluded (similarly to observations by Bradley et al. [68]) that different mechanisms (in
this case, mechanism to change the heart rate, which is achieved through change in vagal as well
as sympathetic efferent signals to the heart, and mechanism to change the hydration of the
palmer skin, through change in sympathetic efferent signals to the sweat glands of the skin)
controlled by the autonomic nervous system react differently for different organs, for the same
type of emotions. In fact a rise in heart rate after the initial deceleration is observed in case of
phobic participants when they view phobia specific emotional content [179]. Research suggests
that during phobic responses, the autonomic nervous system responds earlier compared to
normal non-phobic participants, which raises the heart rate to cope with the withdrawal type fear
emotion.
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The autonomic responding for positive emotions takes a different path for the pictureviewing task. It could be noted from our results for the emotions amusement, awe, contentment
and excitement that, after the initial orienting response, which is nominal, there is no significant
activity of heart rate change or EDR change. In this context, it is theorized [131] that positive
emotions perform a different role as opposed to negative emotions. In her “broaden-and-build
theory” of positive emotions, Fredrickson [131] contends that positive emotions are not elicited
in any life threatening events, but rather they are elicited to “increase one’s personal resources”
due to the positive experiences. This is said to be beneficial to an organism in long-term
wellbeing, as opposed to the negative emotions (such as fear and disgust), which provide
immediate adaptive benefits to the organism in situations of threat. In our opinion, the positive
and negative emotions provide distinct advantages to the organism as the autonomic activity is
different in case of the two types of emotions even though the rated arousal values are similar
(e.g. excitement and fear have average arousal values of 6.37 and 6.08 respectively on scale of 19, from normative IAPS ratings).

7.1.5 Moving from Mean Analysis to Individual Participant Analysis
In order to use the physiological sensors in real world applications such as adaptive
learning systems, it is necessary to move from the analysis of physiological signals using
aggregating statistical techniques across participants to creating techniques to analyze individual
participant data [25]. These techniques would of course use knowledge gained from the
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aggregate statistical analyses, and fine tune them for individual participants. A clustering
approach is suggested by Picard [25], where clustering of similar participants is advised.

7.1.5.1 EEG

Negative
Cluster
30%

Neutral
Cluster
54%

Positive
Clsuter
16%

Figure 50: Clustering of participants according to baseline EEG frontal hemispheric asymmetry
metric

In the case of using the EEG data to estimate a metric of hemispheric asymmetry, we
have shown three clusters of participants from the analysis of their baseline metric of
hemispheric asymmetry. Participants, who show neutral baseline averages over the three subtasks in the baseline, are considered for further analysis. These “neutral” participants show the
expected activation of the frontal hemispheres for negative and positive valance emotions.
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7.1.5.2 EDR
Although the mean signal curves seen in Figure 47 give insight into how the EDR signal
behaves for different emotions on average, there are several challenges when using this signal for
a single participant. The most important challenge is the subjective variability in the production
of EDR signals. In literature, participants are clustered according to the number of electrodermal
responses produced by the participants. Participants who produce more response than the median
value of the number of responses of a group are termed “labile” participants, where those who
produce less than the median value are termed “stabile” participants [180, 181].

Figure 51: Example of subject variability in EDR signals (a) 'Stabile' participant with 36
responses in 504 seconds, (b) 'Labile' participant with 113 responses in 504 seconds
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Figure 51 above shows examples of EDR waveforms from two participants. In order to
distinguish between these two types of participants with respect to the EDR signal, we used the
mathematical (exponential-sigmoidal) model fitting procedure explained in section 5.4.1,
originally described by Lim et al. [162], and used for discriminating between high and low
arousal levels [27]. Two criteria were used in deciding if a response is detected or not. (a) The
gain value of the fitted curve should be positive and (b) the rise of EDR from the start of stimuli
onset must be greater than 0.1 μSiemens (This is the recommended value in determining
occurrence of SCR [182]). Using this process we were able to cluster a total of 49 participants;
into two groups of 28 labile participants and 21 stabile participants as shown in Figure 52 below.

Stabile
43%
Labile
57%

Figure 52: Clustering of participants according to number of electrodermal responses found in a
constant period of time
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Figure 53 shows the process of deciding if an electrodermal response is present in the time frame
of six seconds.

Figure 53: Detection of skin conductance response from (1) the gain value of the fitting function
(g1 < 0, classify as not response), (b) the amplitude change (amplitude change < 0.1 microS,
classify as no response, (c) gain value g1 > 0 and amplitude change > 0.1 microS, classify as
response detected.)
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We calculated the number of occurrences of the EDR responses for each emotion, for
each participant group separately. Figure 54 below shows the counts for the two groups.

Figure 54: Count of EDR occurance for each emotion type, for two groups (a) Labile group (b)
stabile group, Note the scale in y direction is different for both the plots. (C=Contentment,
Am=Amusement, Aw = Awe, E=Excitement, D=Disgust, F=Fear and S=Sadness)

Note that although the stabile group had fewer responses than the labile group (the scales
in the y direction are different for the two plots in Figure 54 above), the overall distribution
across the emotions is similar.

138

7.1.6 Recommendations for Adaptive Learning System Designers
In this section we give specific recommendations for system designers to incorporate
emotion estimation using physiological sensors. The following is a list of sensors in the order of
practical usability in a real automated learning environment.
1) ECG – This is the most unobtrusive sensor of the four evaluated in our research. It
disturbs the natural movement of the participants.
2) EDR – This sensor is more obtrusive than ECG, as it is required to attach the electrodes
on the fingers of the participants.
3) EEG – Although not obtrusive in participant movement, this sensor requires several
preparation steps in getting the electrodes ready, and applying them to the scalp of the
participant.
4) Eyetracker – This sensor in our opinion could be most obstructive, in its eyewear form,
and the IR light shining on the eye might be uncomfortable for some participants. A
desktop version is a solution to this problem, although creating some other issues, such as
requirement to control ambient light more precisely, and failure in detection of the eye
and pupil from a larger distance.
In the following we give a series of steps a system designer should follow in order to include
these sensors, and the emotion recognition in their design consideration.
1) Determine the level of detail of emotion information required for the learning application
under consideration. For example, some researchers [112] detect the presence of
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emotions using statistical methods and trigger adaptation without understanding the
underlying biology. Another strategy is to detect high versus low arousal or positive
versus negative emotion states or both. This method is still easier than detecting
individual discrete emotions. As shown from our results, ECG is best at detecting the
valance component of the emotion, where as EDR is best at detecting the arousal
component. Our previous effort [27] of extracting components by model fitting approach
from EDR data has been shown to differentiate high and low arousal states elicited using
picture-viewing.
2) If it is determined that detecting one or multiple specific discrete emotions is necessary to
enhance the performance of the learning system, a short list of critical emotions should be
generated. Further investigation with experimentation with the shortlisted emotions is
necessary.
3) Depending on the requirements from 1) and 2) above, select the physiological sensors,
which fit the application the best, with consideration given to the practical usability listed
in the previous section.
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7.2 Future Research Direction
In this research endeavor we focused on the important role emotions play in learning.
This effort needed to be carried out in a multi-disciplinary environment, with understanding of
important findings in emotion research, in learning theories, in human physiology, in
experimental design, and in signal processing. Although emotion is an important part of the
learning process, other aspects of learning, like cognitive processes must also be addressed to
build an effective adaptive learning system. In order to take the findings to the next level, future
studies should include tasks that involve emotion elicitation as well as cognition (e.g.
mathematical problem solving). The challenges that are present in these types of studies would
be to separate out the two components of emotion and cognition reliably.
Recently it is emphasized [25] that in order to advance the research in emotion, the
experimentation needs to be taken out of the laboratory and in to real world environments. Real
world environment presents challenges of its own, when data is to be collected in these
environments. Challenges such as noise incorporated due to participant movement and variations
in biological functioning due to factors other than emotions, need to be addressed. The
experimenter has less control over the parameter to be examined in real world scenarios. Recent
advances in research in virtual environments and virtual/augmented reality could help bridge this
gap between the laboratory setting and the real world. In such environments, the participant is
exposed to near real world scenarios, maintaining the control the experimenter wishes to have in
studying the phenomenon of emotion. In the next set of experiments, data should be collected in
such environments built for the purpose of training and education.
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APPENDIX A: LIST OF IAPS PICTURE STIMULI USED
IAPS Image #

IAPS Image Name

Avg. Arousal

Avg. Valance

Emotion

1500

Dog

7.24

4.12

Contentment

2260

NeutBaby

8.06

4.26

Contentment

2311

Mother

7.54

4.42

Contentment

2360

Family

7.7

3.66

Contentment

2530

Couple

7.8

3.99

Contentment

5201

Nature

7.06

3.83

Contentment

1340

Woman

7.13

4.75

Amusement

1810

Hippo

6.52

4.45

Amusement

1811

Monkies

7.62

5.12

Amusement

1920

Porpoise

7.9

4.27

Amusement

2092

Clowns

6.28

4.32

Amusement

8600

Mascot

6.38

4.26

Amusement

1850

Camels

6.15

4.06

Awe

5300

Galaxy

6.91

4.36

Awe

5600

Mountains

7.57

5.19

Awe

5660

Mountains

7.27

5.07

Awe

5890

Earth

6.67

4.6

Awe

7580

Desert

7.51

4.59

Awe

8030

Skier

7.33

7.35

Excitement

8116

Football

6.82

5.97

Excitement

8200

WaterSkier

7.54

6.35

Excitement

8220

Runners

6.5

5.19

Excitement

8370

Rafting

7.77

6.73

Excitement

8400

Rafters

7.09

6.61

Excitement

3000

Mutilation

1.59

7.34

Disgust
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3071

Mutilation

1.88

6.86

Disgust

3110

BurnVictim

1.79

6.7

Disgust

7360

FliesOnPie

3.59

5.11

Disgust

9290

Garbage

2.88

4.4

Disgust

9300

Dirty

2.26

6

Disgust

1052

Snake

3.5

6.52

Fear

1113

Snake

3.81

6.06

Fear

1301

Dog

3.7

5.77

Fear

1930

Shark

3.79

6.42

Fear

3280

DentalExam

3.72

5.39

Fear

5972

Tornado

3.85

6.34

Fear

2141

GrievingFem

2.44

5

Sadness

2490

Man

3.32

3.95

Sadness

2700

Woman

3.19

4.77

Sadness

3220

Hospital

2.49

5.52

Sadness

9520

Kids

2.46

5.41

Sadness

9911

CarAccident

2.3

5.76

Sadness
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APPENDIX C: EMOTION RATING SCALES
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APPENDIX D: MATLAB CODE
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Matlab Code for fitting raw EDR data to the sigmoidal-exponential model
% developed by Lim et al. [Lim C., Rennie C., Barry R., Bahramali H., Lazzaro I., Manor B., and Gordon E.,
% “Decomposing skin conductance into tonic and phasic components. ,” International Journal of
Psychophysiology vol. 25, (no. 2), pp. 97-109, 1997.]
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [c3, gof3, c4, gof4] = fitModel(x,y, init_guess, init_guess)
% This function takes the data (x,y) and the initial guesses and fits it to model3 and model4 of the GSR
models from above reference. It returns the structre c3, c4, and the associated errors gof3, gof4. It returns
empty matrics if the fitting fails.
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
% Function description with SCL component
fn_str3 = '(a_0*exp(-t/t_d)) + c + (t>T_os1)*g1*exp(-(t-T_os1)/t_d)/((1+((t-T_os1)/t_r)^-2)*(1+((tT_os1)/t_r)^-2))';
% Function description with SCL component and two overlapping responses
fn_str4 = '(a_0*exp(-t/t_d)) + c + (t>T_os1)*g1*exp(-(t-T_os1)/t_d)/((1+((t-T_os1)/t_r)^-2)*(1+((tT_os1)/t_r)^-2)) + (t>T_os2)*g2*exp(-(t-T_os2)/t_d)/((1+((t-T_os2)/t_r)^-2)*(1+((t-T_os2)/t_r)^-2))';
% Provide the fitting parameters
s3 = fitoptions('Method', 'NonlinearLeastSquares','Algorithm','Levenberg-Marquardt','StartPoint',
init_guess3, 'MaxIter', 1000, 'MaxFunEvals' , 1000);
s3.Display = 'off'; % Other options: 'iter' to get status at each interation and 'notify' to notify the errors etc.
s4 = fitoptions('Method', 'NonlinearLeastSquares','Algorithm','Levenberg-Marquardt','StartPoint',
init_guess4, 'MaxIter', 1000, 'MaxFunEvals' , 1000);
s4.Display = 'off';
% Provide more options so that "Fit" function can be called.
f3 = fittype(fn_str3,'independent','t','options',s3);
f4 = fittype(fn_str4,'independent','t','options',s4);
% Try fitting the model with above initializations to the data (Model 3 referred in above reference)
try
[c3,gof3] = fit(x,y,f3);
catch ME1
c3 = [];
gof3 = [];
end;
% Try fitting the model with above initializations to the data (Model 4 referred in above reference)
try
[c4,gof4] = fit(x,y,f4);
catch ME2
c4 = [];
gof4 = [];
end
END EDR CODE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Matlab code for calculating the hemispheric asymmetry metric from the F3,
% F4 EEG channels, with the wavelet method.
% Author: Aniket Vartak
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [RLratioArray] = calcualte_ratios_from_EEG_wavelet(sub_num, mwave)
% Sub_num is the subject number, using which the data is loaded.
% mwave is the mother wavelet family which is used for wavelet decomposition.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% We have to go to level 5 decomposition with fs=256Hz, to get the required alpha band frequency.
vm = 5;
% Seperate the images according to class labels
Am = image_info(7:12,:);
D = image_info(25:30,:);
RLratioArray = zeros(1,12);
window_width=1; % In seconds
number_of_windows = 6/window_width; % The 6 second data is divided equally in these many segments.
data_points_in_each_window = window_width*256; % This variable is used for clarity in code
imagecounter=0;
for m=1:2 % run for amusement and disgust
for id=1:6 % number of images per emotion
% Inilialize the power array matrix
Powerarr=[];
imagecounter=imagecounter+1;
if(m==1)
image_number = find(Am{id,2}==image_id);
else
image_number = find(D{id,2}==image_id);
end
classCell = image_info(find(image_id(image_number) == cell2mat(image_info(:,2))),:);
for j=1:length(channel_numbers) % 2-channels [F3/F4]
ch_data = [];
ch_data = cell2mat(eeg_data_BP(image_number, channel_numbers(j)));
% Call extract wavelet features function
vararr=[];
for i = 1:number_of_windows % "number_of_windows" depends on size of window in which the
6sec data is segmented
startInd = (i-1)*data_points_in_each_window+1;
if(i==number_of_windows && (startInd+data_points_in_each_window>size(ch_data,1))) % Check
to see if this is the last second.
curr_data = ch_data(startInd:end,:); % For last second, take the data until the end
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else
curr_data = ch_data(startInd:startInd+data_points_in_each_window,:);
end;
if(max(curr_data)>100) % if the amplitude is more than 100 there is a good chance there is
some irregular data..
disp(['Excluding second ' num2str(i) ' data at channel ' num2str(j) ' for further analysis -stimulus image [' classCell{1} ']']);
continue;
end;
% Call "Wavedec" function to get the wavelet coefficients.
[Coefficients, BookKeepVec] = wavedec(curr_data, vm, mwave); % data over 1 sec. at a time
[cd1, cd2, cd3, cd4, cd5] = detcoef(Coefficients, BookKeepVec, [1 2 3 4 5]); % Get the "detail"
coefficients
% cd4 represents the 4th detail coefficient which is
% approximation to the alpha band.
vararr=[vararr; rmspower(cd4)];
end; % END 1sec for loop
alphapower(j) = mean(vararr);
end; % END channel for loop
% Take the ratio of mean alpha power from right hemisphere (F4) and
% left hemisphere (F3)
RLratio = log(alphapower(2)/alphapower(1));
RLratioArray(1, imagecounter) = RLratio;
end; % Images for loop END
end; % Disgust-Amesment for loop END
END EEG WAVELET CODE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
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