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ABSTRACT
Using Generative Adversarial Networks to Classify Structural Damage Caused by
Earthquakes
Gian Paolo Delacruz

The amount of structural damage image data produced in the aftermath of an earthquake can be staggering. It is challenging for a few human volunteers to efficiently
filter and tag these images with meaningful damage information. There are several
solution to automate post-earthquake reconnaissance image tagging using Machine
Learning (ML) solutions to classify each occurrence of damage per building material and structural member type. ML algorithms are data driven; improving with
increased training data. Thanks to the vast amount of data available and advances
in computer architectures, ML and in particular Deep Learning (DL) has become
one of the most popular image classification algorithms producing results comparable
to and in some cases superior to human experts. These kind of algorithms need the
input images used for the training to be labeled, and even if there is a large amount of
images most of them are not labeled and it takes structural engineers a large amount
of time to do it. The current data earthquakes image data bases do not contain the
label information or is incomplete slowing significantly the advance of a solution and
are incredible difficult to search. To be able to train a ML algorithm to classify one
of the structural damages it took the architecture school an entire year to gather 200
images of the specific damage. That number is clearly not enough to avoid overfitting
so for this thesis we decided to generate synthetic images for the specific structural
damage. In particular we attempt to use Generative Adversarial Neural Networks
(GANs) to generate the synthetic images and enable the fast classification of rail and
road damage caused by earthquakes. Fast classification of rail and road damage can
allow for the safety of people and to better prepare the reconnaissance teams that
iv

manage recovery tasks. GANs combine classification neural networks with generative
neural networks. For this thesis we will be combining a convolutional neural network
(CNN) with a generative neural network. By taking a classifier trained in a GAN and
modifying it to classify other images the classifier can take advantage of the GAN
training without having to find more training data. The classifier trained in this
way was able to achieve an 88% accuracy score when classifying images of structural
damage caused by earthquakes.
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Chapter 1
INTRODUCTION

This thesis attempts to use Generative Adversarial Networks (GANs) to enable the
fast classification of rail and road damages caused by earthquakes. Earthquakes can
cause tremendous damage to infrastructure, in some cases rendering it unfit for use.
Additionally during an emergency earthquake event happening in a populated area
many people get hurt and require medical attention. A greater emergency can occur
if people need medical attention but the rail or road to a hospital or some building
offering medical care has been damaged beyond use or is superficially undamaged but
has internal damages that render it dangerous to use. Surveyors usually come out
to inspect damages to determine if a rail or road is safe to use. Because this is an
emergency situation it may take hours or even days for someone to be able to come
out and inspect the damage. This is time that could be spent treating people who
need serious medical attention. So, with safety and health in mind, this thesis aims
to use GANs to create an image classifier specifically for the classification of rail and
road damage. This would allow anyone with a cellphone to take a photo of some
road, run it through the classifier, and see if the road is safe or dangerous.

1.1

Generative Adversarial Networks

GANs are a variation of neural network first introduced in a paper by I. Goodfellow
et al. in 2014[9]. Neural networks are a type machine learning algorithm that are
powered primarily through the use of data. For example, by feeding a neural network
many images of cats and dogs it can quite effectively classify new, unseen images as
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Figure 1.1: The process of training a neural network[14].
either images of cats or dogs. See Figure 1.1 for an example of this process. GANs
work by pitting two different neural networks in competition with each other, hence
the “adversarial” in the name. In the case of our GAN I created a neural network
whose job it was to generate images of rail and road damages and a neural network
whose job it was to differentiate between real images of rail and road damages and the
generated images. Pitting these two neural networks against each other allows the
generator to produce more convincing images of structural damages and allows the
discriminator to better differentiate between images of rails and roads and generated
images.
To apply this work towards the goal of structural damage classification I utilize a
concept known as transfer learning[21]. By taking the discriminative neural network
trained by the GAN to identify real images of rail and road damages and altering the
output the discriminator can now be used to classify those images of rail and road
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damages into their respective sub types. Specifically, our final neural network shall
be able to classify these images as either railroad damage, road damage with cracks,
and road damage caused by landslides.
Using a GAN for this task is necessary because the number of available images of
rail and road damages caused by earthquakes is very low for the purposes of neural
network training. For example the image data set used in this thesis contains only 524
images spread across three different categories which is not enough to avoid overfitting
when training a neural network for image classification. In addition, finding more
images to add to the data set is a laborious and time consuming task; it took the
architecture school of Cal Poly an entire year to gather 200 images of one specific type
of damage. Pre-training a discriminator using a GAN is a way of artificially increasing
the number of training images which increases the effectiveness of the discriminator.

1.2

Contribution

This paper’s contribution to science is twofold. First is the production of a classifier
for rail and road damages caused by earthquakes. Second is the development done
using GANs for this purpose. Using GANs in a situation in which there is very little
data available sheds light on this problem in machine learning development.

1.3

Overview of Thesis

This thesis shall cover the development and outcome of the GAN used to classify
structural damage caused by earthquakes. The Background chapter shall discuss in
further depth the concepts and terms used in this thesis. The Related Work chapter
shall discuss some work done by others that is similar to this project. The Design
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and Development chapter shall discuss the process of designing the neural network
structures needed to complete this thesis and how they developed over time. The
Results and Discussion chapter shall present the results of the final product and
discuss its validity by comparing it to other similar products. The Future Work
chapter shall discuss possible avenues of further study regarding this thesis. Finally,
the Conclusion shall reiterate the outcomes and discussion of this thesis.
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Chapter 2
BACKGROUND

This chapter shall explain some of the concepts and terms used in this thesis.

2.1

Artificial Neural Networks

Artificial neural networks (ANNs) are a machine learning technique modeled after
the human brain invented by Warren McCulloch and Walter Pitts in 1943. They are
constructed from multiple layers of neurons in a feedforward network. There may be
two or more layers in the network and the layers may or may not be fully connected,
see Figure 2.1. Each neuron outputs a value to the neuron in the next layer and each
receiving neuron associates a weight to each incoming value. The output of a neuron
is determined by combining the inputs and weights with an activation function and
a bias term, see Figure 2.2[8][4].
Neural networks learn by taking an input and producing an output, comparing the
produced output to a desired output, and adjusting the weights of each node to better
predict the desired output. This requires an activation function, a loss function,
and an optimization function. The activation function helps define the output of
a neuron as well as give the output a gradient. This gradient is essential for the
optimization function to perform. The loss function defines the difference between
the desired output and the neural network output. The optimization function takes
the loss produced by the loss function and propagates it back through the network to
determine how much each node contributed to the loss through a process called back
propagation. The weights of each neuron are then updated to minimize the loss and
5

Figure 2.1: A feedforward multilayer artificial neural network showing
input, hidden, and output layers[17].

Figure 2.2: Artificial neural network showing weights, bias, and output[17].
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the learning cycle continues.This learning process requires lots of training data for
the neural network to adjust its weights in such a way as to allow for desired outputs
from never before seen inputs[8][4].
There are two more terms regarding neural networks that need discussion for this
paper: learning rates and dropout rates. The learning rate determines how much the
weights can be adjusted upon back propagation. If the learning rate is too large then
the neural network may produce unstable results. If the learning rate is too small
then training takes much longer and the network runs the risk of getting stuck in a
local minimum when training. The dropout rate is the random percent chance that
the output of any single neuron is ignored during training. After training the dropout
rate is removed. Adding a dropout to a neural network in training creates a more
robust network and avoids overfitting to the training data[8][4].

2.1.1

Convolutional Neural Networks

Convolutional neural networks (CNNs) are are a type of artificial neural network
commonly used for image recognition. What differentiates these from other types
of neural networks is the use of convolutional layers. Convolutional layers do not
connect to every neuron in the previous layer but connect to groups of neurons. This
allows a convolutional layer to detect patterns or features within a group of neurons
which the next layer can extrapolate on. This works well for image processing because
real world images typically follow this pattern. For example, take an image of a cat
fed into a CNN designed to recognize images of cats. The first layer of the network
may only detect lines. The next image may see these line features and detect things
like whiskers, ears, or noses. The next layer may see the position of those features;
the whiskers, ears, and noses; and detect that the image indeed contains a cat. See
Figure 2.3 for an abstract example of CNN architecture[8][4].
7

Figure 2.3: High level view of a typical CNN architecture[18].

Figure 2.4: CNN architecture highlighting the height, width, and depth
of a convolutional layer[18].
Each convolutional layer contains not only a width and height but also a depth
Figure 2.4. The depth represents the multiple feature maps contained within each
convolutional layer. The width and height determine the position of the feature being
detected but each feature map determines the type of feature being detected. For
example, one low level feature map may detect only horizontal lines while another
may detect only vertical lines. A high level feature map may detect the presense of
an ear or an eye. CNNs are quite powerful because these feature maps are learned
rather than programmed[8].

8

Figure 2.5: A simplified example of a max pooling operation [18].
Figure 2.3 also shows a subsampling or downsampling layer. This downsampling
layer has a dual purpose: it can highlight certain features in any given position and it
lowers the parameters needed for training. The most common and effective method
of downsampling is to use a max pooling layer. A max pooling layer works by looking
at an area in the feature map and extracting the strongest response, see Figure 2.5
for an example of how this works. This is particularly effective for images because
any given position in an image will either contain a feature or it won’t so extracting
the feature that has activated the strongest response typically works best[8][4].

2.2

Generative Adversarial Networks

First invented in 2014 by Ian Goodfellow et. al, GANs are another type of neural
network and are the primary focus of this thesis[9]. GANs are able to generate a data
set very similar to a training data set. GANs do this by pitting two neural networks
against each other. One neural network, the generator, generates new data. The
other neural network, the discriminator, differentiates between the generated data
and the training data. See Figure 2.6 for a simplified GAN architecture example. The
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Figure 2.6: An example of GAN architecture[18].
generator gets information on what generated data fooled the discriminator and uses
this to learn better features for generating data capable of fooling the discriminator.
The discriminator gets information from the generated data it mistakenly labeled as
real and the training data that it mistakenly labeled as fake and uses this to learn
better features for discriminating between real and fake data. As one neural network
improves the other has to improve as well to compete with it[4][7].
The two changing neural networks create a dynamic system. As such, there is no
optimal minimum since every change to the neural networks changes the entire space
of possibility. For this reason GANS are quite difficult to train and there are no strict
guidelines for tuning the neural network architecture or hyperparameters. Neural
network architecture refers to the number, size, and types of layers used in a neural
network. Hyperparameters refers to things such as the learning rate, activation function, or dropout rate. Tuning of these variables is mostly done by trial and error or
educated guessing[4].
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2.3

Transfer Learning

Transfer learning is a concept in machine learning that deals with using knowledge
gained solving one problem and applying it to a different but still similar problem.
For example, taking a pre-trained CNN used to detect images of cats and training
this CNN to detect images of tigers. In this example the pre-trained CNN already
knows good features for identifying cats; eyes, noses, whiskers, bodyshape, etc.; and
it only needs to learn a few more features, such as stripes and color, to accurately
identify tigers. There are two advantages to using transfer learning. First is that
using a pre-trained network cuts down on training time which can be significant for
larger networks. The other is that not as many training samples are needed to train
a pre-trained network[21].

11

Chapter 3
RELATED WORK

This section shall discuss work related to this thesis. All but one of these works cited
use neural networks to identify structural damage caused by earthquakes. They are
categorized by the type of neural network they use.

3.1

Work Using Multilayer Neural Networks

A. Cooner et al. studied the effectiveness of multilayer neural networks, radial bias
neural networks, and random forests in detecting earthquake damage caused by the
2010 Port-au-Prince, Haiti 7.0 moment magnitude event[5]. In addition to images of
buildings they also included textural and structural features such as entropy, dissimilarity, Laplacian of Gaussian, and rectangular fit as variables included in classification.
Their work achieved an error rate below 40% in detecting damaged buildings using
the multilayer neural network and showed that the additional textural and structural
features included in their calculations could improve building damage classification
effectiveness. This work showed how effective multilayer neural networks could be
when used for damage classification when compared to other algorithms such as radial neural networks random forests. This work is related to this thesis because both
use multilayer neural networks to identify earthquake damage to built structures although their work uses a regular multilayer neural network while this thesis uses a
CNN.
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3.2

Work Using Residual Neural Networks

Deep Learning for Automated Image Classification of Seismic Damage to Built Infrastructure by M. Pantoja et al. is a 2018 conference presentation that uses a deep
learning algorithm to identify multiple damage types to built infrastructure caused by
earthquakes[14]. The algorithm presented was a residual neural network. Their work
achieved 88% accuracy when detecting building damage, 85% accuracy when drawing
a bounding box around the detected damage, and a 77% accuracy when drawing a
bounding box around short/captive reinforced concrete columns with shear damage.
Included in this presentation is a graphical user interface (GUI) wrapper for the developed algorithm. This work was the main inspiration for this thesis as this thesis is
meant to somewhat replicate their results but by using a GAN trained CNN classifier
on a data set consisting of roads and railways damaged by earthquakes instead of
buildings.
V. Hoksere et al. created an algorithm to automate post-earthquake building inspections [10]. Their method consisted of projecting images of the building onto a
3D mesh model while a residual neural network identified damage information from
the images and provided contextual information such as the presence of windows and
doors. The images would be taken by an unmanned aerial vehicle and the end product
presented to a building inspector. This method is safer for building inspectors since
they do not have to physically enter the buildings they are inspecting. This work
highlights the safety aspect by using an unmanned aerial vehicle to enter buildings
and take images instead of having a person risk their health by doing it themselves.
It also uses a neural network to identify damage similar to how this thesis classifies
damage although they used a residual neural network and this thesis uses a CNN
trained by a GAN.
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3.3

Work Using Convolutional Neural Networks

A. Vetrivel et al. constructed an algorithm to detect severe building damages caused
by destructive disaster events such as earthquakes using only oblique aerial images[16].
Their method uses the aerial image data to construct dense 3D point clouds and uses
a CNN to digest both the image data and the 3D point data to classify building
damages. The use of the 3D point data provided an improvement of up to 7% accuracy
over just using the image data. Their work is related to this thesis in that both use a
CNN to classify structural damage caused by earthquakes although this thesis uses a
GAN to pre-train the classifier and their classifier also takes as input 3D point data
in addition to images.
D. Duarte et al. developed a CNN using residual connections and dilated convolutions to identify building damages from images taken by satellites[6]. Their work
incorporated the use of up/downsampling image samples during training to improve
accuracy. To develop their CNN, they pre-trained it on a mix of satellite and aerial
imagery using the up/downsampling approach before fine-tuning the CNN on satellite
images alone. Their training method showed nearly a 4% overall accuracy improvement over other methods that only used satellite imagery without up/downsampling.
Their work is similar to this thesis in that both take advantage of pre-training the
neural network to classify damages caused by earthquakes as well as using some form
of data augmentation during training.
Z. Ross et al. used a CNN to monitor and detect earthquake-generating processes[15].
Previous methods were limited in that they could not detect events for which there are
no templates, limiting success in previously calm regions and for very large magnitude
events. Their CNN trained on a large data set of seismic body-wave phase data showed
much success detecting earthquakes in new environments and on unseen data even
14

with high background noise. This work is related to this thesis in that both use CNNs
for earthquake research. Where they differ is that this work feeds seismological data
into the CNN to detect earthquakes before they occur rather than use CNNs to detect
damages caused by the earthquakes.
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Chapter 4
DESIGN AND DEVELOPMENT

This chapter shall go over the design and the development of the final classifier. It
begins with a short summary of the data set the project is working with, then discusses
the overall design of the project, moves on to discuss the development of the GAN, and
finally discusses the development of the classifier used to classify structural damage
caused by earthquakes.

4.1

Data Set

This thesis started with an organized set of images collected and sorted by the Architecture Department at Cal Poly, San Luis Obispo. The images were organized into
three different classes: railroads with horizontal damage, roads with cracks in them,
and roads with damage caused by landslides or rockslides, see Figure 4.1 for some
samples from this data set. From this point forward, this data set shall be referred
to as the “rail/road damage data set”.
161 images were classified as railroads with horizontal damage, 184 images were classified as roads with cracks in them, and 179 images were classified as roads with
damage caused by landslides or rock slides for a total of 524 images.

4.2

Design

The goal of this thesis is to create a classifier for the rail/road damage data set. To
achieve this, I shall first create a GAN and train it on the aforementioned data set.
16

Figure 4.1: Sample images from the rail/road damage data set. Row a
contains images of railroads with horizontal damage. Row b contains images of roads
with cracks. Row c contains images of roads with landslide damage.
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After the GAN has been sufficiently trained I shall take the discriminator from the
GAN and modify its output layers to classify the three different types of rail and road
damage from the data set. I shall then further train this classifier on the data set
until it reaches a classification accuracy of at least 70% on a set of testing images. I
determined the 70% accuracy figure because the baseline accuracy with three classes
is 33% and 70% is a little more than double that so it is safe to assume that the
classifier at that point can perform effectively beyond any random chance.
When training neural networks the amount of data used affects the accuracy. Too
little training data will result in low accuracy or overfitting[4]. The rail/road damage
data set contains a total of 524 images spread across three different classes for an
average of 175 images per class. This is a small number of images for training a neural
network. Compare this number to the number of images in the MNIST database, a
commonly used image database used primarily for training image processing software.
This database contains 70,000 images spread across ten different classes for an average
of 7,000 images per class[20].
Using a GAN can artificially inflate the amount of training data. The generated
samples test the discriminator’s ability to identify key features and patterns in the
real data set. These learned features can then be used for other purposes such as
image classification[7]. This thesis uses the GAN’s ability to artificially increase the
number of training images to create a better classifier for the rail/road damage data
set.
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4.3

4.3.1

GAN Development

Initial Research and Development

Initial development began with an example GAN given in the book Deep Learning
with Python by Francois Chollet[4]. The book presented a basic GAN which was
later modified to work with the rail/road damage data set. See Tables 4.1 and 4.2
for the architecture of this GAN.
The first column shows the type of neural network layer used. The second columns
shows the shape of the output of the layer. The third column shows the number
of parameters in the layer. These are the weights of the layer. I shall go over the
generator and discriminator architecture for clarification.
The generator, Table 4.1, takes input from a random vector of size 32 and generates
an output of shape (32, 32, 3), that is to say an image of height 32 pixels by width
32 pixels with three color channels; red, green, and blue. The first layer, the input
layer, takes input from the random vector. The output shape is (None, 32). The
“None” in this layer refers to the limit of samples that the layer can take. Since
there is no limit to this number it is labelled “None”. This variable can be safely
ignored for the purposes of this thesis. The 32 refers to the number of neurons in
the layer. Since there are no trainable weights in this layer the parameter number is
zero. The next layer is a dense layer, otherwise known as a fully connected layer. It
contains 32,768 neurons and 1,081,344 weights. The next layer is the activation layer.
It contains the Leaky ReLU activation function. There are no weights associated
with activation layers, they simply combine with the previous layer. The next layer
reshapes the output to (None, 16, 16, 128). The next layer is a convolutional layer
with shape (None, 16, 16, 256). It is easier to visualize this as an image of size 16 x
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Table 4.1: Initial generator architecture. Layer one takes an input from a
random vector of size 32. Layer four reshapes the neurons into a 2D shape. Layers
five and six provide the convolutional layer and its activation function necessary for
a CNN. Layers seven and eight increase the size of the image to 32 x 32. The last
layer outputs a color image of size 32 x 32.
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Table 4.2: Initial discriminator architecture. Layer one takes an input from a
color image of size 32 x 32. Layers two and three provide the convolutional layer and
its activation function necessary for a CNN. Layer four through nine gradually decrease the size of the output. The last layer indicates whether or not the discriminator
thinks the input image is generated or from the training set.
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16 pixels with 256 feature maps. After the activation layer there is a convolutional
2D transpose layer. The primary purpose of 2D transpose layers is to upsample the
output. In this case, this layer upsamples the size of the image from 16 x 16 pixels
to 32 x 32 pixels. There are two more convolutional/activation layer pairs and finally
one last convolutional layer of size (None, 32, 32, 3). This final layer gives an output
image of size 32 x 32 pixels with three color channels; red, green, and blue. The
figures at the bottom of the table enumerate the total number of parameters of the
architecture, the total trainable parameters, and the total non-trainable parameters.
For the purposes of this thesis all parameters will be trainable.
The discriminator, Table 4.2, takes an image of shape (32, 32, 3) and has one output,
whether it identifies the image as from the training data or from the generator. For
brevity I shall only discuss certain important layers of the discriminator architecture.
The flatten layer, the tenth layer, converts a convolutional layer into a regular, flat
layer. The next layer, the dropout layer, enacts the dropout rate. Notice that in
the discriminator there are no max pooling layers which are recommended when
downsampling feature maps in CNNs. This is because max pooling layers can induce
gradient sparsity which is not conducive for GAN training. In order to downsample,
Chollet recommends using strided convolutions[4].
Initial training began on the CIFAR-10 data set. The CIFAR-10 data set contains
60000 images of size 32 x 32 spread across 10 classes [2]. For this initial training
only the “airplane” class was used, consisting of 6000 images; 5000 training images
and 1000 testing images. Although this image set has little to do with the rail/road
damage data set testing on it provides a a baseline for the efficacy of the GAN
architecture. Results from training GAN were promising, see Figure 4.2. After 10000
epochs of training, generated images resemble the original images from the CIFAR10 data set. These good results are most likely due to a combination of the size of
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Figure 4.2: Results from initial GAN training. Images are original size, 32 x
32 pixels. Row a contains images of airplanes from the CIFAR-10 data set. Row b
contains generated images after no training. Row c contains generated images after
5000 epochs of training. Row d contains generated images after 10000 epochs of
training.
the images (smaller images have less fidelity and are therefore easier to mimic), the
simplicity of the image subject (planes all have the same basic structure: a body
and two wings), and the large number of images contained in the CIFAR-10 data
set (more training data typically produces better results when working with neural
networks).
It is important to note that the criteria for judging the performance of a GAN is
somewhat subjective. Judgment is mainly based on a visual inspection of the generated images and how well they mimic the training set of images. The loss values
of the discriminator and generator can provide useful information that points to the
source of errors during training, such as GAN instability or mode collapse, but are
secondary when it comes to judging the overall performance of the GAN.

4.3.2

Training the GAN on the Rail/Road Damage Data Set

Initial attempts at training using the rail/road damage data set produced poor results, even after 10000 epochs the generated images were unrecognizable as roads
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Figure 4.3: Results from initial GAN training using the rail/road damage
data set. Row a contains authentic images from the rail/road data set. Row b
contains generated images after 9700, 9800, and 9900 epochs respectively. Learning
rate = 0.0008, dropout rate = 0.4. Row c contains generated images after 9700, 9800,
and 9900 epochs respectively. Learning rate = 0.0006, dropout rate = 0.5.
or railways. Decreasing the learning rate of the discriminator from 0.0008 to 0.0006
and increasing the dropout rate from 0.4 to 0.5 did little to change the outcome, see
Figure 4.3 for a sampling of these results. The change in these hyperparameters came
because the discriminator in a GAN may end up overpowering the generator. If this
occurs, it can be beneficial to decrease the learning rate of the discriminator while
increasing the dropout because this slows down the training of the discriminator[4].
In this case, while training the GAN the discriminator showed loss values tending to
zero while the adversarial loss increased indicating that the discriminator was indeed
overpowering the generator.
Although these initial results, were poor I attempted to increase the size of the generated images from 32 x 32 to 64 x 64 to be more in line with the size of the images from
the training data set. The benefit of using a bigger size image is that the bigger image can contain more details which the discriminator can use to learn more features.
These learned features will be important for developing the classifier for classifying
structural damage caused by earthquakes later. The drawback of using a bigger size
is that with the increased size comes an increase in the number of parameters which
increases the training time. To accomplish the size increase I doubled the layers of the
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Figure 4.4: Sampling of results from the GAN after 10,000 training epochs.
This GAN is generating images double the size of the previous one.
generator, see Table 4.3 for this new architecture. The discriminator layers had to be
similarly increased in size to account for this, see Table 4.3 for this new architecture.
The generated images were baffling; after the first few hundred epochs the images
began to show all white. The following alterations to the GAN were made in various
combinations but did not improve the output in any significant way:

• Increasing the learning rate of the generator
• Decreasing the learning rate of the discriminator
• Increasing the dropout rate of the discriminator
• Doubling the size of the layers in the discriminator

One of the changes made to the generator architecture to increase the size of the
outputs was to increase the size of the first dense layer from 32,768 neurons to 262,144
neurons. The rationale for this change was that a bigger output required a bigger
starting size but this increase was too large and prevented the neurons in this layer
from learning any meaningful features from the training. The return to the smaller
layer allowed each individual neuron to learn better features instead of spreading
them across more neurons. Returning the size of the dense layer to its original value
produced much improved outputs, see Figure 4.4 for a sampling of these outputs.
Although the generated images looked better, they still did not resemble the images
from the original rail/road damage data set. Many experiments were conducted with
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Table 4.3: Increased output size generator architecture.
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Table 4.4: Increased input size discriminator architecture.
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Figure 4.5: Sampling of results from the GAN with an extra convolutional
block added to the generator. Images are from 0, 3700, 6600, and 10000 epochs
respectively.

Figure 4.6: Sampling of results from the GAN with an extra convolutional
block added to the generator and discriminator. Images are from 200, 5900,
6000, and 6100 epochs respectively.
different architectures in an attempt to increase the fidelity of the output. I shall now
discuss these experiments and their outcomes.
An extra convolutional/activation layer pair was added to the generator in an attempt
to improve the generated images, see Figure 4.5. The results were poor, showing just
white images for the first 3700 epochs then yellow images with splotches of other
colors for the rest of the training, see Figure 4.5.
An extra convolutional/activation layer pair was added to the discriminator to see if
it might offset the added block in the generator, see Figure 4.6. These results were
disappointing as well, showing light blue images for the first 6000 epochs then just
white images, see Figure 4.6.
Another experiment was conducted with the added layers in the discriminator but
without the added layers in the generator. The results produced were similar to those
of the original architecture, see Figure 4.7. These better results were due to the fact
that removing the added layer from the generator allowed the remaining layers to
learn better features instead of spreading them across more layers. In addition, the
28

Table 4.5: 64 x 64 generator architecture with another convolutional/activation layer pair boxed in red.
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Table 4.6: 64 x 64 discriminator architecture with another convolutional/activation layer pair boxed in red.
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Figure 4.7: Sampling of results from the GAN with an extra convolutional
block added only to the discriminator after 10000 epochs.
added layers to the discriminator may have reduced the discriminator’s effectiveness
which can offset the tendency for the GAN discriminator to overpower the generator.
Returning the generator architecture to its original state and simply doubling the first
two channels of the convolutional layers to increase the output size to 64 x 64 created
images more in line with what the 32 x 32 generator output. The key difference
between this architecture, seen in Table 4.7, and the architecture used in Table 4.3
is the number of feature maps, the third channel in the output shape, used in the
convolutional layers. In the previous experiments, I doubled the number of feature
maps to go along the the doubling of the size of the of image. For this architecture
I increased the size but kept the number of feature maps the same. The rationale
behind this change was that although the images generated were bigger there were not
necessarily more features in them so the extra feature maps were not needed and to a
point would hinder training by overloading the generator with too many parameters.
The images produced were better than the previous experiments but still did not
resemble the images in the rail/road damage data set. Extending the training to
30000 epochs, 20000 more epochs than the previous experiment, did not result in
better outputs. The images began showing much worse results after 22000 epochs,
see Figure 4.8. This is due to the GAN entering mode collapse, a state where it
produces limited results and the learning data from the discriminator is not enough
to change the generated images in any significant way even after extended training[7].
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Table 4.7: Increased output size generator architecture, feature maps
boxed in red.

Figure 4.8: Results from the GAN with an extra upscaling block after
21900, 22000, 22100, and 30000 epochs respectively.
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Figure 4.9: Sampling of images from the CBCL StreetScenes Challenge
Framework.
The previous experimentation did not improve the output of the generator. At this
point, it was decided to try improving the fidelity of the generated images by increasing the number of training images. Pre-training the GAN on a similar but larger data
set could give it good features to learn that it could then apply to training on the
rail/road damage data set.

4.3.3

Adding More Training Data

Online research led to a dataset compiled by Stanely Bileschi called the CBCL
StreetScenes Challenge Framework[3]. This data set consists of 3547 images, an order
of magnitude more images than the rail/road damage data set which contains 524.
The data set contained images of average street scenes, see Figure 4.9 for samples.
These images are very similar to road images contained in the rail/road damage data
set so pre-training on this data set could teach the GAN useful features for identifying
real images of roads such as sidewalks, cars, or traffic lines.
Pre-training on the CBCL data set began using the GAN architecture shown in Table
4.7 with 30000 epochs. The outputs vaguely resembled images from the CBCL data
set, see Figure 4.10. Experimenting with increasing the dropout and decreasing the
learning rate of the discriminator did little to change the results. This pre-trained
GAN was then fine-tuned by training on the rail/road damage data set. Results
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Figure 4.10: Sampling of generated images after training on the CBCL
data set for 30000 epochs.

Figure 4.11: Results from fine-tuning the pre-trained GAN. Images are from
100, 5900, 6000, and 30000 epochs respectively.
were initially promising but the GAN entered mode collapse after 5900 epochs and
continued to produce the same results, see Figure 4.11. An experiment was conducted
where only the pre-trained generator weights were loaded for training the GAN on the
rail/road damage data set. The rationale here was that since discriminators have a
tendency to overtake generators in GANS then loading a pre-trained generator into a
GAN might give the generator a boost to offset that tendency[4]. This GAN entered
mode collapse sooner than the previous one at 4800 epochs which may have been due
to the generator being too strong for the discriminator. Finding the right recipe for
GAN equilibrium has thus far proved to be quite difficult.
At this point the decision was made to try to increase the size of the images again,
from 64 x 64 ,pixels to 128 x 128 pixels, to be more in line with the size of the images
from the rail/road damage data set and allow the GAN to possibly learn more features
as a result. Many experiments with different architectures were conducted to varying
degrees of success.
Attempting to add another upsampling block composed of a 2D transpose layer and
an activation layer to the generator and training on the CBCL data set produced
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Figure 4.12: Sampling of results from the 128 x 128 GAN with another
upsampling block added to the generator. Images were generated after 10,000
training epochs.
poor results, see Table 4.8 for the generator architecture and Figure 4.12 for a sampling of results. Experiments with increasing the learning rate of the generator and
decreasing the learning rate of the discriminator while increasing dropout produced
even worse results, all white images. Results will not be shown for the sake of brevity.
The rationale here was that, again, in GANs the discriminator tends to overpower the
generator so by increasing the learning rate of the generator and decreasing the learning rate of the discriminator, the generator gains an advantage over the discriminator
to offset this tendency[4].
Keeping the generator architecture from the last experiment and adding another
convolutional/activation layer pair to the discriminator produced better results than
before but they still did not closely resemble the original CBCL data set, see Table 4.9 for the discriminator architecture and Figure 4.13 for a sampling of results.
This improvement is due to the extra layers added to the discriminator reduced its
efficacy which allowed the generator to learn better features for generating images.
Additionally, various experiments regarding the learning rates of the generator and
discriminator and the dropout of the discriminator again produced worse results.
Results will not be shown for the sake of brevity.
Increasing the batch size from 32 to 64 resulted in no real improvement and it doubled
the training time so the batch size was returned to 32. Increasing the batch size
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Table 4.8: 128 x 128 generator architecture with another upsampling block
boxed in red.
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Table 4.9: 128 x 128 discriminator architecture with another convolutional/activation layer pair boxed in red.
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Figure 4.13: Sampling of results from the 128 x 128 GAN with an extra
convolutional/activation layer pair added to the discriminator. Images were
generated after 10,000 training epochs.
when training neural networks has shown to increase training efficacy but it also
increases training time. Since no visual improvement was shown but training time
nearly doubled from about 7.3 hours to 13.6 hours the batch size was reverted to its
original value. Other attempts at increasing upsampling blocks, adding and removing
convolutional/activation layer pairs, and adding batch normalization layers proved
fruitless and even showed worse results than before.

4.3.4

Adding Wasserstein Loss

Further research led to the discovery of Wasserstein loss in the book Generative
Deep Learning by David Foster[7]. Wasserstein loss is a loss function that works
particularly well for GANs. Thus far I have used binary cross entropy for the loss
function of our GAN which measures how much the discriminator was fooled by the
generator. When used in a GAN this loss function faces the problem of vanishing
gradients. In a GAN, the discriminator has a tendency to outpace the generator.
Eventually the discriminator can become so much more efficient than the generator
that the loss becomes too low to give the generator a meaningful gradient to move
up to. The Wasserstein loss function avoids this by by giving the generator a metric
that correlates with the quality of the generated samples in comparison to the real
training data. So even if the discriminator is much better at differentiating between
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Figure 4.14: Wasserstein loss equation.

Figure 4.15: Wasserstein loss discriminator minimization.
real and generated images the generator still learns how “well” its generated images
are doing[7].
Wasserstein loss works by doing a few things. It allows the data labels to be -1 and
1 instead of 0 and 1. It removes the sigmoid activation function from the final layer
of the discriminator which allows the output to be in the range [−∞, ∞] instead of
[0, 1]. The Wasserstein loss equation is shown in Figure 4.14, the discriminator loss
minimization equation is shown in Figure 4.15, and the generator loss minimization
equation is shown in Figure 4.16. yi is the label of the training data, pi is the
predictions given by the discriminator, D(x) refers to the response to the real training
data, G(z) refers to the generated images, and D(G(z)) refers to the response to the
generated images. The discriminator has to maximize the difference between its
responses to the real images and the generated images and the generator has to trick
the discriminator with its images as much as it can.
The creators of the Wasserstein loss function showed that the function worked only
if it is 1-Lipschitz continuous. The full explanation of what a 1-Lipschitz continuous

Figure 4.16: Wasserstein loss generator minimization.
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Figure 4.17: Diagram of GAN training process using the Wasserstein loss
function[7].
function is out of the scope of this paper but in short the gradients have a norm of
at most 1 almost everywhere. The function accomplishes this by including a gradient
penalty term in the training process that penalizes the loss anytime the gradient
norm is more than 1. Figure 4.17 shows a diagram of how a GAN works with the
Wasserstein loss function[7].
Pre-training using the Wasserstein loss began on the architectures in Tables 4.12 and
4.13 and proved to be more successful than any of the previous training attempts
without it. Pre-training continued using the Wasserstein loss for 30,000 epochs. See
Figure 4.18 for a sample of results at different training epochs. Although pre-training
continued for 30,000 epochs the GAN trained after 14,800 epochs was chosen for
training on the rail/road damage data set because it showed results most closely
similar to the original CBCL data set based on a visual inspection. Training then
began on the rail/road damage data set and continued for 40,000 epochs, see Figure
4.19 for a sample of those results at different training epochs.

4.4

Classifier Development

After extensive GAN training the decision was made to begin training the classifier.
The GAN trained on the rail/road damage data set for 31,000 epochs was chosen for
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Figure 4.18: Sampling of generated images from the GAN trained on the
CBCL data set using Wasserstein loss. Taken after a) 10,000 epochs, b) 14,800
epochs, c) 20,000 epochs, and d) 30,000 epochs.
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Figure 4.19: Sampling of generated images from the GAN trained on
the rail/road damage data set using Wasserstein loss. Taken after a) 10,000
epochs, b) 20,000 epochs, c) 31,000 epochs, and d) 40,000 epochs.
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Figure 4.20: A sampling of generated images after 31000 training epochs.
The top row contains the generated images and the bottom row contains real images
from the rail/road damage data set.
this task because it seemed to produce images most closely similar to those from the
rail/road damage data set, see Figure 4.20. For comparison, there are some images
from other epochs included in Figure 4.19. Take notice of the large splashes of single
colors, lack of detail, inappropriate colors, and the repeated patterns. Note that
continued training resulted in images that look completely unrecognizable compared
to the original data set. This is most likely due to mode collapse after the extended
training.
To train the classifier, the discriminator was taken from the GAN and loaded separately. The last layers were removed and new layers were added for classifying the
rail/road damage data set into its three original classes. See Table 4.10 for the architecture of the classifier.
For training the rail/road damage data set was split into its three classes: railroads
with horizontal damage, roads with cracks in them, and roads with damage caused
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Table 4.10: Pre-trained GAN classifier architecture.
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by landslides or rockslides. From there the images were split between training data
and testing data. Training occurred over 100 epochs. There were two training runs,
one using just the data included in the rail/road damage data set and another that
included the use of data augmentation. Data augmentation is a technique of modifying the training images to artificially increase the training image set[4]. The code
used for this process applies random modifications to every image that is fed to the
neural network. The code is shown here:
#t r a i n i n g images u s i n g d a t a augmentation
t r a i n d a t a g e n = ImageDataGenerator (
r e s c a l e =1./255 ,
r o t a t i o n r a n g e =40 ,
w i d t h s h i f t r a n g e =0.2 ,
h e i g h t s h i f t r a n g e =0.2 ,
s h e a r r a n g e =0.2 ,
zoom range =0.2 ,
h o r i z o n t a l f l i p=True )

• rescale rescales the image values to work with the neural network. The color
values of the image range from 0 to 255, the rescalar puts these values in the
range 0 to 1.
• rotation_range is the value in degrees in which the pictures can be randomly
rotated, in this case 40 degrees.
• width_shift and height_shift are ranges in which to randomly translate
images vertically or horizontally. The values are represented as fractions of the
total image size.
• shear_range is for randomly applying shearing transformations.
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• zoom_range is for randomly zooming into images.
• horizontal_flip is for randomly flipping half of the images horizontally.

The training results are displayed in Figures 4.21 and 4.22. The next chapter will
further discuss the results.

Figure 4.21: Accuracy of the pre-trained GAN classifier over 100 training
epochs.
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Figure 4.22: Accuracy of the pre-trained GAN classifier over 100 training
epochs with data augmentation.
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Chapter 5
RESULTS AND DISCUSSION

This section shall present the accuracy of the pre-trained GAN classifier. It will also
compare these results with other similar classifiers and discuss the validity of the
pre-trained GAN classifier.

5.1

Results

The pre-trained GAN classifier achieved the desired goal of at least 70% accuracy on
the testing data set. It reached a high of 88% accuracy score after training for 100
epochs using data augmentation. Questions still remained as to its efficacy compared
to other classifiers. To answer this question, I decided compare the final classifier accuracy against an untrained classifier using an architecture more conducive to image
classification and against a commonly used pre-trained architecture. For the untrained classifier the example given by James Le in his article “The 4 Convolutional
Neural Network Models That Can Classify Your Fashion Images” was used[12]. The
popular VGG16 model was used for the pre-trained classifier. The VGG16 model is a
popular and effective CNN trained for image classification on the ImageNet data set,
an image data set consisting of millions of images and thousands of categories[1]. To
use the VGG16 architecture the model was loaded except for the last classification
layers. Layers were then added on top of the VGG16 model to classify the rail/road
damage data set. For the VGG16 model only the layers added on top of it were set
to trainable. Doing this had a dual purpose; it would take advantage of the features
that the VGG16 model layers learned during its extensive pre-training and it would
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cut down on training time. See Tables 5.1, 5.2, and 5.3 for the architectures of the
untrained classifier and the VGG16 classifier respectively.
The untrained classifier and the VGG16 classifier both went through the same training
process as the pre-trained GAN classifier; training on the rail/road damage data set
for 100 epochs both with and without data augmentation. See Figures 5.1, 5.2, 5.3
and 5.4 for the results of this training.

5.2

Discussion

Comparing the results from our pre-trained GAN classifier shows they are very similar to the results of the untrained classifier and compared to the VGG16 classifier
results they are worse. It is initially disappointing to see such similarities between
the pre-trained classifier and the untrained classifier. Especially after all that training and research. The lack of superiority of the GAN classifier is due to the fact
that a discriminator that works well for a GAN will not necessarily work for other
things. Recall that GAN discriminators cannot take advantage of useful image classification layers, such as max pooling layers, because GANs need to avoid sparse
gradients[4]. Additionally, using the Wasserstein loss function precludes the use of
batch normalization layers, layers that increase image classification training efficacy,
because Wasserstein loss is calculated based on individual training samples[7]. In that
light, the comparison to the untrained classifier which has architecture much more
advantageous for image classification is easier to accept. Another experiment could
be to train GAN classifier architecture on the rail/road damage data set without any
GAN pre-training to see how it compares to the untrained classifier. Intuition says
that the results would be worse because it has not had the benefit of pre-training to
learn features to classify roads and such.
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Table 5.1: Untrained classifier architecture.
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Table 5.2: VGG classifier architecture.
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Table 5.3: VGG classifier architecture continued.

Figure 5.1: Accuracy of the untrained classifier over 100 training epochs.
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Figure 5.2: Accuracy of the untrained classifier over 100 training epochs
with data augmentation.

Figure 5.3: Accuracy of the VGG16 classifier over 100 training epochs.
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Figure 5.4: Accuracy of the VGG16 classifier over 100 training epochs
with data augmentation.
The accuracy of the VGG16 classifier was around .1 to .2 better than the pre-trained
GAN classifier at every training stage. This is a marked improvement over both
classifiers and if I were to choose one of these classifiers to deploy the VGG166 architecture is an easy choice. The VGG16 model’s high performance is due to the
robustness of the model and the extensive pre-training that it has undergone. Even
without training all the layers it still knows enough generic features to classify the
road and rail damage with better accuracy than the pre-trained GAN classifier which
has been specifically trained to complete this task.
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Chapter 6
FUTURE WORK

This chapter shall discuss possible avenues of future work which will improve upon
the results of this thesis.
There are a few different ways in which this thesis can be improved or built upon. In
regards to the GAN development the first to come to mind is to further experiment
with the architectures and hyperparameters. Adding or subtracting layers, changing
the size of the layers, using different types of layers, using different learning rates or
dropout rates, or different optimization algorithms may all possibly improve the performance of the final classifier. One suggestion for alternative layers comes from the
book Generative Deep Learning which suggests using an Upsampling2D and Conv2D
instead of one 2DTranspose layer of upsampling the generator outputs[7]. Unfortunately, there are no hard guidelines for improving GAN performance by changing the
hyperparamaters so any improvements will come by trial and error.
An attempt can be made to create a GAN using the VGG16 architecture for the discriminator. The pre-training the VGG16 architecture would go under could improve
its classification accuracy later. Since the VGG16 architecture already knows many
good features the person conducting the training can choose to only train the last few
layers which shortens the training time considerably. The issue with this is that the
VGG16 model is already a very accurate general purpose image classification model
so it may easily overpower the generator during GAN training and not see any real
benefit. GANs have issues with the discriminator overpowering the generator during
training.
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There are also other GAN types that can possibly improve these results. Cycle
GANs can produce images in a similar style of other images. If we define rail and
road damage as a certain “style” of rail and road image then cycle GANs can take
images of undamaged rails and roads and manipulate them to look like they have
been damaged. These images can then be added to the rail/road damage data set
to improve classifier training. Developing a cycle GAN for this purpose runs into the
same issues as the GAN presented in this thesis; a lack of original images of rail and
road damage and difficulties when tuning the hyperparameters.
Focusing on the classification of images itself there are other things that can be done
besides using a GAN for training. Chapter 5 presented a new untrained classifier
and the results of training on solely the rail/road damage data set. The result from
this training was comparable to the result of the final classifier even though the final
classifier underwent extensive pre-training. This was probably due to the improved
architecture of the untrained classifier. The accuracy of the new classifier can possibly
be improved by pre-training on a set of images similar railways and roads such as what
was done with the GAN in this thesis. This pre-training could teach the classifier
good features to use when training on the rail/road damage data set.
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Chapter 7
CONCLUSION

In conclusion there is value in using GANs for classification of damage caused by
earthquakes. GANs can avoid the biggest problem faced when training classifier
for this purpose; a lack of training data. But the difficulty in training GANs and
tuning their hyperparamaters cannot be ignored. During the development of the
GAN for this thesis countless hours were spent training and re-training the GAN
with different hyperparameters, producing varying levels of improvement and many
times even diminished results. Furthermore, there are no clear guidelines when tuning
hyperparameters for GANs, much of it relies on intuition and educated trial and
error[7]. The GAN developed at the end of this thesis reached the accuracy goal
originally set out for it but this same goal was met by a classifier that did not undergo
any pre-training and was even surpassed by another common classifier architecture
that was pre-trained in other ways. As stated in the Future Work chapter, there are
many avenues through which this GAN classifier can be improved but whether those
avenues are worth the time to go through is up to the person doing it. A person who
has a good working knowledge of GANs can possibly improve the accuracy of this
GAN classifier without much trouble while someone new to this concept may find
themselves spending much more time than they need to when searching for a better
solution.
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