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Resumen
La Web Social y la Web Sema´ntica han impactado en la forma en
que la creacio´n de conocimiento se ha llevado a cabo en la Web. La
Web Social promociona la participacio´n de los usuarios para crear y
editar contenido y conocimiento en la Web. La proliferacio´n de conte-
nido y la necesidad de tener una administracio´n automatizada de esta
informacio´n disparo´ la aparicio´n de la Web Sema´ntica. Actualmente,
la Web Social y la Web Sema´ntica conviven y comparten un mismo
tema: un mejor manejo del conocimiento. Sin embargo, la mayor´ıa de
la informacio´n en la Web Social no es parte de la Web Sema´ntica, y
la informacio´n de la Web Sema´ntica no es utilizada para mejorar a la
Web Social.
Esta tesis presenta un enfoque innovador para estimular una co-evolucio´n
entre la Web Sema´ntica y la Web Social: las fuerzas que impulsan la
Web Social y las herramientas que llevan a cabo la Web Sema´nti-
ca trabajando en conjunto con el ﬁn de tener beneﬁcios mutuos. En
este trabajo aﬁrmamos que la co-evolucio´n entre la Web Social y la
Web Sema´ntica mejorara´ la generacio´n de informacio´n sema´ntica en
la Web Sema´ntica, y mejorara´ la produccio´n de conocimiento en la
Web Social.
Esto invita a responder las siguientes preguntas: ¿Co´mo puede incluir-
se la generacio´n de datos sema´nticos en las actividades de los usuarios
de la Web Social? ¿Como puede deﬁnirse la sema´ntica de un recurso
web en un entorno social? ¿Co´mo puede inyectarse en la Web So-
cial las nuevas piezas de informacio´n extra´ıdas de la Web Sema´ntica?
¿Poseen las comunidades de la Web Social convenciones generales que
deban ser respetadas?
Con el ﬁn de mejorar la Web Sema´ntica con las fuerzas de la Web
Social, en este trabajo se proponen dos enfoques de Social Semantic
Tagging : P-Swooki que permite a usuarios de una wiki sema´ntica ges-
tionar anotaciones sema´nticas permitiendo completar el proceso de
construccio´n de conocimiento, y Semdrops que permite a los usua-
rios describir en forma sema´ntica cualquier recurso de la Web tanto
en un espacio de conocimiento personal como en un espacio compar-
tido. Adema´s, con el ﬁn de mejorar el contenido de la Web Social,
proponemos BlueFinder: un sistema de recomendacio´n que detecta
y recomienda la mejor manera de representar en un sitio de la Web
Social, informacio´n que es extra´ıda de la Web Sema´ntica. En particu-
lar, BlueFinder recomienda la manera de representar una propiedad
sema´ntica de DBpedia en Wikipedia, respetando las convenciones de
la comunidad de usuarios de Wikipedia.
Abstract
Social and Semantic Web has impacted in the manner of knowledge
building is fulﬁll in the Web. The Social Web promoted the partici-
pation of users to create and edit Web content and knowledge. The
content proliferation and the need to have a better machine mana-
gement of such information trigger the Semantic Web. Currently, the
Social and the Semantic Web are living together and they share a
same topic: a better management of knowledge. However, most of the
Social Web information is not part of the Semantic Web, and Semantic
Web information is not used to improve the Social Web.
This thesis introduced an innovative approach to stimulate a co- evolu-
tion between the Semantic and Social Web: social and machine forces
work together in order to have mutual beneﬁts. We claim that having
a co-evolution between Social and Semantic Web will improve the ge-
neration of semantic data and a knowledge production improvement
in the Social Web.
This invite us to answer the following questions: How can the gene-
ration of semantic data be included in the activities of Social Web
users? How can the semantics of a Web resource be deﬁned in a social
environment? How can new pieces of information be injected from
the Semantic Web in the Social Web? Has the Social Web community
general convention to be respected?
In this work, in order to improve the Semantic Web by means of
Social Web, two Social Semantic Tagging approach are proposed: P-
Swooki allows P2P semantic wiki users to manage personal semantic
annotations in order to complete the knowledge building process, and
Semdrops allows users to semantically describe any web resources in
both personal and shared knowledge spaces. In order to improve the
Social Web content, we also propose BlueFinder: a recommender sys-
tem that detects and recommends the best manner to represent in
a Social Web site information that is extracted from the Semantic
Web. In particular, BlueFinder recommends the manner to represents
a DBpedia Semantic property in Wikipedia following the Wikipedia
community conventions.
Re´sume´
Le Web social et le Web se´mantique ont eu un impact sur la fac¸on dont
la cre´ation de connaissances est eﬀectue´e sur le Web. Le Web social
favorise la participation des utilisateurs a` cre´er et modiﬁer des conte-
nus et des connaissances sur le Web. La prolife´ration de contenu et la
ne´cessite´ d’une gestion automatise´ de l’information a de´clenche´ l’e´mer-
gence du Web se´mantique. Actuellement, le Web social et le Web
se´mantique coexistent et partagent un the`me commun : une meilleure
gestion de la connaissance. Cependant, la plupart des informations sur
le Web social ne fait pas partie du Web se´mantique et l’information
du Web se´mantique n’est pas utilise´e pour ame´liorer le Web social.
Cette the`se pre´sente une approche innovante pour stimuler la co-e´vo-
lution entre le Web se´mantique et le Web social : les utilisateurs
et les ordinateurs qui travaillent ensemble aﬁn d’obtenir des avan-
tages mutuels. Nous aﬃrmons que la co-e´volution du Web social et
du Web se´mantique permettra, d’une part d’ame´liorer la production
de l’information se´mantique au Web se´mantique, et d’une autre part
d’ame´liorer la production de connaissances sur le Web social.
Cela exige de re´pondre aux questions suivantes : Comment peut-on
inclure la production de donne´es se´mantiques sur les activite´s des
utilisateurs du Web social ? Comment peut-on de´ﬁnir la se´mantique
d’une ressource Web dans un environnement social ? Comment le Web
social peut injecter de nouveaux e´le´ments d’information extraits du
Web se´mantique ? Est-ce que la communaute´ de Web social a des
conventions ge´ne´rales qui doivent eˆtre respecte´es ?
Dans ce travail, aﬁn d’ame´liorer le Web se´mantique en utilisant l’information
disponible de Web social, deux approches se´mantique sociale sont pro-
pose´es : P- Swooki qui permet aux utilisateurs de ge´rer un wiki se´man-
tique avec des annotations se´mantiques personnelle pour comple´ter le
processus de construction de connaissances, et Semdrops qui permet
aux utilisateurs de de´crire se´mantiquement une ressource web tout
a` la fois dans un espace de connaissance personnelle et un espace
partage´. En outre, aﬁn d’ame´liorer le contenu du Web social, nous
proposons BlueFinder : un syste`me de recommandation qui de´tecte
et recommande la meilleure fac¸on de repre´senter l’information extraite
du Web se´mantique dans un site Web social. En particulier, BlueFin-
der recommande la fac¸on de repre´senter une proprie´te´ se´mantique de
DBpedia dans Wikipedia, en respectant les conventions de la commu-
naute´ de Wikipedia.
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Social and Semantic Web has impacted in the manner of knowledge build-
ing is fulﬁll in the Web. In the ﬁrst place, the Social Web promoted the
participation of users to create and edit Web content and knowledge. Ac-
cording to Gruber, the Social Web "is represented by a class of web sites and
applications in which user participation is the primary driver of value" [32].
Furthermore, content creation is enhanced by means of enabling social sup-
port as this generates a proliferation of content on the Web in a collaborative
context [58]. Flickr1, Facebook2, Wikipedia3, Bibsonomy4, Blogger5, Word-
press6 and Tumblr7 are examples of Web sites which enable users to create
new pieces of knowledge and information. In the end, the Semantic Web
challenge is the generation of documents that are able to be processed by com-
puters. The content proliferation and the need to have a better management of
such information triggers the Semantic Web. According to Tim Berners-Lee,
"The Semantic Web is an extension of the current web in which information
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in cooperation" [8]. Using ontologies, the backbone of the Semantic Web, is
the manner to have well-deﬁned the meaning. The potential of the Semantic
Web allows computers to derive information from collections of documents.
This enables users to have, for example, better results in document search and
interoperability among systems. Freebase [13], DBpedia [12], and Yago [85]
are examples of Semantic Web projects.
Currently, the Social and the Semantic Web are living together and they
share a same topic: a better management of knowledge. The amount of docu-
ments which are generated by Social Web users needs computer tools in order
to have a better processing of the information. Besides, the Semantic Web has
to integrate the Social Web information in order to improve the search and
query capabilities over socially generated content. Indeed, several elements
from Social Web are promising to be integrated with the Semantic Web, and
the same happens in the other direction. Both Social and Semantic Web could
have an improvement by a complementary interaction. This interaction is de-
scribed by Engelbart as co-evolution: "The elements involved in augmenting
communities of knowledge workers include the development of both ‘tool sys-
tems’ and ‘human systems’,.., the co-evolution occurs between the tools and
the people using them."[25]. Additionally, Engelbart includes the idea of boot-
strapping methods, pieces of knowledge, and tools in order to have a capacity
to generate further tools which could be used to enrich the human activities.
These ideas could be mapped to the challenging Social and Semantic Web co-
evolution, where the human systems are represented by the social forces from
Social Web; and the tool systems (ontology deﬁnitions, semantic reasoners and
the systems interoperability) are the elements of the Semantic Web.
In a context of coevolution between Social and Semantic Web, bootstrap-
ping the Social Web knowledge building process and the semantic-web tools
is a challenge. Social Web forces generate new pieces of knowledge, and most
of them are not part of the Semantic Web. Hence, the new knowledge could
be used to "augment" the Semantic Web knowledge bases. The augmentation
process requires adjusting the knowledge representation and method used in
the Social Web to the machine-enabled representation in the Semantic Web.
Consequently, the reasoning tools are applied to the augmented Semantic Web
in order to derive new pieces of knowledge. Semantic Web query systems allow
users to derive information that is complex to obtain by only using Social Web
tools. However, the new pieces of knowledge are not only important to the
Semantic Web: injecting the new pieces of knowledge into the Social Web will
trigger and reinforce the social activities to create other knowledge elements.
The injection process requires to bootstrap, again, the knowledge representa-
tion and methods from the Social Web in order to translate the new Semantic
Web information pieces into a social-enabled language that respect the social
conventions.
Unfortunately, several current works in Semantic Web and Social Web are
only coexisting instead of co-evolving. Most of the Social Web information is
not part of the Semantic Web, and Semantic Web information is not injected in
terms of social conventions into the Social Web. Indeed, tools from the Seman-
tic Web are not bootstrapped in order to have a better work of human in the
Social Web. Current works are in line with the Social Semantic Web concept
where "socially created and shared knowledge leads to the creation of explicit
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and semantically-rich knowledge representations" [88]. In this direction, using
the Semantic Web technologies to model social data (e.g FOAF which models
a network of friends), and using the wisdom of crowds to generate semantic
data are the main topics. Although they are related to the idea of co-evolution,
most of these works are either focused in the generation of semantic data in a
particular ﬁeld by applying rigid ontology deﬁnitions (e.g. [101]), or are limited
for a speciﬁc domain like bookmarks (e.g. [40, 62, 101]), or are mapping of
semi-structured information to a semantic repository (e.g. DBpedia). Better
approaches are Semantic Wikis which combines a social activity with semantic
technologies in a whole system. However, they do not allow users to combine
personal conceptualizations with the shared ones, or to semantically describe
elements that are out of the wiki system. Finally, the use of Semantic Web
to improve the Social Web is not as well developed as from the social activi-
ties to the Semantic Web. The most commons approaches combine the search
facilities from the Semantic Web with a social network in order to make rec-
ommendations to a user based on the network of friends e.g. recommending
movies with a Facebook proﬁle.
1.1 Co-Evolution Problem
Having this context in mind, a design of a real co-evolution between Social and
Semantic Web is a challenge. As we have seen, there are many factors involved
in the relation among the social and semantic forces. Figure 1.1 shows a schema
of the Social and Semantic Web that are related by two arrows. The elements
to bootstrap the human, methods and tools from both sides of the Figure 1.1
could be placed where the arrows are. Although there are many approaches to
develop a co-evolution between Social and Semantic Web, two scenarios will
be exploited in this dissertation. Whereas the co-evolution involves a whole
study of the relations between Semantic and Social Web, in order to have an
easy analysis of the problem we split it into two parts: (1) the use of the Social
Web to improve the Semantic Web, and (2) the use of the Semantic Web to
improve the Social Web.
For the ﬁrst case (1), we improve the Semantic Web by means of social
forces. In this sense, we have to take into account the methods, the knowledge
pieces and the manner to share information. The generation of knowledge in
the social context involves a complex collaborative knowledge building pro-
cess [84]. Personal and shared understanding are articulated in this process.
People incorporate into their personal beliefs new knowledge pieces from their
social context, and also people externalize personal beliefs to a social discus-
sion. This articulation process requires methods to incorporate and externalize
pieces of knowledge and could generate either contradictions, consensus, and
new pieces of knowledge. In the co-evolution scenario, these mechanisms have
to be bootstrapped in speciﬁc tools. Therefore, any tool that supports the
collaborative knowledge building process must provide artifacts to articulate
both personal and shared knowledge. Additionally, in order to publish the
new knowledge pieces in the Semantic Web, an ontology deﬁnition have to be
provided. The ontology has to be ﬂexible in order to allow users to describe an
underlying ontology deﬁnition. In conclusion, the social activities and meth-
ods will be bootstrapped in order to generate and manipulate Semantic Web
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enabled content.
On the other side (2), the Semantic Web includes the tools and pieces of
knowledge to improve the Social Web. At the ﬁrst glance the idea sounds quite
simple, the Semantic Web provides information interoperability and query fa-
cilities to derive new pieces of information that are complex to be performed
in the Social Web context i.e a complex query that combines several sources of
information. However, the challenge of this part includes to understand if the
new pieces are relevant for the community on the Social Web, and to adequate
the new pieces of knowledge into the social process. Hence, the mapping of se-
mantic relationships from semantic repositories with elements from the social
documents is another important issue. For example, a semantic property could
be related to a hyperlink between two web documents, or even it could be more
complex as a string of links among several web documents. One strategy could
be learning from the Social Web the representation of the pieces of knowledge
that also appears in the Semantic Web, and after that discover the manner to
represent the new pieces of knowledge in terms of social conventions. There
are several variables which are involved in the deﬁnition of social conventions
such as the number of users, the speciﬁcity of the subject or the relevance of
the created document.
Social Web Semantic Web
SIOC
Figure 1.1: Co-evolution between Social and Semantic Web Forces
1.2 Topic and Hypothesis
In this thesis, we are interested in stimulate the virtuous co-evolution cycle of
information between the Social and the Semantic Web. We claim that having
a co-evolution between Social and Semantic Web will improve the generation
of semantic data and a knowledge production improvement in the Social Web.
This hypothesis could be divided into two more speciﬁc: (1) Bootstrapping
the collaborative knowledge production and a semantic tagging activity will
improve the semantic description of web content, (2) Bootstrapping the ma-
chine support to obtain new pieces of knowledge from the Semantic Web, social
methods and conventions will improve the information in the Social Web.
To answer the ﬁrst hypothesis, we focus on the generation of speciﬁc on-
tologies in order to generate the semantic data which is necessary to realize the
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Semantic Web. This is exempliﬁed by the arrow from Social Web to Semantic
Web in Figure 1.1. To generate this semantic data we need to answer the
following questions: How can the generation of semantic data be included in
the activities of Social Web users? How can the semantics of a Web resource
be deﬁned in a social environment? Do Social Web regular users have enough
skills to describe Semantic Web enabled content?. This issues are developed in
Part II of this dissertation.
On the other hand, the Social Web could be improved by information
obtained from the Semantic Web. Semantic Web technologies are mainly used
to have better navigation and search results. Unfortunately, the Semantic Web
is not used to insert new pieces of knowledge in a Social Web manner. The
injection of new pieces of knowledge will close the co-evolution virtuous cycle.
However, the Social Web involves social activities and conventions which have
to be respected. Therefore, How can new pieces of information be injected from
the Semantic Web in the Social Web? Has the Social Web community general
conventions to be respected? How Social Web conventions can be detected in
an automatic manner? . We focus on the information ﬂow from the Semantic
Web to the Social Web with the cases of DBpedia and Wikipedia. This issues
are developed in Part III of this document.
1.3 Contributions of this Thesis
The contributions of this thesis are:
A Model to allow users to add semantic information to any web
resource by means of social forces: Users describe the semantic data of
any web resource in a collaborative knowledge building process. The process
integrates both shared and personal knowledge spaces with the use of Sem-
drops. Semdrops allows users to generate a semantic deﬁnition of the web
resources, specially those resources that are not currently part of the Semantic
Web. In this thesis we introduce two complementary approaches: P-Swooki
and Semdrops. P-Swooki allows P2P semantic wiki users to manage personal
semantic annotations in order to complete the knowledge building process,
and Semdrops allows users to semantically describe any web resources in both
personal and shared knowledge spaces.
The BlueFinder algorithm that detects and recommends the best
Wikipedia convention to represent a DBpedia semantic property in
Wikipedia. BlueFinder uses the Semantic Web query capabilities to detect
information that is not part of Wikipedia. BlueFinder learns from Wikipedia
community the conventions that are used to represent relations among articles.
After that, BlueFinder uses the learned information to represent a semantic
property following the Wikipedia conventions. Then, if a pair of Wikipedia
articles are related in DBpedia with a semantic property but they are not in
Wikipedia, BlueFinder recommends the best manner to relate the couple of
articles in Wikipedia by navigational paths. These new navigational paths im-
prove Wikipedia content by means of Semantic Web information and wikipedia
community method detection.
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1.4 Publications
This thesis is based on the following publications:
1.4.1 From Social Web to Semantic Web
• Diego Torres, Hala Skaf-Molli, Alicia Diaz And Pascal Molli. Personal
and Shared Knowledge Building in P2P Semantic Wikis. In 6th European
Semantic Web Conference (ESWC 2009) (Poster), Heraklion, Greece,
May 2009.
• Diego Torres, Hala Skaf-Molli, Alicia Diaz And Pascal Molli. Personal
Navigation in Semantic Wikis. In International Workshop on Adaptation
and Personalization for Web 2.0 in connection with UMAP’09 , Trento,
Italy , June 2009
• Diego Torres, Hala Skaf-Molli, Alicia Diaz And Pascal Molli. Sup-
porting Personal Semantic Annotations in P2P Semantic Wikis. In
DEXA’09:20th International Conference on Database and Expert Sys-
tems Applications , Linz, Austria , August 2009.
• Diego Torres, Alicia Diaz, Hala Skaf-Molli and Pascal Molli. Sem-
drops: A Social Semantic Tagging Approach for Emerging Semantic
Data. Web Intelligence and Intelligent Agent Technology (WI-IAT), 2011
IEEE/WIC/ACM International Conference on. Volume 1. pp 340-347.
2011.
1.4.2 From Semantic Web to Social Web
• Diego Torres, Pascal Molli, Hala Skaf-Molli, and Alicia Diaz. From db-
pedia to wikipedia: Filling the gap by discovering wikipedia conventions.
In 2012 IEEE/WIC/ACM International Conference on Web Intelligence
(WI’12), 2012.
• Diego Torres, Pascal Molli, Hala Skaf-Molli and Alicia Diaz. Improving
wikipedia with DBpedia. Proceedings of the 21st international conference
companion on World Wide Web. ACM, 1109-1112, Lyon, France, 2012.
• Diego Torres, Hala Skaf-Molli, Pascal Molli and Alicia Diaz. BlueFinder:
Recommending Wikipedia Links Using DBpedia Properties. ACM Web
Science Conference 2013 (WebSci ’13). Paris, France. May 2013.
• Diego Torres, Alicia Diaz, Hala Skaf-Molli and Pascal Molli. Recom-
mending non-EnglishWikipedia Links Using DBpedia Properties. SWCS2013
at ESWC2013 Workshop on Semantic Web Collaborative Spaces (SWCS2013).
Montpellier, France. May, 2013.
1.5 Outline of this Thesis
This thesis is organized in the following three parts. Part II focus on the
study of using the forces from the Social Web in order to improve the content
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of the Semantic Web. The ﬁrst hypothesis is developed in this Part. We
exploit the collaborative knowledge building process introduced by Sthal [84] in
Social Web systems like Wikis and Semantic Wikis. This Part begins with the
inclusion of personal knowledge spaces in a P2P semantic wiki which enables
users to manage personal navigation and personal semantic deﬁnitions. After
that contribution, we introduce a more general approach called Semdrops that
deﬁnes personal and shared spaces to semantically annotate any web resource.
Semdrops uses social forces to generate semantic data. This Part includes an
evaluation that supports the results of these approaches.
Part III develops the work to improve the Social Web with the informa-
tion derived from the Semantic Web. This part describes the study of us-
ing semantic information from DBpedia to improve Wikipedia. DBpedia and
Wikipedia are the most relevant examples of Semantic and Social Web systems
respectively. In this Part, we introduce BlueFinder, a collaborative ﬁltering
system that detects the best representation of a DBpedia semantic property in
Wikipedia. BlueFinder improves Wikipedia with information from DBpedia.
However, the main challenge of BlueFinder is to detect conventions that are
in line with the Wikipedia community. At the end, an exhaustive evaluation
of BlueFinder over twenty semantic properties is introduced. The evaluation
showed that BlueFinder is accurate to make the recommendations and is a
promising tool to improve Wikipedia content. Finally, we introduced an early
experimentation of the use of BlueFinder to detect conventions among non-
English versions of Wikipedia.
Finally, Part IV details the conclusions of the whole dissertation, the re-
search lines that can be followed from the work presented in this thesis.

II






This Part of the thesis is focus in the ﬁrst speciﬁc hypothesis: The bootstrapping
of the collaborative building knowledge process with a semantic tagging activity
will improve the semantic description of web content. In this Part we are
going to introduce a model of articulation among elements from Social and
Semantic Web in order to improve the Semantic Web content with new pieces
of knowledge that are generated in the Social Web.
In order to have a co-evolution scenario we bootstrapped social knowledge
building activities, an Semantic Web ontology representation, and a social tag-
ging activity. The generation of knowledge in the Social Web is immerse into
a collaborative knowledge building process, in this work we study the one that
was introduced by Stahl [84]. It is basically a spiral process where knowledge
ﬁrst emerges at individual contexts and then it is socialized [64, 84]. Firstly, in
co-evolution terms, the Stahl process is detected as the general social context
that deﬁnes the interaction methods: people interacts by means of exchang-
ing pieces of knowledge between their own personal knowledge space and the
shared one. Secondly, a semantic ontology deﬁnition is developed to represent
the data in the knowledge base information. Because the combination and
deﬁnition of them are easier than large and sophisticated ones [36, 82], we
base our approach on the use of lightweight ontologies. In consequence, all the
knowledge that is included in personal or shared knowledge space is Seman-
tic Web enabled content. Finally, a social tagging activity is incorporated in
order to articulate the social knowledge process with the Semantic Web infor-
mation description. The tagging activity is the nexus among the ontology, the
personal and shared knowledge spaces, people, and the Semantic Web.
In this part of the thesis we present two complementary approaches in order
to improve the Semantic Web content by means of social forces: P-Swooki and
Semdrops. P-Swooki is P2P semantic Wiki extension that enables the man-
agement of personal semantic annotations in order to complete the knowledge
building process. In addition, we deﬁne Semdrops, a simple semantic social
tagging model. This model is integrated into a system to provide an easy inter-
action modality that enables users to attach tags to any web resource without
modifying the resource itself. Semdrops deﬁnes a conceptual model which is
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an extension of the Gruber tag model [31], where the tag concept is extended
to semantic tag. We implement Semdrops as a Firefox add-on tool that turns
the web browser into a collaborative semantic data editor in situ for any web
resource.
The main contribution of this part of the dissertation is to allow users to
add semantic information to any web resource by means of social forces. In
detail, the contributions are:
1. A model to manage personal and shared knowledge in P2P se-
mantic wikis: The model deﬁnes personal semantic annotations in the
context of a Semantic Wiki. Categories and Individuals can be deﬁned
in the personal user space. The personal space complements the shared
one. This model was incorporated into a P2P Semantic Wiki system
called P-Swooki.
2. A Semantic Social Tag model to semantify any web resource:
We deﬁne the Semdrops conceptual model as an extension of the Gruber
model. Semdrops extends the Tag element with a Semantic Tag that is
reﬁned into three more speciﬁc elements: Category tags, Property tags
and Attribute tags. Additionally, we developed the Semdrops Firefox-
add on to support the complete knowledge building process in order to
create semantic information to any web resource. With Semdrops it
is possible to add semantic tags to any web resource (semantic or not).
The social semantic tag generates in a collaborative process a lightweight
semantic deﬁnition of the web resources, especially those resources which
are not currently part of the Semantic Web.
This part is based on our previous work published on four occasions:
• In [91] and [94] we introduced the preliminaries of the Personal Seman-
tic Space in Semantic Wikis and personal navigation in semantic wikis.
Finally, the article "Supporting Personal Semantic Annotations in P2P
Semantic Wikis" [95] consolidates previous work.
• The article "Semdrops: A Social Semantic Tagging Approach for Emerg-
ing Semantic Data" [92] where the Social Semantic Tagging model is
introduced and developed in the Semdrops add-on.
2.1 Outline of the Second Part
In order to present a reader guide, the second part of this dissertation is orga-
nized in the following chapters:
• Chapter 3 describes related work and background information for this
part of the thesis. Section 3.1 describes the conceptual Collaborative
Knowledge Building Process introduced by Stahl, and the four basic in-
teraction types in the process: Externalization, Publication, Internaliza-
tion and Reaction. Then, Section 3.2 presents Semantic Wikis and their
main characteristics in knowledge deﬁnition such as mark-up language,
ontology representation and queries. Finally, the chapter describes the
bases of Social Tagging and the Gruber’s Tag model in Section 3.3.
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• Chapter 4 is dedicated to P-Swooki. P-Swooki supports the Personal
Knowledge Management in Semantic Wikis, particularly with the case
of P2P semantic wikis. At the beginning of the chapter, Section 4.1
describes Collaborative Knowledge Building Approach in the context of
P2P semantic wikis. In this work, we extend P2P semantic wikis by
supporting personal understanding building. Particularly, we extend the
concepts of Externalization and Publication. Both of them are detailed
in Section 4.1.1. The extension is conceptualized in a Personal Semantic
Annotations Model which is described in Section 4.1.2. Finally, Sec-
tion 4.1.2 presents the P-Swooki approach that incorporates in a P2P
semantic wiki personal semantic annotation model.
• Chapter 5 is dedicated to describing the Semdrops approach. Semdrops
continues the line of providing the complete collaborative knowledge
building system but being exploited to any Web resource. The aim of
Semdrops is to semantify the Web by adding semantic tags to any Web
resource. First, we describe the Social Semantic Tag conceptual model
in Section 5.1.1. This model enables users to add semantic information
to a web resource in terms of Categories, Properties or Attributes. After
that, in Section 5.1.2, we describe the use of Semantic Mediawiki as sup-
port for our approach; and we also provide a workﬂow which describes
how to use the tagging model in Section 5.1.3. Finally, in Section 5.2,
we introduce the Semdrops Firefox add-on which enable it possible to
perform the semantic annotation to any web resource by using a Web
browser.
• Chapter 6 is dedicated to the enrichment of the Semantic Web informa-
tion thanks to the social forces. The enrichment is made by the use of two
tools: P-Swooki and Semdrops. In this chapter we introduce the evalua-
tions of P-Swooki and Semdrops approaches. The evaluation part begins
with the study of usability of P-Swooki approach. In this evaluation we
analyze the production of personal and shared annotations by a group
of users. After the interaction with P-Swooki, the users were asked how
comfortable the knowledge building process was. On the other hand, in
Section 6.2, we evaluated the usability and data generation quality of
Semdrops. In this evaluation we conducted a SUT survey and we com-
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In this chapter, we provide the necessary background on research that mo-
tivates this Part of the thesis. We brieﬂy discuss the collaborative knowledge
building process on the ﬁeld of producing semantic data, the use of personal
information in semantic wikis, and social tagging approaches.
3.1 Collaborative Knowledge Building
Collaborative knowledge building focuses on understanding as a learning pro-
cess where personal understanding can not be built internally without social
interaction. People need to participate in a social process and create new
knowledge collaboratively. Gerry Stahl proposes a conceptual collaborative
knowledge building model which shows the "mutual constitution of the indi-
vidual and the social knowledge building as a learning process" [84] , as depicted
in the ﬁgure 3.1.
Stahl’s process starts with the description of the personal understanding
by specifying personal beliefs, which are tacit. Then, personal beliefs can be
articulated in a "language" and they enter into a social process of interaction
with other people and their shared understanding. Later, the shared knowl-
edge enters into the personal understanding and provokes a change in personal
beliefs, motivations and concerns. When this happens, these modiﬁcations be-
come a new tacit understanding and will be the new starting point for future
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Figure 3.1: Stahl’s Collaborative Knowledge Building Process
understanding and further learning. Diaz et al. [24] reinterpreted this process
and proposed a four-step-spiral process for centralized knowledge sharing.
• Externalization: It is the act of making explicit some knowledge that
is tacit. This process is done in the personal individual context. In this
process the person re-organizes their own believes and understanding to
include a new piece of information. The new explicit knowledge has
to be expressed in a language tool that could be formal or informal.
For example, an email or a written note is informal, and the use of an
ontology deﬁnition is a formal language.
• Publication: It is the action to share the personal explicit knowledge
with other people. At this moment, the explicit knowledge has to be
articulated in a community common language. This action produces
new-shared knowledge.
• Internalization: This is done when knowledge goes from the shared
space to the personal space and from explicit to tacit. The individual
incorporates, in its personal space, some pieces of knowledge from the
community. In this process, new pieces of knowledge could generate some
contradictions that the person could externalize in a Reaction.
• Reaction: It is the act of opening a discussion and argumentation linked
to previous shared contributions to achieve a consensus. A reaction al-
ways involves an externalization and an eventual publication.
The majority of work on knowledge management focus on organizational
knowledge management [15, 49]. Many of them follow the traditional Knowl-
edge Management (KM) approach [64] to create large centralized knowledge
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repositories, in which corporate knowledge is collected, represented and orga-
nized, according to a single - shared - conceptual schema [55]. "This central-
ized approach -and its underlying objectivist epistemology- is one of the reasons
why so many KM systems are deserted by users"[14]. In [14, 15], the authors
propose a P2P organizational knowledge management in order to make orga-
nizational memory more ﬂexible. However, this approach is more suitable to
knowledge discovery and propagation rather than collaborative and personal
knowledge building.
3.1.1 Tools for Collaborative Knowledge Building Sys-
tems for Semantic Data
Several tools foster collaborative knowledge building systems to support se-
mantic data generation. Co-Protégé [23] is a collaborative knowledge tool
that extends Protégé [30]. Protégé is an extensible platform for knowledge-
based systems development and research mainly used for knowledge engineers.
Consequently, Co-Protégé focused on the ontology development and in the
management of conﬂictive situations. Co-protégé makes the occurrence of
conﬂicts and its resolution an explicit process. In order to build an ontology
in a collaborative manner, Co-Protégé introduced an adaptation of the knowl-
edge sharing process which takes into account the knowledge sharing activity
that occurs when a group of people collaboratively develops an ontology.
The activity is described in a knowledge-sharing-process where the knowl-
edge moves from personal spaces to shared spaces in a complete cycle. The
interactions of the knowledge building cycle are the ones described in the pre-
vious section such as internalization, publication, externalization and reaction.
Figure 3.2 shows a screenshot with the private and shared spaces.
In addition to the ﬁeld of Collaborative Knowledge Building Systems, On-
toEdit [87] is a system used to develop ontologies. OntoEdit deﬁnes a workﬂow
consisting in three stages:
• Requirements Speciﬁcation: According to the authors, this task is
performed by experts in the domain and in the modeling. This stage is
supported by two tools: OntoKick and Mind2Onto. OntoKick is focus
on the creation of the requirements speciﬁcation documents, and extrac-
tion of the relevant structures for the building of a semi-formal ontology
description.
• Reﬁnement: The goal of this step is to reﬁne the ontology deﬁnition
into a more mature ontology.
• Evaluation: This phase targets at the evaluation of the formal ontology
deﬁnition. At the end of this phase the ontology is published to be used
in a productive environment.
A screen capture could be seen at Figure 3.3.
3.2 Semantic Wikis
Semantic Wikis combine the wiki properties such as easy content elaboration,
community knowledge building features, with Semantic technologies like struc-
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Figure 3.2: Co-Protégé: The screenshot shows the personal and the shared
ontology edition spaces
tured content, a machine-readable language and ontologies[20, 43]. According
to Shaﬀert, “Semantic wikis connect social and artiﬁcial intelligence, support-
ing users in ways that aren’t available in normal wikis.” [79].
Regular wikis enable users to collaboratively edit web pages. The most
important properties in a Wiki are that each user is open to participate in the
content, to create new pages, to categorize articles and to discuss with other
users without managing technical knowledge.
A Semantic Wiki extends the regular wiki facilities with semantic technolo-
gies which allow users to include extra information to structure wiki data. For
example, it includes ﬂexible annotations to add semantic labels in the body of
the articles by means of extending the wiki mark-up language, for instance by
adding a type in the links between articles. The semantic mark-ups used in
typing links generate an underlining ontology deﬁnition that is created
in the same collaborative process that generates the wiki content. In general,
most of the Semantic Wikis share some basic features: properties, data types,
OWL/RDF mapping and embed semantic queries.
• Properties. Are named semantic relations between two articles. The
way to declare or create a property is by means of adding a type to a
direct link between the articles. The type of the direct link is the prop-
erty. For example, Semantic Mediawiki (SMW) extended the Mediawiki
mark-up to link one article to another by adding the property name.
The property name describes the semantic relations that link one article
with the another. For example, at top of Figure 3.4 the edition page
of London article is shown . It is easy to understand the mark-ups, for
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Figure 3.3: OntoEdit
example "..." is used to boldface the text in between and [[England]]
is a link to England article. To enhance the London article with se-
mantic information, the link to England could be written as [[capital
of::England]]. In this way, capital of is the type for the link and, as
a consequence, the London article contains a property capital of with
value England.
• Data types Properties can use several data types. Some of the ba-
sic data types provided are Strings, Date, Geographic coordinate, and
Page. A data type has a deﬁnition of the possible values, conversion
rules (for example from kilometers to miles), and rendering alternatives.
In Semantic Mediawiki it is possible to extend the data types deﬁnition.
• OWL Mapping and Semantic Features The diﬀerent semantic wiki
implementations map the semantic annotations into a speciﬁc OWL or
RDF deﬁnition. A lightweight ontology appears on the basis of the se-
mantic annotations written by the wiki community. Most of the Semantic
Wikis implementations have a direct mapping to an ontology deﬁnition,
for example in SMW normal pages correspond to abstract individuals,
properties correspond to OWL properties, categories correspond to OWL
classes, and property values can be abstract individuals or typed literals.
Most of the annotations are mapped to RDF triplets.
Semantic Mediawiki includes an important feature based on the query sys-
tem. It is possible to insert the results of a semantic query in the content of a
page with the use of inline queries. Inline queries allow editors to add dynam-
ically created lists or tables to a page, thus making up-to-date query results
available to readers who are not even aware of semantic queries. For example,
Listing 3.1 details the inline query from Germany1 page in semanticweb.org.
1http://semanticweb.org/wiki/Germany
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Figure 3.4: SMW mark-up enhanced for semantic annotations.
The query lists the name and population of all articles which belong to category
City and are related to Germany article with the semantic property located
in. The results of this query are shown in Figure 3.5.
{{#ask: [[Category:City]] [[located in::Germany]] | ?Population}}
Listing 3.1: Semantic Mediawiki inline query example.
There is a wide diversity of Semantic Wikis. Most of them enhance the
regular social interaction with a wiki by adding semantic capabilities like typing
the links or deﬁne OWL classes with the use of categories, such as Semantic
Mediawiki [44] and IkeWiki [78]. SweetWiki [19] also deﬁnes an ontology to
describe the wiki itself called "The Wiki Object Model" and it supports social
tagging. The Wiki Object Model allows semantic engineers to make SPARQL
queries over the semantic wiki concept in addition to the wiki articles that are
part of the wiki. Other example is Swooki [83], Swooki combines advantages of
P2P wikis with Semantic wikis. Swooki ensures consistency on replicated pairs
by means of Woot [68] algorithm. The architectural organization of Swooki
connects in a P2P network several Semantic Wikis that synchronize the articles
and semantic information contents.
All of these semantic wikis are more appropriate to support collaborative
knowledge emerging, in contrast, they do not provide functionalities to man-
age combined personal and shared understandings. However, personal seman-
tic wikis like SemperWiki [66, 67] only support personal knowledge building.
Currently, there are no semantic wikis that help people to combine and manage
in a usable way both personal and shared knowledge.
3.3 Social Tagging
Social Tagging is the activity in which users cooperate to put a label to describe
a Web resource within the Social Web [34, 45]. As we have seen in the previous
section, the properties in Semantic Wikis could be seen as a kind of tagging that
requires some formalism (i.e. additionally to the type name, the property is a
semantic relation between two resources) and SweetWiki evidences a diﬀerence
by including both social tagging and traditional semantic wiki features. The
less structured activity of free tagging was deﬁned as folksonomies.
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Figure 3.5: SMW inline query result.
Wander Val called folksonomies the activity of freely tagging items on the
Web. According to Wander Val, folksonomies are created when people tag
items online for their own later information retrieval purposes. One of the
beneﬁts related to folksonomies are the management of personal information
by using users own words instead of using keywords deﬁned by the system.
Another beneﬁt is the social exchange and reuse of tags done by other users,
and ﬁnally the use of tags to make searches and discover related elements by
using the same user tag language [96]. The usage of user’s tags with similar
interests had a tendency to cover a shared knowledge[39].
Some Web portals include the management of tags in diﬀerent resource
types, such as Flickr2 for photo tagging, Bibsonomy3 for bibliographic reference
tagging or Delicious4 for bookmark tagging. Figure 3.6 shows an example of
Delicious.com tags folksonomy.
Tom Gruber introduced a semantic conceptualization of social tagging.
3.3.1 Gruber’s Model
Gruber deﬁnes the core concept of Tagging for a full social environment where
users tag several resources with diﬀerent labels. However, if two applications
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Figure 3.6: Delicious.com tags folksonomy.
diﬀerent systems, the tagging model needs to include the system that manages
the particular tags. In conclusion, the tagging model is deﬁned as:
Tagging(<resource>,<tag>,<tagger>,<source/context>)
Where <resource> is the tagged element, <tag> is the label selected by the
<tagger> and <source/context> is the application where the tagging action
was done. With this model it is possible to represent the following scenario:
Tagging(Object1, tag1, tagger1, source1)
Tagging(Object1, tag2, tagger1, source1)
Tagging(Object1, tag1, tagger2, source1)
Tagging(Object1, tag3, tagger3, source2)
Tagging(Object2, tag1, tagger4, source2)
The importance of the Gruber’s tagging model recalls in the semantic def-
inition of the tag activity. This model could be extended to bootstrap the
human methods in the web and to describe any web resources in a Semantic
Web compatible manner.
3.4 Eﬀorts in Semantic Data Generation
Over the last years, many eﬀorts have focused on the semantiﬁcation of the
web. One of the most relevant is the Linking Open Data (LOD) 5 initia-
tive. The objective of LOD is to connect related data that was not previously
connected using URI and RDF. LOD generates a large amount of RDF state-
ments, most of them are generated automatically, only less than one percent of
semantic contents are a user-generated [10]. DBPedia [12] is a major applica-
tion of LOD. DBpedia is the Linked Data version of Wikipedia, it is based on
an automatic approach to generate RDF statements, by converting structured
information in Wikipedia pages into RDF statements. In Semdrops approach,
the semantic data emerge by the social eﬀort.
5http://linkeddata.org
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Other approaches to increase the semantic data on the web are based on
the enrichment of social tags with semantic information:
• Annotea [40] deﬁnes a simple ontology to generate semantic bookmarks.
• Mukherjee et al. introduce the idea that semantic bookmarks are gen-
erated automatically to structure hypermedia documents [62]. This ap-
proach is limited to speciﬁc web resources i.e. the bookmarks.
• SOBOLEO 6 [101] uses SKOS taxonomy to annotate bookmarks. Al-
though, SOBOLEO allows the set of tags to web resources and organizes
them into hierarchies, it does not support a rich semantic model.
• In Limpens´s Ph.D. thesis[51] and Monin et al. [61] the niceTag ontol-
ogy which sub-classiﬁes the isRelatedTo tag into a set of sub-properties
to conceptualize the diﬀerent possible uses of tags presented by Golder
& Huberman is introduced. Unfortunately, the rigid structure in the
use of pre-deﬁned properties does not allow users to add new properties
deﬁnitions.
• Huynh-Kim-Ban et al. [7] introduced an extension of the tag model pre-
sented in del.icio.us which includes both synonymy and inclusion rela-
tionships among tags, but they do not include the possibility to express,
for example, attributes.
OntoGame [81] combines Web 2.0 and semantic deﬁnition to determine
ontology construction, ontology alignment, and ontology population. Authors
propose ﬁve activities for the players: collecting name entities, matching name
entities according to a deﬁned ontology, introducing hierarchical relations like
subclasses, modularization and lexical enrichment. For example, they propose
games for semantic annotations. In these games it is necessary to include a
resource and an ontology deﬁnition. The game shows the user a resource and
a suitable domain ontology, then the players have to select the appropriate
ontology element to annotate the resource. The output will be a semantic
annotation.
Some other approaches propose semantic enrichment of social tagging [31,
41] by deﬁning a tag ontology for this purpose. For instance, TagOntology [63]
proposed a tripartite system (User, Resource, Tag); MOAT [73] allows the use
of a URI to deﬁne the meaning of a tag, and SCOT [42] enforces the social
context involved in folksonomies. All of these approaches focus on giving
semantic to the tags.





4.1 P2P Collaborative Knowledge Building Approach 36
4.1.1 P2P Collaborative Knowledge Building Process . . . 37
4.1.2 Personal Semantic Annotations: Individuals and Cat-
egories . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.2 P-Swooki: P2P Collaborative Knowledge Build-
ing System . . . . . . . . . . . . . . . . . . . . . . . 39
4.2.1 Shared Semantic Annotation Management . . . . . . 39
4.2.2 Personal Semantic Annotations Management . . . . 39
4.2.3 P-Swooki Data Model . . . . . . . . . . . . . . . . . 40
4.2.4 Personal Semantic Annotation Storage Model . . . . 40
4.2.5 Editing Operations . . . . . . . . . . . . . . . . . . . 41
4.3 P-Swooki Implementation . . . . . . . . . . . . . . 41
Immersed in the co-evolution context, we are interested in the bootstrap-
ping of the social methods to create pieces of knowledge, and the Semantic
Web tools to represent them. An initial approach should provide tools that
support the collaborative knowledge building process. Particularly, the articu-
lation between personal and social knowledge spaces. Additionally, the pieces
of knowledge that are created in the social process require to be represented in
a semantic description. In this part of the dissertation, the support to complete
the knowledge building process is done by extending a P2P Semantic Wiki.
The extension is centered in the management of personal and shared knowl-
edge spaces. Furthermore, semantic wikis provide a semantic representation of
their content. In our approach, the semantic representation is adapted to the
management of personal and shared spaces. In consequence, an augmented
tool with better navigability, structuring and knowledge representation allows
the emerging of Semantic Web enabled knowledge in both personal and shared
spaces.
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More speciﬁc, the goal of this work is to propose an innovative semantic
wiki approach that supports both personal and shared knowledge building.
In this approach, the shared knowledge is unique and accessible to everyone,
while the personal knowledge is only accessible by its owner and represents
the user private view (perspective) of the shared one. Personal knowledge can
diﬀer from the shared one, but it can also have overlapped parts.
For the emerging of shared knowledge, we follow the same approach as
SMW where shared semantic annotations are embedded in the wiki text by
using a suitable syntax. For the personal knowledge, we propose Personal Se-
mantic Annotations to externalize personal understanding. Personal semantic
annotations are associated to the wiki page and they are only accessed by the
owner user. For the end-user, the personal semantic annotations look like tags,
however they are semantically richer: they support categories and individuals.
In our experience, the addition of Personal Semantic Annotations to se-
mantic wikis enables users:
• To support the individual understanding in the collaborative knowledge
building process [84]
• To provide personalized knowledge retrieval, structuring and navigation.
• To enable a combined personal and shared knowledge retrieval.
• To enrich the shared semantic annotations and to augment, therefore,
the shared knowledge base.
Moreover, adding personal semantic annotations and shared ones involves
complementary activities. Whereas adding a shared semantic annotation seems
to be suitable during the edition, adding a personal one seems to be more suit-
able during the browsing activity. In order to validate this hypothesis, we have
conducted an evaluation study that is detailed in Section 6.1.
In this chapter of the dissertation, we introduce a peer to peer semantic wiki
called P-Swooki that supports both personal and shared knowledge building.
P-Swooki extends a peer-to-peer semantic wiki Swooki [83] by adding personal
knowledge building. To validate our approach we choose a peer to peer se-
mantic wiki because in a P2P architecture information dissemination is easily
controlled i.e. shared annotations are broadcast and integrated by all peers
while personal semantic annotations remain local.
4.1 P2P Collaborative Knowledge Building Ap-
proach
In this work, we extend P2P semantic wikis by supporting personal under-
standing building. In addition to sharing semantic annotations embedded in
the wiki text, users can also associate personal semantic annotations to se-
mantic wiki pages. These private annotations express personal understanding
of the users. For example, if a user was navigating the semantic wiki page
"Semantic Wiki" as it is shown in the ﬁgure 4.1, eventually, she would like
to annotate this page as "Collaborative Tool", "Web" and "Semantic Wiki". If
these annotations only express personal understanding, they should be private.
Other annotations as "Semantic Web" or "Wiki" are shared, they could be de-
ﬁned by the same user or by other users. We can notice that users manage
simultaneously both shared and personal semantic annotations.
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Figure 4.1: Adding Personal Semantic Annotation in Semantic Wiki
We adapt the collaborative knowledge building process to P2P settings as
it is detailed in the next section.
4.1.1 P2P Collaborative Knowledge Building Process
A P2P collaborative knowledge building process is a continuous spiral process
which involves externalization, publication, internalization and reaction as we
have explained in Section 3.1. Externalization and publication steps have to
be redeﬁned to support P2P settings. Internalization and Reactions are not
modiﬁed.
Besides, users manage in a well-diﬀerentiated way both personal and shared
understandings. In the semantic wiki, every user needs to manage in separate
spaces the personal and shared annotations. In this line, we deﬁne two repos-
itories: the personal understanding repository and the shared understanding
repository respectively. In a P2P setting, we consider that every user works
in one peer and has both repositories. The shared understanding repositories
will eventually be identical for all users due to the synchronization algorithms
[68].
Our P2P collaborative knowledge building process redeﬁnes the external-
ization and publication steps as:
• Externalization, where personal knowledge goes from tacit to explicit.
Users use personal semantic annotations to externalize their own knowledge.
This is an individual activity, this knowledge remains private in the context of
the personal understanding space.
• Publication, where knowledge goes from the individual context to the
shared one. As a result, a personal semantic annotation becomes a shared
one. In other words, this involves moving a personal semantic annotation
from a given user’s personal understanding repository to the shared one. This
step involves replicating the annotation to every user as a shared annotation.
For example, in the ﬁgure 4.2 the "user1" externalizes "Collaborative Tool"
personal annotation on her personal repository. Then, when she performs a
publication this personal annotation should be disseminated to every user,
even to herself. After the publication, the semantic annotation "Collaborative
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Tool" should appear in every shared understanding repository as a shared
annotation.
Consequently, personal understanding building is achieved by supporting
the separation of both knowledge repositories (personal and shared) and the
externalization step.
Figure 4.2: P2P Collaborative Knowledge Building Process
This P2P collaborative knowledge building approach has several advan-
tages:
• Personal navigation: the system allows the users to simultaneously
have personal and shared navigation on the the same content. Shared navi-
gation is the traditional navigation supported by any semantic wiki. Personal
navigation is a new kind of navigation, it is personal and it is the consequence
of the personal semantic annotations. The user has instant gratiﬁcation after
adding personal semantic annotations.
• Enrichment of shared knowledge : the user can make public her
personal semantic annotations. Consequently, shared knowledge is enriched.
• Improve system usability: adding shared semantic annotations and
personal semantic ones involves complementary activities. Whereas adding
shared semantic annotations seems to be suitable during the editing activity,
adding personal annotations seems to be more suitable during reading activity.
In order to allow users to annotate the P2P Wiki page in a personal un-
derstanding space, we incorporate the Personal Semantic Annotations.
4.1.2 Personal Semantic Annotations: Individuals and
Categories
Every semantic wiki page could be tagged with several personal semantic an-
notations as it was shown above. A personal semantic annotation can be a
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category or an individual.
Categories deﬁne a family of elements. For example, in the previous ex-
ample (ﬁgure 4.1), the annotation "Semantic Wiki" was underlined in order to
indicate that this wiki page is a Semantic Wiki category deﬁnition.
Individuals denote elements that fall at least in one category. Semantic Me-
diawiki is an individual that fall in the category Semantic Wiki. An Individual
can belong to many categories.
A semantic wiki page can be annotated with many annotations. For ex-
ample, a user would personally like to annotate the wiki page "Swooki" as a
"Semantic Wiki" and as "P2P application".
The annotation model is simple, it only considers categories and individu-
als. In the following Chapter, we describe Semdrops that extends the tagging
model and supports relationships and attributes.
4.2 P-Swooki: P2P Collaborative Knowledge
Building System
We have developed P-Swooki, a P2P collaborative knowledge building system
that extends the P2P semantic wiki Swooki with personal semantic annota-
tions.
Shared semantic annotations are already supported by Swooki as detailed in
the section 4.2.1. Therefore, we only had to add personal annotations function-
alities to Swooki [83]. In sections 4.2.2, 4.2.3 and 4.2.5, we detail the personal
annotations management, the data model and its associated operations.
4.2.1 Shared Semantic Annotation Management
The P2P semantic wiki architecture and basic features that are elementary to
introduce our approach were provided by Swooki. In Swooki every peer hosts
a copy of all wiki pages and the shared understanding repository. When a peer
updates its local copy of data, it generates a corresponding operation. This
operation is processed in four steps:
1. It is executed immediately against the local replica of the peer,
2. It is broadcasted through the P2P network to all other peers,
3. It is received by the other peers,
4. It is integrated to their local replica. If needed, the integration pro-
cess merges this modiﬁcation with concurrent ones, generated either locally or
received from a remote server.
To synchronize data, Swooki implements a modiﬁed version of the P2P
synchronization algorithm detailed in [68]. Swooki synchronization algorithm
ensures the convergence on the wiki text and the shared understanding repos-
itory i.e. when the system is idle, all copies are identical.
4.2.2 Personal Semantic Annotations Management
In P-Swooki, personal semantic annotations are hosted locally. When a user
updates her personal semantic annotations, she generates a corresponding op-
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eration. The operation is executed locally against the user personal under-
standing repository. This operation is not broadcast to other peers.
As it was explained above, the process to annotate a wiki page is simple.
The system enables users to annotate a wiki page as a new category or as an
individual of an existing category.
In order to handle personal semantic annotations, we extended the Swooki
data model and deﬁned new editing operations.
4.2.3 P-Swooki Data Model
The data model is an extension of Swooki [83, 100] data model. Therefore,
each semantic wiki peer has assigned a global unique identiﬁer namedNodeID.
As in any wiki system, the basic element is a wiki page, therefore every
wiki page has assigned a unique identiﬁer PageID, which is the name of the
page. The name is set when the page is created. If several servers concurrently
create pages under the same name, their content will be directly merged by
the synchronization algorithm. Notice that a URI can be used to unambigu-
ously identify the concept described in the page. The URI must be global
and location independent in order to ensure load balancing. For the sake of
simplicity, we use a string as page identiﬁer.
The ﬁgure 4.3 describes the personal semantic annotations data model.








Figure 4.3: Personal Semantic Annotation Data Model
4.2.4 Personal Semantic Annotation Storage Model
RDF is the standard data model for encoding semantic data. In P-Swooki,
every peer has two local RDF repositories : Personal Statements and Shared
Statements. They implement the personal understanding repository and the
shared understanding repository respectively.
• The Shared Statements contain a set of RDF statements which were
extracted from the wikis pages. A statement is deﬁned as a triple (Subject,
Predicate, Object) where the subject is the name of the page, the predicates
(or properties) and the objects are related to the concept involved in the page.
• The Personal Statements contain personal semantic annotations which
are represented as personal RDF statements. A personal RDF statement is
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deﬁned as a triple (Subject, Predicate, Object) where the subject is the wiki
page and the predicate annotates the page as a personal semantic annotation
type as described in the next section.
We deﬁne two operations on the RDF repositories:
• insertRDF(R,t): adds a statement t to the Personal Statements or Shared
Statements repository R.
• deleteRDF(R,t): deletes a statement t from the Personal Statements or
Shared Statements repository R.
These operations are not manipulated directly by the end-user, they are
called implicitly by the editing operations as it is shown in the following section.
4.2.5 Editing Operations
There are four editing operations for editing personal semantic annotations:
addIndividual, addCategory, delIndividual and delCategory. An update is con-
sidered as a delete of an old value followed by an insert of a new value.
1. addCategory(PageID, CategoryName) : where PageID is the iden-
tiﬁer of the semantic wiki page. CategoryName is the name of the new cate-
gory.
This operation sets the wiki page PageId as a category in the user personal
repository. This operation calls the insertRDF(Personal Statements,(PageId,
RDF.Type, CategoryName)) function to add a new triplet into the personal
RDF repository.
2. addIndividual(PageID, CategoryName) : sets the wiki page PageID
as a member of the category CategoryName. If CategoryName does not ex-
ist, it is added automatically to the Personal Statements repository by calling
the operation addCategory and then the operation automatically annotates the
PageId as member of the CategoryName.
During this operation an RDF statement is added to the personal repository
by calling insertRDF(Personal Statements, (PageId, belongsTo, CategoryName))
where belongsTo is a predicate to associate an individual to a category.
3. delIndividual(PageID, CategoryName): eliminates the PageID as
member of the category CategoryName from the personal RDF repository by
callingDeleteRDF(Personal Statements, (PageId, RDF.Type, CategoryName)).
4. delCategory(PageID,CategoryName) : ﬁrst, it calls the delIndividual
operation for each member of the category CategoryName, and then deletes
the category CategoryName from the personal RDF repository by calling the
DeleteRDF operation.
4.3 P-Swooki Implementation
P-Swooki is implemented as an extension of Swooki. Swooki is a P2P semantic
wiki which is implemented in Java as servlets in a Tomcat Server and uses
Sesame 2.0 as RDF repository.
P-Swooki is developed over a Swooki architecture using one peer per user.
A P-Swooki peer is made up by the following components (see ﬁgure 4.4). The
grey boxes are Swooki components whereas the white ones are the P-Swooki
components.
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P-Swooki P-Swooki
Figure 4.4: P-Swooki Architecture
User Interface. The P-Swooki UI component is composed by the Swooki
wiki editor and it incorporates the functionalities to make personal annota-
tions. This basically divides the wiki page into two areas: the shared and
private annotation spaces. The shared space is deﬁned by a regular wiki editor
supported by Swooki functionality. The private annotation one includes a box
to add personal semantic annotations and to visualize them (see ﬁgure 4.5).
Swooki Manager. The Swooki manager implements the synchronizing
algorithm.
Sesame Engine. We use a multi-set [83] extension of Sesame 2.0 [17] as
RDF repository. Sesame is controlled by the Swooki manager for storing and
retrieving RDF statements. P-Swooki stores the private annotations using
a diﬀerent name space. This allows administrators to reuse the storing and
retrieving facilities already implemented by Swooki.
Diﬀusion Manager. The diﬀusion manager is in charge of maintaining
the membership of the unstructured network and of implementing a reliable
broadcast for the shared repositories.
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This chapter introduce a complementary approach to achieve the ﬁrst hy-
pothesis of this thesis. In this case, we extend the model proposed with P-
Swooki in order to add semantic data to any web resource. In this chapter, the
knowledge building process and a social semantic tagging activity are boot-
strapped in order to generate new semantic data for any web resource.
We propose an approach that allows the emergence of semantic data by
means of identifying and modeling the tagging activity. This is a step to the
semantiﬁcation of the web based on social eﬀort. The proposed approach has:
• to promote semantic data proliferation.
• to promote the semantic data quality
• to be applicable to any web resources.
• to be used by a wide community
• to provide an easy interaction mode.
In order to achieve all of these requirements, the challenge now is to deﬁne
a simple semantic social tagging model whose integration into the system pro-
vides an easy interaction modality that enables the attaching of a web resource
without modifying the resource itself. In this work, we propose a social seman-
tic tagging approach called Semdrops. Semdrops deﬁnes a conceptual model
which is an extension of the Gruber tag model [31], where the tag concept is
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extended to semantic tag. We implement Semdrops as a Firefox add-on tool
that turns the web browser into a collaborative semantic data editor in situ
for any web resource.
To validate Semdrops’s approaches, we conducted an evaluation and usabil-
ity studies and we compared the results with automatic generation methods of
semantic data such as DBpedia. The studies demonstrated that Semdrops is
an eﬀective and complementary approach to produce adequate semantic data
on the Web (The details of the evaluation are in the Section 6.2 of Chapter 6).
5.1 Semdrops Approach
Semdrops uses the force of mass collaboration to facilitate the emergence of
semantic data. This data can be used to emerge lightweight ontology. It is
based on a social semantic tagging strategy [42] that adopts the characteristics
of social tagging enhanced with semantic meta-data. In order to make the
semantic annotation activity easy to the user, Semdrops proposes a simple
semantic representational model to conceptualize the social semantic tagging
activity. This model captures the semantic annotations performed by the users.
This means that the model allows users to represent the attachment of social
semantic tags to a web resource in an easy manner. The model also enables
users to tag a resource without modifying the resource itself. Section 5.1.3
presents a detailed example.
Although Semdrops social semantic tag model was designed to make the
tagging activity easy by regular users, it has to be mapped to existing semantic
representation models like RDF, OWL in order to make it compatible with
the Semantic Web technologies. In this work, we particularly use Semantic
MediaWiki to make this mapping as is detailed in the section 5.1.2.
5.1.1 Semantic Social Tagging Model
According to the literature, the most elementary building blocks of a tagging
model is a tripartite model [63] made up of the taggers, the tags and the
resources being tagged. As we detailed in Section 3.3.1, Gruber [31] introduced
into the model one more element: the source of the tags, and named the model
as the “four-places relation” model. Semdrops conceptual model is an extension
of the four-places relation one, where the tag concept is extended to semantic
tag. Semdrops deﬁnes four main concepts: Web resource, tagger, semantic tag
and semantic support.
Web resource: A Web resource is any Resource in the web which could
be identiﬁed by an URI.
Tagger: The tagger is the responsible of adding semantic tags to the web
resource. A tagger can be an individual user or a community.
Semantic Tags: According to mc sharaefel et al.[56], “a semantic tag is
one where the tag itself is backed up by an RDF. Semantic tags are semantic
annotations used to add a semantic description over a Web resource in an
unsophisticated manner. ”. In our approach, we extend the deﬁnition of mc
sharaefel et al.; particularly, we describe three kinds of semantic tags: Category
Tag (CT), Property Tag (PT) and Attribute Tag (AT).
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• Category Tag (CT): This semantic tag represents the belonging of
a Web Resource to a Category. Tagging a resource by means of a CT
deﬁnes the name of the tag as identiﬁer of the category and the Web
Resource as individuals which belong to that category. Also, it is possible
to organise categories specifying detailed levels by means of hierarchies
using subsumption. A sub-category is deﬁned as a subset of individuals
of the super-category.
• Property Tag (PT): This semantic tag describes a relationship be-
tween two Web Resources. In this case, the name of the property types
the relationship between the two web resources, even when there is not a
navigational link between them. Having PT, the navigation is improved
by a semantic relationship.
• Attribute Tag (AT): This semantic tag describes a structural attribute
for a web resource, for example the height of a mountain. It uses the
label as a name for the attribute and it is related to a simple data type
as a number or a literal.
Semantic Support. We use this support to store semantic tags. The
underlying semantic support has an impact on how Semdrops maps semantic
tags to an existing semantic support data model. This is done by specifying a
set of mapping rules. This semantic support makes Semdrops model compati-
ble with other Semantic Web technologies. It can be any RDF repository e.g.
Sesame [17], Jena [57] or even Semantic Mediawiki [43].
5.1.2 Using Semantic Mediawiki as Semantic Support
In this work, we particularly use Semantic MediaWiki (SMW) as semantic
support. We have chosen SMW because we have already used semantic wikis
for knowledge personalization as we described in the previous Chapter, and
this allows the use of the powerful features of SMW such as query semantic
tags and export semantic data.
Mapping Rules
We deﬁne a set of rules to transform Semdrops’s semantic tags into suitable
SMW semantic annotations in order to store them in the semantic support of
SMW. In order to carry out this mapping, a web resource is mapped to a wiki
article in terms of SMW.
• Category Semantic Tag. Let X be the URL identifying the Web
Resource, and CatName the label for a category.
CategoryTag(X,CatName) ≡
SemWiki(X)← ([[Category : CatName]]).
Where SemWiki(page) ← (code) means that the wiki page titled page
has the string code included in its content.
• Property Semantic Tag. Let X, Y be the URLs identifying two dif-
ferent web resources and let PropName be the label of a property.
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Semdrops SMW OWL-like
Category(X,TName) [[Category: TName ] X rdf:type TName
Property(X,PName,OW) [[PName::OWContent]]X PName OW
Attribute(X,AName,Value)[[AName:= Value]] X AName Value
Table 5.1: Semdrops Mapping Rules
Which kind of Semantic Tag?
Annotate a Web Resource
Choose a Category name Choose a relationship name and a
related Web Resource





Store in Semantic Support
End
Figure 5.1: Tagging Flow
PropertyTag(X,PropName,OWebContent) ≡
SemWiki(X)← ([[PropName :: OWebContent]])
• Attribute Semantic Tag. Let X be the URL identifying a web resource
and let AtrName be the label of an attribute and AValue can be a literal
or numerical value. AttributeTag(X,AtrName,AV alue) ≡
SemWiki(X)← ([[AtrName := AV alue)]]
The table 5.1 summarizes the mapping rules. The left hand is the Semdrops
semantic tags, in the middle the equivalent SMW and the right the equivalent
in owl-like.
5.1.3 How to Use the Model ?
In this example, we consider a user who is reading the Paris city page1 on
Wikipedia. She would like to tag that Paris is a City and also that it is the
location of the movie Amelie.
Following the workﬂow in ﬁgure 5.1, ﬁrst she has to decide which kind of
semantic tags she wants to use. She uses a Category Tag to describe Paris as
a City. For that, the literal City is used as the name of the Category Tag.
Next, she decides to use Property Tag to describe the relationship between
Paris and the ﬁlm Amelie. A Property Tag requires a label to type the rela-
tionship and also a URI for two involved resources: the movie and the city.
Therefore the string was movie location of types the relationships and the
1http://en.wikipedia.org/wiki/Paris
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Amelie Wikipedia’s page represents the movie. Figure 5.2 (a) shows the initial
wikipedia page and the ﬁgure 5.2 (b) shows the tagged page. The left side of
the screen shows the semantic tags for the current page. The semantic tags
tree has three main labels: Category, Links and Attributes. The user can visu-
alize the semantic tags grouped by these three types and can fold and unfold
the list of each group of tags.
During the semantic tagging activity, Semdrops maps the semantic tags
into the semantic support model of SMW by using the mapping rules detailed
in the previous section. All the new meta-data is generated without modifying
the original resource.
In this scenario, a new semantic relation is created between Paris city and
the Amelie movie, there was no prior relationship between these two resources
nor a navigational link.
Semdrops as Mashups Tool
The previous scenario shows how semantic tags can be added easily to a web
resource. For instance, the semantic tags describing the web page of Paris in
Wikipedia could be associated with those deﬁned in the Paris wiki page at
SemanticWeb.org 2. In order to combine diﬀerent sources, Semdrops includes
the ability to access linked semantic data in cross semantic repositories. It
takes special attention in owl:sameAs tags in the RDF deﬁnition of the web
resource. For example, if in the RDF description of a web resource the tag
owl:sameAs:: targetResource appears, the semantic tags of the targetResource
will be added as semantic tags of the original resource.
Figure 5.2 (b) shows the use of Semdrops with the semantic tags of the
example in the section 5.1.3 with a cross reference to the Paris page on Se-
manticWeb.org. In this example, the semantic tags with the green icon are
from the cross reference, and the category City has a special icon because it
was produced in both semantic repositories: SMW repository and the Seman-
ticWeb.org repository.
5.2 Implementation
Semdrops uses a Model-View-Controller architecture as it is detailed in the
ﬁgure 5.3. It includes a semantic MediaWiki as a semantic support for storing
and retrieving the semantic tags.
Semdrops is implemented as a Firefox sidebar add-on, it is available as an
open source and can be downloaded from http://sourceforge.net/projects/
semdrops/. It implements the semantic social tagging model. The semantic
tags tree has three main labels: Category, Links and Attributes. The user
can visualize the semantic tags grouped by these three types and can fold and
unfold the list of each group of tags as shown in the ﬁgure 5.2. Semdrops
implements drag & drop functionality, this improves user interaction and fa-
cilitates semantic tags generation. For instance, in the example of ﬁgure 5.2,
a user can drag the France link and drop it on the Links label. This action
2SemanticWeb.org is a Semantic Mediawiki used mainly for content related with Semantic
Web
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Figure 5.2: Semantic Tags for Wikipedia’s Paris page: (a) At the top, the
Wikipedia’s Paris page without the Social Semantic Tags. (b) At the bottom,
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Figure 5.3: Semdrops Architecture
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opens the new link dialog box ﬁlled with the France page link. Drag & drop
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6.1 P-Swooki Evaluation
In this section, we present the evaluation of the P-Swooki approach. In or-
der to analyze the usefulness of the personal semantic annotations we run an
evaluation study. In this study we wanted to answer the following questions:
• Are personal semantic annotations useful for any users?
• Do personal annotations augment the shared knowledge?
• Do participants found both kind of annotations could help to make better
knowledge retrieving?
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6.1.1 Method
We have conducted two separate experiments, one in France and another one in
Argentina. The total number of participants were 15 people. The participants
ranged in age from 25 to 45. All participants were involved in computer science,
all were familiar with wikis and 5 of them were familiar with semantic wikis and
have some experience in ontology building. The participants were in diﬀerent
rooms and they were not allowed to communicate to each other during the
experience.
We started the ﬁrst experience in France with a short explanation about
semantic wikis, shared knowledge and personal knowledge. We asked partic-
ipants to develop a semantic wiki by using both kinds of annotations. They
started with a non empty wiki. In fact, two semantic wikis pages were created
in advance; one about Semantic Wiki and another one about Semantic Web.
We also suggested participants should use special syntax in order to control
vocabulary explosion as it occurs in folksonomies [80].
In order to consolidate the ﬁrst experience, we repeated the same experience
in Argentina which conﬁrmed the results previously obtained in France. These
experiences show a preliminary evidence of the contribution of our approach
regarding the usability of personal semantic annotations and their complemen-
tarity with the shared knowledge. In the following of this section we show the
results of these experiences. As both experiences showed the same outcome,
we will only present the results from France.
6.1.2 Results
The tables 6.1 and 6.2 show the type (individual or category) and the amount of
personal semantic annotations that each participant has added to the Semantic
Wiki and Semantic Web wiki pages respectively.
Table 6.1: Personal Semantic Annotation for Semantic Wiki Page
User Individual Category Total
1 1 1 2
2 1 0 1
3 2 5 7
4 6 5 11
5 2 1 3
6 4 3 7
7 1 0 1
The Semantic Wiki page was annotated by all the participants. They
annotated this page as individual 17 times and as category 15 times. The most
active participant added 11 personal semantic annotations to this page. The
average number of annotations per participant was 4.5. The average without
the most active participant was 3.5.
The Semantic Web page was annotated by all the participants. They an-
notated this page as individual 8 times and as category 9 times. The most
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Table 6.2: Personal Semantic Annotation for Semantic Web Page
User Individual Category Total
1 0 1 1
2 1 0 1
3 0 2 2
4 6 5 11
5 1 1 2
6 1 0 1
7 1 0 1
active participant added 11 personal semantic annotations to this page. The
average number of annotations per participant was 2.5. The average without
the most active participant was nearly 1.
6.1.3 Discussion and Learned Lessons
The results above conﬁrm our initial hypothesis about the usefulness of the
personal semantic annotations because all the participants have added personal
annotations.
The Table 6.3 shows the shared and personal semantic annotations used
by the participants for the Semantic Wiki page.
The column Shared annotations regroups the shared semantic annotations.
At the beginning of the experience, it was empty. This page could be annotated
as a category such as Category: PersonalInformationManagement or as an
object property such as limitation : scalability.
The second and third columns regroup all the personal semantic annota-
tions. Notice that in some cases many users used the same semantic annota-
tion. For instance, four users used SemanticWeb annotations and two users
used Wiki annotations.
We can observe that the total number of semantic annotations is increased.
Therefore, personal semantic annotations could be useful to augment the
shared knowledge.
With this evaluation we learn the following lessons:
• Every participant used both personal and shared semantic annotations;
• Most participants said that it is easy to use personal semantic annota-
tions, because it is not necessary to embed them into the text.
• Some participants had diﬃculties distinguishing between a category and
an individual.
• All participants manifested the importance having a good user-interface
to facilitate personal navigation.
• For some participants personal annotations were useful to structure their
own navigational map according to their personal taxonomy.
• Personal annotations were easier for people not familiar with semantic
wikis whereas someone familiar with semantic wikis did not see exactly the
added value of personal semantic annotations.
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• One participant did not understand the diﬀerence between personal and
shared semantic annotations.
• For most participants, it was easier to add personal annotations when
they were browsing and to add shared annotations when they were editing the
wiki pages.
• Most participants found that combining both kind of annotations could
help them to make better knowledge retrieving.
Although, it may be premature, the average of personal annotations shows
a tendency: people feel comfortable using personal annotations and adding
personal annotations is a complementary activity in semantic wikis.
These ﬁrst results encourage us to continue in this direction, however, we
need to conduct larger scale experiences to consolidate these results.
6.2 Semdrops Evaluation
To demonstrate the capability of Semdrops to produce adequate semantic data,
we conducted an evaluation study. In this study, we asked a group of partic-
ipants to use Semdrops to semantically tag a set of predeﬁned web resources;
more precisely, a set of Wikipedia pages. We also conducted a usability study
to measure the satisfaction of participants regarding Semdrops.
In the following sections, we detail the evaluation methodology, the quali-
tative and quantitative analysis and the usability study.
6.2.1 Method
We have asked 20 people to participate in the evaluation, 15 males and 5
females. They are between 23 and 35 years old and fans of the Lost TV series
1, most of them are in the domain of computer sciences. In order to make
the participants familiar with Semdrops, we provided them with a textual user
guide and a screen-cast showing a using example2.
Every participant was able to use Semdrops to add semantic tags to two
speciﬁc web resources: the Wikipedia pages John Locke (Lost) 3 and Richard
Alpert (Lost) 4, at any time and over four days. The participants were in dif-
ferent places and did not communicate with each other during the evaluation.
Additionally, they only knew that other people were involved in the evaluation
but they did not know who they were because we did not want the participants
to communicate outside the system.
The participants were asked to read and analyze the wiki pages and after
that to add the semantic tags if they considered them appropriate to seman-
tically describe these wiki pages. They could also either delete or revise the
semantic tags which they considered inappropriate. English language was used
to name the tags in order to compare the results later with DBpedia.
1http://abc.go.com/shows/lost
2The screen cast is available at http://www.youtube.com/watch?v=N3Lr32iA9Vw
3http://en.wikipedia.org/wiki/John_Locke_(Lost)
4http://en.wikipedia.org/wiki/Richard_Alpert_(Lost)
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Figure 6.1: Quantities of semantic Tags
6.2.2 Results
Quantitative Analysis - Number of Coincident Tags with DBPedia
Wemanually compare Semdrops semantic tags with semantic information com-
ing from the DBpedia database for the same web resources. Figure 6.1 repre-
sents a comparison between the set of the semantic tags added by Semdrops
and that semantic information coming from the DBpedia database. Numbers
in the ﬁgure represent the amount of semantic annotations. In order to make
the manual comparison, we preprocessed the semantic information from DB-
pedia to ﬁx it to the Semdrops conceptual model, for example, skos:subject
category: Fictional_Hunter in DBpedia match to a Semdrops Category Tag
called Fictional Hunter.
For both considered Wikipedia pages (Jhon Locke and Richard Alpert ),
we observed that:
• In general, the number of semantic tags added by the social eﬀort us-
ing Semdrops was the double of the number of semantic tags that they
automatically generated by DBpedia project.
• The most signiﬁcant augmentation is the number of Property Tags. It
was three times more in both Wikipedia pages.
Qualitative Analysis
This analysis is in charge of ﬁnding out whether the participants have used
the Semdrops conceptual model properly and made the right conceptualisa-
tion. This reveals the right understanding of the meaning of the category,
property and attributes primitives by the participants. To do this, we manu-
ally inspected the Semdrops log ﬁle and observed that:
• All categories were well deﬁned. This means that participants did not
have any problem with the use of categories. They use the category tag
according to the deﬁnition given in the section 5.1.1.
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Figure 6.2: Quality of Semantic Tags
Figure 6.3: Proportion of Semantic Tags
• Sometimes participants confuse the use of property and attribute tag.
For example, some participants use birthday with value on May 30, 1956
as a Property tag instead of an Attribute tag.
• There were other cases where the right conceptualization might be con-
troversial due to the fact that the information given in the wiki page was
not enough (either because the abstraction level was not evident or the
related concept was diﬃcult to be expressed in a Wiki). Consequently,
some attributes were not clear to be either an attribute or a property
tag, we considered these cases also as not well deﬁned.
To summarize, the rate of wrong property tags is near to 15 %, while it
increases to 30% in the case of attributes as shown in the ﬁgure 6.2.
Added Value Analysis
By analyzing the kind of contribution of participants, we observed that:
• Most participants were worried about adding meaning to the navigational
links, 67 % of the property tags were deﬁned over existing navigational
links. For example, the navigational link between the John Locke and
the Anthony Cooper Wikipedia’s pages was typed with son of property,
representing that John Locke is the son of Anthony Cooper.
• In addition, new relationships among other resources were added. The
33 % of the added property tags establish new links with other Wikipedia
pages. This result is illustrated in the ﬁgure 6.3.
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It is important to notice that the enrichment in the existing content,
in terms of both navigability and meaning, was possible to achieve by
human interactions.
• At a ﬁrst glance, the number of Categories deﬁned with Semdrops seems
to be higher than those deﬁned in the initial Wikipedia pages. However,
we later discovered that most of Semdrops categories already existed in
Wikipedia. This was due to the fact that in Wikipedia the categories are
organized in a hierarchy structure and only the most speciﬁc ones are
shown in the wiki pages.
• Nearly 90 % of Categories deﬁned with Semdrops were related to each
other and could be organized in a hierarchy. Although, the subsumption
property is part of the proposed semantic tag model, the current early
version of Semdrops prototype does not support it. However, this result
encourages us to extend Semdrops implementation to incorporate it.
To summarize, DBpedia has a good description of Category hierarchies and
structural information of the page from Wikipedia´s infoboxes. On the other
hand, Semdrops is better to make emerge semantic data that is not easy to
obtain automatically. Both kinds of semantic data are highly complementary.
6.2.3 Usability Evaluation
At the end of the evaluation, we made a set of questions to measure the
satisfaction of the participants with the system. We use the System Usability
Scale (SUS) of Brooke [18]. SUS is a Likert scale simple questionnaire giving
a subjective global value of usability. The obtained values indicate that the
average of SUS usability was 71.5 over 100 with a standard deviation of 8.6.
These results show that the participants had acceptable satisfaction of the
system [6].
In addition, we asked users the level of comfort for making category, prop-
erty and attribute tags. Most of the users had felt comfortable with the cre-
ation of categories and properties but less comfortable with the use of at-
tributes.
6.2.4 Discussion and Learned Lessons
The conducted evaluation shows that semantic data obtained by using Sem-
drops are complementary with those of DBpedia. DBpedia has semantic
data related with the structural content of the wikipages i.e. most proper-
ties reached in Wikipedia are related with navigational structure, for example
is dbprop:redirect of or is dbprop:disambiguates of or infoboxes. While, Sem-
drops promotes semantic data proliferation related to the nature of the wiki
article based on users background.
In addition, during the evaluation, we notice that users created properties
following three main patterns :
• semantic enrichment of existing navigational links by adding semantic
types.
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• deﬁnition of new properties by using information in wikipage that were
not related to a navigational link.
• emergence of new properties that relate pages that do not have any
reference in the content of the wikipage.
Another interesting point was the generation of attributes. Attribute tags
had the highest rate of mistakes. In most cases this happened because for the
tagger the diﬀerence between an attribute and a property tag was not clear.
Finally, by the manual examination of the log ﬁle, we notice that some
semantic tags were rectiﬁed by users. For example, the spelling of the word
bald to describe Jhon Locke character was rectiﬁed twice by diﬀerent users
each time. There is a community regulation similar to that present in wiki
community practices. In this evaluation, we made manual analysis of the log
ﬁle. An automatic one could help to consolidate the generated information.
6.3 Summary of this Part
This part introduced the ﬁrst hypothesis of this thesis: Bootstrapping the col-
laborative knowledge production and a semantic tagging activity will improve
the semantic description of web content. To be more speciﬁc, the tools to
complete the collaborative knowledge production and the deﬁnition of a for-
mal semantic description where articulated by a social semantic tagging model.
The two complementary approaches that have been introduced in this part
articulate human, methods and semantic tools to generate new Semantic Web
enabled data. From the human side, externalization, publication, internaliza-
tion and reaction deﬁne the general methods of the collaborative knowledge
building process. In a ﬁrst instance, these activities are integrated with P-
Swooki and then, in a more general approach, with the social tagging action.
Additionally, Semdrops provide a general ontology deﬁnition that allows users
to describe web resources in a friendly manner by means of category, attribute
or property tags. However, the semantic representation of the tags are by
means of using a Semantic Web description. Notably, the fact of having hu-
man readable representation and, at the same time, a Semantic Web deﬁnition
without extra eﬀorts achieve the co-evolution of both words: Social and Se-
mantic Web. This is potentiated within a process of knowledge production.
In conclusion, Semdrops improves the Semantic Web with lightweight on-
tologies by means of the social forces. These ontologies describe elements from
the web that were not part of the Semantic Web. In the other direction, the
use of Semdrops also improves the human activities. In this case, the use of










This part of the thesis is dedicated to the develop of the second speciﬁc hy-
pothesis: Bootstrapping the machine support to obtain new pieces of knowledge
from the Semantic Web, social methods and conventions will improve the in-
formation in the Social Web. In this Part we present the use of Semantic Web
to derive new pieces of knowledge that are not currently in the Social Web,
and after that we can augment the Social Web by means of injecting the new
pieces of knowledge.
The Semantic Web brings the ability to have better search and navigabil-
ity on the Web. It is mainly built from meta-data extracted from the Social
Web. DBpedia [12] is the best example. DBpedia knowledge base is built
from data extracted from Wikipedia1 infoboxes and categories. Despite DB-
pedia data are retrieved from Wikipedia, the semantic capacities of DBpedia
enable SPARQL [75] queries to retrieve information that are not present in
Wikipedia [93]. A SPARQL query that retrieves people born in a place2 could
include more people than those obtained by navigating from the place article
in Wikipedia.
The case of DBpedia and Wikipedia is a good scenario to show the elements
and tools from the Semantic Web that could be combined with other tools in
order to improve the Social Web. With a SPARQL query it is possible to derive
pieces of knowledge that are not part of the Social Web. In order to improve
the Social Web it is desirable to add the derived elements. Similarly to the
model from the ﬁrst Part of this thesis, we need to translate the elements from
the Semantic Web into a Social Web representation. Indeed, the concepts that
are related by semantic properties in the Semantic Web have to be translated
into hypermedia documents that are related by navigational links.
The ﬁrst issue in this translation is that the meaning level of the hypermedia
links are weaker than the meaning level of a semantic property: a link only
allows users to navigate from one page to another page, and in the other hand a
semantic property describes a meaningful relation between two well described
concepts. The second issue is related to understand the social conventions that
1www.wikipedia.org
2A place could be a Country, Province, City or State.
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the group of users follows to represent a semantic relation between a pair of
pages.
In the co-evolution context, we combine the Semantic Web tools that allow
us to obtain new pieces of knowledge that are not included in the Social Web,
the tools from the Social Web used to represent the information (such as
links, wikipedia articles and wikipedia categories), and the social conventions
deﬁned and followed by a community of users. In this case, the nexus among
this elements is a recommender system that learn from a community of users
the best manner to represent a semantic property. The recommendations are
expressed in term of navigational paths which are sequences of Social Web
documents related by hypermedia links. This approach was developed in order
to improve Wikipedia with DBpedia.
In this part of the thesis, we present the BlueFinder algorithm that rec-
ommends the Wikipedia convention that better describes a DBpedia semantic
property that relates a pair of Wikipedia articles. BlueFinder learns from other
similar pairs how the Wikipedia community connects them, and then makes
a set of recommendations to connect the former pair of articles. The connec-
tions are in terms of adding missing links in Wikipedia. BlueFinder follows a
collaborative ﬁltering approach [38].
This part of the thesis makes the following contributions:
1. A measurement of the information gap between DBpedia and
Wikipedia: We computed the information gap between DBpedia and
Wikipedia for a set of twenty representative DBpedia semantic proper-
ties.
2. The BlueFinder algorithm: We introduced the deﬁnition of BlueFinder
algorithm as a collaborative ﬁltering recommender system to predict the
navigational path that best represents in Wikipedia a DBpedia seman-
tic property between two Wikipedia articles. The navigational path re-
spects the Wikipedia conventions. We also deﬁned the Semantic Pair
Similarity (SPS) function to measure the similarity between pairs
of related articles based on the DBpedia types description of the pair
members. The SPS function allows us to select those connected pairs
that best represent the Wikipedia conventions for an unconnected pair
of articles.
3. Evaluation of the approach: We introduced an empirical evaluation
of our approach to measure precision, recall, f1, and hit-rate over 20
DBpedia semantic properties.
This part builds upon our previous work presented at three occasions:
• In [93] and [89], we introduced the ﬁrst approach to discovering conven-
tions in Wikipedia to represent a DBpedia semantic property. In these
articles we made a social evaluation with Wikipedia community.
• In [90] we introduced a preliminary approach to BlueFinder as a recom-
mending system.
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7.1 Outline of the Third Part
This part of the thesis is organized in the following chapters:
• Chapter 8 introduces the background information that gives support
to the work described in this dissertation. Section 8.1 and Section 8.2
describe the context of the problematic by introducing Wikipedia and
DBpedia. Particularly, Section 8.1 describes Wikipedia as a Social Web
site, and the section also introduces the structure of Wikipedia, articles,
categories, and the Wikipedia conventions. Section 8.2 introduces an
overview of DBpedia and the details of mapping and query services. After
that, Collaborative Recommender Systems are introduced in Section 8.3.
Finally, relevant related work in the ﬁeld of improving Social Web with
Semantic Web is detailed in Section 8.4.
• Chapter 9 describes the information semantic gap between DBpedia and
Wikipedia.The chapter includes the analysis of twenty DBpedia semantic
properties where information derived from DBpedia is not included in
Wikipedia.
• Chapter 10 includes the deﬁnition of the BlueFinder approach to de-
tect the Wikipedia conventions that best represent a DBpedia semantic
property. This chapter begins with a description of the formal model of
Wikipedia and DBpedia in Section 10.1. Then, Section 10.2 deﬁnes the
Wikipedia pair connection rules that are used in this work. After that, in
Section 10.3, the problem statement is introduced. Finally, Section 10.4
contains the details of the algorithm and the manner that it learns from
Wikipedia the common conventions and then how it selects the speciﬁc
one for a particular case of disconnected articles.
• Chapter 11 describes diﬀerent evaluations to study the BlueFinder al-
gorithm behavior to make recommendations over 20 diﬀerent scenarios.
The experimentation wants to answer the following questions: What is
the best setup combination to get the best accuracy from BlueFinder?
Does BlueFinder retrieve path queries that can ﬁx missing relations in
Wikipedia? Does BlueFinder have a correlation between the conﬁdence
level and the accuracy of the predictions? Are there diﬀerent conventions
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In this chapter, we provide the necessary context and background on re-
search that motivates this part of this thesis. The approach of this part of the
thesis presents a combination of a Collaborative Recommender System with
DBpedia and Wikipedia. We brieﬂy introduce Wikipedia and DBpedia as the
main artifacts that represent the Social and Semantic Web respectively. After
that, we describe the most important elements related to Recommender Sys-
tems and Collaborative Recommending Systems. Finally, we present a review
of research on improving the Semantic Web with Social Web and the ﬁeld
related to adding missing links to Wikipedia.
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8.1 Social Web: Wikipedia
Wikipedia is an open multilingual encyclopedia that is built by regular users on
the Web. According to its own deﬁnition, Wikipedia "is a collaboratively edited,
multilingual, free Internet encyclopedia supported by the non-proﬁt Wikimedia
Foundation. Wikipedia’s 30 million articles in 286 languages, including over
4.3 million in the English Wikipedia, are written collaboratively by volunteers
around the world."1. In Wikipedia any reader can freely edit any of the articles
that appear in the encyclopedia without restrictions2. Wikipedia is a type of
web sites called Wiki [50, 78]. A Wiki is easy to edit, write, and add links
among the pages as we have mentioned in this dissertation. In Wikipedia any
person is ready to participate in the edition.
The information of Wikipedia is mainly organized in Articles and Cat-
egories. An article is a page that has encyclopedic information on it. That
means that in Wikipedia only relevant information is contained in it and it does
not include other kind of information like dictionary deﬁnitions. The quality
of Wikipedia articles varies in a range from low quality candidates for speedy
deletion to high quality featured articles. The quality value is determined by
elements like writing style, external academic references and structure of the
information3. On the other hand, a Category is a group of articles that shares
the category title topic.
8.1.1 Articles
An Article in Wikipedia is structured by a basic template: title, body, an
infobox, and a list of categories that the article belongs to. Although only
the title is mandatory, it is desirable to have the other parts with the most
information possible. Figure 8.1 shows part of the Lionel Messi Wikipedia
article.
• Title: It is mandatory, for anyWikipedia article and it has to be diﬀerent
from any other article in Wikipedia. The title also deﬁnes the article
URI, for example Lionel Messi article has the http://en.wikipedia.
org/wiki/Lionel_Messi URI. Indeed, any article in Wikipedia has a
diﬀerent URI to be accessed.
• Body: It is the content of the article. The body is a text document that
is structured in sections and includes hypertext links to other Wikipedia
articles or external resources. To write a link from a Wikipedia arti-
cle A to another Wikipedia article B, a Wikipedia user has to add the
wiki mark-up [B] in the body of the article A. If the article B exists in
Wikipedia the link to B will be blue otherwise if B does not exist the
link will be red colored.
• Infobox: An infobox is a ﬁxed-format table designed to be added to the
top right-hand corner of articles to consistently present a summary of
1http://en.wikipedia.org/wiki/Wikipedia on August, 9th 3013
2Only some sensible articles are protected by administrators or advanced users.
3http://en.wikipedia.org/wiki/Wikipedia:What_is_an_article%3F on August,
14th 2013





Figure 8.1: Main structure of a Wikipedia article: Lionel Messi
some unifying aspect that the articles share and sometimes to improve
navigation to other interrelated articles4. Wikipedia includes diﬀerent
infobox templates according to its nature i.e. person, football biography,
etc . The infoboxes are used to normalize the summary of information
among articles and also to make comparable diﬀerent articles. Addi-
tionally, the infoboxes are used to extract metadata from the Wikipedia
articles, and then used for example by DBpedia. The infoboxes are key-
value structures. The key is a ﬁxed term that represents one attribute
of the kind of article where it is included and the value is the particular
article value for that key. For example, in a person article the Place of
birth will be valued with the Country or City where the person was born.
Figure 8.2 shows a detail of Lionel Messi article infobox.
• Category list: Generally at the bottom of a Wikipedia article the list
of categories the article belongs to appears. One article belongs to a
category if it represents the kind of articles that are grouped in the
category. Finally, an article can belong to several categories.
8.1.2 Categories
A Wikipedia Category5 is a feature in Wikipedia that allows users to group
articles that share a topic."Categories help readers to ﬁnd, and navigate around,
a subject area, to see pages sorted by title, and to thus ﬁnd article relationships.
Categories show how existing information is organised"6. Categories allow
representing one-to-many relations.
Categories allow organizing the Wikipedia articles in an indexed tree struc-
ture. In addition to articles, a category could also group other categories. The
method to add an article, or another category to a category, is by means of
4urlhttp://en.wikipedia.org/wiki/Help:Infobox on August, 14th 2013
5Actually is a feature from Mediawiki that is the core system of Wikipedia
6http://en.wikipedia.org/wiki/Help:Category on August, 14th 2013
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Figure 8.2: Infobox detail
the wikimarkup [Category:CategoryName]. The consequence of adding an
article to a category is the inclusion of the article in the article category list.
In case a category is added to other category, the ﬁrst will be a sub-category of
the second one. The sub-category could include other categories, and so forth.
This generates the tree organization. Figure 8.3 shows the page of Rosario,
Santa Fe category.
The structure of a category is simpler than an article. A category has a
title, a list of sub-categories, a list of articles that belong to it, and a category
list, i.e. categories that belong to the current category it (super-categories).
• Title: It is mandatory and it has to be unique. A category is associated
with a category page in the Category: namespace. This is done to
diﬀerentiate a category page from an article page with the same title.
For example, the title for the category France is Category:France.
• List of sub-categories: It is the list of links to all sub-categories of the
current category. This list is automatically generated by Wikipedia.
• List of articles that belong to it: It is the list of links to all articles
that belong to the speciﬁc category. It is also automatically generated
by Wikipedia.
Stand-alone lists
"Stand-alone lists are articles the main components of which are one or more
embedded lists or series of item"7. According to the Wikipedia conventions,
the natural evolution of a stand-alone list is a Category
Wikipedia Category Tree
Categories in Wikipedia are organized as a overlapped tree thus, a category
could be sub-category of more than one category. This generates a complex
7http://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style/Stand-alone_lists
on 2nd July, 2013
8.1. SOCIAL WEB: WIKIPEDIA 71
Figure 8.3: Category in Wikipedia: Rosario, Santa Fe
category tree. In mathematical terms, the category tree is a lattice where the
category Category:Contents is the top level category. In this organization, it
is natural to think that a super category includes in its deﬁnition those pages
that belong to its sub-categories. To support this assumption, the Wikipedia
community advices users to categorize articles with the most speciﬁc category8.
However, the organization of the category members is not always the same.
According to the relations among the elements that belong to a category,
the categories could be classiﬁed in three types: diﬀused, non-diﬀusing, and
eponymous categories:
• Diﬀused: When a category has a large number of members it is desirable
to organize them into more speciﬁc sub-categories. Splitting the category
into several more speciﬁc sub-categories, and then moving the members
to the new subcategories. However, a category could be partially diﬀused
and have members that directly belong to it, and sub-categories.
• Non-Diﬀusing: They are subsets of a bigger category. According to
Wikipedia "They provide an exception to the general rule that pages are
not placed in both a category and its subcategory: there is no need to take
pages out of the parent category purely because of their membership of a
non-diﬀusing subcategory".
• Eponymous: They are categories that cover the topics of an article.
For example, France and Category:France.
Although categories in Wikipedia are organized in a hierarchy, according
to Suchanek et al. [85], "Wikipedia category hierarchy is barely useful for
8http://en.wikipedia.org/wiki/Wikipedia:Categorization on August, 15th 2013












Figure 8.4: Example of Wikipedia Graph. Part of the links between Rosario,
Santa Fe and Lionel Messi
ontological purposes. For example, Zidane is in the category Football in
France, but Zidane is a football player and not a football". Consequently, it is
not possible to apply a semantic approach to discover the best category for a
particular article or even, analyze semantic relationships in the category tree.
8.1.3 Wikipedia Conventions
As was introduced above, Wikipedia includes a lot of conventions in diﬀer-
ent topics like: article information, writing style, naming, categorization, etc.
Wikipedia is a social software, thus also the conventions are a social building
artifact. Several of those conventions are written in Wikipedia articles identi-
ﬁed with the preﬁxWikipedia, and others appear as a common practice such as
in comments[99]. Categorization9, Categories, lists and navigation templates10
are examples of these pages. These Wikipedia articles deﬁne the bases of an
agreement to select the name of the categories, to split a category into sub-
categories, to deﬁne the number and kind of links a page may have and to
improve Wikipedia in a general way.
Some examples of conventions in Wikipedia are:
• Page Title: Wikipedia recommends to use the name that is most fre-
quently used to refer to the subject rather than the "oﬁcial" name. Such
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{{Infobox football biography
| name        = Lionel Messi
| fullname    = Lionel Andrés Messi Cuccittini
| birth_date  = {{birth date and age|df=y|1987|6|24}}
| birth_place = [[Rosario, Santa Fe|Rosario]], [[Santa Fe Province|Santa Fe]], [[Argentina]]
...
}}
Figure 8.5: Example of Wikipedia Infobox Template and its rendered output.
• Category Name: Topic categories must have a name in singular, and
set categories a plural name12. For example: Law is a topic category and
Writers is a set category. This is an explicit convention.
• Categorization speciﬁcity: A general rule to categorize a Wikipedia
page is to use the most speciﬁc category that represents the page. In the
other hand, it is desirable that a category contains several pages rather
than few pages. These convention rules generate that the speciﬁcity
level of the categories change according to the development context of
the articles that it describes. For example, writers from London are
grouped with the speciﬁc categoryWriters from London , on the contrary,
the writers from Pisa are only grouped by the general category People
from Pisa which also includes people with diﬀerent occupations. This
conventions are not written, in consequence are more diﬃcult to detect.
8.2 Semantic Web: DBpedia
DBpedia[12] is a community eﬀort to extract structured information from
Wikipedia, and to make this information available in the Semantic Web. The
DBpedia project is divided into two main purposes: translating the Wikipedia
information to RDF repositories, and oﬀering query tools to manipulate the
repositories.
8.2.1 Data extraction
As we described above, additionally to free text, Wikipedia articles include
structured information such as infoboxes and wikimarkups (i.e. [Category:
CategoryName]). Mediawiki, the software that runs Wikipedia, stores its in-
12http://en.wikipedia.org/wiki/Wikipedia:Categorization#Naming_conventions
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formation into relational databases. Dumps of Wikipedia relational bases are
published periodically on the Web.
The DBpedia project maps Wikipedia structured information to RDF us-
ing two diﬀerent methods: (1) They map the relations that are stored in the
Wikipedia dumps onto RDF, and (2) the additionally extract structured in-
formation from the articles text like wikimarkups and infoboxes.
DBpedia is a community eﬀort because the mapping rules to translate the
information from Wikipedia to RDF are deﬁned in a social process. This
eﬀort could be noticed with the DBpedia Mappings Wiki13. In this wiki the
registered users could deﬁne mappings rules, such as translating a Wikipedia
infobox into a set of RDF triplets.
The extraction of the semantic information from Wikipedia is illustrated
with the infobox template football biography. The example illustrates the trans-
lation of Lionel Messi infobox information, shown in Figure 8.5, to RDF triplets
by using the mapping rule shown in Listing 8.114. The mapping will extract
the type information (SoccerPlayer), the name of the player, and the player’s
place of birth. Therefore, the RDF triplets generated by applying the mapping
will be:
• dbpedia:Lionel_Messi rdf:type dbpedia-owl:SoccerPlayer
• dbpedia:Lionel_Messi foaf:name "Lionel Messi"@en
• dbpedia:Lionel_Messi dbpedia-owl:birthPlace dbpedia:Rosario,_Santa_Fe
• dbpedia:Lionel_Messi dbpedia-owl:birthPlace dbpedia:Santa_Fe_Province
• dbpedia:Lionel_Messi dbpedia-owl:birthPlace dbpedia:Argentina
DBpedia maps each Wikipedia article as a DBpedia resource. The title of
a Wikipedia article will be the name of the DBpedia resource. In the example,
the DBpedia resource for Lionel Messi article will be dbpedia:Lionel_Messi.
Additionally, the mapping rules generate triplets where the subject of all of
them is the DBpedia resource of the Wikipedia article that contains the infobox




| operator = otherwise




{{PropertyMapping | templateProperty = name | ontologyProperty =
foaf:name }}
{{PropertyMapping | templateProperty = birth_place |
ontologyProperty = birthPlace }}
...
13http://mappings.dbpedia.org
14The complete mapping rule is in http://mappings.dbpedia.org/index.php/
Mapping_en:Infobox_football_biography
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}}}
Listing 8.1: Portion of mapping rule for football biography infobox template
8.2.2 Data Query
DBpedia project provides three access mechanisms to exploit the semantic
information of the RDF repositories:
• Linked Data: The information of each resource can be accessed by
an HTTP request to a unique URI, for example http://dbpedia.org/
resource/Lionel_Messi. The system retrieves detailed RDF informa-
tion of the resource when the request was made by a Semantic Web
Agent, and an HTML page with the same information if the request was
done by a regular Web browser. These policies respect the linked data
principles[9, 11]
• SPARQL Endpoint: It is possible to query the DBpedia reposito-
ries by using SPARQL queries. DBpedia project provides an end-point
that receives SPARQL queries and retrieves the result in RDF. This ser-
vice is useful when a developer needs a small portion of the DBpedia
resources. For example, applying the SPARQL query in Listing 9.1 in
DBpedia SPARQL endpoint will retrieve a list of pairs of DBpedia re-
sources (City,Person) in which (Rosario,_Santa_Fe, Lionel_Messi) will
be included.
• RDF Dumps: DBpedia periodically generates N-Triple dumps of its
semantic repository. The dumps are populated in the Web, and can be
downloaded and used as a local version of DBpedia. This mechanism is
useful when a developer needs a big portion of the DBpedia base.
In this thesis we have used the SPARQL Endpoint and the RDF Dumps
mechanisms.
8.3 Collaborative Recommender Systems
Collaborative Recommender Systems are a speciﬁc family of Recommender
Systems. In a introductory explanation, Recommender Systems (RS) are soft-
ware tools that provide recommendations for items. Some deﬁnitions are:
• “Recommender systems are intelligent applications which assist users in
their information-seeking tasks, by suggesting those items (products, ser-
vices, information) that best suit their needs and preferences.” [54]
• “Recommender systems assist and augment the natural social process of
relying on recommendations from other people” [77].
Several famous web sites use, with an important role, Recommender sys-
tems: Amazon.com [52] by recommending books, Youtube15 (videos), IMDB16
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The main problem of a recommender system can be simpliﬁed in estimating
a rating for items that have not been seen by a user[3]. The new ratings of
the unseen items can be estimated using diﬀerent approximation techniques.
Recommender systems are usually classiﬁed into the following categories:
• Content-Based recommendations: the user is recommended items
based on the user preferred items in the past. For example, to recommend
a movie to a user, the systems try to understand the common aspects of
movies that the user has rated before.
• Collaborative recommendations (Or collaborative ﬁltering rec-
ommendations): the user is recommended items based on those that
people with similar interests and preferences liked in the past. In this
dissertation we will use this method.
• Hybrid approaches: A combination of the previous ones.
Focus in the context of this dissertation, the collaborative knowledge pro-
duction involves a social agreement in the deﬁnition of shared knowledge.
Therefore, it is important to obtain the opinions of the users community that
is involved in the knowledge production. In consequence, the kind of Recom-
mender Systems that are more specialized in this approach are Collaborative
Recommender Systems.
Collaborative Recommender Systems based their approaches into analyze
information from the past behavior or the opinions of a community of users
to predict which items the current user of the system will most probably like
or be interested in [38]. According to the elements in which the prediction is
made, the collaborative recommender systems could be divided into:
• User-based nearest neighbor recommendation: This approach is
based on the idea that similar users will have similar tastes. Then, having
an item rating database where each user rates a known element as input,
the system identiﬁes other users (nearest neighbors) that had similar
preferences to those target users in the past. After that, for a particular
item that the target user has not rated yet, the system predicts the rating
for the item based on the ratings made by the neighbors of the target
user.
• Item-based nearest neighbor recommendation: The main idea is
to compute predictions using similar items instead of using similar users.
User-based nearest recommendations could be hard to compute specially
when it must handle millions of users and millions of catalog items. The
diﬃculty resides in scanning a vast number of users before computing a
recommendation and this task is complex to be computed in real time.
The item-based nearest neighbor recommendation strategy is better to
preprocess data and to minimize the real time computation.
The k-nearest neighbor (kNN) algorithm is a well known technique to be
applied in User/item-based nearest neighbor recommendation. However, some
elements have to be taken into account when it is used, such as evidence of
the rating values, similar neighbors computation, and the number of neighbors
to take into consideration. In the following sections we describe these three
elements.
8.3. COLLABORATIVE RECOMMENDER SYSTEMS 77
8.3.1 Implicit and Explicit Ratings
There is a diversity of techniques to obtain the user’s opinions. Asking for
explicit item ratings is one of the most precise, for example in IMDB movies
rating. However, the rating activity is not always present as part of the system
and an implicit rating is used. For example, in an ecommerce portal the action
of buying a product could be considered as a positive rating.
8.3.2 Similarity Functions
Collaborative ﬁltering is a similar set problem[76]. As we have noticed, ﬁnding
similar items is the base of the approach. The similarity could be computed
according to a wide variety of items or users characteristics and by applying
diverse techniques, such as Jaccard Similarity to compare similarity on sets,
Cosine similarity to compare text documents, Euclidean distance to measure
diﬀerent attributes in diﬀerent values, and Minowski distance as a generaliza-
tion of the Euclidean distance. A common approach is considering items as
a document vector in a multi dimensional vector space and computing their
similarity as the cosine angle among the vectors.
Additionally, in the ﬁeld of using Semantic measure distance in Recom-
mender System the work of Passant[74] introduces six diﬀerent versions of the
Linked Data Semantic Distance (LDSD). The LSDS compares resources in the
LOD based on direct relations and indirect relations among resources. The
semantic distance is deﬁned in terms of Cd function. That function computes
the number of direct and distinct links between resources in a Linked Open
Data graph, similar to the degree of a path query in a path index for direct
links of our work. The Cd can be used to compute the total number of direct
and distinct links from a resource to other, and the diﬀerent instances of a link
to any other resource.
• Direct Distance: It counts the number of direct output links and the
number of input links between semantic resources.
• Indirect Distance: It counts the number of indirect output links and
indirect input links. Two resources are indirectly related if both have an
outgoing link to a same third resource, and both resources have incoming
links if they have the same incoming link type from a same third resource.
• Combined Distance: A combination of both previous distance mea-
sures.
Nunes et. al. introduced a recommender system to discover semantic re-
lationships among resources from the Social Web[65]. The authors introduced
two functions to measure resources interlinking. The ﬁrst metric is called se-
mantic connectivity score (SCS) and it is deﬁned between a pair of resources
in an undirected graph G with the following function:




where |paths<l>(e1,e2)| is the number of paths between the entities e1 and e2
of length l, r is the maximum length of paths and 0 < β <= 1 is a positive
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damping factor. Two relevant factors are in the SCS function by Nunes et. al.,
the ﬁrst is that SCS gives a better score to short paths, that means that the
connectivity of two resources will be higher in short distances than those that
are far; the second factor is related to the length of the path in the evaluation
study. According to the authors, they compute paths with a max length of 4,
1 less than in our approach. The other measure function presented by these
authors is the co − occurrence − basedmeasure(CBM). "The CBM measure
between entities that relies on an approximation of the number of existing Web
pages that contain their labels". The deﬁnition of the CBM function is:
CBM(e1, e2) =

0 if count(e1) = 0 or count(e2) = 0





where count(ei) is the number of Web pages that contain an occurrence
of the label of entity ei, and count(e1, e2) is the number of Web pages that
contain occurrences of the labels of both entities.
8.3.3 Number of Neighbors
Adding all the users in the neighborhood not only is a negative aspect in
the time spent calculating but it also has an impact on the accuracy of the
recommendations. This is due to the fact the ratings of other users who are
not really comparable with the target user could be taken into account. KNN
technique only collects the k nearest neighbors in order to reduce the number
of neighbors taken into consideration.
8.4 Improving Social Web with Semantic Web
Several relevant works are dedicated to improve the Social Web by means of
Semantic Web. In this section we enumerate the most relevant work on this
area. The section is divided into two: Section 8.4.1 enumerates general ap-
proaches that use the Semantic Web technologies in order to improve the Social
Web. Then, Section 8.4.2 enumerates speciﬁc related works in the context of
improving Wikipedia by means of adding links.
8.4.1 General Approaches
MORE [60] is a recommender system that uses DBpedia and LinkedMDB [33]
to recommend movies in a Facebook application. Their goal is to collect rel-
evant information about user preferences in order to provide a personalized
recommendation of ﬁlms. Once the application is installed in the Facebook
account, the user searches a movie by typing the ﬁrst characters and the sys-
tem suggests from DBpedia a list of the top movies that start with the written
text. PageRank [71] algorithm was adapted to DBpedia movies sub-graph in
order to do this. Having a list of selected movies, the system computes the
recommendation of the top 40 movies related to the selected one. In the recom-
mendation part a k-NN algorithm is used in combination with a Vector Space
Model approach. In VSM non-binary weights are assigned to index terms in
queries and in documents (represented as sets of terms), and are used to com-
pute the degree of similarity between each document in the collection and the
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query. In their approach, the authors made a semantic version of VSM to
deal with RDF graph. The complete RDF graph is represented in a 3D tensor
where each slice represents a semantic property. The similarity between two
movies is computed by means of the correlation between two vectors and it
is quantiﬁed by the cosine angle between them. After that, to recommend a
movie m to a user u, MORE computes the similarity of movies taking into
consideration the user proﬁle.
Di Noia et al. [22] also introduced a creation of a content-based recom-
mender system exploiting exclusively linked open data datasets to be used in
the ﬁeld of movie recommendations. That is the main diﬀerence with the pre-
vious work detailed before. The system consumes data from DBpedia, Linked-
DBM and Freebase [13]. Their approach is a Content Based recommender
system that based the similarity between concepts by means of adapting the
Vector Space Model to the LOD-based data. They represent the RDF graph in
a 3D matrix where each slice refers to an ontology property, as in the previous
work. In this case, the authors deﬁne the ratings of a movie with a binary
scale, so for a user the rating for a movie could be that he or she likes it or
dislikes it. Then, a user proﬁle is maintained by a list of movies and its ratings,
and it is used to generate the recommendation for an unrated movie. In this
new approach, Di Noia et al., two similarity functions are presented and both
the similarity among a particular semantic property called α. A weight to α
is assigned according to the importance of the property according to the user
proﬁle. For example, a user u would like to see another movie with the same
genre that a previous one but other user would like a movie with the same cast.
To compute the α value, the system is trained with a genetic algorithm and
it is compared with an alternative using Amazon’s collaborative recommender
system.
In both cases, Di Noia et al. used DBpedia as a source data set to base
the recommendations. However, the improvement in the Web of Data is not
exploited to improve the content of the Social Web. The recommendation is
used to oﬀer a service to a group of users but the computed information is not
stored and re-used in the Social Web, therefore the computation is lost.
The work of Yan Want et al. [98] introduces a collaborative annotating
approach to automatically recommend suitable categories to a Wikipedia ar-
ticle. For example, when a user ﬁnished editing a new article in Wikipedia
he or she would like to know “Which Categories are suitable for it?” The ap-
proach consists of a two-step model. The ﬁrst step is to ﬁnd for a target article
some evidence from similar articles to propose a proper category. In the second
step, the approach uses a k-NN algorithm to sort the evidence. Finally, the top
ranked categories in the evidence will be retrieved to the user. According to the
authors, the recommendation is done by using the Semantic Web perspective,
even when they are not using resources apart from Wikipedia i.e. DBpedia
from the Semantic Web. The evidence generation analyzed Wikipedia infor-
mation in order to infer the relevant data to be used, as in [60], Vector space
model. In this case, the authors choose four semantic features:
• Incoming links: given a Wikipedia article d, collect all the titles of
articles that include a direct link to d.
• Outgoing links, given a Wikipedia article d, collect all the titles of
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articles that are direct linked from d.
• Section headings, given a Wikipedia article d, collect all the section
headings in d.
• Template items: Given a Wikipedia article d, collect all the template
item names in d. This is similar to the template mapping in DBpedia
but without using RDF semantic properties.
With these four ﬁelds, the work of Yan Want el al. builds a representation
of the Wikipedia article, compares it with other articles using the TF-IDF
(term frequency–inverse document frequency), and then it retrieves a ranked
list with the top N similar articles. Finally, the second part in the approach of
Want et al. consisted in sorting the candidates Categories in a ranking. They
deﬁne ﬁve ranking functions:
• Direct Count: The more popular is the category, the higher rank it
should have.
• Weighted count: categories provided by more similar evidence will be
more important.
• Boosted Weighted Count: It modiﬁes the importance by adding a
booted coeﬃcient based on the ranking and the importance of the evi-
dence.
• Global Popularity Rewarded Boosted Count: Based on the previ-
ous ranking, it includes the popularity of the category
• Global Popularity Punished Boosted Count: On the contrary, the
popularity of the category is punished.
The work of Panchenko et al. [72] introduces an approach to extract se-
mantic relations between concepts in Wikipedia applying NPL and KNN algo-
rithms called Serelex. In a ﬁrst step, Wikipedia article texts are preprocessed in
order to remove markups tags and special characters and after that, a lemma-
tization and text tagging is performed. After that, Serelex receives a set of
concepts and returns sets where articles are semantically related according to
Wikipedia information and using Cosine and Gloss overlap distance functions.
In addition to the lack of using DBpedia as semantic base, Serelex cannot
describe the way that two concepts are related in Wikipedia according to a
semantic property. Serelex is in the line of NPL systems and the semantic re-
lations that can be inferred are not published in a proper semantic language as
RDF or OWL and it can not be used by other Semantic Web enabled projects.
8.4.2 Adding missing links in Wikipedia
In the ﬁeld of improvingWikipedia information by adding missing links, several
related works can be mentioned.
The work by Adafre et al. [2] was involved in the task of adding missing
links in the ﬁrst paragraph of a Wikipedia article based on similar articles
according to LTArank (Ranking based on Links and Titles). The problem was
enunciated as:
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"Given a page d, and the pages most similar to d according to LTRank, we
extract suggestions for links missing from d from the similar pages; the ﬁnal
step, then, is to identify links that are actually missing from d."
In order to detect the links, the approach of Adafre et al, consists of a two
step process, the clustering pages step and the ﬁnding links step.
To generate the cluster of similar pages, during the ﬁrst step the algorithm
generates, for any page d, a ranked list of similar pages. However, the number
of similar pages can be extremely large and it must be ﬁltered. The second
step includes a ﬁltering mechanism. Thus, having two pages with their list of
related pages, if both pages are similar they expect there to be a high overlap
between their corresponding set of related pages.
After the clustering part, the algorithm has to detect the missing links. The
authors considered that if a page is similar to another, both share the same
outgoing links structure. So, for the target page that has to be completed with
new links, the process detects those links and anchor texts that are missing
in the target page and, if the target page includes some anchor texts from the
related page, the algorithm replaces its with an outgoing link as in the related
page.
As we can see, the work by Adafre et al., inserts direct links from a
Wikipedia article to another Wikipedia article. In it work, categories are not
analyzed as structural information.
The work of Sunercan et al. [86] is aimed at ﬁxing missing direct links in
Wikipedia based in the Adafe et. al. work. They assumed that related articles
contain related links. The main diﬀerence from Adafe is that in Sunercan et
al. work diverse sources of related articles are investigated instead of using the
LTRank. The diﬀerent sources from Wikipedia are:
• Articles in the same category.
• Articles linked by the target article.
• Articles linked to the target article.
• Index Search for common links.
• Index Search for Link Term Occurrence in the Text.
Hoﬀman et al. [35] introduced an approach to complete Wikipedia infobox
links with information extracted from Wikipedia by using Kylin in a combi-
nation of community content creation and information extraction. Hoﬀman
introduces the concept of having a synergistic pairing of these two approaches.
Kylin is an information extraction system that was trained, in this case, with
Wikipedia. In the ﬁrst step, Kylin obtains training data by analyzing exist-
ing infoboxes data in Wikipedia articles. Each infobox has a class and Kylin
collects examples of articles from a particular class and detects the infobox
property entry in the Article text. Next, Kylin selects the best phrase in the
article that contains the infobox ﬁeld.
After that, the system is able to recommend users the missing property
entry in an incomplete infobox. In order to combine the automatic process from
Kylin with the social support, the authors enhance Wikipedia user interface
to make explicit the desire to complete infoboxes and help users with Kylin
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recommendations. The particular element in Hoﬀman et al. work is that they
do not use Semantic Web features.
9
A Semantic Information Gap
Between DBpedia and
Wikipedia
DBpedia [12] knowledge base is built from data extracted from Wikipedia1
infoboxes and categories. Figure 9.2a schematizes information ﬂow between
DBpedia and Wikipedia. Despite DBpedia data are retrieved from Wikipedia,
the semantic capacities of DBpedia enable SPARQL [75] queries to retrieve
information that are not present in Wikipedia [93]. A SPARQL query that
retrieves people born in a place2 could include more people than those obtained
by navigating from the place article in Wikipedia.
PREFIX db−owl:<http://dbpedia.org/ontology/>
PREFIX db−p:<http://dbpedia.org/property/>






Listing 9.1: DBpedia query for birthplace property.
The previous query will retrieve 409,812 pairs of (Place, Person) in DB-
pedia. Meanwhile, if we navigate from places to people in Wikipedia, we will
obtain only 221,788 pairs; we will explain later in this thesis how this value is
computed. Only 54 % of places in Wikipedia have a navigational path to those
people who were born there. We can observe the same phenomenon when
querying DBpedia using diﬀerent properties. We computed this for twenty
properties in DBpedia as summarized in Table 9.1.
1www.wikipedia.org
2A place could be a Country, Province, City or State.
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Figure 9.1: Gap proportion for the twenty DBpedia properties of Table 9.1
The last two columns of the table provide, the number of connected pairs
obtained by a SPARQL query in DBpedia for the corresponding property and
the corresponding number of disconnected pairs in Wikipedia respectively.
Two Wikipedia articles are connected if a regular Wikipedia user could nav-
igate from one article to another through a navigational path. According to
[46, 48], a navigational path with a length larger than ﬁve is unreachable by a
regular user; so those articles are unconnected (more details in Section 10.2).
These numbers in the table demonstrate that there is a semantic infor-
mation gap between DBpedia and Wikipedia. Some connected resources in
DBpedia were unconnected in their corresponding Wikipedia articles. This
gap can be computed as the diﬀerence between the set of connected pairs of
resources in DBpedia and their corresponding connected pairs in Wikipedia.
Figure 9.1 shows the proportion of the information gap between DBpedia and
Wikipedia for twenty studied properties.
The question is : Is it really necessary to reduce the gap between DBpe-
dia and Wikipedia? Reducing the gap requires adding missing information
to Wikipedia. However, these missing links could be intentionally hidden in
Wikipedia to keep the simplicity of the article content i.e. to avoid over linked
articles3. In other cases, adding these links enable editors to enrich Wikipedia
content and to perform better navigation as our social evaluation detailed in
Section A.1 demonstrated.
Adding missing links requires learning the Wikipedia conventions 4. The
Wikipedia community has deﬁned conventions that cover a wide diversity of
topics: writing style, context of the articles and relations among articles. Cat-
egories, List of pages, and Navigation templates are the conventions used
to describe one-to-many relationships among Wikipedia articles. The use of
categories is the common convention to represent the relationship "is birth
place of" in Wikipedia. The category Cat:People_from_<cityName> seems
to be the general rule of this relationship and it is usually subcategory of
3http://en.wikipedia.org/wiki/Wikipedia:OVERLINK
4http://en.wikipedia.org/wiki/Wikipedia:Conventions
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DBpedia extracts information and 
stores it in a semantic representation.
All	pairs	(Place,Person)	where
<Place>	is	birthplace	of	<Person>
Querying DBpedia, for example:
1 2
(a) Information ﬂow from Wikipedia
and DBpedia
DBpedia extracts information and 
stores it in a semantic representation.
All	pairs	(Place,Person)	where
<Place>	is	birthplace	of	<Person>









(b) Complete cycle of information
ﬂow between Wikipedia and DBpe-
dia
Figure 9.2: Information ﬂow between Social Web and Semantic Web
Cat:<cityName>. For example, the "is birthplace of" relationship between
Boston5 and Tim_Barsky6 is described using the category People_from_Boston.
This relation is represented by the navigational path Boston/ Cat:Boston/
Cat:People_from_Boston/Tim_Barsky which must be read: "from Boston ar-
ticle, the user navigates through a link to the category Boston then he or she
navigates to People_from_Boston category, and then to Tim_Barsky article".
Although categories in Wikipedia are organized in a hierarchy called the cat-
egory tree, according to Suchanek et al. [85], a "Wikipedia category hierarchy
is barely useful for ontological purposes. For example, Zidane is in the cate-
gory Football in France, but Zidane is a football player and not a football".
Consequently, it is not possible to apply a semantic approach to discover the
best representation for a DBpedia property. We have to map a DBpedia prop-
erty to its syntactic representation in Wikipedia using a navigational path.
In Wikipedia, we can distinguish between: a One-to-one navigational path
and a one-to-many navigational path. A one-to-one navigational path denotes
navigation only through Wikilink. A one-to-many navigational path denotes
navigation through the category tree or stand-alone lists.
These diﬀerences in the convention used to express the birthplace of a
person triggers the following new question: How to ﬁnd the best Wikipedia
convention for a semantic property?
5http://en.wikipedia.org/wiki/Boston
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This chapter introduces the BlueFinder recommender system that rec-
ommends the best Wikipedia convention for a DBpedia semantic property.
BlueFinder bootstrap the semantic query tools from Semantic Web and the
Wikipedia conventions in order to improve the Wikipedia content with new
pieces of information. The pieces of information are obtained from the Se-
mantic Web and will trigger the generation of new information in the Social
Web.
This chapter begins with the introduction of the formal deﬁnition of the
problem. Section 10.1 enumerates formal deﬁnitions of the DBpedia and
Wikipedia Model. These deﬁnitions include the basis of RDF semantic and
SPARQL queries deﬁnitions, which are related to DBpedia in Section 10.1.1.
After that, the Wikipedia graph model is deﬁned. As we described before, users
navigate through Wikipedia following links. We formalize the navigation by
means of path and path queries, all of them described in Section 10.1.2.
The information disparity between DBpedia and Wikipedia is detected by
comparing the diﬀerence of connected pair of resources in DBpedia versus those
that are connected in Wikipedia. The result of that diﬀerence will be the dis-
connected pairs of resources. Though, Section 10.2 introduces the description
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to understand when a pair of DBpedia resources is connected or disconnected
in Wikipedia. Section 10.3 deﬁnes the problem of detecting conventions in
Wikipedia to describe DBpedia semantic properties in Wikipedia in terms of
recommender systems. Finally, in Section 10.4 we introduce the BlueFinder
recommender system.
10.1 Formal Deﬁnitions
This Section introduces formal deﬁnitions of the SPARQL queries, DBpedia
model, Wikipedia Model and Path Queries.
10.1.1 DBpedia Model
The knowledge base of DBpedia has a rich set of properties. In addition to
speciﬁc properties (birthPlace, city, . . .), each resource in DBpedia has types
deﬁnition coming from DBpedia ontology and Yago [85] ontology. For instance,
the rdf:type describes resources types. This knowledge provides datasets for
the BlueFinder recommender through SPARQL queries. Basically, DBpedia
knowledge base is an RDF graph without Blank nodes. We recall the following
RDF semantics deﬁnitions [75]:
Deﬁnition The Sets I (IRI Identiﬁers), B (Blank Nodes), L (Literals) and
Υ (Variables) are four inﬁnite and pairwise disjoint sets. We also deﬁne T =
I∪B∪L. An RDF-Triple is 3-tuple (s, p, o) ∈ (I∪B)×I×T . An RDF-Graph
is a set of RDF-Triples.
Deﬁnition A triple pattern is a tuple t ∈ (I ∪Υ∪L)× (I ∪Υ)× (I ∪Υ∪L).
A Basic Graph Pattern is a ﬁnite set of triple patterns. Given a triple pattern
t, var(t) is the set of variables occuring in t, analogously, given a basic graph
pattern B, var(B) = ∪t∈Bvar(t). Given two basic graph patterns B1 and B2,
the expression B1 AND B2 is a graph pattern.
Deﬁnition A mapping µ from Υ to T is a partial function µ : Υ → T . The
domain of µ, dom(µ), is the subset of Υ where µ is deﬁned.
Deﬁnition Given a triple pattern t and a mapping µ such that var(t) ⊆
dom(µ), µ(t) is the triple obtained by replacing the variables in t according
to µ. Given a basic graph pattern B and a mapping µ such that var(B) ⊆
dom(µ), then µ(B) = ∪t∈Bµ(t).
Deﬁnition Two mappings µ1, µ2 are compatible (we denote µ1 � µ2) if and
only if for all ?X ∈ (dom(µ1) ∩ dom(µ2)), then µ1(?X) = µ2(?X). This is
equivalent to say that µ1 ∪ µ2 is also a mapping.
Two important corollaries of this last deﬁnition are: i) two mappings with
disjoint domains are always compatible, ii) the empty mapping (the one with
empty domain) is compatible with any other mapping.
Deﬁnition Let Ω1,Ω2 two sets of mappings. The join between Ω1 and Ω2 is
deﬁned as: Ω1 � Ω2 = {µ1 ∪ µ2 |µ1 ∈ Ω1 ∧ µ2 ∈ Ω2 ∧ µ1 � µ2}
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Deﬁnition Given an RDF-Graph G, the evaluation of a triple pattern t over
G corresponds to: [[t]]G = {µ | dom(µ) = var(t) ∧ µ(t) ∈ G}. The evaluation
of a basic graph pattern B over G is deﬁned as: [[B]]G =�t∈B [[t]]G. The
evaluation of a Graph Pattern B � of the form (B1 AND B2) over G is as
follows: [[B�]]G = [[B1]]G � [[B2]]G
Consider the following SPARQL query over a data setD: Q = SELECT xi, yi
WHERE x1p1y1 AND . . . AND xnpnyn
The answer for this query Q(D) is an assignment of distinguished variables
(those variables in the SELECT part of the query) i.e. the evaluation of a
triple pattern t over D. For instance, the SPARQL query Q1 in Listing 9.1
over DBpedia gives a couple of Wikipedia pages of people and their birth place.
In this work, we use SPARQL queries that have a triple pattern of the
form: s d:property o where d:property is a speciﬁc DBpedia property for s.
For instance, in the previous query the property p is d :< db−p : birthP lace >,
we denote the result of the query by Qp(D).
10.1.2 Wikipedia Model
In this section we will describe Wikipedia as a graph where nodes are the
Wikipedia articles (regular articles and categories) and links are the edges.
Wikipedia consists of a set of articles and hyperlinks among them. The
Wikipedia graph G can be deﬁned as:
Wikipedia Graph G = {W,E} where W is a set of nodes and E ⊆W ×W
is a set of edges. Nodes are Wikipedia articles (wiki pages) and edges are links
between articles. Given w1, w2 ∈W , (w1, w2) ∈ E if and only if there is a link
from w1 to w2.
Path A path P (w1, wn) between two Wikipedia articles is a sequence of pages
w1/ . . . /wn, s.t. ∀i wi ∈W ∧ ∀i, j : 1 � i < j � n, wi �= wj, ∀i : 1 � i � n− 1
where (wi, wi+1) ∈ E is a link between wi and wi+1. w1 and wn are called
the source page and the target page respectively. The length of a path is the
number of articles in the sequence, length P (w1, wn) = n.
Given a Qp(D), the set of all pairs (f, t) ∈ Qp(D) that are connected in
Wikipedia by a path with length up to l is deﬁned as:
Wikipedia Connected Pairs Cp(l) = {(f, t) ∈ Qp(D) s.t. ∃P (f, t) and
length(P (f, t)) <= l}
A path query is a generalization of similar paths. Usually, regular expres-
sions are used for expressing path queries [4]. Informally, the set of answers of
a path query PQ(w1, w2) over G is the set of all pairs of nodes in G connected
by a directed path such that the concatenation of the labels of the nodes along
the path forms a word that belongs to the language denoted by L∗. Many
works have been done on path queries in diﬀerent domains [1, 4, 5]. We adapt
the path query deﬁnition in [1, 4] to the context of Wikipedia.
Let Σ be an alphabet, a language over Σ is a sequence of elements of Σ
called words. Regular expressions can be used to deﬁne language over Σ. We
use regular expression patterns [4] i.e. patterns that include variables. Let X
be a set of variables.
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Deﬁnition The set of regular expressions R(Σ, X) over Σ can inductively
deﬁned by: (1) ∀a ∈ Σ, a ∈ R(Σ, X); (2) ∀x ∈ X, x ∈ R(Σ, X); (3) � ∈
R(Σ, X) (4) If ∀A ∈ R(Σ, X) and ∀B ∈ R(Σ, X) then A.B, A∗ ∈ R(Σ, X);
such that A.B is the concatenation of A and B and A∗ denotes the Kleene
closure
The language deﬁned by a regular expression pattern is:
Deﬁnition Let R,R� ∈ R(Σ, X) two regular expression patterns. L∗(R) is
the set of words of (Σ�X)∗ deﬁned by: (1) L∗(�) = {�}; (2) L∗(a) = {a}; (3)
L∗(x) = Σ�X; (4) L∗(R.R�) = {w�.w |w ∈ L∗(R) and w� ∈ L∗(R�)}; (5)L∗
(R+) = {w1 . . . wk | ∀i ∈ [1...k], wi ∈ L∗(R) ;(6) L∗(R∗) = {�}�L∗(R+).
A path query is a generalization of similar paths by regular expressions
patterns. The answer to a path query is deﬁned by:
Path Query A Wikipedia path query (in short path query) PQ ∈ R(Σ, X)
is a regular expression pattern. A pair of nodes (x, y) of G covers (or satisﬁes)
a path query PQ(x, y) over Σ and X if there exists a path P from x to y in
G and a map µ from Σ�X to term(G) such that Λ(P ) ∈ L∗(µ(R)) where
Λ(P ) = Λ(a1) . . .Λ(ak) over (Σ
�
X)∗ is associated to the path P = (a1, ..., ak)
of G
In the context of Wikipedia Σ =W . For the purpose of this work, we limit
X to two variables X = {#from,#to}. Given a Qp(D), Cp(l) is the set of all
pairs (f, t) ∈ Qp(D) that are connected in Wikipedia by a path with length up
to l. The BlueFinder algorithm uses path queries and computes the coverage
of path queries for a set of pairs of Wikipedia articles.
Path Index Given a Cp(l) , Path Index (PI) is a bipartite graph (PQ,Cp(l), I),
it represents the coverage of path queries for a set of pairs of Wikipedia articles
that are related by a DBpedia property p. PQ is an ordered set of path (descen-
dent order by element degree), I = PQ×Cp(l) is the set of edges relating ele-
ments from PQ with elements from Cp(l); (pq, v) ∈ I ⇔ pq ∈ PQ∧v ∈ Cp(l)∧v
covers pq. The ﬁrst path query in PQ is the general representation of the se-
mantic property p in Wikipedia.
Given a Path Index PI = (PQ,Cp(l), I) and a path query pq ∈ PQ the
rating of the path query in the path index is deﬁned by the degree of the path
query in the path index bipartite graph:
rating rating(pq, PI) = |{e ∈ Cp(l) : (pq, e) ∈ I}|
10.2 Wikipedia Pairs Connection
The information disparity between DBpedia and Wikipedia is detected by
comparing the diﬀerence between the set of connected pairs of resources in
DBpedia and those pairs that are connected in Wikipedia. AQp(D) is obtained
by evaluating a SPARQL query in DBpedia. The pairs of resources included
in Qp(D) are related in DBpedia by the semantic property p. The next step is
analyzing which pairs are connected and which are disconnected in Wikipedia.
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Two Wikipedia articles (a, b) that are related by a DBpedia semantic prop-
erty with one-to-many cardinality are connected when at least one of the fol-
lowing sentences is true:
1. There is a navigational path from a to b through the category tree
with length less or equal to ﬁve1. For example: Rosario,_Santa_Fe /
Cat:Rosario,_Santa_Fe / Cat:People_from_Rosario,_Santa_Fe /
Lionel_Messi
2. There is a direct link from a to b i.e. Rosario,_Santa_Fe / Lionel_Messi
3. a has a direct link to a List of page that has a direct link to b. For exam-
ple, Al_Pacino / List_of_awards_and_nominations_received_by_-
Al_Pacino / Academy_Award that connects the pair elements (Al_Pa-
cino, Academy_Award).
10.3 Problem Statement
We describe the problem of deﬁning the best representation of missing links in
Wikipedia as a collaborative recommender system problem. According to Ado-
mavicioius and Tuzhilin [3], "collaborative recommender systems try to predict
the utility of items for a particular user based on the items previously rated by
other users". More formally, the utility u(c, s) of item s for user c is estimated
based on the utilities u(cj, s) assigned to item s by those users cj ∈ C who are
”similar” to user c. In the context of Wikipedia, we do not directly apply rec-
ommenders to suggest Wikipedia articles to users but to suggest links between
articles. We want to predict the utility of path queries for a particular pair of
Wikipedia articles based on those rated by the Wikipedia community. In other
words, the pairs of articles (from,to) will play the role of users and the path
queries will be the items. Then, the utility u(c, pq) of a path query pq for a pair
c related by a semantic property p is estimated based on the utilities u(cj, pq)
assigned to pair c by those pairs cj ∈ Cp(l), u : Qp(D)× PQ→ R, where R is
a totally ordered set and l is the maximum length of the path queries2.
Given a property p in DBpedia, Cp(l) and PQ path queries covered by the
elements of Cp(l). Then, for a given pair of Wikipedia articles (from, to), we
have to recommend the path query that maximizes the utility function.
10.4 BlueFinder Recommender System
BlueFinder is a collaborative ﬁltering recommender system. It uses a memory
based algorithm [16] to make rating predictions based on the entire collection
of previously rated path queries. As a consequence, the value of the unknown
1Two Wikipedia articles are connected in Wikipedia if a regular Wikipedia user could
navigate from one article to another. The navigability is determined by how complex the
task is to achieve for a user. The complexity to navigate in a hyperlink structure like
Wikipedia is related with several variables like depth, breath, width and other cognitive
factors [46, 47, 69]. Five links of depth is an average number among the diﬀerent previous
experimentation[48, 46].
2We restrict the length to ﬁve as we mentioned before.
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rating rc,s for a pair c and path query s will be computed as an aggregate rating
of other k similar pairs for the same path query s. The recommender returns
a set of recommended path queries that can be used to represent the semantic
property. The recommendations have to include at least one path query that
can represent the semantic relation following the conventions of Wikipedia
community. BlueFinder is based on the popular k-Nearest Neighbors(kNN)
and Multi label kNN algorithm [102] adapted to the context of DBpedia and
Wikipedia. Namely, the BlueFinder algorithm identiﬁes the k connected neigh-
bors of the unconnected pair (from, to), and then it selects the most rated path
queries for the k nearest neighbors. Finally, the selected path queries will be
the prediction set.
The BlueFinder algorithm is organized in two main steps: indexing and
Recommendation.
1. Indexing: Given a DBpedia semantic property p, this step computes
the item set, the user set and the item ratings. It generates the set of
possible path queries for p.
2. Recommendation: For a disconnected pair of Wikipedia articles, a set
of path queries that best represents the convention to connect the pair
of articles is generated by the algorithm. The algorithm estimates the
path queries that maximize the utility function for the disconnected pair
of articles based on the utility of the path queries with similar connected
pairs. It implements the KNN algorithm approach using the generated
set in the previous step.
10.4.1 Indexing
In this step, BlueFinder algorithm receives the result set of a DBpedia Semantic
query Qp(D) and computes the item set, user set and item ratings. Note
that in the context of this article the items are the path queries, and the
users are the pairs of pages retrieved from DBpedia. For each pair of articles
(from, to) ∈ Qp(D), BlueFinder calculates all the path queries in Wikipedia
that connect the from article with the to article with a maximum number l of
links. The user set, item set, and ratings of the items are expressed with a path
index (PQ,Cp(l), I): PQ is the item set, Cp(l) is the user set, and the rating
of a path query is deﬁned by the rating operation. The set of disconnected
pairs (the information gap) is deﬁned as: disconnectedp(D) = Qp(D)−Cp(l).
The details of the indexing algorithm are in Section 10.4.3.
10.4.2 Recommendation
After the previous step, BlueFinder performs a k-NN algorithm to recommend
a set of path queries. Given a disconnected pair of articles in Wikipedia,
BlueFinder identiﬁes the k nearest connected pairs to the disconnected one,
and then it obtains the path queries that connect the k neighbors. If all
neighbors are connected by one particular path query, that path query will be
the best convention to recommend. In the other case, the algorithm will select
those path queries that maximize the utility of the connected pairs. Indeed,
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in the ﬁrst case the level of conﬁdence of the recommendation will be higher
than in the second case.
The k-NN algorithm uses a similarity measure function to select the nearest
neighbors. We deﬁne the Semantic Pair Similarity (SPS) function to measure
the similarity between pairs of article. SPS, which is based on the well known
Jaccard distance [37], measures the degree of overlap in the DBpedia types
that describe a pair of Wikipedia articles. The range of the STS is from 0
(identical pairs) to 1 (totally disjoint pairs). The Semantic Pair Similarity
function is deﬁned as:
Semantic Pair Similarity (SPS) Given two pairs of pages c1 = (a, b) and
c2 = (a�, b�) and the data type set for a, a�, b and b� in DBpedia deﬁned as
A = {t/ a rdf : type t ∈ DBpedia}, A� = {t/ a’ rdf : type t ∈ DBpedia},
B = {t/ b rdf : type t ∈ DBpedia} and B � = {t/ b’ rdf:type t’} ∈ DBpedia }.
The SPS(c1, c2) is deﬁned as:
SPS(c1, c2) = Jaccard distance(A,A
�)+Jaccard distance(B,B�)
2
where Jaccard distance(S, S �) = |S∪S�|−|S∩S�||S∪S�| , S and S
� any set.
Now, we can deﬁne the kNN [53] in our context as:
KNN Given a pair r ∈ Qp(D) and an integer k, the k nearest neighbors
of r denoted KNN(r,Qp(D)) is a set of k pairs from Qp(D) where ∀o ∈
KNN(r,Qp(D)) and ∀s ∈ Qp(D)−KNN(r,Qp(D)) then SPS(o, r) ≤ SPS(s, r).
Having a PI = (PQ,Cp(l), I); the value for an unknown rated rc,s for
unconnected pair in Wikipedia c and a path query s ∈ Cp(l), can be computed
as:
rc,s = rating(s, PI �)
where PI � = (PQ,Cp(l)�, I) and Cp(l)� = KNN(c, Cp(l))
10.4.3 BlueFinder Algorithm
The BlueFinder algorithm returns a set of recommended path queries that can
be used to represent the semantic property between two Wikipedia articles.
The recommendations have to include at least one path query that can repre-
sent the semantic relation following the conventions of Wikipedia community.
The BlueFinder algorithm works as a pipeline process. Firstly, it starts
with Qp(D) semantic query results from DBpedia, and it generates the user
set, item set and ratings by indexing the path queries and the connected pairs
in a bipartite graph. Secondly, the index is passed to the recommendation step
to compute the KNN algorithm and to select a set of path queries. Finally,
a noise ﬁlter step is done before the recommendation retrieval. Figure 10.1
shows the relations and pipe data ﬂow among the artifacts.
The BlueFinder algorithm (Algorithm 1) receives four inputs: (1) the un-
connected pair of Wikipedia articles x, (2) maximum number maxR of recom-
mendations, (3) the number of k neighbors, and (4) the maximum length of
paths. To simplify, we use DBpedia (DBp) and Wikipedia (W) as algorithm’s
global variables. At the beginning, the algorithm calls PathIndex algorithm
in line 1 to generate the Path Index bipartite graph path query set and then,









Figure 10.1: BlueFinder data ﬂow
in line 2, it calls the recommendation algorithm that obtains the set of rec-
ommendations for the unconnected pair.
The PathIndex algorithm (algorithm 2) is in charge of computing the in-
dexing part of the algorithm. In this case, for each pair of Wikipedia articles
(from, to) included in a given Q(D), the algorithm performs a Deep First
Search up to l starting from the from article and ﬁnishing in the to article in
the Wikipedia graph (from line 1 to 4 in Algorithm 2). For each path reaching
the to article, it generalizes the path into a path query and builds the path
index as a bipartite graph (from line 5 to 8 in Algorithm 2). Finally, it returns
the path index that is ready to be used in the next step.
In the end, given the unconnected pair and the number of k neighbors the
recommender algorithm returns the best maxR recommendations to connect
the unconnected pair (Algorithm 3). At ﬁrst, the recommender algorithm
computes the k nearest connected pair for the unconnected one using the kNN
algorithm described in Deﬁnition 10.4.2. Then, the algorithm generates a new
path index that contains only the path queries, connected pairs and ratings re-
lated with the k neighbors. The generated path index contains the path queries
that will be recommended and its ratings. Before the recommendations are
returned, BlueFinder cleans regular-user-unreachable-paths (e.g. paths that
include administrative categories) by means of the noiseFilter (Algorithm 7)
and similar path queries are grouped by StarGeneralization algorithm (Algo-
rithm 8). Finally, BlueFinder returns themaxRecom best ranked path queries.
The noiseF ilter algorithm (Algorithm 7) deletes all the paths queries that
are not accessible by a regular user. Wikipedia includes several administra-
tive categories which are used by administrators. In order to recommend path
queries that can be utilized by regular users, noiseF ilter deletes those cat-
egories whose names begin with "Articles_", "All_Wikipedia_", etc, such as
Cat:Articles_to_be_merged.
BlueFinder ﬁlters path queries into star path queries in order to reduce
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Algorithm 1 BlueFinder
Require: x : unconnected pair, maxR : maximum number of recommenda-
tions, Qp(D), k : number of neighbors, l:max path lenght
Ensure: Recommendation path query set
1: index← PathIndex(Qp(D), l)
2: recommendations← Recommendation(x, k,maxR, index)
3: return recommendations
Algorithm 2 PathIndex
Require: Qp(D), l: path length
Ensure: PI bipartite graph
1: index = (∅,∅,∅)
2: for all (from, to) ∈ Qp(D) do
3: allPaths← ∅ , curL← 0, curPath← ∅
4: generateAllPath(from, to, l, curL, allPaths, curPath)
5: for all path ∈ allPaths do
6: pathQuery ← buildPathQuery(path, from, to)





Require: x = (s, t): unconnected pair, k: number of neighbors, maxRecom:
maximum number of recommendation, PI = (PQ(s), Cp(l), I): Path index
Ensure: A recommendation list of star path queries that is ordered in rating
descendent order
1: kneighbors ← kNN(x,Cp(l))
2: knnPQ← �ci pq : (pq, ci) ∈ I, ci ∈ kneighbors
3: knnI ← �ci(pq, ci) : (pq, ci) ∈ I, ci ∈ kneighbors
4: knnPI ← (knnPQ, kneighbors, knnI)
5: M ← noiseF ilter(knnPI) {M ordered in rating descendent order}
6: M ← starGeneralization(M,knnPI)
7: return ﬁrst maxRecom path queries of M
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Algorithm 4 generateAllPath
Require: from, to : Wikipedia article, l, curL : integer, allPaths :
setOfPaths, curPath : path
Ensure: All paths that start in from and end in to in Wikipedia Graph with
length up to l. The results only include paths through the category tree, the
use of List_of_ pages or direct links.
if from = to then
allPaths← allPaths�{curPath}
else if l > curL then
{Traverse through Wikipedia graph edges set E}
for all neighbor ∈ {n : (from, n) ∈ E} do
curPath← curPath+ neighbor
curL← curL+ 1







Require: v1/.../vn : path P (v1, vn), from, to :Wikipedia articles
Ensure: A path query that covers (v1, vn)
1: for all vi in path do
2: vi ← stringReplace(v, domain,#from)




Require: index = (PQ,C, I), pathQuery, (domain, range)
Ensure: Insert in index the path query, the pair and the edge that relates
the former elements.
1: PQ = PQ�{pathQuery}
2: C = C �{(domain, range)}
3: I = I �{(pathQuery, (domain, range)}
Algorithm 7 noiseFilter
Require: PI = (PQ,C, I): Path index
Ensure: Set of regular user navigable path queries.
noise = {”Articles_”, ”All_Wikipedia_”, ”Wikipedia_”, ”Non −
free”, ”All_pages_”, ”All_non”}
for all pq = (p1, .., pn) ∈ PQ; do
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data sparsity.
Deﬁnition A star path query PQ*(f,t)) is a group of similar path queries
which respects the following construction rules: (1) it starts with #from and
ends with #to. (2) The * element can only be placed between #from and
#to variables. (3) The * can not be the penultimate element in the path
query.
Example PQ∗(f, t) =#from/*/Cat:People- _from_#from/ #to is a star path
query. PQ∗(f, t) =#from/*/#to is not a star path query.
starGeneralization algorithm 8 groups path queries into a star path query,
if possible.
Algorithm 8 starGeneralization
Require: PQ: set of path queries, PI: Path index
Ensure: PQ∗: set of star path queries
PQ∗ ← ∅
for all pq = (p1, .., pn−1, pn) ∈ PQ; do
if pn−1 starts with "Cat:" then
PQ∗ ← PQ∗ �{(p1, ∗, pn−1, pn)}
else
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In this chapter diﬀerent evaluations were run in order to evaluate the
BlueFinder algorithm. In a ﬁrst instance, we run an exhaustive general evalua-
tion over twenty representative DBpedia semantic properties. This evaluation
is the most important in this dissertation and it is detailed in Section 11.1.
In a second instance, we adapted BlueFinder algorithm to work with data ex-
tracted from the French and Spanish Wikipedia in order to analyze diﬀerences
and similarities in the use of conventions between the diﬀerent languages of
Wikipedia. This evaluation is introduced in Section 11.2.
11.1 BlueFinder General Experimentation
In this section we analyze the behavior of our approach by means of measuring
the prediction accuracy of BlueFinder predictions over the 20 properties shown
in Table 9.1. The evaluation is conducted to answer the following questions:
1. What is the best combination of k and maxRecom values to get the best
accuracy from BlueFinder?
2. Does BlueFinder retrieve path queries that can ﬁx missing relations in
Wikipedia?
3. Does BlueFinder have a correlation between the conﬁdence level and the
accuracy of the predictions?
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4. Does the Wikipedia Community use diﬀerent conventions to represent a
DBpedia semantic property?
In the following of this chapter we describe the evaluation metrics, the
method of the evaluation, and then the data sets used in the experimentation
are presented. Finally, the results and discussions are introduced.
11.1.1 Evaluation metrics
We measured the accuracy of BlueFinder usage predictions based on the stan-
dard metrics of Precision (P), Recall (R), F-measure(F1) and hit-rate.
Precision relates the number of correct path queries that are predicted by





where µpredicted is the set of predicted path queries and µrelevant is the set
of relevant or expected path queries.






F1 score is the combination of precision and recall (11.3)
F1 = 2× P ×R
P +R (11.3)
We also use the hit-rate recommendation accuracy [21, 70] that measures




1 if |µrelevant �µpredicted| > 0
0 otherwise (11.4)
The previous measures are extended by studying the distribution of path
queries that are predicted by BlueFinder. In this work we want to measure the
statistical dispersion of each path query (i) according to the proportion p(i) of





(2j − n− 1)p(ij) (11.5)
where i1, ..., in is the list of path queries ordered according to increasing p(i).
The Gini Index retrieves 0 when all path queries are chosen often equally
and 1 when a particular path query is always chosen.
Finally, we are going to analyze the conﬁdence of the predictions. A high
level of conﬁdence in a prediction means that the system is quite sure that
the prediction is accurate while a low conﬁdence means that it is not sure
whether the prediction is accurate or not. BlueFinder determines conﬁdence
in two levels: featured predictions, and the position of each prediction in the
recommendation set. In order to evaluate the conﬁdence, we will compare the
conﬁdence with the hit-ratio of each prediction.
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Method
In order to compute the evaluation metrics described in the previous section,
an oﬄine evaluation was designed. The central idea of this evaluation is based
on disconnecting connected pairs of articles in Wikipedia and then observing
if BlueFinder is able to recreate them. This approach is based on assuming
that all connected pairs in Wikipedia follow Wikipedian conventions. Figure
11.1 summarizes the idea of the evaluation method.
For the purpose of this evaluation all the path queries that connect a pair
of pages that are related in DBpedia by a semantic property p, are considered
the correct paths that represent the semantic property p.
The evaluation is done only for the 10% of the connected pairs. They
are randomly selected and kept in a set called N. For instance, for prop1 in
Table 9.1, 188,324 pairs are connected in Wikipedia (i.e. 409,812 - 221,788),
so 18,832 randomly selected of those pairs will be in the set N. After that, for
each connected pair (w1, w2) in N the evaluation repeats the following steps:
1. All paths currently connecting (w1, w2) in Wikipedia are stored in the
µrelevant set, and immediately all them are eliminated from Wikipedia to
“disconnect” (w1, w2).
2. BlueFinder is executed to predict the paths that could connect (w1, w2).
The resulting predictions are kept in µpredicted.
3. The µpredicted set is compared with µrelevant set in order to compute the
metrics detailed in the previous section such as precision, recall and F1.
4. Finally, Wikipedia is restored up to the state before the pair discon-
nection. This means that the (w1, w2) pair is reconnected by means of
µrelevant.
BlueFinder behavior is evaluated in each semantic property mentioned in
Table 9.1, and then aggregates the values of all the metrics to have a general
point of view. For example, the evaluation measures the precision metric
for prop1, then for prop2 and then it continues with the rest of metrics and
properties. After all the metrics and properties are computed, the mean of all
metric values is calculated.
In order to have an analysis of the best combination of the number of neigh-
bors and the number of the BlueFinder recommendations, the BlueFinder exe-
cution is conﬁgured with many combinations of the parameter k andmaxRecom
for each disconnected pair. The values for k are from 1 to 10, and the values
for maxRecom are 1, 3, 5 and unlimited. The limit of path queries l was ﬁxed
in 5 according to the analysis previously presented. Algorithm 9 summarizes
the whole evaluation method.
Limitations
In statistical terms, the µrelevant set is used as the gold standard for each pair
(w1, w2) in N. However, µrelevant could contain paths that are not related to the
speciﬁc semantic property that is under study, or even a potentially correct
prediction could be absent in the µrelevant set. For example, the µrelevant set for
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Algorithm 9 Evaluation schema
Require: Qp(D) : DBpedia SPARQL result-set, Cp(5) : All the connected
pairs in Qp(D).
Ensure: All the values for precision, recall, f1 and hit-Rate for each case with
each combination.
connected← Random 10% from Cp(5)
maxRecom← {1, 3, 5,maxInt}
for all x ∈ connected do
µrelevant ← path queries that connect x.
Disconnect x in Wikipedia.
for all k from 1 to 10 do
for all max ∈ maxRecom do
µpredicted ← BlueF inder(x,max,Qp(D), k, 5)
precisionk,max,x ← presicion(µpredicted, µrelevant)
recallk,max,x ← ...
F1k,max,x ← ...








A is birthplace of D
In Wikipedia it is possible 
to navigate from A to D.
If the recommendation recreates the original 




Figure 11.1: Evaluation method
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the pair (London , Richard_Blanshard) with the property deathPlace was
#from / * / Cat:People_from_#from / #to and the ﬁrst two predictions
in the prediction set were #from / * / Cat:People_from_#from / #to and
#from / * / Cat:Death_in_#from / #to. The second prediction could be
correct but, as it is not included in µrelevant, the evaluation rejects it as a
correct one. Taking into account these considerations, the µrelevant set is an
estimation of the actual path queries and in consequence the BlueFinder is
evaluated in the context of the worst case.
Datasets
BlueFinder was evaluated with the twenty semantic properties detailed in Ta-
ble 9.1. For each property denoted by propi, a SPARQL query was evaluated
on the DBpedia SPARQL end-point. The SPARQL query for each semantic
property follows the template showed in Listing 11.1 and the values of DB-
pediaSemanticProperty, fromType and toType are replaced in each property
scenario for the speciﬁc values of the ﬁrst, second and third column respec-
tively that are detailed in Table 9.1. For instance, the SPARQL query in
Listing 9.1 corresponds to prop1. The number of the Wikipedia connected
pairs of each semantic property is the diﬀerence between the number of the
DBpedia connected pairs less the number of the Wikipedia disconnected pairs
(columns fourth and ﬁfth of Table 9.1).
PREFIX db−owl:<http://dbpedia.org/ontology/>
PREFIX db−p:<http://dbpedia.org/property/>






Listing 11.1: "SPARQL query template for evaluation scenarios.
Evaluation results are described and discussed in the next section. The
complete values of all the metrics values with the diﬀerent values for k and
maxRecom of this evaluation are in https://sites.google.com/site/bfrecommender/
publications/.
11.1.2 Results and discussion
First of all in this section, the information gap analysis is presented; then it is
discussed the results that were obtained for each metric. Finally, a discussion
about the evaluation result is developed.
Gap analysis
According to the last column in the in the Table 9.1, the gap of missing infor-
mation in Wikipedia is remarkable. In order to analyze the ratio of the gap,
shown in Figure 9.1, we noticed that 9 of 20 properties have more than 50 % of
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Figure 11.2: Presicion, Recall, F1, and Hit-rate mean of all properties
missing information. In addition to this evidence, the amount of disconnected
pairs of the properties prop1 (birthplace), prop2 (deathplace), and prop13
(recordlabel) shown in the Table 9.1 is equivalent to more than the 50 % of
all disconnected pairs of other properties.
The smallest gap was evidenced in prop20 (notableWork) and prop12 (previousWork)
only with 5 %. In both cases, this is because the links represent basic infor-
mation of the connected articles and they are expressed as direct links (#from
/ #to) between the articles.
Accuracy
To assess the best behavior of BlueFinder, we analyze the values of accuracy
metrics for the 20 properties from a general perspective. Figure 11.2 shows
four line-charts with the mean values of precision, recall, F1 and hit−rate ob-
tained on each property. Each chart describes the relation betweenmaxRecom
and k values for each metric.
BlueFinder is able to ﬁnd, on average, between 75 % and 82 % of the
relevant paths, and according to the hit-rate values it is able to ﬁx around
88 % of the cases for k greater than 4 and maxRecom = 3, 5 or unlimited.
However, the limitations is that the precision values decrease according to the
variation of the k values and the number of recommendations.
To detect the best correlation between precision and recall we use the F1
metric. According to the Figure 11.2, all the maxRecom curves converge at
k=5 with value 0.65. Therefore, maxRecom = 5 and k = 5 determine the best
accuracy for BlueFinder. The number of correct path queries tips the scales
in favor of recall and hit-rate rather than precision. This assumption is based
on the fact that the recommendations are presented to the users in descending
conﬁdence order, and consequently, the users have extra information to deter-
mine the accuracy of the recommendation. Finally, the unlimited maxRecom
was dismissed because it had similar recall than maxRecom = 5 but lower
precision.
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Figure 11.3: Precision all properties
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Precision
First, as it can be seen from the Figure 11.3 most of the precision curves
decrease, due to BlueFinder introduced non-expected path queries in µpredicted
set. This is because of the size ofmaxRecom has increased but also because the
distant neighbors insert noisy paths. Nevertheless, the 70 % of the properties
had precision bigger than 0.5 at k=5 and maxRecom=5. This evidences that
in general terms the precision of BlueFinder was considerably good taking into
account that, as we have mentioned, the predictions are presented in conﬁdence
order bringing to the users better information (more details in Section 11.1.2).
Second, four of the twenty curves had the lowest precision values. On the
one hand, three of them, prop1 : birthplace(• line in charts), prop2 : deathplace
(line with ×), and prop15 : country (line with �) had both low precision (less
than 0.44 for maxRecom=3, 5 and unlimited). This is because of they have
a big number of disconnected pairs and shows up that BlueFinder, as many
recommender systems, is sensitive to the sparsity of data. On the other hand,
the prop12 : previousWork (line with +) had a high precision: 0.93 with
maxRecom = 1 and k = 5, but it sharply decreased when the maxRecom
increased (0.44 with maxRecom = 3, 0.31 with maxRecom = 5 and 0.23 with
maxRecom = unlimited). This is because although BlueFinder was able to
predict the correct path query for this property, the other path queries that
are included in the prediction set are not correct.
Recall and F1
According to Figure 11.4, seventeen of twenty properties had better recall
than 0.7, and eleven of twenty had more than 0.8; all of them with k=5 and
maxRecom=5. Naturally, the three properties out of the norm were prop12,
prop2, and prop15 that we have discussed before. Finally, the lowest recall value
with k=5 and maxRecom=5 was 0.473 at prop2 property, and the maximum
value was 0.972 at prop14 property.
F1 metric values are introduced in Figure 11.5. Although the values for
the properties prop2, prop12 and prop15 are at the bottom of the graph as in
its general tendency, it is important to remark that most of the properties (12)
had F1 values over 0.6 at k=5 and maxRecom=5.
Hit-rate
As we have introduced, the hit-rate property indicates if BlueFinder gives at
least one path query that can ﬁx the disconnection. The higher is the curve for
a property, the bigger is the ratio of ﬁxed cases. As we can observe in Figure
11.6, 80 % of the properties (16 out of 20) had a hit-rate value bigger than
0.84, and only two properties had values lower than 0.6. The properties with
the lowest hit-rate were property prop15 and prop2; both conﬁrmed the same
tendency that appeared in the previous accuracy metric. Although the hit-
rate values are low, according to its high level of information gap, the property
prop8 has over 75 % of hit-rate on average. These values are promising since
most of the 98 % of these property pairs were disconnected in Wikipedia.
The accuracy values demonstrated that BlueFinder retrieves good recom-
mendations. The hit-rate curves conﬁrmed the best combination of k and
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Figure 11.4: Recall for all properties
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Figure 11.5: F1 for all properties
maxRecom values by setting k = 5 and maxRecom = 5.
Conﬁdence
The BlueFinder predictions are sorted in conﬁdence descendent order; in con-
sequence the ﬁrst predictions may have a better hit-ratio than the following
predictions. In order to answer the third question of the evaluation Does
BlueFinder have a correlation between the conﬁdence level and the accuracy of
the predictions?, the hit-rate ratio of BlueFinder featured predictions for the
twenty semantic properties is shown in Table 11.1. As we can see, featured
predictions made by BlueFinder are chieﬂy prominent: the lowest ratio was
0.84 for property prop1 and the highest ratio was 1 for properties prop6 and
prop15. The mean of all the hit-rate values was nearly 0.95. This means that
BlueFinder is able to ﬁx nearly all the cases where it recommends a featured
prediction.
Additionally, Figure 11.7 extends the information from Table 11.1 to all the
recommendation positions in a line-chart which compares the hit-rate ratio to
the ﬁrst ﬁve positions of the BlueFinder recommendation. As we expected, the
curve is in descending order while the ﬁrst position has the best hit-rate ratio
(0.78) and the last position the lowest (0.17). This conﬁrms the correlation
between the conﬁdence and hit-rate ratio of the predictions. Unfortunately,
the hit-rate ratio curve descends more rapidly than we expected to second
position and continues descending until the last position.
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Figure 11.7: Conﬁdence and hit-rate ratio according to prediction order in the
recommendation set
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Distribution of the BlueFinder Recommendations
In general, the BlueFinder predictions are concentrated in only one path query
per semantic property. In 90 % of the properties one convention is mainly uti-
lized by Wikipedia editors to represent the semantic property. This is obtained
from the Gini Index values detailed in Table 11.2 where 18 of 20 properties
predictions have a Gini Index over 0.8. To beneﬁt the diversity in the pre-
dictions, Table 11.2 shows the Gini Index values in the context of BlueFinder
with maxRecom = unlimited.
However, the predictions for prop9 and prop11 properties are better dis-
tributed than the rest of the cases. They have Gini Index values between
0.474 and 0.778 in the diﬀerent values of k. In addition, with a narrowed
number of recommendations, we repeated the Gini index study for these two
cases with maxRecom = 5. The results, shown in Table 11.3, reveal that the
distribution of the recommendation remains non-concentrated in both cases
but with a small increase in the Gini index.
General Evaluation Conclusions
Evaluation showed that the information gap between DBpedia and Wikipedia
is a real and important problem.
According to the evaluations, the best accuracy of BlueFinder was obtained
with k = 5 and maxRecom = 5, and this answers the ﬁrst question of the eval-
uation. With these values, the BlueFinder predictions maximize the expected
results with a balanced F1 value.
Additionally, 89 % (on average) of the disconnected pairs could be ﬁxed
by BlueFinder according to the hit-rate values and almost all the featured
predictions ﬁx the disconnection. A Wikipedia editor could use BlueFinder
and ﬁx unconnected pairs in Wikipedia.
In order to answer the third question, BlueFinder gives the user the recom-
mendations in descending conﬁdence order. The conﬁdence is also correlated
with the hit-rate ratio of the prediction. This allows users to make a better
choice of the predictions. The hit-rate of the predictions in the ﬁrst position
is accurate and it is also better when the prediction is a featured prediction.
BlueFinder gives good prediction even when the contributors have diﬀerent
conventions.
Wikipedia editors, in general, only use one convention to represent a se-
mantic property in Wikipedia but in some cases (two in this evaluation) some
communities deﬁne particular conventions. We can conclude this by taking
into account that the prediction distribution is centralized in one convention.
Additionally, the evaluations showed that those predictions are accurate.
BlueFinder gives good predictions even when the contributors have diﬀerent
conventions. Indeed, this can be concluded by taking into account that the
Gini Index, in most of the cases, deﬁned a centralized distribution of a path
query in the recommendations, and also the accuracy level of BlueFinder is
good in those cases.
































































































































































































































































































11.2. ADAPTING BLUEFINDER TO FRENCHAND SPANISHWIKIPEDIA113
Property K=1 K=2 K=3 K=4 K=5 K=6 K=7 K=8 K=9 K=10
prop9 0.678 0.655 0.630 0.627 0.643 0.649 0.661 0.652 0.662 0.680
prop11 0.778 0.729 0.650 0.636 0.648 0.636 0.623 0.616 0.607 0.509
Table 11.3: Gini index of the properties prop9: debutstadium and prop11:
training with maxRecom=5
11.2 Adapting BlueFinder to French and Span-
ish Wikipedia
In this section, we adapted and applied BlueFinder algorithm to FrenchWikipedia
(W@fr) and Spanish Wikipedia (W@sp) in order to analyze if the diﬀerent lan-
guage versions of Wikipedia share the same conventions to represent a semantic
property from the English DBpedia.
To apply BlueFinder to a given English DBpedia property, we have to
provide the set of pairs of pages Qp(D) that are related by the property p
to generate the Path Index. For example, to obtain the pairs of pages for
the semantic property birthplace that relates Cities and People we execute the
SPARQL query on DBpedia shown in Listing 11.2.
If we use the pairs retrieved by the query of Listing 11.2 with BlueFinder
in the non-English Wikipedia, BlueFinder will generate neither Cp(l) set nor
the Path Index. Most of the pages retrieved by the query in Listing 11.2 do
not exist in the non-English Wikipedia because the pages retrieved by this
query are only in English. For example, the "Edinburgh" page in the English
Wikipedia (W@en) does not exist neither in the W@sp nor in the W@fr : the
Spanish name is "Edinburgo" and the French is "Édimbourg". In order to
compute the path index, the name of the retrieved pages must be translated.
PREFIX foaf: <http://xmlns.com/foaf/0.1/>.
PREFIX dbpedia−owl:<<http://dbpedia.org/ontology/>.




?enCity foaf :isPrimaryTopicOf ?wpCity.
?enPerson foaf:isPrimaryTopicOf ?wpPerson.
}
Listing 11.2: "SPARQL query to obtain the English Wikipedia pages that are
related by the birthplace property.
As a ﬁrst adaptation of BlueFinder, we made page name translation by
using the owl:sameAs1 property. In DBpedia, the diﬀerent language versions
of a resource are associated by the owl:sameAs property. For example, Listing
11.3 shows the SPARQL query to obtain Spanish resources that are related
with birthplace property. The filter in the SPARQL query helps to select re-
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FILTER (regex(?from, "http://es.dbpedia.org") &&
regex(?to, "http://es.dbpedia.org")). }
Listing 11.3: "SPARQL query to obtain the Spanish DBpedia resources that
are related by the birthplace property.
The second adaptation of BlueFinder is to apply the SPS similarity func-
tion in the English DBpedia instead of using French or Spanish DBpedia.
Because we observed that English DBpedia has a richer description of re-
sources than non-English Wikipedias. Non-English Wikipedias can derive a
wrong selection of similar items producing incorrect prediction. For example,
if we compare the types that describe the famous singer John Lennon and
famous actor Al Pacino pages in English DBpedia (DB@en) and Spanish DB-
pedia (DB@sp), we can notice that the detailed descriptions for both pages in
DB@en have 42 and 22 classes respectively and 8 and 7 classes in the DB@sp.
This diﬀerence in the use of types among the diﬀerent language versions of DB-
pedia can generate contradictions in the distance measurement. In the English
version John Lennon and Al Pacino are measured as distant (0.857). Mean-
while in the Spanish version, they are measured as close (0.334). We obtain
the English DBpedia types of a non-English resource using the owl:sameAs




SELECT DISTINCT ?type WHERE{
?enFrom <owl:sameAs> <es.dbpedia.org/resource/Al_Pacino>.
?enFrom a ?type.}
Listing 11.4: "SPARQL query to obtain English type description for Spanish
Al Pacino resource.
The last adaptation is the translation of path queries to English by means
of cross language links. The translation is from the non-English Wikipedia
pages to the English version. This enables us to use the same normalization
strategy as in the English Wikipedia and also to compare the conventions
among non-English Wikipedia versions.
11.2.1 Experimentation
We applied the adapted version of the BlueFinder algorithm to Spanish and
French Wikipedia and English DBpedia, all of them are retrieved on January
2013. We want to discover French and Spanish Wikipedia conventions for
English DBpedia property birthplace. We evaluate precision and recall for
both languages.
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Data set |PQ| |Cp(l)| |I| |Qbirthplace(D)|
Qbirthplace@sp(D) 1,502 7,486 14,998 22,281
Qbirthplace@fr(D) 3,721 30,407 114,156 36,952
Table 11.4: Path Index bipartite graphs used in the experimentation. Columns
show the number of path queries, the number of connected pairs, the number
of edges and the number of elements in the Data set
K 1 2 3 4 5 6 7 8 9 10
precision 0.426 0.400 0.347 0.313 0.283 0.264 0.245 0.232 0.224 0.214
recall 0.421 0.547 0.602 0.634 0.652 0.664 0.669 0.674 0.674 0.670
hit− rate 0.485 0.614 0.667 0.697 0.714 0.727 0.732 0.735 0.734 0.731
F1 0.424 0.462 0.44 0.419 0.395 0.377 0.358 0.345 0.336 0.324
Table 11.5: Detail of BlueFinder evaluation in the Spanish Wikipedia.
Dataset
For this experimentation, we used the semantic property birthplace that relates
Cities with People. We run Qbirthplace@sp and Qbirthplace@fr given in Listing
11.3 and 11.5 respectively. We used a Path Index for Qbirthplace@sp(D) and
another for Qbirthplace@fr(D). Table 11.4 details these indexes and then we run
BlueFinder algorithm on the same datasets.
The metrics and the method of this evaluation are the same as in the
previous evaluation. In this case, we exercised BlueFinder with 5000 pairs of












Listing 11.5: SPARQL query to obtain the French Wikipedia resources that
are related by the birthplace property.
Results
The Path Index for the Spanish Wikipedia had 7,486 connected pairs out of
22,281 retrieved by the SPARQL query (Table 11.4). This means that the set
of pairs to learn is smaller than the set of pairs to ﬁx. This can generate a low
rate of ﬁxed values.
Surprisingly, the execution over the Spanish Wikipedia demonstrated that
BlueFinder can ﬁx 70 % of the cases. BlueFinder performs well for Spanish
Wikipedia. This is evidenced with the curves of precision, recall and hit−rate
shown in Figure 11.8. For K = 5 the hit − rate and recall rate begin to be
stabilized and the precision begins to decrease.




















Figure 11.8: BlueFinder evaluation in the Spanish Wikipedia.
K 1 2 3 4 5 6 7 8 9 10
precision 0.559 0.499 0.460 0.438 0.424 0.418 0.413 0.412 0.408 0.407
recall 0.552 0.642 0.670 0.685 0.693 0.706 0.710 0.719 0.721 0.724
hit− rate 0.720 0.807 0.837 0.862 0.870 0.887 0.891 0.902 0.906 0.910
F1 0.555 0.561 0.545 0.534 0.526 0.524 0.521 0.523 0.520 0.521
Table 11.6: Details of BlueFinder Evaluation in the French Wikipedia.
In Table 11.5, the best hit − rate value was 73,5% with K=10, the best
recall was 0.674 for K=8 and 9 and the best precision was 0.426 with K=1.
The worst value of hit−rate was 48,5 % withK=1, the worst value of precision
was 0.214 with K=10 and the worst value of recall was 0.421.
The SPARQL query for birthplace property in French language retrieves a
set of 36,952 pairs and 30,407 are connected in Wikipedia by a navigation path
(Table 11.4). That is equivalent to more than 80% of connected pairs. This
means that the French Wikipedia is well developed for the birthplace property.
Additionally, this is a good context to BlueFinder because it has a big number
of cases to learn and ﬁnd the proper neighbors.
The execution of BlueFinder over French Wikipedia conﬁrms the eﬀective-
ness of the algorithm. In this case, BlueFinder can ﬁx 90% of the cases with
a balanced value of precision and recall. The curve of precision, recall and
hit − rate in Figure 11.9 showed that for K=8 the hit − rate, recall and
precision begin to be stabilized with the 90% of ﬁxed ratio. In Table 11.6 the
best value for hit−rate was 91% for K=10, the best value for recall was 0.724
for K=10 and the best value for precision was 0.559 for K=1. The worst value
for hit− rate was 0.72 for K=1, the worst value for recall was 0.552 for K=1
and the worst value for precision was 0.407 for K=10.
Finally, the path query #from/Cat:#from/Cat:People_from_#from/#to
was the most used path query for the connected pairs in the Path Index for
the Spanish Wikipedia with 3,190 pairs covered (out of 7,486), and the second
best ranked in the French Wikipedia Path Index with 11,335 pairs covered
(out of 30,407). This demonstrates that both Wikipedias share, in general,
the same convention for birthplace with some minor diﬀerences.




















Figure 11.9: BlueFinder evaluation in the French Wikipedia.
11.3 Summary of this Part
In this Part, we introduced the BlueFinder approach in order to improve the
Social Web with the Semantic Web. BlueFinder recommends the best repre-
sentation in Wikipedia of a DBpedia semantic property by following the social
conventions.
In relation with the co-evolution elements, BlueFinder is the tool that re-
lates the semantic queries capabilities, the social web tools like pages (articles)
and links, and the social conventions. The ﬁrst improvement is related to the
human activities: new pieces of knowledge could be added into the community
knowledge base. Moreover, adding new information to Wikipedia reinforce the
collaborative knowledge process. This enable users to generate more informa-
tion in Wikipedia that will be added to the DBpedia knowledge base.









In this thesis we propose to stimulate the co-evolution between the Social and
the Semantic Web. The co-evolution involves using the forces from the Social
Web to support the Semantic Web, and the new pieces of knowledge that are
obtained from the Semantic Web to support the Social Web.
Most of the eﬀorts to use the social forces to improve the Semantic Web
are related to the organization of the development of complex ontologies. For
example, Ontowiki and Co-Protégé. However, most of the social web infor-
mation is not written as semantic data, and in consequence is missing in the
Semantic Web.
The ﬁrst half of this thesis introduces an approach to semantify the Web
by means of using the social forces from the Social Web. The process is focus
on regular users rather than knowledge modeling experts. Our objective is
to provide a tool that allows the emergence of semantic data by means of
identifying and modeling a tagging activity.
We introduced the use of a collaborative knowledge building process to
generate semantic data. The process needs the deﬁnition of two integrated
spaces: the personal space and the shared space. We showed that, on one hand,
collaborative tools as Wikis and Semantic Wikis are mainly designed to only
support a shared space where users can write the contributions in the shared
space. On the other hand, personal semantic wikis only include a private
space. The wiki owner must manage with external tools the socialization of it
contributions.
In order to integrate the personal and shared spaces, we introduced a model
to manage personal and shared knowledge in a P2P semantic wiki. The use
of P2P semantic wikis allowed us to exploit the decentralized architecture of
the P2P network to represent the shared knowledge, and each peer of the
network maintains a space with personal information. In this context, we
developed P-Swooki that is a P2P semantic wiki where users can both handle
shared semantic knowledge and personal knowledge. With P-Swooki we adapt
the collaborative knowledge building process in a semantic wiki. The results
of the evaluation of P-Swooki showed that personal knowledge improves the
shared navigation with the personal one. Most of the participants have used
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the personal spaces.
The previous works such as Semantic Mediawiki, SemperWiki, SweetWiki
or OntoWiki do not include in the same Wiki the management of personal and
shared understanding as introduced by P-Swooki. This makes the P-Swooki
approach novel. However, P-Swooki is limited to adding semantic data only to
the resources that are described in the network of peers, and it only allows users
to use two semantic types of semantic annotations: categories and individuals.
In addition, it was necessary to extend the personal annotations management
with a mechanism that allows users to publish personal annotations in the
shared space and in the body of the wiki text. In order to make the idea of
semantifying the Web more general, we introduced Semdrops.
Semdrops bootstrap the collaborative knowledge building process, the Se-
mantic Web ontology description and the social tagging activity to generate
a semantic description of any Web resource. Semdrops is the evolution of P-
Swooki. According to the evaluation results, the simple social tagging model
promotes the semantic data proliferation. As the generation of semantic data
is part of the collaborative knowledge building process, the continuous social
validation generates good quality semantic data. This is important to show
the knowledge of the community involved in the semantiﬁcation process.
The evaluation and usability studies demonstrated that Semdrops :
• promotes semantic data proliferation thanks to its simple social semantic
tagging model.
• promotes the semantic data quality by community regulation.
• is applicable to any web resources thanks to using URI to identify them.
• can be used by a wide community thanks to its simple social semantic
tagging and its implementation as a Firefox add-on.
• provides an easy interaction mode as the usability study demonstrated.
Most of the previous work that semantically annotate resources are lim-
ited to speciﬁc resources such as bookmarks. Semdrops is not restricted to a
particular kind of resource. In addition, the open structure of the Semantic
Social Tagging model allows users to deﬁne new properties instead of having
a ﬁxed annotation language as SOBOLEO, Limpens et al, Moninn et al works
and Huynh-Kim et al works. Finally, other approaches propose a semantic
enrichment of social tagging with a tag ontology [31, 41, 42, 63, 73]. Although
the purpose of these works is diﬀerent from Semdrops, these models can be
reused to give semantic to Semdrops tags.
Although Semdrops is integrated in a web browser, the use of it requires
an eﬀort from the user to associate the semantic information that appears
in the Semdrops side-bar with the page body. Indeed, there is not a visual
linkage between a semantic property in the side-bar and a link in the web page.
Diﬀerent client side adaptation artifacts [26, 27] could be used to improve the
visual aspects of the existent web page within the Semdrops deﬁnition.
Part III introduced the problematic of the semantic gap between Social
Web and Semantic Web by means of the cases of DBpedia and Wikipedia. We
have presented the BlueFinder approach to ﬁll the gap and then to improve
123
Wikipedia. In the co-evolution context, BlueFinder uses the Semantic Web to
derive new pieces of knowledge that are not currently in the Social Web, and
after that it can augment the Social Web by means of injecting the new pieces
of knowledge. The bootstrapping is made with the semantic query engines
and social conventions to represent information in Wikipedia. BlueFinder is
the tool that computes the diﬀerences and detects the conventions. Finally,
Wikipedia community knowledge is augmented with new relations.
We introduced the deﬁnition of BlueFinder algorithm as a collaborative
ﬁltering recommender system. BlueFinder learns from Wikipedia the con-
ventions to represent a DBpedia semantic property, and it uses the obtained
knowledge to recommend a navigational path that connects disconnected pairs
of Wikipedia articles that are related in DBpedia. In this sense, for a discon-
nected pair of Wikipedia articles, BlueFinder detects similar pairs that are
connected in Wikipedia. In order to compute the similarity, we have deﬁned
the Semantic Pair similarity function that is based on DBpedia types.
In order to analyze the behavior of our approach, an empirical evaluation
has been carried out. The evaluation measured precision, recall, F1, and hit-
rate over 20 diﬀerent properties of DBpedia semantic properties. The results
showed that BlueFinder approach could ﬁx more than 80 % of the properties
with more than 0.84 hit-rate.
Featured recommendations denoted a high level of hit-rate. In those cases,
BlueFinder has a high accuracy level. Although the predictions are good,
the evaluation showed us that the algorithm suﬀered the well-known sparsity
problem when the connected pair set was small.
In comparison with other works, Yan Wang et al. [98] introduce a “collabo-
rative approach" to recommend categories to Wikipedia Articles. However, in
our approach we deal with the categorization of the article but in the context of
expressing a semantic property from DBpedia. Several works like MORE [60]
use DBpedia as a source data to base the recommendations but the improve-
ment in the Social Web is not exploited to be part of the virtuous cycle as we
propose in our work. Panchenko et al. [72] introduces an approach to extract
semantic relations between concepts in Wikipedia applying kNN algorithms
called Serelex. In addition to the lack of using DBpedia as semantic base,
Serelex cannot describe the way that two concepts are related in Wikipedia
according to a semantic property, in other words the semantic property is lost
in Panchenko et al. approach. Di Noia et al.[22] introduce a strategy to ﬁnd a
similarity among RDF resources in the Linked Open Data. Their work presents
a Content based recommender system approach based on the Web of Data. As
in our approach, the similarity between resources is done by means of semantic
relationships. The main diﬀerence lies in the fact that in Di Noia et al. work it
is mandatory to discover the semantic relation among the resources and then
to analyze a potential similarity. In our work, we already know that the pair
of resources are related by the same semantic property and then we only have
to compare the types of description. Finally, the Di Noia et al. approach is
applied to the Semantic Web world and in our case we complement and aug-
ment the information of the Social Web with information from the Semantic
Web.
Additionally, in the ﬁeld of using Semantic measure distance in Recom-
mender System the work of Passant[74] introduces six diﬀerent versions of the
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Linked Data Semantic Distance (LDSD). This approach could be applied to
extent the Semantic Pair Similarity (SPS) function and analyze it as a future
work.
Nunes et. al. introduced a recommender system to discover semantic
relationships among resources from the Social Web[65]. Although the approach
of Nunes et. al. is closely related to ours, the main diﬀerence is the direction of
the information ﬂow. In Nunes et al work, the information of the Social Web is
used to improve the Semantic Web and in our case it is in the other way: from
the Semantic Web to the Social Web. The work of Nunes is a complement of
Semdrops approach.
In the ﬁeld of improving Wikipedia information, the articles of Adafre et
al [2], Sunercan et al. [86] and Hoﬀman et al. [35] introduced an approach to
complete Wikipedia links. The main diﬀerence with our work is that they do
not use semantic Web features. Besides, our approach proposes to ﬁx more
general relations than direct links; we discover and insert navigational paths.
The Wikidata [97] project is a Wikimedia project to build a platform for
the collaborative acquisition and maintenance of structured information from
Wikipedia. Although Wikidata is not a pure Semantic Web project, it ex-
tracts structured information from Media Wiki projects in terms of facts and
relationships among facts. Currently, the project is dedicated to interlanguage
links among the diﬀerent versions of a Wikipedia article written in diﬀerent
languages. Wikipedia uses that information in the interlanguage tool bar. De-
spite the fact that Wikidata is not a pure semantic web project, as in our
approach, it is involved in closing the virtuoso cycle of the information.
From the general perspective of this dissertation, the BlueFinder approach
promotes the co-evolution between the Semantic Web and the Social Web.
On one hand, as we have described, Wikipedia is a Social Web system that
is built by millions of users around the world. Each contribution made on a
Wikipedia article is continuously regulated by the community. Additionally,
the generation of semantic data from Wikipedia to the Semantic Web is done
by the DBpedia project. DBpedia translate the information following social
built rules that are regulated in a Wiki environment 1. These two steps demon-
strate that social forces are used in Wikipedia to create the content, and in
DBpedia to deﬁne the mapping rules to generate the semantic data. Although
the personal space is not included in Wikipedia as we proposed with Semdrops,
the information ﬂow from the Social Web to the Semantic Web is covered. On
the other hand, BlueFinder makes the translation of information from the Se-
mantic Web to the Social Web. BlueFinder detects the Wikipedia conventions
that are used to represent a DBpedia semantic property in Wikipedia. In
brief, Wikipedia is improved with new pieces of information extracted from
the Semantic Web.
Adding these new pieces of information in Wikipedia has both an immedi-
ate and a medium term eﬀect. The immediate eﬀect is caused by the fact that
a new pair of Wikipedia articles is connected by a navigational path. There-
fore, a new pair of articles will be included in the connected pair set that is
used by BlueFinder to make the recommendations. Consequently, this reduces
the amount of sparse data that is a problem for BlueFinder: there are more
connected pairs to learn the social conventions from them. The medium term
1http://mappings.dbpedia.org
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eﬀect is related to the potential new information that is generated with the
presence of the new connected pairs. As we described, the collaborative knowl-
edge building process is retroﬁt and augmented with new pieces of informa-
tion, and this new cognitive artifacts trigger the generation of new knowledge
pieces. The new pieces could be included in DBpedia translation rules, and





This work opens several perspectives:
13.0.1 Semdrops Improvements
As future work, in order to consolidate results we will conduct a bigger eval-
uation with more resources and we will compare results with other work such
as [59]. Also, we will evaluate how lightweight ontologies can emerge from
the semantic data. For this pourpose we will proﬁt from the existence of the
subsumption concept in our model. Further, we will study inconsistency and
conﬂict problems.
For a more pragmatical point of view, Semdrops needs to be extended to
make the captured semantic data more usable in the context of the Semantic
Web. For instance, Semdrops should adopt the LOD philosophy to share
semantic data, and even it could incorporate properties already existing in the
semantic web technologies like the sameAs property.
In addition to lightweight ontologies, the system can import other lightweight
ontologies in order to re-use the vocabulary. The approach could also incor-
porate the sameAs semantic property.
Semdrops with client-side adaptation
As we mentioned in the previous chapter, having in diﬀerent places the gen-
erated semantic data and the current web page requires an extra eﬀort from
the user to match them. An example is the use of a Semdrops property tag
for a navigation link in the web page. From a visual point of view, the link
on the web page has no reference to the Semdrops tag. This context could
generate a misunderstanding to locate the semantic information that appears
in the Semdrops side-bar to the position of the link in the web page, specially
in large web pages.
In order to have a better visual linkage between the Semdrops tags and the
current web page we could investigate the augmentation of the DOM document
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in the client side1 by including the Semdrops tags visualization and manage-
ment. This approach enriches the user experience with any web resource with
the personal and shared information spaces management.
13.0.2 BlueFinder improvements
The BlueFinder approach lies particular strategies that could be improved
separately. We can enumerate them and propose diﬀerent lines to continue
researching on:
• Path Generalization: The current path generalization strategy tok-
enizes the paths that connect two Wikipedia articles by means of replac-
ing both pages with the symbols #from and #to. However, we detected
some issues when the pattern uses pages that are relative to the semantic
of the content instead of the syntax of the name. In consequence, the
path queries generalization strategy could include the use of semantic
property relations.
• Similarity Measure: We introduced the Semantic Pair Similarity (SPS)
function to measure the similarity between two pairs of Wikipedia arti-
cles. The similarity function is centered in the analysis of similarity in the
DBpedia type description of the concerned Wikipedia articles. Although
the results of BlueFinder were promising by using the SPS function, other
aspects could be analyzed in the selected similarity function.
• Sparsity problem handling: Sparsity is a well-known problem in col-
laborative ﬁltering systems. We have detected sparse data in some of
the semantic properties analyzed in the BlueFinder evaluation. Hybrid
recommender system techniques are a research line in recommender sys-
tems that must be in our approach in order to make BlueFinder more
accurate in the recommendations for semantic properties that are highly
disconnected in Wikipedia.
13.0.3 Cross Language Combinations
The whole Wikipedia project includes a Wikipedia version in nearly any spoken
language in the world. Several social conventions are followed in the English
version of Wikipedia and, naturally, in the other languages as well. Addi-
tionally, DBpedia has a corresponding mirror of each Wikipedia version. This
means that the knowledge base of a non-English DBpedia could contain dif-
ferent pieces of knowledge that are not included in the English version. In
this context, BlueFinder approach could be used to analyze the conventions
to represent a DBpedia semantic property in diﬀerent languages of Wikipedia
and DBpedia. Several analysis could be done in these directions:
Improving Wikipedia by means of Cross Language Knowledge
• Expressing a semantic property from the English DBpedia in a non-
English Wikipedia: the DBpedia connected pairs are taken from the
1The adaptation is done in the Web Browser instead in the Web page server
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English DBpedia. This implies that some of the pairs are not necessar-
ily connected in the non-English Wikipedia and we re-use the English
community knowledge.
• Expressing in a speciﬁc language version of Wikipedia a semantic prop-
erty queried from another language version of DBpedia. This is a gener-
alization of the previous one.
Discovering cross language conventions
In this case, the context is the same that we have deﬁned in the initial adap-
tation of BlueFinder to be executed in other languages of Wikipedia shown in
Section 11.2. Based on the same set of semantic properties, we would like to
analyze the similarities and divergences in the conventions that are used in the
diﬀerent Wikipedia version languages.
The analysis must be more detailed and it could include the divergences or
similarities based on contrasting particular cases. The analysis involves several
issues, such as the equivalence in the similarities among the k neighbors in the
diﬀerent versions of Wikipedia, the development of the articles among the
diﬀerent language versions, and the presence of sparsity in several non-English
Wikipedia versions.
Detecting Wikipedia Borders
The idea of this research line is to discover within a speciﬁc language version
of Wikipedia the articles that are more related with a particular concern by
means of their conventions, content and use of the language. The concern
could be any particular subject that is not explicit in the Wikipedia structures
such as articles or categories. The objective of this research line is to be able to
detect groups of articles in Wikipedia that are cross cut by the same concern.
A scenario for this could be:
• County limits: Wikipedia project has versions of the encyclopedia in
diﬀerent languages. In consequence, people from diﬀerent countries that
have the same spoken language collaborate in the same Wikipedia ver-
sion, for example the Spanish version of Wikipedia is built by people from
Argentina, Spain, Uruguay, etc. The same happens with other languages.
The objective in this scenario is to detect the bounds in Wikipedia that
could group the articles that are more related to, for example, Argentina,
Spain, or Uruguay.
13.0.4 Evolution of the Conventions
Wikipedia is evolving. The evolution is done in terms of the length of the con-
tent, the quality of the articles and other aspects. The conventions are also part
of this evolution. For example, in the structure of the English Wikipedia the
use of List of pages eventually evolves to the use of Categories. The purpose
of this research line is to have a better understanding in the evolution through
time of the conventions used in Wikipedia to represent semantic properties.
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13.0.5 Semdrops and BlueFinder Mash-up
BlueFinder detects in Wikipedia the conventions that represent a semantic
property from DBpedia. The idea of this line of research is to use BlueFinder
to detect conventions in other sites of the Social Web diﬀerent from Wikipedia.
On one hand, the main involved heuristics used in BlueFinder are based on
the Wikipedia structures like articles and categories. However, social sites that
are not instances of Mediawiki do not have the Wikipedia like structure. On the
other hand, Semdrops allows users to tag any web resource with semantic tags
that match with Wikipedia structures. Indeed, Semdrops brings to BlueFinder
the semantic relationships of a social site and it will be used to obtain the pairs
of pages related by a semantic property. Besides, Semdrops deﬁnes the idea





We conducted an evaluation to answer the following question:
• Does the Wikipedia community accept links added through BlueFinder?
The results of this evaluation have encouraged us to continue in this re-
search line but also including the pairs context analysis. This evaluation is
part of [89].
A.1.1 Method
To answer the above question, we run the Path Index algorithm on the local
copy of Wikipedia and on the results of three representative SPARQL queries
detailed in Listing A.1. After that, we started enriching Wikipedia by adding
new contributions according to the results obtained from the most represen-
tative path queries in the path index of each query. After that, we observed




#Q1: Cities and People born there.
Query Contributions Last edition Other editions Rejected
Q1 78 35.9% 47.4% 16.6%
Q2 63 25.4% 73%a 1.6%
Q3 70 25.7% 64% 10%
Table A.1: Community Evaluation results. 13 of these contributions were made
by Wikipedia users who respect the most representative path queries for Q2
131
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#Q2: Composer and its works.
SELECT ?musician, ?work WHERE{
?work a o:Work.
?work p:musicBy ?musician }
#Q3: Cities and their universities.
SELECT ?city, ?university WHERE{
?university a o:University.
?city a o:City.
?university p: city ?city}
Listing A.1: Semantic Queries of the Evaluation
A.1.2 Results and Discussion
Table A.1 details these results for Q1, Q2 and Q3. The ﬁrst column identiﬁes
the query, the second column details the number of contributions that we made
in Wikipedia. The Last edition column indicates the number of pages that were
not edited by any Wikipedia user after our edition; then, the Other editions
column details the number of pages that were edited by another Wikipedia user
but preserves our contribution; and the last column details the contributions
that were rejected by the community1.
According to Table A.1, the rate of rejection is 16.6% for Q1, 10% for Q3
and 1.5% for Q2. Q1 had 13 rejections. The contribution for these queries con-
sisted in categorizing articles. Two causes of rejections were identiﬁed: a more
general categorization was preferred to a speciﬁc one and a speciﬁc category
was unnecessarily created. For instance, the category People from Edinburgh
was changed by the more speciﬁc Sportspeople from Edinburgh and the Peo-
ple from Dayton, Kentucky category was deleted because “Dayton, Kentucky
is a small community” and “this category contains one article and has little
possibility for growth” 2. The solution was upmerging the categorization. On
the other hand, the rejections related to the query Q3 were produced in city
articles that include a list of educational institutes in a Wikipedia special page.
The social evaluation demonstrated that contributions derived from the
most representative path query in the Path Index were generally accepted by
the Wikipedia community.
However, some editions were rejected. Why? Is there another possible
interpretation of the Path Index? Although the levels of representation of
the most representative path query in the Path Index are sustainable, the
Wikipedia community feedback shows us that there are diﬀerent conventions
for the same property of DBpedia. These conventions depend on the arti-
cles development and on the community that sustains them; for example,




Dayton_Kentucky and Edinburgh articles. Therefore, we can conclude that
adding missing links in Wikipedia is socially accepted but convention detection
must be improved. In this direction, we need to analyze not only the general
conventions but also the conventions of a speciﬁc community.
A.2 Tables
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