An approach in numerical analysis to reduce the numerical error is the Richardson Extrapolation. It was used in a variety of Computational Fluid Dynamics problems to reduce the numerical error of single variables and the entire solution, but mainly restricted for the Finite Difference Method and incompressible fluid flows with a coincident-nodes grid type. The purpose of this work is to present and test a Completed Repeated Richardson Extrapolation (CRRE) procedure for a more generic grid and compressible fluid flows in order to reduce the entire solution error. Three tests were performed in one-and quasi-one-dimensional Euler equations, e.g., (i) Rayleigh flow, (ii) isentropic and (iii) adiabatic flow through a nozzle. The last one presents a normal shock wave. These problems were solved with explicit Finite Difference Method. We also solved the normal shock wave problem with a Weighted Essentially Non-Oscillatory (WENO) scheme to compare with the CRRE procedure. The procedure we propose presented an optimal performance in the Rayleigh flow, where the error was reduced by a factor of 10 9 and the accuracy order was increased from 1 to 6.6 in a grid with * Corresponding author 1 Research of C.-W. Shu was partially supported by NSF grant DMS-1719410.
Introduction
In Fluid Mechanics, the set of equations describing an inviscid fluid flow are known as Euler equations, which constitute a hyperbolic system of conservation laws and are a particular case of the Navier-Stokes equations, by taking zero viscosity and thermal conductivity [1] . The latter, together with turbulence models, describes a large variety of phenomena in Computational Fluid Mechanics (CFD). Although more restrictive than Navier-Stokes, the Euler equations can model compressible fluid flows, or, in other words, highspeed internal and external flows. Since viscous effects plays only a major role in the boundary layer, the Euler equations are an important model in CFD. Those equations are very important in modern engineering, but in general their solution requires the use of numerical methods and, as a consequence, numerical errors arise. The most common approaches in numerical analysis to reduce the numerical error are the grid refinement and the use of higher order numerical approximations, of which Richardson Extrapolation (RE) is an alternative.
RE has been used in distinct contexts, for example, step size control [2] , convergence acceleration [3] , error estimation [4] and error reduction. Since the Richardson work [5] , the RE for error reduction was used repeatedly [6] , in a completed manner (CRE) [7] , completed with repetition [8] , along with Runge-Kutta methods [9] , and to compute eigenvalues of the Helmholtz equation [10] . RE applications to reduce numerical error range from simple CFD problems to complex ones [11] . The most recent modifications on RE to reduce numerical errors were a single variable procedure, using polynomials to achieve higher accuracy orders [12] , and a derived CRE procedure, to achieve higher accuracy orders in the entire numerical solution [8] .
The first and last of these modification were made for the Finite Difference Method (FD) and with the coincident-nodes grid, shown in Fig. 1 , where g is the grid level and the refinement ratio (r) between grids is set as 2. One can note that the coarse grid (g = 1) nodes have coincident nodes with the fine grid (g = 2). A non-coincident-nodes grid, that is commonly used with Finite Volume Method, is presented in Fig. 2 , where we can see that there are no coincident nodes for r = 2. Regarding that repeated RE and CRE with and without repetition have already been applied in incompressible fluid flows and with the coincidentnodes grid (see for example [8] , [12] and [13] ), the purpose of this work is to present and test a more general CRRE procedure for the non-coincidentnodes grid and test it with compressible fluid flows. The tests will be made on numerical solutions of one-(1D) and quasi-one-dimensional (Q1D) Euler equations. To solve these equations, we will employ an explicit FD method with the upwind scheme, Lax-Friedrichs splitting and an optimal Strong Stability Preserving (SSP) third-order Runge-Kutta for the time step integration [14] . An important phenomenon that usually occurs on compressible fluid flows is the emerge of shock waves in the solutions; as such, we will also test the CRRE procedure for solutions involving shocks. To assess the procedure performance, we will solve the same shock problem with the WENO-Z method [15] .
Mathematical model and numerical methods
The conservation law which we are interested have the general form
where U is the vector of conservative variables, F is the flux and S is a source term. The domain is discretized as follows (see Fig. 2 )
where x r and x l are the right and left boundary positions, h is the node size and N is the number of nodes.
For the FD method, we approximate (1) as
whereF is the numerical flux. We use the Lax-Friedrichs splitting in a component-wise manner [14] . In order to approximate the corresponding components of the flux (g ± i+1/2 ), we use a upwind or a WENO-Z scheme from [15] 
where the ω are the nonlinear weights and the f 0 , f 1 and f 2 are the polynomial approximation at the substencils. One should note that they must be adjusted accordingly to obtain g − i+1/2 and g + i+1/2 . Details on the nonlinear weights and substencils can be found in [15] .
To integrate (2) in time we use a third-order SSP Runge-Kutta method [14] 
where u is a component of U and L(u) = u t . For the boundary conditions we use the Inverse Lax-Wendroff (ILW) procedure of [16] and [17] to maintain higher order at the boundaries.
Verification
As stated in [18] , verification assesses the code and solution correctness and involves error evaluation and estimation in a systematic grid refinement. This analysis is done by means of the error itself, numerical error estimative or accuracy orders. In order to get reliable results, the apparent order (also known as observed order) must approach the asymptotic order (p 0 ) monotonically in more than three grids [19, 18] . The p 0 depends on the numerical scheme and approximations and it is obtained a priori, regardless the numerical solution [19, 20] . As we will be running problems with known analytical or exact solutions, the effective order will be used instead of the apparent order.
The error and accuracy order analysis will be performed in the whole solution field by means of the L 1 norm, that is
where u is the numerical solution, the superscripts "analytical" and m mean the analytical or exact solution and the CRE level, and the subscripts g and i mean the grid levels and the node position. One should note that m = 0 is the numerical solution without any CRE. Also, to avoid confusion, the numerical solution without CRE will not have superscript.
The effective order can be computed as
4. Richardson extrapolation
Completed Richardson Extrapolation
The RE is based on the assumption that discrete solutions have a series representation in terms of the node size h. For instance [20] ,
where p v , with v = 0, . . ., is the true order and also depends on the numerical scheme and approximations. In our case, p v = 1, 2, 3, . . . for the upwind and p v = 5, 6, 7, . . . for the WENO-Z. As the grid is refined (h → 0), the first term of h dominates and the numerical solution can be expressed as
where u ∞ is an approximation to the analytical solution or the extrapolated solution.
If one has the numerical solution in two distinct grids, u ∞ can be determined as
From the RE, one can also obtain the Richardson error estimative (U ri )
Roache and Knupp [7] devised a method based on (10) for the whole solution field called CRE, using FD and a coincident-nodes grid. Since the grid have coincident nodes they proposed that
with a correction
for coincident nodes and
for the other nodes.
Assessment of Completed Richardson Extrapolation with repetition
Let us consider the CRE with repetition. Figure 3 shows three different grid levels with r = 2 and the numerical solution without CRE. The goal is to assess the accuracy order at the node i with two levels of CRE.
Figure 3: Coincident-nodes grid with three levels and r = 2.
The error for a first-order scheme at a generic node (e.g., i − 3/4, i − 1/4, i, and i + 1/4) can be assessed through the following Taylor expansions
For the first level, we have
Since the c 1,i is a function of u analytical i
, it is also continuous or piecewise continuous. Then, one can expand c 1,i−3/4 and c 1,i+1/4 to get
using the same idea to the other terms, we can write
1,i + 12c 3,i )
Now, for the second level
1,i + 72c 3,i )
where we can see that the accuracy order at g = 3, second level of CRE, and node i is 2. This is a problem because, after the first level, the CRE will not be able to eliminate this second-order error term. One can note that the C i for non-coincident nodes are second-order approximations, and one possible remedy to the order limitation would be the use of higher order C i computation. However, this must be done for each non-coincident C i at every CRE level.
A cheaper remedy to achieve higher orders with CRE and repetition would be the use of (10) at the coincident nodes only (e.g., nodes i−3/4 and i+1/4 in Fig. 3 ), and then obtain higher order approximations at the other nodes with a suitable interpolation. Unfortunately, this can not be used in the noncoincident-nodes grid. Therefore, an approach must be devised to increase the accuracy order of the solution in this grid type.
Completed Repeated Richardson Extrapolation
As a first approach to increase the accuracy order in the non-coincidentnodes grid, one could combine three nodes and compute a correction in a similar way as the original CRE. However, a fixed-order correction would impose a low limit to the order of the procedure. Another approach would be the combination of more than three nodes to achieve higher orders. Nevertheless, higher orders demand a large number of nodes and, therefore, a large system to solve. We remark that this system may not be solvable. The easiest, and perhaps not the cheapest, approach is to use the repetition. The CRRE is a recursive application of CRE and it is summarized in Tab. 1. The compressible fluid flow is subject to discontinuities and shocks, that is a challenging issue for numerical methods. One of the most popular numerical schemes used to capture shocks in conservation laws, such as Euler equations, is the WENO scheme. Through the weighted combination of approximations in different substencils, this scheme can maintain higher order sufficiently far from the shock. Considering this, we propose the use of WENO idea with CRRE to reduce the error in solution with shocks.
In order to reduce the numerical error, CRRE must be computed sufficiently far from the shock. To accomplish that, we will use the WENO smoothness indicator idea and the Richardson error estimative as a predictor/corrector step, computed as in (30).
The solution will be smooth if
where = 1E − 16. The smoothness indicators β f and β g can be computed through (32), the only difference is the stencil used to obtainf , as shown in Fig. 4 for f g and f f .
Since CRRE will be applied in converged numerical solutions, one will have pointwise values instead of average node values and, because of that, there is no integral in (32). Even with the restriction imposed by (31), CRRE could be computed in a node with high magnitude errors. To avoid that, we compute CRRE in nodes where (31) is satisfied and the Richardson error estimative is lower than in the previous CRE level. Of course, when m = 0 there is no error estimative. Therefore, we set U 0 ri = 1. The algorithm for computing the CRRE at level m in solutions with shocks and for g = G, . . . , m + 1 is:
1 Compute P with (31) in every node.
2 Find the beginning (b) and the ending (e) of the non-smooth region. 
Results

One-dimensional Euler
The first test for CRRE is a steady 1D compressible fluid flow. The flow is also known as Rayleigh flow or flow with heat addition. In our case, the inflow is supersonic and heat is being taken to maintain this condition. The conservative variables, flux and source vectors are
where ρ, v, E, and p are, respectively, the density, velocity, total energy, and pressure. ∆q ≡ q/N is the heat taken in each node and q is the total heat per unit mass taken from the flow. The equation of state is given by
where γ = 1.4 is the specific heat ratio for the air. One should note that we are using the perfect gas equation of state. The inflow conditions and q are shown in Tab. 2, where R, M and T are the gas constant, Mach number and temperature. 
We used the analytical solution as the initial condition (see [21] for details on the analytical solution). The time integration stopped around two times the time step when the machine error was reached. Furthermore, we used quadruple precision in all tests.
Since the inflow is supersonic, we need to impose u 1 , u 2 , and u 3 at the boundary, and extrapolate them to the ghost node via a Taylor expansion. Because our scheme is first-order accurate, the ghost node U is the same as in the boundary.
The outflow is also supersonic and we need to extrapolate the characteristic variables to get U at the boundary and, then, at the ghost node (see [16] for details on ILW). Although our scheme is first-order accurate, tests showed that a higher order polynomial, e.g. fifth-order accurate, is needed to maintain the CRRE higher order at the outflow boundary. More investigation is needed to determine the cause of this behavior.
The L 1 norm of the error and its effective order for the density are presented in Figs. 5 and 6, and in Tab. 3, where we can see the optimal performance of CRRE in reducing the numerical error or in increasing the accuracy order. The results to the other conservative variables will not be shown because they are qualitatively similar.
Quasi-one-dimensional Euler
The Q1D tests describe a steady compressible fluid flow in a convergentdivergent idealized nozzle, whose geometry is computed with (36). Figure 6 : p E of ρ at each grid and CRE level. 1D Euler flow. where x th and r th are the position and throat radius. Depending on the inflow and outflow conditions, a smooth (isentropic) or discontinuous (adiabatic) solution may be obtained. The conservative variables and flux vectors are the same as in the 1D test. The source term is presented in (37).
The flow parameters are presented in Tab. 4, where the subscript 0 denotes the total or stagnation properties and p e is the pressure at the nozzle exit. If a certain p e is imposed at the outflow boundary, a normal shock wave can stand at some position in the divergent region of the nozzle (more details can be seen in [21] ). 
We used the exact solution as the initial condition (see [21] for details on the exact solution to the Q1D flow), the time integration stopped around two times the time step when the machine error was reached.
The inflow is subsonic in both isentropic and adiabatic flows and we need to impose two conservative variables and extrapolate one characteristic.
With the exact solution, we impose u 1 and u 2 and extrapolate w 1 at the left boundary, then extrapolate U to the ghost nodes. Although our scheme is first-order accurate, tests showed that we need to use a fifth-order polynomial to maintain higher order with CRRE.
For the flow with a normal shock wave, the outflow is subsonic and we need to impose one conservative variable and extrapolate two characteristic variables. With the exact solution we impose u 1 and extrapolate w 2 and w 3 at the right boundary, then extrapolate U to the ghost node. We remark that because the first three grids are very coarse and the method is firstorder, the shock was causing oscillation problems near the outflow boundary, and we reduced the polynomial order on these grids to avoid these problems. These problems can also be avoided with a WENO type extrapolation [16, 17] . However, this extrapolation caused order limitations with CRRE. The isentropic outflow is supersonic and we treated it in a similar way as the 1D test.
The L 1 norm of the error and its effective order for the density and the isentropic flow are presented in Figs. 7 and 8 , and in Tab. 5, where the optimal performance is not achieved because not all orders are converging monotonically. However, we can see that the error and its effective order are stabilizing. The results to the other conservative variables will not be shown because they are qualitatively similar. For the flow with a normal shock wave, it is not convenient to use (5) to compute the L 1 norm, since the error behavior is non-monotone in the shock region. Also, the downstream region of the shock is subject to error degradation from the shock [22] . This does not happen with the upstream region of the shock because of the flow type, i.e., the flow is supersonic and the information cannot propagate upstream the shock. Therefore, we will compute the L 1 in the smooth regions of the solution, identified by the same procedure as in CRRE. In this test, we also computed the shock problem with the WENO-Z method. The boundary treatment was the same as isentropic flow with the exception that we used WENO type extrapolation [16, 17] at the right boundary.
First, we present the error at every node and the solution field for the grid with 5120 nodes in Figs. 9 and 10. 
First-order CRRE with shock WENO-Z Figure 9 : ρ absolute error at each node. Q1D flow with a normal shock wave, grid with 5120 nodes.
One can note in Figs. 9 and 10 that the shock transition is sharper in WENO-Z than in the upwind and in CRRE, and that the WENO-Z accuracy decrease downstream the shock. Also, despite of higher magnitude errors, the CRRE procedure can reduce the error upstream and downstream the shock. The WENO-Z accuracy loss is a common behavior of higher order methods [22] . Furthermore, the Richardson smoother transition occurs because it cannot improve the smooth transition from upwind solutions.
The density L 1 norm and its order for the Q1D flow with normal shock wave are summarized in Tab. 6, where "accumulated CPU time" means the simulation time needed to compute all grids involved in the CRRE procedure, the post-processing time of this last is negligible in all cases. In this analysis, the WENO-Z error magnitude and order limitation are due to the accuracy loss downstream the shock. In order to compare the CRRE and WENO-Z only upstream the shock, the L 1 norm and its order are presented in Tab. 7, where one can note that the WENO-Z has lower error magnitude. Because of the shock region, it is difficult to conclude on the convergence order. However, in both cases the error is being reduced.
Concluding remarks
The CRE initial procedure and its modifications where made mostly for incompressible fluid flows, and for coincident-nodes grids. Nonetheless, it is also very often to solve CFD problems with non-coincident-nodes grids and compressible fluid flows plays an important role in modern fluid flow. It was shown that the original CRE procedure is not suitable for repetition, and was proposed a remedy to this situation for the coincident-nodes grid. Instead of testing this, we proposed and tested a general CRRE procedure based on interpolation from coarse to the fine grid nodes at each level of CRE, that is suitable for compressible fluid flows.
The CRRE procedure was successfully tested in Rayleigh flow, where one can observe the optimal CRRE performance. The error was reduced almost 10 9 times and the accuracy order was increased from 0.998 to 6.62 in the grid with 10240 nodes.
For the isentropic flow, something prevented the optimal performance and, despite of that, the error was reduced almost 2 · 10 9 times and the accuracy order was increased from 0.996 to 6.73.
In the adiabatic flow with a normal shock wave, the CRRE reduced the error downstream and upstream the shock. However, the WENO-Z present smaller magnitude errors upstream the shock and a sharper shock transition. In both cases, the error is reducing as the grid size decrease. The CRRE "accumulated CPU time" was smaller than the WENO-Z in all grids, also the CRRE procedure post-processing time is negligible.
The procedure works in a fine way with compressible fluid flows without shock waves and can highly reduce the error or increase the accuracy order. Although the CRRE can work with shocks, it presented higher magnitude error and a smoother shock transition, because of that, more numerical tests and theoretical analysis are needed to improve its performance. For future works we plan to investigate the need of increasing the polynomial order to impose the boundary conditions, the reason behind the non-optimal performance for the quasi-one-dimensional isentropic fluid flow, the CRRE with more general equations, for example, other conservation laws and transient problems, higher order numerical schemes, and the alternatives to improve the CRRE with discontinuous solutions.
