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Der zunehmende Einsatz von Festplatten in mobilen Gera¨ten erfordert neue Entwurfsme-
thoden. Zu den Zielen bei der Entwicklung einer Festplatte fu¨r den stationa¨ren Betrieb,
wie Signalzuverla¨ssigkeit, Speicherkapazita¨t, Datenu¨bertragungsrate und Kosten, kommt
mit der Verlustleistung der eingesetzten Schaltungen ein weiterer Parameter hinzu. In
dieser Arbeit wird ein Konzept fu¨r den Entwurf der signalverarbeitenden Komponenten
einer mobilen Festplatte, dem so genannten Lesekanal, pra¨sentiert. Da die Entwicklungs-
ziele im Konflikt zueinander stehen, wird ein systemu¨bergreifender Ansatz gewa¨hlt, bei
dem die Abha¨ngigkeiten zwischen den unterschiedlichen Zielen beru¨cksichtigt werden.
Um wachsenden Anforderungen an die Signalzuverla¨ssigkeit aufgrund immens steigender
Datendichten gerecht zu werden, wird bei den eingesetzten Verfahren die so genannte
Zuverla¨ssigkeitinformation verwendet. Diese wa¨hrend der Detektion berechnete Zusatz-
information ist ein Maß fu¨r die Fehlerwahrscheinlichkeit der gelesenen Daten. Mit ihrer
Hilfe kann die Leistung der eingesetzten Algorithmen verbessert und dadurch die Fehler-
rate deutlich abgesenkt werden. Der Nachteil dieses Verfahrens liegt jedoch in der hohen
Komplexita¨t der eingesetzten Algorithmen, die daru¨ber hinaus an die Besonderheiten
eines magnetischen Kanals angepasst werden mu¨ssen.
In dieser Arbeit werden verschiedene Varianten zur Integration von Zuverla¨ssigkeitsin-
formation in einen magnetischen Kanal verfolgt, bei denen die Komplexita¨t der einge-
setzten Algorithmen und Schaltungen so gering wie mo¨glich gehalten werden soll. Zu
diesem Zweck werden bekannte, verlustleistungsarme Verfahren zum Teil um die Fa¨hig-
keit zur Ausgabe oder Weiterverarbeitung von Zuverla¨ssigkeitsinformation erweitert oder
existierende Verfahren fu¨r die Verwendung auf dem magnetischen Kanal optimiert.
Mit einem systemu¨bergreifenden Ansatz wird ein Lesekanal entworfen, bei dem die Kom-
plexita¨tserho¨hung aufgrund der Modifikationen an anderer Stelle durch Vereinfachungen
wieder kompensiert wird. Neben dem leistungsfa¨higen Konzept der Signalraumdetektion,
das um die Ausgabe von Zuverla¨ssigkeitsinformation erweitert wird, kommen die bei Da-
tenspeichern weit verbreiteten, fehlerkorrigierenden Reed-Solomon Codes zum Einsatz.
Ein zusa¨tzlicher, innerer Parity-Check Code dient sowohl als Modulationscode, als auch –
in Verbindung mit der Zuverla¨ssigkeitsinformation des Detektors – zur Verbesserung der
Fehlerkorrektur. Der vorgestellte Kanal erreicht durch diese Maßnahmen eine deutlich
niedrigere Fehlerrate. Des Weiteren wird die Eignung fu¨r zuku¨nftige mobile Festplat-
ten gezeigt, da der Lesekanal unempfindlich auf die bei hohen Datendichten versta¨rkt
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Moderne Computersysteme erfordern die Mo¨glichkeit zur Speicherung großer Datenmen-
gen. Der rapide Fortschritt der Technologie – zum Beispiel in der Geschwindigkeit moder-
ner Mikroprozessoren – bedingt ebenso einen stark wachsenden Bedarf an Speicherplatz.
Die zunehmende Verbreitung des Internet la¨sst diesen zusa¨tzlich stark ansteigen.
Zur Speicherung großer Datenmengen haben sich magnetische Speicher in den letzten
Jahrzehnten als eine effiziente und preisgu¨nstige Lo¨sung erwiesen. Der große Fortschritt
in Bezug auf Technologie und Signalverarbeitung hat u¨ber viele Jahre einen Anstieg
der Speicherkapazita¨t von 60% per annum ermo¨glicht, der in den vergangenen Jahren
sogar auf 100% p.a. gesteigert werden konnte [Gro]. Auch zuku¨nftig ist mit einem wei-
teren Anstieg des Speicherplatzbedarfs zu rechnen, so dass weitere Innovationen bei der
Entwicklung von Festplatten notwendig sind.
Aufgrund des festgelegten Formfaktors kann eine Steigerung der Speicherkapazita¨t nicht
durch den Einsatz gro¨ßerer Magnetscheiben oder durch eine gro¨ßere Anzahl von Ma-
gnetscheiben pro Festplatte erreicht werden. Stattdessen wurde der enorme Fortschritt
durch eine permanente Erho¨hung der Datendichte erzielt. Die Steigerung der Datendichte
ist oftmals auf den Einsatz neuer Technologien zuru¨ckzufu¨hren. So konnte beispielswei-
se durch die Verwendung von magnetoresistiven (MR) Leseko¨pfen ein deutlich ho¨heres
Signal-Rauschleistungs-Verha¨ltnis (SNR) erreicht werden [Tho75]. Zudem hat der dabei
erforderliche Einsatz getrennter Schreib- bzw. Leseko¨pfe eine gezielte Optimierung des
Schreib- und Lesevorgangs ermo¨glicht.
Auch die Signalverarbeitung hat wesentlich zu der Erzielung heutiger Datendichten
beigetragen. So gilt zum Beispiel die Einfu¨hrung von so genannten Partial Response
Maximum Likelihood (PRML) Detektoren in den fru¨hen 1990er Jahren als ein Mei-
lenstein bei der Erzielung ho¨herer Datendichten, weil erstmals eine starke U¨berlage-
rung (Intersymbol-Interferenz, ISI) der einzelnen Lesepulse zugelassen werden konnte
[CDH+92].
Neben der Steigerung der Speicherkapazita¨t sind beim Entwurf von Festplatten weitere
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Entwicklungsziele zu beru¨cksichtigen. So soll – neben einer mo¨glichst hohen Speicher-
dichte – auch eine mo¨glichst hohe Datenu¨bertragungsrate erreicht werden. Modernste
Lesekana¨le erreichen bei der kontinuierlichen Datenrate bereits Spitzenwerte von 1,6
Gbit/s. Des Weiteren ist beim magnetischen Kanal ein extrem hoher Quality-of-Service
(QoS) erforderlich. Im Gegensatz zum Mobilfunkkanal, bei dem geringe Sto¨rungen des
Sprachsignals hinnehmbar sind, ist auf dem magnetischen Kanal eine fehlerfreie Da-
tenu¨bertragung unabdingbar. Bei Festplatten werden im Allgemeinen Bit-Fehlerraten
(engl. Bit Error Rate, BER) von 10−13 − 10−15 als notwendig betrachtet [MD95b].
In den vergangenen Jahren haben sich die Anforderungen an den Festplatten-Lesekanal
durch einen zunehmenden Einsatz in mobilen Gera¨ten – zum Beispiel in Laptops, aber
auch in Digitalkameras und PDAs – stark vera¨ndert. Der mobile Einsatz erfordert nun
auch eine Optimierung in Bezug auf die Verlustleistung. In aktuellen Modellen wird rund
45% der Leistung in der Elektronik verbraucht [DSS00], so dass hier gezielte Optimie-
rungen durch den Einsatz von Low-Power Implementierungen sinnvoll sind.
Auch bei mobilen Festplatten sollen alle genannten Entwurfskriterien erfu¨llt sein, ins-
besondere die Zuverla¨ssigkeit der ausgelesenen Daten muss zwingend erhalten bleiben.
In Bezug auf Speicherkapazita¨t und Datenrate sind hingegen Kompromisse denkbar.
Dennoch erfordert die auch bei mobilen Festplatten steigende Datendichte Innovationen
bei der Signalverarbeitung. Die einfachste Mo¨glichkeit zur Erho¨hung der Zuverla¨ssigkeit
ist die Verwendung von fehlerkorrigierenden Codes mit einem ho¨heren Redundanzan-
teil. Allerdings wird durch diese Maßnahme gleichzeitig die Schaltungskomplexita¨t in
der Decoderschaltung erho¨ht und die Nutzdatenrate verkleinert.
1.2 Ziele der Arbeit
In dieser Arbeit soll ein Weg gezeigt werden, bei dem die Fehlerrate des Kanals bei einem
gleich bleibenden oder sogar reduzierten Redundanzanteil abgesenkt wird. Zu diesem
Zweck wird eine zusa¨tzliche Information im Datenstrom ausgenutzt: Die so genannte
Zuverla¨ssigkeitsinformation (im Folgenden auch: Soft-Information oder Soft-Output).
Diese ist ein Maß fu¨r die Fehlerwahrscheinlichkeit jedes einzelnen Bits. Geeignete feh-
lerkorrigierende Codes ko¨nnen diese Zusatzinformation ausnutzen und auf diese Weise
bei gleicher Redundanz eine niedrigere Fehlerrate erzielen. Der mo¨gliche Gewinn liegt im
Bereich von 1,5 bis 3 dB [CHIW98]. Der Nachteil eines Lesekanals unter der Verwendung
von Zuverla¨ssigkeitsinformation (im Folgenden auch: Soft-Decoding Kanal) ist allerdings
eine erho¨hte Komplexita¨t bei allen signalverarbeitenden Komponenten.
Die einzelnen Schritte fu¨r die Realisierung eines Soft-Decoding Kanals werden im Folgen-
den dargestellt: Zuna¨chst muss die Zuverla¨ssigkeitsinformation wa¨hrend des Detektions-
prozesses bestimmt werden. Das dabei zu Grunde liegende Prinzip ist die Betrachtung
von Alternativen zur getroffenen Detektionsentscheidung. Zu diesem Zweck wird ge-
pru¨ft, wie groß die Wahrscheinlichkeit einer gegenteiligen Detektorausgabe im Vergleich
zur wirklichen Ausgabe ist.
Das eigentliche Ziel bei der Verwendung von Zuverla¨ssigkeitsinformation ist die Ver-
besserung der Fehlerkorrektureinheit. Nicht jeder fehlerkorrigierende Code ist zu einer
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Verarbeitung dieser Zusatzinformation in der Lage. Aus diesem Grund mu¨ssen beste-
hende Verfahren entweder angepasst oder durch besser geeignete Alternativen ersetzt
werden. Viele der in der Literatur pra¨sentierten Soft-Decoding Verfahren verwenden
allerdings sehr aufwa¨ndige, auf probabilistischen Verfahren basierende Decodieralgorith-
men. Somit wird die Suche nach effizienten Hardware-Implementierungen zu einer großen
Herausforderung beim Entwurf eines Soft-Decoding Lesekanals.
Der magnetische Kanal unterscheidet sich stark von anderen Kommunikationskana¨len:
Die festgeschriebene Sektorgro¨ße beschra¨nkt die eingesetzten Fehlerkorrektur in der ma-
ximal mo¨glichen Codewortla¨nge. Ebenso sind bei den heutigen Datenu¨bertragungsraten
und Datendichten nur Verfahren mit einem sehr geringen Redundanzanteil einsetzbar,
die sich daru¨ber hinaus auch sehr schnell decodieren lassen mu¨ssen.
Viele der in der Literatur vorgestellten Fehlerkorrektur-Verfahren wurden urspru¨nglich
nicht fu¨r den magnetischen Kanal entworfen: Sie erreichen ihre hervorragende Decodier-
leistung nur bei sehr großen Codela¨ngen und beim Einsatz eines sehr hohen Redundan-
zanteils. Daher mu¨ssen sie zuna¨chst fu¨r den magnetischen Kanal angepasst werden und
danach mit den u¨blicherweise bei Festplatten eingesetzten Verfahren verglichen werden.
Außerdem wird auf dem magnetischen Kanal ein Modulationscode beno¨tigt, der ein
Minimum an Timing-Information fu¨r die Taktru¨ckgewinnung garantiert. Der Modulati-
onsdecoder, der sich zwischen Detektor und Fehlerschutzdecoder befindet, muss also zur
Weiterverarbeitung der Zuverla¨ssigkeitsinformation in der Lage sein. Dies erfordert auch
hier eine Modifikation am Lesekanal.
In dieser Arbeit werden verschiedene Verfahren zur Integration von Soft-Decoding in
einen magnetischen Kanal untersucht. Das Ziel sind Lo¨sungen, bei denen die Berech-
nung und Weiterverarbeitung der Zuverla¨ssigkeitsinformation unter mo¨glichst geringem
Schaltungsaufwand bzw. mit mo¨glichst geringer algorithmischer Komplexita¨t realisierbar
sind. Die Optimierung erfolgt systemu¨bergreifend, weil dadurch die Komplexita¨t und die
Leistungsaufnahme gegenu¨ber einer separaten Optimierung jeder einzelnen Komponente
weiter reduziert werden kann. Dabei wird auch eine Erho¨hung der Komplexita¨t einzelner
Komponenten in Kauf genommen, sofern die Komplexita¨t des Gesamtsystems reduziert
wird.
Als erstes werden verschiedene Detektoren untersucht, die Soft-Outputs generieren ko¨nnen.
Neben den in der Praxis ha¨ufig verwendeten Partial Response Maximum Likelihood
(PRML) Detektoren [WT99] wird das leistungsfa¨hige Konzept der Signalraumdetekti-
on [Pat91, SHS00] betrachtet. Dieses wird in dieser Arbeit zur effizienten Ausgabe von
Zuverla¨ssigkeitsinformation modifiziert.
Danach wird ein systemu¨bergreifendes Konzept vorgestellt, das einen Lesekanal mit
Reed-Solomon Codes zur Verarbeitung von Zuverla¨ssigkeitsinformation modifiziert: Ein
in den Datenstrom eingefu¨gter Parity-Check Code dient dabei sowohl als einfacher Mo-
dulationscode, als auch – gemeinsam mit den Soft-Outputs des Detektors – zur Identifika-
tion von Fehlerpositionen im Datenstrom [SSHS03]. Die Kenntnis u¨ber Fehlerpositionen
kann im Reed-Solomon Decoder im Idealfall zu einer Verdopplung der Korrekturfa¨higkeit
fu¨hren.
Des Weiteren werden Kana¨le untersucht, bei denen an Stelle des Parity-Check Codes ein
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herko¨mmlicher Modulationscode eingesetzt wird. Zu diesem Zweck wird in dieser Arbeit
ein allgemeines Konzept zur Weiterverarbeitung von Zuverla¨ssigkeitsinformation im Mo-
dulationsdecoder vorgestellt. Das Konzept wird am Beispiel eines Maximum Transition
Run (MTR) Codes evaluiert, kann allerdings ebenso auf andere Modulationsverfahren
angewandt werden.
Dieser so genannte Soft-In/Soft-Out Modulationsdecoder wird dann mit fehlerkorri-
gierenden Verfahren kombiniert, die eine direkte Weiterverarbeitung der Soft-Outputs
ermo¨glichen. An dieser Stelle kommen sowohl Low-Density Parity-Check (LDPC) Codes
[Gal62], als auch Turbo Codes [BGT93] zum Einsatz, die jeweils an die Gegebenhei-
ten des magnetischen Kanals angepasst werden. Im Gegensatz zum ersten Ansatz, bei
dem die Zuverla¨ssigkeitsinformation nur zur Fehlermarkierung dient, erfolgt hier auch
im Fehlerschutzdecoder eine direkte Verarbeitung der Soft-Outputs. Es wird untersucht,
ob der ho¨here Aufwand zu einer niedrigeren Fehlerrate fu¨hrt oder ob die notwendige
Anpassung der Verfahren sich nachteilig auf die Gesamtzuverla¨ssigkeit auswirkt.
Beide Alternativen zur Konstruktion eines Soft-Decoding Kanals werden dann in Be-
zug auf ihre Komplexita¨t und ihre Zuverla¨ssigkeit gegenu¨ber gestellt. Bei der Optimie-
rung der Lesekana¨le erfolgt keine isolierte Betrachtung der Einzelkomponenten, sondern
immer eine gleichzeitige Beru¨cksichtigung von Detektor, Modulationscode und Fehler-
schutzcode. Dieses systemu¨bergreifende Konzept ist notwendig, da je nach eingesetztem
Verfahren oder Kanal andere Fehlermuster entstehen und somit beispielsweise nach dem
Austausch des Detektors ein anderer fehlerkorrigierender Code zu den besten Ergebnis-
sen fu¨hren kann.
1.3 Weiterer Aufbau
Im weiteren Verlauf der Arbeit erfolgt als erstes in Kap. 2 eine Beschreibung des ma-
gnetischen Kanals sowie eine Erla¨uterung der beim Lesen und Schreiben auftretenden
Sto¨rungen. Daraus wird dann das dieser Arbeit zu Grunde liegende Kanalmodell herge-
leitet. In Kap. 3 werden die beiden Konzepte fu¨r die Integration von Zuverla¨ssigkeitsin-
formation in den Festplattenlesekanal beschrieben. Die dabei verwendeten Komponenten
werden in den Kapiteln 4, 5 und 6 beschrieben. In Kap. 7 erfolgt schließlich die Eva-
luation verschiedener Lesekana¨le. Die Arbeit schließt mit einer Zusammenfassung der




Magnetische Datenspeicher sind die am weitesten verbreitete Form zur Speicherung
großer Datenmengen. Die erste Festplatte – genannt RAMAC, Modell 350 – entwickel-
te die Firma IBM bereits im Jahre 1957 [Ste81]. Die Platte hatte eine aus heutiger
Sicht geringe Gesamtkapazita¨t von 5 MByte, die durch die Speicherung auf insgesamt
50 Magnetscheiben mit einem Durchmesser von je 24 Zoll erreicht wurde.
Seitdem konnte die Kapazita¨t von Festplatten enorm gesteigert werden. Dies ist in erster
Linie auf eine Verbesserung der eingesetzten Technologie, zum Beispiel durch Du¨nnfilm-
Medien oder magnetoresistive (MR) Leseko¨pfe, aber auch durch eine verbesserte Signal-
verarbeitung erreicht worden. Dennoch erfordert der zunehmende Speicherbedarf auch
weiterhin sta¨ndige Innovationen auf dem Gebiet der Festplatten-Technologie.
In dieser Arbeit wird der Schwerpunkt auf die Signalverarbeitung bei der Speicherung
bzw. beim Auslesen der Daten gelegt. Zum Versta¨ndnis der eingesetzten Komponenten
und Algorithmen ist zuna¨chst aber ein kurzer Blick auf den Aufbau und die Komponen-
ten einer Festplatte notwendig. Nach einer kurzen Einleitung werden hierbei vor allem die
Charakteristik und die Ursachen von Detektionsfehlern erla¨utert. Anschließend werden
die fu¨r diese Arbeit relevanten Sto¨rgro¨ßen herausgearbeitet und daraus ein Kanalmodell
aufgestellt.
2.1 U¨berblick
2.1.1 Aufbau einer Festplatte
Die Datenspeicherung auf einer Festplatte erfolgt auf einer starren, rotierenden Scheibe
aus einer Aluminium-Magnesium-Legierung oder aus Glas, die mit einer du¨nnen, ma-
gnetisierbaren Schicht versehen ist. Die Information wird auf konzentrischen Spuren in
typischerweise 512 Byte großen Blo¨cken, den so genannten Sektoren, abgelegt. Die bina¨re
Information wird dabei auf das Medium eingepra¨gt, indem ein Schreibkopf die magne-
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tisierbare Schicht auf der Spur in Drehrichtung oder entgegengesetzt zur Drehrichtung
der Scheibe magnetisiert. Die kleinste schreibbare Einheit wird als Bitzelle bezeichnet.
Bei der Datenru¨ckgewinnung detektiert ein Lesekopf die Wechsel der Magnetisierungs-
richtung (so genannte Transitionen).
Eine Festplatte entha¨lt in der Regel mehrere Magnetscheiben (bis zu zwo¨lf), die auf einer
gemeinsamen Spindel untergebracht sind. Jede Scheibe ist auf der Ober- und Unterseite
mit eigenen Leseko¨pfen versehen, die alle an einem gemeinsamen, kammfo¨rmigen Arm
befestigt sind. Die Ko¨pfe werden von einem Servomotor bewegt. Die Rotationsgeschwin-
digkeit moderner Festplatten liegt zwischen 3500 und 15.000 Umdrehungen pro Minute.
Aufgrund der hohen Relativgeschwindigkeit schweben die Leseko¨pfe auf einem du¨nnen
Luftpolster und ermo¨glichen so einen beru¨hrungslosen Lesevorgang. Die Flugho¨he ist ein
wichtiger Parameter beim Entwurf einer Festplatte, da eine Steigerung der Speicherdich-
te nur bei gleichzeitiger Reduktion der Flugho¨he zu erzielen ist [Ash97].
2.1.2 Komponenten des magnetischen Kanals
Der Schreib- und Lesevorgang kann durch einen Kanal modelliert werden, der im Wesent-
lichen einem herko¨mmlichen Kommunikationsmodell aus der Nachrichtentechnik ent-
spricht. In Abbildung 2.1 sind die Einzelkomponenten des magnetischen Kanals fu¨r den
Schreib- und Lesevorgang getrennt zu sehen. Beim Schreibvorgang gelangen die Daten
u¨ber das Host-Interface in die Festplatte und werden nach einer Codierung in einen
Schreibstrom umgewandelt. Der Lesevorgang beginnt mit der Erfassung der Transitio-
nen des Magnetfelds auf dem Medium. Nach der Detektion und der Decodierung wird das
fehlerfreie Ursprungssignal an das Host-Interface weitergereicht. Im Folgenden werden
die einzelnen Stufen eines Schreib- und eines Lesevorgangs kurz erla¨utert. Eine ausfu¨hr-

































Abbildung 2.1: Die Komponenten des Schreib- und Lesekanals einer Festplatte
Die bei Festplatten erforderliche Bitfehler-Rate von mindestens 10−13 erfordert den Ein-
satz einer leistungsfa¨higen Fehlerkorrektur. Aus diesem Grund werden die zu schreiben-
den Daten zuna¨chst mit einem geeigneten Fehlerschutz codiert, wobei Redundanz in den
Datenstrom eingefu¨gt wird. In der Regel erfolgt die Fehlerkorrektur in zwei Stufen. Die
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erste Stufe wird wa¨hrend des Betriebs in Hardware korrigiert (so genannte On-the-Fly
Korrektur). Die zweite Stufe ist in Software implementiert und wird nur bei einem De-
codierversagen der ersten Stufe verwendet. Meist kommen Reed-Solomon Codes zum
Einsatz [MD95b], die sich hervorragend als schnelle On-the-Fly Fehlerkorrektur auf dem
magnetischen Kanal eignen [HSW95]. In dieser Arbeit wird nur die On-the-Fly Korrektur
betrachtet.
Nach dem Fehlerschutz-Encoder werden die Daten mit einem Modulationscode versehen.
Dieser erzwingt zusa¨tzliche Beschra¨nkungen im Datenstrom und fu¨gt dadurch weitere
Redundanz in das System ein. Modulationscodes ko¨nnen aus mehreren Gru¨nden ein-
gesetzt werden. Einer der wichtigsten Gru¨nde bei Festplatten ist, dass der maximale
Abstand zweier Transitionen auf dem Medium beschra¨nkt wird. Dadurch wird ein Mi-
nimum an Timing-Information im Lesesignal garantiert, das zur Rekonstruktion der
Daten beim Lesen erforderlich ist. Nach dem Modulationsencoder wird schließlich aus
den codierten Daten ein Schreibstrom erzeugt, der die Wechsel des Magnetfeldes auf der
Festplatte erzeugt.
Beim Leseprozess mu¨ssen die auf den Scheiben festgehaltenen Transitionen des Magnet-
feldes wieder in einen bina¨ren Datenstrom umgewandelt werden. Ein Lesekopf – fru¨her
ein Induktivkopf, heute ein magnetoresistives (MR) Element – erfasst das Magnetfeld
des Mediums und erzeugt einen kontinuierlichen Lesestrom, der mit der gespeicherten
Information korrespondiert. Eine Automatic Gain Control (AGC) ha¨lt die Ausgangs-
spannung, die zum Beispiel durch leicht unregelma¨ßige Material-Beschichtungen leicht
schwankt, in festgelegten Grenzen. Der Detektor hat nun die Aufgabe, aus diesem Le-
sesignal die gespeicherten, modulierten Daten zuru¨ckzugewinnen. Aufgrund mehrerer
Rausch- und Sto¨reffekte, die beim Schreiben oder Lesen entstehen, ist das zuru¨ckge-
wonnene Signal fehlerhaft. Typischerweise werden Fehlerraten von etwa 10−5 erreicht
[MD95a, Ash97]. Nach der Detektion mu¨ssen die Daten demoduliert werden. Bei diesem
Prozess werden die mit den Beschra¨nkungen des Modulationscodes versehenen Daten
blockweise auf die urspru¨nglichen, noch mit dem Fehlerschutz codierten Daten abge-
bildet. Dabei kann ein einzelner Detektionsfehler zu mehreren fehlerhaften Bits fu¨hren.
Dieser Punkt ist eine von mehreren Stellen, an denen der magnetische Kanal zu Fehler-
fortpflanzung neigt. Hierbei entstehen die fu¨r den Kanal typischen Bu¨ndelfehler (engl.
Burst Error). Bei der abschließenden Decodierung des Fehlerschutzcodes muss die Fehler-
rate auf die eingangs erwa¨hnten 10−13 bis 10−15 gesenkt werden. U¨blicherweise wird das
Ergebnis des Fehlerschutzcodes durch eine zweite Stufe, dem so genannten Cyclic Redun-
dancy Check (CRC) Code auf Korrektheit u¨berpru¨ft [MD95a, Ash97]. Bei einem Fehler
werden die Daten erneut von der Festplatte gelesen (engl. Re-Read) [MD95a, Ash97]
oder an die zweite, in Software implementierte Fehlerkorrektur weitergereicht.
2.2 Schreibprozess
Nach diesem kurzen U¨berblick folgt eine detailliertere Behandlung des Schreib- und Le-
seprozesses. Dieser Vorgang ist nicht ideal und fehlerfrei. Im Folgenden wird das Augen-
merk auf die verschiedenen Rauschquellen gelegt, die als Ursache von Detektionsfehlern
gelten. Diese sind teilweise vorhersagbar, teilweise aber auch rein zufa¨lliger Natur.
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2.2.1 Aufbau und Arbeitsweise des Schreibkopfes
Die Speicherung der Daten auf der Magnetscheibe erfolgt u¨ber einen induktiven Schreib-
kopf. Dieser besteht aus einem Eisenring oder -joch, der einen schmalen Spalt besitzt
(Abbildung 2.2). Um den Eisenring ist eine Spule gewickelt (in der Abbildung nicht zu
sehen), an die der Schreibstrom angelegt wird. Im Bereich des Spaltes tritt ein magne-
tisches Streufeld aus dem Ring heraus. Beim Schreibvorgang wird der Schreibkopf in
geringer Ho¨he u¨ber der Magnetscheibe gefu¨hrt, so dass das aus dem Spalt austretende
Streufeld in die Oberfla¨che eindringt. An den Bereichen der Oberfla¨che, an denen die ma-
gnetische Feldsta¨rke die Koerzitivfeldsta¨rke Hc des magnetischen Mediums u¨bersteigt,














Abbildung 2.2: Darstellung des Schreib-
prozesses
Um Nichtlinearita¨ten aufgrund der Hysterese des
magnetischen Mediums zu vermeiden, muss die
Feldsta¨rke im Medium so groß sein, dass Sa¨tti-
gung eintritt. Die Magnetisierung erfolgt in oder
entgegengesetzt zur Drehrichtung der rotierenden
Scheibe und somit longitudinal zur Oberfla¨che. Aus
diesem Grund spielt nur die longitudinale Kompo-
nente Hx des Kopffeldes eine Rolle [WT99]. Die
Umgebung des Spaltes, in der die Koerzitivkraft
u¨berschritten wird, wird als Schreibzylinder (engl.
Write Bubble) bezeichnet. Die in Drehrichtung der
Magnetscheibe nachlaufende Kante ist der Bereich,
an dem der Einfluss des Schreibkopfes auf das Me-
dium endet und kann somit in erster Na¨herung als
die Stelle bezeichnet werden, an der eine Transition geschrieben wird [WT99].
2.2.2 Beeintra¨chtigungen des Schreibprozesses
Der Schreibprozess unterliegt mehreren Beeintra¨chtigungen, von denen die wichtigsten
hier vorgestellt werden. Grundsa¨tzlich lassen sie sich in zwei Kategorien unterteilen:
Gleichverteiltes weißes oder anna¨hernd weißes Rauschen und das so genannte Transi-
tionsrauschen (engl. Jitter), das nur in Verbindung mit einem Wechsel der Magneti-
sierungsrichtung (Transition) auftritt und die Positionen der Magnetfeldwechsel leicht
in einer nichtlinearen Weise verschiebt. Beim Schreibprozess dominieren die folgenden
Jitter-Effekte:
– Bandbreitenbegrenzung des Schreibstroms
Ein idealer Schreibstrom ist exakt rechteckfo¨rmig und kann so exakte U¨berga¨nge
zwischen den Transitionen generieren. In der Realita¨t entsteht allerdings aufgrund
des in der Bandbreite begrenzten Streibstroms eine endliche Steigung. Aus die-
sem Grund variiert die Gro¨ße des Schreibzylinders dynamisch [WWH90, BvV91].
Die Feldsta¨rke im Spalt steigt zuna¨chst steil an, um sich danach asymptotisch
an das Maximum anzuna¨hern. Dieser Anstieg kann sich bei hohen Datendichten
u¨ber die Breite mehrerer Bitzellen erstrecken. Deshalb ha¨ngt der exakte Verlauf
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der Feldsta¨rke von dem unmittelbar zuvor geschriebenen Datenmuster ab. Dies
bewirkt, dass die Transitionen nicht exakt an den vorhergesehenen Positionen ge-
schrieben werden.
– Non-Linear Transition Shift (NLTS)
Ein weiterer Grund, der ebenfalls zu einer Verschiebung der Transitionen fu¨hrt,
ist der so genannte ”Nonlinear Transition Shift (NLTS)” [Ber94, Tar96]. Dieser ist
auf Effekte benachbarter Transitionen zuru¨ckzufu¨hren. Der Bereich zwischen zwei
Transitionen ist nicht absolut homogen magnetisiert. Dadurch entstehen Demagne-
tisierungsfelder zwischen aufeinander folgenden Transitionen. Diese Felder u¨berla-
gern sich beim Schreibprozess mit dem Kopffeld und vergro¨ßern oder verkleinern
dadurch den Schreibzylinder. Dies fu¨hrt ebenfalls zu einer Verschiebung der Tran-
sition. Da der Effekt u¨ber mehrere benachbarte Transitionen hinweg Einfluss hat,
werden die Transitionen in einer nicht-linearen Art beeinflusst.
Sowohl NLTS, als auch die zuvor beschriebene Bandbreitenbegrenzung des Schreibstroms
bewirken eine nicht-lineare Verschiebung der Transitionen. Dennoch sind beide Effek-
te auf die zuvor geschriebenen Transitionen zuru¨ckzufu¨hren und aus diesem Grund
abscha¨tzbar [Ash97]. Durch eine geeignete Anpassung des Schreibstroms in Abha¨ngig-
keit der vorher geschriebenen Daten ko¨nnen beide Effekte somit kompensiert werden (so
genannte Write Precompensation) [Tar96].
Die folgenden beiden Jitter-Effekte bewirken ebenfalls eine Verschiebung der Transitio-
nen, allerdings ha¨ngen sie nicht von den unmittelbar zuvor geschriebenen Daten ab und
sind somit nicht durch eine geeignete Schaltung kompensierbar.
– U¨berschreibeffekte (Hard Transitions)
Ein bislang nicht betrachteter Effekt ist die zuvor auf das Medium eingepra¨gte
Magnetisierung. Bei Festplatten gibt es keinen expliziten Lo¨schvorgang – das ge-
speicherte Signal wird einfach u¨berschrieben [MD95a, Ash97].
Falls das Medium entgegengesetzt zur bestehenden Magnetisierung beschrieben
werden soll, entstehen unter dem Schreibkopf aufgrund der an beiden Seiten des
Schreibzylinders geschriebenen Transitionen Demagnetisierungsfelder. Diese fu¨hren
– a¨hnlich wie NLTS – zu einer Verschiebung der Transition. Dieser U¨berschreib-
Effekt wird als Hard Transition bezeichnet [Ber94, Tar96]. Dieser Effekt fu¨hrt dazu,
dass die Bitzellen als breiter oder schmaler wahrgenommen werden.
Entspricht die durch den Schreibkopf eingepra¨gte Magnetisierungsrichtung der bis-
herigen Magnetisierung, so treten keine Demagnetisierungseffekte auf. In diesem
Fall wird von einer Easy Transition gesprochen. Der Effekt der Hard Transitions
ist nicht wie NLTS pra¨dizierbar und tritt deshalb als eine Form des Rauschens auf.
– Nichtlinearita¨ten des magnetischen Mediums
Ein weiterer Rauscheffekt entsteht durch die Struktur des Mediums selbst. Das
magnetische Medium la¨sst sich nicht in beliebig kleinen Bereichen magnetisieren.
Stattdessen bilden sich so genannte Doma¨nen mit homogener Magnetisierung aus
[BMN83]. Dies hat zur Folge, dass die Bitzellen auf dem Medium keine exakten
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Kanten besitzen, sondern eine nichtlineare, zickzack-fo¨rmige Struktur aufweisen
[BGM85]. Aus diesem Grund verschiebt sich die effektive Position einer Transition
– das heißt der Punkt, an dem der Lesekopf die Transition wahrnimmt – in einer
nichtlinearen Weise.
Die genannten Effekte fu¨hren dazu, dass beim Lesen der Daten die Transitionen des
Magnetfeldes an der falschen Stelle detektiert werden. Daru¨ber hinaus entstehen auch
beim Leseprozess weitere Nichtlinearita¨ten, die im Folgenden beschrieben werden.
2.3 Leseprozess
2.3.1 Aufbau und Arbeitsweise des Lesekopfes
Beim Lesen mu¨ssen die Daten aus den Transitionen rekonstruiert werden, die auf den
Magnetscheiben gespeichert sind. Der erste Schritt ist die Detektion der Transitionen
durch den Lesekopf. Dieser bestand bei a¨lteren Festplatten noch aus einem induktiven
Lesekopf. Er besaß einen dem Schreibkopf identischen Aufbau, so dass in a¨lteren Model-
len ein einziger Kopf fu¨r den Lese- und Schreibprozess verwendet wurde [Ash97].
Der Leseprozess ist im Prinzip eine Umkehrung des Schreibvorgangs: Das Feld der ma-
gnetisierten Schicht dringt in den Luftspalt des Lesekopfes ein. Bei einer Transition auf
dem Medium wird aufgrund des Magnetfeldwechsels ein Strom im Lesekopf induziert.
Auf diese Weise ko¨nnen die Transitionen wieder in einen kontinuierlichen Datenstrom






Abbildung 2.3: Aufbau eines magneto-
resistiven Lesekopfes
Heutige Festplatten hingegen verwenden seit den
fru¨hen 1990er Jahren ein magnetoresistives (MR)
Element als Lesekopf [GH96]. Es nutzt des Effekt
aus, dass sich der elektrische Widerstand einiger
Metalle im Magnetfeld a¨ndert [Hun71]. In der Pra-
xis werden ein oder zwei magnetoresistive Elemen-
te zwischen zwei Abschirmungen in geringer Ho¨he
u¨ber die Festplatte gefu¨hrt (Abbildung 2.3). Die
Elemente detektieren die senkrechte Komponente
des Magnetfelds und somit die Transitionen auf
den Scheiben.
Die Verwendung von MR-Ko¨pfen hat viele Vortei-
le, die alle dazu beigetragen haben, dass die Da-
tendichte heutiger Festplatten immens gesteigert
werden konnte. Einer der Vorteile ist, dass das Signal eines MR-Elements unabha¨ngig
von der Rotationsgeschwindigkeit der Magnetscheiben ist. Dadurch ist die Signalampli-
tude u¨ber die gesamte Festplatte anna¨hernd konstant und muss nicht wie bei Festplatten
mit Induktivko¨pfen an die Kopfposition angepasst werden. Des Weiteren kann der MR-
Effekt auch bei langsam rotierenden Platten ein ausreichend großes Lesesignal erzeugen.
Dadurch eignen sich Festplatten mit MR-Elementen insbesondere fu¨r leistungsarme Im-
plementierungen, zum Beispiel fu¨r den mobilen Einsatz [Str00]. Des Weiteren besitzt
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das Lesesignal eines MR-Kopfes ein ho¨heres Signal-Rauschleistungs Verha¨ltnis (SNR)
als das eines Induktivkopfes – eine wichtige Voraussetzung fu¨r sehr hohe Datendichten.
Durch eine geringere Induktivita¨t besitzt das Lesesignal zudem eine ho¨here Bandbreite.
Allerdings ist eine Differenzierung des Lesesignals notwendig, um eine Lesepuls-Form wie
bei einem Induktivkopf zu erreichen.
Beim Einsatz eines magnetoresistiven Lesekopfes ist allerdings ein getrennter, induktiver
Schreibkopf erforderlich. Die dadurch resultierende ho¨here Hardware-Komplexita¨t wird
aber in Kauf genommen, da eine gezielte Optimierung von Lese- und Schreibprozess
mo¨glich ist [Ash97].
2.3.2 Charakterisierung des Lesesignals
Das im Lesekopf durch die Transitionen erzeugte Signal muss der gespeicherten Informa-
tion zugeordnet werden. Fu¨r die Beschreibung dieses Signals existieren zwei a¨quivalente
Notationen, die sich leicht ineinander u¨berfu¨hren lassen. Das Medium wird im Abstand
T abgetastet. Dieser minimale Abstand T zweier Transitionen wird als Bitintervall be-
zeichnet.
Fu¨r die erste Notation wird das Lesesignal direkt als eine Sequenz a von Transitionen
beschrieben. Dabei wird zum Zeitpunkt t = i · T eine Eins angenommen, wenn eine
Transition vorliegt, wa¨hrend beim Ausbleiben einer Transition eine Null angenommen
wird. Die sich bei dieser Notation ergebende Sequenz a wird im Folgenden als Non Return
To Zero Inverted (NRZI) bezeichnet. Die Elemente ai ergeben sich zu
ai =
{
0 keine Transition zum Zeitpunkt t = i · T
±1 sonst. (2.1)
Die zweite Notation entspricht dem Schreibstrom, der immer dann sein Vorzeichen wech-
selt, wenn eine Transition geschrieben wird (bi = ±1). Die sich daraus ergebende Sequenz
b wird Non Return To Zero (NRZ) genannt. Die Differenz der letzten beiden NRZ-Werte




(bi − bi−1) (2.2)
Die Form des Lesesignals bei einer isolierten Transition la¨sst sich sowohl fu¨r induktive,
als auch fu¨r magnetoresistive Leseko¨pfe gut durch den so genannten Lorentzpuls cha-
rakterisieren (Abbildung 2.4). Der Puls stellt eine Na¨herung unter der Annahme eines
zirkularen Kopffeldes dar [Ber94]. Eine charakteristische Kenngro¨ße des Lorentzpulses
ist die Breite bei halber Amplitude. Sie wird als PW50 bezeichnet und gibt ein einfaches
Maß fu¨r die Datendichte auf dem Medium an. Je breiter der Puls in Relation zu einer
elementaren Bitzelle auf dem Medium ist (PW50/T ), desto gro¨ßer ist die lineare Daten-
dichte. Der Lorentzpuls als Sprungantwort g(t) bei einer isolierten Transition ergibt sich
wie folgt:













































Abbildung 2.5: Intersymbolinterferenz bei PW50/T = 3.0: Die einzelnen Pulse (du¨nne Linien) u¨berla-
gern sich. Dies fu¨hrt bei dicht beieinander liegenden Transitionen zu einer Reduktion
der Amplitude und zu einer Verschiebung der Maxima gegenu¨ber den idealen Positio-
nen (gestrichelt).
Bei heutigen Festplatten entspricht der Wert von PW50 einem Vielfache der Breite T
einer Bitzelle. Dies fu¨hrt zu einer starken U¨berlagerung einzelner Lesepulse (Intersym-
bolinterferenz, ISI). Dadurch werden die Pulse in ihrer Amplitude verkleinert oder sogar
teilweise ausgelo¨scht und die Maxima leicht verschoben (Abbildung 2.5). Allerdings ist
die U¨berlagerung im Gegensatz zu den bisher beschriebenen Effekten linear und somit
berechenbar.
Das ideale, rauschfreie Lesesignal z(t) la¨sst sich u¨ber die Sprungantwort g(t) oder die
Impulsantwort h(t) des magnetischen Kanals, die sich als Systemantwort auf zwei direkt
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aufeinander folgende Transitionen ergibt, beschreiben. In Abha¨ngigkeit von den Sequen-






ai · g(t− iT ) NRZI-Notation
∑
i





(g(t)− g(t− T )). (2.5)
2.3.3 Beeintra¨chtigungen des Leseprozesses
Aus dem im Lesekopf erzeugten Signal muss die bina¨re Information zuru¨ck gewonnen
werden. Neben der Intersymbolinterferenz wird der Prozess noch von weiteren Effekten
beeintra¨chtigt, die die spa¨tere Umwandlung im Detektor erschweren.
Die erste Schwierigkeit besteht darin, dass die bina¨ren Daten ohne Synchronisierungs-
information gespeichert sind [Ash97]. Die Sektoren selbst enthalten zwar am Anfang
so genannte Sync-Felder, die zu Beginn eines Lesevorgangs fu¨r eine richtige Synchroni-
sierung sorgen, im weiteren Datenstrom innerhalb eines Sektors ist aber keine Timing-
Information enthalten. Diese muss aus den Transitionen des Magnetfeldes generiert wer-
den. Zu diesem Zweck kommt eine so genannte Phasen-Halte Schaltung (engl. Phase Lock
Loop, PLL) Schaltung zum Einsatz [Ber96]. Die bereits beschriebenen Jitter-Effekte, die
zu einer Verschiebung der Transitionen fu¨hren, erschweren somit die Taktru¨ckgewinnung.
Zudem kann aus dem Signal nur dann eine Timing-Information gewonnen werden, wenn
eine Transition vorliegt. Das heißt, lange Sequenzen von Nullen – und somit das Ausblei-
ben einer Transition – erschweren diesen Vorgang. Aus diesem Grund werden Modulati-
onscodes eingesetzt, die den Datenstrom dahingehend vera¨ndern, dass ein Minimum an
Timing-Information garantiert ist. Eine eingehendere Diskussion der Modulationscodes
erfolgt in Kapitel 5.
Ein weiterer Grund fu¨r Beeintra¨chtigungen des Lesesignals entsteht bereits im MR-
Lesekopf. Die Kennlinie der MR-Elemente ist nicht linear. Dies kann zwar durch einen
geeigneten Arbeitspunkt weitgehend kompensiert werden, allerdings sind die Impulsant-
worten beider mo¨glicher Transitionen des Magnetfeldes nicht absolut identisch. Dieser
Effekt la¨sst sich aber durch den Einsatz zweier Elemente kompensieren [ANB+94] und
wird deshalb in dieser Arbeit vernachla¨ssigt.
Die Erfassung der Transitionen durch eine Widerstandsa¨nderung im MR-Kopf verursacht
eine Empfindlichkeit des Lesesignals gegenu¨ber thermischen Schwankungen. Eine Tem-
peratura¨nderung kann eine Verschiebung des Arbeitspunktes bewirken. Ein besonders
schwer wiegender Effekt ist der so genannte Thermal Asperity (TA) [Saw98]. Er ent-
steht bei einem Zusammenprall des Lesekopfes mit einem in der Festplatte eingeschlos-
senen Partikel. Derartige Einschlu¨sse ko¨nnen entweder bereits beim Fertigungsprozess
oder durch Abrieb entstehen. Die bei einem Zusammenprall frei werdende Wa¨rmeenergie
fu¨hrt zu einer starken Verschiebung des Arbeitspunktes im MR-Kopf und dadurch zu
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einem sehr langen Bu¨ndelfehler (Burst Error). Thermal Asperity Effekte lassen sich in ei-
nem gewissen Rahmen durch eine Korrekturschaltung, die den Arbeitspunkt nachfu¨hrt,
kompensieren [GKP92, Tex98]. Dennoch stellen die entstehenden Fehlermuster eine neue
Herausforderung fu¨r die Signalverarbeitung bei Festplatten – insbesondere fu¨r die Feh-
lerkorrektur – dar.
Die weiteren Rauschquellen bei Festplatten ergeben sich direkt aus dem Signalverar-
beitungspfad. Der Datenstrom wird beim Weg durch den Lesekanal vom Rauschen des
Mediums und vom Elektronikrauschen der eingesetzten Komponenten und Schaltungen
u¨berlagert [Ash97]. Die einzelnen Komponenten sind dabei unkorreliert und ko¨nnen des-
halb als eine einzige Rauschquelle betrachtet werden. Dieses gleichverteilte, gaußfo¨rmige
Rauschen (engl. Additive White Gaussian Noise, AWGN) ist fu¨r die Signalverarbeitung
allerdings weniger kritisch als die im Vorfeld beschriebenen Jitter-Effekte.
2.4 Definition des Kanalmodells
Im Folgenden werden die bisher beschriebenen Beeintra¨chtigungen des Schreib- und Le-
seprozesses noch einmal zusammengefasst. Daraus werden dann die Parameter festgelegt,
die als Grundlage fu¨r das in dieser Arbeit verwendete Kanalmodell [DSS] dienen.
2.4.1 Auswahl der modellierten Rauschkomponenten
Das gleichfo¨rmige Rauschen durch Medium, Bauteile und Elektronik ist unkorreliert und
wird deshalb als eine einzelne AWGN-Rausch-Quelle nachgebildet.
Im Kanalmodell wird beim Lesen aus den einzelnen Pulsen ein quasi-kontinuierlicher
Lesestrom erzeugt. Die Intersymbolinterferenz ergibt sich somit automatisch bei der
Modellierung.
Die Beeintra¨chtigungen, die beim Schreiben durch die unmittelbar zuvor geschriebe-
nen Transitionen verursacht werden (datenabha¨ngiges Transitionsrauschen), lassen sich
durch eine Write Precompensation kompensieren. Da der Schreibprozess als solcher nicht
modelliert wird, werden diese Effekte nicht beru¨cksichtigt und die Kompensation als ideal
angenommen.
Das datenunabha¨ngige Transitionsrauschen ist nicht vorhersagbar. Aus diesem Grund
muss es in der Modellierung beru¨cksichtigt werden. Grob la¨sst sich diese Rauschkom-
ponente in zwei Kategorien unterteilen: U¨berschreibeffekte und Verschiebung der Tran-
sitionen durch Nicht-Linearita¨ten [Str00]. Die U¨berschreibeffekte la¨sst sich nur schwer
modellieren. Zudem ist der Anteil dieser Komponente am Rausch-Spektrum relativ ge-
ring und sinkt sogar noch mit steigenden Datendichten [Str00]. Aus diesem Grund wer-
den sie nicht beru¨cksichtigt. Die Verschiebung der Transitionen hingegen besitzt einen
bedeutend gro¨ßeren Anteil am Rausch-Spektrum und muss daher in das Kanalmodell
einbezogen werden.
Aufgrund verbesserter Fertigungsprozesse ist ein Thermal Asperity (TA) sehr selten
[Saw98] und wird daher nicht direkt in das Modell einbezogen. Die On-the-Fly Fehlerkor-
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rektur von Festplatten wird ohnehin nicht zur Korrektur von Thermal Asperity Fehlern
ausgelegt. Statt dessen wird neben einer dynamischen Anpassung des Bias durch den
MR-Kopf eine zweite, in Software implementierte Korrekturstufe eingesetzt.
Die in dieser Arbeit modellierten Rausch- und Sto¨rquellen sind in Tabelle 2.1 zusam-
mengefasst.
Effekt Ursache Pra¨d. Modell.
Gleichverteiltes Rauschen Medium, Elektronik, Lesekopf nein ja
Intersymbolinterferenz U¨berlagerung der Lesepulse ja ja
Datenabha¨ngiges – Bandbreitenbegrenzung des Schreibstroms ja nein
Transitionsrauschen – Non-Linear Transition Shift (NLTS) ja nein
Datenunabha¨ngiges – U¨berschreibeffekte (Hard Transitions) nein nein
Transitionsrauschen – Nichtlinearita¨ten des Mediums nein ja
Thermal Asperity (TA) Kollision mit Partikel nein nein
Tabelle 2.1: U¨bersicht der verschiedenen Rauschquellen beim Schreib- und Leseprozess. Die Spalte
”Pra¨d.” gibt an, ob die Effekte vorhersagbar und somit kompensierbar sind. Die Inter-
symbolinterferenz wird bei der Berechnung der Eingangsdaten beru¨cksichtigt und ist nicht
kompensierbar. In der Spalte ”Modell.” steht, ob der Effekt im Kanalmodell der Arbeit
beru¨cksichtigt ist.
2.4.2 Kanalmodell
Die in dieser Arbeit beru¨cksichtigten Rauschkomponenten fu¨hren zu einer Korruption
des Lesesignals. Sofern nur die in Tabelle 2.1 gekennzeichneten Komponenten einfließen,
ist ein relativ einfaches Kanalmodell mo¨glich. Das Transitionsrauschen wird durch eine








Das Lesesignal ergibt sich dann als lineare Superposition mehrerer benachbarter Pul-
se g(t, τ), die zusa¨tzlich von einer additiven, gleichverteilten Komponente ν(t) mit der




ai · g(t− iT, τi) + ν(t) (2.7)
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In dieser Arbeit werden die eingesetzen Algorithmen fu¨r verschiedene magnetische Kana¨le
getestet. Gleichung 2.6 erlaubt dabei durch die Vera¨nderung von PW50/T eine Anpas-
sung der linearen Datendichte. Durch die Standardabweichungen σν und στ ko¨nnen
unterschiedliche Signal-Rauschleistungs-Verha¨ltnisse und Kana¨le mit unterschiedlichen
Anteilen von Transitionsrauschen nachgebildet werden.
2.5 Zusammenfassung
Die in diesem Kapitel erla¨uterten Beeintra¨chtigungen des Lese- und Schreibprozesses
erzeugen Fehlermuster, die fu¨r den magnetischen Kanal charakteristisch sind. Grob lassen
sich die Fehler in drei Gruppen einteilen:
– Einzelbit-Fehler
Durch verschiedene Rausch-Effekte ko¨nnen auf dem magnetischen Kanal zufa¨lli-
ge Einzelbit-Fehler auftreten. Deren Ursache kann sowohl in dem gleichverteilten
Elektronikrauschen, als auch im Transitionsrauschen liegen.
– Kurze Bursts aufgrund von Fehlerfortpflanzung
An mehreren Stellen des magnetischen Kanals kann eine Fehlerfortpflanzung auf-
treten. In einigen Detektoren, wie zum Beispiel dem Signalraumdetektor [MJ98],
ist eine Feed-Back Struktur zur Kompensation der Intersymbolinterferenz einge-
baut. Dadurch wird bei einem Einzelbitfehler ein falscher Wert zuru¨ckgekoppelt
und kann somit weitere Bits kippen lassen. Durch diesen Effekt entstehen kurze
Bu¨ndelfehler mit einer La¨nge von einigen Bits. Eine zweite Quelle fu¨r kurze Feh-
lerbursts ist der Modulationsdecoder, der den modulierten Datenstrom blockweise
auf die urspru¨ngliche Datenfolge abbildet. An dieser Stelle ist die Fehlerla¨nge auf
die Blockgro¨ße des Modulationscodes beschra¨nkt.
– Lange Bursts aufgrund von Thermal Asperity (TA)
Der bereits beschriebene Thermal Asperity ist unabha¨ngig von den anderen beiden
Fehler-Events und tritt nur aufgrund einer Kollision des Lesekopfes mit einem Par-
tikel auf. Da Thermal Asperity in dem Kanalmodell dieser Arbeit nicht modelliert
wird, erfolgt nur eine Abscha¨tzung, welche Fehlerla¨ngen ohne Unterbrechung des
Leseprozesses (On-the-Fly) korrigierbar sind.
Die Verteilung dieser Fehler-Events ist charakteristisch fu¨r die eingesetzten Komponen-
ten. Insbesondere erzeugt jeder Detektor ein typisches Fehlermuster. Aus diesem Grund
erfolgt in Kapitel 7.5 eine Untersuchung der Fehlerstatistik fu¨r die betrachteten Detek-
toren. Im folgenden Kapitel werden die Kriterien fu¨r den Entwurf eines Festplatten-
Lesekanals diskutiert. Dabei wird aufgezeigt, wie den besonderen Anforderungen und




Bei der Entwicklung einer Festplatte mu¨ssen verschiedene Ziele beru¨cksichtigt werden.
Diese bewegen sich in einem Spannungsfeld, in dem eine Verbesserung an der einen Stelle
zu einer Verschlechterung an einer anderen Stelle fu¨hren kann. Aus diesem Grund ist ei-
ne systemu¨bergreifende Optimierung des Entwicklungsprozesses sinnvoll und notwendig.
Komplizierter wird das Optimierungsproblem bei Festplatten fu¨r den mobilen Einsatz,
da der Stromverbrauch zu einer weiteren, kritischen Gro¨ße wird. Bei mobilen Festplat-
ten werden a¨hnlich hohe Datendichten wie bei den entsprechenden Desktop-Modellen
erreicht. Dies erfordert Algorithmen und Konzepte bei der Signalverarbeitung, die nicht
nur ein fehlerfreies Auslesen gewa¨hrleisten, sondern auch fu¨r einen Strom sparenden
Betrieb ausgelegt sind. Im Folgenden werden die Anforderungen an den magnetischen
Kanal beschrieben und ein Konzept fu¨r den Entwurf einer mobilen Festplatte mit hoher
Datendichte entworfen.
3.1 Anforderungen an den magnetischen Kanal
Die Diskussion des magnetischen Kanals in Kapitel 2 hat gezeigt, dass das Signal beim
Schreiben und Lesen durch zahlreiche Rausch- und Sto¨rquellen beeinflusst wird. Dennoch
muss das ausgelesene Signal sehr hohen Anspru¨chen in vielfacher Hinsicht genu¨gen. Die
wichtigsten Kriterien sind:
– Signalzuverla¨ssigkeit
Das Signal, das von der Festplatte zum Interface des Hostcomputers weitergereicht
wird, erfordert einen extrem hohen Quality-of-Service (QoS). Dies bedeutet, dass
die Fehlerrate extrem niedrig sein muss. Im Gegensatz zur U¨bertragung von Musik-
oder Sprachsignalen, bei denen eine geringe Fehlerrate im Signal zu vertreten sind,
mu¨ssen die von der Festplatte gelesenen Daten fehlerfrei sein. Aus diesem Grund
kommen leistungsfa¨hige fehlerkorrigierende Codes zum Einsatz, die die Fehlerrate
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auf den gewu¨nschten Wert von mindestens 10−13 absenken. Aktuelle Modelle er-
reichen Werte zwischen 10−13 bei mobilen Platten und 10−15 bei Festplatten fu¨r
den Server-Betrieb.
– Speicherkapazita¨t/Speicherdichte
Der Bedarf an Speicherplatz steigt sta¨ndig an. Die Speicherkapazita¨t von Fest-
platten konnte u¨ber einen großen Zeitraum ja¨hrlich um 60% gesteigert werden. In
den vergangenen Jahren wurde dieser Anstieg sogar noch auf 100% p.a. erho¨ht
(Abbildung 3.1). Motor fu¨r diese Entwicklung sind stark steigende Datendichten,
bei denen inzwischen Werte von bis zu 80 Gbit/in2 erreicht werden. Dabei konn-
ten sowohl die lineare Dichte, als auch die Spurdichte enorm gesteigert werden
(Abbildung 3.2). Prognosen gehen zwar davon aus, dass sich dieser Trend wieder
leicht abschwa¨chen wird, allerdings ist auch weiterhin von einem starken Anstieg
auszugehen [TB00]. Aufgrund neuer Innovationen wird auch weiterhin ein Anstieg
der Speicherdichte erwartet. Ein Beispiel hierfu¨r ist das so genannte Perpendi-
cular Recording, bei dem die Transitionen senkrecht zum magnetischen Medium
geschrieben werden [TB00].
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Abbildung 3.1: Entwicklung der Datendichte seit der ersten Festplatte 1957. Der ja¨hrliche Anstieg der
Speicherkapazita¨t konnte sukzessive von 25% auf 100% gesteigert werden. Zu sehen ist
ferner, dass die mobilen Festplatten (zum Beispiel IBM Microdrive) zu den Modellen
mit der ho¨chsten Speicherdichte geho¨ren.
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Abbildung 3.2: Die Entwicklung der Speicherdichte ist sehr anschaulich an der Gro¨ße einer Bitzelle zu
erkennen (hier grafisch dargestellt). Seit der Einfu¨hrung von PRML-Lesekana¨len mit
MR-Leseko¨pfen sind sowohl die lineare Speicherdichte, als auch die Spurdichte massiv
gestiegen.
– Datenu¨bertragungsrate
Die maximale interne Datenu¨bertragungsrate ha¨ngt von der linearen Speicherdich-
te und der Umdrehungszahl der Festplatte ab, so lange die Festplatten-Elektronik
die ankommenden Daten weiter verarbeiten kann. Der starke Anstieg der Daten-
dichte (Abbildung 3.1) hat am sta¨rksten zu den hohen U¨bertragungsraten beige-
tragen. Die Umdrehungszahl konnte zwar auch deutlich auf bis zu 15000 Umdre-
hungen pro Minute gesteigert werden, allerdings ist der Zuwachs bei weitem nicht
so groß wie bei der Datendichte. Die internen Datenu¨bertragungsraten erreichen
inzwischen Werte von u¨ber 1 Gbit/s.
– Kosten
Trotz steigender Speicherkapazita¨ten ist der Preis pro MByte stark gefallen und
liegt inzwischen bei unter einem Cent. Dieser Umstand hat Magnetspeicher zu
einem der gu¨nstigsten Massenspeicher gemacht. Der Preisdruck bleibt trotz der
bereits immens gesunkenen Preise sehr groß und wird zu weiteren Vergu¨nstigungen
fu¨hren. Bei Festplatten fu¨r den mobilen Einsatz oder fu¨r Server-Anwendungen
erfolgt eher eine gezielte Optimierung auf Stromverbrauch resp. die Performance.
Die Kosten liegen deshalb ho¨her.
– Leistungsverbrauch
Der zunehmende Einsatz von Festplatten in mobilen Gera¨ten macht den Strom-
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verbrauch zu einer wichtigen Gro¨ße, die beim Entwurf nicht mehr vernachla¨ssigt
werden darf. Die stark angewachsene Speicherdichte hat die Entwicklung von Fest-
platten mit kleinem Formfaktor bei gleichzeitig hoher Kapazita¨t ermo¨glicht. Ein
IBM Microdrive besitzt zum Beispiel bei den Ausmaßen einer Compact Flash Kar-
te vom Typ II eine Kapazita¨t von vier GByte. Der Einsatz in PDAs oder digitalen
Kameras erfordert insbesondere fu¨r dieses Modell einen geringen Stromverbrauch.
Dadurch muss die Optimierung der Festplatten jetzt noch einen weiteren Parame-
ter beru¨cksichtigen.
Die beschriebenen Anforderungen an den magnetischen Kanal beinflussen sich gegensei-
tig und ko¨nnen somit nicht alle gleichermaßen verbessert werden. Dieser Umstand soll
an zwei Beispielen verdeutlicht werden:
– Eine aufwa¨ndigere Fehlerkorrektur kann zu einer Verbesserung der Bitfehlerrate
eingesetzt werden. Dies wird allerdings in der Regel mit einer ho¨heren Hardware-
Komplexita¨t und demzufolge mit einem ho¨heren Stromverbrauch einher gehen.
Gleichzeitig wird – zumindest falls die Verbesserung durch das Hinzufu¨gen weiterer
Redundanz erreicht wurde – die Nutzdatenrate kleiner.
– Soll in erster Linie eine ho¨here Speicherkapazita¨t erzielt werden, so kann dies durch
eine gro¨ßere lineare Bitdichte erreicht werden. Die Folge ist eine erschwerte Detekti-
on und eine erho¨hte Fehlerrate. Zur Kompensation mu¨ssen entweder aufwa¨ndigere
Fehlerschutzcodes eingesetzt werden oder die Redundanz der bestehenden Codes
erho¨ht werden. Die Konsequenz ist eine ho¨here Komplexita¨t – mit steigender Ver-
lustleistung und ho¨heren Kosten – und im zweiten Fall zusa¨tzlich eine wieder ab-
nehmende Dichte der Nutzdaten.
Somit ist das Entwicklungsziel, einen geeigneten Kompromiss zu finden, der allen Krite-
rien gerecht wird. In Abha¨ngigkeit von dem geplanten Einsatzzweck der Festplatte kann
allerdings eine gezielte Optimierung auf einen Parameter erfolgen. Somit wird je nach
Anwendung eine andere Eigenschaft zum wichtigsten Entwicklungsziel. Im Folgenden
wird ein mo¨glicher Weg fu¨r den Entwurf einer Festplatte unter Beru¨cksichtigung des
Leistungsverbrauchs aufgezeigt.
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3.2 Leistungsarmer Entwurf bei hohen Datendichten
3.2.1 Motivation
Der Entwurf einer mobilen Festplatte unterscheidet sich von dem eines Desktop- bzw.
Server-Modells. Im mobilen Einsatz ist der Leistungsverbrauch eine kritische Gro¨ße. Da
dort in der Regel keine besonders leistungs- oder speicherintensiven Anwendungen einge-
setzt werden, sind bezu¨glich der Speicherkapazita¨t und der Datenu¨bertragungsrate Kom-
promisse denkbar. Ebenso ist der Preisdruck nicht so hoch wie bei Desktop-Modellen.
Die Zuverla¨ssigkeit der ausgelesenen Daten muss allerdings auch bei mobilen Festplatten
erhalten bleiben, um einen fehlerfreien Datenstrom zu gewa¨hrleisten.
Trotz der geringeren Speicherkapazita¨t weisen mobile Festplatten aufgrund der kleineren
Formfaktoren sehr hohe Datendichten auf. Beim IBM Microdrive ist diese zum Beispiel
in etwa so hoch wie bei aktuellen Desktop-Festplatten (Abbildung 3.1). Wie eingangs
beschrieben, ergibt sich aus einer ho¨heren Datendichte ein ho¨herer Aufwand fu¨r die Si-
gnalverarbeitung, woraus ein Anstieg der Schaltungskomplexita¨t resultiert. Dieser Effekt
wird sich mit weiter steigenden Datendichten versta¨rken. Das Ziel beim Entwurf eines
Festplatten-Lesekanals fu¨r mobile Anwendungen ist, alle beschriebenen Anforderungen
mit einem mo¨glichst geringen Stromverbrauch zu erfu¨llen. Die nahe liegende Lo¨sung, die
Zuverla¨ssigkeit durch Fehlerschutz-Codes mit gro¨ßerer Redundanz zu verbessern, fu¨hrt
– wie eingangs beschrieben – zu einer ho¨heren Hardware-Komplexita¨t.
Eine viel versprechende Alternative ist das Ausnutzen zusa¨tzlicher Informationen im Da-
tenstrom. Dies kann u¨ber die Verwendung von so genannter Zuverla¨ssigkeitsinformation
(im Weiteren auch Soft-Information oder Soft-Output genannt) geschehen. Normaler-
weise wird bei der Detektion eine ”harte” Entscheidung getroffen, die zur Ausgabe einer
Null oder einer Eins fu¨hrt. Dabei geht jedoch wichtige Information verloren. Die im De-
tektor eingesetzten Algorithmen, wie zum Beispiel der Viterbi-Algorithmus, lassen sich
derart erweitern, dass zusa¨tzlich zur Bitentscheidung eine Angabe u¨ber die Wahrschein-
lichkeit dieser Entscheidung ausgegeben wird. Die Implementierung des so genannten
Soft-Output Viterbi Algorithmus [HH89] hat zudem gezeigt, dass Zuverla¨ssigkeiten mit
nur geringen Vera¨nderungen der Hardware angegeben werden ko¨nnen [NKRA96].
Das Ziel bei der Verwendung von Zuverla¨ssigkeitsinformation ist eine Verbesserung der
Fehlerkorrektur. Kommt dort ein Decoder zum Einsatz, der diese Information auswerten
und verarbeiten kann, ist bei gleicher Coderate eine niedrigere Fehlerrate mo¨glich. Durch
diese so genannte Soft-Decodierung (oder Soft-Decoding) ist ein Codiergewinn von bis
zu 3 dB auf dem magnetischen Kanal erreichbar [KWM91, CHIW98].
Die Implementierung eines Lesekanals mit Soft-Information erfordert Anpassungen und
Modifikationen an allen signalverarbeitenden Komponenten. Viele der dazu geeigneten
Algorithmen sind sehr komplex und mu¨ssen des Weiteren an den magnetischen Kanal
angepasst werden. Dennoch ist es eine sehr leistungsfa¨hige Methode zur Verbesserung
der Zuverla¨ssigkeit. Im Folgenden wird ein systemu¨bergreifendes Konzept vorgestellt, das
fu¨r die Konstruktion eines Lesekanals fu¨r mobile Festplatten verwendet wird. Daher ist
eine geringe Komplexita¨t der eingesetzten Komponenten und Algorithmen ein wichtiges
Designziel, das durch eine Systemoptimierung erreicht werden soll.
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3.2.2 Vorgehensweise
Bevor die Vorgehensweise bei der Konstruktion eines Soft-Decoding Lesekanals beschrie-
ben wird, erfolgt eine formale Definition der Zuverla¨ssigkeitsinformation [HOP96]. Fu¨r
eine bina¨re Zufallsvariable x ∈ X = {+1,−1}, wobei +1 das neutrale Element der Addi-
tion ist, wird die Zuverla¨ssigkeitsinformation (auch: Log-Likelihood Wert) L(x) definiert
als
L(x) = ln
P (x = +1)
P (x = −1) . (3.1)
Das Vorzeichen von L(x) gibt den bina¨ren Wert von x an und Betrag |L(x)| gibt die
Zuverla¨ssigkeit fu¨r diese Variable an. Falls x von einer anderen Zufallsvariable y abha¨ngt,
ist der Log-Likelihood Wert L(x|y) gegeben durch
L(x|y) = lnP (x = +1|y)
P (x = −1|y) . (3.2)
Mit Hilfe der Regel von Bayes ergibt sich
Lapp(xˆ) = ln
P (y|x = +1)
P (y|x = −1) + ln
P (x = +1)
P (x = −1) (3.3)
= L(y|x) + L(x)
= Lch(y|x) + La(x). (3.4)
Die Bedeutung der drei Terme aus (3.4) soll an einem Beispiel verdeutlicht werden. U¨ber
einen gesto¨rten Kanal werde eine Variable x ∈ X = {+1,−1} u¨bertragen. Am Empfa¨nger
werde die verrauschte Variable y beobachtet. U¨ber die Kanalcharakteristik kann P (y|x =
±1) bestimmt werden [Bos99], also die Wahrscheinlichkeit, dass y empfangen wird, wenn
x = ±1 gesendet wurde. Die sich daraus ergebende Zuverla¨ssigkeitsinformation L(y|x)
wird als Kanalzuverla¨ssigkeit Lch(y|x) bezeichnet. Der zweite Summand aus (3.4) dru¨ckt
die Wahrscheinlichkeit fu¨r x = ±1 aus. Hiermit kann angegeben werden, wenn die beiden
bina¨ren Werte ±1 nicht mit der gleichen Wahrscheinlichkeit auftreten. Daher wird L(x)
als a priori Zuverla¨ssigkeit La(x) bezeichnet. Die Summe aus beiden Termen L(x|y) ist
die a posteriori Zuverla¨ssigkeit Lapp(xˆ), die wa¨hrend der Detektion oder wa¨hrend der
Decodierung bestimmt wird.
Nach der formalen Definition der Zuverla¨ssigkeitsinformation kann die Implementierung
eines Soft-Decoding Lesekanals erfolgen. Dazu sind die folgenden Schritte notwendig:
– Die erste Aufgabe ist die Berechnung der Zuverla¨ssigkeitsinformation im Detek-
tor. An dieser Stelle muss ein geeignetes Kriterium entwickelt werden, durch das
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jedem Bit eine Fehlerwahrscheinlichkeit (oder etwas dazu A¨quivalentes) zugeord-
net werden kann. Der Detektor muss die Zuverla¨ssigkeitsinformation bei geringem,
zusa¨tzlichem Schaltungsaufwand extrahieren.
– Je nach eingesetztem Fehlerschutzcode muss ein Verfahren zur Handhabung kor-
rekt detektierter Bits mit geringer Zuverla¨ssigkeit entwickelt werden.
– Der Modulationsdecoder muss in der Lage sein, die Zuverla¨ssigkeitsinformation zu
verarbeiten und an den Fehlerschutzdecoder weiterzureichen.
– Der Fehlerschutzdecoder muss die Zuverla¨ssigkeitsinformation auswerten ko¨nnen.
Bei seiner Schaltungsimplementierung muss besonderer Wert auf eine geringe Ver-
lustleistung gelegt werden.
3.2.3 Berechnung der Zuverla¨ssigkeitsinformation
Bei der Detektion wird eine Entscheidung aufgrund einer Metrik getroffen. Diese er-
mo¨glicht es, das wahrscheinlichste Ausgabebit zu bestimmen. Die Berechnung von Zu-
verla¨ssigkeitsinformation bzw. Soft-Outputs erfolgt im Allgemeinen durch die Betrach-
tung von Alternativen, indem die Wahrscheinlichkeiten fu¨r beide mo¨glichen Detektor-
ausgaben beru¨cksichtigt werden. Sind beide Wahrscheinlichkeiten a¨hnlich groß, ist die
Zuverla¨ssigkeit der Ausgabe gering (vgl. (3.1)).
Bei Detektionsverfahren, die auf dem Viterbi-Algorithmus basieren, (zum Beispiel EPR4
PRML) kann die Zuverla¨ssigkeitsinformation recht einfach durch die Beru¨cksichtigung
verworfener Pfade im Trellis bestimmt werden [HH89]. Allerdings hat Stromberg [Str00]
gezeigt, dass PRML Detektoren anderen Verfahren, wie zum Beispiel Signalraum- oder
FDTS-Detektoren [BM96b, MJ98], in mehrfacher Hinsicht unterlegen sind. Der Signal-
raumdetektor, insbesondere der fu¨r farbiges Rauschen optimierte Noise Whitening Signal
Space Detector (WSSD) [SHS00], ermo¨glicht sowohl eine leistungsa¨rmere Implementie-
rung als auch eine geringere Bitfehlerrate bei gegebenem SNR.
Der WSSD-Detektor verwendet einen geometrischen Ansatz zur Detektion. Zur Bestim-
mung eines einzelnen Bits mu¨ssen aufgrund der Intersymbol-Interferenz mehrere von der
Festplatte gelesene Samples betrachtet werden. Die letzten L gelesenen Samples wer-
den als Punkt in einem L-dimensionalen Signalraum aufgefasst. Der Signalraum wird
zuna¨chst aus Signalpunkten gebildet, die sich aus allen erlaubten, unverrauschten Se-
quenzen ergeben. Danach la¨sst sich der Signalraum in Bereiche partitionieren, die den
beiden mo¨glichen Detektorausgaben Null bzw. Eins entsprechen. Die Bereiche werden
durch Hyperebenen – so genannte Entscheidungsebenen – getrennt. Die Detektion ei-
nes verrauschten Empfangspunktes erfolgt schließlich durch eine Lagebestimmung dieses
Punktes relativ zu den Entscheidungsebenen.
Fu¨r Signalraumdetektoren wurde fu¨r den optischen Kanal einer DVD ein Kriterium
hergeleitet, das aus dem Abstand eines Empfangspunktes zur begrenzenden Entschei-
dungsebene eine Berechnung der Zuverla¨ssigkeit erlaubt [SMO01]. Je na¨her ein Emp-
fangspunkt an einer Entscheidungsebene liegt, desto gro¨ßer ist die Wahrscheinlichkeit
eines Detektionsfehlers. Andererseits entspricht ein Empfangspunkt, der sehr nahe bei
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den den Signalraum beschreibenden Vektoren liegt, einer Detektorausgabe mit einer sehr
geringen Fehlerwahrscheinlichkeit.
Der Kanal einer DVD ist jedoch weit weniger komplex als der magnetische Kanal, so dass
zur Konstruktion des Detektors eine einzelne Entscheidungsebene ausreicht [SMO01].
Das Verfahren wurde spa¨ter auf den magnetischen Kanal angepasst [Ste02], dessen Si-
gnalraum aus mehreren Ebenen konstruiert ist [BM96b]. Die dabei vorgestellte Imple-
mentierung basiert jedoch nicht auf der sehr effizienten WSSD-Architektur. Statt des-
sen wird ein aufwa¨ndigerer Ansatz gewa¨hlt, der eine Neukonstruktion des Detektors
zur Folge hat. In Kap. 4.5 wird daher ein Soft-Output WSSD-Detektor fu¨r den ma-
gnetischen Kanal entworfen, der nur geringe Hardware-Modifikationen im Vergleich zur
Hard-Output Architektur erfordert und sich dadurch insbesondere fu¨r einen mobilen
Soft-Decoding Kanal eignet.
3.2.4 Lokalisierung von Detektionsfehlern mit Soft-Information
Unabha¨ngig von dem Kriterium zur Bestimmung der Soft-Outputs werden sowohl kor-
rekte als auch falsche Bits niedrige Zuverla¨ssigkeiten aufweisen. Falls der Abstand zu
den Entscheidungsebenen betrachtet wird, ist dies auch anschaulich nachzuvollziehen:
Wenn ein verrauschter Empfangsvektor sehr nahe an einer Entscheidungsebene liegt, so
hat er unabha¨ngig davon, ob er sich auf der korrekten Seite der Ebene befindet, eine
geringe Zuverla¨ssigkeit. Falls der Empfangsvektor auf der falschen Seite der Ebene liegt,
ist er sta¨rker verrauscht als auf der richtigen Seite. Aus diesem Grund werden statistisch
gesehen mehr korrekte als falsche Bits mit einer geringen Zuverla¨ssigkeit auftreten.
Dieser Umstand zeigt, dass die alleinige Betrachtung der Soft-Information nicht fu¨r eine
zuverla¨ssige Lokalisierung der Fehler ausreicht. Dies ist weniger kritisch, wenn fehlerkor-
rigierende Codes eingesetzt werden, die direkt Zuverla¨ssigkeitinformation verarbeiten
ko¨nnen, wie zum Beispiel Turbo Codes [BGT93] oder LDPC Codes [Gal62]. In diesem
Fall reicht allein die statistisch ho¨here Fehlerwahrscheinlichkeit eines Bits mit geringer
Zuverla¨ssigkeit zu einer Verbesserung der Fehlerrate aus.
Andere Codes, zum Beispiel die bei Festplatten in der Regel eingesetzten Reed-Solomon
Codes [RS60], sind zumindest in ihrer urspru¨nglichen Fassung nicht zur Verarbeitung
von Zuverla¨ssigkeitsinformation in der Lage. In diesem Fall wird von Hard-Decoding
gesprochen. Die Korrekturfa¨higkeit von Reed-Solomon Codes kann aber erheblich ver-
bessert werden, wenn die exakten Fehlerpositionen bekannt sind (so genannte Erasures)
und der Decoder die gesamte Redundanz zur Berechnung der Fehlerwerte nutzen kann.
Die Fehlerpositionen sollen mittels der Zuverla¨ssigkeitsinformation identifiziert werden.
Korrekte Bits mit geringer Zuverla¨ssigkeit fu¨hren jedoch dazu, dass sie als Fehler be-
trachtet werden. Die Folge ist, dass Redundanz verschwendet wird, die zur Korrektur
weiterer, unentdeckter Fehler verwendet werden ko¨nnte.
Aus diesem Grund wird ein Verfahren beno¨tigt, das aus der Gruppe der unzuverla¨ssigen
Bits die Fehlerpositionen ermittelt. In Kapitel 6.4.1 wird zu diesem Zweck ein weite-
rer innerer Code verwendet. An dieser Stelle empfiehlt sich beispielsweise ein einfacher,
u¨ber nur wenige Code-Symbole reichender Parity-Check Code. Dieser wird an die Feh-
lermuster des Detektors bzw. des Modulationsdecoders derart angepasst, dass ha¨ufig
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auftretende Fehlermuster erkannt und an den entsprechenden Stellen Fehler lokalisiert
werden ko¨nnen. Falls die Decodierung dieses inneren Codes fehlschla¨gt, ko¨nnen die unzu-
verla¨ssigsten Symbole als Fehlerpositionen gekennzeichnet werden [SSHS03]. Ein solcher
Parity-Check Code bietet zudem den Vorteil einer einfachen Implementierung, die sich
mit einer niedrigen Verlustleistung betreiben la¨sst.
3.2.5 Entwicklung eines Soft-In/Soft-Out Modulationsdecoders
Bei der Verwendung eines Modulationscodes muss auch der Decoder fu¨r die Verarbei-
tung von Zuverla¨ssigkeitsinformation ausgelegt werden. Dazu muss der Einfluss einzel-
ner Eingangsbits auf den Decoderausgang berechnet werden. Dies bedeutet, dass die
Zuverla¨ssigkeitsinformation der Eingangsbits umgerechnet werden muss. Außerdem tritt
auch im Modulationsdecoder Fehlerfortpflanzung auf, die bei der Berechnung der Soft-
Outputs beru¨cksichtigt werden muss.
Bisherige Untersuchungen haben gezeigt, dass der Einfluss des Modulationscodes auf die
Zuverla¨ssigkeit der Detektion gering ist: Bei einigen Verfahren tritt unter Verwendung ei-
nes Modulationscodes sogar eine Verschlechterung auf [Str00]. Bei Signalraumdetektoren
kann durch die Wahl eines geeigneten MTR-Codes allerdings eine Reduktion der Ebe-
nenanzahl und somit eine Reduktion des Hardware-Aufwands erreicht werden [Str00].
Hinsichtlich des Codiergewinns ist zumindest bei den aktuellen Datendichten und bei
den derzeit verwendeten Modulationscodes auch bei Signalraumdetektoren keine ent-
scheidende Verbesserung zu erzielen. Bei den steigenden Datendichten ist aber davon
auszugehen, dass der Einfluss des Modulationscodes wieder zunimmt.
Dennoch muss auch bei Signalraumdetektoren die Verwendung eines MTR-Modulations-
codes in Frage gestellt werden. Untersuchungen mu¨ssen zeigen, ob ku¨nftig die Verschlech-
terung der Coderate durch den Codiergewinn gerechtfertigt werden kann oder ob die
Redundanz nicht im Bereich der Fehlerkorrektur besser genutzt werden ko¨nnte. Der in
Kap. 3.2.4 vorgeschlagene Parity-Check Code kann beispielsweise derart modifiziert wer-
den, dass er als Modulationscode fungiert. Somit ko¨nnte ein weiterer Modulationscodec
eingespart werden. Ein derart angepasstes System ist auch aus Sicht des Leistungsbedarfs
von Vorteil.
Beide Varianten – der Einsatz eines Soft-In/Soft-Out Modulationsdecoders oder eines
Parity-Check Codes als Modulationscode – werden sowohl hinsichtlich des Hardware-
Aufwands, als auch mit Blick auf die Zuverla¨ssigkeit des Gesamtsystems im weiteren Ver-
lauf dieser Arbeit miteinander verglichen. Zu diesem Zweck wird in Kap. 5.2 zuna¨chst ein
Soft-In/Soft-Out Modulationscode entworfen. Dieser wird dann in einen Soft-Decoding
Kanal integriert und in Kap. 7.5.2 mit einem Kanal verglichen, der auf einen Parity-Code
als Modulationscode zuru¨ckgreift.
3.2.6 Auswahl eines Fehlerschutzcodes
Das Hauptziel bei der Verwendung von Zuverla¨ssigkeitsinformation ist eine Verbesse-
rung der Fehlerkorrektur. Die grundsa¨tzliche Idee ist nicht neu. Bereits in den sechziger
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Jahren hat Forney mit dem Generalized Minimum Distance (GMD) Decoding ein Ver-
fahren zur Verwendung von Soft-Information vero¨ffentlicht [For66]. Trotz einer Reihe
weiterer, wichtiger Publikationen auf diesem Gebiet [BCJR74, BDG79] haben Deco-
dierverfahren unter Verwendung von Soft-Information erst in den neunziger Jahren mit
der Vorstellung der Turbo Codes [BGT93] wieder Aufmerksamkeit erlangt. Die dabei
zum Einsatz kommenden Algorithmen verwenden eine Kombination aus iterativer De-
codierung verketteter Codes mit Soft-Decoding und sind daher sehr komplex. Dennoch
wurden Turbo Decoder auch unter dem Gesichtspunkt geringer Implementierungskosten
[WLW01, TVGW02] oder hoher Datendurchsa¨tze [TWR02, TGV+02] untersucht. Auch
im Bereich magnetischer Aufzeichnung wird der Einsatz von Turbo Codes in Erwa¨gung
gezogen [Rya98, Hee98, MMH98, SFO+99]. Ein detaillierter Vergleich mit anderen Ver-
fahren auf unterschiedlichen Lesekana¨len steht allerdings noch aus.
Eine mo¨glicherweise besser geeignete Variante stellen die Low-Density Parity-Check
(LDPC) Codes dar [Gal62, Mac99]. Diese sind ebenso wie die Turbo Codes zu einer di-
rekten Verarbeitung von Zuverla¨ssigkeitsinformation in der Lage. Im Vergleich zu diesen
besitzen LDPC Codes jedoch einige Vorteile, die bei einer Verwendung fu¨r den magneti-
schen Kanal wichtig sind. Zum einen haben sie gerade bei einem hohen SNR, wie es fu¨r
den magnetischen Kanal u¨blich ist, eine bessere Decodierfa¨higkeit [Mac99]. Zum anderen
la¨sst sich der Decodieralgorithmus gut parallelisieren. Dadurch sind Schaltungen mit ho-
hem Datendurchsatz bei gleichzeitig geringer Taktfrequenz mo¨glich [HB01]. Auch LDPC
Codes waren bereits ein ausfu¨hrlicher Forschungsgegenstand fu¨r die Signalverarbeitung
auf Festplatten-Lesekana¨len [STC01, OM01]. In Kap. 7 werden sowohl Turbo Codes
als auch LDPC Codes untersucht. Die Verfahren mu¨ssen dazu zuna¨chst hinsichtlich der
Codela¨nge und der Coderate an den magnetischen Kanal angepasst werden.
Auch fu¨r die bei Festplatten u¨blicherweise eingesetzten Reed-Solomon Codes ist bereits
eine Mo¨glichkeit zur Verarbeitung von Soft-Information vorgestellt worden. Kamiya hat
1997 einen abgea¨nderten Berlekamp-Massey Algorithmus pra¨sentiert, der Zuverla¨ssig-
keitsinformation direkt verarbeiten kann [Kam97]. Koetter hat daru¨ber hinaus im Jahr
2002 ein algebraisches Verfahren zum Soft-Decoding von Reed-Solomon Codes pra¨sen-
tiert [KV02]. Beide Ansa¨tze stellen aus algorithmischer Sicht sicherlich eine sehr gute
Lo¨sung dar. Die Problematik einer effizienten Implementierung beider Verfahren ist al-
lerdings bislang ungelo¨st.
Mit der in Kap. 3.2.4 beschriebenen Erasure-Decodierung existiert allerdings eine einfa-
chere Mo¨glichkeit, Soft-Information bei Reed-Solomon Codes zu verarbeiten. Durch diese
Maßnahme la¨sst sich die Korrekturfa¨higkeit des Codes im Idealfall verdoppeln [WB94].
Die Implementierung einer solchen Erasure-Decodierung ist relativ einfach: Das durch
den Berlekamp-Massey Algorithmus berechnete Fehlerstellen-Polynom muss nur mit den
bereits bekannten Positionen initialisiert werden.
Daher ist der Ansatz der Erasure-Decodierung im Hinblick auf eine leistungsarme Im-
plementierung vielversprechend. Sie ist allerdings nur wirksam, wenn sehr selten korrekt
erkannte Symbole als mo¨gliche Fehlerpositionen ausgewiesen werden. Dies unterstreicht
die Notwendigkeit fu¨r eine Lo¨sung des bereits erla¨uterten Problems der Fehlerlokalisie-
rung. Eine genaue Evaluierng der hier vorgestellten fehlerkorrigierenden Codes erfolgt in
Kapitel 6 und 7. Die Codes werden in Bezug auf Decodierfa¨higkeit und Verlustleistung
mit den bei Festplatten popula¨ren Reed-Solomon Codes mit Hard-Decoding sowie mit
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den iterativen Turbo und LDPC Codes verglichen.
3.3 Zusammenfassung
Auf dem magnetischen Kanal werden bislang in erster Linie Reed-Solomon Codes in
Verbindung mit PRML Detektoren eingesetzt. Zusa¨tzlich ist zur Erzeugung von Timing-
Information der Einsatz eines Modulationscodes unerla¨sslich. Diese Kombination hat sich
als sehr leistungsfa¨hig bei den auftretenden Fehlermustern erwiesen. Neben einer ho-
hen Signalzuverla¨ssigkeit mu¨ssen aber auch andere Voraussetzungen (Speicherkapazita¨t,
Datenu¨bertragungsrate, Kosten) erfu¨llt sein. Der Einsatz von Festplatten in mobilen
Gera¨ten la¨sst die Verlustleistung zu einem weiteren wichtigen Designziel werden. Sollen
bei zuku¨nftigen Festplattengenerationen mit ho¨heren Datendichten verbesserte Fehler-
korrekturverfahren zum Erhalt der Signalzuverla¨ssigkeit eingesetzt werden, so mu¨ssen
beim Entwurf der Festplatte auch die anderen Designziele beru¨cksichtigt werden.
Der Einsatz von fehlerkorrigierenden Codes unter Verwendung von Zuverla¨ssigkeitsinfor-
mation erlaubt beispielsweise eine Verbesserung der Fehlerraten ohne eine gleichzeitige
Beeintra¨chtigung der Datenu¨bertragungsrate. Dazu sind allerdings Vera¨nderungen am
gesamten System erforderlich: Die Zuverla¨ssigkeitsinformation muss im Detektor berech-
net und von den anderen Komponenten des magnetischen Kanals weiterverarbeitet oder
ausgewertet werden. Daru¨ber hinaus sind viele aus der Literatur bekannte Soft-Decoding
Verfahren, wie zum Beispiel Turbo Codes, sehr komplex und mu¨ssen zudem an den ma-
gnetischen Kanal angepasst werden, da sie fu¨r andere Einsatzzwecke konzipiert wurden.
Allerdings ermo¨glicht die Verwendung von Zuverla¨ssigkeitsinformation einen Codierge-
winn von bis zu 3 dB.
Um den Zusatzaufwand fu¨r die Signalverarbeitung so gering wie mo¨glich zu halten, wer-
den bei der Bestimmung und Weiterverarbeitung der Zuverla¨ssigkeitsinformation ha¨ufig
mathematische Na¨herungen in Betracht gezogen. In der Literatur wurden unter die-
sem Gesichtspunkt bereits zahlreiche algorithmische Vereinfachungen und Na¨herungen
vero¨ffentlicht [NKRA96, RVH95, Ber93], die eine sehr gute Decodierleistung bei mo-
derater Komplexita¨t erzielen. Auf solche Verfahren wird auch in dieser Arbeit zuru¨ck-
gegriffen. Eine zwingende Voraussetzung ist allerdings eine weitgehende Erhaltung der
Signalzuverla¨ssigkeit.
Bei einer spa¨teren Implementierung des Systems in Hardware muss unter der Zielsetzung
einer leistungsarmen Schaltung eine Realisierung von mo¨glichst geringer Komplexita¨t
entstehen. Aus diesem Grund wird in dieser Arbeit ein systemu¨bergreifendes Konzept
zur Konstruktion eines Festplattenlesekanals pra¨sentiert. Im Gegensatz zu einer alleini-
gen Optimierung der Einzelkomponenten erlaubt dieses Konzept durch die gleichzeitige
Betrachtung aller Komponenten eine weitere Optimierung des Lesekanals unter Beru¨ck-
sichtigung aller Designziele.




Im Detektor erfolgt die Umwandlung des von der Festplatte gelesenen, kontinuierlichen
Datenstroms in eine bina¨re Sequenz. Der Detektor besitzt somit eine große Bedeutung,
da er mit einer mo¨glichst fehlerfreien Signalverarbeitung eine Grundvoraussetzung fu¨r
ein zuverla¨ssiges Ausgangssignal schafft. Bei der Rekonstruktion der bina¨ren Informa-
tion entstehen allerdings unweigerlich durch die in Kapitel 2.2.2 und 2.3.3 beschriebe-
nen Sto¨rgro¨ßen Fehler. Des Weiteren fu¨hren Feedback Schleifen in einigen Detektor-
Architekturen zu Fehlerfortpflanzung.
In diesem Kapitel werden verschiedene Detektionsverfahren fu¨r den magnetischen Kanal
miteinander verglichen. Wie in Kapitel 3.2 beschrieben, soll ein Detektor entwickelt
werden, der eine niedrige Fehlerrate bereits bei einer geringen Hardware-Komplexita¨t
erreicht und zudem zu einer Ausgabe von Zuverla¨ssigkeitsinformation in der Lage ist.
Seit den fru¨hen neunziger Jahren werden in Festplatten Partial Response Maximum Li-
kelihood (PRML) Lesekana¨le eingesetzt. Die verwendeten Target-Polynome sind dabei
immer an die Datendichte angepasst worden. Anfangs wurden Partial Response Poly-
nome vom Typ IV (PR4) verwendet, die dann mit steigenden Datendichten durch Po-
lynome ho¨herer Ordnung ersetzt wurden. Fu¨r den Viterbi-Algorithmus, der bei PRML-
Kana¨len meist zur eigentlichen Detektion eingesetzt wird [For73], existiert eine Erwei-
terung zur Ausgabe von Zuverla¨ssigkeitsinformation (Soft Output Viterbi Algorithmus,
SOVA [HH89]).
Unter dem Gesichtspunkt einer mo¨glichst einfachen Implementierung sind allerdings Le-
sekana¨le nach dem Fixed Delay Tree Search (FDTS) Algorithmus besser geeignet [Str00].
Diese arbeiten a¨hnlich wie der Viterbi-Algorithmus, allerdings mit einer kurzen und fest-
gelegten Suchtiefe. Die so genannten Signalraumdetektoren, als eine geometrische Inter-
pretation eines FDTS-Detektors, lassen sich besonders einfach implementieren und sind
somit gerade fu¨r einen Einsatz in mobilen Festplatten geeignet.
Der WSSD Detektor [SHS00], ein Signalraumdetektor mit einer Rausch-Entfa¨rbung,
wurde in Kapitel 3 als eine effiziente Architektur vorgestellt. An dieser Stelle erfolgt
eine Erweiterung um die Ausgabe von Zuverla¨ssigkeitsinformation. Dabei wird der von
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Steingrimsson fu¨r den optischen Kanal einer DVD pra¨sentierte Algorithmus [SMO01]
fu¨r den WSSD Detektor angepasst. Im Gegensatz zu anderen Soft-Output Signalraum-
detektoren [Ste02], wird in diesem Kapitel ein Ansatz verfolgt, der die Implementierung
der Soft-Outputs mit nur sehr geringen Modifikationen der WSSD Hardware realisiert.
Zuna¨chst erfolgt aber eine allgemeine Beschreibung des Detektionsprozesses.
4.1 Detektion auf dem magnetischen Kanal
In Kapitel 2 wurde das Kanalmodell fu¨r einen Festplatten-Lesekanal diskutiert. Das ver-
rauschte Ausgangssignal des Lesekopfes wurde in Gleichung (2.7) als zeit- und wertekon-
tinuierliche Funktion z(t) beschrieben. Dieses Signal gelangt in den Detektor und wird
zuna¨chst gefiltert, um hochfrequente Rauschkomponenten zu unterdru¨cken (Abbildung
4.1). Durch diese Maßnahme wird Alias bei der spa¨teren Signalverarbeitung vermieden.
Danach wird das Signal im Abstand der Bitintervalle T abgetastet. Es ergibt sich eine
Folge von quasi-kontinuierlichen Abtastwerten z (4.1). Die heute u¨bliche Datendichte
verursacht eine starke U¨berlagerung der einzelnen Transitionen des Magnetfelds. Da-
durch beeinflusst ein einzelner Lesepuls auf der Festplatte mehrere Abtastwerte (engl.
Samples) zi.
EntscheiderLP EQ
z(t) z r c
Abbildung 4.1: Die einzelnen Komponenten eines Detektors: Das Signal gelangt zuna¨chst durch ein
Low-Pass Filter (LP), um das Rauschspektrum zu beschneiden und wird anschließend
abgetastet. Nach dem Equalizer (EQ) erfolgt die eigentliche Detektion im Entscheider.




akg((i− k)T, τk) mit
νi = ν(iT ) (4.2)
Um die Datenru¨ckgewinnung zu vereinfachen wird im Equalizer eine weitere Filterung
vorgenommen. Diese bewirkt, dass das abgetastete Signal einer einzelnen Transition nur
zu wenigen, im Vorfeld definierten Zeitpunkten einen Wert ungleich Null besitzt. Durch
diese Maßnahme kann die Signalverarbeitung bei der spa¨teren Maximum Likelihood
Detektion (siehe unten) vereinfacht werden. Die Ausgabe des Equalizers bei einer ein-
zelnen Transition auf dem magnetischen Medium wird als Target Γ mit der La¨nge LΓ
bezeichnet.
Die durch den Equalizer vorgefilterten Abtastwerte gelangen in den Entscheider, der
daraus die bina¨re Detektorausgabe berechnet. Da ein einzelnes Sample aufgrund der
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Intersymbolinterferenz nicht genu¨gend Information zur Bestimmung einer Detektoraus-
gabe entha¨lt, mu¨ssen mehrere Samples zur Bestimmung eines Ausgabebits beru¨cksichtigt
werden. Dabei wird anhand der von der Festplatte gelesenen Samples r die Wahrschein-
lichkeit fu¨r jedes Ausgabebit ci getrennt maximiert. Damit ergibt sich die Detektoraus-
gabe ci wie folgt:
ci = arg max
cˆ∈C
P (cˆ | r) (4.3)
Das Verfahren wird als Maximum A-Posteriori (MAP) Decodierung bezeichnet. Dabei
steht cˆ ∈ C fu¨r die Menge der mo¨glichen Detektor-Ausgaben – bei einem bina¨ren Alpha-
bet fu¨r ”-1” oder ”+1”. Somit wird die bedingte Wahrscheinlichkeit P (·|·) maximiert, so
dass P (ci|r) = maxcˆ∈C P (cˆ | r). Die wahrscheinlichste Detektor-Ausgabe ist dann ci ∈ C.
Die Bestimmung von ci ist allerdings mit aufwa¨ndigen Berechnungen verbunden, da (4.3)
fu¨r jedes detektierte Bit separat bestimmt werden muss. Der nach seinen Erfindern Bahl,
Cocke, Jelinek und Raviv benannte BCJR-Algorithmus [BCJR74] ist ein sehr bekanntes
Beispiel fu¨r eine MAP-Decodierung. Der Algorithmus kann sowohl zur Detektion, als
auch zur Decodierung von Block- oder Faltungscodes verwendet werden. Mit der Regel
von Bayes la¨sst sich (4.3) umstellen:
P (cˆ | r) = P (r | cˆ) · P (cˆ)
P (r)
(4.4)
Die Terme P (cˆ) und P (r) stehen fu¨r die a priori Wahrscheinlichkeiten der Zufallsvaria-
blen cˆ und r. So lange P (r) unabha¨ngig von den mo¨glichen Datenbits aus C ist, spielt
der Term im Nenner von (4.4) fu¨r die Maximierung keine Rolle. Somit la¨sst sich (4.3)
zu (4.5) vereinfachen:
ci = arg max
cˆ∈C
P (r | cˆ) · P (cˆ) (4.5)
Sofern alle mo¨glichen Detektorausgaben gleich wahrscheinlich sind und nicht etwa durch
einen Modulationscode eingeschra¨nkt werden, kann der Term P (cˆ) ebenfalls entfal-
len. Der Term P (r | cˆ) la¨sst sich u¨ber die Kanalcharakteristik bestimmen [Pro95]. In
Kap. 4.2.2 wird eine Lo¨sung fu¨r stationa¨res, weißes Rauschen (AWGN) angegeben.
Alternativ zur Maximierung der Wahrscheinlichkeit fu¨r jedes detektierte Bit kann ei-
ne ganze Sequenz abgescha¨tzt und somit mehrere Bits gleichzeitig bestimmt werden.
Dieses Verfahren ist unter der englischen Bezeichnung Maximum Likelihood Sequence
Estimation (MLSE) bekannt. Es ist weniger komplex als die zuvor beschriebenen MAP-
Algorithmen und wird aus diesem Grund ha¨ufig zur Detektion auf dem magnetischen
Kanal verwendet. Meist kommt zu diesem Zweck der Viterbi-Algorithmus zum Einsatz,
der urspru¨nglich zur Decodierung von Faltungscodes konzipiert wurde [Vit67]. Forney
konnte schließlich die Eignung des Viterbi-Algorithmus zur Detektion zeigen [For73].
Analog zu (4.3) ergibt sich:
c = arg max
cˆ∈C
P (cˆ | r) (4.6)
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Durch die Anwendung der Regel von Bayes und den oben getroffenen Vereinfachungen
la¨sst sich (4.6) wie folgt vereinfachen:
c = arg max
cˆ∈C
P (r | cˆ) (4.7)
Bei der Berechnung von ci in (4.5) bzw. c in (4.7) wird u¨ber das MAP- oder das MLSE
Kriterium die wahrscheinlichste Detektorausgabe bestimmt. Wie bereits in Kapitel 3
beschrieben, soll in dieser Arbeit jedoch ein Detektor konstruiert werden, der zusa¨tzlich
zu der bina¨ren Ausgabe eine Zuverla¨ssigkeitinformation ausgibt. Bei der Berechnung
der Detektorausgabe ist es ausreichend, u¨ber die Maximierung das wahrscheinlichste
Ausgabebit oder die wahrscheinlichste Ausgabesequenz zu bestimmen. Weitere Informa-
tionen u¨ber die Wahrscheinlichkeit anderer Detektorausgaben ko¨nnen verworfen werden.
Zur Angabe einer Zuverla¨ssigkeitsinformation mu¨ssen aber auch Alternativen betrachtet
werden. Dazu wird bestimmt, wie groß die Wahrscheinlichkeit der Detektorausgabe ci
im Vergleich zur inversen Detektorausgabe c˜i = −ci ist. Hagenauer et.al. [HOP96] haben
die Zuverla¨ssigkeit als so genanntes Log-Likelihood Verha¨ltnis dieser beiden Wahrschein-
lichkeiten beschrieben. Die Zuverla¨ssigkeitsinformation L(ci) fu¨r das detektierte Bit ci
ergibt sich damit als
L(ci) = ln
P (ci = +1|r)
P (ci = −1|r) . (4.8)
Das Vorzeichen von L(ci) kennzeichnet die bina¨re Detektorausgabe und der Absolut-
betrag die Zuverla¨ssigkeitsinformation. Je unterschiedlicher die Wahrscheinlichkeiten in
Za¨hler und Nenner sind, desto sicherer ist die vom Detektor getroffene Entscheidung.
Sind beide Wahrscheinlichkeiten gleich groß, hat die Zuverla¨ssigkeit den Wert Null – es
ist keine Aussage mo¨glich.
Dieses Prinzip la¨sst sich auf die verschiedenen Detektionsprinzipien anwenden, die im
weiteren Verlauf dieses Kapitels vorgestellt werden. In Kap. 4.2 und 4.5 werden Soft-
Output Algorithmen fu¨r PRML- und fu¨r Signalraumdetektoren vorgestellt.
4.2 Partial Response Maximum Likelihood (PRML)
Bis zu Beginn der neunziger Jahre wurden in Festplatten so genannte Peak-Detektoren
eingesetzt, bei denen jedes Bit durch einen einzelnen, isolierten Puls detektiert wurde.
Durch steigende Datendichten und die damit verbundene Intersymbolinterferenz wurde
die Erkennung einzelner Pulse jedoch immer schwieriger. Schließlich waren die bestehen-
den Detektionsverfahren ein Hindernis fu¨r weiter steigende Datendichten. Schwellwert-
Detektoren, die als Alternative zu den Peak-Detektionsverfahren eingesetzt wurden, ha-
ben sich ebenso als ungeeignet fu¨r hohe Datendichten erwiesen, da die Intersymbolinter-
ferenz zu einer Verringerung der Signalamplitude (so genannter Roll-Off) und dadurch
auch hier zu einer ho¨heren Fehlerrate fu¨hrt.
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Heute werden in Festplatten in der Regel Partial Response Maximum Likelihood (PRML)
Lesekana¨le eingesetzt. Diese lassen erstmals die Intersymbolinterferenz bewusst zu, wo-
durch eine wichtige Voraussetzung zur Erzielung heutiger Datendichten erfu¨llt werden
konnte. Ein PRML Lesekanal besteht aus zwei Hauptkomponenten: Ein Partial Response
(PR) Vorfilter (Equalizer) und einen Maximum Likelihood (ML) Detektor.
Die PR-Equalizer haben die Aufgabe, die Intersymbolinterferenz in eine vorausberech-
nete Form zu bringen und ermo¨glichen somit, dass sie aus den gelesenen Signalen wie-
der heraus gerechnet werden kann. In Kap. 4.2.1 werden verschiedene Partial Response
Kana¨le vorgestellt. Die eigentliche Detektion erfolgt durch einen Maximum Likelihood
Detektor. An dieser Stelle wird auf PRML-Kana¨len meist der Viterbi-Algorithmus ein-
gesetzt. Die Beschreibung dieses eigentlichen Detektionsvorgangs inklusive der Erweite-
rungen zur Soft-Output Detektion erfolgt in Kap. 4.2.2.
4.2.1 Partial Response-Entzerrung
Bei PRML Lesekana¨len wird das Signal zuna¨chst durch ein geeignetes Partial Response
Filter derart geformt, dass die Abtastwerte der u¨berlagerten Transitionen nur zu be-
stimmten Zeitpunkten einen Wert ungleich Null besitzen. Die Ausgabe des Equalizers
bei einer einzelnen Transition auf dem magnetischen Medium wird als Target Γ mit der
La¨nge LΓ bezeichnet (Γ = [Γ0, . . . , ΓLΓ−1]). Der Equalizer-Ausgang ri ergibt sich durch




ai−j · Γj . (4.9)
Somit la¨sst sich u¨ber Γ der Zusammenhang zwischen dem aktuellen Abtastwert ri und
den vorher gehenden Transitionen des Magnetfeldes beschreiben. Der aktuelle Abtast-
wert kann also als Zustand des Kanals angesehen werden, der sich aus den zuletzt ge-
speicherten Datenbits ergibt. Gleichzeitig wird durch die Partial Response Filterung der
Wertebereich der Abtastwerte beschra¨nkt, wodurch der Schaltungsaufwand der nachfol-
genden Signalverarbeitung verringert wird (siehe Kap. 4.2.2).
Ein bekanntes Beispiel fu¨r einen Partial Response Kanal ist das so genannte Class IV
Partial Response (PR4) Polynom. Bei diesem wird das von der Festplatte gelesene Signal
derart gefiltert, dass eine isolierte Transition (das heißt die Sprungantwort des Kanals)
nur an exakt zwei Stellen einen von Null verschiedenen Abtastwert besitzt: Zu dem
Zeitpunkt, an dem die Transition geschrieben wurde (t = 0) und einen Abtastwert
spa¨ter (t = T ). Das Target Γ ergibt sich somit zu Γ = [1, 1] mit der La¨nge LΓ = 2.
Sofern die U¨berlagerung der einzelnen Transitionen linear ist und die exakte Form des
Lesesignals bei einer isolierten Transition bekannt ist1, kann auch das Signal mehrerer
direkt aufeinander folgender Transitionen bestimmt werden.
Analog zur Vorgehensweise beim Lesesignal z(t) in Kap. 2.3.2 ko¨nnen zwei unterschied-
liche Darstellungen des Targets definiert werden: Einerseits kann das Target den Zusam-
1Im Falle des magnetischen Kanals wird das Signal u¨ber den Lorentz-Puls angena¨hert, siehe Kap. 2.
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menhang zwischen den letzten Transitionen aj des Magnetfeldes (das heißt den letzten
Sprungantworten des Kanals) und dem aktuellen Abtastwert ri herstellen (wie oben be-





ai−j · Γ(NRZI)j (4.10)
ergibt. Andererseits kann es hingegen den Zusammenhang zwischen den letzten Schreib-
stromamplituden bj (das heißt den letzten Impulsantworten) und dem aktuellen Ab-
tastwert ri darstellen. In diesem Fall wird es als NRZ-Target Γ
(NRZ) bezeichnet. Die
Impulsantwort ergibt sich als lineare Superposition zweier benachbarter Sprungantwor-





bi−j · Γ(NRZ)j . (4.11)
Fu¨r einen PR4-Kanal ist das NRZI-Target Γ(NRZI) = [1, 1] mit der La¨nge LΓ(NRZI) = 2
und das NRZ-Target Γ(NRZ) = [1, 0,−1] mit der La¨nge LΓ(NRZ) = 3. Daraus wiederum
ergibt sich der aktuelle Abtastwert als ri = ai + ai−1 fu¨r das NRZI-Target bzw. ri =
bi − bi−2 fu¨r das NRZ-Target.
Vielfach werden die PR-Targets u¨ber die so genannten Target-Polynome dargestellt.
Diese verwenden die Z-Transformation [Bos99] einer Sequenz x
















darstellt. Die PR4-Targetpolynome ergeben sich mit dem Verzo¨gerungsoperator zu (1 +
D) fu¨r NRZI bzw. (1−D)(1+D) = (1−D2) fu¨r NRZ. Der (1−D)-Term entsteht dadurch,
dass beim Lesen des Signals von der Festplatte nur die Magnetfeldwechsel erfasst werden
und daher die Differenz zweier NRZ-Datensignale gebildet wird.
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Bei ho¨heren Datendichten steigt der Einfluss der Intersymbolinterferenz, so dass eine
isolierte Transition des Magnetfeldes mehr als zwei Abtastwerte beeinflusst. Aus diesem
Grund werden Partial Response Polynome einer ho¨heren Ordnung verwendet. Die un-
terschiedlichen Class IV Polynome Pn werden u¨ber ihre Ordnung n, wie in Gleichung
(4.15) angegeben, charakterisiert.
Pn(D) = (1−D) · (1 + D)n (4.15)
In dieser Arbeit werden die folgenden Polynome betrachtet: PR4 (n = 1), Extended
PR4 (EPR4, n = 2) sowie eine modifizierte Extended EPR4 (EEPR4, n = 3) Variante,
das Modified EEPR4 (MEEPR4) Target [Con98] mit dem NRZI-Targetpolynom 2 + 4 ·
D + 3 ·D2 + D3. Dieses Polynom bietet eine besonders gute U¨bereinstimmung mit der
ungefilterten Kanalantwort des magnetischen Kanals, erfordert jedoch aufgrund seiner
unsymmetrischen Struktur einen gro¨ßeren Filteraufwand [Con98]. Bei der Verwendung
von PR-Polynomen ho¨herer Ordnung erfordert eine Trellis-Repra¨sentation zudem mehr
Zusta¨nde. Dies fu¨hrt zwar zu einer Verbesserung der Detektionsgu¨te, aber natu¨rlich auch
zu einer deutlich ho¨heren Hardware-Komplexita¨t [Con98]. In der folgenden Tabelle sind
die entsprechenden Target-Polynome fu¨r NRZI- sowie NRZ-Darstellung angegeben.
Polynom NRZI-Target NRZ-Target
PR4 1 + D 1−D2
EPR4 1 + 2 ·D + D2 1 + D −D2 −D3
EEPR4 1 + 3 ·D + 3 ·D2 + D3 1 + 2 ·D − 2 ·D3 −D4
MEEPR4 2 + 4 ·D + 3 ·D2 + D3 2 + 6 ·D + 7 ·D2 + 4 ·D3 + D4
Tabelle 4.1: U¨bersicht der in dieser Arbeit beru¨cksichtigten Partial Response Polynome
Aus den durch die PR-Vorfilterung geformten Abtastwerten muss das Lesesignal zuru¨ck-
gewonnen werden. Nach dem Abtast-Theorem von Nyquist [Pro95] kann ein bandbrei-
tenbegrenztes Analogsignal mit der Cut-Off Frequenz fmax aus seinen Abtastwerten
vollsta¨ndig rekonstruiert werden, wenn es im Abstand Tmin ≤ 2fmax abgetastet wird. Ins-
besondere bei niedrigen Datendichten und entsprechend steilen Impulsantworten entha¨lt
das Spektrum der Lorentzpulse auch signifikante Komponenten bei Frequenzen ober-
halb von 2/T . Aus diesem Grund arbeiten PR-Kana¨le unter diesen Bedingungen nicht
optimal.
Die Frequenzen oberhalb von 2/T mu¨ssen aus dem Signalspektrum herausgefiltert wer-
den, um Alias zu vermeiden. Bei ho¨heren Datendichten und entsprechend breiteren und
flacheren Lesepulsen konzentrieren sich die spektralen Anteile zunehmend auf niedrigere
Frequenzen, so dass nur ein kleiner Teil des Spektrums abgeschnitten wird. Durch die Be-
schneidung des Spektrums wird zudem das Signal-Rausch-Verha¨ltnis deutlich verbessert,
da vor allem hochfrequente Rauschkomponenten entfernt werden [WT99].
Die Spektren der Class-IV Polynome weisen je nach Datendichte und Target eine gute
U¨bereinstimmung zum Spektrum des Lorentz-Pulses auf. Aus diesem Grund la¨sst sich
der magnetische Kanal mit relativ geringem Filteraufwand in einen Partial Response
Kanal umwandeln. Die la¨ngeren Polynome bieten dabei insbesondere bei hohen Daten-
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dichten eine bessere Anpassung an den Kanal. Im Gegenzug sind allerdings auch mehr
Kanalzusta¨nde mo¨glich, da ein einzelner Abtastwert von einer gro¨ßeren Anzahl von ge-
speicherten Bits beeinflusst wird. Dies wiederum fu¨hrt zu einer ho¨heren Komplexita¨t
im Maximum Likelihood Detektor (siehe Kap. 4.2.2), so dass ein geeigneter Kompro-
miss zwischen der Target-La¨nge und der Komplexita¨t der Detektionshardware gefunden
werden muss.
4.2.2 Maximum Likelihood Detektion
Aus den gefilterten Abtastwerten mu¨ssen im Entscheider die urspru¨nglichen Datenbits
zuru¨ckgewonnen werden. Durch die PR-Filterung sind alle Abtastwerte auf einen be-
stimmten Wertebereich beschra¨nkt. Aus diesem Grund ist es auf Kana¨len mit hohem
SNR ausreichend, einen Schwellwert-Entscheider einzusetzen [WT99]. Allerdings erfor-
dert der niedrige SNR bei den heute u¨blichen Datendichten aufwa¨ndigere Maximum
Likelihood Verfahren. Das Prinzip einer Maximum Likelihood Detektion soll im Folgen-
den zuna¨chst grob erla¨utert werden.
– Fu¨r die Berechnung eines einzelnen Ausgabebits muss wegen der Intersymbolinter-
ferenz eine Sequenz von Abtastwerten betrachtet werden. Diese wird dann mit allen
erlaubten Sequenzen verglichen, die sich auf einem unverrauschten Kanal ergeben
ko¨nnen.
– U¨ber ein geeignetes Distanzmaß, zum Beispiel durch Minimierung der Euklidischen
Metrik, wird die erlaubte Sequenz gesucht, die der Sequenz von Abtastwerten am
a¨hnlichsten ist.
– Da eine Sequenz zur Bestimmung des Detektionsergebnisses betrachtet wird, kann
die Ausgabe erst verzo¨gert erfolgen.
Ein vielfach zur Maximum Likelihood Detektion eingesetztes Verfahren ist der Viterbi-
Algorithmus [For73]. Zusammen mit einem PR-Vorfilter bildet der Viterbi-Algorithmus
die Kernkomponente eines PRML Lesekanals. Der Algorithmus wird im Folgenden be-
schrieben.
Viterbi Algorithmus
Grundlage zur Implementierung des Viterbi-Algorithmus ist eine Beschreibung des ma-
gnetischen Kanals mit Hilfe eines Zustandsdiagramms. Der Zustand s(n) eines Partial
Response Kanals ha¨ngt aufgrund der Intersymbolinterferenz nicht nur von der aktu-
ellen Magnetisierung des Mediums, sondern auch von den L = LΓ − 1 vorhergehenden
Medium-Magnetisierungen ab. Im Falle NRZ-codierter Daten entsprechen diese den letz-
ten L = LΓ−1 Datenbits. In der folgenden Beschreibung wird von NRZ-codierten Daten
ausgegangen.
Ein beliebiger Partial Response Kanal besitzt 2L Zusta¨nde, die sich aus den Werten
der letzten L NRZ-Datenbits ci−1, . . . , ci−LΓ+1 ergeben. Da auf dem magnetischen Me-
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dium nur eine bina¨re Information gespeichert wird, besitzt jeder Zustand genau zwei
Folgezusta¨nde.
s(1) = [0, 1]
s(2) = [1, 0]
s(3) = [1, 1]
s(0) = [0, 0]
















Abbildung 4.2: Die Zustandsa¨nderungen eines PR4-Kanals werden im Trellis u¨ber der Zeit t aufgetra-
gen. Jede Verzweigung korrespondiert mit einem Datenbit cˆ.
Fu¨r den Viterbi-Algorithmus werden die Zusta¨nde des magnetischen Kanals an einem so
genannten Trellis dargestellt. Dieser beschreibt die Zustandsa¨nderungen u¨ber die Zeit.
In Abbildung 4.2 ist der Trellis eines PR4 Kanals zu sehen. Auf diesem Kanal beein-
flusst eine isolierte Transition des Magnetfeldes zwei aufeinander folgende Abtastwer-
te. Dies bedeutet, dass die letzten beiden Magnetisierungsrichtungen des Mediums zur
eindeutigen Bestimmung des Kanalszustands beru¨cksichtigt werden mu¨ssen. Es erge-
ben sich 2L = 22 = 4 Zusta¨nde s(n) mit s(0) = [0, 0], s(1) = [0, 1], s(2) = [1, 0] und
s(3) = [1, 1]. Diese werden im Trellis u¨bereinander dargestellt. Die beiden Ziffern ent-
sprechen den zwei vorhergehenden Magnetisierungsrichtungen resp. NRZ-Datenbits. Aus
diesem Grund korrespondiert der Zustand s(n) zum Zeitpunkt ti mit dem aktuellen Ab-
tastwert ri und den vorherigen NRZ-Datenbits.
In der horizontalen Achse ist die Zeit zu den Abtastzeitpunkten ti = i ·T dargestellt. Zu
jedem Abtastzeitpunkt ti ergeben sich in Abha¨ngigkeit von dem aktuellen Abtastwert
ri und den Kanalzusta¨nden zum Zeitpunkt ti−1 2L neue Zusta¨nde s(n). Diese werden
im Folgenden als s
(n)
i bezeichnet. Von jedem Zustand gehen aufgrund der bina¨ren Daten
genau zwei Verzweigungen aus, die den beiden mo¨glichen NRZ-Datenbits entsprechen. Im
Trellis entspricht dies zum Beispiel einer Verbindung von Zustand s
(m)





i (Abb. 4.2). Auf diese Weise bildet jede erlaubte Datensequenz cˆ einen
festen Weg durch den Trellis. Dadurch kann sie einer Sequenz von Zusta¨nden scˆ und
somit einer Sequenz von idealen Abtastwerten rcˆ zugeordnet werden, die sich auf einem
unverrauschten Kanal ergeben wu¨rden.
Bei der Decodierung des Viterbi-Algorithmus gelangt zu jedem Takt ein neuer von der
Festplatte gelesener Abtastwert ri in den Detektor. Die Sequenz der Abtastwerte r wird
im Trellis sequentiell mit allen idealen Sequenzen rcˆ verglichen. U¨ber ein geeignetes
Distanzmaß wird die a¨hnlichste Sequenz rcˆ gesucht. Dazu wird mit Hilfe des Euklidischen
Abstands zu jedem Zeitpunkt ti in allen 2
L Zusta¨nden s
(n)
i die Wahrscheinlichkeit fu¨r das
aktuelle Sample ri berechnet. Durch Multiplikation dieser Einzelwahrscheinlichkeiten fu¨r
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die Abtastwerte ri in Abha¨ngigkeit von den idealen Abtastwerten rcˆ,i ergibt sich eine














Zur Bestimmung der wahrscheinlichsten NRZ-Datenfolge c muss Gleichung (4.16), wie in
Gleichung (4.7) angegeben, maximiert werden. Der Viterbi-Algorithmus nimmt jedoch





(ri − rcˆ,i)2 (4.17)




i berechnet werden. Dies erfolgt rekursiv, indem zu jedem Zeitpunkt die Metrik fu¨r den
aktuellen Zweig hinzuaddiert wird. Diese wird als Branch-Metrik βi mit βi = (ri− rcˆ,i)2
bezeichnet.
Da jeder Zustand im Trellis zwei Folgezusta¨nde hat, treffen sich in jedem Zustand s
(n)
i
zwei Pfade. Dies ist in Abb. 4.2 fu¨r den Zustand s
(1)
i+2 skizziert. Dabei wird nur der Zweig
mit der geringeren Metrik (und somit der ho¨heren Wahrscheinlichkeit) weiter verfolgt
und als Survivor bezeichnet. Der andere Pfad wird verworfen. Durch das Streichen von
Pfaden wird der Pfad mit der geringsten Metrik λ = mincˆ λcˆ rekursiv bestimmt. So-
mit kann der Rechenaufwand erheblich reduziert werden, da nur eine konstante Anzahl
von 2L Metriken resp. Pfaden gespeichert werden muss. Das Streichen von 2L Pfaden
zu jedem Decodierschritt i fu¨hrt dazu, dass sich alle verbleibenden Pfade nach einer
Verzo¨gerung von τ Decodierschritten vereinigen. Es verbleibt ab dem Zeitpunkt ti−τ
nur ein einziger, wahrscheinlichster Pfad rcˆ. Dieser entspricht der wahrscheinlichsten
Datensequenz c. Der Wert von τ ha¨ngt sowohl vom verwendeten Target, als auch von
der gespeicherten Datensequenz ab. Die maximale La¨nge, nach der sich ausgehend vom
aktuellen Abtastwert alle Pfade vereinigen, wird als Survivor-La¨nge τmax bezeichnet.
In der Praxis mu¨ssen fu¨r eine Implementierung des Viterbi-Algorithmus alle 2L Pfade
gespeichert werden. Um den beno¨tigten Speicherplatz gering zu halten, werden die Pfade
nur bis zu einer maximalen Pfadla¨nge M gespeichert. Danach wird das letzte Bit ci−M des
Pfades mit der gro¨ßten Wahrscheinlichkeit ausgegeben, unabha¨ngig davon, ob sich bereits
alle Pfade vereinigt haben. Dadurch beeinflusst die Wahl der maximalen Pfadla¨nge M
den Hardware-Aufwand und bei M < τmax die Detektionsgu¨te. Auf dem Prinzip einer
begrenzten Pfadla¨nge basieren auch die im weiteren Verlauf dieser Arbeit pra¨sentierten
Signalraumdetektoren (Kap. 4.3).
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Soft-Output Viterbi Algorithmus (SOVA)
Der Viterbi-Algorithmus ist in der in Kap. 4.2.2 beschriebenen Variante nicht zu einer
Verarbeitung von Zuverla¨ssigkeitsinformation in der Lage. Hagenauer et al. haben jedoch
eine einfache Erweiterung pra¨sentiert, die die Ausgabe einer Wahrscheinlichkeit fu¨r jedes
detektierte Bit cj und somit einer Zuverla¨ssigkeitsinformation L(cj) ermo¨glicht [HH89].
Der so genannte Soft-Output Viterbi-Algorithmus (SOVA) berechnet die Zuverla¨ssig-
keitsinformation wa¨hrend der Bestimmung der Survivor-Pfade. Die Wahrscheinlichkeit
fu¨r einen bestimmten Pfad im Trellis wurde in Gleichung (4.16) bestimmt. Wenn sich
im Zustand s
(n)
i zwei Pfade treffen, wobei die Sequenz cs dem Survivor-Pfad entspricht
und die Sequenz cv dem verworfenen Pfad, la¨sst sich die Wahrscheinlichkeit Pf (s
(n)
i ) fu¨r
die Auswahl des falschen Survivor-Pfads im Zustand s
(n)





P (r|cs) + P (r|cv)
(4.18)
Fu¨r die Wahrscheinlichkeiten aus Gleichung (4.18) gilt P (r|cˆ) ∼ eλcˆ [Bos99]. Somit la¨sst
sich die Fehlerwahrscheinlichkeit Pf (s
(n)
i ) wie folgt ausdru¨cken:
Pf (s
(n)
















i = λs − λv
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Abbildung 4.3: Bestimmung der Zuverla¨ssigkeitsinformation mit Hilfe des SOVA. Die Auswahl eines
Survivor-Pfads cs (fett) im Zustand s
(1)
i bestimmt die Zuverla¨ssigkeitsinformation aller
Bits, die sich auf dem Survivor cs und dem verworfenen Pfad cv (gestrichelt) unter-
scheiden.
Die Wahrscheinlichkeit, im Zustand s
(n)
i zum Zeitpunkt ti einen falschen Survivor-Pfad
auszuwa¨hlen ist nach Gleichung (4.19) von der Differenz der Pfadmetriken ∆
(n)
i in die-
sem Zustand abha¨ngig. Daraus soll im Folgenden die daraus resultierende Fehlerwahr-
scheinlichkeit P
(n)
i (cj) fu¨r ein Ausgabebit cj bestimmt werden. Dieser Schritt muss bei
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Spa¨testens nach der Survivor-La¨nge τ vereinigen sich Survivor und verworfener Pfad
im Trellis. Aus diesem Grund beeinflusst die Entscheidung fu¨r einen Survivor-Pfad im
Zustand s
(n)
i ho¨chstens die Bits cj ∈ cs, fu¨r die gilt j ∈ {i − τ, . . . , i}. Des Weiteren
unterscheiden sich nicht notwendigerweise alle Bits ci−τ , . . . , ci auf dem Survivor-Pfad
und dem verworfenden Pfad. Die Entscheidung fu¨r einen Survivor im Zustand s
(n)
i betrifft
somit nur die Bits cs,j mit j ∈ {i − τ, . . . , i} auf dem Survivor-Pfad cs, fu¨r die gilt
cs,j 6= cv,j .
Dieser Umstand ist in dem Trellis in Abb. 4.3 skizziert. Im Zustand s
(1)
i treffen sich
zwei Pfade, wobei der Survivor cs fett und der verworfene Pfad cv gestrichelt gezeichnet
ist. Beide Pfade treffen sich wieder im Zustand s
(3)
i−5. Somit sind von der Auswahl des
Survivors alle Bits cs,j aus dem Survivor-Pfad cs fu¨r ti−5 < tj ≤ ti betroffen, fu¨r die gilt
cs,j 6= cv,j . Des Weiteren ist zu beru¨cksichtigen, dass der Ausgangs-Zustand – in Abb. 4.3
also s
(0)
i−1 – aufgrund einer vorherigen falschen Entscheidung bereits falsch sein kann. Die
Wahrscheinlichkeit hierfu¨r wird im Folgenden mit P
(0)
i−1(cj) bezeichnet. Daraus la¨sst sich
jetzt die gesuchte Wahrscheinlichkeit P
(1)
i (cj) bestimmen.
Allgemein la¨sst sich fu¨r den Zustand s
(n)
i die Wahrscheinlichkeit P
(n)
i (cj), dass Bit cj
falsch ist, wie folgt angeben:
– Wenn die Entscheidung fu¨r einen Survivor im Zustand s
(n)
i keinen Einfluss auf






– Wenn die Entscheidung fu¨r einen Survivor im Zustand s
(n)
i Bit cj beeinflusst
(cs,j 6= cv,j), muss aufgrund der bina¨ren Eigenschaft von cj zwischen zwei Fa¨llen
unterschieden werden. Zum einen kann cj falsch sein, weil bereits der vorausge-
hende Zustand s
(n)
i−1 falsch war. Zum anderen kann eine falsche Entscheidung im
aktuellen Zustand s
(n)
i zu einem falschen Wert von cj fu¨hren. Wenn jedoch beide
Ereignisse eintreten, ist das Bit cj wieder korrekt.
Diese Prozedur muss fu¨r jeden Zustand s
(n)
i und zu jedem Zeitpunkt ti durchgefu¨hrt








i−1(cj) · (1− Pf (∆(n)i ))
+ (1− P (n)i−1(cj)) · Pf (∆(n)i ) falls cs,j 6= cv,j
P
(n)
i−1(cj) falls cs,j = cv,j
(4.20)
Sobald sich zum Zeitpunkt ti−τ alle Pfade im Trellis vereinigt haben, verbleibt nur
noch ein Weg durch den Trellis: der Survivor-Pfad. Die Fehlerwahrscheinlichkeiten aus
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(4.20) fu¨r diesen Pfad werden als P (cj) bezeichnet. Damit la¨sst sich fu¨r j < i − τ die




∀j < t− τ (4.21)
Alternativ kann bei der Decodierung des Viterbi-Algorithmus auch direkt Zuverla¨ssig-
keitsinformation verwendet werden. Mit Hilfe des Zusammenhangs in (4.21) und der
Log-Likelihood Algebra [HOP96] kann auch die iterativ bestimmte Wahrscheinlichkeit
P
(n)
i (cj) aus (4.20) als Zuverla¨ssigkeitsinformation L
(n)
i (cj) ausgedru¨ckt werden [Bos99].
Die resultierenden Terme lassen sich durch eine einfache Minimum-Bildung anna¨hern,
so dass sich eine deutlich einfachere Berechnung ergibt, die fu¨r Implementierungen des



























≈ min(L(n)i−1(cj), ∆(n)i ) falls cs,j 6= cv,j
L
(n)
i−1(cj) falls cs,j = cv,j
(4.22)
Bisher wurden die in heutigen Festplatten als Standard eingesetzten PRML-Detektoren
inklusive des Soft-Output Viterbi Algorithmus zur Bestimmung von Zuverla¨ssigkeitsin-
formation pra¨sentiert. Wenn ein Detektor mit dem Ziel einer mo¨glichst einfachen Imple-
mentierung ausgewa¨hlt werden soll, bieten sich allerdings so genannte Fixed Delay Tree
Search (FDTS) Detektoren an, die im folgenden Kapitel vorgestellt werden.
4.3 Signalraumdetektion
Bei der Beschreibung des Viterbi-Algorithmus in Kapitel 4.2.2 wurde bereits eine Imple-
mentierung mit einer begrenzten Survivor-La¨nge M diskutiert. Basierend auf dieser Idee
kann ein Detektor mit geringer Hardware-Komplexita¨t konstruiert werden. Das Prinzip
ist in der Literatur als Fixed Delay Tree Search (FDTS) bekannt und wird in diesem
Kapitel erla¨utert. Die geometrische Interpretation des FDTS-Prinzips – die so genannte
Signalraumdetektion – fu¨hrt zu einer besonders einfachen und parallelen Architektur
[BM97a].
4.3.1 Fixed Delay Tree Search (FDTS) Detektoren
A¨hnlich wie beim Viterbi-Algorithmus mit begrenzter Survivor-La¨nge (Kap. 4.2.2), wird
bei einem FDTS-Detektor nach einer festen Verzo¨gerung vom M Taktzyklen eine Detek-
torentscheidung ausgegeben. Des Weiteren wird davon ausgegangen, dass die Pfadla¨nge
M ausreichend ist und somit vor dem Zeitpunkt ti−M nur noch ein einzelner Pfad im
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Trellis existiert (siehe Abb. 4.4). Unter dieser Voraussetzung erfu¨llt auch ein FDTS-












Abbildung 4.4: Das Prinzip eines FDTS Detektors mit M = 2 an einem Trellis: Im Zustand s
(n)
i−M−1
haben sich alle Pfade zu einem einzelnen Survivor-Pfad vereinigt. Von dort aus starten
verschiedene Wege durch den Trellis. Zum Zeitpunkt ti wird der Pfad mit der geringsten
Metrik ausgewa¨hlt (fett). Dadurch kann eine eindeutige Verzweigung zum Zeitpunkt
ti−M in den Zustand s
(m)
i−M festgelegt werden.
Der Decodierungsprozess erfolgt analog zum Viterbi-Algorithmus u¨ber eine rekursive
Minimierung der Pfadmetriken. Aus dem Zustand s
(n)
i−M−1 starten verschiedene Wege
durch den Trellis. Zu jedem Zeitpunkt ti gelangt ein weiterer Abtastwert ri in den De-
tektor. Zur Bestimmung der Detektorausgabe werden alle Pfade, die im Zustand s
(n)
i−M−1
beginnen und zum Zeitpunkt ti in einem der 2
L Zusta¨nde s
(n)
i enden, miteinander ver-
glichen und der Pfad mit der geringsten Metrik λ = mincˆ λcˆ als Survivor ausgewa¨hlt
(fett in Abb. 4.4). Durch diese Auswahl wird zum Zeitpunkt ti−M eine Verzweigung von
Zustand s
(n)
i−M−1 in einen Zustand s
(m)
i−M festgelegt. Das zu dieser Verzweigung geho¨ri-
ge Bit ci−M ist die Detektorausgabe. Da sich die Pfade zu allen vorherigen Zeitpunkten
t ≤ ti−M−1 nicht unterscheiden, ist eine Betrachtung der Zusta¨nde zu diesen Zeitpunkten




(ri − rcˆ,i)2 (4.23)
Im Gegensatz zu der Pfadmetrik aus (4.17) wird in (4.23) nicht u¨ber alle vorhergehenden
Zusta¨nde s
(n)
i aufsummiert. Bei realen Implementierungen wird die Pfadmetrik jedoch
u¨ber einen rekursiven Ansatz bestimmt, der zum Zeitpunkt ti einfach die aktuelle Pfad-
metrik hinzuaddiert. Dies fu¨hrt dazu, dass der Absolutbetrag der Metrik im Verlauf der
Zeit immer gro¨ßer wird und durch geeignete Maßnahmen kompensiert werden muss.
Alternativ zur rekursiven Formulierung kann auch eine interne Ru¨ckkopplungsschleife
eingesetzt werden, um den Einfluss vorheriger Entscheidungen ci auf die Pfadmetriken
zu kompensieren. U¨ber das Target Γ der La¨nge LΓ kann dann der Einfluss der Inter-
symbolinterferenz herausgerechnet werden. In diesem Fall werden an Stelle der von der
Festplatte gelesenen Abtastwerte r‘i die modifizierten Samples ri verwendet:
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Der Vorteil dieser Methode ist, dass die Pfadmetriken immer von einer festen Anzahl
von Verzweigungen abha¨ngen. Aus diesem Grund steigen sie im Verlauf der Decodierung
nicht an. Eine Kompensation, wie im Falle der rekursiven Berechnung ist somit nicht
notwendig. Das beschriebene Verfahren wird als Fixed Delay Tree Search mit Decision
Feedback (FDTS/DF) bezeichnet. Im Folgenden werden die Signalraumdetektoren (SSD)
als eine geometrische Interpretation der FDTS/DF Detektoren pra¨sentiert.
4.3.2 Signalraumdetektoren (SSD)
In der Literatur wurden SSDs fu¨r Kana¨le untersucht, die weißem und farbigem Rau-
schen unterliegen [Pat91, BM97a, MJ98, SHS00]. Ein Signalraumdetektor erlaubt eine
geometrische Interpretation des Detektionsprozesses. Wie beim FDTS-Detektor wird das
Ausgabebit ci−M eindeutig durch die letzten M + 1 Abtastwerte r = {ri−M , . . . , ri} be-
stimmt, von denen die ISI-Terme gema¨ß (4.24) entfernt wurden.
Die eigentliche Detektion erfolgt in einem M + 1-dimensionalen Vektorraum, dem so
genannten Signalraum S = RM+1. In diesem Signalraum werden die zu der Datense-
quenz cˆ ∈ C geho¨rigen Sequenzen rcˆ der idealen Abtastwerte als Punkte dargestellt und
als erlaubte Signalpunkte (engl. admissible signal point) scˆ bezeichnet. Die Menge C
entha¨lt alle vom Modulationscode zugelassenen bina¨ren Sequenzen der La¨nge M + 1.
Die Komponenten sj des erlaubten Signalpunkts scˆ = {si−M , . . . , si} ergeben sich durch





Eine beliebige verrauschte Sequenz r kann ebenfalls im Signalraum als so genannter be-
obachteter Signalpunkt (engl. observed signal point) r dargestellt werden. Im Folgenden
wird die Detektorausgabe unter der Annahme von gleichverteiltem weißem Rauschen
mit der Kovarianzmatrix R und fu¨r eine begrenzte Pfadla¨nge M berechnet. Gema¨ß des
Maximum Likelihood Kriteriums bestimmt der Signalraumdetektor mit
(r − sc)T R−1 (r − sc) = min
scˆ
[
(r − scˆ)T R−1 (r − scˆ)
]
(4.26)
zuna¨chst die wahrscheinlichste Sequenz c = {ci−M , . . . , ci} ∈ C und gibt schließlich ci−M
als Entscheidung aus. Sofern der Einfluss eines Modulationscodes vernachla¨ssigt wird,
ist die Menge der in (4.26) beno¨tigten erlaubten Signalpunkte laut (4.25) zeitinvariant
und bildet einen festen Satz von Punkten im Signalraum S = RM+1.
Somit kann mit Hilfe von (4.26) jedem beobachteten Signalpunkt r ein erlaubter Si-
gnalpunkt scˆ und eine dazu geho¨rige Detektorausgabe cˆi−M zugeordnet werden. Die
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Menge aller Signalpunkte, die einem festen erlaubten Signalpunkt scˆ zugeordnet wird,
bildet eine homogene Partition (so genannte Voronoi-Region). Diese wird im Folgenden
als Entscheidungsregion Rcˆ bezeichnet. Wie in Abb. 4.5 fu¨r einen zweidimensionalen
Signalraum zu sehen, werden die Entscheidungsregionen durch Hyperebenen begrenzt.
Jede Hyperebene trennt dabei zwei erlaubte Signalpunkte, die sich in der dazu geho¨rigen
Detektorausgabe cˆi−M unterscheiden [Pat91]. Geometrisch ergeben sich die Hyperebenen
im zweidimensionalen Fall und unter der Annahme von AWGN als die Mittelsenkrech-
ten der Verbindungslinien der entsprechenden erlaubten Signalpunkte. Dicht beieinander
liegende Hyperebenen ko¨nnen jedoch zur Vereinfachung einer Detektorimplementierung
ohne nennenswerte Einbußen bei der Zuverla¨ssigkeit weggelassen werden [MJ98]. Aus
diesem Grund wird der Einfluss nicht implementierter Ebenen auch bei der Konstrukti-

















Abbildung 4.5: Konzept der Signalraumdetektion in einem zweidimensionalen Signalraum. Die Ent-
scheidungsebenen (gestrichelt) formen die Entscheidungsregionen (fett).
Die optimale Lage der Entscheidungsebenen la¨sst sich im Voraus berechnen, da die Po-
sitionen der erlaubten Signalpunkte bekannt sind. Die Minimierung von (4.26), die zur
Bestimmung der Detektorausgabe notwendig ist, entspricht im Signalraum der Identifi-
kation der Entscheidungsregion Rc, in dem sich der Signalpunkt befindet. In der SSD-
Architektur geschieht dies, indem die relative Lage des empfangenen Signalpunkts r zu
den Entscheidungsebenen
Ej = {x |nTj x− kj = 0} , j = 1, . . . , N (4.27)
bestimmt wird. Die relative Position von r zu allen Entscheidungsebenen kann dann
durch einen Boolschen Vektor  = [1, . . . , N ] mit
j = (n
T
j r − kj > 0). (4.28)
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festgelegt werden. U¨ber den Wert von  kann der empfangene Signalpunkt dann einer
Entscheidungsregion Rc zugeordnet werden. Dadurch wird die eigentliche Detektoraus-
gabe ci−M mit Hilfe der Boolschen Abbildung O() nach der Vorschrift
O() = ci−M (4.29)
bestimmt. Wenn r elementweise in den Detektor gespeist wird, kann die Lo¨sung von
(4.28) mit Hilfe einer FIR-Filter Struktur, gefolgt von einem Schwellwert-Entscheider,
bestimmt werden [BM97a]. Diese Struktur bildet die Ebenengleichungen im Signalraum































Abbildung 4.6: Schematische Illustration einer SSD Architectur.
Durch die parallele Auswertung aller Entscheidungsebenen ist die vorgestellte Architek-
tur besonders effizient. Das Konzept der Signalraumdetektion la¨sst sich zudem einfach
zu einem Soft-Output Detektor erweitern. Das dabei eingesetzte Verfahren wird im fol-
genden Kapitel vorgestellt.
4.4 Soft-Output Signalraumdetektion
Die Bestimmung von Soft-Outputs la¨sst sich leicht im Signalraum veranschaulichen.
Allgemein kann die Zuverla¨ssigkeit L(ci−M ) der Detektorausgabe ci−M in Abha¨ngigkeit
vom empfangenen Signalpunkt r u¨ber das Log-Likelihood Verha¨ltnis der a posteriori-
Wahrscheinlichkeiten (engl. a posteriori probabilities (APP)) fu¨r die beiden mo¨glichen
Detektorausgaben ”+1” and ”-1” bestimmt werden (vgl. (4.8)). Fu¨r einen Signalraum,
der durch eine einzelne Hyperebene partitioniert werden kann, ergibt sich
L(ci−M ) = ln
P (ci−M = +1|r)
P (ci−M = −1|r) = x · d, (4.30)
wobei x ein durch Simulation bestimmbarer Faktor und d der geometrische Abstand des
empfangenen Signalpunktes zur Entscheidungsebene ist [SMO01]. Die Abha¨ngigkeit vom
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Abstand d la¨sst sich auch anschaulich verdeutlichen: Liegt der empfangene Signalpunkt
r dicht an einem erlaubten Signalpunkt, so entspricht dies einer zuverla¨ssigen Entschei-
dung, weil eine sehr gute U¨bereinstimmung mit einem unverrauschten Punkt vorliegt.
Im Gegensatz dazu kann ein Signalpunkt, der genau auf einer Entscheidungsebene liegt,
keiner Detektorausgabe zugeordnet werden. Die beiden Wahrscheinlichkeiten im Za¨hler
und im Nenner von (4.30) sind dann aufgrund der Definition der Entscheidungsebene
(Siehe Kap. 4.3.2) gleich groß und die Zuverla¨ssigkeit L(ci−M ) hat den Wert Null.
Das Prinzip aus (4.30) wurde fu¨r den optischen Kanal einer DVD entwickelt, des-
sen Signalraumkonstellation mit einer einzigen Hyperebene partitioniert werden kann
[SMO01]. Auf dem magnetischen Kanal sind jedoch typischerweise mehrere Entschei-
dungsebenen notwendig [BM96b]. Aus diesem Grund ist (4.30) nicht anwendbar. In
diesem Fall kann L(ci−M ) bestimmt werden, indem der Abstand des empfangenen Si-
gnalpunktes zu allen erlaubten Signalpunkten betrachtet wird [Ste02]. Dazu wird die
Menge der erlaubten Signalpunkte in zwei Gruppen partitioniert, die mit den beiden
mo¨glichen Detektorausgaben korrespondieren: saˆ entspricht einem erlaubten Signalpunkt
mit der dazugeho¨rigen Datensequenz aˆ ∈ A mit A = {aˆ ∈ C | aˆi−M = +1} und sbˆ
entspricht einem erlaubten Signalpunkt mit der dazugeho¨rigen Datensequenz bˆ ∈ B
mit B = {bˆ ∈ C | bˆi−M = −1}. P (saˆ) und P (sbˆ) sind die a priori-Wahrscheinlichkeiten
fu¨r die entsprechenden Signalpunkte. Mit Hilfe von (4.26) lassen sich u¨ber die geome-
trischen Absta¨nde zwischen erlaubten und empfangenen Signalpunkten die bedingten
Wahrscheinlichkeiten P (r|saˆ) und P (r|sbˆ) in Abha¨ngigkeit von r angeben. Es ergibt sich












Der Ansatz aus (4.31) fu¨hrt zu sehr guten Ergebnissen [Ste02], erfordert mit den beding-
ten Wahrscheinlichkeiten jedoch Parameter, die in der vorgestellten Hard-Output SSD
Architektur nicht zur Verfu¨gung stehen. Aus diesem Grund sind aufwa¨ndige Modifika-
tionen notwendig, die unter dem Gesichtspunkt einer mo¨glichst geringen Verlustleistung
vermieden werden sollten. Alternativ zu der Implementierung von (4.31) wurde in der
gleichen Vero¨ffentlichung eine Approximation vorgestellt, mit deren Hilfe die Zuverla¨ssig-
keit u¨ber eine parametrische Modellierung bestimmt wurde [Ste02]. Dennoch sind auch
hier kostspielige Modifikationen der Detektorhardware no¨tig. Im folgenden Abschnitt
wird aus diesem Grund eine andere Soft-Output Architektur vorgestellt, die praktisch
keine Vera¨nderungen an der Hard-Output Architektur erfordert.
4.5 Low-Complexity Soft-Output Signalraumdetektoren
Bei der Konstruktion eines Low-Complexity Soft-Output Signalraumdetektors [SSHS03]
(im Folgenden als S3D bezeichnet) soll bei der Bestimmung der Zuverla¨ssigkeitsinforma-
tion mo¨glichst von Gro¨ßen ausgegangen werden, die schon bei einem normalen Hard-
Output Detektor beno¨tigt werden. Zu diesem Zweck wird ein Detektor konstruiert, der
zur Bestimmung der Soft-Outputs eine einzelne, geeignete Entscheidungsebene auswa¨hlt.
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Der normalisierte Abstand zu dieser Ebene wird schließlich zur Berechnung der Zu-
verla¨ssigkeitsinformation verwendet. Im Einzelnen mu¨ssen zur Konstruktion des S3D -
Detektors die folgenden Aufgaben gelo¨st werden [SSHS03]:
– Berechnung der Soft-Outputs fu¨r AWGN
Da ein SSD fu¨r den magnetischen Kanal aus mehreren Entscheidungsebenen kon-
struiert ist, kann es passieren, dass ein empfangener Signalpunkt von mehreren
Entscheidungsebenen umgeben ist. In Kap. 4.5.1 wird fu¨r diesen Fall ein Verfahren
zur Auswahl einer einzelnen Ebene entwickelt. Die Berechnung erfolgt zuna¨chst
unter der Annahme von stationa¨rem, weißem Rauschen (AWGN).
– Berechnung der Soft-Outputs fu¨r farbiges Rauschen
Signalraumdetektoren verwenden in der Regel einen Forward-Equalizer, so dass
das Rauschspektrum am Eingang des Detektors gefa¨rbt ist. Diese Rauschfa¨rbung
bewirkt eine Verschiebung der Ebenenkonstellation, die bei der Berechnung der
Zuverla¨ssigkeitsinformation beru¨cksichtigt werden muss (Kap. 4.5.2).
– Betrachtung konkaver Entscheidungsregionen
In konkaven Entscheidungsregionen entspricht der Abstand zur Entscheidungsre-
gion nicht immer dem Abstand zur na¨chsten Entscheidungsebene. Fu¨r diesen Fall
wird in Kap. 4.5.3 eine Na¨herung vorgestellt.
– Beru¨cksichtigung von Fehlerfortpflanzung
Ein Signalraumdetektor ist ein FDTS-Detektor mit Decision Feedback (FDTS/DF).
Die Feedback-Schleife fu¨hrt zu Fehlerfortpflanzung, die die Soft-Outputs beein-
flusst. In Kap. 4.5.4 wird ein Algorithmus aufgezeigt, der – a¨hnlich zu der Berech-
nung beim Soft-Output Viterbi-Algorithmus (SOVA, Kap. 4.2.2) – die Zuverla¨ssig-
keitsinformation anpasst.
– Entwurf einer Detektor-Architektur
Abschließend wird in Kap. 4.5.5 eine Architektur pra¨sentiert. Eine Ausgabe der in
Kap. 4.5.2 berechneten Zuverla¨ssigkeitsinformation kann praktisch ohne Vera¨nde-
rungen an der bestehenden Detektorhardware realisiert werden.
4.5.1 Berechnung der Zuverla¨ssigkeitsinformation fu¨r AWGN
Bei der Berechnung der Zuverla¨ssigkeitsinformation wird zuna¨chst von (4.31) ausgegan-
gen. Somit wird der geometrische Abstand eines empfangenen Signalpunktes zu den
anderen Signalpunkten als Maß fu¨r die Zuverla¨ssigkeit der Detektorausgabe verwendet.
Durch die Anwendung einer u¨blichen Max-Log-Approximation kann (4.31) zu











48 KAPITEL 4. DETEKTIONSVERFAHREN
vereinfacht werden. Somit kann die Zuverla¨ssigkeit der Detektorausgabe ci−M durch die
maximalen Wahrscheinlichkeiten fu¨r die beiden mo¨glichen Detektorausgaben ”+1” und
”-1” ausgedru¨ckt werden. Unter dem Einfluss von weißem Rauschen (AWGN) mit der











einfach bestimmt werden. Der Detektor bestimmt die wahrscheinlichste Datensequenz c,
die mit dem erlaubten Signalpunkt sc assoziiert ist und gibt ci−M als Entscheidung aus.
Dies bedeutet, dass entweder
P (r | sc) = max
saˆ
P (r | saˆ) (fu¨r ci−M = +1) oder (4.34)
P (r | sc) = max
s
bˆ
P (r | s
bˆ
) (fu¨r ci−M = −1) (4.35)
wa¨hrend der normalen Detektoroperation bestimmt werden. Wenn also ci−M = +1,
bestimmt der Detektor








im anderen Fall, wenn ci−M = −1, wird
|L(ci−M )| = ln P (r | sc)
max
saˆ
P (r | saˆ)
(4.37)
berechnet. Da der erlaubte Signalpunkt sc der wahrscheinlichsten Sequenz c entspricht,
ist der Logarithmus ln(·) in (4.36) oder (4.37) in jedem Fall positiv, da der Za¨hler gro¨ßer
als der Nenner ist. Aus diesem Grund wird der Absolutbetrag der Zuverla¨ssigkeitsin-
formation |L(ci−M )| berechnet. Dennoch kann mit L(ci−M ) = ci−M · |L(ci−M )| leicht
das Vorzeichen bestimmt werden. Im Nenner von (4.36) oder (4.37), wird durch die Ma-
ximierung die wahrscheinlichste Datensequenz a oder b gesucht, deren erstes Element
ai−M oder bi−M nicht der Detektorausgabe ci−M entspricht. In diesem Fall werden die
erlaubten Signalpunkte sc und sa bzw. sb von einer Entscheidungsebene getrennt, die die
Entscheidungsregion Rc begrenzt. Eine Ebene, die diese Eigenschaft besitzt, wird ent-
scheidend genannt. Die Menge aller entscheidenden Ebenen, die die Entscheidungsregion
Rc um sc begrenzen, wird als Dc bezeichnet.
In Abb. 4.7 ist ein zweidimensionaler Signalraum mit zwei Entscheidungsebenen zu se-
hen, die den Raum in zwei Entscheidungsregionen unterteilen. An dieser Konstellation
wird eine geometrische Lo¨sung fu¨r (4.32) hergeleitet, die auf (4.30) zuru¨ckgefu¨hrt werden
kann und dadurch eine Bestimmung der Konstante x aus (4.30) erlaubt. In der Abbil-
dung liegt ein empfangener Signalpunkt r in der nicht schattierten Region und es gilt
e > f . Es wird AWGN mit der Varianz σ2 vorausgesetzt.























Abbildung 4.7: Bestimmung der Max-Log Zuverla¨ssigkeitsinformation L(ci−M ) fu¨r einen erlaubten
Signalpunkt r, der von zwei Entscheidungsebenen umgeben ist.
Wenn die Max-Log Approximation aus (4.32) angewendet wird, wird die Zuverla¨ssig-
keitsinformation nur anhand des Abstands zweier Signalpunkte saˆ und sbˆ zu r bestimmt.
Im Folgenden wird hergeleitet, dass in diesem Fall der geometrische Abstand von r zu
der Entscheidungsebene, die saˆ und sbˆ trennt, proportional zur Zuverla¨ssigkeit ist. Fu¨r







Durch Einsetzen von (4.33) in (4.32) ergibt sich


















(h2 + (b + d)2)− (h2 + (b− d)2)
2σ2
= 2 b d/σ2.
(4.38)





und mit L(ci−M ) = ci−M · |L(ci−M )| die Zuverla¨ssigkeitsinformation zu
L(ci−M ) = ci−M · x · d. (4.40)
Die Rauschvarianz σ2 a¨ndert sich in den Simulationen bei einer Variation des Signal-
Rausch-Verha¨ltnisses. Sie kann entweder gemessen oder die Kanalcharakteristik ab-
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gescha¨tzt werden [HW99]. In einer praktischen Implementierung reicht allerdings das
Verha¨ltnis aufeinander folgender Bitzuverla¨ssigkeiten fu¨r einen zuverla¨ssigen Betrieb des
Detektors aus. In diesem Fall ist die Rauschvarianz irrelevant.
Wenn die zur Berechnung der Soft-Outputs betrachtete Ebenengleichung Ej derart nor-
miert wird, dass der Normalenvektor die La¨nge |n| = x hat, ist L(ci−M ) bei leichten Mo-
difikationen der Detektor-Architektur direkt am Ausgang erha¨ltlich (Siehe Kap. 4.5.5).
Es ergibt sich:
L(ci−M ) = ci−M · |nTj r − kj | (4.41)
In der Praxis wird jedoch jede Entscheidungsregion Rc von mehreren Entscheidungs-
ebenen begrenzt. Die Menge der fu¨r die Detektorausgabe relevanten Ebenen wurde in
diesem Kapitel als Dc definiert. Wenn eine Entscheidungsregion Rc von j entscheiden-
den Ebenen umgeben ist, kann die Max-Log Zuverla¨ssigkeit aus (4.32) bestimmt werden,
indem (4.41) u¨ber alle entscheidenden Ebenen Ej aus Dc minimiert wird:
L(ci−M ) = ci−M · min
j∈Dc
|nTj r − kj | (4.42)
Dies entspricht der Maximierung des Nenners in (4.36) bzw. (4.37). Die Menge der
entscheidenden Ebenen kann wa¨hrend des Detektordesigns vorausberechnet werden, so
dass im Betrieb des Detektors an dieser Stelle kein Rechen-Overhead entsteht.
4.5.2 Berechnung der Zuverla¨ssigkeitsinformation fu¨r farbiges Rau-
schen
Die durch den Equalizer verursachte Rauschfa¨rbung bewirkt, dass sich die ideale Posi-
tion der Entscheidungsebenen verschiebt. Dennoch kann auch fu¨r gefa¨rbtes, stationa¨res
Rauschen ein S3D konstruiert werden. Zu diesem Zweck wird die Signalraumtransforma-
tion angewendet, die zur Konstruktion des so genannten Noise-Whitening SSD (WSSD)
entwickelt wurde [SHS00]. Dazu wird die Hauptachsentransformation
x = H · x′ (4.43)
angewendet, die jeden Punkt x ∈ S in die so genannte White Noise Doma¨ne S ′ u¨berfu¨hrt,
in der das Rauschen weiß ist. H ist die dazugeho¨rige Transformationsmatrix [SHS00].
Die Entscheidungebenen ko¨nnen dann nach den in Kap. 4.5.1 vorgestellten Methoden in
der Form E′ = {x′ |n′T · x′ − k′ = 0} konstruiert werden. Die inverse Transformation
der Ebenen fu¨hrt schließlich zu den Entscheidungsebenen, die im WSSD implementiert
werden mu¨ssen:
E = {x |nT · x− k = 0} mit (4.44)
n = (H−1)T · n′ und k = k′. (4.45)
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Wichtig fu¨r das Design eines WSSD Detektors ist, dass Wahrscheinlichkeiten durch die
Signalraumtransformation erhalten bleiben und somit gilt: P (x′ ∈ U ′ ⊆ S ′) = P (x ∈
U ⊆ S). U ′ ist die Abbildung einer Region U ∈ S in den Signalraum S ′. Daraus folgt die
wichtige Eigenschaft, dass die Performance eines WSSD Detektors identisch mit der eines
SSD Detektors ist, der in der White Noise Doma¨ne konstruiert wurde. Dies bedeutet,
dass auch die Bitzuverla¨ssigkeiten des WSSD und des in S ′ konstruierten SSD gleich
sind:
|L(ci−M )| = |n′T · r′ − k′| mit (4.46)
|n′| = 2b′/σ′2, (4.47)
wobei b′ der Abstand des empfangenen Signalpunkts r′ zu der betrachteten Entschei-
dungsebene ist und σ′2 die Rauschvarianz in der White Noise Doma¨ne. H kann so
gewa¨hlt werden, dass σ′ = 1 [SHS00]. Wenn r′ ersetzt, wird ergibt sich mit (4.45)
|L(ci−M )| = |n′T · H−1 · r − k′| (4.48)
= |nT · r − k|. (4.49)
Wie bereits bei der Berechnung der Ebenen beim SSD in (4.41), ist die Bestimmung von
(4.49) auch im Hard-Output WSSD notwendig. Somit sind auch im Falle stationa¨ren,
farbigen Rauschens keine weiteren Hardware-Modifikationen zur Berechnung der Zu-
verla¨ssigkeitsinformation einer einzelnen Ebene erforderlich.
Des Weiteren ergibt sich auch beim Soft-Output WSSD in (4.47) eine Normierung von
|n′|, analog zu der Normierung von |n| in (4.41). Dies ist in beiden Fa¨llen die einzige
Hardware-Modifikation bei der Konstruktion der Entscheidungsebenen. Die abschließen-
de Berechnung des Soft-Outputs |L(ci−M )| ist analog zu (4.42).
4.5.3 Betrachtung konkaver Entscheidungsregionen
In konkaven Entscheidungsregionen kann (4.42) nicht direkt angewendet werden. Dieser
Umstand ist in Abb. 4.8 skizziert. Nur der durchgezogene Teil der Entscheidungsebe-
nen E1 und E2 begrenzt die konvexe Entscheidungsregion Ra (weiß) um den erlaubten
Signalpunkt s
(0)
a . Der gestrichelte Teil der Ebenen liegt in einer konkaven Entscheidungs-
region Rb (grau schattiert), die mit den beiden erlaubten Signalpunkten s(0)b und s(1)b
assoziiert ist. In einem Teil dieser konkaven Region, zwischen den gestrichelten Teilen
der Ebenen, haben weder E1, noch E2 einen Einfluss auf die Detektorentscheidung. Aus
diesem Grund sind beide Ebenen dort nicht entscheidend fu¨r die Bestimmung der Zu-
verla¨ssigkeitsinformation mit Hilfe von (4.42).
Dieser Umstand soll an zwei Beispielen verdeutlicht werden. In der Abbildung sind zwei
empfangene Signalpunkte r1 und r2 zu sehen, die beide in der Entscheidungsregion Rb
liegen. Im Falle von r1 begrenzt nur E1 die Entscheidungsregion Rb und ist somit als

















Abbildung 4.8: E1 und E2 bilden eine konkave Entscheidungsregion Rb (grau schattiert) und eine kon-
vexe Entscheidungsregion Ra (weiß dargestellt). In diesem Fall sind beide r2 umge-
bende Ebenen nicht entscheidend fu¨r die Bestimmung der Zuverla¨ssigkeitsinformation.
einzige entscheidend. Aus diesem Grund muss E1 fu¨r die Berechnung der Zuverla¨ssig-
keitsinformation in (4.42) verwendet werden, obwohl der Abstand von r1 zu E2 kleiner
ist. Die Menge der entscheidenden Ebenen entha¨lt nur E1, das heißt Db = {E1}.
Fu¨r den empfangenen Signalpunkt r2 begrenzen indes weder E1 noch E2 die Entschei-
dungsregion Rb. Dies bedeutet, dass in konkaven Entscheidungsregionen Bereiche exi-
stieren, die von keiner entscheidenden Ebene umgeben sind. In diesem Fall ist die Menge
der entscheidenden Ebenen leer: Db = {0} – es stehen somit keine Ebenen fu¨r die Mini-
mierung in (4.42) zur Verfu¨gung. Die Entscheidungsregion wird statt dessen von beiden
Ebenen aus der Menge Ei = {E1, E2} gemeinsam begrenzt. U¨ber die in Kap. 4.3.2
eingefu¨hrte Boolsche Abbildung O() kann dieser Umstand verdeutlicht werden: Die
Abbildungen
O(1, 2) = O(1, 2) = O(1, 2) = ci−M (4.50)
fu¨hren alle zu der gleichen Detektorausgabe ci−M . Erst O(1, 2) ergibt eine andere De-
tektorausgabe. Somit entspricht der minimale Abstand eines empfangenen Signalpunk-
tes zu der Grenze der Entscheidungsregion nicht dem Abstand zu einer einzelnen Ebene.
Statt dessen mu¨sste fu¨r eine exakte Berechnung die Entfernung zu dem Schnittpunkt
der Entscheidungsebenen betrachtet werden. Im Fall von r2 in Abb. 4.8 ist das der mit c
bezeichnete Abstand von r2 zur EntscheidungsregionRa um s(0)a . Dieses Maß steht in der
Hard-Output SSD Architektur jedoch nicht zur Verfu¨gung, da die Schnitt- oder Kreu-
zungspunkte der Ebenen in einer Hard-Output Implementierung nicht beno¨tigt werden.
Aus diesem Grund kann die gesuchte Gro¨ße auch nicht ohne weiteres aus dem Detekti-
onsprozess extrahiert werden.
Ziel dieses Kapitels ist die Konstruktion eines Soft-Output Detektors, der mo¨glichst
wenige Vera¨nderungen an der Hard-Output Architektur erfordert. Aus diesem Grund
soll eine Na¨herung gewa¨hlt werden, die eine niedrige Schranke fu¨r die Bitzuverla¨ssigkeit
darstellt. Dazu wird in der Situation in Abb. 4.8 an Stelle von c der maximale Abstand
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zu allen umgebenden, nicht entscheidenden Ebenen Ei = {E1, E2} zur Berechnung von
L(ci−M ) herangezogen.
In der Abbildung ist a > b. Des Weiteren gilt, dass c ≥ a und c ≥ b. Somit wird der
Abstand a als untere Schranke zur Berechnung der Zuverla¨ssigkeit verwendet. Dieser
Ansatz ist sehr einfach, ermo¨glicht jedoch eine Implementierung ohne weit reichende
Vera¨nderungen an der bestehenden Hardware.
Das Prinzip kann leicht fu¨r Signalra¨ume mit einer ho¨heren Dimension erweitert werden.
In einem N -dimensionalen Signalraum S = RN ko¨nnen bis zu N Hyperebenen eine
konvexe Entscheidungsregion formen. Wenn keine fu¨r einen empfangenen Signalpunkt
entscheidende Hyperebene zur Verfu¨gung steht, kann analog zum zweidimensionalen
Signalraum der gro¨ßte Abstand von r zu den N umgebenden Hyperebenen als niedri-
ge Schranke fu¨r L(ci−M ) gewa¨hlt werden. Die Menge der entscheidenden Ebenen kann
ebenso wie im Fall von Kap. 4.5.1 statisch vorberechnet werden.
4.5.4 Beru¨cksichtigung von Fehlerfortpflanzung
Die Feedback-Schleife in der Detektor-Architektur (Abb. 4.6) kann aufgrund der Ru¨ck-
kopplung fehlerhafter Detektorausgaben zu Fehlerfortpflanzung fu¨hren. Dieser Effekt
beeinflusst natu¨rlich die Berechnung der Zuverla¨ssigkeitsinformation, was in (4.42) nicht
beru¨cksichtigt ist. Aus diesem Grund muss der Einfluss der vorhergehenden Detektor-
entscheidung c−1 auf das aktuelle Ausgabebit c0 berechnet werden2. Detektionsfehler
ko¨nnen wa¨hrend des Decodiervorgangs auf zwei unterschiedliche Ursachen zuru¨ckgefu¨hrt
werden:
1. Ein empfangener Signalpunkt kann durch Rauschen derart vera¨ndert werden, dass
er in eine andere Entscheidungsregion verschoben wird. Die Wahrscheinlichkeit fu¨r
dieses Ereignis wird als P Ec0 bezeichnet.
2. Eine falsche Detektorausgabe c−1 fu¨hrt zu Fehlerfortpflanzung, die die Detektor-
ausgabe von c0 zu c˜0 kippen la¨sst. Bei der Trellis-Repra¨sentation des Detektions-
prozesses entspricht dies einem falschen Ausgangszustand zum Zeitpunkt t−1. Der
Fehler kann also bereits vor dem Zeitpunkt t−1 aufgetreten sein. Dieses Ereignis
tritt mit der Wahrscheinlichkeit P Ec−1 auf.
Die Detektorausgabe c0 ist bina¨r und kann somit nur einem der beiden Datensymbole
”+1” oder ”-1” entsprechen. Aus diesem Grund ist c0 nur dann falsch, wenn genau eines
der beschriebenen Ereignisse auftritt. Treten hingegen beide Ereignisse simultan auf, ist
die Detektorausgabe aufgrund ihrer bina¨ren Form wieder korrekt. Des Weiteren fu¨hrt
eine falsche Entscheidung c−1 nicht notwendigerweise zu einer falschen Entscheidung c0.
Im Folgenden sei c0 die Detektorausgabe und c˜0 die Detektorausgabe unter der Annahme,
dass das Feedback invertiert wurde. Falls beide Detektorausgaben verschieden sind, das
heißt c0 6= c˜0, muss Fehlerfortpflanzung beru¨cksichtigt werden. In diesem Fall fu¨hrt eine
2Zur einfacheren Darstellung wird im Folgenden davon ausgegangen, dass i = M . Somit ist die
vorherige Detektorausgabe c−1 und die aktuelle c0.
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falsche Entscheidung c−1 auch zu einer falschen Entscheidung c0. Sind hingegen beide
Detektorausgaben identisch (c0 = c˜0), so hat c−1 keinen Einfluss auf c0. In diesem Fall
kann die Fehlerfortpflanzung vernachla¨ssigt werden.
Im Folgenden soll dies formal ausgedru¨ckt werden, indem die Wahrscheinlichkeit PEP fu¨r
eine korrekte Detektorausgabe c0 unter Beru¨cksichtigung von Fehlerfortpflanzung und







(1− PEc0 ) · (1− PEc−1)
+PEc0 · PEc−1 falls c0 6= c˜0
1− PEc0 falls c0 = c˜0
(4.51)
Der in diesem Kapitel vorgestellte Detektor produziert jedoch Log-Likelihood-Werte
und keine Wahrscheinlichkeiten. Aus diesem Grund ist eine Detektorimplementierung
einfacher, wenn statt der Wahrscheinlichkeiten die Zuverla¨ssigkeitsinformationen L(c0)
und L(c−1) verwendet werden. Diese ko¨nnen jedoch mit der Log-Likelihood Algebra
[HOP96] leicht ineinander u¨berfu¨hrt werden. Der erste Term in (4.51) (c0 6= c˜0) kann
durch die kleinste Zuverla¨ssigkeit der beiden Entscheidungen c0 und c−1 approximiert
werden [HOP96]:




≈ sign(L(c0)) · sign(L(c−1))
·min(|L(c0)|, |L(c−1)|)
Der zweite Term in (4.51) (c0 = c˜0) kann direkt mit LEP (c0) = L(c0) angegeben werden.




min(|L(c0)|, |L(c−1)|) falls c0 6= c˜0
|L(c0)| falls c0 = c˜0
(4.53)
Somit kann auch unter Beru¨cksichtigung von Fehlerfortpflanzung die Zuverla¨ssigkeitsin-
formation durch eine einfache Minimum-Bestimmung angegeben werden.
4.5.5 Detektor-Architektur
In diesem Kapitel werden die zur Implementierung eines Soft-Output Detektors not-
wendigen Hardware-Modifikationen skizziert. Wie bereits in Kap. 4.5.1 erwa¨hnt, ergibt
sich die Zuverla¨ssigkeitsinformation |L(c0)| fu¨r die Detektorausgabe c0 durch eine ge-
eignete Normierung der Ebenengleichungen (siehe (4.41) und (4.42)). Die vera¨nderte
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Architektur ist in Abb. 4.9 fu¨r eine einzelne Entscheidungsebene E1 zu sehen. Wenn
die Ebenengleichungen gema¨ß (4.41) normiert sind, muss nur die Konstante k an den
Einga¨ngen der Schwellwert-Entscheider hinzuaddiert werden um |L(c0)| zu erhalten. Die
Berechnung des Absolutbetrags ist notwendig, da das Vorzeichen nur die relative Lage
des empfangenen Signalpunktes zur Ebene angibt und nicht den Hard-Output. Das kor-
rekte mit der Detektorausgabe c0 ∈ {+1, −1} korrespondierende Vorzeichen kann mit

























Abbildung 4.9: Berechnung der Zuverla¨ssigkeitsinformation in der SSD-Architektur: Die Log-
Likelihood-Zuverla¨ssigkeit ist direkt an den Einga¨ngen der Schwellwert-Entscheider
erha¨ltlich.
Eine weitere Logik (in Abb. 4.9 nicht gezeigt) muss zur Auswahl der korrekten Ent-
scheidungsebene fu¨r die Minimierung in (4.42) und zur Beru¨cksichtigung der Fehlerfort-
pflanzung laut (4.53) eingesetzt werden. Fu¨r die Berechnung der Fehlerfortpflanzung mit
(4.53) mu¨ssen die Schwellwertentscheider fu¨r beide mo¨glichen Feedback-Werte ausgewer-
tet werden, was zu einer Erho¨hung der Hardware-Komplexita¨t fu¨hrt.
Daher ergibt sich ein Soft-Output Detektor mit geringerer Komplexita¨t (im Folgenden
Low-Complexity S3D genannt), wenn der Einfluss von Fehlerfortpflanzung vernachla¨ssigt
wird. Falls ein solcher Detektor mit nicht-bina¨ren, fehlerkorrigierenden Codes kombiniert
wird und die durch Fehlerfortpflanzung hervorgerufenen Bu¨ndelfehler deutlich kleiner als
die Symbolgro¨ße des Codes sind, wird der Anstieg der Fehlerrate unter Umsta¨nden nur
sehr gering sein.
Hard-Output Signalraumdetektoren wurden bereits in Hinblick auf die Hardware-Kom-
plexita¨t mit EPR4-PRML Detektoren verglichen. Wenn beide Detektoren den gleichen
beschra¨nkten Lookahead von M besitzen, ist insbesondere der Bedarf an digitalem Spei-
cher bei den auf dem Viterbi-Algorithmus basierenden PRML-Verfahren deutlich ho¨her
[DSS00]. Dieser Umstand ist umso bedeutender, da der Signalraumdetektor deutlich
geringere Fehlerraten aufweist.
Wenn beide Detektorvarianten als Soft-Output Detektoren ausgelegt sind, vergro¨ßert
sich der Abstand weiter. Der in Kap. 4.2.2 vorgestellte Soft-Output Viterbi Algorith-
mus (SOVA) kann zur Berechnung der Zuverla¨ssigkeitsinformation zwar auch einfache
Minimum-Berechnungen verwenden (siehe (4.22)), allerdings wird zur Implementierung
ein zweiter Trellis beno¨tigt, der verworfene Pfade zur Berechnung der Soft-Information
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betrachtet [Ber93]. Insgesamt wird dadurch die Hardware-Komplexita¨t im Vergleich zum
Hard-Output Viterbi Algorithmus in etwa verdoppelt [Ber93]. Im Gegensatz dazu kann
beim Hard-Output SSD der gro¨ßte Teil der Hardware fu¨r den S3D wiederverwendet
werden – insbesondere beim Low-Complexity S3D . Bei letzterem ist nur eine weitere
Boolsche Logik fu¨r die Minimierung in (4.42) notwendig. Aus diesem Grund bleibt die
Gesamtarchitektur weniger komplex als die eines PRML-SOVA Detektors.
Alternativ zu den beschriebenen Verfahren kann auch der BCJR-Algorithmus [BCJR74]
zur Detektion eingesetzt werden, der eine Maximum a posteriori (MAP) Decodierung
durchfu¨hrt und seine bessere Performance nur aufgrund einer deutlich ho¨heren Komple-
xita¨t erzielt [RVH95].
4.5.6 Adaptiver Signalraumdetektor
Ein Nachteil der Detektorarchitektur liegt darin, dass bei einer A¨nderung von Parame-
tern, wie der Datendichte, ein komplettes Re-Design notwendig ist [DSS02]. Des Weite-
ren ist der Signalraum dynamisch: Die Lage und die Position der Entscheidungsebenen
a¨ndert sich mit den Parametern des Equalizers und mit der Rauschkorrelation. Aus
diesem Grund ist eine adaptive Detektorarchitektur von Vorteil.
Die Struktur der Detektor-Komponenten ermo¨glicht die einfache Konzeption eines ad-
aptiven Signalraumdetektors: Die einzelnen Komponenten, wie der Equalizer und die
Entscheidungsebenen, a¨hneln Perzeptronen. Ein Perzeptron ist ein einfaches neuronales
Netzwerk, bei dem ein Eingangsvektor mit einem Gewichtsvektor multipliziert wird. Das
Ergebnis der Multiplikation wird dann mit einer Aktivierungsfunktion A gewichtet.
A¨hnliche Operationen sind sowohl im Equalizer zur Signalfilterung, als auch bei der
Implementierung der Entscheidungsebenen notwendig, so dass der Detektor leicht als
Multi-Layer Perzeptron (MLP) aufgebaut werden kann [DSS02]. Ein solches adaptives
Netzwerk ist in der Lage, sich an die zeitvarianten Parameter des Kanals anzupassen. Da-
bei werden die Gewichtsvektoren zum Beispiel nach dem so genannten Backpropagation-
Lernverfahren vera¨ndert.
Durch eine einfache Modifikation der Perzeptronen kann zudem eine Erweiterung zu
einem adaptiven Soft-Output Signalraumdetektor (AS3D ) realisiert werden [DS03]. Zu
diesem Zweck muss die in Kap. 4.5.1 eingefu¨hrte Normierung der Entscheidungsebenen
(Gleichung (4.39)) auch bei der Konzeption der Perzeptronen beru¨cksichtigt werden. In
diesem Fall kann – a¨hnlich wie bei der statischen Architektur aus Kap. 4.5.5 – vor der
Aktivierungsfunktion des Perzeptrons die Zuverla¨ssigkeitsinformation direkt abgegriffen
werden [DS03].
Die Architektur des adaptiven Detektors zeichnet sich dann allerdings nicht mehr durch
eine so niedrige Komplexita¨t wie beim statischen Detektor aus. Allerdings kann der
aufwa¨ndige Adaptionsprozess auch oﬄine erfolgen, so dass der Detektor im Normal-
betrieb statisch arbeitet. Außerdem ist der Detektor nicht nur zu einer zuverla¨ssigen
Adaption an vera¨nderte Kanalparameter sondern auch an Parameter-Variationen der
eingesetzten Bauteile in der Lage [DS03]. Somit ergibt sich auch beim Einsatz des adap-
tiven Detektors ein Einsparpotenzial durch die Verwendung preisgu¨nstigerer Hardware-
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Komponenten. Des Weiteren wird in Kap. 7.5.3 ein adaptiver Soft-Decoding Lesekanal
vorgestellt, der mit einem nur geringen Zusatzaufwand im Vergleich zu einem statischen
Hard-Decoding Kanal implementiert werden kann.
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Kapitel 5
Modulationscodes
Wie in Kap. 2.1.2 beschrieben, werden auf dem magnetischen Kanal Modulationscodes
eingesetzt. Deren Verwendung bietet eine Reihe von Vorteilen, die im weiteren Verlauf
dieses Kapitels beschrieben werden. Grundsa¨tzlich besteht die Aufgabe von Modulati-
onscodes in einer Vereinfachung der Signalverarbeitung. Sie werden im Gegensatz zu den
in Kapitel 6 beschriebenen fehlerkorrigierenden Codes nicht zur Behebung, sondern vor-
rangig zur Vermeidung von Fehlern eingesetzt. Dies kann durch das Ersetzen kritischer
Sequenzen, das Hinzufu¨gen von Timing-Information oder durch eine Anpassung des Si-
gnalspektrums geschehen. Seit der Verwendung von Partial Response Kana¨len ist der
Hauptgrund fu¨r den Einsatz von Modulationscodes die Generierung von Timing Infor-
mation. Diese kann gewonnen werden, wenn in gewissen Mindestabsta¨nden Transitionen
auf dem magnetischen Medium detektiert werden.
Allerdings haben Modulationscodes den Nachteil, dass sie weitere Redundanz in den
Datenstrom einfu¨gen und dadurch die Nutzdatendichte verringern. Des Weiteren ergibt
sich bei einem Soft-Decoding Kanal das Problem, dass die Zuverla¨ssigkeitsinformation
des Detektors u¨ber den Modulationsdecoder zum Fehlerschutzdecoder propagiert werden
muss. Daher ist ein geeigneter Soft-In/Soft-Out Modulationsdecoder erforderlich. Dieser
erho¨ht die Komplexita¨t des Lesekanals und beeinflusst die Soft-Outputs des Detektors.
Das in Kap. 3.2 pra¨sentierte Konzept sieht die Konstruktion von leistungsarmen Lese-
kana¨len mit Soft-Decoding vor. In diesem Kapitel werden zwei Konzepte zur Integration
eines Modulationscodes in einen solchen Kanal pra¨sentiert. Die erste Variante ist die
Verwendung eines Soft-In/Soft-Out Modulationsdecoders. Nach einer Beschreibung bis-
heriger Vorarbeiten auf diesem Gebiet wird ein Soft-In/Soft-Out Modulationsdecoder
fu¨r die bei heutigen Festplatten vorteilhaften Maximum Transition Run (MTR) Codes
[MB96] vorgestellt [SS04]. Als zweite Mo¨glichkeit wird ein Kanal vorgeschlagen, bei dem
ein Parity-Check Code als Modulationscode dient [RMAAY00]. Der Parity Code wird im
Fehlerschutz-Decoder zur Markierung von Detektionsfehlern eingesetzt (vgl. Kap. 3.2.4
und 6.4.2), kann allerdings daru¨ber hinaus auch die Generierung von Timing-Information
gewa¨hrleisten. Zuna¨chst erfolgt jedoch ein U¨berblick u¨ber die Einsatzzwecke von Modu-
lationscodes auf dem magnetischen Kanal und die dazu eingesetzten Verfahren.
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5.1 Modulationscodes auf dem magnetischen Kanal
Die Einsatzgru¨nde von Modulationscodes auf dem magnetischen Kanal sind vielfa¨ltig
und haben sich im Laufe der Weiterentwicklung von Festplatten vera¨ndert. Die wichtig-
sten Gru¨nde werden im Folgenden aufgelistet:
– Generierung von Timing-Information
Der Lesekanal einer Festplatte ist selbstsynchronisierend, das heißt die Information
zur Ru¨ckgewinnung des Taktes wird aus dem Lesesignal generiert. Dies erfolgt
mit Hilfe einer Phase-Lock-Loop (PLL) Schaltung. Voraussetzung dafu¨r ist ein
Mindestmaß an Timing-Information im Lesesignal. Diese kann dann gewonnen
werden, wenn auf dem Medium ein Magnetfeldwechsel detektiert wird, also immer,
wenn im Falle einer NRZI-Vorcodierung eine gespeicherte Eins gelesen wird.
Somit steigt die Wahrscheinlichkeit eines Synchronisierungsfehlers mit dem Ab-
stand zweier aufeinander folgender Einsen. Umgekehrt ko¨nnen auch zu dicht bei-
einander liegende Einsen die Datenru¨ckgewinnung erschweren: Aufgrund der Inter-
symbolinterferenz (ISI) lo¨schen sich zwei unmittelbar aufeinander folgende Tran-
sitionen teilweise aus, so dass eine Detektion erschwert wird.
Aus diesem Grund wurden bei Festplatten u¨ber einen langen Zeitraum so genann-
te Runlength-Limited (RLL) Codes eingesetzt [SW91]. Diese lassen sich u¨ber zwei
charakteristische Gro¨ßen (d, k) beschreiben. Der Parameter d markiert den Mini-
malabstand zwischen zwei Transitionen: d = 0 bedeutet zum Beispiel, dass zwei
Einsen unmittelbar aufeinander folgen du¨rfen. Im Gegensatz dazu kennzeichnet
der Parameter k den maximal zula¨ssigen Abstand zweier Einsen.
RLL Codes hatten vor allem eine große Bedeutung, als auf dem magnetischen
Kanal noch Peak-Detektoren eingesetzt wurden, bei denen jede Transition isoliert
detektiert werden musste [Sie85]. Da seit der Verwendung von PRML-Kana¨len die
U¨berlagerung einzelner Lesepulse zugelassen wird, sind zwei unmittelbar aufein-
ander folgende Transitionen – und somit ein Parameter d = 0 – zula¨ssig. Heutige
Modulationscodes sind also RLL(0, k) Codes, bei denen zunehmend auch die Be-
schra¨nkung des Parameters k gelockert wird, um ho¨here Coderaten zu erzielen
[Bri98].
– Erho¨hung der Detektorzuverla¨ssigkeit
Ein weiterer wichtiger Einsatzzweck fu¨r Modulationscodes ist die Erho¨hung der
Detektorzuverla¨ssigkeit. Die Wahrscheinlichkeit eines Detektions- oder Synchroni-
sierungsfehlers ist – wie bereits im vorherigen Abschnitt beschrieben – eng mit
der Wahl der Parameter (d, k) verknu¨pft. Nicht nur der Abstand zwischen den
Transitionen des Magnetfeldes hat einen Einfluss auf die Detektionsgu¨te, sondern
sondern auch das Muster aufeinander folgender Transitionen. Die Untersuchung
von Fehlermustern bei hoher Datendichte hat ergeben, dass vor allem bei Sequen-
zen mit vielen direkt aufeinander folgenden Transitionen Fehler entstehen [MB96].
Diese Muster lassen sich durch die Verwendung von RLL(1, k)-Modulationscodes
vermeiden.
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Die so genannten Maximum Transition Run (MTR) Codes [MB96] sind ebenfalls
entwickelt worden, um Ketten von Transitionen zu unterbinden. Im Gegensatz zu
herko¨mmlichen RLL(1, k)-Codes lassen sie sich mit einer ho¨heren Coderate kon-
struieren. MTR Codes sind im Prinzip RLL(0, k)-Codes, die jedoch daru¨ber hinaus
einen Parameter j besitzen, der die maximale Anzahl direkt aufeinander folgender
Transitionen festlegt. Da der d-Parameter ohnehin den Wert Null annimmt, werden
MTR-Codes in der Literatur u¨ber die Notation MTR(j, k) beschrieben [BM97b].
Der Einsatz von Modulationscodes bietet vor allem bei sehr hohen Datendichten
Vorteile [Str00]. Der Anteil an Transitionsrauschen im Lesesignal steigt mit der
Datendichte an. Dies hat einen starken Anstieg der Fehlerrate zur Folge. Durch
den Einsatz eines Modulationscodes wird die durchschnittliche Anzahl von Tran-
sitionen reduziert. Dadurch ist eine Absenkung der Fehlerrate mo¨glich. Auf die
Nutzdatenrate normiert, sind allerdings nur bei sehr hohen Datenraten und bei
Verwendung eines MTR-Codes Verbesserungen zu beobachten [Str00].
– Vereinfachung der Detektorarchitektur
Neben einer Absenkung der Fehlerrate ko¨nnen Modulationscodes auch zu einer
Vereinfachung der Detektorarchitektur eingesetzt werden. Bei den in Kap. 4.3
vorgestellten Signalraumdetektoren kann mit Hilfe eines geeigneten Modulations-
codes die Position der erlaubten Signalpunkte vera¨ndert werden. Dadurch ist es
mo¨glich, entweder die Anzahl der Entscheidungsebenen zu reduzieren oder deren
Lage zu vera¨ndern [BM98]. Wenn die Ebenen mo¨glichst parallel ausgerichtet wer-
den ko¨nnen, vereinfacht sich die Architektur des Detektors. Dadurch ergibt sich
eine einfache Methode zur Minimierung der Verlustleistung [DSS00]. Des Weiteren
wird durch MTR-Codes die Implementierung von Write-Precompensation verein-
facht, da eine Transition von einer geringeren Anzahl benachbarter Transitionen
beeinflusst wird [MB96].
– Anpassung des Signalspektrums
Des Weiteren ko¨nnen Modulationscodes zu einer Anpassung des Signalspektrums
eingesetzt werden. Durch diese Maßnahme werden Frequenzen, die besonders ver-
rauscht sind, aus den Signal herausgefiltert. Ein Beispiel hierfu¨r sind Gleichstrom-
freie Modulationscodes, die so genannten Matched Spectral Null (MSN) Codes
[SW91].
Die Betrachtung der verschiedenen Einsatzgru¨nde von Modulationscodes hat gezeigt,
dass bei heutigen Festplatten vor allem MTR-Codes eine Reihe von Vorteilen bieten. Aus
diesem Grund werden im weiteren Verlauf dieser Arbeit keine anderen Modulationscodes
betrachtet.
5.2 Modulationscodes auf Soft-Decoding Kana¨len
Wenn ein MTR-Code auf einem Kanal mit Zuverla¨ssigkeitsinformation verwendet wer-
den soll, muss der Decoder die Soft-Outputs des Detektors weiterverarbeiten ko¨nnen.
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Der Decoder eines Modulationscodes kann u¨ber ein System von Boolschen Gleichun-
gen beschrieben werden. Dabei wird jedes Ausgabebit durch einen Satz von Eingangs-
bits bestimmt. Fu¨r einen Soft-In/Soft-Out Modulationsdecoder bedeutet dies, dass die
Zuverla¨ssigkeitsinformation dieser Eingangsbits zu der Zuverla¨ssigkeitsinformation des
Ausgangsbits beitra¨gt.
Das System von Boolschen Gleichungen kann auf einen Satz von rudimenta¨ren Bool-
schen Termen NOT , AND, OR sowie exclusive−OR (XOR) zuru¨ckgefu¨hrt werden. In
der Vergangenheit wurde ein großer Aufwand zur Minimierung dieser Boolschen Terme
fu¨r verschiedene Modulationscodes betrieben [ACH83]. Wenn eine Methode zur Weiter-
verarbeitung der Zuverla¨ssigkeitsinformation in den Boolschen Termen existiert, kann
daraus ein Soft-In/Soft-Out Modulationsdecoder konstruiert werden, dessen Struktur
sich direkt aus dem Hard-Output Decoder ergibt.
Ziel dieses Kapitels ist der Entwurf von logischen Gattern, die Soft-Informationen an den
Einga¨ngen verarbeiten ko¨nnen und am Ausgang einen Log-Likelihood-Wert der logischen
Verknu¨pfung zur Verfu¨gung stellen. Mit Hilfe dieser so genannten Log-Likelihood Gat-
ter wird dann ein Soft-In/Soft-Out Modulationsdecoder konstruiert [SS04]. Der Decoder
basiert auf einem MTR-Code von Brickner und Moon [MB96]; das Prinzip kann jedoch
auch auf andere Modulationscodes u¨bertragen werden. Zuna¨chst erfolgt jedoch eine Be-
schreibung bisheriger Arbeiten auf diesem Gebiet und eine Betrachtung des verwendeten
MTR-Codes.
5.2.1 Integration eines Modulationscodes
Die wichtigste Ausgabe eines Modulationscodes ist die Erzeugung von Timing-Information
mit Hilfe eines ausreichend kleinen k-Parameters. Die einfachste Methode ist das Einfu¨gen
einer Eins nach k Datenbits [RMAAY00]. Somit wird ein einfacher Modulationscode der
Rate k
k+1 konstruiert. Der Code ist symmetrisch und kann durch Entfernen der Ein-
sen sehr einfach decodiert werden. Die Zuverla¨ssigkeitsinformation der k Datenbits wird
bei der Decodierung unvera¨ndert gelassen, die der eingefu¨gten Eins wird verworfen. In
Kombination mit iterativen fehlerkorrigierenden Codes, wie zum Beispiel Turbo Codes
[BGT93] oder Low-Density Parity-Check Codes [Gal62], bietet ein solcher Code zu-
dem den Vorteil, dass die feste Position von Einsen im Datenstrom fu¨r Bits mit einer
sehr hohen Zuverla¨ssigkeit sorgt. Dies ist bei dem iterativen Decodierprozess von Vorteil
[RMAAY00]. Alternativ kann ein einfacher Parity-Check Code mit der Regel Odd-Parity
als Modulationscode verwendet werden [AAM01]. Dieser generiert durch die Parity-Bits
auch dann Einsen im Datenstrom, wenn ausschließlich Nullen gespeichert werden. So-
mit wird ein Minimum von Timing-Information im Datenstrom garantiert. In Kap. 5.3
wird daru¨ber hinaus gezeigt, wie ein einfacher Parity-Check Code mit einem Erasure-
korrigierenden Reed-Solomon Code kombiniert werden kann.
Des Weiteren hat Anim-Appiah [AAM01] einen allgemeinen Ansatz fu¨r die Berechnung
der Zuverla¨ssigkeitsinformation am Ausgang eines Modulationsdecoders aufgestellt: Die
Log-Likelihood Werte der Ausgabebits des Decoders werden u¨ber die u¨bertragenen Co-
dewo¨rter des Modulationscodes ausgedru¨ckt. Fu¨r den Ansatz sind jedoch komplexe Be-
rechnungen notwendig, da – a¨hnlich wie beim Viterbi-Algorithmus – die Bestimmung
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einer Metrik notwendig ist.
Fan et al. [FC98] haben das Problem zur Integration des Modulationscodes in einen
Soft-Decoding Lesekanal durch eine umgekehrte Verkettung [Bli81] von Modulations-
und Fehlerschutzcode gelo¨st. Durch diese Maßnahme wird der Fehlerschutzcode, der
in diesem Fall systematisch sein muss, zuerst decodiert. Allerdings wird ein separater
Modulationscodec fu¨r die Parity-Information des Fehlerschutzcodes beno¨tigt [FC98].
Ein weiterer Weg ist das absichtliche Einfu¨gen von Bitfehlern auf der Encoderseite, wenn
der geforderte k-Parameter nicht eingehalten wird [VP03]. Durch diese Maßnahme kann
ein Modulationscode komplett eingespart werden. Die eingesparte Redundanz wird dann
zur Verbesserung der Fehlerkorrektur eingesetzt, so dass die zusa¨tzlich eingebauten Feh-
ler korrigiert werden ko¨nnen. Bei Verwendung von LDPC-Codes konnte dieser ku¨nstlich
erzeugte Error Floor durch den Einsatz von niederratigen Codes mit besseren Distanzei-
genschaften kompensiert werden [VP03]. Ein Nachteil dieses Verfahrens ist jedoch, dass
die Anzahl der eingefu¨gten Fehler von der gespeicherten Datensequenz abha¨ngig ist. Da-
durch kann unter Umsta¨nden an einigen Stellen im Datenstrom eine nicht korrigierbare
Fehleranzahl erzeugt werden, obwohl die gemittelte Fehlerrate sehr niedrig ist.
5.2.2 Arbeitsweise eines MTR-Decoders
Die Diskussion in Kap. 5.1 hat gezeigt, dass die Verwendung von MTR-Codes Vorzu¨ge in
Hinblick auf Zuverla¨ssigkeit und Detektor-Design bietet. Aus diesem Grund werden im
weiteren Verlauf dieser Arbeit ausschließlich diese Codes betrachtet. Fu¨r den hier pra¨sen-
tierten MTR-Code soll spa¨ter mit Hilfe von Log-Likelihood-Gattern ein Soft-In/Soft-Out
Decoder entwickelt werden.
MTR-Codes lassen sich mit einer relativ hohen Coderate als Block-Codes fester La¨nge
implementieren [MB96]. Die Erzeugung und die Decodierung kann dann mit Hilfe von
Tabellen erfolgen. Dabei wird eine unbeschra¨nkte Datensequenz blockweise auf eine Se-
quenz abgebildet, die die Beschra¨nkungen j und k des MTR Codes erfu¨llt.
Im Decoder werden die urspru¨nglichen Daten u¨ber ein minimiertes Boolsches Gleichungs-
system wieder hergestellt [BM97b]. Auf einem Kanal mit Zuverla¨ssigkeitsinformation
bestehen die Eingangsdaten des Decoders aus Log-Likelihood-Werten, bei denen das
Vorzeichen den bina¨ren Wert und der Betrag die Zuverla¨ssigkeit markiert [HOP96].
Wenn die beno¨tigten Boolschen Operationen durch Gatter durchgefu¨hrt werden, die fu¨r
die Verarbeitung von Log-Likelihood Werten angepasst sind, kann ein Soft-In/Soft-Out
Modulationsdecoder konstruiert werden.
5.2.3 Definition Boolscher Operationen mit Log-Likelihood-Werten
In diesem Kapitel werden fu¨r die Boolsche Operationen NOT , AND, OR sowie exclusive−
OR (XOR) Log-Likelihood-Gatter definiert. Diese ko¨nnen zu der Konstruktion eines be-
liebigen Modulationscodes verwendet werden, dessen Abbildungsvorschrift sich u¨ber ein
Boolsches Gleichungssystem beschreiben la¨sst. In einem zweiten Schritt wird dann in
Kap. 5.2.4 die Zuverla¨ssigkeitsinformation fu¨r die Ausga¨nge der Gatter berechnet.
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Dadurch, dass bei der Log-Likelihood-Darstellung der bina¨re Wert durch das Vorzeichen
repra¨sentiert wird, mu¨ssen auch die Tabellen zur Bestimmung des Ausgangs der Gatter
angepasst werden. Die entsprechenden Anpassungen sind den Tabellen 5.1 bis 5.4 zu
entnehmen.
a a a a
0 1 =⇒ a > 0 a < 0
1 0 =⇒ a < 0 a > 0
Tabelle 5.1: NOT -Operation in bina¨rer und Log-Likelihood-Darstellung fu¨r eine Variable a.
a b a ∧ b a b a ∧ b
0 0 0 =⇒ a > 0 b > 0 a ∧ b > 0
0 1 0 =⇒ a > 0 b < 0 a ∧ b > 0
1 0 0 =⇒ a < 0 b > 0 a ∧ b > 0
1 1 1 =⇒ a < 0 b < 0 a ∧ b < 0
Tabelle 5.2: AND-Operation in bina¨rer und Log-Likelihood-Darstellung fu¨r zwei Variablen a und b.
a b a ∨ b a b a ∨ b
0 0 0 =⇒ a > 0 b > 0 a ∨ b > 0
0 1 1 =⇒ a > 0 b < 0 a ∨ b < 0
1 0 1 =⇒ a < 0 b > 0 a ∨ b < 0
1 1 1 =⇒ a < 0 b < 0 a ∨ b < 0
Tabelle 5.3: OR-Operation in bina¨rer und Log-Likelihood-Darstellung fu¨r zwei Variablen a und b.
5.2.4 Berechnung von Soft-Outputs fu¨r Boolsche Operationen
Fu¨r die Berechnung der Soft-Outputs eines logischen Gatters mit der Operation op muss
der Log-Likelihood-Wert L(a op b | a, b) fu¨r den Gatter-Ausgang a op b berechnet wer-
den. Dazu werden gema¨ß der Log-Likelihood Algebra [HOP96] die Wahrscheinlichkeiten,
dass der Ausgang in Abha¨ngigkeit von den Einga¨ngen a und b den Wert Null bzw. Eins
annimmt, gegenu¨bergestellt:
L(a op b | a, b) = lnP (a op b = 0 | a, b)
P (a op b = 1 | a, b) (5.1)
Ein Log-Likelihood Gatter verarbeitet dann als Eingangsdaten die Zuverla¨ssigkeitsinfor-
mationen L(a) und L(b) und berechnet mit (5.1) eine Zuverla¨ssigkeitsinformation fu¨r
die Boolsche Operation a op b. Im Folgenden werden derartige Gatter fu¨r die Boolschen
Operationen NOT , AND, OR und XOR definiert.
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a b a⊕ b a b a⊕ b
0 0 0 =⇒ a > 0 b > 0 a⊕ b > 0
0 1 1 =⇒ a > 0 b < 0 a⊕ b < 0
1 0 1 =⇒ a < 0 b > 0 a⊕ b < 0
1 1 0 =⇒ a < 0 b < 0 a⊕ b > 0
Tabelle 5.4: XOR-Operation in in bina¨rer und Log-Likelihood-Darstellung fu¨r zwei Variablen a und b.
Konstruktion eines Log-Likelihood NOT -Gatters
Da ein NOT -Gatter nur einen Eingang besitzt, ist eine einfache Bestimmung des Soft-
Outputs mo¨glich. Der Ausgang des Log-Likelihood NOT -Gatters wird durch eine ein-
fache Invertierung des Eingangs bestimmt (Tab. 5.1) und kann dadurch nur den entge-
gengesetzten Wert des Eingangs annehmen. Somit gilt
P (a = 0 | a) = P (a = 1)
sowie (5.2)
P (a = 1 | a) = P (a = 0).
Die Zuverla¨ssigkeitsinformation L(a) kann daher mit
L(a | a) = lnP (a = 0 | a)
P (a = 1 | a) = ln
P (a = 1)
P (a = 0)
= −L(a) (5.3)
durch eine einfache Multiplikation von L(a) mit dem Faktor (-1) berechnet werden.
Konstruktion eines Log-Likelihood AND-Gatters
Im Fall eines AND-Gatters muss die Zuverla¨ssigkeit in Abha¨ngigkeit beider Einga¨nge a
und b bestimmt werden. Nach Tab. 5.2 gilt fu¨r die Wahrscheinlichkeit, dass der Ausgang
des Gatters den Wert Null bzw. Eins annimmt:
P (a ∧ b = 0 | a, b) = P (a = 0)P (b = 0) + P (a = 0)P (b = 1) + P (a = 1)P (b = 0)
und (5.4)
P (a ∧ b = 1 | a, b) = P (a = 1)P (b = 1) = 1− P (a ∧ b = 0 | a, b).
Mit
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L(a) = ln
P (a = 0)
P (a = 1)
⇔ P (a = 1) = 1
1 + eL(a)
(5.5)
⇔ P (a = 0) = e
L(a)
1 + eL(a)
und (5.4) la¨sst sich durch Einsetzen zeigen, dass
L(a ∧ b | a, b) = ln
(
eL(a) + eL(b) + eL(a)eL(b)
)
. (5.6)
Der Verlauf von L(a∧b | a, b) ist in Abb. 5.1 fu¨r einen Wertebereich von −15 < L(a) < 15
eingezeichnet. Der Wert von L(b) ist auf −2 und +2 fest eingestellt.
















L(b) = 2, exakt
L(b) = 2, max
L(b) = 2, max, sum
L(b) = -2, exakt
L(b) = -2, max
Abbildung 5.1: Der Verlauf von L(a∧ b | a, b) fu¨r −15 < L(a) < 15. L(b) ist fest auf die Werte −2 und
+2 eingestellt.
Fu¨r die Implementierung eines Log-Likelihood AND-Gatters ist die Berechnung der
Logarithmen und Exponentialfunktionen in (5.6) bei digitaler Logik mit einem hohen
Hardware-Aufwand verbunden. Allerdings kann der Verlauf von L(a∧b | a, b) angena¨hert
werden. Die absolut gro¨ßte Zuverla¨ssigkeit in (5.6) dominiert den Soft-Output, so dass
L(a ∧ b | a, b) mit
L(a ∧ b | a, b) = max (L(a), L(b)) (5.7)
approximiert werden kann. Die Gu¨te dieser Na¨herung ist in Abb. 5.1 fu¨r verschiedene
Werte von L(a) und L(b) abzulesen. Falls beide Werte positiv sind, ist die Approximation
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L(a ∧ b | a, b) = L(a) + L(b) ∀L(a), L(b) > 0 (5.8)
besser geeignet (siehe Abb. 5.1). Zur Vereinfachung kann aber auch in diesem Fall (5.7)
verwendet werden. Die zugewiesene Zuverla¨ssigkeit ist dann etwas zu klein. Dies ist
jedoch weniger kritisch als ein zu großer Wert. In diesem Fall reduziert sich die Berech-
nung des Soft-Outputs also auf eine einfache Maximierung. Diese kann dann mit relativ
geringem Schaltungsaufwand implementiert werden.
Konstruktion eines Log-Likelihood OR-Gatters
Fu¨r die Berechnung der Zuverla¨ssigkeit eines OR-Gatters ergibt sich eine sehr a¨hnliche
Berechnung wie beim AND-Gatter. Nach Tab. 5.3 gilt fu¨r die Wahrscheinlichkeit, dass
der Ausgang des Gatters den Wert Null bzw. Eins annimmt:
P (a ∨ b = 1 | a, b) = P (a = 0)P (b = 1) + P (a = 1)P (b = 0) + P (a = 1)P (b = 1)
und (5.9)
P (a ∨ b = 0 | a, b) = P (a = 0)P (b = 0) = 1− P (a ∨ b = 1 | a, b).
Mit (5.5) und (5.9) la¨sst sich durch Einsetzen zeigen, dass
L(a ∨ b | a, b) = ln e
L(a)eL(b)
1 + eL(a) + eL(b)
. (5.10)
In Abb. 5.2 ist der Verlauf von L(a ∨ b | a, b) fu¨r einen Wertebereich von −15 < L(a) <
15 eingezeichnet. Der Wert von L(b) ist wiederum auf die Werte von −2 und +2 fest
eingestellt.
Analog zum Vorgehen beim AND-Gatter, kann auch der Verlauf von L(a ∨ b | a, b)
angena¨hert werden. Die absolut kleinste Zuverla¨ssigkeit in (5.10) dominiert den Soft-
Output, so dass L(a ∨ b | a, b) mit
L(a ∨ b | a, b) = min (L(a), L(b)) (5.11)
approximiert werden kann. In Abb. 5.2 ist fu¨r verschiedene Werte von L(a) und L(b)
zu erkennen, dass die Na¨herung den exakten Verlauf gut wiedergibt. Falls beide Werte
negativ sind, la¨sst sich die Kurve allerdings besser mit der Approximation
L(a ∨ b | a, b) = L(a) + L(b) ∀L(a), L(b) < 0 (5.12)
anna¨hern. Wie schon beim AND-Gatter kann aber zur Vereinfachung (5.11) verwendet
werden.
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L(b) = 2, exakt
L(b) = 2, min
L(b) = -2, exakt
L(b) = -2, min
L(b) = -2, min, sum
Abbildung 5.2: Der Verlauf von L(a∨ b | a, b) fu¨r −15 < L(a) < 15. L(b) ist fest auf die Werte −2 und
+2 eingestellt.
Konstruktion eines Log-Likelihood XOR-Gatters
Analog zu dem Vorgehen beim AND- und beim OR-Gatter, la¨sst sich die Zuverla¨ssig-
keitsinformation eines XOR-Gatters mit Hilfe von Tab. 5.4 bestimmen. Die Wahrschein-
lichkeit, dass der Ausgang des Gatters den Wert Null bzw. Eins annimmt betra¨gt
P (a⊕ b = 0 | a, b) = P (a = 0)P (b = 0) + P (a = 1)P (b = 1)
und (5.13)
P (a⊕ b = 1 | a, b) = P (a = 1)P (b = 0) + P (a = 0)P (b = 1) = 1− P (a⊕ b = 0 | a, b).
Mit (5.5) und (5.13) la¨sst sich durch Einsetzen zeigen, dass




Der Verlauf von L(a⊕b | a, b) ist in Abb. 5.3 fu¨r einen Wertebereich von −15 < L(a) < 15
eingezeichnet. Der Wert von L(b) ist auf −2 und +2 fest eingestellt.
Analog zum Vorgehen beim AND- und beim OR-Gatter, kann auch der Verlauf von
L(a ⊕ b | a, b) angena¨hert werden. Der kleinste Absolutbetrag der Zuverla¨ssigkeiten in
(5.14) dominiert den Soft-Output, so dass L(a⊕ b | a, b) mit
L(a⊕ b | a, b) = sign(L(a)) · sign(L(b)) ·min (|L(a)|, |L(b)|) (5.15)
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L(b) = 2, exakt
L(b) = 2, min
L(b) = -2, exakt
L(b) = -2, min
Abbildung 5.3: Der Verlauf von L(a ⊕ b | a, b) fu¨r −15 < L(a) < 15. L(b) ist fest auf die Werte −2
und +2 eingestellt.
approximiert werden kann. Die Gu¨te dieser Na¨herung ist in Abb. 5.3 fu¨r verschiedene
Werte von L(a) und L(b) ablesbar.
Der strukturelle Aufbau der Log-Likelihood Gatter ist in Abb. 5.4 zu sehen. Sofern die
Approximationen aus (5.7), (5.11) und (5.15) verwendet werden, ist eine Implementie-
rung mit einfachen Minimum/Maximum Operationen mo¨glich. Diese ko¨nnen in digitaler
Schaltungstechnik mit Hilfe von Komparator-Schaltungen einfach in Hardware realisiert
werden. Fu¨r das XOR-Gatter muss zusa¨tzlich der Absolutbetrag der Einga¨nge gebildet
werden. Zu diesem Zweck muss ho¨chstens das Vorzeichenbit invertiert werden. Mit Hilfe





















Abbildung 5.4: Struktur der Log-Likelihood Gatter: (a) NOT -Gatter, (b) AND-Gatter, (c) OR-
Gatter, (d) XOR-Gatter
5.2.5 Konstruktion des Soft-In/Soft-Out Decoders
Mit Hilfe der in Kap. 5.2.4 definierten logischen Log-Likelihood Gatter kann der Modula-
tionsdecoder aus Kap. 5.2.2 schließlich in einen Soft-In/Soft-Out Decoder umgewandelt
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werden. Dazu mu¨ssen alle Boolschen Operationen, mit denen der Decoder beschrieben
wird, durch die entsprechenden Operationen aus (5.3), (5.7) sowie (5.11) ersetzt werden.
Durch diese Maßnahme wird die Komplexita¨t des Decoders erho¨ht. Allerdings lassen sich
die Berechnungen gut durch einfache Minimum- bzw. Maximum-Bildungen anna¨hern.
Der beschriebene Soft-In/Soft-Out MTR Modulationsdecoder wird in Kap. 7.5 unter-
sucht. Dabei wird ein Soft-Decoding Kanal unter Verwendung eines MTR-Codes mit
einem Kanal verglichen, bei dem ein in den Datenstrom eingefu¨gter Parity-Check Co-
de als Modulationscode dient. Im folgenden Abschnitt wird das Konzept eines solchen
Kanals erla¨utert.
5.3 Verwendung von Parity-Checks als Modulationscode
Heutige Detektoren erlauben seit der Einfu¨hrung von Partial-Response Kana¨len die Wahl
eines d-Parameters mit dem Wert Null. Des Weiteren kann die auf die Nutzdatendichte
normierte Fehlerrate eines magnetischen Kanals nur in den seltensten Fa¨llen durch einen
Modulationscode verbessert werden [Str00]. Der Hauptgrund fu¨r den Einsatz von Modu-
lationscodes ist inzwischen die Gewa¨hrleistung von ausreichend Timing-Information im
Lesesignal durch eine geeignete Wahl des Parameters k. Um ho¨here Coderaten und da-
mit auch ho¨here Nutzdatenraten zu erreichen, wird zunehmend auch die Beschra¨nkung
von k gelockert [Bri98].
Dies fu¨hrt zu der Idee eines Lesekanals ohne die Verwendung eines MTR- oder RLL-
Codes. In Kap. 3.2.4 wurde bereits ein Konzept fu¨r einen Soft-Decoding Kanal unter
Verwendung eines Erasure-korrigierenden Reed-Solomon Codes pra¨sentiert. Dieser Ka-
nal verwendet einen zusa¨tzlichen Parity-Check Code, der als innerer fehlererkennender
Code (engl. Error Detecting Code, EDC) zur Identifizierung von Detektionsfehlern dient.
Der Parity-Code wird so ausgelegt, dass die typischen Fehlermuster des Detektors er-
kannt werden. Der genaue Decodierprozess dieses Verfahrens wird in Kap. 6.4.2 beschrie-
ben. In diesem Kapitel soll gezeigt werden, dass der Parity-Check Code als RLL(0, k)-
Modulationscode verwendet werden kann.
Bei der Kombination eines Erasure-korrigierenden Reed-Solomon Codes mit einem inne-
ren Parity-Check Code werden zwischen den 8- oder 10-Bit Codesymbolen des RS-Codes
Parity-Bits in den Datenstrom eingefu¨gt (Abb. 5.5).
RS-Code Symbole
Parity BitsParity Bits
Abbildung 5.5: Wenn hinter jedem Codesymbol des Reed-Solomon (RS) Codes ein Parity-Bit eingefu¨gt
wird, werden in jedem Fall Einsen gespeichert und somit Timing-Information erzeugt.
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Wenn die Parity-Bits als Odd-Parity1 abgespeichert werden, sorgen die eingefu¨gten Bits
dafu¨r, dass in jedem Fall Einsen gespeichert werden. Wenn fu¨r jedes Codesymbol ein
Parity-Bit generiert wird und die Anordnung wie in Abb. 5.5 erfolgt, kann bei 8-Bit
Symbolen ein k-Parameter von 15 garantiert werden. Der Parity-Check Code ist somit ein
RLL(0, 15)-Code. Der Worst-Case von 15 aufeinander folgenden Nullen ist in Abb. 5.6
zu sehen. Bei Festplatten werden ha¨ufig Reed-Solomon Codes mit 10-Bit Codesymbolen
eingesetzt. In diesem Fall kann nur ein k-Parameter von 19 garantiert werden.
10000000 0 00000000 1
Parity-Bits
8-Bit RS-Codesymbole
Abbildung 5.6: Das Verfahren aus Abb. 5.5 kann bei 8-Bit RS-Codesymbolen und Odd-Parity k = 15
garantieren. Der Worst-Case tritt ein, wenn die beiden gezeigten Codesymbole aufein-
ander folgen.
Der Parity-Check Code muss nicht notwendigerweise wie in Abb. 5.5 konstruiert wer-
den. Wenn auch 2-Bit Fehler erkannt werden sollen, mu¨ssen zwei Parity-Bits eingesetzt
werden. Dabei wird das erste u¨ber die geraden Bits und das andere u¨ber die ungeraden
Bits gebildet. Um die Coderate nicht abzusenken, kann der Parity-Code u¨ber zwei RS-
Symbole gebildet werden (Abb. 5.7 oben). Dennoch kann in diesem Fall die Anordnung
im Codewort wie in Abb. 5.5 erfolgen, um weiterhin k = 15 zu ermo¨glichen (Abb. 5.7
unten). Der Generierungsaufwand erho¨ht sich in diesem Fall jedoch leicht, da eines der
Parity-Bits zwischen den beiden RS-Code Symbolen, u¨ber die es gebildet wird, eingefu¨gt
werden muss.
Abbildung 5.7: Wenn der Parity-Check Code mit mehreren Parity-Bits und u¨ber mehrere RS-Symbole
gebildet wird (gestrichelt), wird der k-Parameter gro¨ßer (oben). Durch eine andere
Anordnung der Parity-Bits kann k aber konstant gehalten werden (unten).
Im Vergleich zu dem in Kap. 5.2 vorgestellten MTR-Code besitzt der hier gezeigte Co-
de ein gro¨ßeres k. Daher steigt die Wahrscheinlichkeit eines Sychronisierungsfehlers. Der
Trend bei Festplatten geht allerdings dahin, ein ho¨heres k zuzulassen, um damit den Ein-
satz von hochratigeren Modulationscodes zu ermo¨glichen [Bri98]. Da die Daten zusa¨tzlich
zur Fehlerkorrektur durch einen Cyclic Redundancy Check (CRC) abgesichert werden,
1Die Summe der Einsen in einem Codewort ist ungerade.
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kann ein Synchronisierungsfehler sicher erkannt werden. Falls der CRC fehlschla¨gt, wird
der entsprechende Sektor erneut gelesen (engl. Re-Read).
Des Weiteren werden keine Beschra¨nkungen auf die erlaubte Anzahl direkt aufeinander
folgender Transitionen gelegt (j = ∞). Daher ist ein Lesekanal mit dem vorgeschlage-
nen Modulationscode wahrscheinlich anfa¨lliger fu¨r die von Brickner et al. beschriebenen
typischen Fehlermuster [MB96]. Allerdings kann die Redundanz des Modulationscodes,
wie beschrieben, zur Verbesserung der Fehlerkorrektur genutzt werden.
Das Prinzip wurde in dieser Arbeit exemplarisch fu¨r einen einfachen Parity-Check Code
erla¨utert. Neben dieser sehr einfachen Lo¨sung ist auch der Einsatz komplexerer fehlerer-
kennender Codes denkbar, die beispielsweise strengere Beschra¨nkungen auf k oder auch
j ermo¨glichen.
Die einfache Implementierbarkeit eines Parity-Check Codes im Vergleich zu einem MTR-
Code ist auch in Hinblick auf die Verlustleistung von Vorteil. Aus diesem Grund wer-





Stark steigende Datendichten erfordern einen ho¨heren Aufwand fu¨r die Fehlerkorrektur
eines magnetischen Kanals, um auch weiterhin die erforderlichen Bitfehlerraten von min-
destens 10−13 gewa¨hrleisten zu ko¨nnen (siehe Kap. 3.1). Dies kann zum Beispiel durch
die Verwendung von fehlerkorrigierenden Codes mit einer niedrigeren Coderate erfolgen.
Dies hat allerdings sowohl auf die Hardwarekomplexita¨t sowie auf die erzielbare Da-
tenu¨bertragungsrate einen negativen Einfluss. Aus diesem Grund sind insbesondere fu¨r
Festplatten im mobilen Einsatz neue Ansa¨tze erforderlich, da die Aufrechterhaltung der
Zuverla¨ssigkeit nicht mit einer Steigerung der Verlustleistung einhergehen darf.
Seit der Vorstellung von Turbo Codes durch Berrou et al. [BGT93] haben fehlerkor-
rigierende Verfahren, die auf der Basis von Zuverla¨ssigkeitsinformation arbeiten, viel
Aufmerksamkeit erlangt und eine Vielzahl von Vero¨ffentlichungen auf diesem Gebiet
stimuliert. Es hat sich herausgestellt, dass durch die Verwendung von Zuverla¨ssigkeits-
information ein Codiergewinn von 1,5-3 dB gegenu¨ber gewo¨hnlicher Hard-Decodierung
mo¨glich ist [CHIW98]. Aus diesem Grund werden diese so genannten Soft-Decoding Ver-
fahren in der Zukunft in den meisten Einsatzgebieten verwendet werden.
Auch im Bereich der Datenspeicherung – und hier insbesondere auf dem Gebiet der
magnetischen Aufzeichnung – sind bereits verschiedene fehlerkorrigierende Codes un-
ter der Verwendung von Zuverla¨ssigkeitsinformation untersucht worden, so zum Bei-
spiel Turbo Codes [RMM98, SFO+99] oder Low-Density Parity-Check (LDPC) Codes
[STC01, OM01]. Dennoch bleiben Reed-Solomon Codes aufgrund ihrer hervorragenden
Eigenschaften auf Kana¨len mit Bu¨ndelfehlern bei Festplatten erste Wahl.
In diesem Kapitel werden verschiedene fehlerkorrigierende Verfahren fu¨r den magneti-
schen Kanal untersucht. Die Basis fu¨r diese Untersuchungen bilden Reed-Solomon Co-
des, die mittels Erasure-Decodierung um eine einfache Variante der Verarbeitung von
Zuverla¨ssigkeitsinformation erweitert werden [SSHS03]. Als Vergleich werden mit LDPC
Codes und Turbo Codes zwei der bekanntesten Soft-Decoding Algorithmen herangezo-
gen. Zuna¨chst erfolgt jedoch eine allgemeine Betrachtung fehlerkorrigierender Codes und
ihrer grundlegenden Eigenschaften.
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6.1 Eigenschaften und Definitionen
Das grundsa¨tzliche Prinzip von fehlerkorrigierenden Codes ist das Hinzufu¨gen redun-
danter Information in den Datenstrom. Durch diese Maßnahme werden ku¨nstlich Lu¨cken
zwischen gu¨ltigen Codewo¨rtern geschaffen, die im Falle einer teilweise fehlerhaften U¨ber-
tragung die Rekonstruktion des urspru¨nglichen Datenwortes ermo¨glichen. Dazu wird ein
aus k Informationssymbolen bestehendes Datenwort auf ein Codewort mit n Codesym-
bolen abgebildet, wobei gilt, n > k. Das Verha¨ltnis k
n
wird als Coderate R bezeichnet.
Ein auf diese Art erzeugter Code ist ein Block-Code.
Wenn die Summe zweier beliebiger Codewo¨rter ebenfalls wieder ein Codewort ist, wird
der Code als linear bezeichnet. Ein Code ist symmetrisch, wenn das Datenwort un-
vera¨ndert und zusammenha¨ngend einen Teil des Codeworts bildet. Es existieren auch
Codes mit k = n und der Coderate 1, zum Beispiel kann der PRML-Kanal aus Kap. 4.2
als ein solcher Code betrachtet werden. Diese sind dann allerdings nicht zur Korrek-
tur von U¨bertragungsfehlern in der Lage. Allgemein kann alles als ein Code bezeichnet
werden, das ein Geda¨chtnis in ein System einfu¨gt [Hag99].
Die Symbole eines fehlerkorrigierenden Codes stammen in der Regel aus einen Galois-
Feld1 (endlicher Ko¨rper). Bei den vielfach anzutreffenden bina¨ren Codes stammen die
Elemente aus dem Galois-Feld GF (2), das heißt der Menge {0, 1}. Fu¨r einige Codes
existieren Erweiterungen auf mehr-bittige Symbole aus einem Galois-Feld GF (q) mit den
Elementen {0, 1, . . . , q − 1}. Jedes Galois-Feld besitzt ein primitives Element α, dessen
Potenzen αj mit j = {0, . . . , q − 1} alle Elemente des Feldes erzeugen. Fu¨r die digitale
Signalverarbeitung bietet sich die Verwendung eines Erweiterungsfeldes GF (2m) an, weil
damit ein m-bittiges bina¨res Signal mathematisch beschrieben werden kann [Bos99].
Eine weitere wichtige Gro¨ße ist die Hammingdistanz zweier Codewo¨rter. Diese gibt die
Anzahl der Codesymbole an, in der sich zwei Codewo¨rter unterscheiden. Die kleinste
Hammingdistanz zweier Codewo¨rter eines Codes ist eine charakteristische Gro¨ße und
wird als Minimaldistanz des Codes bezeichnet. Sie gilt als wichtige Gro¨ße fu¨r die Be-
urteilung der Leistungsfa¨higkeit eines fehlerkorrigierenden Codes. Das Hamminggewicht
wiederum gibt die Anzahl der von Null verschiedenen Codesymbole an.
6.2 Decodierprinzipien
Im Decoder mu¨ssen die gespeicherten Daten aus der von der Festplatte gelesenen Sequenz
rekonstruiert werden. Dabei sind drei verschiedene Decodier-Ergebnisse mo¨glich:
– Erfolgreiche Korrektur: Die empfangenen Daten ko¨nnen dem u¨bertragenen Co-
dewort korrekt zugeordnet werden. In diesem Fall ist der Datenstrom nach der
Decodierung fehlerfrei.
– Decodierversagen: Die empfangenen Daten ko¨nnen keinem gu¨ltigen Codewort
zugeordnet werden. Dieser Fehler wird jedoch bei der Decodierung erkannt. Somit
1Die Theorie der Galois-Felder (endliche Ko¨rper) dient als Grundlage vieler fehlerkorrigierender Co-
des. Eine Einfu¨hrung ist in vielen Bu¨chern zum Thema Codierung zu finden [LC83, Wic95, Bos99].
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ko¨nnen geeignete Maßnahmen getroffen werden, zum Beispiel das erneute Lesen
der Information von der Festplatte.
– Falschkorrektur: Die empfangenen Daten werden einem falschen Codewort zu-
geordnet. Dieser Fehler wird nicht erkannt, da das Ergebnis der Decodierung ein
gu¨ltiges Codewort ist. Bei Festplatten wird zur Erkennung von Falschkorrekturen
ein zusa¨tzlicher Cyclic Redundancy Check (CRC) durchgefu¨hrt.
Seit Shannons fu¨r die Codierungstheorie grundlegender Arbeit aus dem Jahr 1948 [Sha48]
sind eine Vielzahl von Verfahren zur Erzeugung und Decodierung von fehlerkorrigieren-
den Codes entwickelt worden. Die fu¨r diese Arbeit relevanten Aspekte werden in diesem
Abschnitt vorgestellt. Fehlerkorrigierende Codes ko¨nnen nach verschiedenen Decodier-
prinzipien eingeteilt werden:
– Fehlererkennung: Bei einer einfachen Fehlererkennung kann ein Datenwort – wie
der Name bereits nahe legt – nur auf Fehlerfreiheit u¨berpru¨ft werden. Eine Korrek-
tur etwaiger U¨bertragungsfehler ist nicht mo¨glich. Beispiele fu¨r fehlererkennende
Codes sind ein einfacher Parity-Check Code oder der bereits erwa¨hnte Cyclic Red-
undancy Check (CRC).
– Bounded Minimum Distance (BMD) Decodierung: Im Falle einer BMD-
Decodierung wird ein fehlerhaftes Codewort nur dann einem gu¨ltigen Codewort
zugeordnet, wenn es nicht weiter als die halbe Minimaldistanz von diesem ent-
fernt ist. Das Verfahren findet in erster Linie bei Block-Codes Anwendung, deren
Decodierprozess auf einem algebraischen Algorithmus basiert, zum Beispiel bei
Reed-Solomon Codes. Ist die Distanz zum na¨chstgelegenen Codewort gro¨ßer als
die halbe Minimaldistanz, wird der Decodiervorgang mit dem Ergebnis Decodier-
versagen abgebrochen. Eine Falschkorrektur ist ebenfalls mo¨glich.
– Maximum Likelihood (ML) Decodierung: Das Prinzip der Maximum Like-
lihood Decodierung wurde bereits in Kap. 4.1 vorgestellt. Hierbei wird ein emp-
fangenes Codewort immer dem a¨hnlichsten gu¨ltigen Codewort zugeordnet. Ein De-
codierversagen ist daher nicht mo¨glich, eine Falschkorrektur hingegen schon. Der
Viterbi-Algorithmus [Vit67] ist das bekannteste Beispiel einer ML-Decodierung
(siehe Kap. 4.2.2).
– Symbolweise Maximum A Posteriori (MAP) Decodierung: Ein MAP-
Decoder maximiert die a posteriori Wahrscheinlichkeit fu¨r jedes u¨bertragene Code-
symbol getrennt. Auch dieses Verfahren ist bereits in Kap. 4.1 vorgestellt worden.
In Gegensatz zur Maximum Likelihood Decodierung ist das Ergebnis nicht not-
wendigerweise ein gu¨ltiges Codewort. Somit sind sowohl Falschkorrektur, als auch
Decodierversagen mo¨glich. Ein Beispiel fu¨r eine MAP-Decodierung ist der bei Tur-
bo Codes verwendete BCJR-Algorithmus [BCJR74], der mittels eines probabili-
stischen Verfahrens die Wahrscheinlichkeit der einzelnen Codesymbole maximiert
(siehe Kap. 6.5).
– Iterativer Decodieralgorithmus (IDA): Der iterative Decodieralgorithmus ist
ebenfalls eine symbolweise Decodierung, bei der die a posteriori Wahrscheinlichkei-
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ten allerdings nur angena¨hert werden. Das Verfahren wird ha¨ufig mit einer Verket-
tung von zwei oder mehr fehlerkorrigierenden Codes kombiniert. Die Decodierung
erfolgt dann in einem iterativen Prozess, bei dem mittels probabilistischer Verfah-
ren Nachrichten oder Zuverla¨ssigkeitsinformationen ausgetauscht werden. Die in
dieser Arbeit betrachteten Turbo Codes und LDPC Codes geho¨ren zu den iterati-
ven Decodierverfahren.
6.3 Kriterien zur Auswahl eines geeigneten Codes
Die Auswahl eines geeigneten fehlerkorrigierenden Codes ha¨ngt von vielen Parametern,
wie der vorgesehenen Anwendung, den veranschlagten Kosten und der zula¨ssigen Verlust-
leistung, ab. Die Abha¨ngigkeiten, die sich auf dem magnetischen Kanal ergeben, wurden
bereits in Kap. 3.1 diskutiert. In diesem Abschnitt wird erla¨utert, welche Konsequenzen
sich daraus fu¨r die Auswahl und Dimensionierung eines geeigneten fehlerkorrigierenden
Codes ergeben. Abschließend erfolgt ein Ausblick auf Trends und mo¨gliche zuku¨nftige
Entwicklungen bei Festplatten.
Die Daten werden auf einer Festplatte in Form von Sektoren mit einer Gro¨ße von der-
zeit 512 Byte gespeichert. Ein Sektor ist das physikalische kleinste Datenpaket, das
von einer Festplatte gelesen werden kann. Aus diesem Grund werden die Codeworte ty-
pischerweise auf einen Sektor und somit auf eine La¨nge von 512 Byte beschra¨nkt. Aus
informationstheoretischer Sicht ist dies eine Einschra¨nkung: La¨ngere Codes besitzen bes-
sere Distanzeigenschaften – und damit eine ho¨here Korrekturfa¨higkeit – als kurze Codes
gleicher Coderate.
Die Auswahl eines geeigneten Fehlerkorrekturverfahrens wird bei Festplatten durch die
strengen Anforderungen an den Quality-of-Service (QoS), die Datenu¨bertragungsrate
und die erforderliche Speicherdichte (siehe Kap. 3.1) stark eingeschra¨nkt. Die Qualita¨t
des von der Festplatte gelesenen Signals ist jedoch im Vergleich zu anderen Kana¨len,
wie zum Beispiel dem Funkkanal, relativ hoch, so dass Codes mit sehr hohen Coderaten
verwendet werden ko¨nnen. Der gesuchte Code muss also bei einer hohen Coderate und
einem hohen Signal-Rausch-Abstand (SNR) eine sehr gute Korrekturleistung bieten. Je
nach Qualita¨t des U¨bertragungskanals bestimmen andere Codeeigenschaften die erziel-
bare Fehlerrate: Wa¨hrend bei hohem SNR die Minimaldistanz des Codes entscheidend
ist, so bestimmt bei niedrigem SNR die Anzahl sehr a¨hnlicher Codewo¨rter maßgeblich
das erzielbare Ergebnis [CHIW98]. Des Weiteren beeinflussen die in Kap. 2.5 beschrie-
benen typischen Fehlermuster des magnetischen Kanals die Auswahl: Der Code muss in
der Lage sein, sowohl die zufa¨lligen Einzelbitfehler, als auch die kurzen Bu¨ndelfehler zu
korrigieren.
Festplatten erreichen inzwischen sehr hohe Datenu¨bertragungsraten (Kap. 3.1). Dadurch
bleibt die Auswahl eines fehlerkorrigierenden Codes auf Verfahren beschra¨nkt, die sich
On-the-Fly mit hohen Datenraten decodieren lassen. Eine hohe Coderate des eingesetz-
ten Verfahrens begu¨nstigt diese Eigenschaft ebenso wie eine mo¨glichst hohe Speicher-
dichte. Der enorme Preisdruck bei Festplatten erfordert zudem, dass sich die verwendeten
Algorithmen gu¨nstig in Hardware implementieren lassen. Beim mobilen Einsatz kommt
als weiterer entscheidender Aspekt die Verlustleistung der verwendeten Schaltungen hin-
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zu.
Die beschriebenen Kriterien haben dazu gefu¨hrt, dass bei Festplatten in erster Linie
Reed-Solomon Codes eingesetzt werden. Diese bieten auch bei den auf dem magneti-
schen Kanal erforderlichen hohen Coderaten eine hervorragende Korrekturfa¨higkeit. Des
Weiteren lassen sie sich in schnellen On-the-Fly Korrekturschaltungen implementieren
[HSW95]. Seit der Vorstellung von Reed-Solomon Codes sind eine Vielzahl von Imple-
mentierungen entwickelt worden, die auch mit den fu¨r Festplatten erforderlichen hohen
Datenraten effizient betrieben werden ko¨nnen. Eine U¨bersicht findet sich zum Beispiel
in dem Buch von Wicker und Bhargava [WB94].
Der Decodieralgorithmus von Reed-Solomon Codes basiert auf einem algebraischen Ver-
fahren unter Verwendung von Hard-Decoding. Der Trend in der Codierungstheorie geht
allerdings dahin, zunehmend probabilistische Verfahren unter Verwendung von Soft-
Decoding einzusetzen. Diese versprechen einen Codiergewinn von bis zu 3 dB [CHIW98].
Somit ist die Entwicklung von Soft-Decoding Lesekana¨len fu¨r Festplatten eine inter-
essante Herausforderung. Allerdings sind die Maximum Likelihood bzw. Maximum A
Posteriori Algorithmen in der Praxis oft zu komplex. Daher ist eine Suche nach bes-
ser implementierbaren, suboptimalen Verfahren erforderlich. Dies kann die Verwendung
mathematischer Na¨herungen ebenso umfassen wie den Einsatz von Interleaving oder
Codeverkettung zur Verbesserung der Korrekturfa¨higkeit kurzer Codes.
In den folgenden Kapiteln werden daher drei verschiedene fehlerkorrigierende Verfahren
vorgestellt. Alle drei haben die Eigenschaft, dass die Zuverla¨ssigkeitsinformation des De-
tektors zu einer Verbesserung der Decodierleistung eingesetzt werden kann. Zu Beginn
wird das bereits in Kap. 5.3 erwa¨hnte Verfahren zur Erweiterung von Reed-Solomon
Codes vorgestellt. Dabei kommt ein innerer Parity-Check Code zum Einsatz, mit dessen
Hilfe unzuverla¨ssige Codesymbole als Erasures markiert werden. Durch diese einfache
Maßnahme ko¨nnen die urspru¨nglich nur zum Hard-Decoding geeigneten Reed-Solomon
Codes leicht in einen Soft-Decoding Kanal integriert werden. Als Alternative werden so-
wohl Low-Density Parity-Check (LDPC) Codes, als auch Turbo Codes betrachtet. Beide
Verfahren basieren auf einem iterativen Decodierprozess und sind direkt zur Verarbei-
tung von Zuverla¨ssigkeitsinformation in der Lage.
6.4 Reed-Solomon Codes
Reed-Solomon Codes sind im Jahre 1960 von Reed und Solomon pra¨sentiert worden
[RS60]. Urspru¨nglich waren Reed-Solomon Codes fu¨r bina¨re Elemente ausgelegt, erst
spa¨ter erfolgte die Erweiterung auf ein beliebiges Galois-Feld GF (2m) [GZ61]. Die La¨nge
eines Reed-Solomon Codes ist durch die Gro¨ße der Codesymbole festgelegt: Wenn m-Bit
Symbole verwendet werden, ergibt sich eine Codela¨nge von n = 2m − 1 Symbolen.
Die Anzahl k der Informationssymbole ist fu¨r alle k < n frei wa¨hlbar. Somit kann bei
gegebener Codela¨nge n eine beliebige Coderate n−k
n
gewa¨hlt werden. Es ergibt sich dann
ein RS(n, k)-Code mit einer Minimaldistanz von n−k+1 [RS60]. Ein solcher Code kann
t = bn−k2 c Fehler pro Codewort garantiert korrigieren.
Zur Datenspeicherung bieten sich Symbole der Gro¨ße m = 8 Bit (oder 1 Byte) an. Dies
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erfordert aber, dass mehrere Codewo¨rter pro Sektor gespeichert werden mu¨ssen, da die
Codewortla¨nge n = 28−1 = 255 kleiner als ein Sektor ist. Die Codewo¨rter werden inein-
ander verschachtelt abgespeichert (Interleaving). Um einen Sektor mo¨glichst komplett
durch ein einzelnes Codewort abzudecken sind die Festplatten-Hersteller inzwischen dazu
u¨bergegangen, Reed-Solomon Codes auf der Basis von 10 Bit Codesymbolen einzuset-
zen. Diese sind so konstruiert, dass die Informationssysmbole auch weiterhin auf 8 Bit
beschra¨nkt sind2; nur die Parity-Symbole haben eine Gro¨ße von 10 Bit.
6.4.1 Erzeugung und Decodierung von Reed-Solomon Codes
Die Beschreibung von Reed-Solomon Codes erfolgt mit Hilfe von Polynomen. Ein Infor-
mationswort der La¨nge k wird durch ein Polynom i(x) mit dem Grad k− 1 beschrieben
und im Encoder auf ein Codepolynom c(x) mit dem Grad n−1 abgebildet. Die Koeffizi-
enten der Polynome entsprechen den Codesymbolen und stammen aus dem Galois-Feld
GF (q).
Zur Codeerzeugung wird ein Generator-Polynom g(x) vom Grad n−k verwendet. Dieses
Polynom ist so definiert, dass es an n−k aufeinander folgenden Potenzen des primitiven









Das Codepolynom c(x) wird durch Multiplikation des Informationspolynoms i(x) mit
dem Generatorpolynom g(x) (6.1) erzeugt:
c(x) = i(x) · g(x) (6.2)
Der so erzeugte Code besitzt die gleichen Nullstellen wie das Generatorpolynom selbst.
Allerdings ist der Code nicht systematisch, das heißt, nach der Decodierung muss noch
das Informationswort berechnet werden. Alternativ kann ein Reed-Solomon Code auch
mit der Vorschrift
c(x) = i(x) · xn−k −
(
i(x) · xn−k mod g(x)
)
(6.3)
in systematischer Form erzeugt werden.
Bei der Decodierung muss ein verrauschtes Empfangspolynom r(x) wieder einem gu¨ltigen
Codepolynom cˆ(x) zugeordnet werden. Der Algorithmus bestimmt dazu ein Fehlerpoly-
nom e(x) von kleinstmo¨glichem Grad, das mit der Vorschrift
r(x) = cˆ(x) + e(x) = iˆ(x) · g(x) + e(x) (6.4)
2Die beiden restlichen Bits haben daher immer den Wert Null.
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mit einem gu¨ltigen Codepolynom cˆ(x) das Empfangspolynom r(x) erzeugt. Der gesamte
Decodierprozess unterteilt sich in die drei folgenden Schritte:
1. Berechnung eines nur vom Fehler e(x) abha¨ngigen Syndromvektors s. Die Syndro-
me sj sind nur dann ungleich Null, wenn das Empfangspolynom kein Reed-Solomon
Codewort ist.
2. Aufstellen und Lo¨sen der so genannten Schlu¨sselgleichung mit Hilfe der Syndrome.
Die Schlu¨sselgleichung besteht aus einem Fehlerstellenpolynom (engl. Error Loca-
tor Polynomial), dessen Nullstellen den Fehlerpositionen entsprechen und einem
Fehlerwertpolynom (engl. Error Evaluator Polynomial), das die Berechnung der
Fehlerwerte ermo¨glicht.
3. In der letzten Phase muss schließlich anhand der beiden Polynome der Fehlervektor
e(x) bestimmt werden. Anschließend kann mit Hilfe von (6.4) das wahrscheinlichste
Codepolynom cˆ(x) angegeben werden.
Seit der Vorstellung von Reed-Solomon Codes sind eine Reihe von Algorithmen zur
Decodierung entworfen worden. Diese unterscheiden sich vor allem in der Berechnung
der Schritte (2.) und (3.). Im Folgenden wird der konzeptionelle Weg bei der Decodierung
beschrieben, eine exakte U¨bersicht der unterschiedlichen Decodieralgorithmen findet sich
zum Beispiel in dem Buch Reed-Solomon Codes and their Applications von Wicker und
Bhargava [WB94].
Berechnen der Syndrome
Als erstes wird der Anteil des gu¨ltigen Codepolynoms cˆ(x) aus dem Empfangspolynom
r(x) herausgerechnet. Zu diesem Zweck wird die Eigenschaft ausgenutzt, dass das Co-
depolynom die gleichen Nullstellen wie das Generatorpolynom besitzt. Durch Einsetzen
der n− k Potenzen αj in das Empfangspolynom r(x) ko¨nnen die Komponenten
sj = r(α
j) mit j = 0, 1, . . . , n− k − 1 (6.5)
des so genannten Syndromvektors s bestimmt werden. Wenn bereits das Empfangspo-
lynom r(x) ein gu¨ltiges Codepolynom ist, hat der Syndromvektor den Wert Null. Bei
einem systematischen Reed-Solomon Code kann dann direkt das Informationspolynom
iˆ(x) ausgegeben werden. Wenn allerdings das Fehlerpolynom e(x) ein gu¨ltiges Code-
polynom ist, so ist r(x) aufgrund der Linearita¨t der Reed-Solomon Codes ein gu¨ltiges
Codewort. Dadurch kann der Fehler nicht erkannt werden – es tritt eine Falschkorrektur
auf.
Berechnen der Fehlerpositionen
Mit Hilfe des Syndromvektors s kann ein Gleichungssystem zur Bestimmung des Fehler-
polynoms e(x) aufgestellt werden:





ek · (αj)k mit j = 0, 1, . . . , n− k − 1 (6.6)
Gesucht ist allerdings das Fehlerpolynom e(x) von kleinstem Grad, das mit Hilfe von
(6.4) zum Empfangspolynom r(x) fu¨hrt. Dies entspricht der Suche nach dem a¨hnlichsten
Codewort cˆ(x).
Das Gleichungssystem wird dazu nur u¨ber die ν Koeffizienten ekl aus (6.6) gebildet, die
ungleich Null sind. Wenn diese von 1 bis ν durchnummeriert werden, ergibt sich mit





ekl · (αj)kl =
ν∑
l=1
ekl · (αkl)j :=
ν∑
l=1
Yl ·Xjl mit j = 0, 1, . . . , n− k − 1. (6.7)
Dabei steht Yl fu¨r die Fehlerwerte und Xl fu¨r die Fehlerpositionen im Empfangspolynom
r(x). Die Lo¨sung des nichtlinearen Gleichungssystems aus (6.7) ist die Aufgabe des
Reed-Solomon Decoders. Neben den Fehlerstellen und den Fehlerwerten muss auch die
zuna¨chst unbekannte Anzahl ν der aufgetretenen Fehler bestimmt werden.
Die direkte Lo¨sung der nicht-linearen Gleichung (6.7) ist aufwa¨ndig. Daher sind fu¨r
eine effizientere Decodierung Zwischenschritte notwendig. Zu diesem Zweck wird das
bereits erwa¨hnte Fehlerstellenpolynom Λ(x) vom Grad ν eingefu¨hrt [WB94]. Es besitzt
Nullstellen an den inversen Fehlerpositionen X−1l , das heißt







(1− xXl) mit Xl = αkl . (6.8)




Λisj−i mit j = ν + 1, ν + 2, . . . , 2ν (6.9)
aufgestellt werden [WB94]. Mit dem Berlekamp-Massey Algorithmus existiert ein effizi-
entes Verfahren, welches das jetzt lineare Gleichungssystem (6.9) mit Hilfe eines iterati-
ven Verfahrens lo¨st und in n− k Iterationen die Koeffizienten Λi des Fehlerstellenpoly-
noms bestimmt [WB94].
Die Nullstellen des Fehlerstellenpolynoms ko¨nnen dann mit der so genannten Chien-
Search bestimmt werden [WB94]. Dies ist eine einfache Trial-and-Error Methode, bei
der fu¨r alle j = 0, 1, . . . , n − 1 durch Einsetzen Λ(αj) gebildet wird und anschließend
u¨berpru¨ft wird, ob eine Nullstelle vorliegt. Bei bina¨ren Codes kann an dieser Stelle
direkt das wahrscheinlichste Codewort bestimmt werden, da die alleinige Kenntnis der
Fehlerorte zur Korrektur ausreicht. Im Falle von Codes u¨ber einem allgemeinen Galois-
Feld GF (q) mu¨ssen jedoch die Fehlerwerte explizit berechnet werden.
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Berechnen der Fehlerwerte
Die Berechnung der Fehlerwerte erfolgt nach der Auswertung des Fehlerstellenpolynoms
Λ(x) u¨ber die so genannte Forney-Formel [WB94]. Als erstes muss die Schlu¨sselgleichung






und des Fehlerstellenpolynoms Λ(x) zu
Ω(x) = (1 + s(x)) Λ(x) mod xn−k+1 (6.11)
definiert wird. Ω(x) ist u¨ber die Beziehung













berechnet werden ko¨nnen [WB94]. Λ′(x) ist die Ableitung von Λ(x). Somit ist das Feh-
lerpolynom e(x) komplett bestimmt. Abschließend ko¨nnen die berechneten Fehlerwerte
von dem Empfangspolynom abgezogen werden um das wahrscheinlichste Codepolynom
cˆ(x) zu bestimmen.
6.4.2 Erasure-Decodierung von Reed-Solomon Codes
Der in Kap. 6.4.1 vorgestellte Algorithmus zur Decodierung von Reed-Solomon Codes ist
nicht zur einer Verarbeitung von Zuverla¨ssigkeitsinformation in der Lage. Falls allerdings
die Position einiger fehlerhafter Symbole bekannt ist, kann der Algorithmus mit dieser
Information initialisiert werden. Dadurch fallen einige Unbekannte aus dem Gleichungs-
system (6.7) weg (so genannte Erasures). Dies hat zur Folge, dass eine gro¨ßere Anzahl
von Fehlern korrigiert werden kann. Ein RS(n, k)-Code mit einer Minimaldistanz von
n − k + 1 ist in der Lage, ein Codewort mit maximal n − k bekannten Fehlerpositio-
nen (Erasures) zu korrigieren. Der Code ist ebenfalls zur gleichzeitigen Korrektur von
Fehlern und Erasures in der Lage: Jede Kombination aus ν unbekannten Fehlern und ρ
Erasures ist garantiert korrigierbar, falls 2ν + ρ ≤ n− k.
Ein Reed-Solomon Code kann relativ einfach in einen Error/Erasure korrigierenden Code
umgewandelt werden. Die Position der Erasures wird u¨ber das Erasure-Stellen-Polynom
Γ(x) festgelegt, wobei die ji mit i = 1, 2, . . . , ρ die Erasure-Positionen kennzeichnen:






Γ(x) wird dann mit dem Fehlerstellen-Polynom Λ(x) zu dem Errata-Stellen-Polynom
Λˆ(x) = Γ(x) · Λ(x) (6.15)
kombiniert. Wenn der Decodier-Algorithmus mit dem Errata-Stellen-Polynom Λˆ(x) ini-
tialisiert wird, kann eine Korrektur von Fehlern und Erasures erfolgen. Fu¨r die Durch-
fu¨hrung des Berlekamp-Massey Algorithmus sind zudem wegen der bereits bekannten
Fehlerpositionen zur noch n− k − ρ Iterationen notwendig. Weitere Modifikationen am
Decodieralgorithmus fallen nicht an.
6.4.3 Soft-Decodierung mit Hilfe eines inneren Parity-Check Codes
Wenn also die Position von U¨bertragungsfehlern im Datenstrom sicher erkannt werden
kann, ist durch Erasure-Decodierung eine Korrektur der doppelten Fehlerzahl mo¨glich.
Umgekehrt kann die Korrekturfa¨higkeit eines Codes auch bei einer Halbierung der Red-
undanz aufrecht erhalten werden. Dieser Umstand kann also einerseits zu einer einfach
implementierbaren, deutlichen Verbesserung der Korrekturfa¨higkeit eingesetzt werden
oder andererseits zur Einsparung von Hardware – und somit von Verlustleistung – bei
gleichzeitiger Aufrechterhaltung der Korrekturleistung.
Voraussetzung dafu¨r ist eine mo¨glichst sichere Erkennung von fehlerhaften Codesymbo-
len. Dazu soll die Zuverla¨ssigkeitsinformation eines Soft-Output Detektors genutzt wer-
den: Ein Codesymbol mit geringer Zuverla¨ssigkeit besitzt eine ho¨here Fehlerwahrschein-
lichkeit als ein Codesymbol mit hoher Zuverla¨ssigkeit. Dabei ist jedoch zu beachten, dass
sowohl korrekte, als auch fehlerbehaftete Codesymbole eine geringe Zuverla¨ssigkeitsin-
formation aufweisen ko¨nnen. Insbesondere auf dem magnetischen Kanal, der ein sehr
hohes Signal-Rausch-Verha¨ltnis aufweist, sind die meisten Codesymbole mit geringer
Zuverla¨ssigkeit dennoch fehlerfrei. Aus diesem Grund ist eine alleinige Betrachtung der
Zuverla¨ssigkeitsinformation auf dem magnetischen Kanal nicht hinreichend, um Detek-
tionsfehler zu erkennen.
Stattdessen muss die Position mo¨glicher Fehler im Codewort eingegrenzt werden. Dies
geschieht mit Hilfe eines Parity-Check Codes, der als innerer fehlererkennender Code
(engl. Error Detecting Code, EDC) in den Datenstrom eingefu¨gt wird [SSHS03]. Ein Co-
dewort des inneren EDC besteht aus einer Gruppe von jeweils i hintereinander liegenden
m-Bit Reed-Solomon Codesymbolen und j Parity Bits. Die Coderate des EDC betra¨gt
somit i·m
j+i·m . Die Parity-Bits werden, wie in Abb. 6.1 zu sehen, in den Datenstrom ein-
gefu¨gt. Falls i = 4 und j = 2 (wie in der Abbildung), werden zwei Parity-Bits nach
jeweils vier Codesymbolen des Reed-Solomon Codes eingefu¨gt. Das erste wird dann bit-
weise u¨ber die ungeraden Bitpositionen der i Codesymbole gebildet, wa¨hrend das zweite
Parity-Bit u¨ber die geraden Bitpositionen der i Codesymbole gebildet wird. Der fehler-
erkennende Code mit i = 4 und j = 2 ist zur sicheren Erkennung einzelner Fehlerevents
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mit einer La¨nge von bis zu drei Bits in der Lage. Die beiden Parameter (i, j) mu¨ssen fu¨r
eine mo¨glichst zuverla¨ssige Fehlererkennung an die Fehlermuster des Detektors bzw. des
Modulationsdecoders angepasst werden.
i RS-Code Symbole i RS-Code Symbole
j Parity Bitsj Parity Bits
Abbildung 6.1: Einfu¨gen eines inneren Parity-Check Codes in den Datenstom: Nach jedem i. RS Co-
desymbol (hier: i = 4), werden j Parity-Check Bits (hier: j = 2) eingefu¨gt. Falls eine
der Parity-Check Bedingungen nicht erfu¨llt ist, wird das unzuverla¨ssigste der i = 4 RS
Codesymbole als Erasure markiert.
Der Ablauf der Decodierung ist in Abb. 6.2 zu sehen. Der innere EDC wird zuerst
decodiert, um Detektionsfehler zu erkennen. Die Position der Fehler wird dann anhand
der Soft-Outputs L(ci) des Detektors bestimmt. Der EDC berechnet daraus die Position
der Erasures und reicht diese Information gemeinsam mit den m-Bit Codesymbolen rk an







Abbildung 6.2: Ablauf der Decodierung des fehlererkennenden Codes (EDC) und des Error-/Erasure-
korrigierenden Reed-Solomon Codes.
Der genaue Ablauf der Decodierung ist wie folgt [SSHS03]:
1. Die Zuverla¨ssigkeitsinformation eines m-Bit RS-Codesymbols muss aus den Bit-
zuverla¨ssigkeiten der Detektorausgaben L(ci) berechnet werden. Sie wird auf die
kleinste Bitzuverla¨ssigkeit der m Bits innerhalb des Codesymbols gesetzt.
2. Daraufhin wird der innere EDC decodiert. Falls mindestens eine der j Parity-
Check Gleichungen nicht erfu¨llt ist, wird mit den folgenden Schritten fortgefahren,
ansonsten erfolgt direkt Schritt (6.).
3. Das unzuverla¨ssigste der i RS-Codesymbole innerhalb eines EDC Codeworts wird
als Erasure gekennzeichnet. Zu diesem Zweck wird zu dem Erasure-Locator-Polynom
des a¨ußeren Reed-Solomon Codes aus (6.14) eine Nullstelle an der Position αji
hinzugefu¨gt. Dabei muss beachtet werden, dass die maximal zula¨ssige Anzahl ρ
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von Erasures nicht u¨berschritten wird. Des Weiteren ist es je nach Signal-Rausch-
Verha¨ltnis von Vorteil, nur eine kleinere Anzahl ρeff < ρ zuzulassen, damit auch
nicht erkannte Fehler spa¨ter im Reed-Solomon Decoder korrigiert werden ko¨nnen.
4. Wie in Kap. 2.4.2 beschrieben, treten die Fehler auf dem magnetischen Kanal
in Bu¨ndeln auf. Aus diesem Grund ist es unter Umsta¨nden sinnvoll, mehr als ein
Erasure pro EDC Codewort zu setzen. Wenn sich die Zuverla¨ssigkeitsinformationen
der beiden unzuverla¨ssigsten Symbole um weniger als t unterscheiden, dann werden
beide Symbole als Erasure markiert.
5. Unter Umsta¨nden kann die Decodierung des EDC auch deshalb fehlschlagen, weil
nur ein oder mehrere Parity-Bits fehlerhaft sind. In diesem Fall werden korrekte
Codesymbole als Erasure gekennzeichnet. Die Anzahl solcher falsch gesetzter Era-
sures wird durch die Einfu¨hrung eines weiteren Schwellwertes d minimiert: Wenn
die geringste Zuverla¨ssigkeit innerhalb des EDC Codewortes gro¨ßer ist als d, wird
kein Erasure gesetzt.
6. Abschließend erfolgt die Decodierung des Error-/Erasure-korrigierenden Reed-Solomon
Codes.
Die Effizienz des in diesem Kapitel pra¨sentierten Algorithmus ha¨ngt davon ab, wie ak-
kurat der innere EDC arbeitet. Insgesamt mu¨ssen zur Beurteilung des Verfahrens drei
Fa¨lle unterschieden werden:
1. Es ist ein Fehler auf dem Kanal aufgetreten, der durch den EDC richtig erkannt und
als Erasure markiert wurde. Zur Korrektur dieses Fehlers reicht ein redundantes
Codesymbol aus. Dieses Ereignis trete ρ-mal auf.
2. Es ist ein Fehler auf dem Kanal aufgetreten, der jedoch nicht als Erasure markiert
wurde. In diesem Fall werden wie bei einem herko¨mmlichen Reed-Solomon Code
zwei redundante Codesymbole zur Korrektur beno¨tigt. Dieses Ereignis trete ν-mal
auf.
3. Ein korrektes Codesymbol wird vom EDC als Erasure markiert. Dieses Ereig-
nis kann isoliert auftreten, wenn ausschließlich Parity-Bits fehlerhaft sind, oder
in Kombination mit Fall (2.), wenn das falsche Codesymbol als Erasure gekenn-
zeichnet wird. In diesem Fall wird ein redundantes Codesymbol beno¨tigt, obwohl
ein korrektes Codesymbol markiert wurde. Dieses Ereignis trete η-mal auf.
Wenn also in einem RS-Codewort ν+ρ Fehler aufgetreten sind, werden mit EDC ρ+2ν+η
redundante Symbole und ohne EDC 2ρ+2ν redundante Symbole zur Korrektur beno¨tigt.
Falls η < ρ, beno¨tigt der Code mit EDC also weniger redundante Symbole als der
Code ohne EDC. Insgesamt wird aber nur dann Redundanz eingespart, wenn unter
Beru¨cksichtigung der Coderate des EDC gilt, dass
(ρ + 2ν + η) · j + i ·m
i ·m < 2ρ + 2ν. (6.16)
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Des Weiteren wurde bereits in Kap. 5.3 erla¨utert, wie der EDC als Modulationscode
verwendet werden kann. In diesem Fall verschlechtert sich die effektive Coderate auf
dem Kanal nicht und die Effizienz des Verfahrens ha¨ngt nur noch von η < ρ ab.
6.5 Turbo Codes
Als erste Alternative zu Reed-Solomon Codes werden die 1993 von Berrou et al. pra¨sen-
tierten Turbo Codes [BGT93] betrachtet. Diese iterativen Codes haben seit ihrer Pra¨sen-
tation sehr viel Aufmerksamkeit erlangt, da sie eine dicht an der Kanalkapazita¨t liegende
Decodierleistung besitzen.
Im Gegensatz zu den in Kap. 6.4 vorgestellten Reed-Solomon Codes oder den LDPC
Codes (Kap. 6.6) bestehen Turbo Codes aus einer Verkettung von zwei oder mehr
Komponenten-Codes mit einem dazwischen liegenden Interleaver. Beim iterativen Deco-
dierprozess der Codes wird zwischen den Komponenten-Codes Zuverla¨ssigkeitsinforma-
tion ausgetauscht.
In den vergangenen Jahren waren die bei Turbo Codes verwendeten Konzepte Ge-
genstand intensiver Untersuchungen: Dabei wurde die Verwendung unterschiedlicher
Komponenten-Codes oder Decodieralgorithmen betrachtet [RVH95, HOP96], die Form
der Verkettung variiert [BM96a, BDMP98] oder der Decodieralgorithmus selbst unter-
sucht [BM96a, PSC96, MMC98]. Auch im Bereich der magnetischen Datenspeicherung
gab es intensive Untersuchungen mit Turbo Codes [MMH98, Rya98, RMM98, SFO+99,
RMAAY00, AAM01]. Ein Problem von Turbo Codes ist allerdings, dass die Fehlerra-
te bei hohem SNR nur noch sehr flach abfa¨llt (engl. Error Floor [PSC96]), so dass sie
im direkten Vergleich nicht die Decodierleistung von Reed-Solomon Codes oder LDPC
Codes erreichen [Che01, PS02].
Im Folgenden wird zuna¨chst das hinter Turbo Codes stehende Prinzip erla¨utert. Dies
umfasst die Konstruktion der Codes ebenso wie eine Beschreibung des iterativen Deco-
dieralgorithmus. Danach erfolgt eine Beschreibung der verwendeten Encoder/Decoder
am Beispiel der urspru¨nglichen Turbo Codes.
6.5.1 Das Turbo Prinzip
Turbo Codes erreichen ihre hervorragende Korrekturfa¨higkeit durch den gleichzeitigen
Einsatz verschiedener bekannter Prinzipien der Codierungstheorie. In dieser Hinsicht
besteht die Errungenschaft der Codes in der geschickten Kombination dieser Verfahren
[BM96a]. Dies umfasst
– die Verwendung von zwei oder mehr Komponenten-Codes, die u¨ber einen Interlea-
ver parallel miteinander verkettet sind,
– den Einsatz von rekursiven, systematischen Faltungscodes (engl. Recursive Syste-
matic Convolutional (RSC) Codes) sowie
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– die Verwendung eines iterativen Decodierprozesses mit Soft-Input/Soft-Output
(SISO) MAP-Decodern und den Austausch von so genannter extrinsischer Infor-
mation.
Der Aufbau des Turbo Encoders von Berrou et al. [BGT93] ist in Abb. 6.3 zu sehen. Die
Eingangsdaten ik werden parallel zu beiden RSC Encodern gefu¨hrt, wobei sie vor dem
zweiten Encoder zuna¨chst einen Interleaver passieren. Wenn beide Encoder systematisch
sind, lassen sich die Parity-Bits p
(1)
k von Encoder 1 und p
(2)
k von Encoder 2 getrennt von
den Informationsbits ik nach außen fu¨hren. Die Informationsbits des zweiten Encoders
(die ja ohnehin nur eine verwu¨rfelte Ausgabe des ersten Encoders darstellen) werden in
diesem Fall verworfen. Ein Multiplexer erzeugt aus den Ausgaben beider Encoder dann
einen codierten Datenrom ck mit der Coderate
1
3 . Im Falle der originalen Turbo Codes
wird jedes zweite Parity-Bit beider Encoder punktiert (das heißt gestrichen) und so ein
















Abbildung 6.3: Aufbau eines Turbo Encoders nach Berrou et al.
Der dazugeho¨rige Decoder ist in Abb. 6.4 zu sehen. Aus den empfangenen, verrauschten
Symbolen werden Kanalzuverla¨ssigkeiten Lch(rk|ck) generiert (vgl. (3.3)). Der aus Infor-
mationssymbolen und – gegebenenfalls punktierten – Parity-Symbolen bestehende Da-
tenstrom muss im Decoder zuna¨chst wieder in Informationssymbole Lch(r
(i)
k |ck) (fu¨r bei-




k |ck) fu¨r Decoder 1 bzw. L(2)ch (r(p)k |ck)
fu¨r Decoder 2 demultiplext werden. Die punktierten Parity-Symbole werden dabei auf
den Wert Null gesetzt.
Die beiden Decoder werden so verkettet, dass der Ausgang des einen Decoders mit dem
Eingang des anderen verbunden ist. Die Decodierung la¨uft iterativ ab, das heißt, sie wird
so lange wiederholt, bis eine Abbruchbedingung erfu¨llt ist. Dabei muss der Interleaver
auch im Decoder beru¨cksichtigt werden: Bevor die Information vom ersten Decoder wei-
ter gereicht wird, muss sie einen Interleaver passieren, wa¨hrend ein De-Interleaving auf
der Feed-Back-Schleife vom zweiten zum ersten Decoder notwendig ist (Abb. 6.4).
Bei der Decodierung findet ein gegenseitiger Informationsaustausch statt. Dabei sind
alle ausgetauschten Informationen Log-Likelihood Werte. Die Ein- und Ausga¨nge des
Soft-In/Soft-Out Decoders 1 aus Abb. 6.4 sind in Abb. 6.5 zu sehen. Am Eingang liegt
die Kanal-Zuverla¨ssigkeitsinformation Lch(rk|ck) eines Soft-Output Modulationsdeco-





























Abbildung 6.4: Aufbau eines Turbo Decoders nach Berrou et al.
ders oder Detektors fu¨r alle Codesymbole ck an. Bei Verwendung von systematischen









k |ck) aufgeteilt. Sofern eine weitere a priori Information bekannt ist,
zum Beispiel wenn fu¨r das Informationssymbol ik eine Eins wahrscheinlicher als eine
Null ist, kann dies dem Decoder in Form der a priori Zuverla¨ssigkeit L
(1)
a (ik) fu¨r alle


























Abbildung 6.5: Ein- und Ausga¨nge eines Soft-In/Soft-Out (SISO) Decoders
Am Ausgang des Decoders wird die a posteriori Zuverla¨ssigkeitsinformation L
(1)
app(ˆik)
fu¨r alle Informationssymbole ik bestimmt, deren Vorzeichen die bina¨re Detektorausgabe
iˆk festlegt. Gleichzeitig wird die so genannte extrinsische Information L
(1)
e (ik) berech-
net. Diese wird ebenfalls fu¨r alle Informationssymbole ik bestimmt. Sie ist Bestandteil
von L
(1)
app(ˆik), allerdings wird die Kanalzuverla¨ssigkeit L
(1)
ch (rk|ck) und die a priori Zu-
verla¨ssigkeit L
(1)
a (ik) herausgerechnet. Somit dru¨ckt die extrinsische Information L
(1)
e (ik)
eines Codebits ik nur den Teil der Zuverla¨ssigkeitsinformation aus, der u¨ber die Zusam-
menha¨nge des Codes und somit u¨ber alle anderen Codebits bestimmt wird.
Am Beispiel eines Codesymbols ci eines einfachen Parity-Check Codes c = {c0, . . . , cn−1}
la¨sst sich der Unterschied zwischen Kanalinformation und extrinsischer Information ver-
deutlichen: Die Kanalinformation entspricht dem empfangenen Wert ci. Gleichzeitig la¨sst
sich aber der Wert des Codesymbols ci auch indirekt u¨ber alle anderen Codesymbole
{cj | j = 0, . . . , n− 1; j 6= i} und die Parity-Check Bedingung bestimmen (zum Beispiel:
Es ist eine gerade Anzahl von Einsen pro Codewort gefordert).
Nur die extrinsische Information wird wa¨hrend der Decodierung zwischen den Deco-
dern der Komponenten-Codes ausgetauscht. Dabei dient die extrinsische Information
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des einen Decoders in der folgenden Iteration als a priori Information fu¨r den anderen
Decoder.
Im Gegensatz zu den in Kap. 6.6 beschriebenen LDPC Codes erfolgt bei Turbo Codes
keine U¨berpru¨fung auf ein gu¨ltiges Codewort. Statt dessen wird entweder eine vorge-
gebene Iterationszahl durchgefu¨hrt oder die Vera¨nderung der extrinsischen Information
u¨berwacht [Moh93, WMK+00]. Wenn das Abbruchkriterium erreicht ist, wird schließlich
Lapp(ˆik) als Decodierergebnis ausgegeben.
Das Turbo Prinzip ist nicht auf die hier beschriebene Variante von Berrou et al. [BGT93]
beschra¨nkt. Es sind Anordnungen mit mehr als zwei Komponenten-Codes ebenso denk-
bar, wie beispielsweise eine serielle Verkettung [BDMP98] oder der Einsatz unterschied-
licher Komponenten-Codes [HOP96].
6.5.2 Beschreibung der Encoder und Decoder
Die urspru¨nglichen Turbo Codes verwenden rekursive und systematische Faltungscodes
als Komponenten-Codes. Diese lassen sich u¨ber ein digitales Infinite Impulse Respon-
se (IIR) Filter beschreiben. Die Verwendung rekursiver Codes ist fu¨r die Konvergenz
des iterativen Decoders von Vorteil [tB01]. Im Gegensatz zu den bisher beschriebenen
Block-Codes besitzen Faltungscodes keine Codewo¨rter fester La¨nge. Stattdessen wird ein
unendlicher Datenstrom durch den Encoder geleitet. Bei Turbo Codes ist jedoch fu¨r den
iterativen Decodiervorgang eine feste Blockla¨nge erforderlich. Daher werden die Turbo
Encoder nach der Blockla¨nge N durch das Einfu¨gen weiterer Bits wieder in den Aus-
gangszustand gebracht (terminiert). Durch diese Maßnahme verhalten sich die Codes
wie Block-Codes.
Encoder
In Abb. 6.6 ist der Encoder des von Berrou et al. [BGT93] verwendeten Faltungsco-
des zu sehen. Dieser ist aus bina¨ren Shift-Registern und bina¨ren modulo-2 Addierern
aufgebaut. Die Anzahl der Shift-Register bestimmt die Geda¨chtnisla¨nge des Codes. Die
Geda¨chtnisla¨nge des Codes bestimmt dessen Decodierfa¨higkeit, allerdings auch maßgeb-
lich die Komplexita¨t des Decoders. Der hier gezeigte Encoder hat eine Geda¨chtnisla¨nge
von m = 4.
Die Vorschrift, nach der ein Ausgang j aus dem Eingang i bzw. den Shift-Register-
Ausga¨ngen erzeugt wird, la¨sst sich fu¨r nicht rekursive Faltungscodes u¨ber ein Generator-
Polynom vom Grad m beschreiben. Dieses wird im Frequenzbereich mit Hilfe des Delay-





angegeben. Der Encoder aus Abb. 6.6 erzeugt einen systematischen Code, da der Eingang
1 direkt und ohne einen Addierer oder ein Shift-Register zu passieren auf Ausgang 1
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Abbildung 6.6: Encoder eines rekursiven und systematischen Faltungscodes
gefu¨hrt wird. Das dazu geho¨rige Generatorpolynom G11 ergibt sich somit einfach zu
G11 = 1.
Charakteristisch fu¨r die rekursiven Faltungscodes ist die Ru¨ckkopplungsschleife, die den
Ausgang der Shift-Register wieder auf den Eingang zuru¨ckfu¨hrt. Rekursive Faltungscodes
besitzen ein Generator-Polynom, das sich aus einem Forward-Polynom GF (D), das die
Verknu¨pfung in Vorwa¨rtsrichtung beschreibt und einem Backward-Polynom GB(D), das





zusammensetzt. Fu¨r den Encoder aus Abb. 6.6 ergibt sich das Generatorpolynom G12
zu
G12(D) =
1 + D + D4
1 + D2 + D3 + D4
. (6.19)
Die Polynome werden ha¨ufig auch im Zeitbereich angegeben. Fu¨r (6.19) besitzt das
Backward-Polynom dann die Koeffizienten gb = {1, 1, 0, 0, 1} und das Forward-Polynom
die Koeffizienten gf = {1, 0, 1, 1, 1}. Insbesondere bei großen Geda¨chtnisla¨ngen ist diese
Schreibweise jedoch unu¨bersichtlich, so dass ha¨ufig jeweils drei bina¨re Koeffizienten zu
einer Oktalzahl zusammen gefasst werden. Es ergibt sich dann eine fu¨r den betrachte-
ten Turbo Encoder u¨bersichtliche Darstellung nach dem Muster (gb, gf ) = (31, 27). Im
weiteren Verlauf dieser Arbeit wird auf die Schreibweise in Oktalform zuru¨ckgegriffen.
Decoder
Aus dem Inhalt der bina¨ren Shift-Register des Turbo Encoders kann a¨hnlich wie beim
Partial Response Kanal (Kap. 4.2.1) ein Zustand definiert werden. Bei einer Geda¨cht-
nisla¨nge von m sind 2m Zusta¨nde mo¨glich. Daraus kann ein Trellis aufgespannt werden,
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der die Zustandsa¨nderungen des Encoders in Abha¨ngigkeit von den Eingangsdaten be-
schreibt. Aus diesem Grund kann zur Decodierung von Turbo Codes jeder Algorithmus
verwendet werden, der sich an einem Trellis decodieren la¨sst, zum Beispiel der Soft-
Output Viterbi-Algorithmus [HH89] (Kap. 4.2.2).
Die beste Decodierleistung erreichen Turbo Codes jedoch mit dem BCJR-Algorithmus
[BCJR74], der eine symbolweise Maximum A Posteriori (MAP) Decodierung durchfu¨hrt
und die a posteriori Zuverla¨ssigkeit Lapp(ˆik) nach der Vorschrift
Lapp(ˆik) = ln
P (ik = +1 | r)
P (ik = −1 | r) (6.20)
berechnet. Der Algorithmus arbeitet an einem Trellis fester La¨nge und erfordert daher
eine Terminierung der Codes. In Abb. 6.7 ist ein Trellis zu einem Faltungs-Encoder mit
einer Geda¨chtnisla¨nge von m = 2 und somit 2m = 4 Zusta¨nden zu sehen.
t








Abbildung 6.7: Berechnung der symbolweisen Zuverla¨ssigkeitsinformation mit Hilfe des BCJR-
Algorithmus
Jeder Weg durch den Trellis entspricht einem gu¨ltigen Codewort, wobei ein Codebit ci
einem Zustandsu¨bergang im Trellis von Zustand s
(m)
k−1 in den Zustand s
(n)
k entspricht.
Zum Zeitpunkt tk−1 existieren insgesamt 2 · 2m Wege in einen anderen Zustand zum
Zeitpunkt tk, von denen aufgrund der bina¨ren Struktur des Codes 2
m U¨berga¨nge einem
ik = +1 und 2
m U¨berga¨nge einem ik = −1 entsprechen. Damit la¨sst sich (6.20) u¨ber die





P (sk−1, sk | r)∑
(sk−1,sk),ik=−1
P (sk−1, sk | r) (6.21)
Bahl et al. haben gezeigt, dass sich die Wahrscheinlichkeiten aus (6.21) in drei vonein-
ander unabha¨ngige Komponenten unterteilen lassen [BCJR74]:
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– Die Vorwa¨rtsrekursion αk−1(sk−1) gibt die Wahrscheinlichkeit fu¨r den Zustand
sk−1 zum Zeitpunkt tk−1 an. Zur Berechnung der αk−1(sk−1) ist die Durchfu¨hrung
eines Viterbi-Algorithmus vom Ausgangszustand s0 bis zum Zustand sk−1 notwen-
dig.
– Die Pfadu¨bergangswahrscheinlichkeit γk(sk−1, sk) gibt die Wahrscheinlichkeit an,
dass zum Zeitpunkt tk vom Zustand sk−1 in den Zustand sk verzweigt wird.
γk(sk−1, sk) kann analog zu (4.16) u¨ber die Kanalcharakteristik bestimmt werden.
– Die Ru¨ckwa¨rtsrekursion βk(sk) gibt die Wahrscheinlichkeit an, dass zum Zeitpunkt
tk der Zustand sk angenommen wird. Zur Berechnung der βk(sk) ist wiederum
die Durchfu¨hrung eines Viterbi-Algorithmus notwendig. Dieser startet jedoch im
Endzustand sN und la¨uft dann in entgegengesetzter Richtung bis in den Zustand
sk.




αk−1(sk−1) · γk(sk−1, sk) · βk(sk)∑
(sk−1,sk),ik=−1
αk−1(sk−1) · γk(sk−1, sk) · βk(sk) (6.22)
Fu¨r den MAP Decoder ist also die Durchfu¨hrung zweier Viterbi-Algorithmen notwendig,
die einen terminierten Trellis in entgegengesetzter Richtung durchlaufen. Zur Berechnung
der Vorwa¨rtsrekursion αi−1(si−1) und der Ru¨ckwa¨rtsrekursion βi(si) mu¨ssen allerdings
die Wahrscheinlichkeiten gema¨ß (4.16) berechnet werden – eine einfache Bestimmung
der Pfadmetriken wie beim Viterbi-Algorithmus (Kap. 4.2.2) ist nicht ausreichend.
Aus diesem Grund sind neben dem BCJR-Algorithmus auch andere Decoder untersucht
worden [RVH95]. Viel versprechende Ergebnisse wurden bei hohem SNR mit dem Max-
Log-MAP Algorithmus erzielt, bei dem fu¨r die Berechnung der Zuverla¨ssigkeitsinforma-
tion in (6.21) jeweils nur das Maximum aus beiden Summen verwendet wird.
6.5.3 Eigenschaften der iterativen Decodierung
Die außergewo¨hnlich gute Decodierleistung von Turbo Codes hat eine Vielzahl von Unter-
suchungen motiviert, die zum Versta¨ndnis des iterativen Decodiervorgangs beigetragen
haben. Aus den Ergebnissen ergeben sich auch Ru¨ckschlu¨sse fu¨r die Anwendbarkeit von
Turbo Codes auf dem magnetischen Kanal, so dass hier eine U¨bersicht erfolgt.
Wenn die erzielbare Bitfehlerrate (BER) eines Turbo Codes u¨ber dem Signal-Rausch-
Verha¨ltnis (SNR) aufgetragen wird, ergibt sich ein fu¨r iterative Decodierverfahren sehr
charakteristischer Verlauf: Bei niedrigem SNR verbleiben die Kurven zuna¨chst auf einem
relativ konstanten Niveau, um dann sehr steil abzufallen. Bei ho¨herem SNR flachen die
Kurven allerdings wieder ab. Dieser Verlauf ist auch bei den Untersuchungen in dieser
Arbeit in Kap. 7.5.1 zu beobachten.
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Perez et al. [PSC96] haben den steilen Abfall der Kurve als Wasserfall-Region (engl.
waterfall region) und die Abflachung als Error Floor bezeichnet. Sie erkla¨ren den un-
gewo¨hnlichen Verlauf mit den Distanzeigenschaften der Codes: Turbo Codes besitzen
eine relativ geringe Minimaldistanz, die zu dem schlechten asymptotischen Verlauf bei
hohem SNR fu¨hrt. In dieser Hinsicht sind sie somit nach dem klassischen Versta¨ndnis
der Codierungstheorie schlechte Codes. Umgekehrt ha¨ngt die hervorragende Leistung im
Bereich der Wasserfall-Region nicht von der Minimaldistanz, sondern vom Distanzspek-
trum ab. Die Anzahl von Codewo¨rtern mit einer geringen Hammingdistanz – also nicht
unbedingt der Minimaldistanz – ist im Vergleich zu anderen Codes deutlich kleiner. In
dieser Hinsicht wiederum sind Turbo Codes also hervorragende Codes.
Diese Eigenschaft erkla¨rt sich aus der Struktur der Encoder [PSC96]: Die Verwendung
von rekursiven Faltungscodes fu¨hrt dazu, dass auch Informationswo¨rter mit einem gerin-
gen Hamminggewicht zu Codewo¨rtern mit einem hohen Hamminggewicht fu¨hren. Selbst
wenn einer der Encoder ein Codewort mit einem geringen Hamminggewicht erzeugt,
sorgt der Interleaver dafu¨r, dass der zweite Encoder mit hoher Wahrscheinlichkeit ein
Codewort mit einem großen Hamminggewicht erzeugt. Die geringe Minimaldistanz der
Turbo Codes ist auf einige Sequenzen mit dem Hamming-Gewicht zwei zuru¨ckzufu¨hren,
aus denen Codewo¨rter mit sehr kleinem Hamminggewicht erzeugt werden.
6.5.4 Turbo Codes auf dem magnetischen Kanal
Die hohe Decodierleistung von Turbo Codes bei moderatem SNR hat auch im Bereich
der magnetischen Aufzeichnung Untersuchungen angestoßen. Ein Einsatz auf dem ma-
gnetischen Kanal erfordert jedoch einige Modifikationen an den Codes: Die hohen Da-
tendichten und -u¨bertragungsraten (siehe Kap. 3.1) sind nur unter Verwendung von
fehlerkorrigierenden Codes mit hohen Coderaten erreichbar.
Aus diesem Grund mu¨ssen die Codes punktiert werden. Dies beeinflusst jedoch die Dis-
tanzeigenschaften des Codes, so dass sich sowohl die Decodierleistung in der Wasserfall-
Region als auch die ohnehin nicht gute Minimaldistanz verschlechtern. Dieser Umstand
ist insbesondere deshalb kritisch, weil auf dem magnetischen Kanal sehr niedrige Feh-
lerraten erzielt werden mu¨ssen (Kap. 3.1) und der Error-Floor sich hier viel sta¨rker
auswirkt, als zum Beispiel auf einem Funkkanal.
Dennoch wurden Turbo Codes in verschiedenen Varianten fu¨r den magnetischen Kanal
vorgeschlagen. Als erstes wurde die klassische parallele Verkettung von Faltungscodes fu¨r
den magnetischen Kanal untersucht [Rya98]. Die Codes wurden dazu auf unterschiedliche
Coderaten von 45 bis
64
65 punktiert. Der erzielte Codiergewinn bei einer Bitfehlerrate von
10−6 lag zwischen 2 und 5 dB. Allerdings ist in allen Fa¨llen ein mehr oder weniger
ausgepra¨gter Error Floor beobachtet worden. Dieser verhindert, dass die bei Festplatten
erforderliche Bitfehlerrate von mindestens 10−13 erreicht wird.
Bei einigen Untersuchungen wurde ein Kanalmodell verwendet, bei dem ein Soft-Output
Detektor in die Iterationsschleifen einbezogen wird, indem die Zuverla¨ssigkeitsinformati-
on vom Ausgang des fehlerkorrigierenden Codes zum Detektor zuru¨ckgekoppelt wird (so
genannte Turbo Equalization [DJB95]). Danach kann der Detektionsalgorithmus mit die-
ser zusa¨tzlichen a priori Information wiederholt werden. Wie bereits in Kap. 6.1 erwa¨hnt,
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kann der magnetische Kanal als ein Code mit der Rate Eins angesehen werden, der zum
Beispiel mit dem BCJR-Algorithmus [BCJR74] an einem Trellis decodiert wird. Die
Einbeziehung des Soft-Output Detektors in die Iterationsschleifen fu¨hrt zu einer Verbes-
serung von rund 0,5 dB [RMM98].
Eine weiterer entscheidender Aspekt fu¨r niedrige Fehlerraten ist ein zusa¨tzlicher Kanal-
Interleaver zwischen Detektor und Turbo Code, der dafu¨r sorgt, dass die in Bu¨ndeln
auftretenden Fehler des magnetischen Kanals verteilt werden [RMAAY00]. Somit treten
sie aus Sicht des Decoders in Form von zufa¨llig verteilten Einzelbitfehlern auf. Durch
diese Maßnahme kann die Decodierleistung des Turbo Codes deutlich verbessert werden
[RMAAY00].
Im Falle einer seriellen Verkettung kann Komplexita¨t eingespart werden, wenn statt ei-
nes Turbo Codes nur ein rekursiver Faltungscode eingesetzt wird, der in Verbindung
mit Turbo Equalization iterativ decodiert wird, allerdings fu¨hrt dies gleichzeitig zu einer
Verschlechterung der Decodierleistung [SFO+99]. Da der Error-Floor durch Codewo¨rter
mit geringem Hamminggewicht erzeugt wird, kann die Decodierleistung durch eine ge-
eignete Vor-Codierung, wie zum Beispiel NRZI, erho¨ht werden, die kritische Sequenzen
ausfiltert, ohne dass die Komplexita¨t erho¨ht wird [MMN99].
6.6 Low-Density Parity-Check (LDPC) Codes
Als weitere Alternative zu Reed-Solomon Codes werden Low-Density Parity-Check (LDPC)
Codes betrachtet. LDPC Codes geho¨ren ebenfalls zur Klasse der linearen Block-Codes.
Sie wurden bereits im Jahre 1962 von Gallager pra¨sentiert [Gal62]. Die damalige geringe
zur Verfu¨gung stehende Rechenleistung hat jedoch dazu gefu¨hrt, dass die Codes als zu
komplex erachtet und dadurch jahrelang kaum beachtet wurden. Erst in den 1990er Jah-
ren nach der Pra¨sentation von Turbo Codes [BGT93] haben die Arbeiten von MacKay
[Mac99] bzw. Richardson und Urbanke [RU98] gezeigt, dass LDPC Codes bei großen
Codela¨ngen (bis 10.000.000 Bit) und niedrigen Coderaten ( 13 bis
1
2) eine außerordentlich
gute Decodierleistung besitzen. Dies hat weitere Bemu¨hungen motiviert, LDPC Codes
auch fu¨r ku¨rzere Codes und ho¨here Coderaten anzupassen [MD99], wodurch sie auch fu¨r
den Einsatz auf dem magnetischen Kanal interessant wurden.
6.6.1 Erzeugung und Decodierung von LDPC Codes
Die Erzeugung und Decodierung eines LDPC Codes erfolgt mit Hilfe der Generator-
matrix G bzw. der Parity-Check Matrix H. Die Parity-Check Matrix ist schwach mit
Elementen aus einen Galoisfeld GF (q) besetzt (≈ 5% der Elemente ungleich Null).
Wa¨hrend die urspru¨nglich von Gallager eingefu¨hrten Codes bina¨r waren (also GF (2)),
haben MacKay et al. die Erweiterung auf GF (q) eingefu¨hrt [MD98]. Die Generatorma-
trix wird aus der Parity-Check Matrix bestimmt. Dazu wird sie durch Gauß-Elimination
zuerst in die Form
H = [P T |I] (6.23)
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mit der Einheitsmatrix I gebracht. Daraus kann dann die Generatormatrix in der Form
G = [I|P ] (6.24)
direkt angegeben werden. Im Encoder wird ein Informationswort i = {i0, i1, . . . , ik−1},
bestehend aus k Informationssymbolen, durch die Multiplikation mit der k × n Matrix
G auf ein Codewort c = {c0, c1, . . . , cn−1} mit
c = i · G (6.25)
aus n Codesymbolen abgebildet. Auf der Decoderseite wird zuna¨chst mit Hilfe von H
u¨berpru¨ft, ob die empfangene Sequenz r = {r0, r1, . . . , rn−1} ein gu¨ltiges Codewort ist.
Zu diesem Zweck wird durch Multiplikation von r mit der m × n Matrix H der Syn-
dromvektor z = {z0, z1, . . . , zm−1} mit
r · HT = z (6.26)
gebildet. Jede der m Zeilen von H entspricht einer Parity-Check Gleichung. Falls r
einem gu¨ltigen Codewort entspricht, ist der Syndromvektor Null. Ist z 6= 0, liegt in
jedem Fall ein U¨bertragungsfehler vor. Der Decoder bestimmt dann das Codewort cˆ =
{cˆ0, . . . , cˆn−1|cˆl ∈ {0, 1}} mit der geringsten Hammingdistanz zu r, das die Bedingung
cˆ·HT = 0 erfu¨llt. Es wird also nur u¨berpru¨ft, ob die empfangene Sequenz einem Codewort
entspricht. Somit ist bei einem LDPC Code eine Falschkorrektur mo¨glich.
Zur Decodierung wird der so genannte Belief Propagation (BP) Algorithmus verwendet
[Gal62]. Dieser bestimmt mit Hilfe eines iterativen Verfahrens das am wahrscheinlichsten
u¨bertragene Codewort cˆ. Die Arbeitsweise des BP Algorithmus la¨sst sich am besten mit
Hilfe des so genannten Tanner Graphen [Tan81] erla¨utern. Dieser zweiteilige Graph ist
eine grafische Repra¨sentation der Parity Check Matrix H. In Abb. 6.8 ist eine Parity-
Check Matrix der Dimension 3 × 6 zu sehen. Die Matrix geho¨rt zu einem LDPC Code
der Coderate 12 mit einer Codela¨nge n = 6, k = 3 Informationssymbolen und m = 3
Parity-Checks. Die Matrix hat ein Zeilengewicht Wz von 4, das heißt, jede Parity-Check
Gleichung wird u¨ber 4 Bits gebildet. Das Spaltengewicht Ws der Matrix ist 2. Somit wird
jedes Codesymbol von 2 Parity-Checks abgesichert. Eine Matrix mit einem konstanten
Zeilen- und Spaltengewicht erzeugt einen regula¨ren LDPC Code. Der zu dieser Matrix
geho¨rende Tanner-Graph ist in Abb. 6.9 zu sehen.
1 0 1 0 1 1
0 1 1 1 0 1
1 1 0 1 1 0




Der Tanner-Graph besitzt auf der einen Seite n Bit-Knoten und auf der anderen Seite
m Check-Knoten. Die Bit-Knoten entsprechen den n Symbolen eines LDPC Codewortes
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und die Check-Knoten den m Parity-Check Gleichungen. U¨ber die Kanten des Tanner-
Graphen wird die Parity-Check Matrix H gema¨ß Gleichung (6.26) wie folgt nachgebildet:
Der Bit-Knoten ci ist mit dem Check-Knoten zj genau dann u¨ber eine Kante verbunden,




r0 r1 r2 r3 r4 r5
r15(b)q00(b)
c1 c2
Abbildung 6.9: Darstellung der Parity-Check Matrix aus Abbildung 6.8 als zweiteiliger Tanner-Graph.
Ein Bitknoten ci ist mit einem Check-Knoten zj genau dann verbunden, wenn das Ma-
trixelement Hij Eins ist. Wa¨hrend der Decodierung werden u¨ber diese Verbindungen
Nachrichten in beiden Richtungen ausgetauscht, zum Beispiel q00(b) oder r15(b).
Bei der Decodierung wird mit Hilfe der Parity-Check Matrix das wahrscheinlichste Co-
dewort cˆ bestimmt. Dazu werden sowohl die empfangene Sequenz r, als auch die durch
die Parity-Check Gleichungen vorgegebenen Zusammenha¨nge – und somit die Kanten
im Tanner-Graphen – beru¨cksichtigt. Gesucht ist die a posteriori Wahrscheinlichkeit
P (ci = 1 | r, Si) bzw. P (ci = 0 | r, Si) fu¨r ein Codebit ci = 1 bzw. ci = 0 unter den
Bedingungen, dass die Sequenz r empfangen wurde und das Ereignis Si eintritt. Si tritt
genau dann ein, wenn alle mit ci verknu¨pften Parity-Check Gleichungen erfu¨llt sind.
Im Gegensatz zu einer wirklichen Maximum A Posteriori (MAP) Decodierung (Kap. 6.2)
na¨hert der Belief-Propagation Algorithmus die gesuchten a posteriori Wahrscheinlich-
keiten nur an. Dabei werden in einem iterativen Verfahren Nachrichten zwischen den
Bitknoten und den Check-Knoten ausgetauscht. Die Nachricht qij(b), die von Bitknoten
ci zu Check-Knoten zj geschickt wird, kennzeichnet den Glauben (engl. Belief) von Bit-
knoten ci, dass das dazu geho¨rige Bit ci den Wert b hat – mit b ∈ {0, 1} fu¨r bina¨re LDPC
Codes (Abb. 6.9). Umgekehrt kennzeichnet die Nachricht rji(b), die von Check-Knoten
zj zu Bitknoten ci geschickt wird, den Glauben von Check-Knoten zj , dass die Parity-
Check Gleichung j erfu¨llt ist, wenn das Bit ci den Wert b besitzt (Abb. 6.9). Im Folgenden
wird der Ablauf des iterativen Algorithmus erla¨utert. Eine Iteration besteht aus einer
Berechnung der r-Nachrichten (horizontaler Durchlauf) und einer anschließenden Be-
rechnung der q-Nachrichten (vertikaler Durchlauf). Mit Hilfe einer Abbruchbedingung
wird daraufhin u¨berpru¨ft, ob der Algorithmus bereits ein gu¨ltiges Codewort gefunden
hat. Falls nicht und falls eine maximale Iterationszahl noch nicht erreicht wurde, startet
eine weitere Decoder-Iteration.
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Initialisierung
Der Algorithmus startet mit einer Initialisierung der q-Nachrichten. Dies kann zum Bei-
spiel mittels einer Abscha¨tzung der zu erwartenden Fehlerwahrscheinlichkeit auf dem
Kanal erfolgen [MD99]. In diesem Fall werden alle Bitknoten mit dem gleichen Start-
wert initialisiert. Deutlich bessere Ergebnisse lassen sich jedoch erzielen, wenn jedem
Bitknoten eine individuelle Fehlerwahrscheinlichkeit zugewiesen wird [PS02]. Zu diesem
Zweck kann auf dem magnetischen Kanal zum Beispiel die Zuverla¨ssigkeitsinformation
eines Soft-Output Detektors (zum Beispiel aus Kap. 4.2.2 oder 4.5) verwendet werden.
Der horizontale Durchlauf
Beim horizontalen Durchlauf werden die r-Nachrichten fu¨r alle m Parity-Check Glei-
chungen, dass heißt fu¨r alle m Zeilen der Parity-Check Matrix H, getrennt berechnet.
In Abb. 6.10 ist die j-te Zeile einer m × n Parity-Check Matrix als Ausschnitt des da-
zugeho¨rigen Tanner-Graphen zu sehen. Die Nachricht rji(b), die Check-Knoten zj zu
Bitknoten ci schickt, wird aus den q-Nachrichten aller Bitknoten bestimmt, die mit
Check-Knoten zj verbunden sind – mit Ausnahme von Knoten ci selbst. Durch das Aus-
klammern der Nachricht qij wird nur die Information an ci geschickt, die der Knoten





Abbildung 6.10: Ausschnitt aus einem Tanner-Graphen: Berechnung der rji(b).
Die Menge der mit Check-Knoten zj verbundenen Bitknoten ck sei Vj . Wie bereits
erwa¨hnt, kennzeichnet die Nachricht rji(b) den Glauben, dass die Check-Gleichung zj
erfu¨llt ist, falls ci = b. Dies ist fu¨r bina¨re Codes und Even Parity genau dann erfu¨llt,
wenn
– ci = 0 und unter allen ck ∈ Vj \ i eine gerade Anzahl von Einsen ist oder wenn
– ci = 1 und unter allen ck ∈ Vj \ i eine ungerade Anzahl von Einsen ist.
Formal ergibt sich daraus laut Gallager fu¨r bina¨re Codes [Gal62]











rji(1) = 1− rji(0).
Dieser Schritt muss fu¨r jeden Check-Knoten zj , fu¨r alle Bitknoten aus Vj und fu¨r alle
mo¨glichen Werte b von ci durchgefu¨hrt werden. Im Falle von regula¨ren LDPC Codes
u¨ber GF (q) ist also die Berechnung von (m×Wz × q) r-Nachrichten pro Halbiteration
erforderlich.
Der vertikale Durchlauf
Danach startet mit dem vertikalen Durchlauf die zweite Halbiteration. Dabei werden
die q-Nachrichten fu¨r alle n Codesymbole getrennt berechnet. In Abb. 6.11 ist die zum
Codesymbol ci geho¨rende i-te Spalte einer m×n Parity-Check Matrix H als Ausschnitt
des dazu geho¨rigen Tanner-Graphen zu sehen. Die Nachricht qij(b), die Bitknoten ci zu
Check-Knoten zj schickt, wird aus den r-Nachrichten aller Check-Knoten bestimmt, die
mit dem Bitknoten ci verbunden sind – mit Ausnahme von Knoten zj selbst. Zwischen






Abbildung 6.11: Ausschnitt aus einem Tanner-Graphen: Berechnung der qij(b).
Die Menge der mit Bitknoten ci verknu¨pften Check-Knoten zk sei Bi. Wie bereits
erwa¨hnt, kennzeichnet die Nachricht qij(b) den Glauben, dass ci = b. Zur Bestimmung
des Codesymbols ci kann der Decoder sowohl den entsprechenden Empfangswert ri als
auch alle r-Nachrichten der Check-Knoten zk aus Bi \ j heranziehen. Aus dem Emp-
fangswert ri kann bei bekannter Kanalcharakteristik eine a priori Wahrscheinlichkeit
P (ci = 1 | ri) = Pi bestimmt werden [Pro95]. Formal ergibt sich laut Gallager fu¨r bina¨re
Codes [Gal62]
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Dieser Schritt muss fu¨r jeden Bitknoten ci und fu¨r alle Check-Knoten aus Bi und fu¨r alle
mo¨glichen Werte b von ci durchgefu¨hrt werden. Die Konstanten Kij werden so normiert,
dass qij(0) + qij(1) = 1. Zusa¨tzlich zu dieser Normierung mu¨ssen im Falle von regula¨ren
LDPC Codes u¨ber GF (q) (n×Ws×q) q-Nachrichten pro Halbiteration berechnet werden.
Abbruchkriterium
Nach einem horizontalen und einem vertikalen Durchlauf wird fu¨r jeden Bitknoten ci
eine Nachricht Qi berechnet, die im Gegensatz zu den q-Nachrichten aus (6.28) die r-
Nachrichten aller Elemente aus Bi beru¨cksichtigt. Dieser Schritt muss somit nicht fu¨r jede
Kante des Tanner-Graphen, sondern nur fu¨r jeden Bitknoten ci und fu¨r alle mo¨glichen
Werte b von ci durchgefu¨hrt werden, also n × q mal fu¨r regula¨re LDPC Codes u¨ber
GF (q). Es ergibt sich laut Gallager fu¨r bina¨re Codes [Gal62]









Die Konstanten Ki werden wiederum so normiert, dass Qi(0) + Qi(1) = 1. Danach kann
von den r- und q-Nachrichten wieder zu der bina¨ren Information zuru¨ckgekehrt werden,
indem der Decoder eine Abscha¨tzung cˆi fu¨r die Codebits ci abgibt:
cˆi =
{
1 falls Qi(1) > 0, 5
0 sonst
(6.30)
Abschließend wird mit Hilfe von (6.26) u¨berpru¨ft, ob das so erhaltene Decodierergebnis
cˆ ein gu¨ltiges Codewort ist. Falls ja, das heißt cˆ · HT = 0, wird der Decodiervorgang
abgebrochen. Falls nein, wird eine neue Iteration gestartet, sofern die maximale Iterati-
onszahl noch nicht erreicht wurde. Die Q-Nachrichten aus (6.29) konvergieren fu¨r einen
zyklusfreien Tanner-Graphen und mit steigender Iterationszahl gegen die a posteriori
Wahrscheinlichkeiten fu¨r die Codebits ci [Mac99].
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6.6.2 Implementierungsaspekte
Der Belief-Propagation Algorithmus erfordert nur Multiplikationen und Additionen und
somit beispielsweise keine aufwa¨ndigen Exponential- oder Logarithmus-Berechnungen.
Allerdings sind zur Berechnung der r-, q- und Q-Nachrichten aus (6.27) bis (6.29) sehr
viele Multiplikationen notwendig. Insbesondere bei sehr langen Codewo¨rtern muss fu¨r
die Berechnung der q-Nachrichten eine sehr lange Kette von Multiplikationen gebildet
werden (6.28). Dies kann zu einer nummerischen Instabilita¨t fu¨hren, weil sich die Nach-
richten qij(b) fu¨r unterschiedliche Werte von b kaum unterscheiden. Sie kann allerdings
durch eine Skalierung der Zuverla¨ssigkeitsinformation teilweise behoben werden [PS02].
Der Log-BP Algorithmus [Gal62] behebt dieses Problem durch die Verwendung von Log-
Likelihood Werten an Stelle von Wahrscheinlichkeiten. Bei der Initialisierung wird ein
Log-Likelihood Wert L(ci) unter Verwendung der a priori Wahrscheinlichkeiten P (ci =
1 | ri) = Pi und P (ci = 0 | ri) = 1− Pi so gebildet, dass
L(ci) = log
P (ci = 0 | ri)
P (ci = 1 | ri) . (6.31)
Analog dazu ko¨nnen auch aus den r-, q- und Q-Nachrichten aus (6.27) bis (6.29) Log-
Likelihood Werte gebildet werden.
Mit dem Log-BP Algorithmus la¨sst sich der Decoder fu¨r praktische Implementierungen
wesentlich vereinfachen, da nur noch Additionen und Table-Look-Ups notwendig sind
[Gal62]. Fu¨r mobile Anwendungen ergibt sich daraus der Vorteil, dass die Decoderschal-
tung mit einer geringen Verlustleistung implementiert werden kann. Des Weiteren ist
der Decoder auch nummerisch stabiler als ein herko¨mmlicher BP-Decoder. Dabei werden
ausschließlich fu¨r die Implementierung der Table-Look-Ups mathematische Na¨herungen
verwendet. Davon abgesehen ist der Log-BP Algorithmus identisch mit dem herko¨mm-
lichen BP Algorithmus.
Ein weiterer Vorteil von LDPC Codes ergibt sich aus dem leicht parallelisierbaren De-
codieralgorithmus. Die Berechnung der r- und der q-Nachrichten kann innerhalb einer
Halbiteration fu¨r jeden Knoten unabha¨ngig erfolgen. Dies ermo¨glicht parallele Hardware-
Implementierungen, die bereits bei niedrigen Taktfrequenzen einen sehr hohen Daten-
durchsatz erreichen [HB01, BH02].
Daru¨ber hinaus sind weitere Algorithmen entwickelt worden, um die Decodierkomple-
xita¨t zu verringern [Wib96, RU98, Fos99]. Bei Hardware-Implementierungen wird jedoch
in der Regel auf den Log-BP Algorithmus zuru¨ckgegriffen.
6.6.3 LDPC Codes auf dem magnetischen Kanal
MacKay und Davey [MD99] waren die ersten, die LPDC Codes auch mit kurzen Blockla¨ngen
und mit hohen Coderaten untersucht haben. Da auch unter diesen, fu¨r Festplatten gu¨nsti-
geren Bedingungen gute Ergebnisse erzielt werden konnten, sind LDPC Codes schließlich
auch auf dem magnetischen Kanal intensiv untersucht worden [FFKM99, STC01, OM01,
PS02, Ste02].
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Die dabei erzielten Ergebnisse waren durchweg gut und lagen im Bereich der zuvor
vero¨ffentlichten Resultate mit Turbo Codes (siehe Kap. 6.5). LDPC Codes besitzen al-
lerdings eine bessere Minimaldistanz als Turbo Codes, so dass in den Simulationen kein
Error-Floor festgestellt werden konnte [STC01]. Auch neueste Ergebnisse, bei denen bis
zu einer Fehlerrate von 10−10 simuliert wurde, haben keinen Error Floor gezeigt [HM03].
Die gute Leistung von LDPC Codes auf dem magnetischen Kanal ist auf einer Vielzahl
unterschiedlicher Lesekana¨le besta¨tigt worden. So konnten sie erfolgreich mit PRML-
Detektoren mit EPR4- [FFKM99] und ME2PR4-Target [STC01], mit Signalraumde-
tektoren [PS02, Ste02] sowie mit RLL- [OM01] und MTR-Codes [STC01] kombiniert
werden. Bei sehr hohen Coderaten und einer Sektorgro¨ße von 512 Bytes sind sie den
Reed-Solomon Codes im direkten Vergleich jedoch unterlegen [PS02].
Der Einsatz von Turbo Equalization [DJB95] fu¨hrt auch bei LDPC Codes zu einer Ver-
besserung von rund 0,5 dB [STC01], die sich allerdings auf Kana¨len unter dem Einfluss
von Transitionsrauschen in etwa halbiert [OM01]. Dieser Umstand ist kritisch, da der
Anteil von Transitionsrauschen auf dem magnetischen Kanal mit einer steigenden Da-
tendichte zunimmt [Str00].
Kapitel 7
Evaluation von Lesekana¨len mit
Zuverla¨ssigkeitsinformation
In den vorherigen Kapiteln 4, 5 und 6 wurden fu¨r die verschiedenen Komponenten des
magnetischen Kanals Methoden pra¨sentiert, die die Verarbeitung von Zuverla¨ssigkeits-
information ermo¨glichen. Hier werden nun aus diesen Komponenten Lesekana¨le zusam-
mengesetzt und miteinander verglichen. Das Hauptziel ist der Entwurf eines Kanals
mit einer geringeren Fehlerrate als bei einem Referenzkanal mit Reed-Solomon Codes
und Hard-Decoding. Durch die Einfu¨hrung von Soft-Decoding soll dieses Ziel ohne eine
Erho¨hung des Redundanzanteils im Datenstrom erzielt werden. Gleichzeitig soll der An-
stieg der Hardware-Komplexita¨t im Hinblick auf mobile Anwendungen mo¨glichst gering
sein.
Die Ergebnisse werden jeweils fu¨r Kana¨le mit weißem Rauschen (Average White Gaus-
sian Noise, AWGN) am Eingang des Equalizers und fu¨r Kana¨le, die von Transitionsrau-
schen dominiert werden, vorgestellt. Des Weiteren werden sowohl unbeschra¨nkte Kana¨le
betrachtet, die nur aus einem Detektor und einem Fehlerschutzcode bestehen, als auch
modulationscodierte Kana¨le.
7.1 Simulationsumgebung
Alle in diesem Kapitel vero¨ffentlichten Ergebnisse basieren auf Simulationsdaten. Zu
diesem Zweck wurde der Lesekanal-Simulator HdSim verwendet [DSS], mit dessen Hilfe
das in Kap. 2.4.2 definierte Kanalmodell realisiert wurde. Fu¨r einen Simulationslauf
wurden jeweils 50 Millionen Nutzdatenbits verwendet.
Fu¨r die Diskussion werden die erzielbaren Bitfehlerraten fu¨r unterschiedliche Signal-
Rausch-Verha¨ltnisse (SNR) ausgewertet. Dabei wird das Signal-Rausch-Verha¨ltnis, je
nach Lesekanal, zwischen 20 dB und 30 dB variiert. Falls angegeben, wird das Signal
des Weiteren durch ein Transitionsrauschen (Jitter) mit der Varianz σ2 = 0, 075 · T
u¨berlagert.
Da in dieser Arbeit verschiedene Detektoren, Modulationscodes und fehlerkorrigierende
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Codes zu einem Lesekanal kombiniert werden sollen, ergibt sich eine sehr große Anzahl
unterschiedlicher Konstellationen. Aus diesem Grund sind einige der Kanalparameter
nicht variiert worden. Beispielsweise ist die Datendichte bei allen Simulationen auf einen
Wert von PW50/T = 3.0 fixiert worden. Des Weiteren werden – wie bereits in Kapitel
2.4.2 beschrieben – weder Non-Linear Transition Shift (NLTS), noch Thermal Asperity
(TA) beru¨cksichtigt.
7.2 Betrachtete Komponenten
In dieser Arbeit soll ein Lesekanal entworfen werden, der eine Verbesserung der Signal-
zuverla¨ssigkeit durch die Verwendung von Soft-Decoding erreicht. Neben den heute u¨bli-
chen Standard-Komponenten werden daher verschiedene Methoden zur Integration von
Zuverla¨ssigkeitsinformation zur Verbesserung des Fehlerschutzcodes untersucht. Dabei
kommen die im Folgenden aufgelisteten Komponenten zum Einsatz:
Detektoren
Auf dem magnetischen Kanal werden verbreitet Partial Response Maximum Likelihood
(PRML) Detektoren eingesetzt. Aus diesem Grund werden sie auch in dieser Arbeit
betrachtet. Signalraumdetektoren werden zum Vergleich herangezogen, da sie sich als
eine einfach implementierbare und zuverla¨ssige Alternative erwiesen haben [Str00].
1. Partial Response Maximum Likelihood (PRML) Detektor mit EPR4 sowie mit
ME2PR4 Target. Auf Soft-Decoding Kana¨len wird der Soft-Output Viterbi Algo-
rithmus zur Bestimmung der Zuverla¨ssigkeitsinformation verwendet.
2. Signalraumdetektor (Noise-Whitening Signalspace Detector, WSSD) mit 3D-110
Target. Auf Soft-Decoding Kana¨len wird der Soft-Output WSSD (S3D ) aus Kap.
4.5 eingesetzt. In der Regel beru¨cksichtigt der Detektor den Einfluss der Fehler-
fortpflanzung bei der Bestimmung der Soft-Outputs. Wenn dieser Effekt fu¨r eine
weitere Vereinfachung der Detektorarchitektur vernachla¨ssigt wird, dann wird ex-
plizit darauf hingewiesen.
Modulationscodes
Neben unbeschra¨nkten Kana¨len, die nur aus einem Detektor und einem fehlerkorrigie-
renden Code zusammengesetzt sind, werden die folgenden beiden Varianten mit einem
zusa¨tzlichen Modulationscode betrachtet:
1. Maximum Transition Run (MTR) Code [BM97b] der Rate 67 . Auf Soft-Decoding
Kana¨len wird der aus modifizierten logischen Gattern konstruierte Soft-In/Soft-
Out Decoder aus Kap. 5.2.5 verwendet.
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2. Alternativ zu einem Modulationscode wird ein Parity-Check Code mit der Vor-
schrift Odd-Parity getestet, mit dessen Hilfe ein Minimum an Timing-Information
im Lesesignal erzeugt werden kann (Kap. 5.3).
Fehlerkorrigierende Codes
Die in dieser Arbeit untersuchten Lesekana¨le sollen zu einer Verbesserung der bisher
eingesetzten Varianten mit Reed-Solomon Codes in Verbindung mit Hard-Decoding ein-
gesetzt werden. Insgesamt werden die folgenden Varianten betrachtet:
1. RS(255, 240) Reed-Solomon Code mit 8-Bit Codesymbolen, 3-fachem Interleaving
und den Parametern n = 255, k = 240 und m = 8.
2. Wie oben, allerdings wird ein Reed-Solomon Code eingesetzt, der Fehler und
Erasures korrigieren kann. Die Erasure-Positionen werden mit Hilfe eines inne-
ren Parity-Check Codes bestimmt, der gleichzeitig als Modulationscode dient (vgl.
Kap. 6.4.3).
3. Low-Density Parity-Check (LDPC) Code mit einer La¨nge von 512 Informations-
bytes und einer Coderate von 0, 88 bzw. 0, 94. Der Code wurde u¨ber das Galoisfeld
GF (4) gebildet.
4. Turbo Code mit dem Generatorpolynom (31, 27) und einer La¨nge von 512 Informa-
tionsbytes, der auf die Coderate 0, 88 punktiert wurde. Zwischen Modulationsde-
coder und Fehlerschutzdecoder wird ein zusa¨tzlicher Kanal-Interleaver eingesetzt
[RMAAY00]. Dieser wandelt die Bu¨ndelfehler des magnetischen Kanals in zufa¨llige
Einzelbitfehler um.
Im Folgenden werden zuna¨chst die Fehlermuster der eingesetzten Detektoren betrachtet.
Danach erfolgt die Untersuchung verschiedener Lesekana¨le.
7.3 Untersuchung der Fehlermuster verschiedener Detek-
toren
Partial Response Maximum Likelihood (PRML) und Signalraumdetektoren wurden be-
reits intensiv auf unbeschra¨nkten und MTR-codierten Kana¨len untersucht [Str00, SHS00].
Dabei hat sich gezeigt, dass die Signalraumdetektoren trotz einer geringeren Komplexita¨t
bei gleichem SNR niedrigere Fehlerraten erreichen. Der Vorsprung gegenu¨ber PRML-
Detektoren vergro¨ßert sich sogar bei starkem Transitionsrauschen [Str00].
Allerdings wurde bei den bisherigen Untersuchungen [Str00] ausschließlich die Bitfehler-
rate am Ausgang des Detektors untersucht. Entscheidend fu¨r die Zuverla¨ssigkeit eines
magnetischen Lesekanals ist jedoch die Fehlerrate am Ausgang des Fehlerschutzcodes.
An dieser Stelle kann es jedoch zu deutlich anderen Resultaten kommen, da nicht mehr
nur die gemittelte Fehlerrate, sondern auch die Verteilung der Fehler eine Rolle spie-
len. Produziert beispielsweise ein Detektor zwar eine hohe Bitfehlerrate, die allerdings
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eine gu¨nstige Verteilung aufweist, so kann das Ergebnis am Ausgang der Fehlerkorrektur
sehr gut sein. Umgekehrt kann ein Detektor, der seltene, aber sehr lange Bu¨ndelfehler
erzeugt, ein schlechtes Ergebnis am Ausgang der Fehlerkorrektur erzielen, obwohl die
Bitfehlerrate am Detektorausgang sehr niedrig ist. Fu¨r die Fehlerrate am Ausgang des
Lesekanals ist also immer das Zusammenspiel aller Komponenten entscheidend.
Zuna¨chst erfolgt an dieser Stelle jedoch eine Untersuchung der Fehlermuster der betrach-
teten Systeme. Fu¨r den Fehlerschutzdecoder ist die Bitfehlerrate und die Verteilung der
Fehler am Eingang des Decoders relevant. Aus diesem Grund werden im Folgenden die
Fehlermuster am Ausgang des Detektors (bei unbeschra¨nkten Kana¨len) bzw. des Modu-
lationsdecoders (bei MTR-codierten Kana¨len) betrachtet.
Dabei werden sowohl die verschiedenen in Kapitel 4 vorgestellten Detektoren, als auch
der Einfluss von Transitionsrauschen untersucht. Alle Untersuchungen wurden durch die
Simulation von 50 Millionen Nutzdatenbits bei einem Signal-Rausch-Verha¨ltnis von 26
dB durchgefu¨hrt. Die in diesem Kapitel untersuchten Lesekana¨le bestehen entweder nur
aus einem Detektor und einem Fehlerschutzcode oder sie besitzen daru¨ber hinaus einen
Modulationscode. Daher wird auch der Einfluss des Modulationscodes auf die Fehlerraten
und -verteilungen untersucht. Entscheidend fu¨r die erreichbare Fehlerrate am Ausgang
des Fehlerschutzdecoders ist die Fehlerrate und -verteilung am Eingang der Fehlerkor-
rektur. Hier muss untersucht werden, ob die Verbesserung durch das Entfernen kritischer
Sequenzen oder die Verschlechterung durch die Fehlerfortpflanzung im Modulationsde-
coder u¨berwiegt.
In Abb. 7.1 ist die Verteilung der Fehlerla¨ngen bei Einsatz eines EPR4-Detektors zu se-
hen. Auffallend ist, dass auf einem unbeschra¨nkten Kanal Fehlerla¨ngen von u¨ber 10 Bit
auftreten. Diese Eigenschaft verschlechtert sich unter dem Einfluss von Transitionsrau-
schen noch einmal deutlich. Wird hingegen ein MTR-Code verwendet, treten nur noch
Bu¨ndelfehler mit einer maximalen La¨nge von 10 Bit auf. Dafu¨r ist die Anzahl ku¨rze-
rer Fehlerbu¨ndel erho¨ht, was auf eine Fehlerfortpflanzung bei kurzen Fehler-Ereignissen
hindeutet.
Bei Einsatz eines PRML-Detektors mit ME2PR4-Target (Abb. 7.2) ergibt sich ein deut-
lich gu¨nstigerer Verlauf. Bu¨ndelfehler sind praktisch auf eine La¨nge von 4 Bit beschra¨nkt
und die Fehlerstatistik wird von Einzelbit-Fehlern dominiert. Unter dem Einfluss von
starkem Transitionsrauschen ergibt sich eine a¨hnliche Verteilung wie beim EPR4-Detek-
tor, allerdings auf einem deutlich niedrigeren Niveau. Auf einem MTR-codierten Kanal
ist die Verteilung der des EPR4-Detektors a¨hnlich: Lange Fehler-Ereignisse werden auf
Kosten einer erho¨hten Fehlerfortpflanzung bei kurzen Fehler-Ereignissen reduziert.
Ein vo¨llig anderes Bild zeigt sich bei Verwendung eines Signalraumdetektors (Abb. 7.3).
Dieser Detektor ist auf unbeschra¨nkten Kana¨len deutlich unempfindlicher gegenu¨ber
Transitionsrauschen – die langen Fehlerketten der PRML-Detektoren treten hier nicht
auf. Beim Einsatz eines Modulationscodes tritt hier im Gegensatz zu den PRML-Detek-
toren keine Verbesserung ein. Die Ha¨ufigkeit kurzer, geradzahliger Fehlerbu¨ndel nimmt
sogar zu. Offenbar wirkt sich an dieser Stelle die Kombination aus Fehlerfortpflanzung im
Detektor und im Modulationsdecoder besonders negativ auf die Fehlerrate aus. Daru¨ber
hinaus produziert der Signalraumdetektor in sehr seltenen Fa¨llen recht lange Fehler-
Ereignisse [Pla01]. Diese setzen sich aus mehreren kurzen Fehlerbu¨ndeln zusammen. Aus










































Abbildung 7.2: Verteilung der Fehlerla¨ngen eines ME2PR4-PRML Detektors.
diesem Grund sind sie in Abb. 7.3 nicht zu erkennen.
Die aus den Diagrammen in Abb. 7.1 bis 7.3 zu erkennenden Eigenschaften lassen ver-
muten, dass fu¨r PRML-Detektoren Modulationscodes insbesondere bei starkem Tran-
sitionsrauschen unerla¨sslich sind. Ein Lesekanal, der – wie in Kap. 5.3 vorgeschlagen –





















Abbildung 7.3: Verteilung der Fehlerla¨ngen eines Signalraumdetektors.
einen einfachen Parity-Check Code als Modulationscode einsetzt, ist aus diesem Grund
vermutlich nur bei Einsatz eines Signalraumdetektors zu empfehlen.
7.4 Lesekanal mit Reed-Solomon Codes und Hard-Decoding
Lesekana¨le mit Reed-Solomon Codes haben sich bei Festplatten und anderen Datenspei-
chern als Standard etabliert. Aus diesem Grund soll an dieser Stelle ein solcher Kanal
als Referenz fu¨r alle im Weiteren betrachteten Soft-Decoding Kana¨le betrachtet werden.
Dabei kommt der in Kap. 7.2 beschriebene Reed-Solomon Code zum Einsatz. Es werden
sowohl PRML-Detektoren mit EPR4 und ME2PR4 Target, als auch ein Signalraumde-
tektor (WSSD Detektor) verwendet.
7.4.1 Unbeschra¨nkte Kana¨le
Zuna¨chst wird die Leistung auf unbeschra¨nkten Kana¨len untersucht, die nur aus einem
Detektor und einem Fehlerschutzcode bestehen. Der Hauptgrund fu¨r die Betrachtung
dieser Kana¨le ist die Untersuchung des Zusammenspiels zwischen diesen beiden Kom-
ponenten. Da in diesem Fall auf einen Modulationscode verzichtet wird, kann keinerlei
Timing-Information im Lesesignal garantiert werden.
Die erreichbaren Bitfehlerraten am Ausgang des Fehlerschutzdecoders sind in Abb. 7.4
zu sehen. Zuna¨chst wird von weißem Rauschen am Eingang des Equalizers ausgegangen.
Der PRML-Detektor mit ME2PR4-Target erzielt die geringste Bitfehlerrate, allerdings
mit nur einem geringen Vorsprung vor dem Signalraumdetektor. Dies ist erstaunlich, da
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der Signalraumdetektor eine wesentlich einfachere Architektur besitzt. Der EPR4-PRML
Detektor ist den beiden anderen Verfahren deutlich unterlegen.















RS Code mit EPR4 Detektor
MEEPR4 Detektor
RS Code mit MEEPR4 Detektor
SSD Detektor
RS Code mit SSD Detektor
Abbildung 7.4: Fehlerraten verschiedener Lesekana¨le unter Verwendung von Reed-Solomon Codes auf
einem unbeschra¨nkten Kanal unter dem Einfluss von weißem Rauschen.
Unter dem Einfluss von Transitionsrauschen mit der Varianz σ2 = 0, 075 · T ergibt
sich ein sehr a¨hnliches Bild (Abb. 7.5). Wiederum erreicht der EPR4-Detektor nicht
die niedrigen Fehlerraten der beiden anderen Detektionsverfahren. Im Vergleich zum
AWGN-Kanal aus Abb. 7.4 verschlechtern sich die Ergebnisse um rund 2 dB.
7.4.2 Modulationscodierte Kana¨le
Fu¨r die folgenden Untersuchungen wurden die Lesekana¨le um einen Modulationscode
erweitert. Hierbei wird ein MTR-Code mit der Rate 67 eingesetzt. Die Analyse der Feh-
lermuster in Kap. 7.3 hat gezeigt, dass bei den PRML Detektoren und unter dem Ein-
fluss von Transitionsrauschen die Anzahl langer Fehler-Ereignisse reduziert werden kann.
Beim Signalraumdetektor trat diese Verbesserung hingegen nicht auf.
Diese Ergebnisse spiegeln sich auch in den erzielbaren Bitfehlerraten am Ausgang des
Reed-Solomon Decoders wider. Dies fu¨hrt dazu, dass unter dem Einfluss von AWGN der
Abstand zwischen dem Kanal mit dem ME2PR4-PRML Detektor und dem Signalraum-
detektor gro¨ßer wird (Abb. 7.6). Der EPR4-Detektor bleibt das schlechteste Verfahren
im Vergleich.
Noch deutlicher tritt der Vorteil eines Modulationscodes bei den PRML-Detektoren un-
ter dem Einfluss von Transitionsrauschen auf. Hier liegt die Verschlechterung gegenu¨ber
dem AWGN-Kanal nur noch bei ca. 1 dB, wa¨hrend sich die Bitfehlerrate des Signal-
raumdetektors weiterhin um rund 2 dB verschlechtert (Abb. 7.7). Am Ausgang eines
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RS Code mit EPR4 Detektor
MEEPR4 Detektor
RS Code mit MEEPR4 Detektor
SSD Detektor
RS Code mit SSD Detektor
Abbildung 7.5: Fehlerraten verschiedener Lesekana¨le unter Verwendung von Reed-Solomon Codes auf
einem unbeschra¨nkten Kanal unter dem Einfluss von Transitionsrauschen.















RS Code mit EPR4 Detektor
MEEPR4 Detektor
RS Code mit MEEPR4 Detektor
SSD Detektor
RS Code mit SSD Detektor
Abbildung 7.6: Fehlerraten verschiedener Lesekana¨le unter Verwendung von Reed-Solomon Codes auf
einem MTR-codierten Kanal unter dem Einfluss von weißem Rauschen.
Reed-Solomon Decoders zeigt sich somit, dass ein MTR-Code bei Verwendung eines Si-
gnalraumdetektors nicht zu niedrigeren Fehlerraten fu¨hrt. Dies besta¨tigt die Resultate,
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die am Ausgang des Detektors gemessen wurden [Str00].















RS Code mit EPR4 Detektor
MEEPR4 Detektor
RS Code mit MEEPR4 Detektor
SSD Detektor
RS Code mit SSD Detektor
Abbildung 7.7: Fehlerraten verschiedener Lesekana¨le unter Verwendung von Reed-Solomon Codes auf
einem MTR-codierten Kanal unter dem Einfluss von Transitionsrauschen.
7.5 Lesekana¨le mit Zuverla¨ssigkeitsinformation
In diesem Kapitel sollen die betrachteten Lesekana¨le fu¨r die Verarbeitung von Zu-
verla¨ssigkeitsinformation modifiziert werden. Diese wird in den Detektoren individuell
fu¨r jedes Bit generiert. Bei den PRML-Detektoren wird zu diesem Zweck der Soft-Output
Viterbi-Algorithmus (SOVA) verwendet. Andere Verfahren, wie zum Beispiel der BCJR-
Algorithmus, werden aus Gru¨nden der Komplexita¨t nicht beru¨cksichtigt. Im Falle des
Signalraumdetektors kommt das in Kap. 4.5 pra¨sentierte Verfahren zum Einsatz.
7.5.1 Unbeschra¨nkte Kana¨le
Das Ziel bei der Verwendung von Zuverla¨ssigkeitsinformation ist die Verbesserung der
Fehlerkorrektur. Aus diesem Grund werden an dieser Stelle zuna¨chst wiederum Kana¨le
betrachtet, die auf unbeschra¨nkten Daten arbeiten. Das Augenmerk liegt dabei auf der
Verbesserung, die sich durch die Verwendung von Zuverla¨ssigkeitsinformation erzielen
la¨sst.
Eine Voraussetzung fu¨r die Verarbeitung von Zuverla¨ssigkeitsinformation ist ein feh-
lerkorrigierender Code, der diese Zusatzinformation gewinnbringend weiterverarbeiten
kann. Dazu sind die bislang betrachteten Reed-Solomon Codes nicht in der Lage. Aus
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diesem Grund werden zuna¨chst nur Turbo Codes und Low-Density Parity-Check Codes
betrachtet.
Verwendung von Turbo Codes
Turbo Codes waren im Jahre 1993 ein wichtiger Anstoß fu¨r viele Vero¨ffentlichungen im
Bereich Soft-Decoding, unter anderem fu¨r den magnetischen Kanal (siehe Kap. 6.5).
Aus diesem Grund sollen sie auch hier als fehlerkorrigierende Codes in Betracht gezogen
werden. Turbo Codes verwenden parallel verkettete terminierte Faltungscodes mit einer
Coderate von 13 . Ho¨here Coderaten, wie sie fu¨r den magnetischen Kanal unerla¨sslich sind,
ko¨nnen durch das Punktieren von Parity-Bits erreicht werden. Fu¨r die Simulationen in
diesem Kapitel wurde der (31, 27)-Code aus dem urspru¨nglichen Paper von Berrou et al.
verwendet [BGT93] und auf eine Coderate von 0, 88 punktiert.
Die Ergebnisse sind in Abb. 7.8 fu¨r AWGN zu sehen. Die PRML-Detektoren erreichen
eine sehr gute Decodierleistung. Bei Verwendung eines ME2PR4-PRML Detektors wird
bereits bei einem SNR von weniger als 24 dB eine Fehlerrate von 10−5 erreicht. Der
EPR4-Detektor liegt jetzt mehr als 1 dB schlechter. Es ist zu beachten, dass die Ergeb-

















Turbo Code mit EPR4 Detektor
MEEPR4 Detektor
Turbo Code mit MEEPR4 Detektor
SSD Detektor
Turbo Code mit SSD Detektor
Abbildung 7.8: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines (31, 27) Turbo Codes auf
einem unbeschra¨nkten Kanal unter dem Einfluss von weißem Rauschen.
Unter dem Einfluss von Transitionsrauschen (Abb. 7.9) verschlechtern sich die Ergebnis-
se um rund 1 dB. Dieser Abfall ist geringer als bei der Verwendung von Reed-Solomon
Codes. Gleichzeitig ist allerdings bei hohem SNR ein deutliches Abflachen der Kurven zu
erkennen. Dieses als Error Floor bekannte Pha¨nomen tritt also bei starkem Transitions-
rauschen (Jitter) sta¨rker in Erscheinung. Da mit steigender Datendichte der Jitter-Anteil
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am Rauschspektrum stetig zunimmt, ist dieser Umstand fu¨r Festplatten besonders kri-
tisch. Bei ho¨heren Coderaten versta¨rkt sich der Einfluss des Error Floors [Che01, Pla01],

















Turbo Code mit EPR4 Detektor
MEEPR4 Detektor
Turbo Code mit MEEPR4 Detektor
SSD Detektor
Turbo Code mit SSD Detektor
Abbildung 7.9: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines (31, 27) Turbo Codes auf
einem unbeschra¨nkten Kanal unter dem Einfluss von Transitionsrauschen.
Bei Verwendung eines Signalraumdetektors ergibt sich ein komplett anderes Bild: Der
fu¨r zufa¨llige Einzelbitfehler optimierte Turbo Code funktioniert bei der sehr starken
Punktierung nicht mit dem zu Fehlerfortpflanzung neigenden Signalraumdetektor. In
Kombination mit Turbo Codes ist also der Einsatz eines PRML-Detektors erforderlich.
Dies besta¨tigt fru¨here Untersuchungen [Pla01], bei denen Lesekana¨le mit Turbo Codes
unter Verwendung eines Signalraumdetektors erst bei einer Blockla¨nge von 4096 Bytes
eine ho¨here Zuverla¨ssigkeit als Kana¨le mit PRML-Detektoren erreicht haben. Sofern die
Sektorgro¨ße von Festplatten auf 512 Bytes beschra¨nkt bleibt, ist diese Kombination also
nicht zu empfehlen.
Verwendung von LDPC Codes
Erst nachdem die Turbo Codes eine große Aufmerksamkeit erlangt haben, wurden die
eigentlich viel a¨lteren Low-Density Parity-Check (LDPC) Codes [Gal62] wieder intensiv
erforscht. In verschiedenen Vero¨ffentlichungen wurde gezeigt, dass LDPC Codes eine
a¨hnlich gute Decodierleistung wie Turbo Codes besitzen [Mac99]. Bei kurzen Blockla¨ngen
sind eher Turbo Codes im Vorteil, wa¨hrend LDPC-Codes bei sehr großen Blockla¨ngen
u¨berlegen sind [RU98].
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In dieser Arbeit werden LDPC-Codes mit zwei verschiedenen Coderaten untersucht. Ein
Code der Rate 0, 88 dient als Vergleich zu den Turbo Codes, wa¨hrend ein Code der Rate
0, 94 mit den Reed-Solomon Codes aus Kap. 7.4 verglichen wird.
Die Ergebnisse fu¨r den LDPC Code mit der Coderate 0, 88 sind in Abb. 7.10 fu¨r AWGN
bzw. in Abb. 7.11 fu¨r starkes Transitionsrauschen zu sehen. Mit den PRML-Detektoren
sind die erreichten Bitfehlerraten in beiden Fa¨llen den Turbo Codes sehr a¨hnlich. Der
große Vorteil der LDPC Codes liegt jedoch darin, dass auch unter dem Einfluss von
Transitionsrauschen kein Error Floor zu erkennen ist. Der Abfall gegenu¨ber den AWGN-
Kurven liegt wie schon bei Turbo Codes im Bereich von nur 1 dB. Mit dem Signal-
raumdetektor ist die erreichte Bitfehlerrate wiederum deutlich schlechter, allerdings sind
die Ergebnisse etwas besser als bei der Verwendung von Turbo Codes. Wie auch dort,
erreicht ein LDPC Decoder bei Verwendung des Signalraumdetektors erst bei deutlich
gro¨ßeren Blockla¨ngen seine volle Leistungsfa¨higkeit [Pla01].















LDPC Code mit EPR4 Detektor
MEEPR4 Detektor
LDPC Code mit MEEPR4 Detektor
SSD Detektor
LDPC Code mit SSD Detektor
Abbildung 7.10: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines LDPC Codes mit der
Coderate 0,88 auf einem unbeschra¨nkten Kanal unter dem Einfluss von weißem Rau-
schen.
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LDPC Code mit EPR4 Detektor
MEEPR4 Detektor
LDPC Code mit MEEPR4 Detektor
SSD Detektor
LDPC Code mit SSD Detektor
Abbildung 7.11: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines LDPC Codes mit der
Coderate 0,88 auf einem unbeschra¨nkten Kanal unter dem Einfluss von Transitions-
rauschen.
Bei einem LDPC Code mit einer ho¨heren Coderate von 0, 94 vergro¨ßert sich der Ab-
stand zwischen den beiden PRML-Detektoren; der Signalraumdetektor fu¨hrt auch hier
zu den schlechtesten Ergebnissen (Abb. 7.12 fu¨r AWGN bzw. Abb. 7.13 fu¨r starkes Tran-
sitionsrauschen). Bei Verwendung eines EPR4-PRML Detektors zeigt sich zudem unter
dem Einfluss von starkem Transitionsrauschen eine leichte Abflachung der Kurve bei
hohem SNR. Aus diesem Grund ist bei sehr hochratigen LDPC Codes der Einsatz eines
ME2PR4-PRML Detektors zu empfehlen, der dieses dem Error Floor a¨hnliche Verhal-
ten nicht aufweist. Die Fehlerrate von Reed-Solomon Codes mit Hard-Decoding wird
allerdings nicht ganz erreicht.
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Abbildung 7.12: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines LDPC Codes mit der
Coderate 0,94 auf einem unbeschra¨nkten Kanal unter dem Einfluss von weißem Rau-
schen.















LDPC Code mit EPR4 Detektor
MEEPR4 Detektor
LDPC Code mit MEEPR4 Detektor
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LDPC Code mit SSD Detektor
Abbildung 7.13: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines LDPC Codes mit der
Coderate 0,94 auf einem unbeschra¨nkten Kanal unter dem Einfluss von Transitions-
rauschen.
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7.5.2 Modulationscodierte Kana¨le
Hier werden die Systeme mit LDPC bzw. Turbo Codes aus Kap. 7.5.1 um den Soft-
In/Soft-Out Modulationsdecoder aus Kap. 5.2.5 erweitert. Ein Modulationscode ist auf
dem magnetischen Kanal notwendig, weil sonst bei langen Nullfolgen der Takt nicht
mehr aus dem Lesesignal zuru¨ckgewonnen werden kann.
Als Alternative wird der Error-/Erasure korrigierende Reed-Solomon Code aus Kap. 6.4.3
betrachtet. Dieser verwendet einen inneren Parity-Check Code sowohl zum Markieren
von Erasures, als auch als einfachen Modulationscode. Neben der Bitfehlerrate wird die
Effizienz des Erasure-markierenden Codes fu¨r PRML- und Signalraumdetektoren unter-
sucht.
Verwendung von Turbo Codes
Die Verwendung eines MTR-Codes bringt bei PRML-Kana¨len in Verbindung mit Turbo
Codes nicht den bei Reed-Solomon Codes beobachteten Vorteil (Kap. 7.4). Stattdessen
scheint die Fehlerfortpflanzung bei kurzen Fehlerbu¨ndeln eine gro¨ßere Rolle zu spielen
als die Reduktion sehr langer Fehler-Ereignisse. Der Error Floor tritt bei allen PRML-
Detektoren bereits bei einem niedrigeren SNR auf. Dies ist sowohl unter dem Einfluss von
AWGN (Abb. 7.14), als auch bei starkem Transitionsrauschen (Abb. 7.15) zu beobachten.
Die Ergebnisse des Signalraumdetektors bleiben auf modulationscodierten Kana¨len weit
hinter denen der PRML-Detektoren zuru¨ck. Die weitere Verschlechterung der Ergebnisse
durch die Verwendung eines Modulationscodes spricht ebenfalls gegen die Verwendung
von Turbo Codes auf dem magnetischen Kanal.
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Abbildung 7.14: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines (31, 27) Turbo Codes
auf einem MTR-codierten Kanal unter dem Einfluss von weißem Rauschen.















Turbo Code mit EPR4 Detektor
MEEPR4 Detektor
Turbo Code mit MEEPR4 Detektor
SSD Detektor
Turbo Code mit SSD Detektor
Abbildung 7.15: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines (31, 27) Turbo Codes
auf einem unbeschra¨nkten Kanal unter dem Einfluss von Transitionsrauschen.
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Verwendung von LDPC-Codes
Die bei Turbo Codes beobachtete Verschlechterung der Performance durch einen MTR-
Code tritt in Verbindung mit LDPC Codes nicht auf – die Ergebnisse verbleiben in etwa
im gleichen Bereich wie auf einem unbeschra¨nkten Kanal.
Bei Verwendung der LDPC-Codes mit einer Coderate von 0, 88 (Abb. 7.16 fu¨r AWGN)
fa¨llt auf, dass sich die Resultate des Signalraumdetektors im Vergleich zu den PRML-
Detektoren verbessern: Die Fehlerraten des EPR4-PRML Detektors und des Signalraum-
detektors liegen sehr dicht beieinander, wa¨hrend der ME2PR4-PRML Detektor rund 1
dB besser abschneidet. Unter starkem Transitionsrauschen (Abb. 7.17) verschieben sich
die Relationen wieder leicht zu Ungunsten des Signalraumdetektors, dessen Fehlerrate
sta¨rker ansteigt als bei den beiden PRML-Detektoren.















LDPC Code mit EPR4 Detektor
MEEPR4 Detektor
LDPC Code mit MEEPR4 Detektor
SSD Detektor
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Abbildung 7.16: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines LDPC Codes mit der
Coderate 0,88 auf einem MTR-codierten Kanal unter dem Einfluss von weißem Rau-
schen.
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Abbildung 7.17: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines LDPC Codes mit der
Coderate 0,88 auf einem MTR-codierten Kanal unter dem Einfluss von Transitions-
rauschen.
Bei einer Coderate von 0, 94 a¨ndern sich die Relationen fu¨r den ME2PR4-PRML Detektor
kaum (Abb. 7.18 fu¨r AWGN bzw. in Abb. 7.19 fu¨r starkes Transitionsrauschen). Im
Vergleich zu Reed-Solomon Codes mit Hard-Decoding kann in etwa die gleiche Fehlerrate
erreicht werden. Der EPR4-PRML Detektor profitiert bei Jitter vom Einsatz eines MTR-
Codes (vgl. Abb. 7.13): Der Effekt der Abflachung der Kurve tritt hier nicht mehr auf.
Allerdings ist die Decodierleistung jetzt fast 2 dB schlechter als beim ME2PR4-PRML
Detektor.
Auch der Lesekanal mit dem Signalraumdetektor weist einen deutlich gu¨nstigeren Verlauf
der Fehlerraten als bei unbeschra¨nkten Daten auf. Allerdings ist trotzdem noch deutlich
zu sehen, dass die Kombination von kurzen und hochratigen LDPC-Codes mit einem
Signalraumdetektor nicht zu guten Ergebnissen fu¨hrt.
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LDPC Code mit EPR4 Detektor
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Abbildung 7.18: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines LDPC Codes mit der
Coderate 0,94 auf einem MTR-codierten Kanal unter dem Einfluss von weißem Rau-
schen.
Verwendung von Erasure-korrigierenden Reed-Solomon Codes
In Kap. 6.4.3 ist ein Verfahren vorgestellt worden, das Reed-Solomon Codes die Verarbei-
tung von Zuverla¨ssigkeitsinformation ermo¨glicht. Dabei werden mit Hilfe eines inneren
Parity-Check Codes und der Zuverla¨ssigkeitsinformation potentielle Fehlerpositionen als
Erasures markiert. Dieser Parity-Check Code wird als Odd-Parity ausgelegt, wodurch
gleichzeitig Timing-Information im Lesesignal garantiert wird (Kap. 5.3).
Die Effizienz dieses Parity-Check Codes soll im Folgenden fu¨r einen Signalraumdetek-
tor und einen PRML-Detektor (hier mit EPR4-Target) untersucht werden. Die Korrek-
turfa¨higkeit des Reed-Solomon Codes wird durch zwei Gro¨ßen beeinflusst:
1. Wenn ein Symbolfehler korrekt identifiziert werden kann, ist ein einziges Parity-
symbol des Reed-Solomon Codes ausreichend zur Fehlerkorrektur. In diesem Fall
kann also die Korrekturfa¨higkeit des Reed-Solomon Codes erho¨ht werden: Im Ex-
tremfall, das heißt bei einer Identifizierung aller Symbolfehler, kann die doppelte
Anzahl von Fehlern korrigiert werden.
Daher wird in diesem Kapitel untersucht, welcher Prozentsatz der auf dem Kanal
aufgetretenen Symbolfehler durch den Parity-Check Code identifiziert und somit
als Erasure markiert werden kann. Dieser Anteil wird im Folgenden als korrekte
Erasures bezeichnet.
2. Anders herum kann es natu¨rlich auch passieren, dass ein Erasure gesetzt wird,
120 KAPITEL 7. EVALUATION VERSCHIEDENER LESEKANA¨LE















LDPC Code mit EPR4 Detektor
MEEPR4 Detektor
LDPC Code mit MEEPR4 Detektor
SSD Detektor
LDPC Code mit SSD Detektor
Abbildung 7.19: Fehlerraten verschiedener Lesekana¨le unter Verwendung eines LDPC Codes mit der
Coderate 0,94 auf einem MTR-codierten Kanal unter dem Einfluss von Transitions-
rauschen.
obwohl das betreffende Symbol fehlerfrei ist. Dies geschieht zum Beispiel dann,
wenn nur Parity-Bits fehlerhaft sind. In diesem Fall wird also ein Teil der Korrek-
turfa¨higkeit des Reed-Solomon Codes verschwendet.
Der Vorteil einer hohen Anzahl von korrekt als Erasure identifizierten Symbolfeh-
lern kann also wieder aufgehoben werden, wenn auf der anderen Seite sehr viele der
gesetzten Erasures fehlerfreie Codesymbole des Reed-Solomon Codes markieren.
Aus diesem Grund wird also des Weiteren der Prozentsatz der Erasures untersucht,
der korrekte Codesymbole markiert. Dieser Anteil wird im Folgenden als falsche
Erasures bezeichnet.
In Abb. 7.20 ist der Prozentsatz der korrekten Erasures fu¨r einen Signalraumdetektor und
einen EPR4-PRML Detektor fu¨r verschiedene Signal-Rausch-Verha¨ltnisse dargestellt.
Es wurde ein (3, 2)-Parity-Check Code eingesetzt, der nach jeweils drei Codesymbolen
des Reed-Solomon Codes zwei Parity-Bits in den Datenstrom einfu¨gt. Die Kurven sind
getrennt fu¨r einen Kanal mit AWGN und einen Kanal mit starkem Transitionsrauschen
(Jitter) dargestellt.
Bei starkem Rauschen ist die Effizienz des Parity-Check Codes sehr schlecht: Es werden
bis zu einem SNR von 21 dB weniger als 20 Prozent der aufgetretenen Symbolfehler
korrekt erkannt. Zwischen 22 dB und 26 dB steigt die Effizienz stark an, wobei sich
bei Verwendung des Signalraumdetektors ein gu¨nstigerer Verlauf ergibt und die Kurven
bereits 1 dB fru¨her ansteigen. Bei hohem SNR na¨hern sich die Kurven der beiden De-
7.5. LESEKANA¨LE MIT ZUVERLA¨SSIGKEITSINFORMATION 121


























Abbildung 7.20: Prozentsatz der Symbolfehler, die mit Hilfe eines (3,2) Parity-Check Codes und durch
die Zuverla¨ssigkeitsinformation als Erasure markiert werden ko¨nnen.
tektoren wieder an. Starkes Transitionsrauschen verschlechtert die Ergebnisse bei beiden
Detektoren um rund 1 dB und fu¨hrt daru¨ber hinaus zu einem Abfall der Effizienz des
Parity-Check Codes von knapp 10 Prozentpunkten. Der Verlauf der Kurven fu¨r ver-
schiedene Signal-Rausch-Verha¨ltnisse zeigt aber, dass das Verfahren eher von AWGN
beeinflusst wird als von Transitionsrauschen. Dieses Ergebnis ist gerade in Bezug auf
ku¨nftige Festplatten wichtig, bei denen der Anteil von Transitionsrauschen am Rausch-
spektrum weiter zunehmen wird.
In Abb. 7.21 ist der Prozentsatz der falschen Erasures wiederum fu¨r einen Signalraum-
detektor und einen EPR4-PRML Detektor fu¨r verschiedene Signal-Rausch-Verha¨ltnisse
dargestellt. Erstaunlicherweise ist der Anteil von falschen Erasures bei einem niedrigen
SNR sehr gering und steigt mit steigendem SNR zuna¨chst an. In diesem Bereich tre-
ten noch sehr viele Fehler gebu¨ndelt auf, die durch den Parity-Check Code nicht erfasst
werden ko¨nnen. Mit steigendem SNR steigt die Anzahl der gesetzten Erasures stark an.
Im Bereich unterhalb von 22 dB reicht die Qualita¨t der Zuverla¨ssigkeitsinformation aber
noch nicht zu einer Identifikation fehlerhafter Codesymbole aus.
Erst daru¨ber sinkt der Prozentsatz falscher Erasures wieder ab. Wiederum ergibt sich
fu¨r den Signalraumdetektor ein gu¨nstigerer Verlauf, als fu¨r den EPR4-PRML Detektor.
Insbesondere unter dem Einfluss von Transitionsrauschen fa¨llt der Prozentsatz falscher
Erasures deutlich schneller und sta¨rker ab. Unter AWGN hingegen erreichen beide De-
tektoren bei hohem SNR einen Anteil falscher Erasures von weniger als 5 Prozent. Bei
Jitter liegt der Anteil fu¨r den Signalraumdetektor nur unwesentlich ho¨her, wa¨hrend beim
EPR4-PRML Detektor auch bei einem SNR von 30 dB noch 10 Prozent aller Erasures
korrekte Codesymbole markieren.
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Abbildung 7.21: Prozentsatz der Erasures, die bei Verwendung eines (3,2) Parity-Check Codes ein
korrektes Codesymbol markieren.
Im Folgenden wird untersucht, wie sich der innere Erasure-markierende Code auf die
erzielbare Fehlerrate auswirkt (Abb. 7.22 fu¨r AWGN). Im Vergleich zu Reed-Solomon
Codes mit Hard-Decoding (Abb. 7.4) ergibt sich ein deutlich steilerer Abfall der Feh-
lerraten bei steigendem SNR. Dabei ist zu beachten, dass der Parity-Check Code im
Bereich des steilen Kurvenabfalls noch nicht sehr effizient arbeitet (vgl. Abb. 7.20 und
7.21). Der fu¨r die Praxis relevante Bereich liegt im Bereich von rund 28 bis 29 dB. Dort
ist die Effizienz des Parity-Check Codes sehr gut, und das Optimum einer Verdopplung
der Decodierleistung im Vergleich zu Hard-Decoding kann fast erreicht werden.
Die Relation der drei verschiedenen Detektionsprinzipien zueinander bleibt im Vergleich
zum Hard-Decoding gleich: Der EPR4-Detektor ist weiterhin deutlich hinter dem Signal-
raumdetektor, der die Fehlerraten des ME2PR4 Detektors allerdings nicht ganz erreicht.
Unter dem Einfluss von Jitter verschieben sich die Relationen der drei verglichenen
Kana¨le zueinander kaum (Abb. 7.23). Die Kurve des Lesekanals mit dem Signalraum-
detektor liegt noch etwas dichter an der Kurve des Kanals mit dem ME2PR4 Detektor.
Offenbar wirkt sich die geringere Anzahl falscher Erasures hier positiv auf das Ergebnis
aus.
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Abbildung 7.22: Fehlerraten verschiedener Lesekana¨le unter Verwendung von Reed-Solomon Codes
und eines (3,2) Parity-Check Codes unter dem Einfluss von weißem Rauschen.




















Abbildung 7.23: Fehlerraten verschiedener Lesekana¨le unter Verwendung von Reed-Solomon Codes
und eines (3,2) Parity-Check Codes unter dem Einfluss von Transitionsrauschen.
Wenn die Gesamt-Coderate des Kanals erho¨ht werden soll, kann beispielsweise nur noch
ein einziges Parity-Bit u¨ber drei Reed-Solomon Codesymbole gebildet werden. Auf diese
Weise ergibt sich ein (3,1)-Parity Check Code, der dann allerdings nur noch zur Er-
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kennung von ungeradzahligen Fehler-Ereignissen in der Lage ist. Die mit einem solchen
Code erzielbaren Fehlerraten sind in Abb. 7.24 fu¨r AWGN zu sehen. Die Decodierlei-
stung der Kana¨le mit PRML-Detektoren fa¨llt sta¨rker ab, als die des Signalraumdetektors,
welcher jetzt die gleiche Fehlerrate wie ein ME2PR4-PRML Detektor ermo¨glicht. Die-
ser Umstand la¨sst sich anhand der Fehlerverteilung der Detektoren erkla¨ren: Wa¨hrend
die PRML-Detektoren auch geha¨uft geradzahlige Fehlerbu¨ndel verursachen, dominie-
ren beim Signalraumdetektor ungerade Fehler-Ereignisse, die sich mit einem einzigen
Parity-Bit erkennen lassen.




















Abbildung 7.24: Fehlerraten verschiedener Lesekana¨le unter Verwendung von Reed-Solomon Codes
und eines (3,1) Parity-Check Codes unter dem Einfluss von weißem Rauschen.
7.5.3 Systemweite Optimierung
In Kap. 4.5.6 wurde das Konzept eines adaptiven Detektors als Multi-Layer Perzeptron
(MLP) erla¨utert [DS03]. Die Verwendung eines adaptiven Detektors hat in der Praxis ei-
ne Reihe von Vorteilen. So kann sich der Detektor beispielsweise an Abweichungen durch
Bauteiletoleranzen oder an eine nicht exakt bekannte Rauschkorrelation anpassen. Des
Weiteren ist bei einer A¨nderung von Kanalparametern kein Re-Design der Detektorar-
chitektur notwendig [DSS02].
Neben diesen wa¨hrend des Designprozesses wichtigen Vorteilen ermo¨glicht ein adaptiver
Detektor eine Anpassung an zeitvariante Kanalparameter, wie zum Beispiel Tempera-
tureinflu¨sse, wa¨hrend des Detektorbetriebs. Zu diesem Zweck wurde neben dem oﬄine-
adaptiven Detektor, der nach einer initialen Adaptionsphase statisch betrieben wird,
auch ein online-adaptiver Detektor pra¨sentiert, bei dem die Adaption jederzeit wieder
angestoßen werden kann [DS03].
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Ein Nachteil des online-adaptiven Detektors ist eine potentielle Instabilita¨t wa¨hrend des
Betriebs. Der Adaptionsprozess kann zum Beispiel bei langen Fehler-Ereignissen immer
wieder angestoßen werden, obwohl die Konstellation der Entscheidungsebenen sehr gut
ist. Aus diesem Grund wird ein Kriterium beno¨tigt, das den Adaptionsprozess erst dann
wieder ansto¨ßt, wenn die Anzahl der Fehler einen gewissen Schwellwert u¨berschritten
hat. Die Zuverla¨ssigkeitsinformation als einen solchen Indikator zu verwenden ist unter
Umsta¨nden kritisch, da eine hohe Anzahl korrekter Bits mit geringer Zuverla¨ssigkeit zu
der erwa¨hnten Instabilita¨t fu¨hren kann.
Statt dessen kann der in Kap. 7.5.2 eingefu¨hrte Parity-Check Code zu diesem Zweck
eingesetzt werden. Dieser kann bereits im Detektor decodiert werden, so dass direkt
ein Fehler-Indikator zur Verfu¨gung steht. Wenn die Anzahl der Decodierfehler innerhalb
eines Zeitfensters einen definierten Schwellwert u¨berschreitet, kann der Adaptionsprozess
erneut gestartet werden. Durch eine geeignete Wahl des Schwellwertes kann sowohl eine










Abbildung 7.25: Systemweite Optimierung des Soft-Decoding Lesekanals: Der innere Parity-Check Co-
de wird zum Einen zur U¨berwachung der Adaptionsgu¨te des Adaptiven Soft-Output
Signalraumdetektors (ASSSD) verwendet und zum Anderen (in Verbindung mit des
Soft-Outputs L(ci) des Detektors) zur Markierung von potentiell fehlerhaften RS-
Code Symbolen rk als Erasures.
Durch diese Maßnahme kann auf eine sehr effiziente Weise ein adaptiver Soft-Decoding
Kanal konstruiert werden (Abb. 7.25). Ausgehend von einem Kanal aus einem Hard-
Output Signalraumdetektor, einem MTR Modulationscode und einem Reed-Solomon
Code, wird dem System zuna¨chst im Detektor fu¨r die Bestimmung der Zuverla¨ssigkeits-
information und fu¨r die Erweiterung zum adaptiven Detektor zusa¨tzliche Hardware hin-
zugefu¨gt. Auf der anderen Seite stellt der Parity-Check Code eine systemu¨bergreifende
Vereinfachung dar, weil er an drei Stellen des Kanals eingesetzt werden kann:
– Im Detektor dient der Code als Indikator fu¨r schlecht adaptierte Entscheidungs-
ebenen.
– Des Weiteren ersetzt er den MTR Modulationscode und garantiert ein Minimum
an Timing-Information im Datenstrom.
– Zusa¨tzlich wird der Code gemeinsam mit der Zuverla¨ssigkeitsinformation des De-
tektors als Marker fu¨r Erasures im Reed-Solomon Decoder und somit zur Verbesse-
rung der Fehlerkorrektur verwendet. An Stelle einer Verbesserung der Fehlerkorrek-
tur bei gleich bleibender Redundanz kann alternativ auch die gleiche Zuverla¨ssig-
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keit bei weniger Redundanz und somit einer Vereinfachung der Decoderkomple-
xita¨t erzielt werden. Im Fehlerschutzdecoder kann also zwischen einer Erho¨hung
der Zuverla¨ssigkeit und einer Vereinfachung der Komplexita¨t gewa¨hlt werden.
Ein derart optimierter Lesekanal bietet also eine Reihe von Vorteilen: Der adaptive
Detektor erlaubt eine Anpassung an zeitvariante Kanal- und Bauteileparameter und
ist dadurch in der Praxis besser einsetzbar. Gleichzeitig kann aufgrund der Verwendung
von Zuverla¨ssigkeitsinformation eine deutlich niedrigere Fehlerrate erzielt werden. Durch
den Verzicht auf einen MTR-Modulationscode und durch die effiziente Auswertung der
Zuverla¨ssigkeitsinformation im Reed-Solomon Decoder wird der Anstieg der Komplexita¨t
kompensiert.
7.5.4 Diskussion und Zusammenfassung
Die Untersuchung verschiedener Lesekana¨le in diesem Kapitel hat gezeigt, dass keine der
eingesetzten Komponenten isoliert betrachtet als die beste Lo¨sung fu¨r einen Festplatten-
Lesekanal angesehen werden kann. Stattdessen muss immer der Kanal als Ganzes be-
trachtet werden. Auf diese Weise ergeben sich mehrere Konstellationen, die sehr gute
Ergebnisse erzielen.
Im klassischen Fall von Hard-Decoding von Reed-Solomon Codes konnten auf unbe-
schra¨nkten Kana¨len sowohl mit einem ME2PR4-PRML Detektor, als auch mit einem
Signalraumdetektor sehr gute Ergebnisse erzielt werden. Bemerkenswert ist dabei, dass
mit Hilfe des deutlich einfacher zu implementierenden Signalraumkonzepts nahezu die
gleiche Zuverla¨ssigkeit erreichbar ist. Diese Eigenschaft pra¨destiniert den Signalraumde-
tektor als gute Low-Complexity Lo¨sung.
Wenn zusa¨tzlich ein MTR-Modulationscode eingesetzt wird, ko¨nnen nur die Kana¨le
mit PRML-Detektoren profitieren. Insbesondere bei starkem Transitionsrauschen wer-
den lange Fehlerbu¨ndel verhindert. Bei einem Kanal mit Signalraumdetektor wird der
Vorteil aufgrund der Reduktion sehr langer Fehlerbu¨ndel durch das versta¨rkte Auftreten
kurzer Fehler-Ereignisse wieder aufgehoben.
Sowohl die PRML-Detektoren, als auch der in dieser Arbeit pra¨sentierte Signalraumde-
tektor konnten in den Soft-Output Versionen zu einer Erho¨hung der Signalzuverla¨ssigkeit
beitragen. Einzig die Kombination mit Turbo Codes kann in keinem der betrachteten
Lesekana¨le empfohlen werden. Die Codes haben sich als sehr empfindlich gegenu¨ber Feh-
lerfortpflanzung und Transitionsrauschen erwiesen und zeigen dabei einen ausgepra¨gten
Error Floor. Da der Fokus dieser Arbeit auf der Suche nach einem Soft-Decoding Kanal
mit geringer Komplexita¨t lag, wurde der Detektor nicht in die Iterationen des Turbo
Codes einbezogen (Turbo Equalization [DJB95]). Die in der Literatur angegebene Ver-
besserung von rund 0,5 dB ha¨tte aber ohnehin nicht zu grundlegend anderen Ergebnissen
gefu¨hrt.
In Verbindung mit Low-Density Parity-Check (LDPC) Codes hingegen ist das Pha¨nomen
des Error Floors nicht aufgetreten. Die Codes arbeiten insbesondere mit dem ME2PR4-
PRML Detektor sehr gut zusammen. Selbst in Verbindung mit sehr hochratigen LDPC
Codes kann mit diesem Detektor die Zuverla¨ssigkeit von Reed-Solomon Codes erreicht
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werden. Dies ist sowohl auf unbeschra¨nkten Kana¨len, als auch in Verbindung mit dem in
dieser Arbeit pra¨sentierten Soft-In/Soft-Out MTR-Modulationsdecoder der Fall. LDPC
Codes erreichen mit den beiden anderen Detektoren jedoch nicht die gleiche hohe Zu-
verla¨ssigkeit wie Reed-Solomon Codes. Ein weiterer Vorteil von LDPC-Codes ist die
Tatsache, dass ihre Zuverla¨ssigkeit unter Transitionsrauschen nicht so stark einbricht
wie bei Reed-Solomon Codes.
Werden LDPC Codes mit einer leicht abgesenkten Coderate eingesetzt, verbessern sich
die Resultate noch einmal deutlich. Da die Decodierleistung des Weiteren mit der Block-
la¨nge der Codes ansteigt [RU98, PS02], ko¨nnten die Codes vor allem dann interessant
werden, wenn die Festplattenindustrie zu gro¨ßeren Sektoren als den heute u¨blichen 512
Byte u¨bergeht. In Verbindung mit einem MTR-codierten ME2PR4-Kanal ist ein sehr
leistungsfa¨higes Soft-Decoding System mo¨glich, dessen Komplexita¨t allerdings dann auch
deutlich ho¨her liegt. Der Fokus dieser Arbeit besteht jedoch nicht in der Suche nach einem
optimalen System unter der Vernachla¨ssigung der Komplexita¨t, so dass dieser Ansatz
nicht weiter verfolgt wurde. Außerdem mu¨ssten la¨ngere LDPC Codes auch mit Reed-
Solomon Codes mit einer gro¨ßeren Symbolgro¨ße von zum Beispiel 12 Bit verglichen
werden, die in dieser Arbeit aus Gru¨nden der Hardware-Komplexita¨t ebenfalls nicht
betrachtet wurden.
Das in dieser Arbeit vorgestellte Verfahren zur Soft-Decodierung von Reed-Solomon Co-
des mit Hilfe eines Erasure-markierenden Parity-Check Codes kann hingegen zu einer
sehr effizienten Steigerung der Zuverla¨ssigkeit beitragen. Bei einem hohen SNR, das
jedoch in einem fu¨r Festplatten realistischen Bereich liegt, kann das Optimum einer
Verdopplung der Decodierleistung nahezu erreicht werden. Dieses System bietet mit ei-
nem Soft-Output Signalraumdetektor eine hervorragende Decodierleistung und kann zu-
dem sehr effizient implementiert werden. Die Unempfindlichkeit dieses Kanals gegenu¨ber
Transitionsrauschen ist fu¨r den Einsatz in zuku¨nftigen Lesekana¨len mit einer ho¨heren
Datendichte ein weiterer wichtiger Vorteil. Die Fehlermuster des Signalraumdetektors
erlauben im Gegensatz zu den PRML Detektoren bereits bei einem Parity-Code mit der
Coderate k
k+1 einen zuverla¨ssigen Betrieb, so dass auch der Verlust durch die Coderate
gering gehalten werden kann.
Gleichzeitig dient der innere Parity-Check Code dabei nicht nur zur Markierung von
Erasures, sondern daru¨ber hinaus als einfacher Modulationscode. Somit kann ein Mini-
mum an Timing-Information gewa¨hrleistet werden, das zur Taktru¨ckgewinnung auf dem
magnetischen Kanal unerla¨sslich ist. Der Verzicht auf einen MTR-Code ist insbesondere
beim Signalraumdetektor weniger kritisch, da der Detektor im Gegensatz zu den PRML
Detektoren kaum von diesem profitiert.
Wenn der Signalraumdetektor als adaptives Perzeptronen-Netzwerk aufgebaut wird, das
eine automatische Anpassung an zeitvariante Kanalparameter ermo¨glicht, la¨sst sich der
Parity-Check Code auch dort verwenden. Der Code wird dann bereits im Detektor de-
codiert und dient einem online-adaptiven Prozess als Indikator fu¨r eine schlechte Kon-
stellation der Ebenen im Signalraum. In diesem Fall ist die Erho¨hung der Hardware-
Komplexita¨t im Detektor jedoch gro¨ßer als bei dem statischen Detektor.
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Kapitel 8
Zusammenfassung und Ausblick
In dieser Arbeit wurden verschiedene Lesekana¨le fu¨r Festplatten untersucht. Die betrach-
teten Kana¨le sind fu¨r eine Anwendung in mobilen Festplatten vorgesehen. Aus diesem
Grund lag ein Schwerpunkt der Betrachtung auf der Komplexita¨t der eingesetzten Al-
gorithmen und Schaltungen. Allerdings sind die Anforderungen in Bezug auf die garan-
tierte Fehlerrate bei mobilen Festplatten genauso hoch wie etwa bei Desktop-Modellen.
Da auch bei mobilen Festplatten a¨hnlich hohe Datendichten erreicht werden, ist auch
hier eine sehr leistungsfa¨hige Signalverarbeitung notwendig.
In Zukunft ist von weiter steigenden Datendichten auszugehen, so dass neue Innovatio-
nen erforderlich sind. Im Bereich der der Signalverarbeitung haben insbesondere seit der
Vorstellung der Turbo Codes [BGT93] viele Soft-Decoding Verfahren eine große Auf-
merksamkeit erlangt. Diese ermo¨glichen sehr niedrige Fehlerraten durch die Generierung
und Weiterverarbeitung einer so genannten Zuverla¨ssigkeitsinformation fu¨r jedes Bit.
Soft-Decoding wurde auch schon fu¨r die Verwendung auf einem magnetischen Lesekanal
in Betracht gezogen. Allerdings sind dazu aufwa¨ndige Modifikationen an allen signal-
verarbeitenden Komponenten des Lesekanals notwendig: Neben einem Detektor, der die
Soft-Outputs berechnet, mu¨ssen auch der Modulationsdecoder und der Fehlerschutzde-
coder zur Weiterverarbeitung von Zuverla¨ssigkeitsinformation modifiziert werden. Des
Weiteren sind die eingesetzten Decodieralgorithmen oftmals sehr komplex. Die Algo-
rithmen verwenden ha¨ufig probabilistische Verfahren in Verbindung mit einem iterativ
ablaufenden Decodierprozess. Sofern sich die Soft-Decoding Kana¨le nicht effizient in
Hardware implementieren lassen, sind sie insbesondere fu¨r den mobilen Einsatz nicht
geeignet.
In dieser Arbeit wurden verschiedene Soft-Decoding Lesekana¨le konstruiert und un-
tersucht. Dazu mussten die einzelnen Komponenten teilweise angepasst oder um die
Ausgabe/Verarbeitung von Zuverla¨ssigkeitsinformation erweitert werden. Die Basis der
Untersuchungen bildet ein Signalraumdetektor, der eine hohe Zuverla¨ssigkeit mit einer
effizienten Implementierung ermo¨glicht [BM98, SHS00]. Der Detektor wurde in dieser Ar-
beit um die Ausgabe von Zuverla¨ssigkeitsinformation erweitert. Der dabei entstandene
Soft-Output Signalspace Detector (S3D ) kann mit einem a¨ußerst geringen Zusatzauf-
wand implementiert werden. Als Vergleich wurden die bei Festplatten ha¨ufig eingesetzten
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PRML-Detektoren mit ME2PR4 bzw. EPR4 Target herangezogen.
Basierend auf diesen Detektionsprinzipien wurden zwei verschiedene Konzepte fu¨r einen
Soft-Decoding Kanal verfolgt. Zum einen wurden die vielfach im Bereich von Datenspei-
chern anzutreffenden Reed-Solomon Codes verwendet. Die Zuverla¨ssigkeitsinformation
wird in diesem Fall mit Hilfe eines zusa¨tzlichen, inneren Parity-Check Codes ausgenutzt.
Dieser Code wird vor dem Reed-Solomon Code decodiert und zur Identifikation von Feh-
lerpositionen verwendet. Wenn die Position fehlerhafter Codesymbole bekannt ist, kann
die Redundanz des Reed-Solomon Codes durch Erasure-Decodierung effizienter ausge-
nutzt und dadurch die Fehlerrate weiter abgesenkt werden. Zusa¨tzlich dient der Parity-
Check Code als einfacher Modulationscode, der die erforderliche Timing-Information im
Lesesignal gewa¨hrleistet.
Durch den in dieser Arbeit verfolgten Ansatz wird der Lesekanal systemu¨bergreifend
optimiert. Im Detektor mu¨ssen die Soft-Outputs bestimmt werden. Dies erfordert beim
Signalraumdetektor jedoch keine aufwa¨ndigen Modifikationen. Des Weiteren muss der
Reed-Solomon Decoder zur Verarbeitung von Erasures erweitert werden. Dazu a¨ndert
sich jedoch nur die Initialisierung des Fehlerstellenpolynoms, so dass auch hier kein großer
Zusatzaufwand notwendig ist. Auf der anderen Seite kann der u¨blicherweise eingesetzte
Modulationscode durch den sehr einfachen Parity-Check Code ersetzt werden. Somit
wird fu¨r die Implementierung eines Soft-Decoding Kanals die Komplexita¨t an einigen
Stellen moderat erho¨ht und an anderen Stellen sogar verringert. Insgesamt wurde durch
diese Maßnahme eine sehr effiziente Implementierung erreicht. Des Weiteren kann der
Parity-Check Code bei Verwendung eines adaptiven Signalraumdetektors zusa¨tzlich als
Indikator fu¨r eine schlechte Adaption eingesetzt werden.
Das zweite in dieser Arbeit betrachtete Konzept basiert auf der direkten Verarbeitung
von Zuverla¨ssigkeitsinformation im Fehlerschutzdecoder. Zu diesem Zweck wurden so-
wohl Turbo Codes, als auch Low-Density Parity-Check (LDPC) Codes untersucht. Beide
Codes mussten zuvor hinsichtlich der Codela¨nge und der Coderate an den magnetischen
Kanal angepasst werden. Da beide Verfahren Soft-Information direkt verarbeiten, ist
ein Parity-Check Code zur Identifikation von Fehlern hier nicht notwendig. Statt des-
sen wurde in dieser Arbeit ein Soft-In/Soft-Out Modulationsdecoder am Beispiel eines
MTR-Codes konzipiert [SS04]. Dieser verwendet modifizierte logische Gatter, die die Zu-
verla¨ssigkeitsinformation direkt weiterverarbeiten ko¨nnen. Somit ergibt sich die Struktur
und die Komplexita¨t des Soft-Decoders direkt aus dem Hard-Decoder. Das vorgestellte
Prinzip ist fu¨r alle Modulationscodes anwendbar, die sich u¨ber ein System von Boolschen
Gleichungen beschreiben lassen.
Bei der Evaluation der beiden Konzepte wurde deutlich, dass der Lesekanal der Festplatte
als Ganzes betrachtet werden muss und eine allgemeingu¨ltige Aussage fu¨r Einzelkompo-
nenten nicht mo¨glich ist. So ha¨ngt es beispielweise nicht nur vom eingesetzten Detektor,
sondern auch vom fehlerkorrigierenden Code ab, ob sich ein MTR-Code positiv auf
die Fehlerrate auswirkt. Anders herum kann ein in Verbindung mit Reed-Solomon Co-
des u¨berlegenes Detektionsprinzip nach dem Austausch des fehlerkorrigierenden Codes
plo¨tzlich zu sehr schlechten Ergebnissen fu¨hren.
Das Konzept eines systemu¨bergreifend eingesetzten Parity-Check Codes fu¨hrt insbe-
sondere mit dem Signalraumdetektor zu sehr guten Ergebnissen. Die Fehlerverteilung
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dieses Detektors erlaubt eine sehr zuverla¨ssige Identifikation von Detektionsfehlern. Da
der Signalraumdetektor auf unbeschra¨nkten Kana¨len deutlich robuster gegenu¨ber Tran-
sitionsrauschen ist als die PRML-Detektoren, bietet sich die Anwendung auf ku¨nftigen
magnetischen Kana¨len an. In Verbindung mit Reed-Solomon Codes kann das Optimum
einer Verdopplung der Korrekturfa¨higkeit durch Soft-Decoding fast erreicht werden. Ein
Kanal mit ME2PR4-PRML Detektor bietet hier in etwa die gleiche Zuverla¨ssigkeit, al-
lerdings ist dazu ein erheblich ho¨herer Hardware-Aufwand notwendig.
Werden hingegen LDPC Codes betrachtet, zeigen sich die PRML-Detektoren dem Signal-
raumkonzept u¨berlegen. Offenbar wirkt sich hier die Fehlerfortpflanzung aufgrund der
Feed-Back Struktur in der Detektorarchitektur negativ aus. Speziell der ME2PR4-PRML
Detektor bietet hier im Vergleich sowohl auf unbeschra¨nkten Kana¨len, als auch in Ver-
bindung mit dem Soft-In/Soft-Out MTR-Decoder sehr gute Ergebnisse, die sich auch
unter dem Einfluss von Transitionsrauschen nur um rund 1 dB verschlechtern. Dennoch
kann die Fehlerrate von Reed-Solomon Codes mit Hard-Decoding trotz deutlich ho¨herem
Aufwand nicht unterboten werden.
Beim Einsatz von Turbo Codes tritt in allen betrachteten Konstellationen ein Error
Floor auf, der sich bei Transitionsrauschen sogar noch versta¨rkt. Die extrem niedrigen
Fehlerraten, die auf dem magnetischen Kanal notwendig sind, erscheinen mit diesen Co-
des daher nicht erreichbar. Da der Anteil von Transitionsrauschen am Rauschspektrum
mit der Datendichte weiter zunimmt [Str00], sind Turbo Codes auch in Zukunft fu¨r den
magnetischen Kanal nicht zu empfehlen.
Somit bleiben Reed-Solomon Codes derzeit die erste Wahl fu¨r einen Festplatten-Lesekanal.
Das in dieser Arbeit vorgestellte Konzept zur Soft-Decodierung mittels einer systemu¨ber-
greifenden Optimierung bietet eine sehr einfache und wirkungsvolle Mo¨glichkeit zur
Erho¨hung der Zuverla¨ssigkeit. Insbesondere in Verbindung mit einem Signalraumdetek-
tor ist ein solcher Kanal sehr effizient zu implementieren.
Der Einsatz von LDPC-Codes fu¨hrt nur in Verbindung mit einem ME2PR4-PRML De-
tektor und dem in dieser Arbeit entstandenen Soft-In/Soft-Out Modulationsdecoder zu
sehr guten Ergebnissen. Die Decodierleistung von Reed-Solomon Codes wird jedoch nicht
unterboten. Bei gro¨ßeren Sektoren und somit la¨ngeren Codes, wie sie von Festplatten-
herstellern derzeit diskutiert werden, ko¨nnten sich die Relationen jedoch zugunsten der
LDPC Codes verschieben. Bei ku¨nftigen Untersuchungen mu¨ssten diese dann allerdings
mit Reed-Solomon Codes verglichen werden, die eine gro¨ßere Symbolgro¨ße verwenden.
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