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Abstract
Generalizability of the value of methods based on learning analytics remains one of the big challenges in the field
of learning analytics. One approach to testing generalizability of a method is to apply it consistently in different
learning contexts. This study extends a previously published work by examining the generalizability of a learning
analytics method proposed for detecting learning tactics and strategies from trace data. The method was applied
to the datasets collected in three different course designs and delivery modalities, including flipped classroom,
blended learning, and massive open online course. The proposed method combines process mining and sequence
analysis. The detected learning strategies are explored in terms of their association with academic performance.
The results indicate the applicability of the proposed method across different learning contexts. Moreover, the
findings contribute to the understanding of the learning tactics and strategies identified in the trace data: learning
tactics proved to be responsive to the course design, whereas learning strategies were found to be more sensitive
to the delivery modalities than to the course design. These findings, well aligned with self-regulated learning theory,
highlight the association of learning contexts with the choice of learning tactics and strategies.
Notes for Practice
• Explorations of the detected learning tactics and strategies need to consider both sequential and temporal
characteristics.
• Learning tactics and strategies are context dependent; therefore, specific learning tactics and strategies
have to be interpreted in the particular learning context from which the data originate.
• Detected learning tactics should reflect the instructional course design.
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Self-regulated learning (SRL) skills are essential for successful learning in technology-enhanced learning environments. Among
the key SRL skills are those related to the ability to identify effective learning strategies and knowing when and how to apply
them (Winne & Hadwin, 1998; Lust, Elen, & Clarebout, 2013a). Winne and Hadwin (1998) assert that the choice of learning
strategy is influenced by cognitive and task conditions; that is, students take into account the learning context when selecting a
learning strategy.
The structure of the learning context is shaped by multiple factors that may facilitate or inhibit the construction of
knowledge (Tessmer & Richey, 1997). In a technology-enhanced learning environment, two main factors that shape learning
context are instructional design and learning modality. Instructional design or course design refers to the structure of the
learning topics and the corresponding learning tasks designed to guide learning. Instructional design is typically driven by the
nature of the discipline and the pedagogical approaches chosen to scaffold learning. For example, computer programming
courses tend to rely on problem-solving and practical exercises, whereas humanities courses may require more theoretical
development and discussion. The design of a course is also influenced by the delivery modalities, which refer to how and when
learning activities are facilitated. For example, in a massive open online course (MOOC) setting, learning activities take place
online and offer flexibility in terms of free enrolment as well as when and where learners engage with the learning activities.
Blended learning (BL) relies on online learning activities as a complement to support face-to-face learning activities, such that
the online component is used during the pre-course preparations, with in-class activities, and/or as part of revision. Closely
related to the BL modality is the flipped classroom (FC), where the emphasis is on promoting active learning (Pardo, Gasˇevic´,
Jovanovic´, Dawson, & Mirriahi, 2018). In this mode, two components of learning settings are typically involved: (i) online
preparatory activities that are offered to students to prepare for (ii) face-to-face learning sessions.
The variation in course structures, learning tasks, and delivery modalities contributes to how learners adapt and adopt
learning tactics and strategies as part of their studies (see Section 2.1 for definitions). Still, the role of learning context in the
selection and adaptation of learning tactics and strategies remains largely unexplored — only a few studies have explored
learning tactics and strategies adopted by students across different learning contexts (Broadbent, 2017). One possible reason
is the difficulty in accurately detecting learning tactics and strategies used by students (Matcha, Ahmad Uzir, Gasˇevic´, &
Pardo, 2019). To overcome this limitation in the literature, research in learning analytics has focused on the development of
data analytic methods to mine trace data to detect learning patterns indicative of learning tactics and strategies. Nonetheless,
the methods currently reported in the learning analytics literature are usually context specific and raise the question of their
applicability across different learning contexts.
In this study, we replicate the previous study done by Matcha, Gasˇevic´, Ahmad Uzir, Jovanovic´, and Pardo (2019) and
validate an analytics method to detect learning tactics and strategies used by students when they interact with online learning
activities in different learning contexts. The previous study demonstrated the use of this analytic method in detecting learning
strategies in trace data about students’ online activities performed during their preparation for the face-to-face component of
an FC course (Matcha, Gasˇevic´, Ahmad Uzir, Jovanovic´, & Pardo, 2019). That work opened up a question regarding the
applicability of the proposed method in different learning contexts. This paper, therefore, extends our original study to explore
that question. The examined learning contexts are based on three different delivery modalities (BL, FC, and MOOC) and two
different course designs (problem-solving and practice-based designs). We also examined how academic performance was
associated with students’ choice of learning strategies.
2. Literature Review
2.1 Learning Strategies and Learning Modalities
The terms learning strategy and learning tactic are often used interchangeably in the literature, although they refer to quite
different concepts (Derry, 1989; Malmberg, Ja¨rvela¨, & Kirschner, 2014). A learning tactic is a learning technique or a cognitive
operation used by a student to perform a particular task (Derry, 1989; Malmberg, Ja¨rvenoja, & Ja¨rvela¨, 2010). Students often
combine two or more tactics to accomplish their learning objectives (Derry, 1989; Rachal, Daigle, & Rachal, 2007). Learning
strategies, on the other hand, can be defined as “a coordinated set of study tactics that are directed by learning goal, and that are
aimed at acquiring a new skill or gaining understanding” (Malmberg et al., 2014, p. 116). Learning strategies, therefore, change
and develop according to a learning situation and involve selecting, combining, coordinating, and utilizing cognitive operations
and techniques (i.e., learning tactics), directed by the learning goal (Winne & Hadwin, 1998).
Based on the model of SRL proposed by Winne and Hadwin (1998), the selection of learning tactics or strategies is driven
by internal (e.g., cognitive) and external (e.g., task-related) conditions. In particular, acting as agents, learners select tactics
and strategies based on several factors, including their knowledge of the task at hand, tactics, and strategies; the available
learning materials; instructional cues; and their motivation, beliefs, and goals (Winne, 2013). By examining the products of
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their learning and where they stand with respect to the expectations or learning goals, students can reflect on their performance
and the effectiveness of their tactics and strategies. As a consequence, their internal conditions are updated, and their selection
of strategies and tactics can be changed (Winne & Hadwin, 1998).
It has long been clearly noted by many scholars (e.g., Winne and Hadwin (1998); Zimmerman (1986)) that learning tactics
and strategies are influenced by external conditions. These conditions are shaped by how the courses were designed and
delivered. For instance, technology has been diversely applied in current education to support learning. This has resulted in
different learning modalities, BL and fully online learning being among the most prominent forms.
BL refers to a learning approach that combines face-to-face classroom with technology-supported online learning activ-
ities (Bernard, Borokhovski, Schmid, Tamim, & Abrami, 2014). Technology is used to support various aspects of learning
within this setting, such as preparation, in-class participation, and revision. The online section of BL is generally provided
through digital learning tools that require students to self-direct their learning (Bernard et al., 2014; Zhu, Au, & Yates, 2016).
It is important to recognize that online learning materials in this setting are not a replacement for face-to-face learning activities
— they serve as complementary activities to support face-to-face learning.
Closely related to BL is FC. Its key distinctive feature is that learning activities for teaching students the basic concepts and
facts are carried out online, before the face-to-face sessions, whereas the face-to-face time is devoted to further knowledge
construction through active learning (Pardo et al., 2018). Students are responsible for regulating their learning to construct the
knowledge required before attending face-to-face sessions (O’Flaherty & Phillips, 2015). The face-to-face sessions seek to
promote the development of deep understanding, the rectification of misunderstanding and confusion (Rahman et al., 2015),
and the development of problem-solving and critical-thinking skills (Freeman et al., 2014; O’Flaherty & Phillips, 2015; Pardo,
2018).
MOOCs rose to prominence in 2012 by offering fully online learning at practically no cost to students. MOOC-based
learning relies heavily on students’ ability to regulate their learning and manage their time (Kizilcec, Pe´rez-Sanagustı´n,
& Maldonado, 2017; Eriksson, Adawi, & Sto¨hr, 2017). Several researchers and practitioners have adopted MOOCs as a
way of transforming traditional classroom-based courses into BL mode (Rodrı´guez, Correa, Pe´rez-Sanagustı´n, Pertuze, &
Alario-Hoyos, 2017; Pe´rez-Sanagustı´n, Hilliger, Alario-Hoyos, Kloos, & Rayyan, 2017).
Self-regulated learning skills and application of effective learning strategies are essential for different learning modalities.
For instance, Zhu et al. (2016) found that in a BL context, self-regulation strategies were predictive of academic performance.
Furthermore, research has found that the ineffective use of learning resources and poor study tactics had a negative impact
on learning performance (Lust, Elen, & Clarebout, 2013b). Similarly, Lai and Hwang (2016) found that in an FC-based
course, students with high SRL scores performed significantly better than those who reported having low SRL scores. In the
MOOC context, research found that high-performing students employed different learning strategies than lower-performance
students (Nugent, Guru, & Namuth-Covert, 2018). Eriksson et al. (2017) relied on students’ self-reports to examine the factors
that contributed to the completion of a MOOC and identified motivation, time management, and learning strategies as the
prominent factors reported by learners.
Research published thus far clearly highlights the importance of employing effective learning strategies across different
learning modalities. However, research has also reported that students’ skills in regulating and modifying their learning
strategies to meet the course requirements are often underdeveloped (Fincham, Gasˇevic´, Jovanovic´, & Pardo, 2018; Lust et al.,
2013a). Guiding students to select effective learning strategies is, therefore, important (Rachal et al., 2007). However, because
of the difficulty in obtaining timely and informative insight into students’ learning tactics and strategies, it has not been possible
to provide the required support and guidance for learning strategy selection and regulation (Matcha, Ahmad Uzir, et al., 2019).
2.2 Detection of Learning Tactics and Strategies
Traditionally, learning tactics and strategies have been detected using self-reporting instruments such as surveys and think-aloud
protocols. However, learners are not always accurate in reporting how they learn (Winne, 2013). For instance, think-aloud
protocols can introduce cognitive overload because students are required to elaborate and justify their actions out loud while
learning (Winne, 2013). By comparing actual learning activities to the self-reports, Hadwin, Nesbit, Jamieson-Noel, Code, and
Winne (2007) found that self-reports did not reflect students’ actual behaviour. Moreover, self-reports usually fail to capture
how strategies develop over time. The use of learning trace data allows for an understanding of students’ actual learning
behaviour without intervening in their learning or inadvertently increasing their cognitive load. Zhou and Winne (2012) assert
that trace data were better correlated to students’ learning achievement than self-reports. Still, self-reports are successful
in capturing students’ perceptions and intentions and could assist in understanding how students choose to act. Thus, Zhou
and Winne (2012) refer to the insights obtained through self-reports as “perceived intentions.” On the other hand, data about
students’ actual learning behaviours, as recorded in the database of the learning platform, reflect students’ “realized intentions.”
The use of trace data allows the temporal dimension of learning tactics and strategies to be examined (Winne, 2017). In
particular, learning tactics and strategies can be considered sequences of events, with each event being centred on one learning
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action (Hadwin et al., 2007; Molenaar, 2014). Such representation recognizes tactics and strategies as being dynamic, based on
shifts from one action to another, and developing over time (Winne, Jamieson-Noel, & Muis, 2002). As already highlighted, a
learning tactic is considered an operation performed by a student to complete a learning task. This operation is composed of a
sequence of actions and, hence, is recognized as a tactic (Derry, 1989). Scrutinizing learning tactics at the session level (i.e.,
within a particular period of time during which students were continuously interacting with learning materials) can provide a
close observation of how students engaged in the learning process (Fincham et al., 2018). A learning strategy is defined as the
application of one or more learning tactics (Malmberg et al., 2014), and, therefore, it can be identified by detecting patterns in
students’ learning paths, that is, the regulation of sequences of learning tactics. To sum up, understanding the temporal and
sequential dimensions of learning events could shed some light on how tactics and strategies have developed and changed and
allow for the detection of situations where transitions between states happen (Molenaar, 2014). Such patterns of events evolve
over time and become a characteristic of one’s learning. This characteristic may be considered as an aptitude that could predict
one’s future behaviour (Winne et al., 2002).
The detection of learning strategies using trace data has been the focus of several research studies. At the core of these
studies is the use of process- and sequence-mining techniques to analyze trace data. For example, Maldonado-Mahauad,
Pe´rez-Sanagustı´n, Kizilcec, Morales, and Munoz-Gama (2018) classify learning patterns, detected at the session level by using
a process-mining technique, into seven types: (1) only video lecture — sessions in which students mainly interacted with
the video contents; (2) only assessment — learning sessions in which students only accessed the assessment activities; (3)
explore — sessions in which students were superficially accessing the assessment activities and video contents; (4) assessment
try to video lecture — sessions in which students began to learn by accessing the assessment items and then switched to video
content; (5) video lecture complete to assessment try — sessions in which students completed a video lecture but only accessed
assessment activities; (6) video lecture to assessment pass — sessions where students watched a video lecture, followed by
passing an assessment; and (7) other. These types of learning patterns were triangulated with students’ self-reported data about
self-regulation strategies. This resulted in the identification of three strategy groups of learners based on the data collected
from three MOOCs. Specifically, Maldonado-Mahauad and colleagues found that comprehensive learners followed the course
structure step by step, while targeting learners focused on specific learning activities to help them pass the course. Both of
these groups showed higher academic performance than the sampling learners, who showed low and inconsistent engagement.
The combined use of sequence mining and unsupervised machine learning is another common approach to detecting learning
strategies from trace data. For example, Jovanovic´, Gasˇevic´, Dawson, Pardo, and Mirriahi (2017) used a sequence-mining
technique together with agglomerative hierarchical clustering to detect learning strategies based on students’ sequences of
actions recorded when preparing online for an FC course. They identified four groups of learning tactics based on the patterns of
learning actions within learning sessions, including sessions highly focused on (1) reading materials, (2) summative assessment,
(3) formative assessment, and (4) video watching followed by assessment activities. Based on the regularity of the identified
session-level learning patterns, they detected five groups of learners, including the intensive — highly active group, who applied
a variety of learning tactics; the strategic — highly active group, with emphasis on interaction with summative and formative
assessments; the highly strategic group, who focused on summative assessment and reading materials; the selective group,
who focused on summative assessments with a low engagement with reading materials; and the highly selective group, who
only applied the summative assessment–related tactic. Using the same course as the context of their study, Fincham et al.
(2018) extracted learning tactics from trace data across three consecutive course offerings by using hidden Markov models
(HMMs) and identified learning strategies by examining sequences of the detected tactics separately in the first and second
half of the semester. The detected tactics and strategies were explained based on the distribution of learning actions. Given
the same data, Matcha, Gasˇevic´, Ahmad Uzir, Jovanovic´, and Pardo (2019) combined first-order Markov models (FOMMs)
and the expectation-maximization (EM) algorithm to detect learning tactics across the three course offerings of the same
course as Fincham et al. (2018). Despite the methodological differences, the results of the two studies were consistent. That
is, students who employed multiple learning tactics and were highly engaged in learning activities (i.e., those who adopted
the deep approach to learning) tended to perform better. Those who applied a surface learning strategy with a low level of
engagement and were highly focused on the assessment were more likely to have lower performance (Fincham et al., 2018;
Matcha, Gasˇevic´, Ahmad Uzir, Jovanovic´, & Pardo, 2019).
The studies presented thus far indicate that learning strategies can be derived from trace data and can be interpreted
according to the theory of SRL and learning strategies (Maldonado-Mahauad et al., 2018; Fincham et al., 2018; Jovanovic´ et al.,
2017). However, whether the same analytics-based tactic and strategy detection methods are applicable across different learning
designs and modalities remains questionable since how general the applied methods are has not been examined. As highlighted
by Baker (2019), generalizability remains a big challenge in the field of learning analytics. Generalizability is difficult to
achieve because applying the same methodology to different learning contexts may produce different results. This inconsistency
was observed, for example, in a study by Gasˇevic´, Dawson, Rogers, and Gasˇevic´ (2016). The study aimed to explore the
factors that contributed to the success of nine undergraduate courses offered in BL modes. Gasˇevic´ et al. (2016) found that
ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial -NoDerivs 3.0 Unported
(CC BY-NC-ND 3.0)
48
the variables that were significantly predictive of academic performance in one course were not significantly predictive when
applied to another course. This effect was due to the diversity of course instructional designs. On the other hand, replicating an
analytics method across different learning contexts is essential for the method to reach maturity and acceptance. However,
research focused on examining the general applicability of learning analytics methods is still limited (Gasˇevic´, Kovanovic´, &
Joksimovic´, 2017).
To our knowledge, no studies have investigated how applicable a data analytic approach is to the detection of learning
tactics and strategies across different learning contexts. Therefore, the goal of this study is to explore whether the method
proposed in our recent work (Matcha, Gasˇevic´, Ahmad Uzir, Jovanovic´, & Pardo, 2019) is applicable across different learning
contexts and to identify general factors that may have contributed to the choices of learning tactics and strategies based on
well-defined educational theories. As such, the first research question has been defined as follows:
RQ1: Given a sequence of learning actions across several time frames, can we detect theoretically meaningful learning
tactics and strategies applied by students when interacting with online learning activities across different course designs that
are based on different delivery modalities?
2.3 Learning Strategy and Academic Performance
Learning strategies have an impact on learning performance (Winne, 2006; Yip, 2007). Research has found that not all students
use effective learning strategies (Dunlosky, 2013; Malmberg et al., 2014). Research in traditional classrooms has found that
low- and high-performing students tend to apply different learning approaches (DiFrancesca, Nietfeld, & Cao, 2016; Proctor,
Prevatt, Adams, Reaser, & Petscher, 2006). For instance, Nandagopal and Ericsson (2012) found that upper-level college
students were regulating their learning strategies differently. Students with higher performance engaged more in applying a
variety of learning strategies and had a higher tendency to review lessons. DiFrancesca et al. (2016) used self-reports to capture
students’ perception of important learning strategies. They classified learning strategies into “less effective” (e.g., repeating
words, attending class, and reading the textbook), “effective” (e.g., elaboration and connections, finding themes or main ideas,
and application), and “help-seeking.” Based on self-reports, they found that low-performing students perceived less effective
learning strategies as more important than effective learning strategies and relied more on less effective strategies during their
learning process. Being based on an instructional approach that is substantially different from those of the traditional classroom,
current technology-enhanced learning contexts could impose further challenges for regulation of learning and selection of
effective strategies. Therefore, how students regulate their learning strategies and how that regulation is associated with their
academic performance might differ across different learning contexts.
In the FC setting, Gasˇevic´, Mirriahi, Dawson, and Joksimovic´ (2017) explored the association between learning strategies
detected from trace data with data analytic methods and approaches to learning reported by students and how the detected
learning strategies were associated with students’ academic performances. They found that students who reported using the
deep approach to learning tended to have significantly higher learning performance. Broadbent and Poon (2015) conducted a
literature review to investigate the relationship between SRL strategies and academic performance of online learners. They found
that four learning strategies, namely meta-cognition, time management, effort regulation, and critical thinking, were significantly
associated with course grades. Broadbent (2017) further explored the differences in self-reported SRL strategies across two
different learning contexts, namely online learning and BL. She found that the time management strategy and the effort
regulation strategy were significantly correlated with higher performance in online learning settings. In BL settings, however,
elaboration, organization, meta-cognition, time management, and effort regulation strategies were found to be significantly
correlated with higher academic performance. Broadbent (2017) observed that students who reported high frequency of using
the rehearsal strategy were more likely to get a lower grade across two learning contexts. Students also reported a low frequency
of using the peer-learning and help-seeking strategies in online learning. Finally, Broadbent (2017) recognized the drawbacks of
using self-reports to obtain information about students’ learning strategies, mainly that students might not be able to recognize
that they used certain strategies.
The studies presented so far have demonstrated the differences in the association between learning strategies used and
academic performance across different learning contexts. However, the association of learning strategies and academic
performance across different course designs and delivery modalities has remained insufficiently explored. Moreover, the
majority of the extant research on this association has relied on self-reports for collecting information about students’ learning
strategies. To our knowledge, limited research reported in the literature has explored the association between students’ actual
learning strategies (i.e., strategies derived from the learning activity records in a learning platform) and academic performance
across different course designs and modalities. Therefore, our second research question is formulated as follows:
RQ2: Is there an association between learning strategies automatically detected with data analytic methods from trace data
and students’ academic performance in different course designs that are based on different delivery modalities?





3.1.1 Description of the Data Sets
Three data sets collected from three different learning contexts were used in this study. Table 1 briefly summarizes the learning
contexts, and Table 2 summarizes the trace data sets collected in the three contexts. The data sets used in this study originate
from different disciplines: two engineering courses and one science course. The structure and design of the courses were
different. Table 3 offers a glimpse into the activities’ structure by presenting percentages of learning activities as observed in
the trace data.
Table 1. Summary of the Learning Context





FC 2014–2016 13 weeks Lecture videos, reading ma-
terials, quiz, exercises
DatasetB Biology BL 2016–2017 13 weeks Reading materials, pre-lab




MOOC 2018 8 weeks Lecture videos, reading ma-
terials, quiz, summative as-
sessment
Table 2. Summary of the Collected Trace Data
Activities Items DatasetA DatasetB DatasetC
Learning Activities Lecture videos Yes – Yes
Quizzes embedded in the lecture videos Yes – Yes
Reading materials Yes Yes Yes
Quizzes embedded in the reading mate-
rials
Yes – –
Coding – – Yes
Conceptual quizzes Yes – Yes
Practical exercises Yes – Yes
Pre-lab activity – Yes –
Links to external tools – Yes –
Learning Supports Discussion forum Yes Yes Yes
Course structure/overview/syllabus Yes Yes –
Feedback Supports Dashboard Yes – –
Personalized message Weekly Week 4 and week 9 –
DatasetA: The data set was collected in a first-year computer engineering course that was organized based on an FC model
and offered at an Australian university. The study examined data from three successive course editions, in 2014, 2015, and
2016. The number of enrolled students steadily increased over the three years (N2014 = 290, N2015 = 368, and N2016 = 477). In
all years, the course was scheduled for 13 weeks, with 10 topics studied.
Students were required to complete online pre-class learning activities and attend face-to-face classes. The current study
focused on the online preparation activities, which were crucial for the success of the overall FC design (Rahman et al., 2015).
Students were provided with a set of lecture videos, reading material, multiple-choice questions (MCQs) embedded in both
video and reading material, and problem-solving exercises. The details of instructional design are provided by Pardo and
Mirriahi (2017), Pardo et al. (2018), and Matcha, Gasˇevic´, Ahmad Uzir, Jovanovic´, and Pardo (2019).
Aside from learning activities, students were required to do a project. They were also provided with feedback. Two types of
feedback were introduced over the three years: personal dashboards and analytics-based feedback in the form of personalized
emails. The final assessment score of each student was determined by the completed problem-solving exercises during weekly
preparation (20%), a laboratory report (5%), a laboratory project (15%), the midterm exam in week 6 (20%), and the final exam
in week 13 (40%) (Pardo et al., 2018).
ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial -NoDerivs 3.0 Unported
(CC BY-NC-ND 3.0)
50
DatasetB: The second set of data was collected in an introduction to biology course offered to first-year students at an
Australian university (different from the university where DatasetA was collected). The data were collected over two years
(N2016 = 255 and N2017 = 232). The course was based on the BL approach, involving online weekly activities and face-to-face
sessions. The course consisted of 13 learning weeks and covered 10 topics. Students were required to attend three face-to-face
lectures and one tutorial per week. The course also included three obligatory workshops and seven sessions of obligatory
laboratory practice. Students were required to prepare for laboratory practical sessions by completing the online activities
offered through the learning management system (LMS). Students needed to complete these pre-lab activities in weeks 4 to 6
and weeks 9 to 12.
Students were also provided with online learning activities aimed to support self-revision after face-to-face lectures. The
main learning materials consisted of lecture materials, other useful information, and external learning tools. The LMS provided
students with links to these learning tools. The assessments were conducted four times. Two of them were administered in
weeks 7 and 13 in the form of quizzes that contributed 20% of the final score (10% each). Practicals in the laboratories counted
for 25% toward the final mark, and the final exam was 55% of the final mark. Students were provided with forums on which to
discuss the learning topics. In 2017, students received personalized messages as feedback during week 4 and week 9. The
feedback aimed to create awareness of an individual’s learning progress, including attendance at face-to-face learning sessions,
engagement with the self-revision tool, and performance on the course assessment.
DatasetC: The third set of data was collected from an introduction to Python MOOC offered by a university in Chile. The
course was delivered fully online via the Coursera MOOC platform. The trace data were collected for one course offering
in 2018 (N2018 = 368). The seven-week course was self-paced and covered six programming topics. Each topic was divided
into two or three subtopics. For each subtopic, a set of short video lectures with embedded questions (to provoke recollection
of the concepts) and a set of reading materials (to support conceptual understanding) were provided. To support the practice
of programming, students were required to complete two main learning tasks, namely conceptual exercises (11 quizzes) and
practical exercises (13 tasks). Among the quizzes and tasks, 22 items were graded. Students were allowed to make multiple
attempts on the quizzes, and the best scores were accumulated to calculate their final marks. Students were required to correctly
solve at least 80% of these items to pass the course. The discussion forum was provided in the Coursera platform to support
students’ learning.
3.1.2 Dataset Comparison
Table 3 presents the proportion of learning activities captured in each data set. The proportion of learning activities reflects how
students distributed their time and effort to complete the given learning tasks. The learning activities are categorized according
to the Activity Type Framework (Olney, Rienties, & Toetenel, 2018). The computer science and engineering courses (i.e.,
computer engineering and introduction to Python) relied heavily on practical exercises. In particular, in the Python course,
students spent 80% of their effort practising by doing the available exercises. The distribution of student activities in the
computer engineering course was rather diverse. Even though the majority of learning activities were focused on practical
exercises (42.25%), interaction with the videos was also well represented (25.14%). Activities related to reading and conceptual
quizzes had almost equal distributions of effort. The biology course structure was different from that of the other two courses.
Students relied heavily on the reading materials (44.88%). The pre-lab activities (9.13%) served as the exercises to ensure that
students prepared before their physical attendance at the laboratory sessions during weeks 4 to 6 and weeks 9 to 12. Students
participated in the discussion more often than in the other two courses (10.29%).
3.2 Data Analysis
Learning sessions were extracted from trace data as sequences of consecutive learning actions by assuming that any two
consecutive actions within a sequence were within 30 min of one another. The sequences varied, in terms of both length and
composition of learning actions. To normalize the data, the outliers, that is, overly short sequences (consisting of one action)
and overly long sequences (above the 95th percentile of the number of learning actions), were removed following the approach
proposed by Jovanovic´ et al. (2017). As a result, DatasetA contained 65,710 learning sessions. The length of learning sequences
ranged from 2 to 175 actions. DatasetB consisted of 25,648 learning sessions, ranging from 2 to 47 actions. DatasetC contained
5,281 learning sessions and comprised 2 to 359 learning actions.
3.2.1 Detection of Students’ Learning Tactics and Strategies
Figure 1 illustrates the pipeline of the analytic techniques used in this study. The first step in the pipeline is the detection
of learning tactics using learning sessions as the input. A learning tactic can be considered as a sequence of actions that a
student performs to complete the specified task (Fincham et al., 2018; Hadwin et al., 2007). To automatically detect learning
tactics from learning sessions and address research question RQ1, we began by inspecting the learning process through a
process-mining lens. Process mining generates a process model based on a set of time-stamped actions. By observing the
overall process model, the potential number of learning tactics could be inferred based on the density of connections among
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Table 3. Proportion of Learning Activities Collected from each Dataset According to the Activity Types Framework
Adapted from Olney et al. (2018)








Assimilative Attending to information Home and updates 6.05 28.17 –
Metacognitive — orientation 0.96 1.25 –
Lecture videos 25.14 – 3.7
Reading materials 11.5 44.88 0.34




Searching for and processing
information
Utility function 0.69 1.55 –
Communication Discussing module-related
content
Discussion forum – 10.29 0.05
Productive Actively constructing an arte-
fact
Code execute – – 4.09
Experiential Applying learning in a real-
world setting
Workshop/lab F2F F2F –
Interactive/
adaptive
Applying learning in a simu-
lated setting
Pre-lab activities – 9.13 –
Assessment All forms of assessment Conceptual quizzes (including
quizzes embedded in the lec-
ture videos and reading mate-
rial)
12.08 – 11.09
Practical exercises 42.25 – 80.73
Metacognitive — evaluation 1.32 – –
actions. Process mining was performed using FOMMs as implemented in the pMineR R package (Gatta, Lenkowicz, Vallati,
& Stefanini, 2017). The output of a FOMM is an adjacency matrix of transition probabilities between events (i.e., learning
actions). This output is suitable for cluster analysis using the EM algorithm (Ferreira & Gillblad, 2009). Thus, EM was used to
cluster learning sequences to detect meaningful learning tactics.
According to Derry (1989), a learning strategy employs one or more tactics. Therefore, learning strategies can be inferred
from the way individuals employ tactics. Hence, in the second step, the agglomerative hierarchical clustering based on Ward’s
algorithm (Gabadinho, Ritschard, Studer, & Muller, 2008) was used to extract patterns of how individual students used the
identified learning tactics. As the input for the clustering process, for each student, we used the number of each identified tactic
and the total number of all tactics. The Euclidean metric was used to calculate the (dis)similarity between vectors of the input.
A dendrogram was used to determine the optimal number of clusters. This process, based on hierarchical clustering, has already
been established for the detection of learning strategies (Jovanovic´ et al., 2017; Kovanovic´, Gasˇevic´, Joksimovic´, Hatala, &
Olusola, 2015).
3.2.2 Exploring the Detected Learning Tactics and Strategies
Patterns detected in the trace data require content-based interpretation to provide actionable insights (Maldonado-Mahauad
et al., 2018; Pardo et al., 2018). To understand the characteristics of the detected clusters (i.e., tactics and strategies) and
further address research question RQ1, sequence analysis and process mining were used. The TraMineR R package allows for
constructing and examining sequences of actions (Gabadinho et al., 2008). It can be used to explore the frequency, the ordering,
and the distribution of actions within sequences, and to explore clusters of sequences.
The pMineR R package (Gatta et al., 2017) was also used to explore the temporal characteristics of the learning strategy
groups. Specifically, in the computer science/engineering and biology courses, we analyzed changes of learning tactics for each
strategy group within each week of the course. We decided to use the week as the unit of analysis given the weekly activity
cycles in those courses, as is common in formal higher-education settings (Pardo et al., 2018). But in the self-paced learning
course (i.e., introduction to Python), it was more meaningful to explore the changes in tactics at the level of learning topics
ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial -NoDerivs 3.0 Unported
(CC BY-NC-ND 3.0)
52
Figure 1. Learning Tactics and Strategies Detection Process (Matcha, Gasˇevic´, Ahmad Uzir, Jovanovic´, Pardo,
Maldonado-Mahauad, & Pe´rez-Sanagustı´n, 2019)
because students were studying at their own pace and thus the schedules of individual students differed.
3.2.3 Association with Academic Performance
Descriptive and inferential statistics were used to characterize the identified clusters (i.e., tactics and strategies). Kruskal–Wallis
tests were used to examine the association between learning strategies and course performance to address research question
RQ2.
4. Results
4.1 RQ1: Detection of Learning Tactics and Strategies
4.1.1 Detection of Learning Tactics from Trace Data
Computer Engineering Course. Figure 2 presents the overall state distribution and state distribution in each year for the five
detected tactics in the computer engineering course. The supplementary document that can be found online1 presents the details
of the detected learning tactics. Each tactic was labelled according to the characteristics of the detected patterns by considering
the state distribution, ordering of sequences, frequency, and length of the sequences.
The five detected tactics can be summarized as follows:
• Diverse (N = 8,288, 12.61% of all sequences): This tactic was characterized by the longest sequences of learning
actions (median = 53 actions per sequence). The adoption of this tactic meant a variety of actions, with a relatively even
distribution of exercises, MCQs, and video views.
• Reading oriented (N = 17,024, 25.91%): The sequences of learning actions were the shortest in this tactic (median = 4
actions in a sequence). The dominant kind of action was access to the reading materials. Similar patterns were observed
across the three years of data collected.
• Exercise oriented (N = 16,287, 24.79%): This tactic was characterized by a moderate number of learning actions
(median = 24 actions per sequence). The most dominant learning actions were correctly (EXE CO) and incorrectly
(EXE IN) solving the exercise questions. Unlike other tactics, most of the learning sequences in this tactic began by direct
access to the problem-solving activities rather than access to the reading materials (Refer to Table 1 in the supplementary
document). This tactic was presented similarly across the three years.
1https://bit.ly/37bzbQB
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Figure 2. Learning Tactics Detected from Trace Data Collected in the Computer Engineering Course
• MCQ oriented (N = 11,915, 18.13%): Relatively short learning sessions were characteristic of this tactic (median
= 5 actions per session) that often began by accessing reading materials (CONTENT ACCESS), followed by MCQ
answering. MCQ-related actions, including correctly answering (MCQ CO), incorrectly answering (MCQ IN), and
asking for help (MCQ SR), were the most dominant type of action. These learning tactic patterns were present in 2015
and 2016. However, in 2014, the most dominant actions were accessing the index, project, and other learning content
rather than MCQ access. This is due to the proportion of MCQ-related interaction collected in trace data for 2014 being
much lower than in 2015 and 2016.
• Video oriented (N = 12,196, 18.56%): This tactic was associated with relatively short sessions (median = 9 actions
per session). Based on the sequence length and dominant type of action, two types of learning sequences could be
distinguished (Table 2). Long sessions often comprised content access followed by video-playing/pausing actions, which
were in turn followed by MCQ-related actions (refer to Table 1 in the supplementary document). Shorter sessions
consisted mainly of access to the project information pages. Similar behaviours were observed across the three years.
Overall, metacognitive actions, which consisted of access to the dashboard (MC EVAL) and course syllabus (MC ORIENT),
were noticeable in every tactic but showed relatively low presence compared to other types of actions (Figure 2 and Table 1 in
the supplementary document)2.
Biology Course. Three learning tactics were detected from the trace data collected in the biology course. Figure 3 shows
the overall state distribution and yearly state distribution of learning actions in each detected tactic. In general, the lengths of
the learning sessions were relatively short.
• Reading oriented (N = 11,358, 44.28% of all sequences): This tactic is characterized by relatively short learning sessions
(median = 5 actions per session). The most dominant learning action was access to the reading materials and home page,
which contained general information about the course. Other types of learning actions were hardly observed. This tactic
was observable across the two years of collected data.
2https://bit.ly/37bzbQB
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Figure 3. Learning Tactics Detected from Trace Data Collected in the Biology Course
• Reading and pre-lab oriented (N = 4,287, 16.71%): The sessions grouped in this tactic were the longest (median = 9
actions). The most dominant learning actions included access to the external reading materials and the course homepage,
as well as those related to preparing for the laboratory practice. In 2016, the interactions with pre-lab activities were
slightly lower than in 2017.
• Reading and discussion oriented (N = 10,003, 39.00%): This tactic is characterized by very short learning sessions
(median = 4 actions). The most frequently observed learning actions in this tactic were accessing the course homepage
and other course pages, viewing the discussion forum, and accessing the external revision tool. The patterns of this tactic
were similar for both years.
Introduction to Python Course. Four learning tactics were detected from the trace data collected from the introduction to
Python course. Figure 4 shows the state distribution of learning actions for each detected tactic.
Figure 4. Learning Tactics Detected from Trace Data Collected in the Introduction to Python Course
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• Diverse-practice oriented (N = 2,000, 37.87% of all sequences): Each learning session contained a variety of learning
actions. The learning sessions were quite long (median = 105 actions per session). The most dominant learning actions
were practical exercises. Other types of learning activities, such as quizzes, code execution, and video lectures, were also
observed.
• Lecture oriented (N = 1,391, 26.34%): This tactic gathered short learning sessions (median = 7 actions), where students
primarily interacted with the video lectures and answered the embedded quizzes. Interactions with the theoretical quizzes
were also observed.
• Short-practice oriented (N = 772, 14.62%): This tactic is characterized by short learning sessions (median = 8 actions).
The most dominant learning actions were executing the code and performing practical exercises, as shown in Figure 5.
• Long-practice oriented (N = 1,118, 21.17%): This tactic exhibited a similar pattern as in the short practice–oriented
tactic; that is, code execution and practical exercises (i.e., correctly or incorrectly solving the exam questions) were
the most dominant learning actions. However, the learning sessions (median = 31 per session) were longer than those
within the short practice–oriented tactic. Figure 5 illustrates all learning sequences categorized as short practice– and
long practice–oriented tactics. Alternation between correctly and incorrectly solved exercises and code execution was
commonly observed in the long practice–oriented tactic. The short practice–oriented tactic contained two different
patterns of practice-related actions: (i) very short sessions of code execution and (ii) relatively long sessions of work on
the practical exercises.
Figure 5. Different Learning Actions between Short and Long Practice–Oriented Tactics in the Introduction to Python Course
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4.1.2 Detection of Learning Strategies from Learning Tactics
Computer Engineering Course. The dendrogram produced by the employed clustering algorithm suggested three strategies
as the best solution. Table 4 presents the summary statistics for the variables that served as the input for the clustering: the
number of times each of the learning tactics was used as well as the overall number of learning tactics per student. To better
understand the detected learning strategies, we also examined, for each strategy, how the use of learning tactics changed
throughout the course. Figure 6 illustrates overall and yearly patterns of each detected strategy group by presenting the median
numbers of tactics applied in each week of the course.
Strategy Group 1: Strategic — Moderate Engagement: This was the largest cluster (N = 519, 45.73%). Students in this
strategy group tended to use different learning tactics in different weeks of the course. Only the exercise-oriented tactic was
consistently used throughout the semester across the three years of the courses included in this study. In the first half of the
semester (week 2–week 6), in addition to exercises, students also focused on reading materials and the associated MCQs. These
patterns were observed in 2014 and 2015. However, in 2016, students applied a lower frequency of the reading tactic than in the
other two years. In the second half of the semester (weeks 7–13), the exercise-oriented tactic was combined with the video- and
reading-oriented tactics.
Figure 6. Learning Strategies Detected from Trace Data Collected in the Computer Engineering Course
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Table 4. Summary Statistics (median, first and third quartiles) for Variables Used to Detect Learning Strategies
in the Computer Engineering Course
Tactics Strategy 1 Strategy 2 Strategy 3
Diverse 8.0 (5.0–11.0) 3.0 (1.0–5.0) 13.0 (8.0–17.0)
Reading 15.0 (11.0–22.5) 7.0 (4.0–11.0) 21.5 (14.0–30.0)
Exercise 15.0 (12.0–18.0) 12.0 (9.0–15.0) 17.0 (13.0–20.0)
MCQ 10.0 (7.0–15.0) 5.0 (2.0–7.0) 16.5 (10.0–27.0)
Video 11.0 (8.0–14.0) 4.0 (2.0–6.0) 23.0 (19.0–27.0)
Total 62.0 (53.0–72.0) 33.0 (25.0–41.0) 94.5 (77.2–111.0)
Strategy Group 2: Highly Selective — Low Engagement: The proportion of students in this strategy group was relatively
high (N = 418, 36.83%). Students in this group had low engagement with the preparation activities (Table 3). They chose
to focus on specific types of learning tactics, namely, exercise and reading oriented. The exercise-oriented tactic was used
throughout the semester, whereas the reading-oriented tactic was present only up until the midterm exam (week 6). This shallow
regulation of learning tactics was consistently observed in all three years of collected data.
Strategy Group 3: Intensive — High Engagement: This was the smallest group (N = 198, 17.44%), comprising students
with the highest engagement level, especially in 2014. They applied a variety of learning tactics. The reading-, video-, MCQ-,
and exercise-oriented tactics were used each week throughout the semester. The use of the diverse tactic was observed in certain
weeks only (weeks 6 and 10), particularly in 2016. The diverse tactic was the most dominant tactic used.
To further our understanding of the detected learning strategies, FOMMs were fitted to explore transitions from one learning
tactic to another within each learning strategy. Figure 7 presents the process models of each learning strategy based on the
transition of tactics.
(a) Strategic — moderate engagement (b) Highly selective — low engagement
(c) Intensive — high engagement
Figure 7. The Process of Tactic Application on a Weekly Basis in the Computer Engineering Course
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Because the course was designed on a weekly basis, the process model of learning tactics application was built by using the
weekly tactics applied by individual learners as the input. The main focus of the strategic — moderate engagement strategy was
on the exercises. There was a high probability (p= 0.38) for students in this group to have weeks based on the exercise-oriented
tactic. The second most frequently use tactic was reading oriented, which was observed with a lower probability (p= 0.22).
When it comes to changing learning tactics from one session to another one within a week, the most notable were the shift from
the exercise-oriented tactic to the reading-oriented tactic (p= 0.24) and the shift from the reading-oriented tactic to the diverse
tactic (p= 0.21). The weeks often ended by using the exercise- and diverse-oriented tactics. The main characteristic of the
highly selective — low engagement strategy was its concentration on the exercise-oriented tactic. There was a strong probability
that students in this strategy group began and ended their weeks by doing exercises (p= 0.52, p= 0.44, respectively). Students
who adopted the intensive — high engagement strategy tended to begin their study weeks with a variety of learning tactics,
rather than relying on one specific tactic. More precisely, the beginning of the week was almost equally distributed across the
reading- (p = 0.24), exercise- (p = 0.28), and video-oriented tactics (p = 0.23). Transitions between learning tactics were
clearly observable and roughly equally distributed (probabilities ranged from 0.15 to 0.23). This indicates that students in the
intensive — high engagement group used a variety of learning tactics, which can be interpreted as an indication of their ability
to regulate their learning (Winne, 2013).
Biology. The learning strategy groups were detected based on how students employed the tactics throughout the course.
Similar to Figure 6, Figure 8 shows for each strategy group their weekly pattern in the use of learning tactics. Table 5 presents
summary statistics (median, first and third quartiles) for the learning tactics used by each of the detected learning strategy
groups.
Table 5. Summary Statistics (median, first and third quartiles) for Variables Used
for Detecting Learning Strategies in the Biology Course
Tactics Strategy 1 Strategy 2 Strategy 3
Reading 40.0 (28.0–52.0) 25.0 (17.0–34.0) 12.0 (7.0–19.0)
Reading and pre-lab 13.0 (10.0–17.0) 11.0 (8.0–13.0) 5.0 (3.0–7.0)
Reading and discussion 44.0 (34.0–53.0) 20.0 (14.0–26.0) 10.0 (6.0–16.0)
Total 95.0 (82.5–112.0) 57.0 (49.0–65.0) 32.0 (21.5–40.0)
• Strategy 1: Intensive — High Engagement (N = 79 students, 16.22%): These students were quite active. They employed
a variety of learning tactics, especially the reading- and reading and discussion–oriented tactics. However, in 2017 the
median number of reading tactic applications was lower than in 2016. As indicated by the high use of the reading and
discussion tactic, students in this group were highly active in the discussion forum, especially during week 7 and week
13, when the midterm and final exams were scheduled. Students accessed the pre-laboratory activities throughout the
study weeks.
• Strategy 2: Strategic — Moderate Engagement (N = 193 students, 39.63%): Students in this group exhibited learning
behaviours according to the course design. During weeks 4 to 6 and 9 to 12, students were required to prepare for the
face-to-face lab by completing a set of activities before the session. Access to lab activities was observed particularly
during these weeks and it was invisible when it was not required. Meanwhile, the reading tactic was used at least once a
week. The reading and discussion tactic was also observed, and its use peaked in week 6 when the midterm exam was
scheduled. The regularity of tactics application was similar for both 2016 and 2017.
• Strategy 3: Highly Selective — Low Engagement (N = 215 students, 44.15%): Students employed surface learning
strategies in their online learning activities. In general, the learning activities were observed at the beginning of the
course (weeks 1–4) and when the exams were scheduled (week 7 and week 13). The reading and discussion tactic was
highly employed during the exam weeks. Preparation for the labs was not observed except for the first session in week 4.
In 2017, the median number of tactics application was lower than in 2016.
The process model based on the transition of learning tactics is presented in Figure 9. In the intensive — high engagement
strategy group, there was a high probability for students to begin the learning sessions by using the reading and discussion–
oriented and reading-oriented tactics (p= 0.46 and p= 0.38, respectively). The probability of starting weekly learning sessions
by using the reading and pre-lab tactics was very low (p = 0.16). The process model suggested that students would apply
the reading-oriented or reading and discussion–oriented tactic after using the reading and pre-lab–oriented tactic (p= 0.30).
There was almost an equal probability of transition between applying the reading and reading and discussion tactics. Unlike
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Figure 8. Learning Strategies Detected from Trace Data Collected in the Biology Course
the intensive — high engagement strategy group, the strategic — moderate engagement strategy group showed a strong
probability of beginning weekly online learning by applying the reading-oriented tactic (p= 0.45) and repeatedly using this
tactic (p = 0.45). The second most applied tactic was reading and discussion (p = 0.34). This strategy group had a higher
probability of applying the reading and pre-lab tactics at the beginning of the week (p = 0.21) than the intensive — high
engagement strategy group did. The highly selective — low engagement strategy group showed similar transitions as the
intensive — high engagement strategy users did at the beginning of the weekly topics. They had a strong probability of
beginning a study week by using the reading (p= 0.41) and reading and discussion–oriented tactics (p= 0.38). However, the
transitions between tactics were less prominent than in the intensive — high engagement group. Students in this strategy group
had a high probability of ending their weekly study after applying one learning tactic only.
Introduction to Python. The dendrogram suggested three learning strategy groups for the Python course. Table 6 shows
summary statistics (median, first and third quartile) for the number of learning tactics used by each of the detected strategy
groups.
Table 6. Summary Statistics (median, first and third quartile) for Variables Used for the Learning Strategies
Detected in the Python Course
Tactics Strategy 1 — Inactive Strategy 2 — Highly Active at the Begin-
ning
Strategy 3 — Highly Active
Diverse 4.0 (2.0–7.0) 7.0 (4.0–11.0) 14.0 (11.0–20.2)
Lecture-Based 2.0 (0.5–3.0) 8.0 (7.0–11.0) 5.0 (2.0–9.2)
Short-Practice 0.0 (0.0–1.0) 0.0 (0.0–2.0) 1.5 (0.0–3.0)
Long-Practice 1.0 (0.0–3.0) 2.0 (1.0–3.0) 9.0 (7.0–13.0)
Total 8.0 (5.0–13.0) 20.0 (15.0–28.0) 29.5 (25.0–44.5)
Unlike the other two learning modalities, where the learning schedules were fixed, the introduction to Python course, being
delivered in a MOOC setting, offered a self-paced learning schedule. That is, students could begin and complete the learning
activities in their own time. Therefore, the learning strategies were explored by focusing on the course topics rather than the
course weeks.
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(a) Intensive — high engagement (b) Strategic — moderate engagement
(c) Highly selective — low engagement
Figure 9. The Process of Tactic Application on a Weekly Basis in the Biology Course
Figure 11 presents the average frequency of the four detected learning tactics according to the study topics.
• Strategy 1: Inactive (N = 215 students, 58.42%): Students employed a low level of learning effort. A low level of
engagement was observed in relation to each study topic. The most dominant learning tactic was the diverse tactic.
• Strategy 2: Highly active at the beginning (N = 89 students, 24.18%): Students were highly active at the beginning of the
course (first two topics). The amount of effort dropped after the second topic. The dominant learning tactics used were
lecture and diversity oriented. One possible explanation for the observed behaviour is that students were not familiar
with programming or were inexperienced in learning to program. Even though the course design was strongly oriented
toward practical exercises (see Table 3), students strongly preferred the lecture-oriented tactic over the short and long
practice–oriented tactics.
• Strategy 3: Highly active (N = 64 students, 17.39%): Students were highly active. Multiple uses of different tactics were
observed. The use of the long practice–oriented tactic increased as the course progressed. The short practice–oriented
tactic was used at least once when interacting with each course topic but highly used during the fourth topic. Similarly,
the diverse tactic was used at least once in each course topic but highly used when interacting with the third and fourth
topics. The lecture-oriented tactic was also observed at least once for each learning topic.
The process model based on the tactics applied by each strategy group per each course topic of the Python course is
presented in Figure 10. The central learning tactic used in the inactive strategy group was diverse-practice oriented. The inactive
strategy users frequently used the diverse practice–oriented tactic at the beginning of interaction with each topic (p= 0.59) and
at the end of their topic-related activities (p= 0.36). There was an observable common practice to begin interaction with each
topic by using the lecture-oriented tactic, and end the topic-related activity by applying the diverse-practice tactic. A transition
from applying the long-practice to diverse-practice tactics could also be observed (p= 0.35). The highly active at the beginning
strategy group had a high probability of beginning their learning in each topic by applying either the diverse practice–oriented
tactice (p= 0.52) or the lecture-oriented tactic (p= 0.42).
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(a) Inactive (b) Highly active at the beginning
(c) Highly active
Figure 10. The Process of Tactic Application on a Related Learning Topic in the Introduction to Python Course
Figure 11. Learning Strategies Detected in the Introduction to Python Course
They had a strong probability of reusing the lecture-oriented tactic (p= 0.53). Similar to the inactive strategy, transitions
from long-practice to diverse-practice tactics could also be observed (p = 0.39). This strategy group had equal transitions
between the lecture- and diverse practice–oriented tactics. The highly active strategy group emphasized the use of the diverse-
practice tactic. They had a strong probability of beginning their learning in each topic with a long session of the diverse
practice–oriented tactic (p= 0.65). A transition from the lecture-oriented tactic to the diverse practice–oriented tactic (p= 0.42)
was observed. The most dominant transition in the highly active strategy group was the repetition of the short practice–oriented
tactic (p = 0.85). This indicates that students tended to practice by repeatedly doing the exercises designed for each topic
covered in the course.
4.2 RQ2: Associations between Learning Strategies and Academic Performance
Computer Engineering. Summary statistics for students’ course performance per learning strategy group are presented in
Table 7. Kruskal–Wallis tests showed a significant association between student learning strategy groups and students’ course
performance (p < 0.0001) for both midterm and final exam scores. To further examine the associations between the detected
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learning strategies and students’ academic performance, we did pairwise comparisons of learning strategy groups with respect
to the midterm and final exam scores.
Table 7. Summary Statistics (median, first and third quartile) for Course Score for Each Strategy Group
Course Performance Highly selective Strategic Intensive
Computer en-
gineering
Midterm (20) 12 (10–15) 15 (12–17) 15 (12–17)
Final exam (40) 15 (10–20) 21 (14–30) 22 (16–32)
Highly Selective Strategic Intensive
Biology Total score (100) 63.7 (48.0–75.5) 71.3 (59.0–78.1) 71.4 (62.1–81.2)
Inactive Highly Active at the Beginning Highly Active
Python Total score (100) 29.3 (7.2–58.5) 20.4 (6.9–63.8) 82.7 (54.2–89.6)
Passed graded item (22) 7.0 (2.0–15.0) 5.0 (2.0–16.0) 20.0 (13.0–22.0)
As shown in Table 8, significant differences with respect to both midterm and final exam scores were present between
strategy 1 — strategic and strategy 2 — highly selective and between strategy 3 — intensive and strategy 2 — highly selective.
However, no statistically significant difference was found between the strategy 1 — strategic and strategy 3 — intensive groups
with respect with midterm and final exam scores.
Table 8. Pairwise Comparison of Strategy Groups with Respect to the Scores
Performance Strategy Strategy Z p r
ComEng: Strategic — moderate engagement Highly selective — low engagement 9.329 < 0.0001* 0.31
Midterm Strategic — moderate engagement Intensive — high engagement −0.1577 0.875 0.01
score Highly selective — low engage-
ment
Intensive — high engagement −7.0258 < 0.0001* 0.28
Final Strategic — moderate engagement Highly selective — low engagement 9.338 < 0.0001* 0.311
exam Strategic — moderate engagement Intensive — high engagement −1.851 0.064 0.077
score Highly selective — low engage-
ment
Intensive — high engagement −8.847 < 0.0001* 0.366
Biology: Intensive — high engagement Strategic — moderate engagement 0.841 0.34 0.051
Course Intensive — high engagement Highly selective — low engagement 3.568 < 0.0001* 0.208
score Strategic — moderate engagement Highly selective — low engagement 3.628 < 0.0001* 0.18
Python: Inactive Highly active at the beginning 0.108 0.914 0.006
Course Inactive Highly active −6.927 < 0.0001* 0.415
score Highly active at the beginning Highly active −5.879 < 0.0001* 0.475
Note: * marks statistically significant differences.
Biology. Table 7 presents the median and first and third quartiles of the course marks of the biology course. Average exam
marks of the intensive — high engagement and strategic — moderate engagement strategy groups were almost equal (median =
71.4 and 71.3, respectively), but the highly selective — low engagement group had lower average course marks (median =
63.7). Kruskal–Wallis tests revealed a statistically significant difference (p < 0.0001) among the learning strategy groups with
respect to total course score. The results of the followup pairwise comparisons of the strategy groups are presented in Table 8.
Significant differences in total course score were present between intensive — high engagement and highly selective — low
engagement and between strategic — moderate engagement and highly selective — low engagement.
Python. The performance indicator in the introduction to Python course was the final course mark. The median and first and
third quartiles of the performance indicators for each learning strategy group are presented in Table 7. The inactive and highly
active at the beginning strategy groups showed relatively low average course marks (median = 29.3 and 20.4, respectively).
The highly active group achieved high average course marks (median = 82.7), well above the other two strategy groups. The
Kruskal–Wallis test confirmed the statistical difference among the strategy groups with respect to the course grade. The pairwise
comparisons of the strategy groups are presented in Table 8. Significant differences were observed between strategy 2 — highly
active at the beginning and strategy 3 — highly active and between strategy 1 — inactive and strategy 3 — highly active.




5.1 RQ1: Tactics and Strategies Detection
5.1.1 The Detected Tactics and the Differences in Learning Contexts
The results indicate that the course design shaped the selection of learning activities and, consequently, led to the adoption
of diverse learning tactics (Winne & Hadwin, 1998). For instance, in the computer engineering course, a variety of learning
activities were available, including video lectures, quizzes, practical exercises, and reading materials (Table 3). Even though
the dominant learning actions were those related to the practical exercises (42%), other learning activities shared a relatively
high frequency of use (more than 10% for each activity). The adopted analytic method based on process mining led to the
detection of distinct clusters of students’ learning sequences (i.e., completed learning sessions), characterized by different
dominant actions and different composition of actions in learning sequences (Figure 2 and Table 4). As such, these clusters are
representative of the patterns in students’ learning behaviour and indicative of the learning tactics that students used.
Meanwhile, the design of the introduction to Python course placed primary focus on practice through coding exercises
(Table 3). This focus was reflected in the detected learning tactics. In particular, apart from one (lecture-based) tactic, we
identified three distinct tactics associated with the practical exercises. For instance, students interacted with the practical
exercises either by continuously working on a problem for a long period of time (i.e., the long practice–oriented tactic) or
by breaking the practical exercises into smaller sessions (i.e., the short practice–oriented tactic) or combining the practical
exercises with other learning activities in a long session (i.e., the diverse practice exam–oriented tactic).
In contrast to the two problem solving–based courses, the online learning activities of the biology course were designed
to support self-revision through reading materials, discussion, and self-preparation of the lab activities. The actions in the
biology course contained more than 70% of navigation to the course homepage, which consisted of the general information,
structure, and objectives of the course, and the reading materials (28% accessing the homepage and 44% accessing the reading
materials). Therefore, the three detected learning tactics contained reading activities with different characteristics. One
tactic was characterized by actions related to the reading materials and homepage. Another tactic was about reading and
pre-lab–related activities. The last tactic focused on activities related to reading and discussion. Common to all tactics were
short learning sessions.
Even though the tactics detected across the three learning contexts were different, the proposed analytic method could be
applied to detect learning patterns indicative of learning tactics in these contexts. Moreover, by replicating the method, we
observed that the tactics detected in different learning conditions reflected the design of the course. In particular, we recognized
two features of the tactics that defined them. The first feature is the type of the learning actions within a tactic. These learning
actions reflected how a course was designed. The type of learning action defined the main focus of students in each learning
tactic (e.g., focusing on the reading material in the reading-oriented tactic). The second feature is the length of sessions in
which the tactics were applied. This reflects the technique students used to direct the learning. For instance, in the Python
course, students either interacted with the practical exercises by dividing the tasks into short practical exercises or interacted
with the tasks for a long-practice session. Hence, the pattern of the detected learning tactics reflected the design of the course.
This notion is well confirmed by SRL theory, which emphasizes the role of instructional and course design on the selection of
learning tactics (Winne & Hadwin, 1998).
5.1.2 The Strategies Detected across the Different Learning Contexts
The detected learning strategies are aligned with the well-defined approaches to learning as described by Entwistle (1991), Marton
and Sa¨ljo¨ (1976), and Biggs (1987). Approaches to learning are situation, content, and intuition dependent. In other words, the
goal and motivation of individual students (intuition), the way in which learning was carried out (the situation), and the content
that students needed to learn play highly important roles in the selection of the approach to learning (Entwistle, 2007). This
notion is well aligned with SRL theory, which emphasizes the influence of task and cognitive conditions on the selection of
learning strategies (Winne & Hadwin, 1998). Entwistle (1991) and Biggs (1987) defined three approaches to learning, extended
from the initial concept of approaches to learning proposed by Marton and Sa¨ljo¨ (1976), namely surface, deep, and strategic
approaches to learning.
• Surface approach to learning: This approach to learning is characterized by a superficial method of learning where
the focus is mainly on assessment, with a lack of understanding of content (Entwistle, 1991). Students use shortcuts to
reduce the time they need to devote to the learning activities.
Students who used the highly selective — low engagement strategy from the computer engineering course, as well as
the inactive strategy group from the Python course, are good representatives of this approach to learning. The low level
of engagement in each week (i.e., in relation to each topic, for the Python course) demonstrates a lack of intention and
effort toward accomplishing a higher order of thinking. The assessment tactic is the only consistently used tactic of these
two strategy groups.
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The surface learner is also characterized by focusing on a portion of learning facts and often jumping to conclusions,
as demonstrated by the use of a single learning tactic (reading oriented) and directly jumping to the assessment tasks
in the highly selective — low engagement group during the first half of the semester of the computer engineering
course (Chonkar et al., 2018; Jovanovic´ et al., 2017). Students interacted with the basic learning concept activities
slightly. Moreover, students barely realized the value of the ungraded formative assessment (i.e., quizzes). Even though
a consistent use of practical exercises (i.e., the adoption of the practice-oriented technique) is highlighted by many
researchers (e.g., Bjork, Dunlosky, and Kornell (2013); Dunlosky, Rawson, Marsh, Nathan, and Willingham (2013)) as
effective, when superficially applied, without proper understanding of the basic concepts, it cannot reach its potential
effectiveness. Therefore, students in the highly selective — low engagement strategy group did not fully utilize the
learning opportunities that were offered to them.
In contrast to the two courses focused on problem-solving activities, the biology course offered few online practical
exercises to students. Our process-mining approach detected one type of learning strategy in this course that represented
surface engagement, namely the highly selective — low engagement strategy group. Students in this strategy group were
active at the beginning of the course, but their level of engagement dropped significantly after the fourth week. The
exams proved to be the only motivating element, as only the exam periods (weeks 7 and 13) were associated with higher
levels of engagement. This behavioural pattern also reflected students’ focus on assessment.
• Deep approach to learning: This approach to learning, characterized by active engagement in various learning activities,
is considered desirable (Marton & Sa¨ljo¨, 1976), since a number of research studies have reported a positive impact of
deep learning approaches on academic performance (Chonkar et al., 2018). In our study, students who used the intensive
— high engagement strategy from the computer engineering course, the intensive strategy from the biology course, and
the highly active strategy from the Python course reflect the use of the deep approach to learning. The high level of
engagement of these strategy groups indicates an active concentration and high amount of effort by students. Moreover,
students used a diverse set of learning tactics and completed various learning activities, including multiple interactions
with practical exercises. The performance of students who employed these strategies tended to be the highest among
the three groups of strategies identified in each of the three contexts. This finding is consistent with previous research
results suggesting that the deep approach to learning is associated with a high level of performance (Marton & Sa¨ljo¨,
1976; Zeegers, 2001).
• Strategic approach to learning: Strategic learning is also referred to as the achieving learning approach (Biggs, 1987).
It is the study approach of choice for those students whose primary intention is to achieve high performance (Diseth &
Martinsen, 2003). Similar to surface learning, the focus is on assessment, but a considerable amount of effort is also
put into understanding the topic under study. Therefore, strategic learners combine surface and deep approaches to
learning (Chonkar et al., 2018), and they often do well with time and study management. Among the detected learning
strategy groups, strategic — moderate engagement from the computer engineering course and the biology course are
clear representatives of the strategic approach to learning. Students in these groups put in a moderate amount of effort
as compared to the other two groups i.e., intensive — high engagement and highly selective — low engagement, yet
they achieved a high performance level. The strategic students from the computer engineering course were consistently
concentrated on the assessment activities, as evident in the extensive use of the exercise-oriented tactic. In the biology
course, the preparation of the pre-lab activities was observed for the strategic students mainly during the weeks when
these preparations were a requirement. This demonstrates strategic planning of the time to devote to completing the
course requirements. During weeks 7 and 13, when the exams were scheduled, a higher level of engagement than in other
weeks was observed for these students. This is a further confirmation of the strategic approach of this strategy group.
Unlike the FC and BL modalities, in the Python course delivered through a MOOC, we detected the highly active at the
beginning strategy group. Students strategically relied on a select subset of learning tactics at the beginning of the course (first
two course topics); that is, they heavily employed the lecture based– and diverse practice–oriented tactics. The tactics used by
this particular strategy group suggest that students might not have been familiar with or may have had a minimal background in
programming. Contrary to the nature of problem solving–based learning, students employed the lecture-based tactic in several
learning sessions. Being based on rewatching the video lectures, this tactic can be considered a passive and less effective
learning technique (Dunlosky et al., 2013). Due to the ineffective learning tactic used, it is reasonable to believe that students in
this strategy group faced some difficulties understanding the course content. Despite a few attempts to deal with the practical
exercises, the level of engagement consistently dropped from the third topic onward. The deep approach to learning applied
when interacting with the first two course topics was then replaced by the surface approach to learning.
A possible explanation of this finding is that students with backgrounds in different subject domains and lack of prior
knowlege of the topics under study may opt for a particular strategy they are familiar with (as reflected by the choices of
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their tactics). However, the selected strategy may not be suitable for the discipline and/or topic in the given course. This is
particularly emphasized in the success of learners when they take not-for-credit courses (MOOC) where the stakes of investment
are lower and the backgrounds of learners much more diverse than in for-credit courses.
Overall, we observed that in the learning contexts where online learning was accompanied by face-to-face activities (i.e., BL
and FC), similar learning strategies were observed. That is, students consistently exhibited either the deep, the surface, or the
strategic approach to learning throughout the course. However, in the MOOC, we detected two learning strategies representing
the deep and surface approaches to learning and one learning strategy exhibiting a transition from deep to surface approach, i.e.,
the highly active at the beginning strategy group.
5.2 RQ2: Association between Learning Strategies and Academic Performance
This study found that students who used a variety of learning tactics tended to have higher performance than those who relied
on a single tactic. Some of the employed tactics were general, passive, and less effective, such as rereading (Dunlosky, 2013) or
re-watching lecture videos (Dunlosky et al., 2013), but some were course specific and more effective, such as practical testing
as demonstrated by the frequent use of the exercise-oriented tactic and the MCQ-oriented tactic. Similarly, Fincham et al.
(2018); Gasˇevic´, Jovanovic´, Pardo, and Dawson (2017); and Nandagopal and Ericsson (2012) found that students who engaged
in various learning tactics had a tendency to perform better. High-achieving learners know when, where, and how to apply
learning tactics and strategies (Pressley, Borkowski, & Schneider, 1987).
Referring again to students’ approaches to learning, the deep and strategic approaches to learning are the desirable ones,
associated with higher performance (Chonkar et al., 2018; Mattick, Dennis, & Bligh, 2004), whereas the surface approach
to learning is less desirable and associated with low performance. Consistent with the literature, the current study found that
students who used the highly selective — low engagement strategy from the computer engineering course, the inactive strategy
from the Python course, and the highly selective — low engagement strategy from the biology course, thus reflecting the surface
approach to learning, performed poorer than those who used one of the other two learning strategies (Byrne, Flood, & Willis,
2010). We also observed that students in the highly active at the beginning strategy group from the Python course showed a
relatively low level of academic performance. The academic performance was mostly obtained from the first two course topics,
where they were deeply engaged with the learning content. Later, students exhibited surface learning when interacting with the
rest of the course topics (i.e., from topics 3 to 6).
We observed no significant association in terms of pairwise comparison between the strategic — moderate engagement
strategy and the intensive — high engagement strategy in the computer engineering course and in the biology course. This
corresponds to the use of the strategic and deep approaches to learning, respectively. Considering that these two approaches to
learning are known to be associated with high academic performance (Byrne et al., 2010; Zeegers, 2001), it was not surprising
that we found no difference in academic performance between these two groups. The amount of effort exerted by the strategic
— moderate engagement group declined after the midterm test. Prior research has denoted the role of engagement as one of the
success factors in learning (Dabbagh, 2007). Hence, our finding that the intensive — high engagement strategy group performed
better on the final exam than the strategic — moderate engagement group corroborates the findings of several empirical studies
that demonstrated that a higher level of engagement showed a significant association with course achievement (Lee, 2014;
Fincham et al., 2018). Effective learners are those who not only chose the effective learning strategies but also realized that
learning requires effort (Pressley et al., 1987; Winne, 2013).
To sum up, our exploration across three different learning contexts revealed that higher levels of engagement and application
of diverse learning tactics were associated with higher academic performance. Students who employed the learning strategies
that reflected the deep or strategic approaches to learning obtained higher learning performance than those who applied the
surface approach to learning. These findings are well aligned with several empirical studies on the approaches to learning and
association with academic performance (Dabbagh, 2007; Byrne et al., 2010; Zeegers, 2001; Chonkar et al., 2018; Mattick et al.,
2004).
6. Conclusions
6.1 Summary of Contributions
This study aimed to explore the dynamics of students’ learning tactics across different course designs that were delivered by
using different modalities. The main contributions of the study include, first, an analytic method for discovering latent patterns
in students’ learning behaviour, which are reflective of students’ learning tactics and strategies. As latent constructs, learning
tactics and strategies cannot be directly observed in the collected trace data but need to be extracted using appropriate statistical
or machine-learning algorithms. We have detected tactics at the level of learning sessions, extracted learning strategies from the
patterns of use of the identified tactics, and interpreted the meaning of the detected learning tactics and strategies by considering
their temporal and sequential attributes from the perspective of the relevant learning theories (SRL and approaches to learning).
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Second, we validated the proposed method across several learning contexts in terms of the dependency of the detected
tactics and strategies on the mode of course delivery and the course design. The proposed method provided detailed insights
into how student complete online learning activities across three different learning contexts, that is, BL, FC, and MOOC. The
detected tactics and to a lesser extent strategies are context dependent. That is, the specific learning tactics and strategies have
to be interpreted in the particular learning context the trace data originated from (Gasˇevic´ et al., 2016; Gasˇevic´, Dawson, &
Siemens, 2015; Winne, 2013). The interpretation should consider both the chronological ordering and the temporal dimension
because learning tactics and strategies are “dynamic constructs” and change over time. We found that the detected tactics
were likely to depend on the design of the learning tasks and activities of the courses. That is, the detected tactics represent
the techniques used by students to accomplish the learning tasks. For instance, the design of the Python course accentuated
practical exercises, and different manners of students’ interactions with the practical exercises were reflected in the detected
learning tactics. The biology course encouraged students to review the reading materials; accordingly, we detected different
reading behaviours. The design of the computer engineering course included a variety of learning tasks; our method detected
distinctive tactics, with each tactic representing one dominant learning task. Meanwhile, the detected strategies were less
sensitive to the course design; that is, we detected a rather consistent pattern of tactic use across the courses. Across different
learning modalities, we detected the behaviours of applying surface, deep, and strategic approaches to learning.
6.2 Limitations
This research provides some novel insight into the field. It shows promising results for tactic and strategy detection from trace
data and their associations with academic performance across three different learning contexts. However, the study also has
certain limitations. First, the study was based on data about online activities, which means students’ engagement in face-to-face
sessions or individual offline learning was not analyzed. Even though online activities play an important role in supporting
the development of conceptual understanding and aid in-class activities, in-class and offline learning activities contribute to
deepening of students’ understanding and consequently affect their course performance, especially in the case of the BL and FC
contexts. Furthermore, students’ demographics and previous knowledge were not considered due to the terms and conditions
imposed by the institutional ethics approvals.
The methods used to detect learning tactics and strategies (EM and hierarchical clustering) belong to the group of
unsupervised machine-learning methods, which, by their nature, introduce a certain level of subjectivity. The validity of the
analytics method is explored in terms of how the results are supported by the learning contexts and educational theory as
suggested by several scholars (Gasˇevic´ et al., 2015; Joksimovic´, Kovanovic´, & Dawson, 2019; Matcha, Ahmad Uzir, et al.,
2019). Therefore, the explanation of the identified tactics and strategies is subjected to the theory of how tactics and strategies
are composed (Maldonado-Mahauad et al., 2018; Pardo et al., 2018). However, the use of self-reports (Zhou & Winne, 2012;
Gasˇevic´, Jovanovic´, et al., 2017) or multimodal techniques to capture students’ motivation and goals could help in further
validating the study results.
In spite of the stated limitations, our findings are consistent with the literature. The detected learning tactics and strategies are
meaningful in the learning context and in accordance with learning theories (Biggs, 1987; Entwistle, 1991), which demonstrates
that the findings have merit and can inform future research.
6.3 Implications
To answer the call for generalization of learning analytics methods as highlighted by Baker (2019), we have demonstrated the
use of an analytics method in detection of learning tactics and strategies across three different learning contexts. This study
provided robust evidence for the cross-context applicability of the proposed method. The implications derived from this study
are as follows:
Implications for research: Future direction of the research in learning strategies detection should incorporate offline data
to better understand the learning strategies used by students, especially in the FC and BL contexts. For instance, multimodal
learning analytics could be used to triangulate the online and offline data. How offline learning tactics and strategies complement
and/or support online learning tactics and strategies is under-explored.
Furthermore, replication of the analytics-based method across different learning contexts has provided important insight
into how students’ learning behaviour — that is, their learning tactics and strategies — tend to be shaped by the course design
and the delivery modalities. Hence, through replication, we were able to come up with new insight into the learning process.
This result further highlights the call for replication studies in learning analytics research, as suggested by Baker (2019).
Implications for teachers: Research highlights the importance of learning strategies (Winne & Hadwin, 1998; Lust et al.,
2013a). Nonetheless, students rarely receive advice on how to choose learning strategies and apply them effectively (Matcha,
Ahmad Uzir, et al., 2019). The proposed method could be used to bridge this gap. Our method for detecting learning tactics and
strategies could help teachers to gain insight into students’ learning behaviours. Hence, necessary support could be provided
to those who might need it. For instance, advice could be provided to students on how to apply effective learning tactics and
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strategies by using customized feedback messages, that is, personalized feedback. (McCabe, 2011) conducted an experiment
on students’ awareness of effective learning strategies. She found that the experimental group that received instruction on
effective learning strategies outperformed the group of students that did not receive any strategy-related advice. Therefore,
informing students about the value of effective learning strategies can lead to an improvement in academic performance.
Similarly, informing students about the benefits of effective learning tactics and strategies can increase their intention to apply
them (Clarebout, Elen, Collazo, Lust, & Jiang, 2013). Previous studies showed that by customizing the feedback to suit the
given learning situation, learners could be provided with help for improving their academic performance (Matcha, Gasˇevic´,
Ahmad Uzir, Jovanovic´, & Pardo, 2019; Lim et al., 2019). The provision of personalized feedback, however, requires precise
information of a student’s learning situation. Hence, employing the proposed method to detect the tactics and strategies used by
students could help instructors identify students in need and offer them suggestions on effective tactics and strategies for the
given learning situations. This reinforces the role of instructors in tailoring the feedback that corresponds to the requirements of
students. It also facilitates the work of instructors in observing the learning progress of their students.
Furthermore, the detected learning tactics and strategies could be used to support the redesign of the course. For instance,
the learning strategies showed that in certain weeks and/or course topics, students exhibited high engagement and application of
diverse learning tactics. These behaviours inform the importance and/or the difficulty experienced by students in understanding
the learning content. Hence, taking students’ behaviour when interacting with the course content into account could inform
instructors on how to redesign their courses.
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