Abstract. Adaptive moving mesh research usually focuses either on analytical derivations for prescribed solutions or on pragmatic solvers with challenging physical applications. In the latter case, the monitor functions that steer mesh adaptation are often defined in an ad-hoc way. In this paper we generalize our previously used monitor function to a balanced sum of any number of monitor components. This avoids the trial-and-error parameter fine-tuning that is often used in monitor functions. The key reason for the new balancing method is that the ratio between the maximum and average value of a monitor component should ideally be equal for all components. Vorticity as a monitor component is a good motivating example for this. Entropy also turns out to be a very informative monitor component. We incorporate the monitor function in an adaptive moving mesh higher-order finite volume solver with HLLC fluxes, which is suitable for nonlinear hyperbolic systems of conservation laws. When applied to compressible gas flow it produces very sharp results for shocks and other discontinuities. Moreover, it captures small instabilities (Richtmyer-Meshkov, KelvinHelmholtz). Thus showing the rich nature of the example problems and the effectiveness of the new monitor balancing.
Introduction

14
Adaptive mesh methods improve local resolution of numerical solvers and, as a result, 
Physical model
98
The time evolution of a compressible gas is described by the Euler equations: The system (2.1) is closed by the standard equation of state:
where γ is the adiabatic constant, specifying the ratio of specific heats.
103
contact discontinuity (CD) rarefaction fan (RF) shock wave 
Relevant flow features
104
Analysis of shock waves and other features in compressible gas flow is easiest in a one- 
Physical problem description
131
We use a solver that is suitable for nonlinear systems of hyperbolic PDEs in general: The Euler equations for compressible gas dynamics (2.1) are in the above form and will be 133 the leading example in this paper. Basic meteorological models as well as the advection 134 model fit in the same form. We have readily extended the solver to two-dimensional ideal 135 magnetohydrodynamics too.
136
The domain Ω is defined and discretised as follows: The mesh points x j,k are not uniformly distributed: the mesh is logically rectangular, but at time t n .
147
The integral form of the PDEs (3.1) leads to the well-known finite volume discretisation: Riemann solvers, such as the HLLC solver described in Section 3.2.2. Also note that for
163G
on logically horizontal edges, the exact same procedure can be used and again only flux 164 F(Q) needs to be evaluated, i.e., G can be discarded completely. 
Solution reconstruction and slope limiting on nonuniform meshes
166
The fluxes are functions of the solution q, so for evaluating the fluxes at the cell edges, so- at a vertical edge, the procedure for the other direction is of course similar.
171
The solution reconstruction is depicted in Fig. 3 Local Lax-Friedrichs HLL HLLC By applying Rankine-Hugoniot conditions to the jumps across each of the waves S L , S *
225
and S R , and using additional knowledge about the exact solution jumps across these 226 waves, we obtain the solution vectors in the two intermediate states:
The numerical flux is evaluated at the edge, i.e.,x/t = 0:
The left-and right-most wave speeds are chosen as follows: 
Next, we apply the CFL-stability criterion in the following way:
where λ 1,max and λ 2,max are the largest eigenvalues in the x-and y-direction, respectively.
244
A looser CFL-criterion will not improve performance very much. More severe is the 245 fact that the smallest cell sizes that will occur during mesh adaptation-typically 5 to 50 246 times smaller than the original uniform mesh-limit the overall time step. This is a gen- 
Adaptive moving mesh method
252
The problem domain is discretised as a structured mesh with a fixed number of mesh 
265
In the above, D and G are still scalar functions (take G = gI), but later work by, e.g.,
266
Cao et al. 
The moving mesh algorithm aims to find a mesh map with a low energy value. The lower 273 the energy, the more appropriate is the mesh map x(ξ ξ ξ) according to the monitor function 274 G.
275
Brackbill and Saltzman [6] were amongst the first to start from a variational formula-276 tion and they combined three functionals to control both mesh smoothness, orthogonality 277 and adaptivity. We will only study adaptivity here, since the balanced monitor function 278 (4.9) in Section 4 helps keeping the mesh smooth. Still, we do see advantages in orthogo-279 nality monitors in future work. 
Algorithm
281
The mesh movement algorithm is similar to the one set out by Tang and Tang [30] . We 282 propose a much more versatile and robust monitor function, though, which will be de-283 scribed in Section 4.
284
The mesh movement equations (3.25) are solved separately from the physical PDEs
285
(3.1). In each iteration step, first the mesh is moved to adapt to the latest solution features.
286
Next, the nonuniform mesh is kept fixed during one forward time integration step. We 289 † Cao et al. [7] even proposes nonzero elements off the diagonal, but we do not consider that here. 
G a l l e y P r o o f
6:
Evaluate monitor function (4.9) and filter it (Section 4.5).
8:
Move mesh x
j,k , by Gauss-Seidel of (3.27).
9:
Conservative interpolation of Q
j+1/2,k+1/2 by (3.29) (or re-initialize at t = t 0 ).
10:
ν ← ν+1
11:
Fix new mesh x n ← x [ν] and solution Q n ← Q [ν] .
13:
t n+1 ← t n +∆t n by CFL criterion (3.23).
14:
Compute Q n+1 using finite volumes (Section 3.2).
15:
16:
n ← n+1. 17: end while Mesh adaptation We combine the moving mesh PDEs (3.25) with a directional ‡ monitor function G = diag(ω (1) ,ω (2) ). All gradients are discretised by central differences and the monitor values on the middle of each edge are averaged between two cell centers. Next, a Gauss-Seidel step is used to compute the new mesh points:
Notice how these are in fact two equations: one for x and one for y. The coefficients for 290 the two are identical, yet the equations for x and y are independent, i.e., they do not affect 291 each other directly. The boundary points can move along the boundary. We do this by is even preserved in each cell. We employ the first method, though, because of our good 302 experiences with it in the past.
303
The movement of a cell's edges causes an artificial flux across them. The difference 304 between the old and new mesh points is defined as
Assuming that this difference is small, the following approximation for the new solution can be derived:
The numerical fluxes c n Q are defined by upwind fluxes 306 c n Q j,k+
where the two MUSCL-type solution reconstructions Q − and Q + are again defined by 307 (3.10). The upwind choice is defined by:
and the artificial advection c n through an edge is simply the inner product of the midpoint movement with the edge's right-or upward normal, e.g.,
Degeneracy of the mesh The solution of the mesh PDEs (3.25) is a mesh map x(ξ ξ ξ), which is unique and regular as long as the monitor matrix G is diagonal and strictly positive. This result is a special case of the proof by Clément et al. [9] . In other words: the mesh map has a strictly positive Jacobian
G a l l e y P r o o f so mesh cells can not collapse in the exact solution.
309
The nonlinear mesh PDEs (3.25) are linearized and then solved, though, so nondegeneracy can not be guaranteed anymore. Our experience is that with our balanced monitor function and monitor filtering, this hardly ever occurs. To strictly ensure nondegeneracy and-even stronger-convexity of cells mesh, the following check can be used while moving the mesh points. The displacement of a mesh point as defined in (3.28) must not cross the 'antidiagonal' of the one (out of four) cells it moves into. 
convexity is maintained as long as a 0 +a 1 ≤ 1 holds. To prevent violation of this require-310 ment, the new point location is limited as follows:
where the parameter µ controls how strict the convexity condition is ensured.
312
The mesh adaptation algorithm is now complete. The next section will introduce a 313 new monitor function that makes the algorithm very robust. 
What makes a good monitor?
321
A basic monitor function is quickly defined, but true gain in more complex flow simula- The assumption of a scalar solution q is for simplicity here and will be extended to vector-325 valued solutions q in Section 4.3. The AL monitor is not balanced, though, more specifi-
326
cally it has three main disadvantages:
327
• The AL monitor requires the user to properly choose adaptation parameter α, which is problem dependent and not dimensionless.
• The AL monitor has no time-dependent adaptivity, since α is fixed during a run. Whenever the solution gradients change significantly over time, the chosen value for α becomes unsuitable.
• The AL monitor often lacks smoothness, resulting in too rapidly varying cell sizes.
328
We solve the above problems by several improvements, which will be discussed in 329 this and the following sections. square root in (4.1) and controls the importance given to gradient differences (the limit 337 m → ∞ produces a uniform mesh). We fix it at m = 1 unless specified otherwise. We 338 start with an 'average normalization' of the solution gradient, which is equivalent to the 339 BM-monitor:
The next section will generalize this to the case where the solution is a vector q, i. function is defined as a weighted sum of P nonnegative monitor components φ i,p (q):
with a separate normalization for each monitor component and spatial direction: 
364
The default choice for the monitor components is to use all M solution gradients:
Other monitor components will be used in Sections 4.3.2 and 5.
366
Notice how the monitor values and gradients are subscripted by i. This defines a 367 directional monitor function, which will be discussed in Section 4.4. below, the components were divided by the average as in (4.7). We will now elaborate on 374 the above.
375
Without loss of generality, in the following we set β = 0.5 and consider the monitor components in one direction (ignore i in (4.3), (4.4), (4.5)). Starting from the AL monitor (4.1) a possible way of balancing monitor components would be standard normalization by dividing by the maximum component value:
The disadvantage is that a single very large maximum value M p (q) will dominate all other monitor values on the rest of the domain. Instead, the adaptive monitor (4.3) uses the average value α p (q) for normalization:
If one component φ p (q) of the P monitor components has a large maximum and relatively small average it will dominate the other components, because of the upper limit of its range: M p (q)/α p (q) ≫ 1. This is solved by a second normalization of (4.7):
This 'average-max' normalization defines our final form, hereafter called the balanced 376 monitor function:
There are four important points to note on the above. Firstly, the reason for using normal- of a monitor function has no effect on the mesh refinement. Hence, the new form (4.8)
388
is consistent with (4.7) for the case P = 1. Also note that the evaluation of the new form 
Proof of concept
395
The necessity for replacing variant (4.7) is illustrated by the HD22IMPDIAG example prob-396 lem (full specification in Section 5.1). We only include the density gradient and vorticity 397 in the monitor summation: 
The importance of directionality
410
In two-or higher-dimensional mesh adaptivity a directional-or equivalently: anisotrop- 
415
In the mesh PDEs (3.25) the monitor matrix G prescribes the monitor values for all 416 directions. Usually a diagonal matrix is used; if the diagonal elements are identical, the 417 mesh adaptation is nondirectional (isotropic). We use directional monitor values as in 418 (4.9), i.e., the second form below:
The HD22CONF11 example problem (full specification in Section 5.2) illustrates the 420 improved mesh for a directional monitor. Fig. 7 shows the adapted mesh for a nondi- 
Monitor filtering
429
Flow phenomena are now properly captured, but since they generally move, it is sensible to also refine the mesh in a small region around them. This is done by filtering of the discrete monitor values. We apply the following widely-used Gaussian filter, typically 2 to 5 times:
(4.12)
for i = 1 and 2 independently. rarely seen. We will study the sharpness of the jet front and its velocity in Section 5.1.3.
443
After some time, the two jets meet at the origin and merge into one jet that continues 
450
We will first make a comparison between the LLF and HLLC fluxes from Section 3.2.2.
451
Next, we will illustrate the monitor component balancing from Section 4.3. Finally, we 452 will focus on details of the jets and the formation of instabilities.
G a l l e y P r o o f 
Local Lax-Friedrichs and HLLC
454
The LLF and HLLC fluxes from Section 3.2.2 are now compared on a uniform (250×250) speed, but also the sharpness of the jet head-and the CD itself-is much sharper.
465
The HLLC results are significantly better. The amount of discrete time steps is almost 466 identical, and the HLLC flux evaluations increase the total CPU time by a mere 10%.
467
Clearly, this is well worth it. Therefore in all following experiments we will use HLLC 468 fluxes. 
Balancing monitor components
470
The main purpose of this paper is the improved monitoring of flow features. We will now with the balanced variant (4.9) for each of these three functions.
474
We take a look at the bottom jet some time after the shock has hit it for the first time.
475
A small trail of the jet was hit rightward but has now curled back up into the jet head simulations on a 250×250 mesh.
478
The first simulation, bottom left diagram, was obtained by simply including all solu-479 tion components in the balanced monitor, i.e., (4.5) and (4.9). The high-density sheet at 480 the front of the head is properly captured, but the inner of the head is somewhat diffused.
481
The unbalanced variant produced almost identical results, because none of the solution 482 components severely dominates the others.
483
We try to improve the inner of the jet head by including the vorticity in the monitor, in Fig. 11 shows the strongly localized refinement in the two points with high vorticity.
487
The top middle diagram in Fig. 10 shows how this harms the solution: a strong spiral The vorticity is now replaced by entropy gradients in the monitor, i.e.,
The two rightmost diagrams show the unbalanced and balanced variant, notice how 
496
This is because it captures both density and pressure fluctuations. 
502
In conclusion, firstly the component balancing proved effective for the vorticity mon-503 itor. Even though this was not necessary for the entropy monitor, component balancing 504 is always our preferred method, since one can not know in advance whether it is nec-505 essary or not. Besides, as we mentioned before it is hardly anything more expensive.
506
Secondly, the vorticity does improve results, although it is still quite localized, the com-507 bination with density is crucial. The entropy gradients proved very effective and will be 508 used henceforth. , ρ+S monitor N=500, ρ+S monitor N=500, ρ+S monitor, 10 smoothings N=250, uniform N=500, uniform N=1000, uniform N=1000, Athena, 3 rd order + Roe Figure 12 : Position of the jet front in the hd22impdiag problem for several numerical methods.
Details of the jet formation
510
We now turn to a more quantitative look at the jets. All of our simulations use van Leer at t ≈ 0.85 the shock wave that was reflected at the origin has returned and collides with 519 the jets. The jets lose some speed, but still continue towards the origin. The interior of 520 the jet heads was already rotating, but after the impact the vorticity values have doubled.
521
As a result, the head widens a little because of material that was hit backwards but now 522 curls back up again into it.
523
The figure shows two more 'groups' of lines: the first group above the reference lines 524 is around the uniform 500×500 run. The second is around the uniform 250×250 run
525
(both have dashed lines). Clearly, an increase in numerical viscosity leads to slower jets after the impact. Interestingly, all other waves in the solution maintain correct speed.
527
Simulations at various mesh sizes and various amounts of adaptivity have shown this 528 up to late in the simulation, e.g., t = 2.5.
529
The solid lines represent three adaptive runs with density and entropy gradients in 530 the monitor. What strikes is that the segments after the impact are indeed somewhat 531 steeper than for the uniform runs, but the increase in accuracy is generally less than 532 10%. Possibly at the moment of impact a bigger region needs high resolution, now it is 533 mainly the shock line and the jet contour that are refined. The N = 500 adaptive run with 534 increased monitor filtering (10 times) achieves this, but still is only 5% better.
535
The adaptive runs do achieve much better sharpness of shocks, CDs, jet heads and 536 instabilities, though. Fig. 13 shows the N = 500 and N = 1000 uniform and adaptive runs 
543
with a uniform mesh is not feasible: it would increase the running time by several factors.
544
For example, doubling the mesh points in both directions would give an approximately 545 eightfold larger CPU time.
546
In conclusion, adaptive methods produce sharp results, both for shocks and smaller 
583
When we continue the simulation for an even longer time, the shock and its reflections 584 will return from the top right direction and hit the CD repeatedly. This increases the 585 vorticity on the CD. At some point, Richtmyer-Meshkov instabilities emerge from this.
586
Note that this is a longer term process than the formation of the initial jets. A backward shock will form between quadrant 2 and 1 and between 4 and 1. Between 2 593 and 3, and between 3 and 4 a CD will form.
594
In Fig. 7 this problem was used to show the effect of a directional monitor function.
595
The directionality is crucial to properly represent the two main challenging parts to this and bottom boundary for x≤1/6 have Dirichlet conditions with the exact shock solution.
602
The bottom boundary for x>1/6 is reflective, and the right boundary has a homogeneous 603 Neumann outflow condition. 
613
We performed the adaptive simulation on a 160×80 mesh, again using the balanced captured. Moreover, along the jet stream and its head the mesh has also been adapted.
618
The vorticity is again not so useful here if we want to attract mesh points to the slip 619 line and the jet. This is due to the triple point near (3.4,0.55). The vorticity there is almost 620 ten times larger than at the slip line: even with the balanced monitoring this will attract 621 little points.
622
Conclusion
623
The main contribution of this work is the introduction of a new balanced monitor function.
624
To prevent spurious solution features, the mesh should not be overly distorted, e.g., as In an earlier state of this work we still used the local Lax-Friedrichs numerical flux,
