ABSTRACT The resource-aware design is of great importance for the distributed multiple-input multipleoutput (MIMO) radar in military applications, where multiple missions need to be fully and simultaneously performed constrained by the resource budget. Aiming at the joint of tracking existing targets and detecting new threats, a sensor scheduling integrated with power and bandwidth allocation strategy is put forward. The predicted posterior Cramer-Rao lower bound (PCRLB) in the worst case and the probability of detection are integrated as the optimization metric. Since such a problem is NP-hard, a modified particle swarm optimization (MPSO) for the sensor selection; embed with the greedy idea for the power and bandwidth allocation, is proposed for the solution exploration. The numerical simulations demonstrate that the MPSO is capable of providing close performance to the exhaustive search based method. More importantly, it possesses a lower computational burden and achieves better results compared with multi-start local search (MSLS)-based method.
I. INTRODUCTION A. BACKGROUND AND MOTIVATION
Multiple-input multiple-output (MIMO) radar with distributed antennas [1] has drawn lots of attention in recent years [2] - [4] . Owing to transmitting orthogonal waveforms and viewing targets from different aspects, it shows several advantages over traditional phased array radars, such as anti-stealth, anti-jamming and anti-destroy ability. More importantly, it gains much performance improvement in the parameter estimation. References [2] , [3] show that the target localization performance is proportional to the product of number of transmitters and receivers as well as the transmitted power. However, in military operations, more active subarrays naturally bring about larger computational burden for the information fusion center. Moreover, power control must be considered in the hostile environment, where the low possibility of interception is required. Thus, the resource The associate editor coordinating the review of this manuscript and approving it for publication was F. R. Islam. management is of a critical issue for distributed MIMO radar in military applications.
The resource-aware design has been investigated in numerous literatures. In the distributed MIMO radar framework, it can be classified into two categories: the architecture configuration [5] - [10] and the transmitted parameter selection [11] - [24] . The former item is associated with the placement of transmitters and receivers, and the latter one focuses on the allocation of transmitted power, bandwidth, and etc. References [5] - [7] put forward two optimization schemes to choose the radar subsets. The first is to achieve the minimum of Cramer-Rao lower bound (CRLB) subject to the number of active antennas, and the second is to minimize the number of active antennas under the constraint of estimate error. Reference [8] clusters the sensors yields to the accuracy threshold, and the goal is to achieve the minimum number of utilized sensors. In [9] , the CRLB of velocity [10] is exploited to form the objective function for the antenna distribution. As to the transmitted parameter selection, [11] - [13] discuss the power allocation through the CRLB of time delay [2] , [3] , and the object is still the single stationary target. References [14] , [15] extend this work to multi-target case, and the joint power and bandwidth allocation strategy is put forward. Aiming at the same scenario, [16] proposes two iterative decomposition methods to minimize the total transmitted power while satisfying the predefined estimation error. However, in practice, the MIMO radar is more often used for target tracking. Therefore, [17] derives the posterior CRLB (PCRLB) [18] of time delay, and analyzes its tracking performance in the cases of decentralized and centralized information fusion. On the basis of the PCRLB [17] , the sensor selection problem is studied in [19] , [20] , and it is posed as minimizing the subarray utilization subject to the predetermined tracking accuracy. The PCRLB is also introduced in [21] , [22] to minimize the total utilized power. Moreover, the joint antenna configuration and power allocation is investigated in [23] , [24] , where the greedy search and two-step semidefinite programming are separately proposed for the solution.
While the existing works have made seminal contributions to the resource distribution in MIMO radar with separated antennas, there remain two issues to be addressed. First, the studies [5] - [24] all concentrate on the practice of parameter estimation, i.e. target localization and target tracking. However, in military operations, it is usually the case that various tasks need to be performed simultaneously by a single radar system. Among these tasks, tracking existing targets and detecting new threats are two basic and typical ones. For example, an air defense radar system needs to track multiple targets accurately that located in its fire coverage, meanwhile; undertake the surveillance task for a farther region. Furthermore, the distributed MIMO radar gains much detection performance improvement compared with traditional phased array radars [25] and [26] has proved that the detection performance can be enhanced by the change of antenna placement. Thus, it is of great importance to investigate the resource allocation in a novel scenario of joint tracking existing targets and detecting new threats. Though [26] has put forward the antenna placement method for the target detection, the following two points should be highlighted. (1) It regards the antenna architecture as arbitrary. However, in reality, the subarray of MIMO radar is often stationary, or its location can't be dynamically changed. As such, the model of sensor selection is more practical. (2) The computational complexity of proposed exhaustive search method [26] is exponentially proportional to the number of selected sensors. Thus, it is only applicable for the small scale problems. When faced with large number of subarrays, the time consuming is considerable. Second, the subarray architecture and transmitted parameter are separated optimized in [5] - [22] . When the two items are integrated, further performance improvement is able to be achieved. However, in this problem solving, the computational burden must be taken into account.
B. METHODOLOGY
The cognition technique [27] , [28] combines the perception with the decision for the target tracking. Through transmitting waveforms to perceive the environment, and then adjusting working parameters, the overall system performance is able to be improved. Moreover, since the PCRLB is predictive, [19] - [24] form the optimization model in terms of the PCRLB, so that adopts the cognition idea to adaptively adjust the resource allocation. In addition, the cognition technique is also adopted in [29] , [30] to adaptively select the waveforms transmitted by MIMO radar with separated antennas and collocated antennas.
On the other hand, the sensor distribution problem is known as NP-hard [31] . The exhaustive search [32] or Brute-force search; though is feasible, is time demanding for the large number of subarrays. Though [7] and [20] propose the multi-start local search (MSLS) algorithm to solve this problem, it is a shortsighted heuristic algorithm. In each iteration, the MSLS greedily catches the most appropriate solution in this iteration, but neglects the future influence of others. Therefore, the performance of this algorithm can't be guaranteed.
The particle swarm optimization (PSO) algorithm [33] , [34] possesses merits of quick convergence and easy implementation, and thus; has been applied to different engineering optimization problems [35] - [37] . The PSO simulates the foraging procedure of bird flocking and fish schooling, where all particles will update its own position and velocity through tracking the best particle itself has been achieved so far and the swarm has been achieved so far. Through the swarm cooperation and iterative optimization, the optimal solution can be finally obtained. Though the traditional PSO has an inherent drawback of easily trapped into local optima, many optimization methods have been put forward to enhance its global optimization capability. Representative ones are the change of evolution mechanisms [38] , [39] , multiple swarm coordination [40] , [41] , as well as integration with other swarm search algorithms [42] - [44] . In the last item, the crossover operation and the mutation operation are usually introduced to diversify the population. Meanwhile, the performance of these PSO variants has been demonstrated through numerical simulations.
C. MAIN CONTRIBUTIONS
On the basis of the works above, in this paper, the cognition technique and the PSO are utilized to solve the sensor scheduling integrated with power and bandwidth distribution problem for the joint multi-target tracking and detection in the distributed MIMO radar. It worth mentioning that the distributed MIMO radar system in this paper is operated in the centralized mode, where each antenna sends raw data to a common fusion center and this center controls the whole system resource allocation. In practice, this control can be easily achieved via wireless or cable communications and software supports.
The main contributions are summarized as follows.
(1) A sensor scheduling integrated with power and bandwidth allocation strategy is proposed for the joint multi-target tracking and detection in the distributed MIMO radar. The optimization model is established by the combination of the predicted PCRLBs of multiple targets with the probability of detection for the surveillance region, which is constrained by the predetermined resource budget. Then, our aim is to optimally select the subarray and allocate the power and bandwidth resource, which can results in the minimization of the worst tracking error among existing targets and maximization of the probability of detecting new threats.
(2) A MPSO algorithm is presented to solve the optimization model. As afore mentioned, the joint subarray selection and resource allocation problem is NP-hard. Solutions by exhaustive search [32] or heuristic search [7] , [20] is either computational demanding or only local-optimal in performance. Therefore, we propose a novel PSO variant to solve such a problem. The chaotic sequences, which own the properties of randomness and ergodicity, are used to obtain high-quality initialized solutions. In addition, a swarm update index is introduced. If the best fitness value hasn't been updated until the index, the crossover operation and the mutation operation will be brought in, to improve the efficiency and exploration capability. Meanwhile, we exploit the greedy idea and allocate more power and bandwidth to the antennas that maximize the overall signal-to-noise ratio (SNR), which is due to the objective function being inversely proportional to the SNR. Thereby, the antenna selection and resource allocation can be realized at the same time.
(3) Through numerical simulations, the performance of MPSO is demonstrated, which not only possesses a lower computational burden, but also can offer comparable performance to the exhaustive search based algorithm.
The reminder of this paper is organized as follows. The signal model, which is the basis of the joint target tracking and detection, is depicted in Section II. Section III focuses on the establishment of target tracking model as well as the PCRLB. Section IV structures the Neyman-Pearson detector for MIMO radar. The optimization model of subarray selection integrated with power and bandwidth allocation for joint target tracking and detection is formulated and the MPSO is proposed in section V. The simulations and analysis are presented in Section VI. Section VII concludes this paper.
The following notations are used in this paper. transmitter is normalized and orthogonal [3] :
Additionally, all transmitted signals are narrowband with individual effect bandwidth [45] :
and individual effect time duration:
With the assumptions above, the baseband signal reflected from the qth target via the (m,n)th path is given by: 
where R q m,k is the distance from the mth transmitter to the qth target, and R q n,k is the distance from the target to the nth receiver. P tm is the transmitted power, and τ c is the effective pulse duration in once illumination. G t and G r are the transmitting and receiving gains separately. I p is the processing gain at the receiver. λ is the wavelength. 
where c is the speed of light. The corresponding Doppler frequency is expressed as:
where φ q m,k and ϕ q n,k denote the target bearing angle at the mth transmitter with respect to x axis and at the nth receiver with respect to x axis separately. They satisfy:
III. TRACKING PROBLEM DESCRIPTION
For simplicity, we assume that the target motion complies with the constant velocity (CV) model [46] :
The state of the qth target is represented by 
where n f is the process noise intensity, and T s is the sample interval.
A. MEASUREMENT MODEL
By using the suitable signal processing techniques, much target information can be extracted from receiving signals.
Here, we focus on the time-delay and Doppler frequency. Under this condition, the measurement model in nonlinear system is:
where h(.) denotes the state transformation with h(
To tackle the nonlinear measurement, we adopt the square-root cubature filter (SCKF) [47] , possessing the merits of simple structure but high precision [48] , to obtain the accurate target state estimate. v q k is the zero-mean Gaussian noise, whose covariance matrix is R q k . Furthermore, R q k is related to the CRLB of joint location and velocity, which will be shown in next subsection.
B. PCRLB OF JOINT LOCATION AND VELOCITY
It has been demonstrated that, at high SNR case, target state estimation is very close to the CRLB [3] . Furthermore, the CRLB offers a lower bound for any unbiased estimator. Therefore, the CRLB is an appropriate criterion for the target state estimation.
The PCRLB inequality can be written as [18] :
where J(x q k ) is the Bayesian Fisher information matrix (BFIM), the inverse of PCRLB. Its closed form is [18] :
where J P (x [5] :
Eq. (15) shows the fact that J P (x q k ) is only associated with the target motion model. The selected sensors as well as the allocated power and bandwidth affect the PCRLB through J D (x q k ). However, to achieve the PCRLB, a large number of simulations are required. That leads to the impracticality of (15) . In order to satisfy the real-time demand, the following approximation is formed [49] :
are the Jacobian and measurement covariance matrix evaluated around x k|k−1 , the prediction state vector in the case of zero process noise. Thereby, the PCRLB is more practical.
IV. MEYMAN-PEARSON DETECTOR
In this section, we establish the Neyman-Pearson detector for widely separated MIMO radar, based on which to choose the optimal sensors and distribute resource for detection.
On the basis of signal model depicted in (5), in the H 1 and H 0 hypothesis, the detection model is given by [26] :
where ã m,n = a R + ja I . a R is the real part and a I is the imaginary part of the target RCS. H 1 and H 0 denote the existence of target or not. ñm, n is the complex and addictive white noise:ñ
Aggregate the observation y m,n and state x m,n from all paths into the vector form, we have:
Therefore, in H 1 hypothesis, the joint PDF is:
where
For the purpose of concise expression, we exploit the constant items k 0 , k 1 and η 0 (the latter two items will be shown below), which have no impact on the final result, in the formulation. In (26) , the following expression is used in the integration operation:
In addition, in H 0 hypothesis, we have:
Therefore, the likelihood ratio for the Neyman-Pearson detector is derived as:
By removing the constant item, the sufficient statistic is defined as:
It is noticeable that x H m,n y m,n is a complex Gaussian random variable. In the H 0 and H 1 hypothesis, its variance is σ 2 ñ and h 2 0 σ 2 ã + σ 2 ñ respectively. h 0 is the mean of h m,n :
the mean path loss via multiple paths. R dm and R dn are the distance from the detection point to the mth transmitter and to the nth receiver, respectively. As such, we can obtain the distribution of T 1 (y):
The false alarm probability is given by:
The detection threshold η can be solved as:
Then, substituting (34) into the calculation of detection probability, we have:
Then, we uniformly distribute ϑ points, each of which represents a possible state of new target, along the boundary of the surveillance region. The probability of detecting a new target at the kth sample interval is:
where P j d is the probability of detection given by the jth point.
V. SUBARRAY SELECTION INTEGRATED WITH POWER AND BANDWIDTH ALLOCATION A. OBJECTIVE FUNCTION
To describe the combined antenna selection and power and bandwidth allocation problem, four vectors are firstly introduced:
where t sm ∈{0,1} and r sn ∈{0,1} denoting the transmitter and the receiver is whether selected or not. P tm and β m can refer to (6) and (20), respectively. For target tracking, the introduced vectors affect the PCRLB through the data FIM: (38) Combing (IV with (38) , the BFIM is represented by:
However, a main problem is that when the effective bandwidth is adjusted, the corresponding effective time duration is also tuned, leading to an intractable case. Here, we just focus on the location PCRLB, the upper-left block of J −1 x q k , t s , r s , P t , β . That is because the position error is usually much larger than the velocity error. Moreover, the situation of heterogeneous units of position and velocity can be well avoided. In the following parts, we use J −1 x q k , t s , r s , P t , β to represent the location PCRLB. We choose the worst case of PCRLB to describe the overall tracking performance. After integrating with (V, our objective function is min F (t s , r s , P t , β)
Eq. (40) shows that the antenna selection and resource allocation is an optimization problem with double objective functions. There are a set of solutions located in the Pareto front. The two following points should be considered in this problem solving. First, if we enumerate all feasible solutions at one time, then we must solve all the corresponding optimization models at next time. When the time period is long enough, the number of optimization models to be solved will be quite considerable. Second, the PCRLB and detection probability have heterogeneous units and different scales. Hereafter, we introduce a weighted coefficient λ 1 to balance their scales and transform the bi-objective function into the single objective function:
where λ 1 belongs to (0, +∞). It balances the performance between the multi-target tracking and the target detection, at the same time; unify their meanings.
B. OPTIMIZATION PROBLEM FORMULATION
Mathematically speaking, the antenna selection integrated with power and bandwidth allocation for joint tracking and detection is an optimization problem with the objective of maximizing radar's performance. There are many constraints should be taken into account. Firstly, the total number of active sensors is limited, i.e. K , to reduce the computational burden for the information center:
To remain the system being valid, at least one transmitter and one receiver must be selected at each time:
Secondly, the total power and bandwidth budget is limited:
In addition, the detector performance is characterized by the predetermined false alarm probability:
Above all, the optimization model is formulated as:
min F (t s , r s , P t , β) 
C. MODIFIED PARTICLE SWARM OPTIMIZATION
Eq. (46) shows a mixed optimization problem that integrates the binary and the continuous variables, which is known as NP-hard [6] , [7] , [31] . Though the best performance is available via exhaustive search method, it requires an exponential complexity for computation. Especially when K is comparatively large, the computational burden is quite considerable. Therefore, a MPSO is proposed to efficiently solve this problem. The whole framework is shown in Fig. 1 . It can be seen the power and bandwidth allocation is embedded in the subarray selection. In each iteration, the allocated power and bandwidth is firstly solved by the greedy search (details are shown in subsection 3)) and the result is sent for the fitness calculation. Then, all the particles will update their positions and velocities until achieve the optimal solution.
In the MPSO, we propose several methods to improve its performance. Firstly, the chaotic sequences, which possess the properties of randomness and ergodicity, are utilized to optimize the initialized particles, so that high-quality initialized solutions are obtainable. Moreover, the crossover operation and mutation operation will be introduced if the best solution is not updated until a predetermined iteration number, facilitating the algorithm jumping out of local optima. Thereby, both of the efficiency and the effectiveness of the MPSO are enhanced. The Pseudocode is presented in Table 1 .
1) PARTICLE SWARM OPTIMIZATION ALGORITHM
Owing to the simple structure and easy implementation, the PSO algorithm has been applied in many engineering optimization problems 13 [35] - [37] . Such an algorithm is original from the behavior of bird flocking and fish schooling. During their foraging, each particle in the swarm will update its position and velocity depending on the own experience and the interaction with the neighbors. The particles will track the best solution itself has been achieved so far (p best ) and the best solution that the swarm has been achieved so far (g best ). Through the iterative optimization and swarm cooperation, all the particles will finally convergence to the global optimum. In tth iteration, the update formulation of ith particle is [50] :
whereṽ i (t) andx i (t) are the position and velocity respectively. w is the inertia weight that balances the global search ability and local search ability [35] . c 1 and c 2 are cognition factor and social factor, which regulate the step size when this particle flying to p best (t) and g best (t) respectively. They are usually adopted as c 1 = c 2 = 2. r 1 and r 2 are random numbers that uniformly distributed between 0 and 1. The PSO is originally proposed for continuous optimization problem. However, the solution space is easily discretized into the binary {0,1} by the round operation to decimals. Besides the advantages, the diversity of particles will fast decreases along with the iteration. Such a diversity loss easily leads to the PSO being trapped into local optima. Even worse, the solution may be far from satisfactory. Therefore, many optimization schemes are proposed to enhance the algorithm global exploration ability.
2) CHAOTIC SEQUENCE INITIALIZATION
In traditional PSO variants, the individuals are usually initialized randomly. However, the random initialization easily renders the algorithm suffering from slow convergence and stagnation [36] , [51] . Fortunately, the chaotic sequences, which have the merits of randomness and ergodicity, are a powerful method to diversify the swarm. Usually, the Logistic map is exploited to generate the chaotic sequences [52] :
where η ∈[0,1], and µ is the controlling parameter. When µ = 4 and η / ∈{0.25,0.5,0.75}, the trajectory of η will distributed regularly in the solution space after iterating p max times [35] , [37] . After the chaos initialization, the particles will show entirely chaotic dynamics, which renders the algorithm to start to explore solutions in the whole feasible space, and the local optima will be avoided in higher probability.
3) CROSSOVER AND MUTATION OPERATION
When all the particles converge to local optima, the PSO will stop its exploration. In order to break such a stagnation state, many methods have been put forward [38] - [44] . Such as changing update mechanisms [38] , [39] , multiple swarm coordination [40] , [41] , as well as integration with other swarm search algorithms [42] - [44] . In the last item, the introduction of the crossover operation and the mutation operation in the genetic algorithm (GA) are typical ones.
The core idea of GA is to reserve better solutions and obsolete worse ones through the continuous selection operation, crossover operation and mutation operation. Usually, the selected individuals are called the parents, and the generated offspring are called the children. Each candidate subsolution lied on the individual is called the gene. By the crossover operation and the mutation operation, the diversity of population will be recovered. Thereby, the algorithm will have more chances to explore spaces that have not been searched.
The details of the crossover operation are depicted as follows. Firstly, generate a random p c ∈(0,1) for each particle, and select those p c ≤ P c as the parents, where P c is the crossover probability. Then, we adopt the one-point crossover operation: generate another random value c p (c p = 2, . . . , M + N − 1) as the crossover point, and exchange the genes of particle i and particle j (i = j) that are located behind c p . After that, two children are obtained. The illustration is shown in Fig. 2 . Different from the crossover operation, the mutation operation is based on one particle. We randomly select N pop × P m particles as the parents (just similar to the selection in crossover operation), and update each individual by the following equation:
where randn is a pseudorandom scalar that complies with the standard normal distribution. Obviously, the crossover operation and the mutation operation will impel the MPSO to jump out of local optima. Then, better solutions will be obtained.
4) POWER AND BANDWIDTH ALLOCATION
In order to solve the power distribution problem in a sufficient manner, the greedy search idea is referred [23] . We allocate more power and bandwidth to the antennas that maximize the overall SNR. Since the SNR is proportional to both of the BFIM and probability of detection. Therefore, the ratio of allocated power and bandwidth to mth transmitter are:
where m belongs to the active transmitters, q denotes the target which has the worst path loss to all the active transmitters, and R j dm is the distance from the jth detection point to active transmitter m .
D. COMPUTATIONAL COMPLEXITY ANALYSIS
In this subsection, the computational complexity of the proposed MPSO is evaluated. Since the MPSO belongs to the swarm search (meta-heuristic) algorithm, its computational complexity is determined by two factors: cardinality of the swarm N pop and maximum number of iteration t max . For a specific operation, it requires O(N pop t max ) iterations to achieve a given threshold. By contrast, the exhaustive search algorithm needs an exponential complexity of O(2 M +N ) [7] . Reference [7] and [20] have proposed the multi-start local search (MSLS) algorithm to select the subarrays, which has a polynomial computational burden of O (KMN (M + N ) ). However, the selection of transmitted parameters needs additional computational burden. Thus, we have the following comparison, which is given in Table 2 . It is noticeable that in the MPSO, N pop and t max are able to be tuned to adapt to match different problem scales, which brings about more flexibility for the problem solving.
VI. SIMULATIONS AND ANALYSIS A. PARAMETER DESIGNATION
A 10 × 10 MIMO radar system (M = N = 10) with Q = 4 targets, shown in Fig. 3 , is chosen for analysis. The parameters associated with MIMO radar are presented in Table 3 A sequence of ten frames is used in each simulation. In the simulation, the detection line (boundary of surveillance region) will be sequentially searched in a direction from transmitter 1 to receiver 10. In the optimization model, λ 1 = 10 and K = 6. In the MPSO, N pop = 50, w = 0.8, t max = 50, p max = 3000, i max = 10, P c = 0.6, and P m = 0.3.
The following three benchmarks are used for comparison. Exhaustive search [32] selection with uniform power and bandwidth allocation (ES-UPB): This algorithm uses the exhaustive search to select subarrays and uniformly allocate the power and bandwidth to these subarrays. Multi-start local search (MSLS) [7] selection with uniform power and bandwidth allocation (MSLS-UPB): This algorithm uses the multi-start local search to select active subarrays and uniformly allocate the power and bandwidth to these subarrays.
Random selection with optimal power and bandwidth allocation (RS-OPB): This algorithm randomly selects the active subarrays and uses the proposed method to allocate the power and bandwidth to these subarrays.
All the results are averaged over 100 Monte Carlo trails.
B. RESULTS AND ANALYSIS 1) PERFORMANCE COMPARISON
In this subsection, we compare the performance of the proposed MPSO with three benchmarks. The target reflectivity is assumed to be the same to all the transmitters and to all the receivers, i.e. 1. the performance of the proposed MPSO is very close to the ES-UPB. Additionally, the advantages of the MPSO compared with two other methods are obvious. That is because in the proposed MPSO, many optimization methods are adopted, such as chaos initialization, crossover operation and mutation operation. Therefore, close-to optimal performance can be obtained. By contrast, the MSLS greedily catches the most desirable antenna and add it into the active subarray sets, ignoring the future influence of others. Thus, it is easily trapped into local optima.
2) COMPUTATIONAL COMPLEXITY
To show the efficiency of the proposed strategy, we compare the CPU time of the MPSO, ES-UPB and MSLS-UPB. The results are shown in Fig. 5 . Our simulation is based on MAT-LAB R2014a in a computer with 3.7 GHz CPU and 8 GB RAM.
It can be seen that the computational burden of ES-UPB is rather large in gaining the optimal subarrays and power and bandwidth allocation. The MSLS-UPB has a moderate behavior. However, the proposed MPSO possesses a simpler structure and thus; is more suitable in practice.
3) ROBUSTNESS OF THE MPSO
Then, we study the robustness of the proposed method. Fig. 6 and Fig. 7 give the tracking and detection performance when λ 1 is adjusted. Obviously, the proposed MPSO still outperforms the MSLS-UPB and RS-OPB. Additionally, it shows very close performance to the ES-UPB. Such results demonstrate the robustness of the MPSO.
4) INFLUENCE OF TARGET RCS
In this subsection, we evaluate the effect of target RCS on the resource allocation results. 8 shows the sensor selection as well as the power and bandwidth allocation by the proposed method when there is no RCS fluctuation. The dark blue color in each frame denotes that t sm = 0 or r sn = 0, while other areas denote that t sm = 1 or r sn = 1. Meanwhile, in Fig. 8 (a) and (b) , the color also indicates the ratio of allocated power and bandwidth in each transmitter. Here, the ratios of power and bandwidth In this case, the MPSO will choose the nearer sensors to track and detect targets. Meanwhile, the power and bandwidth resources are more allocated to the nearest sensor that makes more contribution to the SNR. Therefore, along with the process of simulation, the system configuration and transmitted power and bandwidth are adaptively adjusted to response to the change of environment. Then, we consider the second RCS fluctuation model, which is shown in Fig. 9 . The second RCS model indicates that all the targets have weaker reflectivity with respect to transmitter 3. The RCSs of all the targets to other transmitters and receivers are equal to 1. Fig. 10 shows the resource allocation results when faced with the second target RCS model. Different from Fig. 8 , the transmitter 3 is not selected, as all the targets have a weaker reflectivity with respect to this transmitter. Instead, the proposed strategy selects other transmitters that have stronger reflectivity to all the targets. As a result, more power and bandwidth are assigned to them, since they are nearer to the targets and the detection center. Such a result shows the adaptive capability of the proposed method.
5) SUITABLE PARAMETERS IN MPSO
The sensor selection for the joint target tracking and detection is a dynamic problem, and the best solution is timevarying. Meanwhile, the PSO variant is a problem-dependent meta-heuristic algorithm. A specific PSO variant usually performs better faced with one kind of problem, but its performance may be highly degraded faced with another kind [53] . As such, it is of importance to investigate the influence of parameters and find out the best parameter sets. Thus, more simulations are conducted by the variable-controlling approach, and the results show that the best parameter sets are: N pop = 50 ∼ 100, w = 0.75 ∼ 1, t max = 100, p max ≥ 2000, i max = 10 ∼ 15, P c = 0.6 ∼ 0.8, and P m = 0.25 ∼ 0.40.
6) DISCUSSION
The followings may be deduced from the numerical simulations.
(1) The proposed MPSO is efficient enough and can provide close-to optimal performance for the joint sensor scheduling and power and bandwidth allocation. Additionally, it is robust when faced with different cases, e.g. different weights in the objective function and the time-varying target RCS model.
(2) For the joint multi-target tracking and detection, the sensors with stronger path loss are less likely to be selected. Instead, the subarrays with better propagation conditions will gain more chances.
(3) The transmitter which is has the nearest location to the target in the worst case and to the detection center will be allocated more power, as it has bigger effect on the improvement of SNR.
VII. CONCLUSION
In this paper, we consider the subarray selection integrated with power and bandwidth allocation problem in the distributed MIMO radar with the mission of joint multi-target tracking and new target detection. A MPSO algorithm is proposed for this problem solving. Numerical simulations demonstrate the effectiveness of the proposed MPSO. The results also show that the subarrays with better propagation conditions are more likely to be selected and more transmit resources will be given to the subarrays that is nearer to the targets and detection line. 
