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This paper compares the ￿nite sample performance of alternative tests for
rank-de￿ciency of a submatrix of the cointegrating matrix. The paper focuses
on the (implementation of the) likelihood ratio test proposed in Paruolo (2007,
Oxford Bulletin of Economics and Statistics), and compares its ￿nite sample
performance with the ones of alternative tests proposed in Saikkonen (1999,
Econometric Reviews) and Kurozumi (2005, Econometric Theory). All the
tests have well-documented limit distributions; their ￿nite sample performance
is analyzed in this paper through a Monte Carlo simulation study. We use
the Monte Carlo design used in Lukkonen, Ripatti and Saikkonen (1999, Jour-
nal of Business and Economic Statistics). It is found that the LR and the
Kurozumi test perform remarkably better than the alternatives, with a mar-
ginal advantage of the LR test. The paper also investigates the properties and
the numerical performance of the alternating maximization algorithm that is
employed to maximize the likelihood under the null. Alternative ways to choose
its starting values are also discussed. In the simulations it is found that the
algorithm requires a few iterations when the null is correctly speci￿ed and a
rather limited number of iteration in 90% of the other cases. The choice of
starting values is found to have a signi￿cant e⁄ect on the number of iteration
required by the algorithm.
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This paper investigates the ￿nite sample properties of tests for de￿cient rank of a
submatrix of the cointegration (CI) matrix ￿ in vector autoregressive models (VAR).
Special cases of the test include the one of invalid normalization in systems of coin-
tegrating equations, the feasibility of permanent-transitory decompositions and of
subhypotheses related to neutrality and long run Granger noncausality; see the dis-
cussion in Paruolo (2007), where the likelihood ratio (LR) test for this hypothesis is
de￿ned and its large-sample properties are discussed.
Lukkonen, Ripatti and Saikkonen (1999) and Saikkonen (1999) were the ￿rst
to consider this hypothesis-testing problem. They proposed several tests for the
validity of normalization restrictions based on an auxiliary regression formed from
unrestricted estimates of the CI VAR model. The null hypothesis of these tests is one
of correct normalization. These tests all have a limit distribution of the (multivariate)
unit root type.
More recently Kurozumi (2005) has proposed Wald tests for the rank of a sub-
matrix of the cointegrating matrix. The tests are based on properly normalized
unrestricted estimates of ￿ obtained from the VAR, with ￿xed cointegration rank r.
The null is one of reduced rank f < r. The test statistics against the alternative of full
rank have, under regularity conditions, a limit ￿2 distribution. Kurozumi (2005) also
proposed similar tests for a submatrix of ￿?, a basis of the orthogonal complement
of the cointegration space.
This paper focuses on the numerical aspects involved in the implementation of the
LR test. We compare the performance of the LR test with the ones of the alternative
tests listed above through a Monte Carlo simulation study. We use the Monte Carlo
design used in Lukkonen, Ripatti and Saikkonen (1999). It is found that the LR and
the Kurozumi tests perform remarkably better than the alternatives, with a marginal
advantage for the LR test.
This paper also discusses the numerical properties and performance of an alter-
nating maximization algorithm, which is needed in order to maximize the likelihood
function under the null hypothesis. The choice of starting values is also analyzed; it
is found to have a signi￿cant e⁄ect on the number of iteration of the algorithm. The
alternating algorithm appears to be fast and perform rather well in 90% of the cases.
In the following we indicate by A := col(A) the linear space generated by a
matrix A and by A? a basis of the orthogonal complement of col(A), indicates as
A? = col
? (A). For a full column rank matrix A, we de￿ne ￿ A := A(A0A)￿1 and let
PA := ￿ AA0 = A ￿ A0 indicate the orthogonal projection matrix onto col(A).
The rest of the paper is organized as follows. Section 2 reports notation and de￿nes
the LR test. Section 3 discusses the choice of starting values and the properties of the
alternating maximization algorithm. Section 4 reports results on the Monte Carlo
simulation study. Section 5 concludes. Proofs are placed in the Appendix.
2 Model and test
In this section we present the model in Subsection 2.1 and de￿ne the hypothesis of
interest in Subsection 2.2. We next specify the LR test in Subsection 2.3. We follow
Johansen (1996) in most notation conventions.
32.1 VAR processes and statistical model
Consider the VAR(k) process A(L)Xt = ￿0 + ￿t+ "t, t = ￿k + 1;:::;0;1;2;:::, where
A(L) := ￿
Pk
i=0 AiLi is a k-order matrix polynomial in the lag operator L, A0 := ￿Ip
and Xt, ￿t, ￿0, ￿ are p ￿ 1 vectors. "t is assumed i.i.d. N(0;￿), ￿ positive de￿nite.
Initial values are indicated as X￿k+1, ..., X0, and are assumed to be ￿xed. 1
We assume that the roots of jA(z)j = 0 are outside the unit disc or at z = 1.
Under this assumption Granger￿ s representation theorem (see e.g. Johansen 1996,
Theorem 4.2) shows that Xt is I(1) and presents at most a linear trend if and only if
￿A(1) = ￿￿0, ￿ = ￿￿0, where ￿ and ￿ have full column rank r, and
rk(￿
0
?￿￿?) = p ￿ r; (1)
where ￿ := I ￿
Pk￿1
i=1 ￿i, ￿i := ￿
Pk
j=i+1 Aj. When these conditions hold, both
￿0Xt + ￿0t and ￿Xt are I(0); these variables appear in the following equilibrium
correction (EC) form:










￿i￿Xt￿i + "t: (2)
We now recall the de￿nition of the relevant statistical model. This is expressed
in terms of the EC form in eq. (2) by taking all the matrices ￿0, ￿, ￿, ￿, ￿i, ￿ to be
unrestricted parameter matrices, with ￿ positive de￿nite. Note that ￿ and ￿ have
dimensions p ￿ r, r ￿ p, but not necessarily of full column rank; ￿ has dimensions
r￿1, and ￿ = ￿￿0. The resulting model under normality is called the ￿ I(1) submodel￿
H(r) of the VAR. In the rest of the paper we assume that r is known and ￿xed, and
we indicate by ￿ the column vector of parameters in ￿0, ￿, ￿, ￿, ￿i, ￿.
2.2 Hypothesis of interest
In this subsection we describe the hypothesis of interest. Let s := rk(c0￿), where we
take c to be a known, user-de￿ned p ￿ r matrix of full column rank r, where r is the
CI rank, assumed known and ￿xed. Consider the hypothesis
K : s = r; (3)
The complementary hypothesis to K in (3) is
H0;j : s ￿ r ￿ j; 0 < j ￿ m := min(r;p ￿ r); (4)
where j is the ￿ rank de￿ciency￿index. This rank de￿ciency index cannot exceed r,
which is the dimension of c0￿, 0 ￿ s ￿ r. On the other hand in Paruolo (2007) it
is shown that the rank de￿ciency j is associated to how many columns in ￿ can be
selected from the orthogonal complement C? := col(c?), which has dimension p ￿ r.
This implies that m := min(r;p ￿ r) is the maximum possible value for j.
In order to test K in (3), we take the complementary hypothesis H0;j in (4) as the
null hypothesis. If H0;j is rejected for any j > 0, then one concludes that K is valid.
We here observe that the H0;j hypotheses are nested as follows
H0;1 ￿ H0;2 ￿ ::: ￿ H0;m: (5)
1Initial conditions can alternatively be assumed to the realizations of random variables whose
distribution does not depend on ￿0, ￿, ￿, Ai, i = 1, ..., k. This includes the case of ￿xed initial
values as a special case.
4Note that if the most general hypothesis H0;1 is false, one can conclude directly that
K is valid. In Paruolo (2007) it is shown that the null hypothesis H0;j in eq. (4), (5)
can be expressed as follows:
￿ := (￿1 : ￿2) = (H1’1 : H2’2); (6)
with H1 = c?, H2 = Ip, ’1 of dimension (p￿r)￿j, and ’2 of dimension p￿(r￿j). We
hence consider (6) as the formulation of hypothesis H0;j, for unrestricted ’i, i = 1;2.
We note that the ability to use the format (6) is not a⁄ected by the introduction
of restricted or unrestricted deterministic terms in the VAR. Consider in fact model
(2) with restricted linear trend; restriction (6) can be stated in terms of the extended

















; i = 1;2 (7)
where ’￿
i have one additional row with respect to their ’i counterparts.
We close this subsection by describing the most restricted hypothesis H0;m. If
m = r ￿ p ￿ r, then H0;m states that ￿ 2 col(c?), which can be written as ￿ =
H1’1 for H1 = c?. On the other hand if m = p ￿ r < r, then H0;m corresponds to
￿ = (c? : ’2). Both cases correspond to the format of eq. (6), where either ￿2 is
absent or ￿1 = H1. The statistical calculation of the restricted ML estimator involved
in these two special cases are considerably simpler than for the general case in (6).
Statistical calculations are discussed in the following subsection.
2.3 The likelihood ratio test
In this subsection we describe how one calculates the LR test of (6) within the H(r)
model. Maximum likelihood estimation (ML) of H(r) consists of Reduced Rank Re-
gression (RRR), see e.g. Anderson (1951) and Johansen (1996). ML estimation of the
model under H0;j as speci￿ed in (6) requires in general numerical optimization, except
in the special case H0;m. The present subsection reviews the statistical calculations
needed to obtain the LR test.
Many algorithms for the solution of the numerical optimization problem under
restrictions on ￿ have been proposed, see Boswijk and Doornik (2004) for a recent
review. A full discussion of the relative merits of these algorithms is beyond the
scope of the present paper. We here choose to present and discuss the format of
the alternating optimizing procedure proposed by Johansen and Juselius (1992) and
summarized in Johansen (1996, Chapter 7.2.3, Theorem 7.4). If other numerical
maximization algorithms are used in its place to produce the restricted ML estimator
of ￿￿, indicated here as b ￿￿, the expression below for the LR would then hold inserting
b ￿￿ as the the restricted ML estimator.
The Gaussian log-likelihood function conditional on the initial values X￿k+1, ...,
X0 is














where the constant ￿2￿1Tpln(2￿) is omitted for simplicity. The log-likelihood func-











where S11:0 := S11 ￿S10S
￿1
00 S01; ‘T (￿￿) denotes the concentrated log-likelihood func-
tion. The maximum of ‘T in the model H(r) is found solving the generalized eigen-
value problem ￿ ￿ ￿e ￿S11 ￿ S10S
￿1
00 S01
￿ ￿ ￿ = 0;
with eigenvalues e ￿1 ￿ ::: ￿ e ￿p > 0 where Sij := Mij ￿ Mi2M
￿1
22 M2j, Mij :=
T ￿1 PT
t=1 ZitZ0
jt, Z0t := ￿Xt, Z1t := (X0
t￿1 : t)0, Z2t := (￿X0
t￿1 : ... : ￿X0
t￿k+1:
1)0. In the following we use the notation e ￿1:m := (￿1 : ￿￿￿ : ￿m)0 to indicate a m ￿ 1
vector containing the largest m eigenvalues, and let V1:m := (V1 : ￿￿￿ : Vm) indicate
the corresponding matrix of eigenvectors.
The estimates of the cointegration matrix ￿￿ := (￿0 : ￿0)0 correspond to the r
eigenvectors V1:r associated with the eigenvalues e ￿1:r. We indicate this calculation by















1 ￿ e ￿i
￿!
;
where ‘T;A indicates the maximized value under the alternative hypothesis H(r), see
(8).
Under the null hypothesis H0;j, j 6= m, the maximum of the ‘T (￿) has to be found
by numerical optimization; in the following we indicate the corresponding maximized
value by ‘T;j. Johansen and Juselius (1992) and Johansen (1996, Theorem 7.4) have
proposed an alternating algorithm that maximizes the concentrated likelihood func-
tion ‘T (￿￿) with respect to ￿1 for ￿xed ￿2 and vice versa. This algorithm is reviewed
below; its properties are reported in the following Subsection 3.1; the choice of start-
ing values is discussed in Subsection 3.2.




2 ) be a starting value for the iterative maximization of





i , i = 1;2, be the values of ￿￿
1 and ￿￿
2 in











































> 0. The algorithm







< ￿.2 The last value of h corresponds to the number of
iterations of the algorithm, and it is indicated as nit in the following.
After convergence of this (or any other) algorithm to the restricted ML estimate
2Other termination criteria can be used; the given criterion is the one used in the simulations
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￿ ￿ ￿




see (8), where for the alternating algorithm considered here b ￿￿
i = ￿
￿(nit)
i , i = 1;2, see
(9).
The likelihood ratio test of H0;j within H(r) is thus given by3
Qj := ￿2(‘T;j ￿ ‘T;A) = T
0
@ln
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Other speci￿cations of the deterministic components can be treated in a similar
way, as explained here. The case of no linear trend in the equations, ￿ = 0, is treated
using (6) in place of (7) and omitting t from Z1t. The case of restricted constant,
￿0 = ￿￿0
0 is similar to the present case with (6) in place of (7), a constant 1 in
place of the trend t in Z1t and no constant in Z2t. The case of no deterministic is
obtained by deleting 1 and t from Z1t and Z2t, and using (6) in place of (7). Hence
in all submodel with restricted deterministic components one can apply the previous
calculations, simply changing the de￿nitions of the variables.
We now discuss the special case of hypothesis H0;m. The calculations for the
restricted ML can be described in terms of a single step of the alternating algorithm
described above. Speci￿cally when m = p￿r < r, then ￿ = (c? : ’2) one can simply
set b ￿￿
1 = c? and fb ’￿
2; b ￿1:r￿jg := RRR(Z0t;H￿0
2 Z1t;(Z0
1tc? : Z0




This explicit solution is documented as hypothesis H5 in eq. (15) of Johansen and
Juselius (1992). The Qm = Qp￿r statistics can be computed using the ￿rst or the
third expressions in (10) above.
When m = r < p ￿ r, one has ￿ = c?. This can be seen as a special case of
the previous speci￿cation ￿ = (c? : ’2) when ’2 (i.e. ￿2) is absent. The Qm = Qr
statistics can be computed using the second expressions in (10) above setting j = r
3The expressions given here for ‘T;j and Qj correct minor errors in eq. (34) in Johansen and
Juselius (1992) and in the expression for L
￿2=T
max in Theorem 7.4 in Johansen (1996).
7and omitting the term with the ratio of two determinants. Using the notation of
Johansen and Juselius (1992), this corresponds to a special case of hypothesis H5 in
their eq. (15) or of hypothesis H4 in their eq. (14), with H4 of dimension p ￿ r.
3 Numerical algorithm
In this section we discuss properties of the alternating algorithm in Subsection 3.1,
while Subsection 3.2 discusses the choice of starting values for the restricted maxi-
mization of the likelihood. Proofs are placed in the Appendix.
3.1 Properties of the alternating algorithm
This subsection discusses some properties of the alternating algorithm, concerning
convergence of the algorithm, the number of iterations nit and the type of accumula-
tion points of the algorithm.
Alternating algorithms as an optimization tool have a long tradition in econo-
metrics; they characterize classical econometric procedures such as iterative general-
ized least squares, iterative seemingly unrelated least squares, the iterative Cochran-
Orcutt procedure, iterative three stage least squares. Properties of the alternating
algorithm presented in Subsection 2.3 are derived in the same manner as for the above
classical econometric estimators, and date back at least to Sargan (1964).
We ￿rst introduce some additional notation. We let ai := ’￿
i(’￿0
i ’￿
i)￿1=2, i = 1;2.
De￿ne the sets U1 := fa1 2 R(p￿r+1)￿j : a0
1a1 = Ijg, U2 := fa2 2 R(p+1)￿(r￿j) : a0
2a2 =
Ir￿jg. Let a be the ordered pair a := (a1;a2), where a 2 U := U1 ￿ U2. Observe
that ‘T(￿￿
1;￿￿
2) can be written as a function of a, ‘T(￿￿
1;￿￿
2) = ‘T(a1;a2) = ‘T(a). Let
a(0), a(h) be the values of a corresponding respectively to the starting values ￿￿(0) and
to the values ￿￿(h) at each iteration h. Finally let S be the level set S := fa 2 U :
‘T(a) ￿ ‘T(a(0))g. The following proposition reviews properties of the algorithm.
Proposition 1 (i) The sequence fa(h)g has at least one accumulation point ay in S.
(ii) If ay and az are two accumulation points of the sequence, then ‘T(ay) = ‘T(az).























(v) Finally nit ￿ nmax
it := (‘T(e ￿￿) ￿ ‘T(a(0)))=￿ < 1.
Several remarks are in order. First of all, not all accumulation points coincide
with the global maxima, but can well be local maxima and saddle points. Secondly,
as shown in (ii), the value of ‘T is the same at all accumulation points of the sequence;
this implies that the value of Qj is not a⁄ected by the presence of several accumulation
points.
However, the choice of starting values for the algorithm does in￿ uence which
accumulation point is reached by the algorithm and the number of iterations. This
calls for a careful selection of starting values, which is discussed in the next subsection.
8From a practical point of view, Proposition 1.(v) shows that the number of iter-
ations is bounded by a ￿nite number nmax
it . This is the consequence of the fact that
the algorithm increases the log-likelihood function ‘T at each iteration, and that ‘T
is bounded by the value ‘T(e ￿￿) obtained in the unrestricted model H(r). This means
that the algorithm always stops in a ￿nite number of iterations, less or equal to nmax
it .
Note that nmax
it depends on the choice of starting values and on the tolerance value ￿
used for convergence.
An advantage of this alternating algorithm over quasi-Newton methods, say, is
that it avoids potential problems associated with non-identi￿cation of the parameters
￿1, ’1, ￿2, ’2, see Boswijk and Doornik (2004); here ￿ = (￿1 : ￿2) is partitioned
conformably with ￿ = (￿1 : ￿2) = (H1’1 : H2’2). On the other hand, other algo-
rithms may require fewer iterations than the alternating algorithm. While a complete
discussion of this point is beyond the scope of the present paper, in Subsection 4.2
below we document the number of iterations needed to obtain convergence of the
alternating algorithm in the Monte Carlo study.
3.2 Choice of starting values
This subsection discusses the choice of starting values ￿￿(0) for the maximization of
‘T under H0;j. In a strictly related model, Johansen (1996, Chapter 7.2.3) proposed
to choose the starting values close to the unrestricted ML estimates e ￿￿. His proposal
of starting values in indicated by ￿￿
(0) and it is reviewed below. We also propose
a modi￿cation of it, indicated as ￿￿
h0i, which ensures that the starting values of ￿￿
satisfy the restrictions H0;j and presents perpendicular blocks of columns. We ￿nally
consider another choice of starting values, indicated as ￿￿
}.
3.2.1 Starting values for identi￿ed systems of equations




2(0)). This choice of starting values was proposed for identi￿ed systems; we show












i of dimension (p + 1) ￿ ri; here r1 = j, r2 = r ￿ j. Choose starting values for ￿￿
i
as the linear combinations of e ￿￿ that are closest to col(H￿
i ). This is accomplished by
solving the eigenvalue problem
￿ ￿ ￿&e ￿
￿0e ￿





￿ ￿ ￿ = 0; (11)
with eigenvalues &i;1 ￿ ::: ￿ &i;r > 0 and associated eigenvectors v1, ..., vr. Let
Ui;1 := (v1 : ::: : vri), Ui;2 := (vri+1 : ::: : vr), Ui := (Ui;1 : Ui;2). With this notation
￿￿
i(0) := e ￿￿Ui;1, i = 1;2.
The unrestricted ML estimator e ￿￿ is expected to be close to the restricted ML
estimator b ￿￿ when H0;j is true. Hence one expects starting values derived from the
unrestricted ML estimator e ￿￿, like ￿￿
i(0), to be good choices when H0;j is true. Note
that this is not necessarily the case if H0;j is false.
One may note that ￿￿
i(0) does not satisfy the restriction ￿￿
i = H￿
i ’￿
i, i = 1;2 of
hypothesis H0;j. Hence one may question the idea of starting the iterations for the
9restricted ML estimation at the point ￿￿ = ￿￿
(0), which is outside the parameter space
for the restricted model H0;j.
This shortcoming can be ￿xed e.g. by orthogonal projection of ￿￿
i(0) on col(H￿
i ).




choice of starting values can also be obtained by the following argument. Instead of
choosing ￿￿
i(0) as the linear combination of e ￿￿ that is closest to col(H￿
i ), one can
￿nd the linear combination of H￿
i that is closest to col(e ￿￿). This corresponds to
interchanging e ￿￿ and H￿










￿ ￿ ￿ = 0:
The dual problem has the same eigenvalues &i;1 ￿ :::;￿ &i;r > 0 as (11) and








i;r ), see e.g. Jo-
hansen (1996, Lemma A.9, p. 226). The choice of starting values from the dual
problem is H￿












i;r1). In other words, the choice
of starting values from the dual problem di⁄ers from ￿￿





i;r1). Given that the log-likelihood ‘T is invariant to scaling of ￿￿
i , i = 1,
2, the dual eigenvalue problem gives in e⁄ect the same choice of starting values as
￿￿
i[0].
A limitation which applies to both ￿￿
2(0) and ￿￿
2[0] is that the present choice H￿
2 =
Ip+1 in H0;j implies that &2;1 = ::: = &2;r = 1, &2;r+1 = ::: = &2;p+1 = 0, and one can
choose any subset of columns in e ￿￿ as ￿￿
2(0) or ￿￿
2[0]. This poses the question of which




3.2.2 First choice of starting values










1[0]. De￿ne the linear combinations of e ￿￿, indicated as ￿￿
2f0g,
that are perpendicular to ￿￿
1(0) and such that col(￿￿
1(0) : ￿￿
2f0g) = col(e ￿￿). One has
￿￿





















h0i satis￿es the restrictions of hypothesis H0;j, as well as guaranteeing that the
starting values for ￿￿
1 and ￿￿
2 are perpendicular, ￿￿0
1h0i￿￿
2h0i = 0.
3.2.3 Second choice of starting values




choice selects as starting values ￿￿
1} for ￿￿
1 the ￿rst j columns of the restricted ML
estimates under the hypothesis ￿￿ = H￿
1’￿ obtained by applying the restrictions in H￿
1








1 Z1t;Z2t;j). For ￿xed ￿￿
1}, the starting value for ￿￿
















expects the present choice of starting values ￿￿
} to be less sensitive than the starting
values ￿￿
h0i to wether hypothesis H0;j is true or not.
The two choices of starting values ￿￿
h0i and ￿￿
} were implemented in the Monte
Carlo simulations in Subsection 4.2 below.
4 Simulation study
This section reports the Monte Carlo (MC) simulation study. The Qj tests are
compared with the ones proposed by Lukkonen, Ripatti and Saikkonen (1999) and
Kurozumi (2005). The MC design is taken from Lukkonen, Ripatti and Saikkonen
(1999), and it is described in Subsection 4.1. Subsection 4.2 documents the per-
formance of the alternating algorithm described in Subsection 2.3 for the choices of
starting values described in subsection 3.2. Results on the performance of the Qj
tests and the one of alternative tests are presented in Subsection 4.3.
4.1 Monte Carlo design
We employ the MC design of Lukkonen, Ripatti and Saikkonen (1999). We selected
the same number of replications, equal to 104, and the same nominal size of 5%.
The simulated process is a VAR process Xt := (X0
1t : X0
2t)0, where X1t and X2t
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b1I2 + b2￿ ￿((b1 ￿ 1)I2 + b2￿)￿



























￿A(1) = ￿I4 + A1 =
￿







4Unlike in Lukkonen, Ripatti and Saikkonen (1999), we did not discard the ￿rst 100 data points
of each time series because the likelihood function is conditional on the initial observations.
11DGPi a b1 R2 a b1 R2
i = 1 1 0.4 0.4 i = 13 0.2 0.4 0.4
2 0.8 14 0.8
3 0.8 0.4 15 0.8 0.4
4 0.8 16 0.8
5 0.5 0.4 0.4 17 0.1 0.4 0.4
6 0.8 18 0.8
7 0.8 0.4 19 0.8 0.4
8 0.8 20 0.8
9 0.3 0.4 0.4 21 0 0.4 0.4
10 0.8 22 0.8
11 0.8 0.4 23 0.8 0.4
12 0.8 24 0.8
























We ￿rst check condition (1), where ￿ = I because there is only one lag. Moreover
it can be shown, see e.g. Theorem 3 in Paruolo (2007), that rk(￿0
?￿?) = p ￿ r i⁄
rk(￿0￿) = r. In this design ￿0￿ = (b1 ￿ 1)I2 which has rank equal to 2 for all values
of b1 6= 1. Hence condition (1) is satis￿ed.
Let eig (￿) indicate a generic eigenvalue of the argument matrix, and observe that
eig (￿0￿) = (b1 ￿ 1) with multiplicity 2. Because eig(A1) = eig(A1 ￿ I4) + 1 =
eig(￿￿0) + 1 and eig(￿￿0) is either 0 (twice) or equal to eig(￿0￿) (2 eigenvalues),
one ￿nds that jeig(￿0￿) + 1j < 1, i.e. ￿2 < eig(￿0￿) < 0 when b1 is chosen in
E := f0:4;0:8g. Hence all the characteristic roots of the autoregressive polynomial
are either equal to 1 or are outside the unit circle. The conditions of Granger￿ s
representation theorem are thus satis￿ed, with CI rank r = 2, and p￿r = 2 common
trends.
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:
This makes the normalization c0￿ a valid one for a 6= 0, and an invalid one for a = 0.
The MC design sets (a, b1, R2) 2 D￿E￿F with D := f0, 0:1, 0:2, 0:3, 0:5, 1g, E =
F := f0:4;0:8g, where b2 is chosen as the positive square root of R2 (1 ￿ b2
1)=(1 ￿ R2).
Moreover T is selected in the set T := f100;200;500g.
We simulated the sample paths of the process fXtgT
t=1 for T = 500, and selected
the ￿rst 100 data as the sample for T = 100, and the ￿rst 200 data points as the
sample for T = 200. No other parts of the sample were then reused. This implies
that simulations for various sample sizes T are dependent; this gives a basic form of
variance reduction technique, see e.g. Hendry (1984, Section 4.1) and also Paruolo
(2002).
12Each combination of a, b1, R2 results in a di⁄erent data generating process, DGP.
Table 1 lists the various DGPs, using the notation DGPi for DGP number i. Note
that DGP1-DGP20 correspond to s := rk(c0￿) = 2, while DGP21-DGP24 to s = 1.
Hence the procedures which test hypothesis K : s = 2 should indicate that K is
supported by the data in DGP1-DGP20, and it is not supported in DGP21-DGP24.
This design of experiments is limited, in the sense that a few DGPs are simulated
for a single choice of p = 4, r = 2 and k = 1. This design is chosen here to allow
us to compare results with the Monte Carlo simulations in Lukkonen, Ripatti and
Saikkonen (1999), to which we refer for motivations of the choice of design.
4.2 Performance of the alternating algorithm
In this subsection we document the performance of the alternating algorithm de-
scribed in Subsection 2.3, using as starting values ￿(0) the choices ￿h0i and ￿} de-
scribed in Subsection 3.2. We used the convergence criterion with ￿ = 10￿3. Cal-
culations were performed with Gauss 6.0 on a personal computer with Pentium 4
processor, running at 3 Ghz. Each iteration of the alternating algorithm took 0.01067
seconds on average.5
Table 2 reports the number of iterations nit for the alternating algorithm using
￿h0i as starting values ￿(0). The table reports the minimum and maximum nit, along
with quantiles q￿ of the MC distribution of nit where ￿ indicates the probability in
the left tail of the distribution. In particular the table reports q￿ for ￿ = 0:1, 0:5, 0:9.
The left panel concerns T = 100 and the right panel T = 500. Results for T = 200
are similar and they not reported for brevity.
For DGP21-DGP24 the number of iterations nit is always very small, with maxi-
mum nit equal to 8 for T = 100 and to 3 for T = 500. This shows that the performance
of the algorithm is very good for the case where H0;1 is valid; in these cases one ex-
pects the unconstrained estimator e ￿ to be close to the constrained estimator and the
choice of starting values ￿h0i described in Subsection 3.2 to be a very good starting
point. This is indeed the case.
This behavior is not expected when H0;1 fails, i.e. in DGP1-DGP20. For these
DGPs there is no reason for the unconstrained ML estimator e ￿ to be close to the
constrained estimator b ￿. Moreover, one may expect a misspeci￿ed likelihood, as the
one for DGP1-DGP20 to be numerically more di¢ cult to maximize than a correctly
speci￿ed one. For DGP1-DGP20 the median nit is inferior to 20 across DGPs. The
90% quantile is inferior to 800, with associated computing time approximately equal
to 8.54 seconds. This means that in 90% of the simulations for DGP1-DGP20, the
number of iterations and the associated computing times were reasonably good.
The last 10% of the simulations has quite large number of iterations, with maxi-
mum equal to 26650: This unsatisfactory performance of the alternating algorithm is
however met in a very small percentage of cases.6The maximum number of iterations
nit in DGP1-DGP20 appears to increase with T: it is 12204 for T = 100, and 26650
for T = 500. nit = 26650 corresponds to 4 minutes 45 seconds of computing time.
The fact that the maximum nit increases with time may be associated with the fact
5The description of the random number generator and of other properties of the Gauss program-
ming enviroment are available at http://www.aptech.com/whitepapers.html.
6From a pratical point of view, if computing time exceeds a certain threshold, the econometrician
is lead to stop iterations and restart them with a di⁄erent choice of initial values and/or with a
di⁄erent algorithm. Hence this maximum computing time is arguably never met in practice.
13T = 100 T = 500
DGPi min q0:1 q0:5 q0:9 max min q0:1 q0:5 q0:9 max
i = 1 2 2 2 105.5 2197 2 2 2 2 2735
2 2 2 2 93 3833 2 2 2 2 1107
3 2 2 4 157.5 2024 2 2 2 136 9287
4 1 2 2 569 12204 2 2 2 2 26650
5 1 2 7 105.5 2497 2 2 2 137 3972
6 2 2 2 311 5064 2 2 2 2 5579
7 2 2 8 113 1371 2 2 2 358 5782
8 2 2 3 609.5 7825 2 2 2 3 17256
9 2 2 5 50 1073 2 2 8 158 4201
10 1 2 11 285 6911 2 2 2 172 7418
11 2 2 6 63 1335 2 2 11 286.5 4652
12 2 2 16 431 5838 2 2 2 511 18229
13 1 2 4 15 949 2 2 9 72 4023
14 2 2 12 179 2959 2 2 2 316 5884
15 1 2 4 26 1145 2 2 10 162.5 4158
16 2 2 14 273 4618 2 2 2 771 23025
17 1 2 3 5 732 2 2 5 13 2545
18 2 2 6 26 1915 2 2 16 147 3841
19 1 2 3 6 368 2 2 5 18 3122
20 2 2 6 70 3899 2 2 19 403 8725
21 1 2 2 2 4 1 2 2 2 2
22 1 2 2 2 4 1 2 2 2 2
23 1 2 2 2 8 1 2 2 2 3
24 1 2 2 2 5 1 2 2 2 2
Table 2: Summary statistics of the number of iterations nit of the alternating algo-
rithm in 104 replication, for the choice of starting values ￿h0i. T = 100 left panel,
T = 500 right panel. q￿ is the ￿-quantile of the Monte Carlo distribution of nit.
14T = 100 T = 500
DGPi min q0:1 q0:5 q0:9 max min q0:1 q0:5 q0:9 max
1 1 1 1 78 1663 1 1 1 3 4774
2 1 1 1 53.5 3173 1 1 1 1 1673
3 1 1 4.5 134 1869 1 1 1 100 5501
4 1 1 1 374 6282 1 1 1 1 6903
5 1 1 3 92 1640 1 1 1 75 3353
6 1 1 1 169 2955 1 1 1 1 6227
7 1 1 6 102 1718 1 1 1 224 3986
8 1 1 1 379.5 7213 1 1 1 18 14545
9 1 1 3 37 1353 1 1 1 91 4480
10 1 1 4 188 2345 1 1 1 59.5 6395
11 1 1 4 56 1069 1 1 3 210 3676
12 1 1 9 326 6198 1 1 1 241.5 9277
13 1 1 2 10 903 1 1 2 32 3150
14 1 1 4 125 2502 1 1 1 127 4599
15 1 1 3 23 1133 1 1 4 114 4950
16 1 1 8 213 3330 1 1 1 380 11992
17 1 1 2 4 850 1 1 2 5 2433
18 1 1 3 15 1904 1 1 3 56 5043
19 1 1 2 5 361 1 1 2 10 2236
20 1 1 4 52 2310 1 1 5 248 4891
21 1 1 2 2 8 1 1 1 2 3
22 1 1 2 2 5 1 1 1 2 3
23 1 1 2 3 12 1 1 1 2 4
24 1 1 2 3 7 1 1 1 2 4
Table 3: Summary statistics of the number of iterations nit of the alternating algo-
rithm in 104 replication, for the choice of starting values ￿}. T = 100 left panel,
T = 500 right panel. q￿ is the ￿-quantile of the Monte Carlo distribution of nit.
15that the convergence criterion uses the same tolerance ￿ = 10￿3, and ‘T increases
linearly in T.
We also performed the same set of simulations using ￿} as starting values. The
complete set of simulations for all DGPs and sample sizes took 2 hours 16 minutes for
the choice ￿h0i of starting values and 1 hour 33 minutes for the choice ￿}. This implies
approximately a 48% decrease in average computing time when using ￿} instead of
￿h0i as starting values.
Table 3 reports summary statistics of nit for the choice ￿} of starting values, for
T = 100 and 500. We ￿rst compare results in Tables 2 and 3 for DGP1-DGP20.
The median of nit is at most 9 across DGPs, and the 90% quantile is inferior to 400
both for T = 100 and 500. The sample size T does not appear to in￿ uence nit in a
systematic way, except for the maximum of nit, which is 6282 for T = 100 and 14546
for T = 500.
For these DGPs, the choice ￿} of starting values provides a sizable improvement
over ￿h0i at the right tail of the nit distribution. In fact the 90% quantile and the
maximum of nit for ￿} are half the size than for the corresponding DGP using ￿h0i
as ￿(0).
The computing time required to perform the maximum number of iterations across
DGPs for ￿}, 14546, is 2 minutes 35 seconds. This is arguably not such a large
computing time across 24￿104 simulations. It thus appears that ￿} provides a better
starting point than ￿h0i for the alternating algorithm, and a reasonably good one.
For DGP21-DGP24 results for ￿} and ￿h0i are similar and very good, with fewer
iterations for T = 500 than for T = 100. The maximum nit is 12 for T = 100 and
3 for T = 500. Hence both ￿} and ￿h0i provide remarkably good starting points for
these DGPs.
Overall, the present results on nit indicate that the alternating algorithm delivers
a sensible performance. ￿} provides a comparably better starting point than ￿h0i,
and it is hence the choice of starting values recommended in practice.
We next present result concerning the performance of the tests.
4.3 Test performance
In this subsection we report the performance of the Qj tests. The test outcomes
using ￿} or ￿h0i as starting values ￿(0) were identical, as expected from Proposition
1.(ii). Because m = r = p ￿ r = 2, two Qj tests can be performed, i.e. Q1 and Q2.
The test Q2 rejected in all samples for all DGPs. Hence we con￿ne attention to the
performance of the Q1 test.
The Q1 test is compared with a representative tests of the class proposed in
Lukkonen, Ripatti and Saikkonen (1999); we chose e ￿LM in their notation because
this is described as the test with best Monte Carlo performance. This test takes
s = 2 as the null and s < 2 as the alternative.
Another alternative test is the Wald test L proposed in Kurozumi (2005, p. 303).
The null hypothesis is s = f against an alternative s > f; we indicate these tests as
Lf. In the present situation one can consider L0 and L1, which correspond to Q2 and
Q1 respectively. Under the null L0 is asymptotically ￿2(4) and L1 is asymptotically
￿2(1). We performed both tests L0 and L1. As for the test Q2, L0 always rejected in
all samples for all DGPs. Therefore, also in this case, results are presented only for
the L1 test.
16T = 100 T = 200 T = 500
DGPi e ￿LM L1 Q1 e ￿LM L1 Q1 e ￿LM L1 Q1
i = 1 4.3 0 0 4.8 0 0 0 0
2 3.3 0 0 4.0 0 0 0 0
3 8.5 0 0.04 8.0 0 0 6.4 0 0
4 6.3 0 0 6.1 0 0 0 0
5 6.6 0 0 6.5 0 0 0 0
6 3.7 0 0 4.2 0 0 0 0
7 11.6 0.02 0.2 10.1 0 0 7.3 0 0
8 6.7 0 0 6.3 0 0 0 0
9 11.9 0 0.06 10.4 0 0 0 0
10 4.2 0 0 4.6 0 0 0 0
11 18.4 0.14 0.97 14.9 0 0 9.1 0 0
12 7.6 0 0 6.7 0 0 0 0
13 20.6 0.18 0.59 17.3 0 0 0 0
14 5.5 0 0 5.5 0 0 0 0
15 28.5 1.38 3.5 22.3 0 0.01 12.6 0 0
16 9.1 0 0 7.4 0 0 0 0
17 46.8 6.25 10.22 41.8 0.03 0.07 0 0
18 11.8 0 0 9.7 0 0 0 0
19 54.1 14.4 23.4 46.6 0.49 0.98 28.6 0 0
20 16.4 0 0 11.5 0 0 0 0
21 96.4 89.63 93.23 99.2 92.93 94.47 93.93 94.44
22 98.7 91.83 94.14 99.6 93.71 94.85 94.30 94.66
23 93.8 85.30 91.52 98.9 91.53 93.85 99.8 93.46 94.39
24 98.4 89.73 93.18 99.6 92.49 94.41 94.06 94.62
Table 4: Monte Carlo percentage frequency of rejections of K : s = 2 for the tests
e ￿LM, L1, Q1. K : s = 2 holds for DGP1-DGP20 and does not hold for DGP21-
DGP24. The columns labelled e ￿LM are taken from Lukkonen, Ripatti, Saikkonen
(1999), Tables 1, 2, 3.
17The performance of the tests e ￿LM, L1, Q1 are reported in Table 4. The table
reports 100 times the frequency with which the tests reject K : s = 2. Recall that the
correct decision is to reject K in DGP21-DGP24 and decide in favor of K in DGP1-
DGP20. Entries for e ￿LM are taken from Tables 1, 2, 3 of Lukkonen, Ripatti and
Saikkonen (1999); they report results only for a subset of the designs for T = 500,
and this is re￿ ected in some missing entries in the corresponding column.
Consider DGP1-DGP20 for T = 100. It is seen that the power of L1 and Q1 is very
close to 1 also in cases of small a, close to the case of incorrect normalization, thus
giving the correct decision in favor of K with probability close to 1. The e ￿LM test,
instead, should give the incorrect decision approximately 5% of the time, because of
the choice of null hypothesis. In practice e ￿LM decides against K much more frequently
than in 5% of the times; this frequency is higher than 10% in DGPi for i =7, 9, 11,
13, 15, 17, 18, 19. For these DGPs the L1 and Q1 tests deliver a better performance.
We next compare the L1 and Q1 tests for DGP21-DGP24 and T = 100. Q1 does
not reject the null between 92% and 94% of the time, close to 1 minus the nominal
size of the test. The L1 test has a similar behavior, even though the frequency of
acceptance ranges between 85% and 92%, sightly less than to 1 minus the nominal
level. Hence the Q1 test appears to give the best overall performance among the three
tests for T = 100.
For sample sizes T = 200 and T = 500, the decisions based on L1 and Q1 pro-
gressively converge; their performance is similar to the one described above for the
Q1 test at T = 100. One observes that in DGP21-DGP24 where K should be rejected,
the power of e ￿LM converges to 1 as T increases, giving the correct decision with
asymptotic probability 1. In the same situation Q1 and L1 give the correct decision
with probability 95%, due to the choice of the null hypothesis. Overall the Q1 test
appears to deliver the most accurate decisions.
We observe that the signi￿cance level of all the tests could be reduced to zero
when T increases. This would give a limit probability 1 of delivering the correct
decision; see e.g. Poetscher (1983).
5 Conclusions
In this paper we have compared the LR tests on the rank of a submatrix of the matrix
of CI relations with alternatives. The MC simulation study shows that the LR test
has a better ￿nite sample performance than the tests proposed in Saikkonen (1999)
for the Monte Carlo design used in Lukkonen, Ripatti and Saikkonen (1999). The
performance of the Wald test of Kurozumi (2005) is similar to the one of the LR test,
although for sample size equal to 100 the LR test performs marginally better.
The alternating maximization algorithm always terminates, usually with very few
and fast iterations. When the null hypothesis is correctly speci￿ed, the number of
iteration was always less than a dozen. For the DGPs where the null hypothesis was
incorrect, in 90% of the simulations the number of iteration was reasonably low. In
the worst 10% of the simulations, the number of iterations became sometimes very
large, but still with a maximum computing time below 5 minutes.
The choice of starting values is also investigated in this paper, and it is found
to a⁄ect the performance of the alternating maximization algorithm, where a careful
choice of starting values can reduce the number of iteration by a factor of 1/2.
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A Appendix
Proof. of Proposition 1. We wish to show that the hypothesis of Lemma 1 in
Oberhofer and Kmenta (1974) are satis￿ed in this case. The level set S is non-empty
because it contains the starting values a(0), and it is bounded because each column in
ai lies on an unit sphere of appropriate dimension, i = 1;2. Moreover ‘T is continuous
in a on S. Finally the parameter space U is closed. Thus the hypothesis of Lemma
1 in Oberhofer and Kmenta (1974) are satis￿ed and (i) (ii) (iii) follow. (iv) is a
consequence of (iii). Finally we prove (v) by contradiction. Assume that nit > nmax
it .






> ￿, because otherwise































> ‘T(e ￿￿), giving a contradiction.
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