Abstract. The dynamics of a self-gravitating ensemble of collisionless particles is modeled by the Nordström-Vlasov system in the framework of the Nordström scalar theory of gravitation. For this system in two space dimensions, integral representations of the first order derivatives of the field are derived.
Introduction
The Vlasov equation in general describes a collection of collisionless particles. Each particle is driven by self-induced fields which are generated by all particles together. When the relativistic effects are negligible, the dynamics is described by the Vlasov-Poisson system. Otherwise the relativistic VlasovMaxwell system in plasma physics and the Einstein-Vlasov system in stellar dynamics are considered.
The Vlasov-Poisson models are well understood by now in the question of global existence of classical solutions [15, 17, 18, 21] . The relativistic models have very different structure and so far they have been considered separately. In the gravitational case, global existence of (asymptotically flat) solutions for the Einstein-Vlasov system is known only for small data with spherical symmetry [20] . For the relativistic Vlasov-Maxwell system the theory is more developed, cf. [2, 6] , [8] - [13] , [19] . However global existence and uniqueness of classical solutions for large data in three dimensions is still open.
A different relativistic generalization to the Vlasov-Poisson system in the stellar dynamics case has been considered in [1] , where the Vlasov dynamics is coupled to a relativistic scalar theory of gravity which goes back, essentially, to Nordström [16] . More precisely, the gravitational theory considered in [1] corresponds to a reformulation of Nordström's theory due to Einstein and Fokker [7] . Therefore the resulting system has been called Nordström-Vlasov system. Let f (t, x, p) ≥ 0 denote the density of the particles in phase space, where t ∈ R denotes time, x ∈ R 2 position and p ∈ R 2 momentum. The gravitational effects are mediated by a scalar field φ(t, x). The Nordström-Vlasov system in two dimensions is given by ∂ 2 t φ − ∆ x φ = −4π f dp 1 + |p| 2 (1.1) The spacetime is a Lorentzian manifold with a conformally flat metric which, in the coordinates (t, x), takes the form g µν = e 2φ diag(−1, 1, 1)
where the Greek indices run from 0 to 2. The particle distribution f physical defined on the mass shell in this metric is given by f physical (t, x, p) = e −3φ f (t, x, e φ p).
Details on the derivation of this system in three dimensions can be founded in [1, 3] and also in general N dimensions in [4] .
In [4] a condition is established such that a global classical solution is achieved in three dimensions and existence of global weak solutions of the Nordström-Vlasov system has been shown in [5] . Also the Nordström-Vlasov system has been justified as a genuine relativistic generalization of the (gravitational)
Vlasov-Poisson system, by indicating the relation between the solutions of the two systems. Precisely it has been proved in [3] that in the non-relativistic limit c → ∞ the solutions of the Nordström-Vlasov system in three dimensional space converge to solutions of Vlosov-Poisson system in a pointwise sense.
One can prove a similar result in the case of two space dimensions, using the analogous argument in [14] .
This paper proceeds as follows. In Section 2 we provide representations of the derivatives of the scalar field and state our main results in detail. The first of such results is a global existence theorem of solutions of the Nordström-Vlasov system under the condition that momenta of particles are controlled, which will be proved in Section 3. This control of particle momenta exists in the two space dimensions, which is the second result and the demonstration of this will be shown in Section 4.
Preliminaries and the main results
Here are a few notational conventions. C denotes a positive constant which changes from line to line and may depend only on the initial data. Similarly C(t) denotes a positive nondecreasing function of time. Also we use the norms
We also denote
Let us recall the representations for the electric and magnetic fields, E k (with k = 1, 2) and B, in the case of the relativistic Vlasov-Maxwell system in two space dimensions (Theorem 1, in [10] ).
Lemma 1.
(t − τ ) 2 − |y − x| 2 dp dy dτ
· ∇ p (bs) dp dy dτ whereẼ 0 k andB 0 are Cauchy data terms and kernels are given by
The next two propositions show that the derivatives of φ satisfy similar representations. Proposition 1.
1 + |p| 2 (1 + ξ ·p) t 2 − |y − x| 2 dp dy
(t − τ ) (t − τ ) 2 − |y − x| 2 dp dy dτ
The representation for ∂ x2 φ is almost identical to the one for ∂ x1 φ and so we omit it. The proof of Proposition 2 is provided in the appendix.
One basic property of the Vlasov equation is that the distribution f is constant along the characteristic.
However, this is no longer true in Nordström-Vlasov system. Nevertheless one can have a similar property.
The following lemma is from [3] . It is true also for the two space dimensions and the proof is shown in the appendix.
Here is the main result of this paper :
We will prove this main result by showing the following two theorems in the rest of the paper.
Assume that there exists a nondecreasing function C(t) for which
Then there exists a unique classical solution
Theorem 3. Assume the initial data from Theorem 2. Also we assume that f in has compact support in p. Then there exists a unique classical solution
for some continuous function C(t) and
for all t ≥ 0.
In the notation of the spaces of functions used above, the subscript b means that all the derivatives up to the indicated order are bounded.
Proof of Theorem 2
3.1. Estimates on Dφ.
Proof : The classical solution of (1.1) is
where
is the solution of the homogeneous wave equation with data φ in 0 and φ in 1 and the second term in (3.1) is the solution of (1.1) with trivial data. Then with the assumption of data in the theorem, one can see that
With Lemma 2, the second term in (3.1) becomes
f (τ, y, p) dp dy dτ
Therefore we have
Using the fact that Dφ hom satisfies the homogeneous wave equation, we get Dφ hom (t) ≤ C(t). Note that given |p| < C(t), we have (1 + ξ ·p) −1 ≤ C(t). Then one can also see that the second terms of the representations ∂ t φ and ∂ x1 φ are bounded by C(t). Also using a similar argument to the kernels in Propositions 1 and 2, we obtain
By Gronwall's inequality, Dφ(t) ≤ C(t).
Estimates on
Theorem 5. Let (f, φ) be as in Theorem 4 and assume that
Proof : Here we will prove the estimate for ∂ 2 x1 φ. The other derivatives can be obtained with the same argument presented in the following. First, in the representation of ∂ x1 φ, define
(t − τ ) (t − τ ) 2 − |y − x| 2 dp dy dτ.
Then using (A.1) we obtain
(1 + ξ ·p)(t − τ ) (t − τ ) 2 − |y − x| 2 dp dy dτ
(1 + ξ ·p)(t − τ ) 2 dp dy dτ
(1 + ξ ·p)(t − τ ) 2 dp dy dτ (3.3)
2 (ξ, p) dp dy dτ
|y − x| dp dS y dτ
· (−1, 0, 0) dp dy,
Applying to the second term in (3.3) the similar argument in (A.5) and then by letting ǫ → 0 + , we obtain
(1 + ξ ·p)(t − τ ) 2 dp dy dτ (3.4)
· (1, 0, 0) dp dy +
· (−1, 0, 0) dp dy.
Note that
So we obtain
· (1, 0, 0) dp dy ≤ C(t)
and the same estimate holds for the last term in (3.4). Now we compute
So we get
φx 1 2 dp dy dτ
Therefore (3.4) becomes
For the tip of the cone, with (1.2) and Theorem 4 note that
So we have
(1 + ξ ·p)(t − τ ) 2 dp dy dτ (3.6)
t t−δ |y−x|<t−τ |p|<C(t) dp dy dτ
Therefore collecting (3.5) and (3.6) we obtain
and taking δ = min{t,
Recall (A.2) :
(1 + ξ ·p)(t − τ ) (t − τ ) 2 − |y − x| 2 dp dy dτ.
Note that ∇ p F = 2S(φ).
|y − x| 2 dp dy dτ
By Theorem 4, one can see that
Now collecting (3.7) and (3.9) we get
(t − τ ) 2 − |y − x| 2 dp dy dτ.
The first term becomes :
Using (A.1) the second term becomes :
(1 + ξ ·p) (t − τ ) 2 − |y − x| 2 dp dy dτ
(1 + ξ ·p)(t − τ ) dp dy dτ
Again use (3.8) for the term ∂ x1 B φx 1 S :
(1 + ξ ·p) (t − τ ) 2 − |y − x| 2 dp dy dτ.
So one can see that
For the term ∂ x1 B φx 1 T , let us carry out the computation with the term involved T 1 . The argument is same for the term with T 2 and so will be omitted. Let
Note that for ǫ ∈ (0, 1) we have
(1 + ξ ·p)(t − τ ) · (−ξ 1 , 1, 0)f 1 − |ξ| 2 dp dy dτ
Applying the similar argument in (A.5) to the second term and then by letting ǫ → 0 + , we obtain
1 − |ξ| 2 dp dy dτ
S(φ)f B| τ =0 · (−1, 0, 0) dp dy.
Then using Theorem 4, one can see that the last term is bounded by C(t). Let
Compute the following :
(1 + ξ ·p)(t − τ ) dp dy dτ (3.13)
Therefore collecting (3.11), (3.12) and (3.13) we obtain
A similar argument is applied to the x 1 derivative of the term involved with the kernel c φx 1 in the representation of φ x1 . Note that ∂ 2 x1 φ hom satisfies a homogeneous wave equation with the given initial data and so it is bounded by C(t). Since ∂ x1 f in is bounded, the x 1 derivative of the second term in the representation of φ x1 is bounded by C(t) as well. Therefore we obtain
So by Gronwall's inequality the theorem follows.
Estimates on Df and Proof of Theorem 2.
Theorem 6. Let (f, φ) and initial data be as in Theorem 5. Then
Proof : First we assume more smoothness on the initial data, i.e., f in ∈ C 2 , φ in 0 ∈ C 4 and φ
Then applying ∂ x1 to the Vlasov equation (1.2) and integrating it along the characteristics, by Lemma 2
and Theorem 4 we get
Similarly for ∂ p1 f we have
Therefore using Theorem 5, we get
This equation is still satisfied with our original data in the theorem by a limiting argument. For fixed t and s ∈ [0, t], consider
where Q is defined by
Then one can see that
So taking s = t with (3.14) we obtain
The bound on ∂ t f (t) follows by (1.2), (3.15), Lemma 2 and Theorem 4 :
With Theorem 5, the proof of the theorem completes.
Proof of Theorem 2 : In [4] , the three dimensional version of the iteration scheme is presented and the convergence is shown. Even though the representations of the derivatives of φ are different in the two dimensional case, the iteration scheme and the proof of the convergence in [4] can be applied directly with Lemma 2, Theorems 4 and 6, to end the argument of the existence of solution. We also refer to the same reference for the uniqueness of the solution.
Proof of Theorem 3
In the previous section, it was shown that the solution is continued as long as the p support of f remains bounded for bounded time. By the assumption that f in has compact support in p, there is a smooth solution with
on some time interval [0, T ). Without loss of generality we take T to be maximal and consider t ∈ [0, T )
for the rest of the paper. Now define
Note that P (t) ≤ C(t) implies that T = ∞ and so the bounds stated in Theorems 4 and 6 hold for all t.
Therefore once we achieve that P (t) ≤ C(t) then the theorem follows.
Preliminaries and Lemmas.
We present some lemmas and notations to use frequently to prove Theorem 3. To keep notations not to heavy we write v ∧ w = v 1 w 2 − v 2 w 1 , for any two vectors (v 1 , v 2 ) and (w 1 , w 2 ). and also define ω = (y − x)/|y − x|.
Lemma 3.
(1 + |p| 2 ) −1 ≤ 2(1 + ξ ·p).
Proof :
The lemma follows by the fact that
The following lemma is from [11] . We state it without the proof.
Lemma 4.
(
Now for the next lemma, we define the energy density e by e(t, x) := 4π 1 + |p| 2 f (t, x, p) dp
Lemma 5. Let the assumptions of Theorem 3 hold. Then for each R ≥ 0, sup
1 + |p| 2 dp
Proof : First note that
We have the energy identity :
∂ t e(t, x) + ∇ x · −∂ t φ∇ x φ + 4π pf (t, x, p) dp = 0. ∂ τ e + ∇ y · − ∂ t φ∇ x φ + 4π pf (τ, y, p) dp dy dτ = t 0 |y−x|=t−τ +R e + ω · − ∂ t φ∇ x φ + 4π pf (τ, y, p) dp dS y dτ − |y−x|<t+R e(0, y) dy + |y−x|<R e(t, y) dy.
Also one can see that e + ω · − ∂ t φ∇ x φ + 4π pf (t, x, p) dp
Therefore with (4.4), we obtain (4.1) and (4.2). Note that for each r > 0,
1 + |p| 2 dp ≤ C(t) |p|<r |p| −1 dp + r −2 |p|>r 1 + |p| 2 f dp ≤ C(t)(r + r −2 e).
and so taking r = e 1/3 and with (4.1) we obtain (4.3).
The following lemma is almost identical to Lemma 3 in [11] , except that we have Lemma 2. So we state it without the proof.
Lemma 6. For |ξ| < 1, define
1 + |p| 2 (1 + ξ ·p) dp.
Fields estimates.
Let A φ l , B φ l and C φ l be terms with kernels a φ l , b φ l and c φ l respectively in the representations of the derivatives of φ, where l = t, x 1 and x 2 .
Lemma 7.
where i = 1 and 2.
Proof : Define ω ⊥ = (−ω 2 , ω 1 ) and then for every z ∈ R 2 we have
For fixed ξ andp define F : R × R 2 → R by
Then from b φx i and c φx i , we have
Using {(0, ω ⊥ ), (1, ω), (−1, ω)} as an orthogonal basis of R 3 one can write
for all ∂ t φ ∈ R and ∇ x φ ∈ R 2 where
Now we estimate A 1 , A 2 and A 3 . First note that applying Lemmas 4 and 3 to the first and the second terms respectively we have
Also we get
by the fact that |ω − ξ| = 1 − |ξ| ≤ 1 + ξ ·p. Similarly
Collecting these bounds (4.5) -(4.7), we have
Therefore we obtain
A same argument works for B φt and C φt and so the lemma follows.
Lemma 8.
Proof : Let r = |y − x| and s = (t − τ − r)/2 in the r integration. We invert the order of the τ and s and then change back to r in the τ integration :
Let ǫ ∈ (0, t/2] and consider τ ∈ (ǫ, t/2). From Lemma 6 and with |y − x| = r = t − τ − 2s, we have
Hence we get t/2 ǫ t−2s
By (4.2) and letting r = t − τ − 2s we have
So by Schwarz's inequality (4.8) becomes
Collecting (4.10) and (4.11) we obtain that
Taking ǫ = min{t/2, P −2 (t)} completes the proof.
Proposition 3.
Proof : By Lemmas 7 and 8 we obtain
(|∂ t φ| + |∇ x φ|)f dp dy dτ
|y−x|<t−τ f dp dy dτ 1 + |p| 2 (t − τ ) 2 − |y − x| 2 + C(t)P (t) ln P (t).
By (4.3) and Hölder's inequality , note that |y−x|<t−τ f (τ, y, p) dp dy
Therefore the proposition follows.
Lemma 9.
(|a φt | + |a φx i |)f dp ≤ C(t) min{P
The proof of this lemma is almost identical to Lemma 5 in [11] , except the fact that the kernels a 
Let δ ∈ (0, t] and ǫ ∈ (0, 1). By Lemma 9, we get
f (|a φt | + |a φx i |) dp dy dτ
r dr dτ
Again by Lemma 9 and (4.1) we get
For the tip of the cone we have by Lemma 9 that t t−δ |y−x|<t−τ f (|a φt | + |a φx i |) dp dy dτ
Collecting all above three estimates, we have
We take δ = min{t, P −1 (t)} then
Taking ǫ = P −2 (t) ln 4/3 P (t) the proposition follows.
4.3. Proof of Theorem 3. We note that from Subsection 3.1 we have proved that Dφ(t) ≤ C(t).
Since |p| < P (0) in the second terms of the representations ∂ t φ and ∂ xi φ, one can see that these terms are also bounded by C(t). Now with Propositions 3 and 4 we obtain
So for fixed t and s ∈ [0, t]
By Gronwall's inequality and taking s = t we achieve
We define the characteristics (X , P)(s, t, x, p) for (1.2) by 14) with X (t, t, x, p) = x, P(t, t, x, p) = p. Also definē
Consider e 2φ |p| 2 along the characteristics :
Then with (4.12) one can see that when f (0, x, p) = 0,
Note that in (3.1) we have e φ ≤ e φ hom . Also we have seen that in Subsection 3.1 φ hom (t) ≤ C(1 + t).
Therefore with the definitionP , for fixed t and s ∈ [0, t] we get
Therefore we haveP
and taking s = t we getP (t) ≤ C(t). 1 + |p| 2 dp ≤ C(t) e φ |p|≤C(t)
So in (3.1) we get −φ ≤ C(t) and so e −φ ≤ C(t). Therefore with the definitionP and (4.15) we achieve
Appendix A. Proof of Proposition 2
Using the following operations
we obtain
By these definitions it follows from (3.1) that
(1 + ξ ·p) 1 + |p| 2 (t − τ ) 2 − |y − x| 2 dp dy dτ
(1 + ξ ·p) 1 + |p| 2 (t − τ ) dp dy dτ
Note that from (1.2)
So Sterm x1 becomes
1 + |p| 2 (t − τ ) 2 − |y − x| 2 dp dy dτ
(1 + ξ ·p) 2 (1 + |p| 2 ) 3/2 (t − τ ) 2 − |y − x| 2 dp dy dτ.
Also note that
(1 + ξ ·p) 1 + |p| 2 (t − τ ) · (−ξ 1 , 1, 0)f 1 − |ξ| 2 dp dy dτ.
We integrate by parts : ∇ (τ,y) K T1 · (−ξ 1 , 1, 0)f 1 − |ξ| 2 dp dy dτ
(−ξ 1 , 1, 0)f 1 − |ξ| 2 · 1 − ǫ, y 1 − x 1 |y − x| , y 2 − x 2 |y − x| dp dS y dτ · (−1, 0, 0) dp dy where ǫ ∈ (0, 1) and
(1 + ξ ·p) 1 + |p| 2 (t − τ ) .
In the second term in (A. 
1 − |ξ| 2 dp dy + 2 t 0 |y−x|<t−τ ∇ (τ,y) K T1 · (−ξ 1 , 1, 0)f 1 − |ξ| 2 dp dy dτ.
Note that
∇ (τ,y) K T1 · (−ξ 1 , 1, 0) = − ξ 1 ξ 2p2
(1 + ξ ·p) 1 + |p| 2 (t − τ ) 2 − (ξ 1 +p 1 )(1 + ξ 2p2 )
(1 + ξ ·p) 2 1 + |p| 2 (t − τ ) 2 .
One can identify T 2 term x1 by the same argument. Combining these terms, we obtain the representation of ∂ x1 φ.
Appendix B. Proof of Lemma 2
In (3.1) note that e φ ≤ e φ hom . Let (X , P)(s, t, x, p) denote the characteristics as in (4.13) and (4.14).
In short, we use X (s) := X (s, t, x, p) and P(s) := P(s, t, x, p). Note that the function e −3φ f is constant along these curves. Hence the solution of (1.2) is given by f (t, x, p) = f in (X (0), P(0)) exp [3φ(t, x)] exp −3φ Then we have (|a φt | + |a φx i |)f dp ≤ CP (t)
f (1 − |p| 2 )(1 + ξ ·p) −3/2 dp. So for any R ∈ (0, P (t)] using (C.2) we get |v|<R (1 − |p| 2 )(1 + ξ ·p) −3/2 dp ≤ C If R = P (t), then with (C.1) we get (|a φt | + |a φx i |)f dp ≤ C(t)P 3 (t). (C.4)
For R < P (t) we use Hölder's inequality and (C.2) to obtain
f (1 − |p| 2 )(1 + ξ ·p) −3/2 dp ≤ R<|p|<P (t)
2f (1 + ξ ·p) −1/2 dp ≤ 2 R<|p| f 3/2 dp 2/3 |p|<P (t)
(1 + ξ ·p) −3/2 dp 1/3
R<|p| f 1 + |p| 2 dp ≤ CR −2/3 e 2/3 P 2/3 (t)(1 − |ξ| 2 ) −1/3 .
Now combining this and (C.3) we get
(|a φt | + |a φx i |)f dp ≤ C(t)P (t)(R 2 + R −2/3 e 2/3 P 2/3 (t)(1 − |ξ| 2 ) −1/3 ) for all R ∈ (0, P (t)). Taking R = e 1/4 P 1/4 (t)(1 − |ξ| 2 ) −1/8 the lemma follows with (C.4).
