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Abstract
A non-local integral-type continuum theory, introduced by Silling [61] as peridynamic
theory, is analyzed. The theory differs from classical (local) continuum theories in
that it involves long-range forces that act between continuum particles. In contrast
to existing non-local theories, surface tractions are excluded. As consequence, the
theory is applicable off and on defects and interfaces: cracks and phase boundaries
are a natural part of the body, and do not require special treatment. Furthermore,
as the model loses "local stiffness", the resistance to the formation of discontinuities
is reduced.
The theory can be viewed in two ways: It is a multi-scale model in that it can
be applied simultaneously on the atomistic level and on the macroscopic level with a
smooth interface between the two regimes. Alternatively, it can be used as a purely
phenomenological macroscopic model that still works off and on defects. Forces of
microscopic range may represent the interaction of an underlying microstructure such
as discrete particles. Forces of macroscopic range are not necessarily physical and are
justified by their effective behavior.
A meshless numerical approximation technique is implemented for the macroscopic
model and used to simulate brittle fracture. If the internal length of the simulated
peridynamic body is small compared to its macroscopic dimensions, then the simula-
tion results agree well with linear elastic fracture mechanics. In contrast to classical
fracture mechanics, however, the crack path does not need to be known in advance.
Thesis Supervisor: Rohan Abeyaratne
Title: Professor and Department Head
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Chapter 1
Introduction
1.1 Problem Statement
Solid bodies usually have an intractable number of degrees of freedom and only few of
them are relevant for their macroscopic behavior. Classical continuum mechanics is
a powerful tool, because it eliminates the detailed microstructure while keeping what
is macroscopically relevant, creating mathematical models that can be treated either
analytically or numerically. Material behavior is expressed by relations between stress
and strain, which are the response of a representative volume element of the material
to homogeneous deformation. The size of the volume element depends on the resolu-
tion of the model. It can be on the order of Angstroms for crystal lattices, microns
for metals with grains, or centimeters for heterogeneous materials like concrete.
Classical continuum models are applicable when the characteristic length of the
deformation is sufficiently larger than the representative volume element of the body.
If deformations localize, the continuum model begins to break down, and finally fails
when deformations are non-smooth or discontinuous. The inability to describe local-
ized deformation is reflected in the mathematical structure of continuum mechanics.
Constitutive relations are formulated with deformation gradients (and their deriva-
tives). If a deformation is non-smooth, the deformation gradient is not defined in
a classical sense. This is the case for cracks where displacements are discontinuous
across the crack faces or for phase boundaries where the strain field is discontinuous.
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The classical remedy has been to treat regions that have an undefined deformation
gradient separately. Crack lips are considered body surfaces with particular boundary
conditions. Crack tips satisfy a particular energy balance that is different from the
rest of the body. Phase boundaries are surfaces inside the body that satisfy particular
jump conditions and kinetic relations.
This treatment relies on efficient bookkeeping of degrees of freedom. The bulk
part of the body is sufficiently described by regular continuum mechanics, while the
effective behavior of the defects is described by physical laws containing only the in-
formation that is relevant for the macroscopic behavior of the body. It may be difficult
and costly, however, to keep track of defects. Analytical work becomes more com-
plicated with more boundaries and irregular geometries. Numerical approximation
methods must rely on expensive techniques like remeshing to make the propagation
of defects possible. In addition, the physical laws governing defects may not be suffi-
ciently characterized. This is why a theory that works off and on defects is useful.
The peridynamic theory introduced by Silling [61] is a continuum theory that does
not require well-defined deformation gradients. Constitutive information is provided
entirely on the basis of positions of (continuum) particles of the body. It resembles
the formal structure of molecular dynamics in that it sums forces between pairs of
particles. Therefore, it provides a good framework for including relevant parts of the
microstructure into the constitutive description of the body. As particles interact at
finite distance, the theory is non-local and has an internal length.
The purpose of this thesis is to explore the ability of peridynamic theory to model
defects as a natural part of the body without special treatment.
1.2 Existing Approaches
Non-local Theories. Material models that are invariant with respect to rescaling
of spatial variables are called simple by Noll [54], strictly local by Rogula [58] or
just local by Kunin [48]. These materials have no internal characteristic length with
reference to the underlying microstructure.
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Models that are not invariant with respect to rescaling of spatial coordinates are
called non-local and have an internal length. This makes them better suited for mod-
eling phenomena at small scales. Weakly non-local models have constitutive relations
that depend on higher order gradients. For a general treatment of gradient models see
Rogula [58], for a variational formulation, see Mindlin [53]. For strain gradient plas-
ticity see Fleck and Hutchinson [31]. In Strictly non-local or integral-type non-local
models, the stress depends on the deformation of a finite environment of a contin-
uum point. Early studies of Non-local Elasticity aimed at improving the agreement
between continuum theories and crystal lattices (see Rogula [59]). Attention was
typically focused on removing stress and strain singularities at the cores of disloca-
tions (see Eringen [28]) or crack tips (see Eringen [29]), determining elastic energies
of defects (see Gairola [35]), or accounting for boundary layers in the deformation of
small bodies (see Picu [55]). Overviews of the theory can be found in Kr6ner [46],
Rogula [59], and Kunin [48, 49]. For a recent review focused on lattice dynamics and
phonon dispersion, see Chen et al. [19]. In all these cases, the non-locality of the
model represents the non-local character of interatomic forces.
A different motivation for non-local models comes from statistical continuum me-
chanics. Here, long-range forces describe the effective behavior of heterogeneous ma-
terials. Their interaction length is associated with the statistical correlation length of
heterogeneities, see for example Kr6ner [47] and Kunin [49]. For recent work in the
context of elastic deformation of composite materials, see Drugan and Willis [24]. A
mixed probabilistic-atomistic approach is presented in Banach [8].
Extensions of integral-type non-local theories to plasticity were proposed by Erin-
gen [27] and to damage mechanics by Bazant [10]. Non-local mechanics found ample
application in the modeling of the failure of brittle heterogeneous materials such
as concrete. Concrete undergoes strain softening under failure, making the well-
posedness of a mathematical description depend on the existence of an internal length
in the model (see Bazant [11] or Jira'sek [43]). The internal length was again a sta-
tistical length accounting for the heterogeneity of the material. For a recent survey
of non-local integral-type theories applied to plasticity and damage of heterogeneous
19
materials, see Bazant and Jirisek [12].
For current work on non-linear integral-type non-local models in the context of
phase transitions see Truskinovsky and Zanzotto [70] and Ren and Truskinovsky [57].
Most non-local models improve the ability to model the microstructure of a ma-
terial and its defects. They share the property, however, that they (with a few
exceptions) rely on spatial derivatives of the displacement fields in their constitutive
description.
Handshake Methods. A different approach that models the effect of defects splits
the body into different regions. Each region is simulated by a model on the appro-
priate scale. This is an efficient way to account for the microstructure and to save
resources at the same time. Typically, a macroscopic Finite Element model is coupled
with Molecular Dynamics, e.g., in the quasicontinuum method which was introduced
by Tadmor et al. [66] and recently reviewed by Miller and Tadmor [52]. Sometimes,
even the quantum scale is included, see Abraham et. al. [5] or Broughton and Abra-
ham [16]. The disadvantage of handshake methods are wave reflection or unphysical
"ghost forces" at the interfaces of different scales. In addition, interfaces require
special attention. They need to be moved, which typically necessitates remeshing.
Macroscopic Treatment of Defects. Cohesive surface models like the one used
by Camacho and Ortiz [17], can create cracks in arbitrary directions by letting Finite
Elements separate. The advantage of this approach is that macroscopically relevant
properties (like friction on crack faces) can be represented efficiently. However, it is
necessary to follow every crack tip individually.
The Virtual Internal Bond Model proposed by Gao and Klein [36] provides a
macroscopic approach derived directly from atomistic laws. A Finite Element frame-
work represents an atomistic structure accurately for small element sizes. Again, fine
spatial resolution of the numerical framework is necessary at the zones of interest.
Remeshing is therefore necessary.
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Work on peridynamic theory. The theory was first introduced by Silling [61]
and applied to the numerical simulation of impact in [62]. Silling and Bobaru [63]
developed a peridynamic constitutive model for rubber and applied it in the numerical
simulation of failure in membranes and fibers. Initial analytical work on the theory
was done by Silling et al. [64] and Weckner and Abeyaratne [72].
1.3 Scope
Chapter 2 provides a systematic presentation of the fundamentals of peridynamic the-
ory. The local equation of motion postulated by Silling [61] is helpful in immediately
understanding the formal similarity of the theory to atomistic systems and providing
an important initial motivation for the theory. The approach adopted here is different
in that it starts from global balance laws and then derives the local laws, as in classical
continuum mechanics. The chapter puts special emphasis on discontinuous and non-
smooth deformations. It is shown that the balance of linear and angular momentum,
the balance of mechanical power and energy, and the variational formulation do not
have a jump term which would require special treatment of discontinuity surfaces.
A basic constitutive theory is presented for plastic materials and materials that can
undergo failure. A notion of stress is introduced and motivated. The framework of
linear peridynamic theory is presented and applied to wave dispersion. It is shown
how a body can become unstable due to the action of long-range forces. The special
equations of motion for plane and one-dimensional deformations are derived.
Chapter 3 explores how peridynamic theory relates to other models of solid bodies.
In particular, it is shown how peridynamic theory can be approximated by a strain
gradient theory of infinite order (if the deformation is sufficiently smooth), how local
continuum theory is recovered by letting the internal length disappear, and finally,
how atomistic theory is included in the peridynamic theory as a heterogenous body
with its mass concentrated on discrete points. All the continuum theories are then
contrasted with focus on their ability to approximate the linear elastic behavior of a
discrete system. The role of the Brillouin zone is discussed.
21
Chapter 4 presents several force laws to either approximate atomistic dynamics
or to be used on a macroscale. Of particular importance for general macroscopic
bodies are force laws with resolution length. The internal length and the peridynamic
continuum are interpreted.
Chapter 5 provides a brief review of analytical solution techniques. A perturbation
method is introduced that captures the behavior of displacement discontinuities. The
Ritz approximation method and the collocation method are presented.
Chapter 6 defines the basic concepts of brittle material failure in peridynamic
theory. Crack propagation in a strip is simulated to verify the ability of peridy-
namic theory to predict the onset of failure. Finally, autonomous crack growth in an
asymmetrically pre-cracked body is simulated.
For clarity, most derivations of fundamental relations were moved to the appendix.
The reader is encouraged to refer to them as necessary.
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Chapter 2
Fundamentals
2.1 Mass and Motion
A body is modeled in peridynamic theory as a continuum. It consists of a continuous
set of material points or particles and is denoted by 1. Particles are identified by their
position x in the reference configuration. They are particles in the continuum sense
(see Truesdell and Noll [691) and are assigned a mass density, rather than a mass.
The mass density at x represents mass per reference volume. It does not depend on
time and is denoted by the bounded and piece-wise continuous function po = pO(x).
The position y of a particle x at time t is given by the motion y = y(x, t).
Displacements from the reference configuration into the current configuration are
denoted by u = y - x. A continuum particle has only three translational degrees
of freedom and is therefore a medium of simple structure in the sense of Kunin [48].
The material time derivatives of y are the velocity i = y(x, t) and the acceleration
y = 9(X, t).
If a particle is separated from the neighborhood it had in the reference configura-
tion, the fields of displacements and positions are discontinuous. It is assumed that
y is bounded and at least piece-wise continuous, meaning that at least some parts of
the body will stick together rather than losing connection entirely. The magnitude of
23
a discontinuity is quantified by the jump operator
[[p]] = [[p]](x, n, t) = lim [p(x + en, t) - p(x - en, t)]. (2.1)
A discontinuity surface S = S,(t) in the body Q is defined as the set of points x
on which the jump operator applied to the quantity of interest, here p, gives a non-
zero value. Note that this surface lies in the reference configuration. Assume that
all surfaces are piece-wise smooth, but not necessarily connected. The vector n will
from now on be used in this context as normal vector of the surface S, at x. On
smooth parts of the surface, the normal surface velocity reads 4 = An, with A being
the propagation speed. On the boundaries of smooth parts, like kinks or lines where
the surface ends, the surface may propagate into the non-normal direction.
A crack in the classical sense' is represented by a discontinuity surface S, associ-
ated with the field of positions where
[[y]] -n > 0. (2.2)
The boundary line of this surface inside the body 1 represents a crack front.
A phase boundary in the classical sense is represented by a surface SF, associ-
ated with a discontinuous field of deformation gradients. Following Abeyaratne and
Knowles [3, page 348], the continuity of y at all times implies that at each instant of
time A[[y]],esp = 0 and therefore
[[]] = -[[F]]An. (2.3)
1a definition of a crack in a non-classical sense that is more meaningful in the context of this
theory is given in chapter 6
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2.2 Forces
2.2.1 Balance Laws
The sum of all forces acting on a continuum particle of the body is represented by the
density field bt0r with the dimension of force per reference volume. Surface tractions
are excluded from the model. Sometimes bt,, is also referred to as "force", in particular
when the theory is compared to atomistic theories. A force is then to be understood
in a generalized sense, including classical forces and force densities.
bt,, is assumed to be bounded: singular or point forces are excluded, unless oth-
erwise stated. The effects of concentrating forces in a limit process are discussed in
section 2.5.3. Forces can be due to the deformation of the body or external sources,
e.g., gravity. A body S has to satisfy the global balance of linear momentum
dIjpo dV= bt, dV (2.4)
and the global balance of angular momentum
d y x poi dV = y x bt0s dV. (2.5)
Any part of a body Q is a also a body, which by itself has to satisfy both global
balance laws. A consequence of this is that (2.4) and (2.5) are equivalent to two local
balance laws, the local balance of linear momentum
po = btot, (2.6)
and the local balance of angular momentum
y x (poy - btot) = 0, (2.7)
respectively. The equivalence is shown in the appendix A.1. Both local balance
laws (2.6) and (2.7) have to be satisfied almost everywhere on 0.
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The equivalence of global and local balance laws holds without extra jump con-
ditions on discontinuity surfaces. There are conditions on certain discontinuity sur-
faces - but they are implied by both, the local and the global balance of linear
momentum.
An important example is the condition on the discontinuity surface SP0? associated
with the specific linear momentum poY. Such surfaces occur when a discontinuity
in the field of positions (like a crack in the classical sense) opens up or when a
discontinuity in the field of deformation gradients moves (like a shock or a classical
phase boundary). In these cases, [[jj]] = 0. A consequence of the conservation of
linear momentum is that the normal speed of So,,, has to be zero, as shown in the
appendix A.1. This implies that, first, a discontinuity in the field of positions, e.g.,
a crack in the classical sense, can only extend through its crack front but cannot
propagate in its normal direction. Second, shock waves in the classical sense do not
exist. A phase boundary in the classical sense cannot move in its normal direction.
The local balance of linear momentum (2.6) implies the local balance of angular
momentum (2.7). Due to the equivalence to their global forms, it can be stated in
more general terms that conservation of linear momentum implies the conservation
of angular momentum.
In summary, removing surface tractions from the continuum model has the fol-
lowing consequences:
1. Stress tensors do not naturally appear as a field quantity.
2. Jump conditions are not complementary to local balance laws, but rather a
consequence of them.
3. Surfaces of discontinuous deformation gradients Sp, like shock waves or phase
boundaries, cannot propagate in their normal direction.
4. The balance of angular momentum is a consequence of the balance of linear
momentum.
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2.2.2 Interaction Forces and Links
Two kinds of forces act on a continuum particle: interaction forces bene that the body
exerts on itself, and external forces b, the source of which lies outside the body. They
sum up to
btot = bint + b. (2.8)
The interaction forces are required to be such that in the absence of external forces
the body does not change its linear or angular momentum. Thus, from (2.4) and (2.5)
follows that
J bint dV = 0 (2.9)
and
/ V x bint dV = 0, (2.10)
respectively. An arbitrary subsection of the body Q,2 b C f also constitutes a body,
and (2.9) and (2.10) have to be satisfied for Gsub as well.
A two-body type interaction is assumed2 . One restriction of this assumption is
that Poisson's ratio has to be v = 1/4, as shown in section 2.7.4. Ways to remove this
restriction involve multi-particle interaction. More complicated interaction forces are
not considered here to keep the formal structure of the theory simple.
A link of two continuum particles is defined as their ability to exert forces on
each other. Alternatively, a link may be called bond. It should then be carefully
distinguished from atomistic or chemical bonds.
The interaction force acting on x is the sum of all pair-wise forces f = f(x', x, t)
exerted by particles x':
bint(x) = dV' f(x', x, t). (2.11)
Combining (2.11) with (2.9) and (2.10) yields, first, the microscopic version of actio
2 Two-body potentials are used in atomistic simulations to understand the qualitative behavior of
bodies. A typical example is the Lennard-Jones 12-6 potential, see Allen and Tildesley [6, chap. 1.3].
For better agreements with real systems, multi-body potentials are preferred, e.g., the embedded
atom potential for the simulation of metals, see Daw et al. [23].
27
= reactio (see derivation in the appendix A.2),
f(x', x, t) = -f(x, X', t), (2.12)
and, second, the requirement that f be a central force (see A.3),
f li er f = fe, (2.13)
where f = f(x', x, t).
2.2.3 Equation of Motion
The equation of motion is the local balance of linear momentum (2.6) combined with
the assumption that external and interaction forces act on a continuum particle, and
that interaction forces are pair-wise central forces:
po(x)(x, t) = j dV' f(x', x, t)er + b(x, t). (2.14)
This is an integro-differential equation reminiscent of the equation of motion in molec-
ular dynamics.
2.3 Balance of Mechanical Power and Energy
General Balance of Power and Definitions. The balance of energy can be de-
rived from the local balance of momentum. Unlike in classical theories, no jump terms
emerge on discontinuities of the displacement or the strain field. For the derivation,
see appendix A.4. The general global power balance reads
dE + Wint = Wext, (2.15)
dt
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where E is the kinetic energy
E = poi -i dV, (2.16)
and Wint is the rate of internal work
Tint = - bt - i dV, (2.17)
and Wext is the rate of external work
ext= b dV. (2.18)
The potential of external work is defined as
Wext = b - u dV. (2.19)
If the external force field does not change with time, then Wext = AWext.
A useful and intuitive expression for the rate of internal work is derived (in the
appendix A.5) from (2.11), (2.12) and (2.13) and the definition r = y' - y:
Tt = dV dV' ft. (2.20)
The rate of pair-wise internal work can then be identified as
int = wint(', X, t) = ft.
The rate of internal work density reads
Wint = Wint (x, t) = dv' zbj, (2.21)
where the integral adds the work done on a particular link to the work density at
both points x' and x at equal share (therefore the factor of 1).
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Helmholtz Free Energy. To keep the similarity to the formal structure of clas-
sical continuum mechanics, constitutive information is contained in a potential that
resembles the Helmholtz free energy when the temperature is fixed. The energy that
is associated with the deformation of a pair of particles is called pair-wise Helmholtz
free energy 0 = 0 (x', x, t). The Helmholtz-free energy is a general concept that
can be used for dissipative and non-dissipative processes, with or without internal
variables (see section 2.4), or an explicit temperature field.
Similarly to (2.21), the Helmholtz free energy density is defined as
0 = (x, t) = dV' V(x', x, t). (2.22)
and the total Helmholtz free energy reads
XF = XI(t) = dV (x, t). (2.23)
Dissipation. In a purely mechanical setting, dissipated energy is defined as the
part of internal work that is not stored as Helmholtz free energy, and, thus, not
available to do mechanical work anymore. Dissipation is the rate of dissipated energy
and is required to be zero or positive for each link. For the pair-wise dissipation the
Clausius-Duhem-type inequality
d
?bdiss = bdiss (X1, X, t) = Tbint - -tO>0 (2.24)
has to be satisfied. The total dissipation, which is also required to be zero or positive,
is defined as
WTis = Wdi,(t) = Wint - d ;> 0. (2.25)dt
For general dissipative processes, the pair-wise Helmholtz free energy depends on
internal variables, see section 2.4,
= O(x', x, t) = 40(r, C, X', x),
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where C denotes a set of generic internal variables. The non-equilibrium force is
defined by
fne= - . (2.26)
Non-equilibrium forces may be viscous forces, for example. From (2.24) follows that
diss = fneq +0 w
implying the restrictions on fneq
fneqt > 0,
and on
8> 0.
Non-dissipative Processes and Conservation of Energy. If the pair-wise Helmholtz
free energy depends only on the current state of deformation, then it is called pair-wise
elastic energy 'Oel (r, x', x). The elastic energy density is defined as
'l ei(X, t) = - dV' iPei(r, x', x )2
and the total elastic energy as
'ei(t) = dV e(x ,t).
It is shown in the appendix A.6 that the time derivative of Tel does not include jump
terms in the presence of discontinuities, provided that motions satisfy the balance of
linear momentum. Therefore,
-ei= dV - dV' i], (2.27)dt o -2 . Or
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If a body has only elastic energy and the non-equilibrium forces are zero, pairs do
not dissipate energy because of (2.24). Then, by (2.20) and (2.27),
int ~- 'Petdt
and finally with (2.25)
Wdis = 0,
without jump terms. By contrast, bodies in local theories may dissipate energy at
moving strain discontinuities, see, e.g., Abeyaratne et al. [1]. In peridynamic theory
however, the dissipation is zero if the force law is elastic.
If the external force field does not change with time, i.e., b = b(x), the integral of
the power balance (2.15) is the energy conservation law for non-dissipative processes,
E + 'Pei = West. (2.28)
2.4 Constitutive Theory
2.4.1 Objective Constitutive Relations
The magnitude of the pair-wise interaction force is determined by the deformation
history of the particles x' and x, formally expressed by a constitutive relation
f = f(x', x, t) = f[y(x', t), y(x, t), x', x] (2.29)
where f[y', y, x', x]t is a functional that requires two time-dependent motions as
arguments.
Constitutive relations are required to obey the rules of material objectivity. Let
there be a motion of a material point that is seen by one observer as y = y(t), while
a different observer sees y* = y*(t). Both observers have the same time. The frames
of the two observers rotate by Q = Q(t) and translate by d = d(t) relatively to each
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other. Then y and y* are related by
y* = Qy + d. (2.30)
If the two observers measure magnitude and orientation of the same force from their
individual perspective, they may obtain different values. The first requirement of
material objectivity is that the measurements differ by the rotation of their reference
frames Q, i.e., f* = Qf; from (2.13) follows that f* = f. As a second requirement,
both forces have to be given by the same constitutive relation. Thus, f has to satisfy
[y*, y*, X', X]t = f[y' Y, X', X]t, or with (2.30)
f[Qy' + d, Qy + d, x', x]t = f[y', y, x', x~t
for arbitrary Q and d, i.e., for arbitrary changes of reference frames. Due to this
arbitrariness, the pair-wise force can only depend on the scalar distance (history)
r = y' - y of the two particles, i.e.,
f = f[r, x', X] . (2.31)
Any constitutive function derived from the relation (2.31) keeps this structure.
2.4.2 Homogeneity and Isotropy
A constitutive relation is homogeneous if it is invariant under a translation d of the
reference configuration to any other point pertaining to the same homogeneous part.
In other words
f[r, a', x]t = f[r, x'+ d, x + d]t. (2.32)
for all admissible d. Then, on this homogeneous region
f = f[r, ]t (2.33)
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holds with t = x' - x.
A constitutive relation is isotropic at x, if the interaction forces between x and
particles from its environment x' do not depend on their spatial orientation in the
reference configuration. The orientation of two particles is contained in the distance
vector t = x' - x, with which the constitutive relation (2.31) can be equivalently
rewritten as
f = f[r, t, x]t. (2.34)
Isotropy for x implies that
f[r, t, x]t = f[r, Qt, x]t (2.35)
for arbitrary rotations Q. Consequently, the most general isotropic constitutive rela-
tion at x is
f = f[r, , x]t. (2.36)
In many practical problems, the body of interest has a constitutive relation that is
homogeneous and isotropic, i.e.,
f = f[r, ]t . (2.37)
Undergoing a permanent deformation with failure or deforming plastically may change
the material behavior of a body, and thus its homogeneity or material symmetry.
Close to a crack lip, e.g., the interaction with the part of the body beyond the
crack was eliminated by the propagating crack. In the sense of the definitions above,
this part may have homogeneous or isotropic constitutive relations, and still behave
non-homogeneously or anisotropically. Due to the non-local character of the theory,
isotropy and homogeneity at a point x may be affected by a deformation process
beyond its immediate neighborhood.
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2.4.3 Elasticity
General Elastic Force Function
If the pair-wise interaction force f depends only on the current deformation of a pair
of particles rather than on its deformation history, the constitutive relation is called
elastic. For a pair of particles x' and x the force is given by
f = f(r, X', x), (2.38)
or by the potential ?ei with
f = (r, x', x). (2.39)
The potential Oel is the pair-wise elastic energy, as defined in section 2.3. It is of
the type of a Helmholtz free energy and is used under the assumption that, first, the
temperature is constant and, second, V)e depends only on the current deformation.
For different forms of the Helmholtz free energy that do not only depend on the
current state of deformation, see section 2.4.4.
Separable Force Functions
A special intuitive simplification of the force function is obtained by assuming that
the interaction force is the product of a modulus E(x', x) and a possibly non-linear
constitutive function s depending on the strain of a link e, = r/ - 1
f(r, ', X) = E(x', x) s(es). (2.40)
In the isotropic case, when f(r, ) = E( )s§(en), s can be measured in an experiment:
Let F = (enl + 1)1, then ao = 5A8(ei)1, where A is Lame's constant, see section 2.7.
At a displacement discontinuity, the strain of a link is unbounded for -+ 0.
Therefore, the functions E and s have to be chosen appropriately in order to ensure
regular behavior.
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Linear-Elastic Force Functions
Key ingredient of an elastic force function that is linear in the deformation is the
stiffness distribution C(x', x) and the reference force fo(x', x), representing the force
exerted by particle x' on x in the undeformed reference configuration:
f(r, x', x) = C(x', x)(r - ) + fo(x', X). (2.41)
More specifically, the force function for an isotropic and homogeneous material with
zero-valued reference force reads
f(r, ) = C()(r - ). (2.42)
All constitutive information is now contained in the stiffness distribution C. (2.42) is
also a separable force function with C()6 = E(x, x') and s(a) = a - 1.
Non-linear force functions f can be approximated by (2.41) or (2.42) by setting
C(x',x) = (6, X',x), fo(x', x) = f(6, x', x) or C() = ( ) respectively.
The general vectorial force between particles f = fe, cannot be linear in r due
to the kinematic non-linearity in er = r/r. Linearity of the scalar force function J is
therefore insufficient to create a linear system. Linear systems may be obtained only
by linearizing, as shown in section 2.8.
Structure-less Force Functions
Forces in atomistic systems depend formally only on the current positions of interact-
ing particles. This concept motivates in the peridynamic framework the definition of
structure-less force functions, as first introduced by Silling [61]. The general elastic
force function (2.38) without connection to the reference state reads
f = f(r). (2.43)
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It turns out that the concept of structure-less force functions is not useful within the
context of the peridynamic framework, as will be explained in section 3.2.5.
2.4.4 Inelasticity
Internal Variables
The general functional dependence of the pair-wise force function (2.31) on the entire
deformation history can be specialized to a more convenient mathematical descrip-
tion: the pair-wise force depends for each pair on the state of deformation at the
current time and on internal variables in order to account for inelastic or irreversible
deformation. For a general description in the context of classical continuum mechan-
ics, see Coleman and Gurtin [21] or Holzapfel [41, page 278].
The pair-wise Helmholtz free energy with internal variables reads
= ?(r, C, O', X), (2.44)
with C being a set of generic internal variables. The pair-wise force is the derivative
with respect to the deformation r,
f~l
Or
The internal variables must be equipped with evolution laws like
d
-(= A(r, C, x', x). (2.45)dt
The choice of internal variables and their evolution laws depend on the inelastic mech-
anism; considered here are plastic deformation and failure in the sense of damage.
As constitutive relations in peridynamic theory are only required for pairs, one can
conveniently apply one-dimensional models of classical continuum theory, and, thus,
import the essential underlying deformation characteristics. For one-dimensional
models of plasticity and visco-elasticity see Simo and Hughes [65]; for damage, see
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Gurtin and Francis [39], and Krajcinovic and Lemaitre [45].
Rate-Independent Perfectly-Plastic Force Law
From the model in Simo and Hughes [65, page 13], a peridynamic constitutive relation
describing rate-independent perfectly-plastic and linear elastic behavior is derived.
The pair-wise Helmholtz free energy b reads
0 = V)(r, rp, x', x) = C(x', x)(r - - r,
with r, being the measure of plastic deformation. The evolution of r, depends on the
yield strength fy = fy(x', x) and the yield condition
F(f, x', X) = If I - fy(x', x) < 0.
The complete evolution law reads
, = 7 signf,
where -y is the slip rate for which
7 = signf if = F = 0(246)
Y = 0 otherwise
holds. The effective force law reads in incremental form:
C(X', X) f Y = 0 (2.47)
0 -Y > 0
Extensions to viscoplasticity or plasticity with hardening can also be found in Simo
and Hughes [65].
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Elastic Force Law with Brittle Failure
To model the failure of a link that connects a pair, the simple model of homogeneous
damage evolution in a one-dimensional bar, as described in Gurtin and Francis [39],
is adopted and further simplified. The key idea is that a link ceases to interact at a
critical deformation and cannot recover connectivity thereafter. Failure is assumed
to occur under tension.
The critical deformation is reached, when the link failure criterion is satisfied, i.e.,
K = K(rma, x', X) > 0. (2.48)
The value of K depends on the internal variable rma that measures the maximum
tensile deformation of a link. rm, can only grow and has the evolution law
rma(t) = max r(r). (2.49)
-r<t
The pair-wise Helmholtz free energy reads
O~r)rma, x ix) 0,1(r, x', x) rv(rma, x', x) :5 0 (-0S= ?$(r, rma, X', ax) = f i'ir ~ m,~~(2.50)
0 (rma, x', x) > 0
Note that 0 is in general discontinuous in rma. The associated force law reads
= ( (r, x', x) K(rma, x', x) < 0
f = r (2.51)
0 (rma, x', x) > 0
It is possible to include more complicated damage mechanisms, e.g. to model fatigue.
An overview over these mechanisms in the context of classical continuum damage
mechanisms is given in Krajcinovic and Lemaitre [45].
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2.5 Initial Boundary Value Problems
2.5.1 Local Formulation with Equation of Motion
A peridynamic problem statement is called initial boundary value problem. It resem-
bles initial boundary value problems of classical continuum theories in that it includes
the local equation of motion3 , constitutive relations, information about the geome-
try of the body Q, and boundary conditions. Unlike in classical theories, however,
boundary displacements and forces are prescribed on a boundary region with non-zero
volumetric measure, as opposed to a geometric boundary in the strict mathematical
sense. The reason for this is given in section 2.5.3. A complete initial boundary value
problem in local form reads in peridynamic theory:
Let there be a body Q = QuU~h and the given fields of initial displacements uo(x)
on Gb, initial velocities uo(x) on Gb, external forces b.(x, t) on £b and boundary
displacements u.(x, t) on Qu. Then, the displacement field u(x, t) has to satisfy:
xE Qb: Po(x)ii(x, t) = fn dV' f(x', x, t) + b,(x, t)
x, x' E Q: f (x', x, t) = f[r, X', x]te, (2.52)
x E b : u(x, 0) = uo(x), it(x, 0) = io(x)
x E Qu : U (X, t) = U.,(X, t)
In classical continuum mechanics, an (initial) boundary value problem that is stated
in a local form like (2.52) contains typically a (partial) differential equation and
admits only smooth solutions. It is called the strong form, and its solutions are
strong solutions. By contrast, the peridynamic local formulation of a boundary value
problem by (2.52) admits smooth, non-smooth and discontinuous solutions.
2.5.2 Variational Formulation
The variational formulation is derived by multiplying the local equation of motion
(2.14) by an arbitrary test function v = v(x) and integrating over the entire body.
3 Equation (2.14) in the peridynamic framework.
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Rather than applying Gauss' theorem, as in classical continuum mechanics, the term
with interaction forces is rearranged, yielding a difference expression (the derivation
is similar to the one in the appendix A.5). The variational problem statement is
equivalent to local formulation without jump terms. The complete variational problem
reads:
Let there be a body Q = QuUb and the given fields of initial displacements uo(x)
on )b, initial velocities ito(x) on 2b, external forces b.(x, t) on £b and boundary
displacements u. (x, t) on Qu. Then, the displacement field u(x, t) has to satisfy:
fo dV [po(x)j (x, t) - b.(x, t)] - v(x)
= -1 fn dV fn dV' f(x', x, t) - [v(x') - v(x)]
f(x', x, t) = f[r, x', x]te,
f% dV 'u(x, 0) -v(x) = fn, dV uo(x) -v(x)
fn, dV i(x, 0) -v(x) = fJ, dV izo(x) - v(x)
u(x, ) =u.(x, t) x E u J
for all v at all times t with v(x) = 0 for x E Qu-
In equilibrium, the solution to the variational problem (2.53) is a stationary point
of the potential energy, if certain conditions are satisfied, see section 2.6.3.
In peridynamic theory, the local formulation with the equation of motion (2.52)
and the variational formulation (2.53) are equivalent and allow both for non-smooth
and even discontinuous solutions. By contrast, in classical continuum mechanics, the
class of admissible solutions to the variational formulation (also called the weak form)
is still restricted to continuous functions (extensions to discontinuous solutions are
made by introducing boundaries inside the body).
In local classical continuum theory, jump terms in the variational form indicate
the necessity of additional constitutive relations on the discontinuity surface, e.g. the
relation between cohesive forces and the crack opening in the cohesive surface model
as explained by Ruiz and Ortiz [60]. As no jump terms appear in the variational
formulation in the peridynamic theory, there is no necessity for extra constitutive
relations.
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2.5.3 Reaction to Surface Displacements and Tractions
Prescribed finite displacements on a region of zero volumetric measure' do not affect
the deformation of the rest of the body. The pair-wise Helmholtz free energy of a
material is bounded if the displacements are bounded. Therefore, displacements on
a region of zero volumetric measure do not change the value of the Helmholtz free
energy density. Displacement fields that are equal almost everywhere pertain to the
same equivalence class of deformations, even if they differ on their boundary.
The response to singular forces (i.e., of the type of a Dirac delta function distribu-
tion) was analyzed by Silling et al. [64] in the context of linear equilibrium problems
for long bodies. It was found that a singular force on a peridynamic continuum causes
singular displacements. This result can be generalized for non-linear bodies: assume
singular forces do not cause singular displacements on a region with measure zero.
Then, the finite deformation of this particular region does not affect the deformation
of the rest of the body. This, however, is impossible, as, by the balance of linear
momentum, the volumetric measure of the force which is not zero has to be bal-
anced by the body. This contradiction explains why singular forces lead to singular
displacements.
The inability to resist the displacement of one single point is identical with the
inability to withstand concentrated forces without forming a displacement disconti-
nuity. This is caused by missing local stiffness, as is explained in section 3.3.7. Unlike
local materials, peridynamic materials cannot have local stiffness. Therefore, it is
necessary to formulate initial-boundary value problems such that boundary displace-
ments or forces are prescribed on regions with non-zero volumetric measure. The
distinction between boundary forces and body forces is obsolete. Small regions of
prescribed displacements £4, have less influence than large regions. In general, a dis-
placement discontinuity forms at the interface between Ob and 0, that increases upon
decreasing Q4, in size. For examples, see section 5.2.
4 A region of zero volumetric measure is a point in a one-dimensional body, a point or a line in a
two dimensional body, or a point, a line or a surface in a three dimensional body n.
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2.6 Equilibria
2.6.1 Equilibrium Problem and Equilibrium Condition
The equilibrium problem derived from (2.52) reads: For a body Q = t, U Qb and the
given fields of external forces b. (x) on 2b (dead load) and boundary displacements
u.(x) on Qu, the displacement field u(x) has to satisfy
x E Qb: fo dV' f (x', x) + b.(x) = 0
XX' E Q : f (X', x) = f [r, x', x]te, (2.54)
x E Qu: u(x) = u.(x)
The integral equation in (2.54) is called equilibrium condition.
2.6.2 Variational Equilibrium Problem
The variational equilibrium problem derived from (2.53) reads: For a body Q =
Qu U Qb and the given fields of external forces b. (x) on Qb (dead load) and boundary
displacements u.(x) on f., the displacement field u(x) has to satisfy
1 fo dV fn dV' f (x', x) - [v(x') -v(x)] + fn dV b.(x) -v(x) = 0
f(', X) = f[r, X', x]te, (2.55)
u(x) = u.(x) x E Qu
for all v with v(x) = 0 for X E Qu.
2.6.3 Stationary and Minimum Potential Energy
Solutions to the equilibrium problems (2.54) and (2.55) are stationary points of the
total potential energy
I[U] = XF[U] - LbdV b.(x) -u(x), (2.56)
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where u is of the class of possibly discontinuous functions with u(x) = u.(x) for
x E f., under the following conditions (for derivation see appendix A.7):
1. The material is elastic, i.e., the pair-wise Helmholtz free energy is the pair-wise
elastic energy.
2. Stationarity is measured with respect to incremental and possibly discontinuous
deformations including the formation and the extension of a (reversible) crack,
and the formation and motion of phase boundaries (in the classical sense)5 .
According to Gelfand and Fomin [37, page 13], the equilibrium condition in
(2.54) is therefore a necessary criterion for a strong extremum.
If variations with non-smooth increments are considered in classical theory (like the
propagation of phase boundaries in the classical sense), extra conditions on the surface
of non-smoothness have to be satisfied in order to ensure that the equilibrium is at
a stationary point: the so-called Weierstrass-Erdmann corner conditions guarantee
that the energy of the system does not increase or decrease at first order with the
change of the location of a kink. For the general mathematical description see Gelfand
and Fomin [37, page 63]; for the application to phase boundaries, see Abeyaratne et
al. [1, sec. 4]. In peridynamic theory, satisfying the equilibrium condition is sufficient
to be at a stationary point of potential energy.
An equilibrium at a deformed state is (infinitesimally) stable if the deformation
is a (relative) minimum of the potential energy. Conditions for infinitesimal stability
of an elastic material in equilibrium are considered in section 2.8.4.
2.7 Stress
2.7.1 Non-local Stress
The notion of stress is not conceptually necessary in peridynamic theory. However
it is useful, as one can use it to, first, compare force-like boundary conditions in
sThe actual motion of phase boundaries in the classical sense is not possible by the conservation
of linear momentum, see section 2.2.1. Therefore, the statement here concerns only the energy
landscape of deformations.
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non-local theory to traction boundary conditions in classical theory and, second, to
formulate stress-strain relations. If the stress-strain relation is known, constitutive
models can be calibrated; e.g., by choosing f such that stiffness moduli correspond
to measured material values.
In classical continuum mechanics, stress is a set of traction values, each of which
represents the force that one part of a body exerts on another part, see e.g. Trues-
dell [68]. The existence of tractions is assumed from the beginning; the idea of
equivalently replacing the influence of one part of a body onto another by traction
values on an arbitrarily oriented cutting plane leads to the notion of a stress tensor.
Thus, the concepts of tractions and stress are complementary.
Physically, a traction can be thought of as the sum of (possibly) many microscopic
interaction forces between elementary particles like atoms. Tractions do not contain
information about the origin of atomistic forces. Instead, tractions act directly on
surfaces like cutting planes (with zero volumetric measure). Tractions and stresses
are modeling concepts containing macroscopically relevant information drawn from
microscopic details.
The standard formulation of peridynamic theory does not postulate tractions in
the sense of classical continuum mechanics; therefore, stress is not a natural compo-
nent. There are two ways to introduce non-local stress: first, an energetic approach
that makes use of the fact that in classical continuum mechanics, stress is energy-
conjugate to strain, and, second, the dynamic approach that defines stress as sum
of particle forces, as presented by Born [15]. Both methods lead to the same result
under homogeneous deformation and are presented in the subsequent sections.
The stress definitions presented here differ for general deformations from the one
used by Silling [61]; however, they are equal under homogeneous deformations.
2.7.2 Stress as Energy-Conjugate Quantity
For homogeneous deformations with deformation gradient F, non-local stress is de-
fined as the energy conjugate quantity to the deformation gradient. In this sense the
definition corresponds to the stress of classical continuum mechanics.
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Consider a sufficiently large body such that Q can be approximated by R'. Assume
the body is isotropic and homogeneous with the pair-wise Helmholtz free energy
V)(r, 6) at a certain fixed state of internal variables, and interaction force
f = O'r f(r, 6) e,.. (2.57)
Let this body be subject to the homogeneous deformation
y=Fx => r = F . (2.58)
The Helmholtz free energy density can now be written as a function of the deformation
gradient
(FI) = dV V(|F I,| |). (2.59)
2 JR3
If the pair-wise force function goes to zero sufficiently fast for large 6, the value of
the integral (2.59) is the same for a finite body, provided it is evaluated sufficiently
fax away from the boundary.
In classical continuum mechanics, the first Piola-Kirchhoff stress o is given by
dyb
-o = d. (2.60)
Combining (2.60) and (2.59) yields for the non-local continuum in the special case of
a homogeneous deformation the stress-strain relation
ao(F) = - dV f(FI, ICI) e, ® 0. (2.61)
2 R3
Additionally, (2.61) motivates a definition of non-local stress as a pure field function
for the body Q that is independent of material properties:
o-(x, t) = dV' f(x', x, t) 0 (X' - x). (2.62)
This expression includes positions in the reference configuration accounting for the
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fact that the first Piola-Kirchhoff stress is a measure related to the reference geometry.
A stress measure in the current configuration uses a pair-wise force that is measured
with respect to the current volume:
fV = f/J 2  fy = f(y', y, t) J = detF. (2.63)
Cauchy stress and the first Piola-Kirchhoff stress are related by u = Jo.FT, thus,
Cr(y, t) = dV.' f,(, (y, Y70) (y' - y) (2.64)
Y
with RY being the current volume of the body. The corresponding stress-strain rela-
tion for the the second Piola-Kirchhoff stress reads
1 (VU -C )0 2pk(C) = '-j dV , (2.65)2 .s 34 C
where C = FTF is the right Cauchy-Green tensor. Finally, the material-independent
definition reads
a2pk(x, t) = dV' F 1 f(x', x, t) ® (x' - x). (2.66)
2.7.3 Cauchy's Dynamic Notion of Stress
In this section, the Cauchy stress tensor is constructed following Born [15] and then
shown to be equal to (2.64). The Cauchy stress tensor in a crystal lattice is the
quantity that maps normal vectors onto traction values that are the sum of forces per
unit area between pairs of atoms. Considered are only those pairs of atoms which
are connected by a line going through a finite surface area where the state of stress is
to be determined. If f, denotes the interaction force between two discrete particles,
47
the definition of the Cauchy stress a reads:
t(n) = n t = 1 f(y 2 , y3) (2.67)
(i,j)
(i, j) = {i, j E N |3s E R, y + s(y - y) E Al (2.68)
The surface A is to be chosen such that it is (a) small enough that, in some sense, it
can be associated with one point and (b) big enough that the stress field is sufficiently
smooth and the following assumption can be made: the number of pairs of atoms with
relative position rij = yj - y contained in the sum in (2.67) is given by ri3 -n A/IC
where V, denotes the volume of a unit cell or the volume occupied by one atom in a
homogeneous deformation. Then, the sum over indices i, j can be replaced by a sum
over relative distance vectors with rij -n > 0,
t = Vfb(yj, yj) 0 rij n.
L"rijlrij-nk0
Making use of fy (yj, y) = -fy(y, y3 ) yields
with the sum being extended over all possible rij. The interaction force for discrete
particles can be expressed in terms of a force density in the peridynamic sense with
dimensions force/length',
f = TcTcf,7 .
Finally, in the continuum limit when I - 0, the Cauchy stress (2.64) can be identi-
fied:
t =c fy (yj, yj) 0 rij n -+ dV fy(y' y) (9 (y' - y) n = an.
L ri -A L
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2.7.4 Non-local Stiffness
One purpose of the stress strain relations (2.61) and (2.65) is to calibrate the constitu-
tive function f. For many materials, however, rather than the complete stress strain
response, only stiffness values are known (and relevant). In this section, stiffness
values are extracted from the non-local stress-strain relations, using the definition of
the fourth-order stiffness tensor C,
C = d-2pkdE
where E = j(C -1) is the Lagrangian strain. From (2.65) follows the stiffness tensor
at deformed states
C 1 dV 1 a f(r, )C(C)= dV 1e 0~ r= Vt-Ct1 JR rar r
or the stiffness tensor at the undeformed state C = 1, assuming that f((, ) = 0, i.e.,
there is no force between pairs in the reference configuration:
C =C(1) = j dV C2C( ) eC 0 ec 0 eC 0 et e= (2.69)
2 R3
C( ) = f ((, () is the pair-wise stiffness distribution. For two- and three-dimensional
bodies, the expression (2.69) can be further simplified to
C = A 1 0 1 + 21L Isym (Iym)ijkl = 1 (Jkoj + JlSjk),
where Isym is a fourth-order tensor that maps a tensor onto its symmetric part.
For three-dimensional bodies, A and A are Lame's constants, now given in terms
of the stiffness distribution C( ) as
A2= = 00jdC 4C(C). (2.70)
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The associated Poisson's ratio and Young's Modulus read
7r 00 g q )v=1/4, E = d C(). (2.71)
In two dimensions, A and p are Lame's constants, if the system represents a three-
dimensional body under plane-strain conditions (see section 2.8.6). Then
A =I = rj d63C(6). (2.72)
8 0/o
For one-dimensional bodies, (2.69) simplifies to
C = j d6 6 2 C(6), (2.73)
where C is a general stiffness constant. For a bar that can deform freely in y- and
z-direction, C = E. For other examples, see section 2.8.7.
2.8 Linear Theory
2.8.1 Linearization
Linearization is an approximation technique that is useful for the analysis of neigh-
borhoods of known states of deformation. This includes:
* Stability analyses in order to find out if an equilibrium state has a neighborhood
that is energetically more or less favorable than the equilibrium state itself.
" Acoustic analyses or the analysis of small amplitude waves.
" Equilibrium analysis or the analysis of small static displacements under given
loads.
The linear theory is developed for a body consisting of a general material that may
be rate dependent. The pair-wise force can be approximated by the sum of, first, the
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force associated with the current state of deformation ro = y' - yo (possibly, but not
necessarily the reference configuration)
f = fo(ro, x', x)ero = f(r = Irol, i = 0, x', x)ero (2.74)
and, second, a force increment that is linear in the deformation increment dr = -ro
and linear in the velocity i
df = d (f (r, i, x', x)er) = Cdr + Ddr-.
C is the tangential stiffness tensor of second order with
C - e, ® e, + L(i - er eO) (2.75)
ar r 
. r=ro, r.=O
and D is the tangential viscosity tensor of second order with
D = f e,. 0 er
-r=ro, r*=O
Both, C and D are symmetric tensors. The linear approximation of the force function
reads
fAn(r, , x', x) = fo + C(r - ro) + Di. (2.76)
In an equilibrium state, there is no acceleration due to material interaction and, thus,
there is no (internal) net force acting on any particle. The forces fo balance each
other, i.e.,
jdV' fo = 0.
Note that non-zero reference forces fo do have an effect nevertheless: they enter the
stiffness tensor C in (2.75).
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Finally, with the incremental small deformation u being measured from an equi-
librium state, the linearized equation of motion reads
po(x)ii(x, t) = dV' C [u(x', t) - u(x, t)] (2.77)
+ dV' D [ii(x', t) - i(x, t)] + b(x, t).
The choice of the word "linearized" over "linear" emphasizes that there is no linear
constitutive relation that leads to (2.77) without making an approximation by lin-
earizing. This is also reflected by the fact that, as in classical theory of elasticity, a
linearized constitutive relation f = f1i is not objective.
If the incremental deformation is measured from the reference configuration, i.e.,
ro= , then f 0 reads
fo = fo(x', x)e = f(r = , 1- = 0, X', x)et.
and
C = C e 0 et + (1 - eC 9 et); C = C(x', x) = 0, x', x) (278)
and
D = D eC ® eC; D = D(x', x) (,0 O ', X).
C and D are called stiffness distribution and viscosity distribution, respectively.
From (2.12) follow the symmetry properties of the stiffness distribution,
C(x', x) = C(x, x'),
and of the viscosity distribution,
D(x', x) = D(x, x').
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A special equation of motion that will often be used is derived from an elastic-inviscid
constitutive relation (2.38) that is in addition homogeneous and isotropic, and has a
zero reference force:
po(x)ii(x, t) = jdV' C [u(x', t) - u(x, t)] + b(x, t) (2.79)
C = C( )ec®ee.
This is a linear integro-differential equation where the stiffness tensor C is a symmetric
kernel. The linearized equilibrium condition derived from (2.79),
J dV' C [u(x') - u(x)] + b(x) = 0, (2.80)
is a Fredholm equation of second kind. For the general theory of integral equations
and Fredholm equations, see Tricomi [67].
2.8.2 Dispersion Relation
Non-local particle interaction causes wave dispersion. Consider a wave u(x, t) =
ti(k) exp(wt - ik - x) in a linear elastic-inviscid, isotropic, homogeneous medium,
possibly at a deformed state. Let the body be large and the region of interest suf-
ficiently far away from boundaries such that boundary effects are negligible. In this
case, the body Q can be approximated by an infinite medium R3 . The wave has to
satisfy (2.79), which leads to the dispersion relation in an infinite medium
(M(k) - pw2 1) fl(k) = 0 (2.81)
relating the wave frequency w to the wave vector k. M is the generalized or non-local
acoustic tensor defined as
M(k) = dV (1 -cos kI) C. (2.82)
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Note that the acoustic tensor depends on the current state of deformation ro. As C
is bounded, M is finite in the limit (see Kunin [48, page 50]), when k -- oo,
Mo = f dV C. (2.83)
Multiplying (2.83) from both sides by a unit vector , and making use of (2.81), shows
that
2 
=PW00 =iO oU (2.84)
Therefore, wo, is finite, and wo is the same for different wave modes, if M is isotropic.
2.8.3 Waves at the Undeformed State
Consider a large body in its reference configuration with a zero reference force fo.
Far away from boundaries, the acoustic tensor reads
M(k) = fR3 (2.85)
The dispersion relation (2.81) admits two kinds of waves (as shown in the appendix A.8):
1. Longitudinal or P-waves with I I k and dispersion relation
Pw2(k) = j dV (1 - cos[k et - e1]) C( ) (et -ei) 2 .
2. Shear or S-waves with t -k = 0 and dispersion relation
pwS2(k) = j dV (1 - cos[k6 eC - el]) C(6) (ec - e2)2.
The phase speeds cp = w/k for k = 0 read in three and two dimensions
pc a;P(0) = 3PCph;S(0) = 3A,
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(2.86)
(2.87)
(2.88)
dV (1 - cos k - ) C(() ec (9 ec.
and in one dimension
ph C (2.89)
The stiffness constants A and C are defined in (2.70), (2.72) and (2.73), respectively.
2.8.4 Infinitesimal and Small Scale Stability
An equilibrium at a deformed state is infinitesimally stable if the deformation is a
relative minimum of the potential energy, defined in (2.56). For an elastic material
with 0 = 4(r, x', x), this is the case when all eigenvalues 3 of the eigenvalue problem
fn dV' C[v(x') - v(x)] + fv(x) = 0 x E fb (2.90)
v(x) =0 x J fQ
are positive (for derivation see appendix A.9).
Small scale stability describes the reaction to perturbations with a wave length
that is small compared to the body size and small compared to a characteristic length
over which the deformation varies significantly. It is here only applied to regions that
are sufficiently far from the boundary. The idea of small scale stability stands in
contrast to overall structural stability describing the reaction to macroscopic pertur-
bations such as beam buckling.
Based on these assumptions, the large body approximation f = R' for a homo-
geneous deformation r = F is applied. Taking the Fourier Transform, the stability
criterion (2.90) simplifies to the eigenvalue problem
[M(k) - )31] V (k) = 0,
with M being the acoustic tensor defined in (2.82). Stability properties are all con-
tained in the acoustic tensor, as it represents mode-specific resistance against incre-
mental deformation. If M has zero-valued or negative eigenvalues, there is no (or
negative) resistance against the deformation expressed by the eigenvector that is as-
sociated with 3. The equilibrium is not small scale stable (i.e., either neutrally stable
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or unstable). If all eigenvalues are positive, the system is small scale stable. Looking
at the structure of M that follows from (2.82),
M(k) =fdV(1-cos k - ) -erOer+-(1-er er) (2.91)JR3 Eer r
reveals insight into mechanisms that cause the loss of stability (see appendix A.10 for
derivation):
1. A particular pair is represented by a value of . This pair is called stable if the
the integrand of (2.91) is positive definite for the associated value of .
2. If all pairs are stable, small scale stability follows. For small scale instability, it
is necessary but not sufficient that pairs are unstable. In other words, unstable
pairs can be stabilized by other stable pairs - or stable pairs may be destabilized
by the surrounding.
3. If the force acting between particles of a pair is compressive, i.e., f < 0, then the
pair is unstable with respect to rotation. This instability can be interpreted as
micro-buckling. The effect is due to the long-range nature of forces and due to
the fact that the forces act between pairs. It does not occur in classical theory
where interaction forces are local.
4. If the tangential stiffness of a pair is negative, i.e., a < 0, then the pair is8r
unstable with respect to extension and compression.
5. If f > 0 and > 0, then the pair is stable.
The loss of stability caused by material behavior is typically associated with a non-
convex energy, see, in the context of phase transformations, Abeyaratne and Knowles [2,
4], or, in the context of localized shear deformation in a non-local softening mate-
rial, Leroy and Molinari [50]. Peridynamic theory, however, predicts instability under
compression even if the elastic energy /,e is convex.
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2.8.5 Existence and Uniqueness of Equilibrium Solutions
A solution of an equilibrium problem (2.54) with a linearized equilibrium condi-
tion (2.80) exists if invertibility criteria for the Fredholm integral equation are sat-
isfied. For invertibility, see Davis [22] and Hilbert [40, page 192]. For existence of
energy minimizers in a non-linear setting, see Fosdick and Mason [32, 33].
The notion of uniqueness of a solution is slightly different from classical theory:
in peridynamic theory, a solution is a class of functions that are the same almost
everywhere. In other words, two different functions may both represent the same
solution if they differ, e.g., only at one point. In this sense, solutions to a linear
equilibrium problem are unique. Uniqueness is established as in classical theory: if
the potential energy is convex, then there is only one point of stationary energy. This
implies, with the result of section 2.6.3, that there is only one equilibrium solution.
Convexity of the potential energy implies infinitesimal stability for equilibrium points.
Functions pertaining to the same solution may differ at some points because dif-
ferences on a region with a volumetric measure of zero do not change the energy
integral.
2.8.6 Plane Deformation
Reducing the dimensions of a problem may simplify the analysis significantly. Con-
sider the linearized equation of motion (2.79) for an isotropic, homogeneous and elastic
body with zero-valued reference force. If the extension of a body is large in one co-
ordinate direction and changes of the displacement field in the other two directions
are more significant, the approximation of plane deformation is used:
" The body is assumed to be infinite in the z-direction, i.e., Q = Q2 x {-00, OO}.
" The displacement field depends only on two spatial coordinates x = (x, y) E 2,
i.e., u = u(P, t).
* The external force field depends only on the same two spatial coordinates,
i.e., b = b(X^, t).
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These assumptions combined with (2.79) yield
poi(,t) = LdA'
By splitting the stiffness tensor, the displacement field and the body force into a plane
strain and an anti-plane shear contribution,
0
0 0 C., )
-x
s,(,t) 1 b = b,(, t)L bas(^, t)
the equations of motion become uncoupled and can be separately expressed for plane
strain as two-dimensional vector equation,
(2.92)pOi,( ,t) =
f02
with
= C,,( )e ,
C .,( )=d( C( 2 + 2),
E = 7r 
00
E=16J0
and for anti-plane shear as scalar equation,
f2 dA' Cas[ua(i',t) - Uas(, t)] + bas(, t),
Cas = Ca.(s) = d( + C(
62+(2
E = 7 
04510
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J + dz'C- 00 I
pofiaa(^, t) =
(2.93)
with
(2.94)
(2.95)
dz'C [X&'t
\1_-0 / U 7t
- U(X&,t)] +b(X&,t).
dA' C,,[UPS(A', t) -- UP,,(A, t)] + UPS(^I, t),
g 3C,,,( ),
VV772 7 2
d 3Cas( )j
and with = - E 2 and e = /. The expressions for Young's Modulus (2.93)
and (2.95) were derived from (2.71).
The equations of motion for plane strain and anti-plane shear were derived from
the linearized equation of motion in three-dimension. In some cases, this can be done
similarly in a non-linear setting. In general, however, and unlike in local theories,
non-linearity in the presence of non-local forces prevents the decoupling of plane
strain and anti-plane shear: shearing motion in the z-direction of a material with a
non-linear force-law gives rise to forces and displacements in the x-y-direction.
The stiffness distributions for plane strain C,, and anti-plane shear C., are here
expressed in terms of an underlying three-dimensional function C; one may argue
that this is a necessary restriction on any two-dimensional model. However, it might
as well be appropriate to develop truly two- or one-dimensional theories that cannot
be derived from three-dimensional models - as long as they reproduce the desired
macroscopic properties.
2.8.7 One-dimensional Plane Deformation
The equations of motion for plane strain (2.92) and anti-plane shear (2.94) are further
reduced to one-dimensional problems. Assume that the body is long in the y-direction
such that Q2 = 01 x {-oo, oo}, and that the deformation and the external force field
only depend on one spatial variable x E Q1.
For one-dimensional plane strain the equation of motion (2.92) can be uncoupled
in x- and y- direction. If u = u(x, t)el and b = b(x, t)ei, then the equation of motion
reads
pofi(x, t) = dx' Cps;1d [u(x', t) - u(x, t)] + b(x, t) (2.96)
with
Cps;1() = jd 2 + 2 C,,( /2+ p2),
6 **E = 6 dg 2C,,;1d( ). (2.97)5 o
For one-dimensional anti-plane shear, the equation of motion (2.94) can be rewritten
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as
pofi(x, t) = /1 dx' C
with
Cas;1d( ) = J+00
-00
z;1d[u(x', t) - u(x, t)] + b(x, t),
d( 2 Ca.,( 2 +( 2),
As mentioned in section 2.8.6, it may be justified to use stiffness distributions that
are not derived from higher dimensions.
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(2.98)
(2.99)E = 2f dC 2C.,;1d(O).
Chapter 3
Comparison of Theories
3.1 Introduction
Non-local models are equipped with one or more internal characteristic lengths. They
define scales that other lengths can be measured with respect to. Often, the lengths
themselves are referred to as length scales. The physical meaning of characteristic
lengths is directly related to the nature of the long-range forces. If not otherwise
stated, peridynamic force laws have one internal length denoted by 1.
Consider an elastic force law (2.38) that is isotropic. The value of the force between
two particles should depend on the current distance of particles, their distance in the
reference configuration, the internal length and some stiffness constant like Young's
Modulus. The dimension of the pair-wise force is [f] = F/L2n+,, and of Young's
Modulus [E] = F/Ln where L and F denote the physical dimensions of length and
force, and n is the number of spatial dimensions of Q. From dimensional analysis
follows therefore that
f ln+1 _f= f(r, ,l, E) => E - (A, ) (3.1)
with A = Ani = r/ being the non-local stretch or bond stretch, and / = l.
The further particles are apart the weaker their interaction. The range of inter-
action is called horizon. In solid mechanics, it is often practical to define a horizon
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ho in the reference configuration. Then, the deformations have to be small. For large
deformations, a horizon h, should be defined in the current configuration, like it is
done in molecular dynamics. If the range of interaction is not limited, the horizon is
set formally to be oo.
3.2 Formal Agreements with Other Models
3.2.1 Non-linear Strain Gradient Models
If the deformation and the force law of a peridynamic continuum are sufficiently
smooth, the interaction integral can be written as a power series with respect to the
internal length 1. It is shown in the appendix A.11 that any interaction term for a
force law of type (3.1) reads
dV'f 1R- 1 + Div a-o(F)+ I R 1 +12 R 2 +... (3.2)
where &o is a constitutive function defined by (2.61). The functions R are higher
order terms that are independent of 1. They can be derived for arbitrary order
following the procedure in A.11. At a location sufficiently far from the boundary,
R_1 = 0
(R)1,j = Bijklmnp(F)FjikFmnp
where
Fjk = 92y
aXk&~XL
is a higher order gradient. The tensor Bijjimnp is a constitutive function that depends
only on F:
E -__2_
Bijkimnp = E dV (Fee,,,ekteP.
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In one dimension, sufficiently far from the boundary, the series reads
dx' f = d-o(y') + lR1 2R2 + (3.3)
with
R, = B(y') (y"(x)) 2
and
B(y') = d ( ( )e28 _00 aA2
The expressions (3.2) and (3.3) may be used to approximate solutions of non-linear
peridynamic initial boundary value problems, provided that the deformation is suf-
ficiently smooth. In this case, the corresponding equations of motion or equilibrium
conditions become partial (or ordinary) differential equations. For example, an ap-
proximation of first order of the solution y = y(x, t), satisfies
P49 = Div a^0 b-- + 1 R, ,'a~ + b(x, t). (3.4)
ax \fx'6x 2/
For the approximation to be good, it is necessary that
Qrn, < _ Vm >1.
axjaXk...,Xp lm-1
On interfaces between regions where the body can move freely and regions where
displacements are prescribed, or on locations where the external body force is discon-
tinuous, the solution to a peridynamic boundary value problem is typically discontinu-
ous. Approximations of strain-gradient type are in this case restricted to well-behaved
parts of the body. To provide boundary conditions for (3.4), extra attention has to
be paid to boundaries and interfaces. This is done for the linear case in section 5.2.
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3.2.2 Non-linear Classical Elasticity
In the limit of a vanishing length scale, the interaction term, that represents the sum
of all forces acting on particle x, becomes for smooth deformations
J dV' f = Div 5o(F). (3.5)
The limit of solutions to (2.52) for 1 -+ 0 has to satisfy the following problem statement
with initial displacements uo(x), initial velocities vo(x), boundary displacements
u,(x, t) and external forces b,(x, t) (see derivation in A.12):
x E Q b: pofi = Div fo (F) + b.(x, t)
u(x, 0) = uo(X)
it(x, 0) = vo(x) (3.6)
x Ean n0sO 8b: U(X, t) =U(X, t)
x E 9b\0Qu: &o(F)n = 0
The problems statement (3.6) is formulated for smooth deformations, while the gen-
eral peridynamic problem statement (2.52) is formulated for general non-smooth solu-
tions. When I -- 0, discontinuities in the solution often disappear due to the increase
of local stiffness as explained in (3.3.7). Sections 5.2.3 and 5.2.4 show deformations
with a discontinuity at the interface between Qu and Qb with [[u]] = o(l). One nec-
essary criterion for the interface discontinuity to disappear is that £2 has a finite
measure. Another necessary criterion is that the elastic energy grows unbounded if
the deformation localizes.
Formally, only zero-valued traction boundary conditions of Neumann-type appear.
However, concentrated body forces on the boundary may represent tractions in the
limit, when a concentration parameter approaches zero.
The problem statement (3.6) may have multiple solutions, not all of which are
limits of solutions to (2.52) when 1 -- 0. A limit of solutions to (2.52) necessarily
satisfies (3.6) if it is smooth. In this sense, a local material with a constitutive relation
that can be written in the form of (2.61), is approached in peridynamic theory. The
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constitutive relation (2.61) has the known restrictions, in particular a Poisson's ratio
of v = 1/4 for small deformations. For the class of admissible materials, however, the
theory of classical elasticity is included in the peridynamic framework.
For one-dimensional bodies, any local material with a constitutive relation o- =
S(A) can be approached in peridynamic theory when 1 -* 0. Let &.(A) be a given
arbitrary constitutive function that is independent of 1, and let f assume the form
f(r,) = -2d'( ),(A). (3.7)
For dimensional reasons, d must equal
d( )d( ) = , 1
where d is a dimensionless function with the properties' d(i) = d(-() and d -+ 0
when o - c. If in addition
d (f) = 1,
then d has the properties of a function that approaches a Dirac delta function, i.e.,
upon decreasing 1, d becomes more and more concentrated. Then the stress (2.61)
reads in one dimension
= f() j=d( f(r,d)6= &,(A) j dt [-d'()] = &,(A) (3.8)
and the equation of motion becomes in the limit, when 1 -- 0,
PoU = -+ b. (3.9)ax
1It is convenient for one-dimensional bodies to let the distance of two particles in the reference
configuration assume negative values. The sign of replaces the unit vector et, indicating how the
particles x' and x are oriented.
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3.2.3 Linear Integral-type Models with Strain Field
Linear non-local integral-type models that can be found in the literature, see Edelen
[26, page 79], Kr6ner [46, page 338], or Rogula [58, page 142], employ the standard
equation of motion
poy = Div ao + b (3.10)
with a non-local constitutive function for the stress,
uo(x) = co e(x) + j dV' c(x', x) e(x'), (3.11)
where c0 is a local fourth-order stiffness tensor and c(x', x) is a fourth-order stiffness
kernel accounting for non-local material interaction.
For the case of isotropic and homogeneous materials, it is shown in the ap-
pendix A.13 that this model is equivalent to a special linearized peridynamic model
- in particular for discontinuous or non-smooth deformations - provided that:
" The local stiffness tensor co vanishes.
* The stiffness kernel is isotropic and homogeneous, such that,
c(x', x) = c(6) = A(6)1 0 1 + 2p(6)Iym, (3.12)
where A(6) = p(6) are equal spatial distributions of Lame's constants, subject
to some technical restrictions (smoothness and boundedness for 0 < 6 < oo,
A -+ 0 for 6 -+ oo, and derivative has to be bounded for 6 -+ 0).
" x is sufficiently far away from the boundary.
The corresponding peridynamic stiffness tensor reads
C= 2 (A"(6) - et 0 eC + (A"(C)+ (n + 1) 1, (3.13)
where n is the number of dimensions of Q. Comparing C to (2.78) implies that, for
two- and three-dimensional bodies, particles exert forces on each other already in the
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undeformed state, because
fo(6) = f( , 6) = sA"( ) + (n + 1)A'(6).
It is shown in the appendix A.13 that the forces balance each other inside the body.
Close to the boundary, however, they may cause deformations and the formation of
a boundary layers. In the context of chains of discrete particles, similar boundary
layers were discussed by Charlotte and Truskinovsky [18]. For one-dimensional bodies,
() = 0.
For one-, two-, and three-dimensional bodies, the stiffness of pairs in the reference
configuration is
of +_n_)_V
-r((,)=3A"(()+(n-1).Or
3.2.4 Atomistics
Peridynamic theory can be formulated such that it describes the dynamics of an
atomistic system governed by a two-body potential O(r), e.g., a Lennard-Jones 12-6
potential as shown in figure 3-1. Consider a system of discrete numbered particles
with an assigned index j. A particle j assumes the position xj in the reference
configuration. Current positions are denoted by y3 (t) = y(xj, t).
For the special purposes of this section, the mass density field po, the pair-wise
force f and the external forces b are allowed to assume the form of a three dimensional
Dirac delta function distribution2 3(x). Each particles has a finite mass mn, therefore
the density field is such that masses are concentrated on points xj
pO(x) = ZmO 5(x - x3 ).
The interaction forces and external forces can only act on and between points xj and
2for properties see appendix B
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Xk, i.e.,
f(r, X' X) = (X - x3 )J(x' - xk) (r) (3.14)
j,k d
with r = Iy(x', t) - y(x, t)|, and
b(x, t) = bk(t) 3(x - x,).
As the physical dimension of the Dirac delta function distribution in three dimensions
is3 [J] = 1/L , it follows that [po] = M/L3 , [f] = F/L6 and [b] = F/L , where M, F
and L denote the physical dimensions of mass, force and length, respectively.
With this, the peridynamic equation of motion (2.14) reads
Z (x - Xj) mki)(x, t) - dV' (x' - Xk) (r) er - b(x, t) = 0. (3.15)
Equation (3.15) has to be satisfied in the sense of generalized functions: multiplying
by an arbitrary vector field v(x) and integrating over Q yields
v~x) -my,(t -(1yk(t) - yj(t)l) e, - bj(t) =0 Vxj.
and, due the arbitrariness of v,
M =Y (IYk - yy|) e7 + b3. (3.16)
k
Expression (3.16) is the well-known equation of motion for particle systems, frequently
used in atomistic simulations.
All constitutive information of atomistic systems that are modeled with (3.16) is
included in the peridynamic framework. From a conceptual point of view, this makes
it possible to use peridynamic theory as a multi-scale model, as it can be applied
on the macro- and on the micro-scale, unlike local theories. If used in the form
3 See appendix B.
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of (3.15), however, the peridynamic equation of motion inherits from the discrete
version (3.16) its complex structure and the difficulties to find solutions: analytical
solutions exist only for rare cases, and numerical simulations require a very fine spatial
resolution of the body and consequently, for macroscopic problems, an intractable
number of degrees of freedom. Therefore, (3.15) has to be considered rather a basis
for approximations than a substitute model. An obvious strategy to develop an
approximate method is to relax the Dirac delta function distribution and to use
instead less concentrated scalar functions that assume delta function properties in
the limit. This is not further pursued here and left to future research.
A useful result of this section is the insight provided by (3.14): the equivalence
of a special peridynamic continuum and the atomistic system was established with
a force law that is heterogeneous and includes positions of particles in the reference
configuration. Seen from the continuum description, the discrete atomistic system
has therefore aspects of heterogeneity in that it assumes the body to be lumped
to particles, and it preserves information from the reference state by letting each
discrete particle remain distinct from other particles. This is one of the reasons why
a structure-less force law as (2.43) is not useful for modeling discrete systems, as will
be shown in section 3.2.5.
3.2.5 Consequences for Structure-less Materials
Despite the appealing similarity to an atomistic force law, the constitutive relation
of a structure-less material as in (2.43) does not represent the physics of interacting
atoms for the following reasons:
Consider a structure-less continuum with a homogeneous mass density field in
its reference state. As every continuum point has arbitrarily close neighbors, the
interaction energy of two homogeneous parts of a structure-less body does not change
under shear motion. Consequently, the body does not resist shearing and behaves
like a fluid.
If a body is heterogeneous and resists shear deformation, it is not clear how it could
be ensured that the mass is clustered in appropriate entities. In addition, it was not
69
possible to introduce a control parameter that can be used to make the structure-less
material assume properties of an atomistic system (or any other relevant system) in
the limit when the control parameter goes to zero; therefore, it cannot be used as an
approximation medium, either.
Finally, even if a structure-less force law could represent the behavior of a solid, it
could not, in general, be set equal to an atomistic interaction force. If the associated
potential q(r) grows as fast or faster than 1/r' for r --+ 0 (like the Lennard-Jones
12-6 potential), where n is the number of dimensions of the body, the energy of any
finite piece of material is unbounded. This is the case because any continuum particle
has a neighbor that is arbitrarily close. Tricks to prevent the energy from blowing
up, like excluding the immediate neighborhood of particles from the energy integral,
cannot be justified.
Structure-less materials may find applications in modeling fluids with surface ten-
sion.
3.3 Linear Elastic Behavior of Different Models
3.3.1 Role of Dispersion Relations
The different models are compared again. This time however, with a focus on the
ability to approximate the behavior of a body with microstructure, for which a chain
of discrete particles will serve as a representative example4 . The peridynamic con-
tinuum can exactly reproduce even the non-linear behavior, however, only if its mass
is concentrated on points. This is impractical for modeling purposes. Therefore the
peridynamic continuum that is used for comparison is homogeneous.
All elastic constitutive properties and the distribution of inertia in a body are
contained in its dispersion relation. Dispersion relations can be computed for all
mechanical systems of current interest - whether discrete or continuous, local or non-
local. Therefore, they are the ideal tool to compare or match linear elastic behavior.
4Atomistic dispersion in bodies was confirmed by experiments, e.g., by Wallis [71, page 57].
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Consider a one-dimensional homogeneous body, long enough that boundary effects
can be ignored, consisting of a linear elastic material. The equation of motion can
typically be written as
poii(x, t) = A[u](x, t) + b(x, t), (3.17)
where A is a general interaction operator that carries the constitutive information of
the material. A is a linear integral or differential operator, or a sum; A will be defined
for various models subsequently and is summarized in table 3.1.
There are examples of one-dimensional bodies for which the equation of motion
is different. This may be the case if the continuum has internal degrees of freedom
with inertia5 . Kunin [48] calls them media with complex structure. They are excluded
here.
The one-dimensional acoustic tensor is defined by M = -F{A[u]}, where F
denotes the Fourier transform operation6 with respect to the spatial coordinate x.
The values of M(k) are also given in table 3.1. The acoustic tensor defines the
dispersion relation:
pow 2 (k) = M(k). (3.18)
Taking the Fourier transform of (3.17) yields,
pob(k, t) + M(k)U(k, t) = b(k, t), (3.19)
or in the static case
(k) = b(k) (3.20)
M(k)
Now consider two problem statements for an unknown displacement field, each for-
mulated with a different model. Let the body force field and the initial displacements
and velocities (in the dynamic case) be the same. Despite possible differences in the
model, the solution will be the same, if the acoustic tensors and therefore the disper-
sion relations are identical. In other words: the dynamic and static behavior of an
'See, e.g., Graff [38, page 121]. A one-dimensional bar with Poisson's contraction has the equation
of motion poii + afii, 2 = Euz.,6For definition see appendix B.
71
2
1.5
1
0.5 0.5 2
-0.5
-1
-1.5
-2
Figure 3-1: Lennard-Jones 12-6 potential q (solid line) as given in (3.21) and associ-
ated force f (dashed line).
atomistic system is identical with the behavior of a different model system (that is
possibly continuous) if the dispersion relations are the same.
Most of the following results are general and independent of the choice of the inter-
action potential for the discrete system. For numerical values in plots, the Lennard-
Jones 12-6 potential is chosen. It is frequently used in atomistic simulations, in
particular for studies that aim at understanding the qualitative behavior of a body
rather than deriving exact material values. The Lennard-Jones potential reads
OL~)= -(71 - T6 (3.21)
where o- is the distance of two particles at which they have a zero energy, and E = 460,
with co being the depth of the energy minimum. a is on the order of Angstrom; for
Argon, o- = 3.4 x 10-10m and co = 1.656 x 10 2 1 J. The values are taken from Allen
and Tildesley [6, chap. 1.3].
3.3.2 Discrete System
Let the discrete system consist of particles j at positions in the reference configuration
xj = ja, then let uj (t) = u(xj, t), bj (t) = b(xj, t) and po = m/a, where a = 1.1193a
is the distance of particles at which the chain is stress free. The functions u and b
are undefined for all x U3{xj}. The interaction operator A is obtained by lineariz-
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ing (3.16),
(Au)j = Z adr2 (In - jla) [u(xn, t) - u(xj, t)].
The acoustic tensor reads
00 1 d2
M. (k) = 2(1 - cos k na) a dr2 (na). (3.22)
n=1
The corresponding dispersion curve w(k) is shown in the figures 3-2 and 4-1 as dashed
line. Note that w is periodic and bounded. Boundedness implies that phase speeds
of waves, defined as
w(k)
Vph(k) k
approach zero for large wavenumbers.
3.3.3 Classical Local Elasticity
The interaction operator and the acoustic tensor for a linear elastic local material
read
a 2
A=E ( M(k) = Ek
E was chosen such that the curvatures of M and M. match, i.e., their Young's
Modulus matches,
E 00 2d 2q
E = n2a (na).
n=1
The dispersion curve is a straight line that goes to infinity when k - oo as shown in
figure 3-2, therefore the phase speed is a constant. The agreement with the atomistic
dispersion relation is limited to small wave numbers k.
3.3.4 Strain Gradient Model
The details of the general strain gradient formulation can be found in Rogula [58, sec.
IV]. For the purposes of this section, the interaction operator A can be expressed by
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Figure 3-2: Dispersion relations w/wo for different models. Solid lines: (a) Classical
elasticity. (b) Strain-gradient model. (c) Non-local integral-type model with strain.
Dashed lines: Discrete system with a Lennard-Jones 12-6 potential given by (3.21).
WO = wLJ (r/a), where WLJ is computed with (3.21).
a polynomial P as
an
A = P(-) P(s) = Es2 H(1 (ij,52)09X j=1
where lk are generalized internal lengths that may be complex and have to be such
that the roots of P occur in mutually conjugate pairs, and are not purely imaginary.
This is required to make sure that the acoustic tensor
n
M(k) = -P(-ik) = Ek2 ]1 (1 + (ljk) 2)
j=1
does not assume negative values; negative values signify the loss of stability.
In the special case of n = 1, classical local elasticity is recovered and no internal
length is included in the model. For n > 1, internal lengths can be chosen so as to
approximate a system with microstructure. An approximation of n-th order involves
n internal lengths. Figure 3-2 shows the dispersion curve for three internal lengths
chosen such that MU) (0) = M$.)(0) for j = 4, 6,8. Note that M(k) and, thus, w(k)
always grow polynomially with k. For a n-th order model, w grows with kn+1, when
k -+ oo. Although the agreement with the dispersion curve of the discrete system
is better than it is in the case of a local material, w will always be unbounded,
(and therefore, prevent discontinuous solutions due to discontinuous forces, as will be
shown later). In addition, the phase speed Voh of waves grows with k".
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3.3.5 Integral-type Model with Strain Field
The interaction operator of a one-dimensional version of a non-local integral-type
model like in (3.11) reads
Au = co -(x, t) + ] dx' c(x' - x) (x', t),
where co is the local stiffness modulus and c( ) is a stiffness kernel. If co = 0, then the
integral model is a special linear peridynamic model. For this section it is assumed
that co 7 0 and the peridynamic model is treated separately. The acoustic tensor
reads
M(k) = (co + e(k))k 2 = cok 2 + j d6 cos k c( ) k2
If c( ) is continuous, then E(k) goes to zero for large k. This implies that the dispersion
curve grows linearly, i.e., w = O(k), and Vph = 0(1) for k -+ oo. Figure 3-2 shows
the dispersion relation for the special choice of
c() = E - co %/2/r e-2C/1 (3.23)
and 1 = a.
3.3.6 Peridynamic Continuum
In the linear peridynamic case, the interaction operator is derived from (2.77) and
reads for the one-dimensional inviscid case
Au = f+0dx' C (x' - x) [u (x', t) - u (x, t)]f 00
with the acoustic tensor
M(k) = c(0) - C(k) = j dC 2(1 - cos kC)C(C). (3.24)
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model A[u] M(k) w(k), k --+ oo
discrete a 2 (un- u) E 2(1 - cos k na) f (na) 0*(1)
local E2 Ek2  0(k)
strain-gradient P( )u -P(-ik) 0(k )
integral-type cog + 1 f dx'cg (co + 5(k))k 2  0(k)
peridynamic f dx' C(u' - u) f* d6 2(1 - cos k6) C(6) 0*(1)
Table 3.1: Operator A and acoustic tensor M(k). i2 = -1. Remark on third column:
In the case of a discrete and a peridynamic system, w(k) = 0*(1) means that 3Q(k) >
Iw(k)I, Q(k) = 0(1).
The Fourier Transform C goes to zero for large k, as C is required to be continu-
ous. Therefore, M(k) -+ Mo, = c(0). This implies that the dispersion curve stays
bounded, and phase speeds go to zero, like in the discrete case. For particular choices
of C and M see section 4.1.
3.3.7 Dispersion Relations and Local Stiffness
Classical local and certain non-local continuum models' have dispersion curves w(k)
that grow at least linearly with k. Phase speeds Vph = w/k either grow (like in
strain gradient theory) or approach a constant value (like in local theory or the
classical integral-type theory). A consequence of this is that displacement fields stay
continuous even when a singular force field is applied. For example, let b(x) = 6(x),
where 6 is the delta function distribution. Then b(k) = 1 and
= k(k)  1 1 = 0(1/k") (3.25)
M (k) =pW(k)
with n > 2. As ft goes to zero faster than 1/Iki, u is continuous.
In contrast, in peridynamic theory M(k) = 0(1), and phase speeds go to zero,
like in the discrete system. Under the influence of a singular force,
1 1
=M(k) pw 2 (k) = 0(1)' (3.26)
'Media with complex structure are excluded, as mentioned in section 3.3.1. The subsequent
statements are for systems with M(k) = pow 2(k).
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implying that the displacement field is singular. In fact, u will be just as continuous
or smooth as b. The ability to resist concentrated deformations is called local stiffness.
A system has local stiffness, if the dispersion curve is unbounded for k -> oo.
In summary, bodies in classical non-local and local theories resist concentrated
deformations. In a dynamic setting, concentrated waves (with large k) can always
propagate at phase speeds that are at least of order one with respect to the wave
number. Peridynamic theory does not provide local stiffness. Displacement disconti-
nuities may form. The higher the degree of localization of a deformation, the slower
are the associated wave speeds. Displacement discontinuities cannot move at all,
which was also shown in section 2.2.1.
3.3.8 Role of Brillouin Zone
In an atomistic system, the interval B = [-7r/a, ir/a] is called Brillouin zone. It was
pointed out by Kunin [48] that the displacements un on lattice sites Xn = na may
be uniquely represented by the values of the Fourier Transform ?i(k) in the Brillouin
zone; outside B, U may be set to zero without loss of information, i.e., u E U with
U = {u(x)I i(k) = 0, IkI > kB}
For problems of type (3.17) this can be done consistently, if all other prescribed fields
involved, like the body force b, or initial positions or displacements underly the same
restriction; for discrete systems, where forces and initial conditions can only be applied
to particles on lattice sites, this is easily realized. All fields lose their physical meaning
between lattice sites, and the dispersion relation is significant only on the Brillouin
zone. The formalization of this approach is called the quasicontinuum method, see
Kunin [48] and Rogula [58], not to be confused with the numerical quasicontinuum
method, presented by Miller and Tadmor in [52], which is different, but also used in
8This can be shown by considering a mode with an arbitrary wave number k = kB +j27r/a, where
kB E B and j is an integer. The displacements, associated with this mode read u(x) = i(k) cos kx.
Using cos(kBja ± 2irj) = cos kBja cos 27rj - sin kBja sin27rj = coskBja, the displacements on
lattice sites are u(ja) = ii(k) cos kja = ii(k) cos kBja. Therefore, the displacements due to mode k
can be made part of mode kB.
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the context of multi-scale modeling.
The quasicontinuum method is not formally adopted here for the continuum the-
ories of interest. A restriction of the Fourier Transform of external force fields seems
inconvenient for a model that shall be applicable on a macroscopic scale. Instead,
the motivation of the quasicontinuum method is used to interpret solutions in view
of the microstructure of the system. Oscillatory parts of the displacement field with
a wave number k > 1/7r, where 1 is the internal length of the microstructure, should
not be considered as physically meaningful. This is particularly important for the
interpretation of discontinuities: discontinuous displacement fields have a slowly de-
caying Fourier spectrum, i.e., their discontinuity is represented by large values of
their Fourier Transforms for large values of k. The physically sensible part, however,
is only defined on the Brillouin zone.
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Chapter 4
Force Laws
4.1 Linear Atomistic-peridynamic Force Law
A peridynamic force law for a homogeneous body can be derived from atomistic
dispersion relations. If the dispersion relations of the linearized atomistic system
and the peridynamic continuum agree in the Brillouin zone, then the linear elastic
behavior of both systems will be exactly the same under physically sensible loading.
In addition, the peridynamic continuum serves as an approximation of the atomistic
system for small deformations. A similar approach was used by Eringen [26] in the
context of classical integral-type non-local elasticity.
Homogeneity of the force law is important to make analytical tools like continuous
Fourier Transforms applicable. In contrast, the force law (3.14), that provided an
exact match with the atomistic system, is typically solved with classical methods of
molecular dynamics.
The behavior of a discrete system with given acoustic tensor M.(k) shall be ap-
proximated. Let the spacing of the particles be a, i.e., the width of the Brillouin zone
is ir/a. The acoustic tensor of the continuous medium is defined as
M(k) = f M.(k) 0 < k < 7r/a (4.1)
M.(7r/a) ir/a < k
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For a peridynamic continuum, (3.24) and (2.83) imply that
M(Or/a) - M,(k) 0 < k < ir/a
0 {r/a < k
and
1 p/a
C() = - dk cos k6 [M.(-7r/a) - M,(k)].?r
If the discrete system has a pair potential q, then M,(k) is given by (3.22), and the
peridynamic stiffness distribution reads
00 1 d 2
Ca(() = [S(n - 6/a) + S(n + i/a) - 2cos n7r S( /a)] W2 d-2(na) (4.2)
n=1
with
S(a) = .i r (4.3)lra
The linear atomistic-peridynamic force law is defined with (4.2) as
f(r, ) = Ca( )(r -
Ca has the property
1 d2c
Ca(ja) = lim C( ) - 2( = 1,2 .. 44t-ja a2 dr
i.e., that the stiffness distribution assumes the value of the atomic stiffness distribution
on lattice sites ja.
Figure 4-1 shows the corresponding peridynamic stiffness distribution and the
second order derivative of 5LJ, representing the stiffness of an atomic bond for a
given distance. According to (4.4), they are the same on lattice sites. Off the lattice
sites, the curves are very different, although they represent the stiffness of two systems
that behave exactly the same (for ka < -r), as shown by the dispersion relations.
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Figure 4-1: Comparison of a peridynamic continuum (solid lines) and a discrete
system (dashed line) with a Lennard-Jones 12-6 potential given by (3.21): (a) Stiff-
ness distribution 0( ) = a4 Ca(6)/C from (4.2) and the atomistic stiffness 0"(6) =
a20i"(6)/E. (b) Dispersion relations w(k)/wLJ(7r/a).
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4.2 General Atomistic-peridynamic Force Law
The derivation of a linear atomistic-peridynamic force law of section 4.1 can be ex-
tended to general (non-linear) behavior. Key idea is that rather than matching one
dispersion relation in the reference configuration, the dispersion relations of the peri-
dynamic continuum and the discrete system are required to be the same for all states
of homogeneous deformations, denoted by the stretch value A = y'(x). Due to the
non-linearity, the dispersion curves change with A, as shown in figure 4-2. In partic-
ular, the acoustic tensor may assume negative values above a critical deformation,
representing instability and the loss of cohesion.
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Figure 4-3: Atomistic-peridynamic force law fa(A, ). (c) A = 0.95, 1.0, 1.05, 2.0.
The length of dashes increases with A. (d) = 0.5, 1.0, 1.5, 2.0. The length of
dashes increases with . Note that the interval of A in plots (a) and (b) is limited to
[0.9, 2].
With the definition of C, in (4.2), the general atomistic-peridynamic force law for
a homogeneous body is defined by
0fa(r,) 
=CXa
oBr
where the reference distance1 a was replaced by Aa (with A = r/ ). Integration yields
fa(r, ) = fo(() + j dr Car(s), (4.5)
where 1o is an arbitrary reference force which can be set to zero - or chosen to re-
produce boundary effects of atomistic systems, as discussed by Charlotte and Truski-
novsky [18]. With (4.2) and (4.3), the force law reads
'The reference configuration was defined as the state at which the chain is stress-free.
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fa(r,)=d r [S(n- ) +S(n+ (4.6)
n=1raa
-2cosnw S ( ) T2a2dr(nra) .
The force fa is plotted in figure 4-3.
Several characteristic features of the purely atomistic force law shown in figure
3 - 1 can be identified: upon compression, when A < 1, the force becomes large and
repulsive, shown as dark region in the contour plot of figure 4-3. Under extension,
the force reaches a tensile maximum, shown as light regions in the contour plot of
figure 4-3, and then decreases to zero. The decrease of the force is associated with a
negative bond stiffness, shown in figure 4-2 for A = 1.2.
In contrast to the purely atomistic force f = aS/&r, however, fa lets some bonds
attract each other under compression or repel each other under under extension.
These forces can be thought of as compensation for the lack of discreteness in the
peridynamic continuum.
The peridynamic model represents the underlying discrete system exactly if the
stretch A does not vary along the body. It is therefore an approximation of a non-
linear discrete systems for 0 < IA'(x)I < 1/a.
In particular, bulk properties are exactly reproduced. The tangential Young's
Modulus reads
E(A) = j d CA(C) 2, (4.7)
as the slopes of the dispersions curves of the discrete and the peridynamic medium
match exactly. Furthermore, the stress reads with (4.5) and (4.7)
)= j d fa(r, 0)= dr E(r).
The general atomistic-peridynamic force law makes peridynamic theory applicable to
the analysis of micro-mechanic processes, like phase boundary propagation or dislo-
cation motion. The major advantage is that standard analysis tools for homogeneous
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Figure 4-4: Bulk properties of a peridynamic continuum with f = fa, and the discrete
system with a Lennard-Jones 12-6 potential given by (3.21): (a) Young's Modulus
E(A)/E(A = 1). (b) Stress a(A)/E(A = 1).
bodies like Fourier Transforms can be used. Due to the nonlinearities, however, this
has to be combined with other assumptions or techniques, e.g., a perturbation ap-
proach for the small quantity Iu"(x)aI.
Numerical simulations with Finite Elements also profit from the homogeneity of
the peridynamic continuum. There are no interfaces between the macroscopic regions
and the regions where atomistic details are considered.
4.3 Force Law for Heterogeneous Materials
Linear peridynamic theory can be used as a statistical model of heterogeneous media.
A heterogeneous medium could be a metal consisting of grains, or concrete containing
stiff aggregate pieces in a soft matrix, or a composite material. A statistical approach
to elasticity of heterogeneous media that can be recast into peridynamic theory was
presented by Kr6ner [47] and in more detail by Kunin [49]. For recent work in the
context of elastic deformation of composite materials, see Drugan and Willis [24].
The essential ideas shall be summarized:
The body of interest consists of a heterogeneous linear elastic material that is
macroscopically homogeneous and is in equilibrium. Locally, the body satisfies
Div a(x) = 0 o(x) = C(x)e(x) (4.8)
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where C is the fourth order stiffness tensor representing the heterogeneity of the body
through its dependence on x. Rather than resolving a, C, and e in detail, they are
considered as random variables with an assigned distribution functions. The exact
shapes of the distribution functions are not of importance, however, they help isolate
the quantities that are relevant: the average values Z, C and E, and the correlation
functions of the random variable C.
The average or expectation values are the macroscopic quantities of primary in-
terest. Average refers to ensemble average, this being a distribution weighted average
of possible values of the random variable. The ensemble average is not to be confused
with a volume average. Macroscopic homogeneity of the material properties means
that the tensor Z is constant.
The correlation functions of the random variable c represent its randomness and
heterogeneity. They are by Kr6ner [47] referred to as functions in order to emphasize
that their value depends on one or more locations x. Auto-correlation functions only
represent the distribution of a random variable at one location x, whereas the cross-
correlation functions expresses how the distribution of a random variable at point x
may be related to another random variable at point x'. Knowing all correlations of
a random variable provides a complete statistical description, i.e., the exact distri-
bution function. The first and second order correlation functions can be used as an
approximation.
The problem statement in a statistical setting is: Find the average functions &(x)
and E(x) that satisfy the average of (4.8). Following Kr6ner [47, pages 103-107], this
is the case when sufficiently far away from the boundary
div F(x) = 0 &(X) = Z E(x) + j dV' c(x - x') E(x'). (4.9)
The forth-order tensor c is the non-local kernel of the integral equation. c contains
correlation functions of the stiffness tensor C and is therefore the measure of hetero-
geneity or randomness of variation of material properties. The range of c is on the
order of the correlation length l, a length scale that can be derived from the joint dis-
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tribution functions of several values of C at different locations. The correlation length
offers an important physical explanation: if the distance between two points x1 and
X2 is less that 1, their elastic properties are statistically connected. If the separation
between x1 and X2 is sufficiently larger than 1, the effective stiffness values at these
locations are independent. Consider for example the case when 1, represents the size
of a grain: two particles within the same grain share elastic properties, in particular
the spatial orientation of their anisotropic environment. Two particles from different
grains, however, have constitutive properties that are not necessarily related and may
have for example environments with different spatial orientation.
Another insight provides the notion of perfect disorder: perfect disorder is the
state in which stiffness properties are statistically independent everywhere. This is
the case when the correlation length 1, -- 0. From a macroscopic point of view, the
material becomes local.
The most important difference between (4.9) and peridynamic theory is the pres-
ence of a local stiffness term C that survived the averaging process. Local stiffness
cannot be provided in the peridynamic framework. However, as local stiffness is a
modeling abstraction for the action of atomic short range forces, these forces can be
represented in peridynamic theory by letting
&(x) = j dV' (Z da(X' - X1) + c(x - X')) E(W'), (4.10)
where da is a function that approaches a three dimensional Dirac delta function distri-
bution for a -+ 0, see appendix B. The result is a continuum with two internal lengths:
the correlation length of macroscopic heterogeneities l, and the atomic length a, with
a < 1c.
Using the results of section 3.2.3, a heterogeneous material with constitutive rela-
tion (4.10) can be represented by a peridynamic continuum, with these two internal
lengths (provided that v = 1/4). In this context, the peridynamic model can be seen
as theory of ensemble averages.
Applications of the non-local approach (4.9) are not limited to elastic deformation.
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Material models with strain softening require constitutive relations with an internal
length. Certain heterogeneous materials, like concrete, undergo distributed cracking
with a macroscopically large fracture process zone. The size of this zone is measured
by the internal length.
Early extensions of non-local integral-type theories to inelastic deformation re-
sulted in the definition of an "imbricate continuum" with "broad-range stresses",
see Bazant [10], where all quantities, the stress and the internal damage variables
are non-local integral-type averages. The non-local continuum was later refined to a
model, where, for computational efficiency, only those quantities that are responsible
for failure are non-local, see Pijaudier-Cabot and Bazant [56]. This philosophy is
fundamentally different from the peridynamic approach where all quantities are non-
local to avoid special treatment of defects. Jirisek and Marfia [44] also proposed a
model that, like in peridynamic theory, models the evolution of damage as driven by
the displacement field. However, the elastic response of the material is still local. For
a recent survey of non-local integral-type theories applied to plasticity and damage
of heterogeneous materials, see Bazant and Jirasek [12].
4.4 Force Law with Resolution Length
Only certain features of a microstructure are important for the macroscopic behavior
of a body. Therefore, as expressed by Ruiz et al. [60], the microstructure may be
"buried" in a (macroscopic) constitutive relation. This is typically done by eliminating
internal lengths from constitutive relations, like in local theories.
However, not having an internal length may make a model unphysical on the
macroscale. This is the case when crack propagation is modeled in local theories
without an additional constitutive law for the crack tip, that adds an internal length.
Peridynamic theory was designed to avoid special treatment of microstructural
details like crack tips. This is possible, because the force law contains an internal
length. The internal length can be chosen to be small in order to model microme-
chanical details more accurately than classical local theory does. For the purpose of
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numerical simulations, however, where the fine spatial resolutions of microscopic de-
tails is expensive, it is advantageous to provide a constitutive model with an internal
length 1 that is not microscopically small, but rather on the order of the distance of
discretization points (see section 5.3.2), i.e.,
a < 1 < L a ~ 10-'Om L ~v 1m,
where L represents the macroscopic dimensions of the body of interest. The key
idea of a peridynamic force law with resolution length is to equip a continuum with
an internal length l, that can be made much larger than the characteristic length
of the microstructure (e.g., the atomic length a) such that numerical simulations
are less expensive. At the same time, certain macroscopic properties have to be
correctly reproduced. This always includes Young's Modulus and poses a restriction
on C = Of/Dr in the reference configuration 2 . In the context of fracture, the energy
that is necessary to form a new surface has to be correctly reproduced, see chapter 6.
Having an internal length larger than the internal length of the microstructure
eliminates the ability to simulate its details. However, important advantages are pre-
served: first, the continuum has a well-defined surface energy that is embedded in the
constitutive relation (which is not the case for local theories). Second, the resolution
length is still small compared to a characteristic macroscopic length, therefore, this
approach reproduces bulk behavior correctly. Third and most importantly, the theory
is still applicable on and off defects.
The force law with resolution length has multi-scale properties: If the resolution
length is 1, = a, the microstructure is represented in the sense of sections 4.1 and 4.2.
If 1, > a, the simulation results have to be looked at with a coarse view. It is true for
both cases, 1, > a and 1, = a, that phenomena with a characteristic length smaller
than 1, have no physical meaning.
Considering (4.13), it is clear that a large resolution length 1 will make the width
of the Brillouin zone small and, thus, decrease phase speeds of waves with wave
2 Depending the dimensions and the deformation of the body, either (2.71), (2.93), (2.95), (2.97)
or (2.99) have to be satisfied.
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lengths smaller than 21 significantly. Small Brillouin zones are typical in numerical
simulations of macroscopic mechanical bodies.
Furthermore, the stiffness of modes with wave number outside the Brillouin zone
is decreased and, therefore, the resistance against the formation of (elastic) disconti-
nuities becomes smaller.
The force law with resolution length and the force law for heterogeneous materials
that results from (4.10) may both have interaction lengths of macroscopic order, i.e.,
several orders of magnitude larger than atomistic lengths. The latter, however, has
an additional small internal length, associated with the distance of atoms.
4.5 Definition of the Elastic Internal Length
The structure of (3.1) expresses how a given pair-wise force law scales with the internal
length. Upon doubling 1 and keeping E, A and fixed, the force changes by a factor
of 1/ 2n+1, where n is the dimension of Q. It does not, however, provide information
about how two different force laws A and f2 compare for the same internal length.
In this section, the length scale is fixed, and then interpreted in section 4.6.
The internal length shall represent the interaction range of forces. The spatial
distribution of interaction forces may be characterized for small deformations by the
stiffness distribution and its associated stiffness moments,
M = dC C (C) (4.11)fo .j-
The internal length 1 associated with elastic deformation is then defined for one-
dimensional bodies as
1 = 2 . (4.12)
For two- and three-dimensional body, equation (4.12) is applied to moments of the
one-dimensional stiffness distribution that is derived from the higher dimensional
stiffness distribution for one-dimensional plane-strain deformation. For the conversion
formulae of stiffness moments see the sections on plane deformation 2.8.6 and one-
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id 1 = /4M2/O
id anti-plane shear 1 = 12M 2 /Mo
2d plane-strain I = /9M3/M 1
2d anti-plane shear 1 = V18M3/M1
3d = / M4/M2
Table 4.1: Definitions of elastic internal lengths
dimensional plane deformations 2.8.7. The definitions of the respective lengths are
listed in table 4.1. A list of stiffness distributions with explicit dependence on I is
given in the appendix C.
4.6 Interpretations of Internal Lengths
Elastic Internal Lengths.
1. The elastic internal length 1 is the radius of inertia of the stiffness distribution C.
2. 1 can be interpreted as particle distance a in a discrete system with similar
behavior. To see this, consider a linear atomistic-peridynamic force law with
associated stiffness distribution (4.2). The stiffness moments read
00 1 d 2 4 p2Mo = M(oo) = M.(7r/a) = 2(1 - cos n7r)a dr2 (na) ~ a dr2 (a)
and
d2 ;b dpq2M2 =E = Zn2a d2(na)~ ()
n=1
thus, the internal length is in good approximation 1 ~~ a.
3. Another meaning for 1 can be found by making use of w'(0) = /Ipo, expres-
sion (4.1) and wo ~ w,,.:
1 ~max .(4.13)
W'(0)
Therefore, if two force laws have the same internal length 1, they have ap-
proximately the same limit on frequencies of waves which can propagate. The
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quantity wr/l may therefore be seen as the width of a peridynamic Brillouin zone.
4. 1 may be the correlation length l of a statistical heterogeneous material, see
section 4.3.
5. 1 can be interpreted as a resolution length ir as explained in detail in section 4.4.
6. In addition, the internal length l is a measure of the material's compliance to
form discontinuities as shown in section 5.2.
Inelastic Internal Lengths.
1. A peridynamic force law with link failure, as defined in section 6.2, has a
strength limit that depends on the choice of the internal length and the surface
energy. 1/2 is approximately the length of the flaw in an infinite body (in local
theory) that has the same strength limit as a peridynamic body with the force
law defined in section 6.2.
2. Finally, if 1 is the characteristic length in a failure process, then, noting that
failure occurs in peridynamic theory as failure of bonds, the internal length l
is a measure of the size of the fracture process zone, described in Fineberg and
Marder [30].
4.7 Interpretation of Displacement Discontinuities
A peridynamic continuum does not provide local stiffness. This leads to the formation
of discontinuities in the presence of discontinuous force fields as shown in section 3.3.7.
Displacements discontinuities may also appear at interfaces of regions with prescribed
displacements Q. as explained in section 2.5.3 or computed in section 5.2.3. Certain
displacement discontinuities have to be interpreted in a non-conventional way for two
reasons:
First, unlike in classical continuum theory, a displacement discontinuity does not
signify a loss of material cohesion. Due to the long-range character of non-local
interaction forces, a body may keep its strength even in the presence of a gap.
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Second, displacement fields carry information that may not be physically mean-
ingful, e.g., a displacement discontinuity. The physically meaningful information of
a displacement function is completely contained in the Brillouin zone of its Fourier
Transform. The magnitude of a discontinuity, however, is included in its Fourier
Transform at infinity.
4.8 Application of Boundary Conditions
Displacement discontinuities may affect the deformation of the entire body. This is
the case, for example, if boundary regions are deformed such that the formation of
a displacement discontinuity relaxes the rest of the body3 . If the the internal length
is a physical quantity like the atomistic length a, this effect is part of the physically
justified response of the system. However, if 1 is a resolution length without a physical
meaning, discontinuities at interfaces have to be avoided. As resolution lengths are
typically large, the compliance to form discontinuities is high. This makes it even
more important that boundary conditions are applied appropriately: the region Q,
(where displacements are prescribed) has to have a width of at least 1. And ideally,
the deformation gradient on Qu is close to the expected deformation gradient on the
other side of the interface.
4.9 Interpretation of a Peridynamic Continuum
The nature of a peridynamic continuum is best understood by the action of its forces:
with an internal length on the atomistic scale, the force law may be chosen such
that the peridynamic continuum reproduces the behavior of an atomistic system, as
described in section 4.1 and 4.2. The continuum can then be thought of as a result
of smearing, i.e., homogeneously distributing, atoms over the reference configuration.
An atom is represented by an infinity of peridynamic continuum particles. Continuum
3Imagine a bar that is pulled apart on both ends. If the region where displacements are prescribed
is smaller than the internal length, large displacement discontinuities form at the interfaces as shown
in section 5.2.4 and the middle region relaxes.
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particles, in the sense of Truesdell and Noll [69], are by definition, infinitesimally small
in terms of mass and volume, and, thus, smaller than an atom or any other finite part
of the body. The force between two atoms is represented by a volume integral of
peridynamic forces.
With an internal length on the macroscopic scale, a peridynamic force acts between
distant clusters of material. Then, the peridynamic force may have two different
meanings:
First, the clusters may be part of a heterogeneous compound, e.g., aggregate piece
in concrete, or a grain in metal. In the homogenized continuum, long-range forces
let the clusters interact, as described in section 4.3. The peridynamic theory then
becomes a theory of ensemble averages, and its forces can be understood as generalized
forces associated with the stochastic correlation length of material properties.
Second, for homogeneous materials, the length scale is made large for approxima-
tion purposes. In this case, peridynamic forces represent diffusely distributed material
interaction. The length is is not a physical parameter, but rather a resolution length
of the model. If the resolution length is large, only bulk properties are correctly re-
produced. If it is reduced to the internal length of the underlying microstructure, it
captures microstructural details.
In summary, the peridynamic continuum is a pure modeling concept. Peridynamic
forces have no direct analogue in classical physics and can only be defined by their
effective behavior.
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Chapter 5
Solution Techniques
5.1 Introduction
In peridynamic theory, exact analytical solutions or solution methods are only known
for certain classes of problems:
1. Problems for one-dimensional infinitely large bodies with an arbitrary linear
elastic force law. For static solutions see Silling et al. [64], for dynamic solutions
see Weckner and Abeyaratne [72]. Solutions are obtained by Fourier Transforms.
Extensions to two- and three-dimensional bodies are possible.
2. Problems for one-dimensional infinitely large bodies with a particular non-linear
force law. Static and steady-state solutions are obtained by making kinematic
assumptions and turning the non-linear problem into a linear problem.
3. Problems for one-dimensional finite bodies and a linear-elastic force law with
special stiffness distributions, e.g., the Lalesco-Piccard-type kernel, as given in
Tricomi [67, page 162].
4. Kunin [48, page 66] suggests an analytical method that is applicable to one-
dimensional semi-infinite bodies (with one boundary) with arbitrary linear elas-
tic force law. The method is based on the Wiener-Hopf Technique that can be
used to solve linear integral equations with a difference kernel on a semi-infinite
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domain. The method is not convenient and may be too difficult to use in two
or three dimensions.
The solutions to most problems may only be approximated. Non-numerical ap-
proximation techniques for integral equations are scarce and cumbersome. Some are
described in Tricomi [67], e.g., the classical Neumann iteration. However, the result-
ing series converges either very slowly, or it does not converge at all for the problems
of interest.
A perturbation-type method for peridynamic problems is presented in section 5.2.
It is applied to a finite body with an arbitrary linear elastic force law. Extensions
to non-linear problems are possible. Numerical approximation is possible by the
collocation or the Ritz method. Both are presented in section 5.3.
5.2 Perturbation-type Analysis
5.2.1 Problem
In this section, the deformation of a one-dimensional linear elastic peridynamic body is
analyzed. Special focus lies on displacement discontinuities which emerge at interfaces
between regions with prescribed displacements Sl and the rest of the body il. A
method is presented that describes the discontinuities correctly. It does not resolve,
however, fine boundary layer deformations, that usually decay exponentially fast.
Consider a one-dimensional non-local bar occupying the region Q = [-L, L]. A
body force b(x) = b.(x) is applied to the bar onflb = [-L, 0], the displacement is
prescribed as u(x) = u.(x) on Qu = (0, L] (see also figure 5-1). The material is
assumed to be linear elastic, thus the pair-wise interaction force reads
f(r, ) = C(6)(r - 6). (5.1)
where C = Df/8r is the one-dimensional stiffness distribution with an internal
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length 1. From (2.73) and (3.1) follows that C( ) satisfies
C() = c()
~13 C(W) = C(-0 j00C(g 2dg = E. (5.2)
Further assume that C( ) -- 0 sufficiently fast as || --+ 00.
Assume that the external body force b. is at least N-times differentiable on fo
and that u. is sufficiently differentiable at x = 0+. With the known functions u. and
b. the problem statement reads: Find u(x) onfDb = [-L, 0] such that
-L < x < 0:
0 < x < L :
fL dx' C(x' - x)[u(x') - u(x)] + b.(x) = 0).L
U (X) = U. (X)
(5.3)
Length Scales. Non-dimensional quantities are introduced,
A = l/L ii(x) = u(x)/L LIb = b. (x),
representing the magnitude of quantities measured on the macroscopic length scale.
For the following analysis, they will be used exclusively and the bars are dropped for
conciseness. The problem statement reads in non-dimensional form
-1 <x <0:
0 < X < 1 :
j dx' C(ff=)[u(x') - u(x)] + \2b.(x) = 0
u(x) = u.(x)
The integral sums up forces exerted on particles x by particles x' from the region of
prescribed external force load (-1 < x < 0) and the region of prescribed displace-
ments (0 < x < 1). Splitting the interaction integral and putting all the known
functions on the right hand side yields
=C( () U(X) - C( X (5.
= A2 b.(x) + 1C(X X)U.(Xx' (5.5)
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(5.4)
which has to hold for -1 < x < 0. The structure of the integral equation motivates
the definition of two boundary length scales, for the right and the left boundary:
1+ x x
y= z =A.
In addition, the corresponding displacement fields v and u are defined as
V(y) = V( 1+ X) =U X) W(Z) = W() = U(X)
The equilibrium condition expressed with respect to y reads
[j* C(y' - y)dy' v(y) - j C(y' - y)v(y')dy'
= A2b.(-1+ Ay) + C(y' - y)u.(-1 + Ay')dy' (5.6)
and for z
C(z' - z)dz' w(z) - C(z' - z)w(z')dz'
= A2 b.(Az) + j C(z' - z)u.(Az')dz'. (5.7)
All three equilibrium conditions (5.5), (5.6) and (5.7) are equivalent for A > 0. How-
ever, they will be different in the limit when A -+ 0.
5.2.2 Approximation Method
Approximation techniques should make use of the fact that A is small. The obvious
approach, Taylor-expanding the kernel in (5.5) with respect to A and then setting
u = u0 + Au 1 + A2 U2 + ... is not sufficient. The stiffness distributions are often not
analytic for A = 0 and therefore not Taylor-expandable. And even if they are, this
approach only gives another set of Fredholm-type integral equations, one for each
function uk, and does not simplify the problem. Therefore, additional simplifications
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have to be made.
From an Integral Equation to an ODE of infinite order. Using the expansion
(x' - )
u(x') = u(x) + u'(x)(x' - x) + u"(x) + ... (5.8)
2!
and the definitions of the stiffness functions Ck and Ck
la Ck
N~ -dNk(s) = 0Q0k
Cl(x,XA) = Nk( )-N( ) (5.9)
Cl(x, A) = Nk( )N -X ) (5.10)
the equilibrium condition can be expressed on the respective length scale as
CO (x, A)u(x) - AkCl(x, A)u(k)(X)
k=1
= A2b.(x) + C(X X)U.(X) (5.11)
00
Co(-1 + Ay, A)v(y) - C (-1 + Ay, A)V(k)(y)
k=1
-A
2b*(-1 + Ay) + j C(y' - y)u*(-1 + Ay')dy' (5.12)
00
Cou(Az, A) w(z) - 1: Ckb(Az, A)w(k) (Z)
kc=1
= A2 b.(Az) + j C(z' - z)u.(Az')dz'. (5.13)
If the expansion is valid (requiring u to be sufficiently smooth), and integration and
summation can be exchanged, then each of these equations are equivalent to the
integral-type equilibrium condition.
Interior and Boundary Regions. Depending on the location, either A, y or z are
small and dominate the character of the solution. In the interior, A is the dominating
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small quantity; close to boundaries, however, y and z approach zero and for any
A > 0, there will be region for which |y| < A or Izi < A and A does not dominate.
The left boundary region is defined as {xI - 1 < x < -1 + A}, the interior region as
{xI - 1+ A < x < -A} and the right boundary region as {xI - A < x < 0}.
Comment on Wiener-Hopf Technique for Boundary Regions. A zero-th or-
der solution is obtained by letting A -+ 0. Equations (5.6) and (5.7) turn into integral
equations with difference kernels, defined on semi-infinite domains. They can be
solved by applying the Wiener-Hopf technique1 . Higher order solutions are obtained
by appropriate iteration. This technique resolves the fine structure of boundary layers,
however, a different and simpler approach is used here. It ignores details of boundary
layers, but approximates nevertheless the interface discontinuities and deformation
energies sufficiently well.
Reducing the Order of Equilibrium Condition in Differential Form. With
decreasing A, the stiffness distribution localizes. Thus, as a good approximation,
higher order terms in the expansion (5.8) of u(x') can be neglected. For further
analysis, whenever the equilibrium condition is used in differential form, only terms
up to order N are considered:
Co(x, A)u(x) - NACk(x, A)u(k)(x) = A2b.(x) + j C( A X)U(X') (5.14)
k=1
The equations (5.12) and (5.13) are truncated in the same manner. N is the order of
integral approximation.
Note that N > 2 is necessary for the reduced ODE to satisfy the boundary and
interface conditions that will occur.
IThe Wiener-Hopf technique was applied to the resolution of similar boundary layers in the
context of fluid mechanics by Choi et al. [20].
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Approximation of Stiffness Functions. The expressions (5.9) and (5.10) are
rewritten in terms of y and z,
Ck(-1 + Ay, A)
Ck(-1 + Ay, A)
= Nk( - y) - N(-y)
A A
Ck(Az, A) = N(-z) -
1
Ck{ Az, A) = Nk(- - z)
Nk(- 
-z)
-Nk(-z).
The functions Nk can be approximated for small and large arguments. Assume that
lim C(A)(4)C= 0(-+ lim C(A)(()(2M+1 = 0C-+oo VA = 0, 1, 2,.., M
The latter can be easily satisfied by requiring that C is strictly zero beyond some
critical value of C. This critical value is a horizon. These restrictions can be relaxed,
however, then the algebra becomes more complicated.
The approximations of Nk are defined as Taylor-expansions for small and for
large s:
I|s < 1:
Isi > 1 :
Nk(s) = Nimal(S) + o(sM+1)
M B 8 B+1NMmall M B 8 C(B-k) 0
Nkh B () = k (B + 1)!
Nk(s) ~k N"(s)
N~~ k -- NaN'|s|)k
(5.15)
with
Nk = Nk(oo) = jC(4j dC.
To ki
The ~,,-sign in (5.15) accounts for the fact that Nk(1) is not analytic in E at E = 0. If
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and
this is the case, Nk(C) cannot be approximated arbitrarily well for large C by increasing
the expansion order M.
The different length scales were introduced to distinguish between the quantities
that are small and dominate. On the left boundary region
-1 < x<-1 +A 0 < y<
the approximations for the stiffness functions read
Ckb(-l +Ay A) b 1i N smal(C + ) ,,(y) = N'(A - y) - " _)
Ck(-1+ Ay, A) ~ C(,(y) = Ng (- y) - N -
in particular
3 5
Cl,,(y) = +N0 + yC(0) + C"() + -C (0) +%- 6120
Cj,,(y) = +N - yC(0) _ C"(O)+...
2 8
C,,(y) = +N C6 20
Cy(y) = 0 Vk
on the interior region
-1 +A < x < -A
Ck(x, A) ~ C2,(x) = Nb()- Nb(x
Cku(XI A) ~Cu, (x) = NZ 9( ) - Ng -
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in particular
cbC,x()
Ck,x(X) = 0
and on the right boundary region
-A<x<0 => -1<z<0
Cb(Az, A)
Cku(Az, A)
C- , = N9(z) - - z)
~ CEu(z) =bNg( - z) - Nmall(-z).
in particular
Z3
= +- zC(0) - -C"(0) -6
-N N+ Z2C(0)2
z3
= +N 2 - C(0)6
z5
z C4) (0) +120
3
= +N0 + zC(0) + -C"(0) + C(4)(0) +6 120
2= +N1 - C(0) -
z3
+N2 + C6
Left Hand Side of (5.14). Let on the free region of the body -1 < x < 0,
u(x) = uo(x) + Aui(x) + A2 u2 (X) + ...,
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2Nk k = 0, 2,4, ...
0 k = 1, 3, 5, ...
Vk
Co,(z)
C2, (z)
C2 (z)
COz(z)
C, z(z)
C2, (z)
z4
+ -C"(0) +
8
z5
- 5C"(0) +
z 4
z 5
2C"(0) +
(5.16)
then the left hand side of the reduced ODE (5.14) can be rewritten as
COu 0 + A [COu1 - C0t']
+ A2 [COuU2 - C'1U - Cu']
+ A3 [COus - C 'U - C2u' - Ciu']
Right Hand Side of (5.14). The integral in the right hand side of the equilibrium
condition (5.14) can be expanded in A or x using the previously defined stiffness
functions Ck(x, A). First, the prescribed displacements u, are approximated as
x2
u*(x) = u* (0) + xu .(0) + -u"(O) +2 *
jC( X)u*(x') -
M M B-A
~ A2b,(x) + Z A^Cl(x, A) (B - A)!U* (0)
A=O B=A
= CK(XA) [U, (0) + XU' (0) +...]
+A Cr(x, A) [u'(O) + xu'(0) + ...]
+A 2 b,(x) + A2 C2u(x, A) [u'(0) + xu'(0) +...]
Construction of Approximate Solution. An approximate solution of the form
(5.16) is obtained by requiring that coefficients of A vanish in the equilibrium condi-
tion. A hierarchy of ODEs is obtained:
COU(XI A) U0(X)
CO(x, A)u 1(x) - C'(x, A)U'(x)
CO(x, A)u2(x) - Cf(x, A)U'(x) - Cb(x, A)uo(x)
= C (x, A) [u,(0) + Xu'(0) + ...]
= CU (X, A) [U'(0) + XU','(0) + ..
= b +(x)+ (, A) [u''(O) + ..
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then
(5.17)
The stiffness functions are approximated by setting A to zero. This is equivalent to
neglecting terms that are of order e- 1/A. Letting A -+ 0 has to be done separately
for the left boundary, the interior region and the right boundary. The resulting
expressions on the boundaries are boundary conditions in the classical sense for the
the functions uk. On the left boundary at x = -1:
0 =0
u'0(-1) = 0
N 1u'(-1) - N2 U'(-1) = 0
On the interior region -1 < x < 0:
0 = 0
0 =0
-2N 2u''(x) = b.(x)
-2N 2u'(x) = 0
-2N 2u'(x) - N 4 u'(x) = 0
On the right boundary x = 0:
uo(0)
Noui(0) + Niu'(0)
Nou2(0) + Niu'(0) - N 2u'(0)
= u*(0)
= Niu' (0)
= b(0) + N 2u'(0)
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Each function Uk of the perturbation solution is the solution to a well-posed boundary-
value problem. For uO
2N 2u'(x) + b,(x) = 0
U' (-1) = 0 , (5.18)
uo(0) = u,(0)
for ui
u'(x) = 0
1(-1) = u''(-1) , (5.19)
u1(0) = L(u',(0) - U'(0))
and for u2
2N 2u'(x) + 2N 4 u'"(x) = 0
u'(-1) = N2 u(-1)-Naug"(-1) . (5.20)VN1 =_ N2
U2(0) = -1(u',(0) + u(0)) - -iu (0) + b()
The zero-th order solution satisfies the equilibrium condition of local theory with
zero-stress conditions on the left boundary, u'(-1) = 0, and the requirement for the
displacement field to be continuous on the right boundary, u(0) = u,(O).
5.2.3 Example I: Discontinuity at Interface
If b,(x) = 0, the approximate solution reads
uo(x) = u,(0) ui(x) = NU,(0) U2(X) = -2U'(O). (5.21)
No *No*
Even if external forces are absent, a displacement discontinuity may form at the
interface of Qu and Db. The displacement discontinuity is due to long range forces
and the prescribed deformation u, on Qu. A first order estimate of its magnitude is
given by
[[u]](0) = A ',u(0) + o(A2 )_
For vanishing internal length 1, when A = 0, the displacement discontinuity [[u]](0)
goes to zero. For a fixed value of A, NO/N1 is a measure of the resistance against
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u, local u, C=hat u, C-gauunian
0.2 0.2 0.2-
0.1 0. 0.
0.05 1- 
-------
.. 0.5 X -1 -00.5 1 X -1 -0.5 0.5 1
(a) (b) (c)
Figure 5-1: Solutions to problem (5.4) for b.(x) = 0 and u.(x) = x. Exact solutions
(lines with dots) and first order approximations (thin dashed lines, or not visible
because covered by exact solution): (a) Local solution with A = 0. (b) and (c) Peri-
dynamic solution with A = 0.1. Stiffness distributions C (thin solid lines, not to scale)
are defined in table 5.1.
C(C) No N [[Ullapprox. [[Ullsimuiation
(b) 4e-21CI 2 1 0.05 0.05
(c) e--C 2 2 1.128 0.056 0.05
Table 5.1: Stiffness distributions and magnitudes of displacement discontinuities at
x = 0 for A = 0.1 when b(x) = 0 and u.(x) = x.
forming a displacement discontinuity.
Figure 5-1 shows three exact solutions2 of the problem (5.4): for a local material
(i.e., a solution in the limit, when A -+ 0), and two different peridynamic materials for
A = 0.1. The displacements on Qu are prescribed as u.(x) = x. The approximated
and the exact magnitude of the displacement discontinuities at x = 0 agree well
according to table 5.1. The strain of the approximate solution (5.21) is constant
along Ob - even upon increasing the order of approximation. Fine boundary layers
like in figure 5-1(c) cannot be captured with this method, due to the fact that order
e- 1/A terms where set to zero, as in (5.15).
Interface Energy. The energy analysis of a propagating crack in chapter 6 requires
an expression for the interface energy. The interface energy is the integral of energies
of all links crossing the point x = 0,
WUb = dx' dx 2 C(X A X) [u(x') - u.(x)]2 . (5.22)
2i.e., numerical solutions with sufficiently fine spatial resolution
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For the solution given by (5.21) and u(x) = uo(x) +Aul(x) +A 2 U2 (x) +..., the interface
energy reads
Wsb = A(u'(O)) 2 2N 3 - 2N 2  + N1 ( ) + o(A 2 ). (5.23)Wub =No No}
For the derivation see appendix A.14.
5.2.4 Example II: Two Interfaces
Consider a one-dimensional bar both ends of which are displaced. No additional
external forces act on the body. If the deformation is (anti)symmetric, the results
of the previous section can be applied under slightly modified conditions. Let the
the body be Q = [-3, 1] with regions of prescribed displacements Qu,, = [-3, -2)
and Qu,,r = (0, 1]. The prescribed displacements are anti-symmetric with respect to
x = -1, i.e., u*(x + 1) = -u*(-x - 1). Therefore the deformation on b = [-2, 0]
is anti-symmetric with u(x + 1) = -u(-x - 1). The problem can be treated like
problem (5.3), replacing the left boundary conditions in the ODEs for modes (5.18),
(5.19), etc., by uk(-1) = 0. With this, the first modes of the solution read
uo(x) = u,(0)(1+ x)
Ui(X) = [U' (0) - U(0)](1+ X)
U2(X) = (N"(0) - ( )2 [u',(0) - u*(0)] (1 + x). (5.24)
The displacement discontinuities at the interfaces of Qu and Gb are
-[[u]](-2) = [[u]](0) = A N[U(0) - '(O)] + o(A2)
The solution for a rigid body deformation of Qu, i.e., u,(x) = -1, x E Quj and
u*(x) = 1, x E Qu,r, is shown in figure 5-2(a). The larger the internal length,
the bigger the displacement discontinuity, the more relaxes the body on the interior
region.
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U U
1.5u 1.5-
A.5, .5
-3 -2 -1 1 -3-2 -1
0/_0 -0.5 
-0.5-
-1 -1
-1.51 -1.5
(a) (b)
Figure 5-2: Approximate solution (5.24) for different boundary conditions. Dashed
Line: zeroth-order solution (= local solution). Solid Line: First order solution
(a) u,(Q.,i) = -1, u*(Rs,r) = 1. (b) u,(x) = 1 + x on RQi and Qu,,. Zeroth-
order and first-order solution are identical. (a)+(b) b,(x) = 0 and A = 0.2. The
stiffness distribution C is given in table 5.1(b).
If on the other hand u,(0) = u'(O) = 1, i.e., the strain on Q, equals the elongation
of the body, the first order corrections terms disappear. In the case when u,(x) = 1+x,
the local and the peridynamic solution are identical, see figure 5-2(b).
Interface and Bulk Energy. The interface energy as defined in (5.22) reads for
the solution (5.24)
Na N1N2Wb = (U,(0) - U,(0))2 + 2 N0 (u*(0)2 - [u'(0)]2)
0 N
+N 3(u*(0)2 + u,(0)u,(0) + [u',(0)]2) + o(A 2). (5.25)
The bulk energy is the integral of energies of all links within Ob,
Wbb= j dx' dx 1 C(X X)[U(X)-U*(X)2
and reads for the displacement field (5.24)
= 2N2u(0) + A [4 N N (u'(0) - u,(0)) u,(0) - 3N 3ul(0)]. (5.26)
For the derivation see appendix A.14.
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5.2.5 Summary
The method describes interface discontinuities and provides a good estimate of their
magnitude. It relates the moments Ni of the stiffness distribution to higher order
corrections of the solution. The results of the method will be applied in section 6.4.3.
The method cannot resolve the fine deformation structure of a boundary layer.
While a displacement discontinuity is of order3 A, boundary layer effects disappear ex-
ponentially fast when A -+ 0; therefore a different kind of analysis would be necessary,
like the Wiener-Hopf method.
No error bounds are derived. However, the method is justified by comparing
solutions with results from numerical simulations.
5.3 Numerical Methods
5.3.1 Cutoff in the Reference Configuration
A large range of interaction forces makes numerical simulations expensive. As inter-
action forces typically decay with the distance of particles, it is justified to limit the
range of interaction of a particle to its immediate neighborhood. If this is done in
the reference configuration, the deformation has to remain small. The range limit is
called cutoff radius h, and is defined by the equation
L(hc) dV n+1C(t) = 0.99 x j dV n+iC(t) (5.27)
where B(he) is a ball with radius he, and C(6) is the stiffness distribution in the
reference configuration. The number of dimensions of the body is denoted by n.
The cut-off radius is defined such that Young's Modulus in the reference config-
uration is not changed by more than 1%. Values of h, are tabulated with stiffness
distributions in the appendix C.
3provided that u.(0) # 0
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5.3.2 Collocation Method
For an approximate solution fi(x, t), the collocation method requires the equation of
motion in (2.52) (or the equilibrium condition in (2.54) for static problems) to be
satisfied only on discrete points xi (see Bathe [9]). The discrete points xi are called
collocation points. Let ui(t) = & (xi, t), poi = po(xi), bi"t(t) = f. dV' f(x', xi, t), and
bi(t) = b(xi, t), then the equation of motion for the approximate solution reads
poi i(t) = bint(t) + bi(t). (5.28)
The integral of the interaction force b" can be approximated by a discrete sum. Each
collocation point represents a discrete volume element, and the forces between them
sum up to
b " ~ AV f(xj, xi, t) = AV f[ri , xj, xilteij = bzt[uklt. (5.29)
.j, j~hi ,5
The interaction force b't[Uk]t depends only on the displacement histories of collo-
cation points. As, in addition, the equation of motion describes only the motion of
collocation points xi, the formulation does not include values of fi(x, t) for x {xi}.
The complete problem statement for the discrete approximation ui of (2.52) reads,
with the given fields of initial displacements uo(x) on 1b, initial velocities ito(x) on
£Zb, external forces b.(x, t) on fo and boundary displacements u.(x, t) on Qu:
i E £2b : po ii(t) = bnt [Uk]t + bi(t)
xi E 2b : Ui(o) = UO(xj), ii(O) = AO(xi) (5.30)
xi E Qu : ui(t) = u.(xi, t)
Distribution of Collocation Points. For small deformations, the sum in (5.29)
can be limited to collocation points that lie within the range of the cutoff radius.
For the approximation (5.29) to be good, collocation points have to be densely
distributed, such that the pair-wise force does not vary significantly along a discrete
volume element. The denser the collocation points, the smaller the represented vol-
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ume elements, and the better the approximation.
This means for elastic force laws of type (3.1) that the distance of collocation points
h has to be significantly smaller than the cutoff radius of the stiffness distribution as
defined in (5.27). For most stiffness distributions it is sufficient 4 that
h a he/3. (5.31)
The cutoff radius is usually 1 < h, < 41 (see appendix C). Therefore, the distance of
collocation points should not be larger than the internal length.
Interpolation of Strains. Methods that are used for strain interpolations in atom-
istic systems may be used to compute strains for irregular distributions of collocation
points. The method by Horstemeyer and Baskes [42] is recommended.
Applicability. The collocation method is not well suited for simulations of bodies
with an internal length on the atomistic scale. As h would have to be on the order
of the distance of atoms, the collocation would make simulations as computationally
expensive as molecular dynamics.
For bodies with large internal lengths, however, the method provides several ad-
vantages. In particular, if a force law with resolution length is adopted, the internal
length I may be large allowing for coarse computational grids. The advantages are:
" The implementation is simple.
" No meshing is required.
" Interpolation between collocation points is not necessary (however possible).
" The non-local forces acting on one collocation point are summed up by a single
integral (as opposed to a double integral in FEM).
As peridynamic theory is valid on and off strain and displacement discontinuities,
defects like cracks may emerge and propagate without special treatment, in particular
4Sufficient means here that Young's Modulus is integrated with an error of up to 5%.
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without reorganization of discretization points.
5.3.3 Ritz and FE Method
The Ritz method is the basis of the method of Finite Elements. It assumes an
approximate solution of the form
n
A(x, t) = ut(t)bi(x) (5.32)
where qi(x) are trial functions and ui are (vector-valued) factors that are to be
determined by the approximation method. In the context of Finite Elements, the
trial functions are such that the vectors ui are the displacements of the nodes Xi.
Then the trial functions satisfy particular conditions and are called shape functions.
For details see Bathe [9] or Belytschko et al. [13].
The approximate solution fi has to satisfy a relaxed version of the variational
problem statement (2.53): it is less strict, because the set of arbitrary test functions
v(x) is restricted to vector fields with trial functions #i(x) as components.
For the problem statement of the Ritz approximation of (2.53), let the initial
displacements uo(x) be given on Gb, initial velocities ito(x) on Gb, external forces
b.(x, t) on 2b and boundary displacements u,(x, t) on Qu. The global mass matrix
M is defined as
Mi= dV po(x)q5(x)#5(x),
the vectors of external forces as
B (t) = dV qi (x)b,(x, t),
and the vectors of interaction forces as
B = j dV dV' f[, x', x]te,.[#(x') -
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Assuming the definition5 D2, = fn dV q (x)qj(x), the vectors of initial displacements
are given by
Z Di'uo = dV #i(x)uo(x)
and the vectors of initial velocities by
SDijvo = j dV qi(x)vo(x).
Then the ui(t) have to satisfy
Ei Mi3 i(t) = Bst[il]t + Bi(t)
u1 (0) = uoi
i 2(0) = Voi (5.33)
x~( I b:Ox t) = F" 1U, (t) 0,(x)
x E : ( , t) = U.(X, t)
Elements. The body may be clustered into discrete and disjoint regions, defined by
lines that connect nodes. These regions are called elements. Due to (5.32), elements
are restricted in their deformation. Elements can be made large where little spatial
variation of the deformation is expected. Large elements reduce the number of degrees
of freedoms of large regions significantly. This is what makes the method efficient and
faster than molecular dynamics.
If atomistic details are important, elements can be reduced in size down to the
atomistic scale. Using an atomistic-peridynamic force law, the dynamics of an atom-
istic system is then approximated as described in section b4.1.
Applicability. The Ritz or Finite Element Method may be used with the atomistic-
peridynamic force law (i.e., a three-dimensional version of (4.5)). This combination
is a multi-scale model, as there are no restrictions on the element size h. If h is on
the order of a (atom distance), then it approximates the dynamics of atoms. If h is
'Typically, Dij is the identity matrix.
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View of Theory macroscopic model multi-scale model
Force Law force law with resolution length atomistic-peridynamic
Approximation method Collocation Ritz / FEM
Restrictions on 1 1 > h (bad for micro-scale) none
Advantages no mesh required, large elements possible,
force is single a integral exact boundary geometries
Table 5.2: Views of the theory and appropriate approximation methods
macroscopically large, i.e., h > a, an element is practically a local continuum. As
both regimes are formulated in continuum theory, there is no interface between an
atomistic and a continuum region. The Finite Element mesh has to follow critical
regions like crack tips. This may make it necessary to remesh, i.e., to resize and
reorganize elements.
The disadvantage of this approach is due to the element mesh. Creating regular
meshes is expensive and often difficult to do, in particular in three dimensions. The
necessity of remeshing can be circumvented by using a mesh that is fine enough - or a
force law with large resolution length. The multi-scale modeling capabilities are then
reduced to reproducing certain macroscopic quantities, such as the surface energy
(see chapter 6). In this case, however, the collocation method should be preferred for
its simplicity.
5.3.4 Time Integration
For time integration, the explicit central difference method is advantageous. It re-
quires minimum storage space and is fast for small time steps. No iterations are
required as in implicit methods. The method is described in detail in Belytschko et
al. [13] and Bathe [9]. When using the Finite Element Method, the size of the critical
stable time step may be derived from the stiffest element of the body. Using the
element-free collocation method, an algorithm based on Gershgorin's Theorem can
be used.
For static problems, the dynamic approximation method may be used in combina-
tion with a force law with viscosity. The viscosity dissipates kinetic or elastic energy
and the system evolves towards equilibrium.
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Chapter 6
Brittle Fracture
6.1 Basic Concepts
6.1.1 Particle Separation
In peridynamic theory, material failure is modeled with a force law that has a defor-
mation threshold, beyond which a pair of particles does not interact. This critical
deformation will be referred to as point of separation.
If the separation is reversible, the pair may regain its cohesive strength whenever
the distance between the particles is decreased. A peridynamic force law with this
feature would model, for example, decohesion in a perfect atomistic system. Bonds
in a crystal lattice are recovered when atoms are brought back together.
If a pair of particles ceases to interact permanently, the link of the pair has failed.
Link failure is a particular kind of damage' and is irreversible. Force laws with link
failure are preferred for the simulation of macroscopic bodies, as separation processes
on the macroscale are usually not reversible.
The minimum energy necessary to separate a pair is called pair-wise separation
energy and is denoted by w,. It is a work integral
/r,
ws d as(X dr f (6.1)
'Damage could also increase gradually for each link before complete failure.
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taken along the path that yields the smallest possible value to get from to r, (e.g.,
for a viscous material along a path with vanishing velocity). r. denotes the point
of separation. The pair-wise separation energy is a constitutive quantity, that can
be extracted from the force law. If the body is homogeneous and isotropic, then the
separation energy can be written as w, = 6,
6.1.2 Strength
The macroscopic strength of a peridynamic continuum depends on the strength of its
pairs. Strength limits may be defined with the first Piola-Kirchhoff stress (2.61). For
example, the tensile strength is defined as
t9 = max I(&o(F))}11  (6.2)
AM
for
Am 0 0
F= 0 1 0
0 0 1
where the macroscopic stretch Am is the controlled deformation parameter.
6.1.3 Surface Energy
The surface energy of a body is defined (in the context of this theory) as the minimum
amount of work that is necessary to create a new body surface. The surface energy
per unit area in the reference configuration is denoted by 27, (the factor 2 accounts
for the fact that, in a separation process, surfaces are created in pairs).
In peridynamic theory, the surface energy is an integral of separation energies. In
particular, the specific surface energy at a point x associated with the creation of a
surface element dA is defined as the integral of the separation energies of all links
going through dA. This integral can be conveniently evaluated in a body that is
homogeneous and isotropic, i.e., w, = i,(6), at a point that is sufficiently far away
from the boundaries. Assume a body is separated along the plane z = 0 to form an
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upper part % = {(x,y, z)I z > O} o i and a lower part Q2 = {(x, y, z)1 z < 0} n Q.
Then the specific surface energy associated with the point (^, Y, 0), located on the
crack surface, can be written as the integral of all pair-wise separation energies of the
pairs with points on a line (, y, -h) E Q+ where h > 0, and all points (X', y', z') E
The specific surface energy per unit area reads
j dh j d A(h, )z() (6.3)
0 h
where A(h, C) is the surface area of a sphere about the point (X, Y, -h) with radius (
intersected by f+, i.e., A(h, C) = 27r 2(1 - h/C). Evaluating expression (6.3) yields
the three-dimensional specific surface energy
2-y, = 7r jo d (W )
The two-dimensional specific surface energy is derived similarly and reads
2-y, = 2 d W2 S,((). (6.4)
Finally, the one-dimensional specific surface energy is
2, = j dC C,(C).
6.1.4 Cracks
A crack in the context of peridynamic theory is defined as a surface 2 across which
particles practically do not interact. This is the case when the separation energies of
links crossing that surface is close to the surface energy, indicating that the remaining
cohesive energy is negligible.
The crack surface lies in the reference configuration to avoid geometrical ambigui-
ties due to the deformation of the body. The exact location of the crack tip is defined
21n a two-dimensional body, a crack is a line. In a one-dimensional body, a crack is a point. The
dimensions of a body are the dimension of the reference configuration Q.
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in section 6.4.4 where numerical simulation results are presented.
6.2 Example
In this section, a force-law with resolution length is presented that can be used to
model brittle material failure in two dimensions. Plastic material behavior is not
considered. The force law defined in section 2.4.4 is adopted for homogeneous and
isotropic bodies under plane strain conditions3 . The link failure criterion assumes the
special form
K(Ama, ) = Amax - A,
where A, is the critical link stretch. The critical link strain is defined as ec = A, - 1.
The Helmholtz free energy reads
= (r, Amax, ) = !C(()( - , (6.5)
0 Amax > Ac
with the associated force law
A C(C)r - C) Amax <Acf = f(r, Amax,)= ), (6.6)
0 Amax > Ac
and the evolution law
Ama = max . (6.7)
Stress-strain Relation and Strength. Assume a homogeneous one-dimensional
deformation
F Am 
0
(0 1
with macroscopic stretch Am. The vector is expressed with polar coordinates, i.e.,
C=e (cos , sin 2).
3See section 2.8.6.
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As the deformation is homogeneous, the relative distance vector of each link reads
r = F = (A cos , sin #).
The link stretch A,, is
AnfI() == A, cos2 q + sin2
and the unit vector of r reads
1
e, = r/r = (Am cos 0, sin#),
The first Piola-Kirchhoff stress (2.61) reads in two dimensions
00= ~d
ao = JO d6
7r
d# f e,. o
0
where f is given by (6.6). A link fails, if it is deformed beyond A. Assume that Am
can only grow.
with
Then, the integral with respect to k can be taken from 0, to 7r/2,
AnI(0c) = Ac
0
=>~' Xc(A) =
Am<Ac
Am > Ac
(6.8)
and the first Piola-Kirchhoff stress reads
3/2 Ant(0) - 1ffo(Am) = dg 2 d#b
CC((\)) An(O) (Am cos 2q 00 sin 2 0
The off-diagonal terms vanish for symmetry reasons. The integral over the stiffness
distribution can be evaluated separately, using (2.93). The stress components read in
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Figure 6-1: Stress-strain relation for material with force law (6.6) and eC = 0.001.
The strain is e = A - 1. Thick lines: a-o,n/E. Solid lines for loading, dashed lines for
unloading. Thin line: o-, 2 2 /E for loading only.
non-dimensional form
&o,i (Am) 32 Jr/2 Ant(q) 1 A 2
E 57r 0.0m) Ant(4
UO,22(Am) 32 /2 doAnt 1 sin 20.
E 57r LC(m) Ant(q)
They are shown in figure 6-1 for a critical link strain of e, = 0.001. Also shown are the
unloading paths for o-o,u. As no plasticity mechanism is included, the stress-strain
relation shows no permanent deformation after unloading.
The tensile strength in uniaxial extension can be identified as
-t,= &oj 1(Ac) - 1.2Eec. (6.9)
The f-sign accounts for the fact that the stress-strain relation is only in very good
approximation linear.
Surface Energy. The force law is elastic until links fail. Therefore, the separa-
tion energy is independent of the deformation path to the point of separation, and
independent of the deformation velocity. The pair-wise separation energy of (6.6)
integrates to
1
WlS(( -C( (EC22
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yielding with (6.4)
00
or with the fourth order non-dimensional stiffness moment4
27, = 24N4 El eC. (6.10)
Scaling. For the particular choice of a force law like (6.6), the constitutive model
includes only one internal length 1. It relates the tensile strength, the surface energy
and the critical strain by
2'y8E 50
= -N 4 = const. (6.11)
at-l 3
For a typical stiffness distribution5 ,
2y~E t 1. (6.12)
t2-1
Internal Flaws. A similar expression is given in Anderson [7, page 37]
2-yE= 1.57 (6.13)
where af is the critical stress at which a crack in an infinite medium with a length c
advances. This means that the force law (6.6) has approximately the same strength
limit as a material with flaws of size 1.
Applicability. The shape of the force law (6.6) was not derived from microscopic
properties. I is considered a resolution length that can be made large in order to
simulate macroscopic behavior with the numerical collocation method presented in
section 5.3.2. The stiffness distribution C and the critical link strain e, are chosen
such that a material with the force law (6.6) has a given Young's Modulus E and a
4The fourth order non-dimensional stiffness moment is defined as N 4 = fj* d C() 4 /4!, with
= C/1 and (for two dimensional bodies only) C = 14/E C.
5Let, e.g., C(C) = E/L4 C( ) with 0( ) = 7e-3,/2, where 1 has the meaning of the elastic
internal length as explained in section 4.5. Then §Q N 4 = 0.77. Other stiffness distributions for
plane strain are listed in table C.2
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surface energy 27,. Then, it can be used to model crack propagation without knowing
the crack path in advance.
A peridynamic model with the force law (6.6) is not applicable in the following
cases:
1. Cracks shorter than 1. The strength of the simulated body is at most the
strength of a body with pre-cracks of size 1. Therefore, bodies with cracks
shorter than 1 cannot be simulated. The problem can be solved by using a
different force law or by decreasing the size of 1.
2. Mode II cracks. Crack formation in mode II cannot be adequately modeled.
According to the force law (6.6), link failure may only occur under tension. In
mode II, however, a surface is created by shearing, requiring link failure under
compression.
3. Contact. Particles that do not interact in the reference configuration will never
interact. Under large deformations, it may be necessary to model repelling
forces of particles that are brought close together. This can be done either
by using the atomistic-peridynamic force law (4.5) instead, or by including a
repelling force in (6.6) on a phenomenological basis.
4. Friction. The force law (6.6) has no friction mechanism built in. Friction may
play a crucial role in certain applications, like impact problems.
6.3 Griffith Criterion
Fracture under equilibrium conditions can be described by the Griffith energy balance.
Griffith postulated that a crack is at a state of incipient growth if the reduction of
macroscopic potential energy associated with a virtual crack advance is equal to the
microscopic work of separation for the crack surface area created by the virtual crack
(see Freund [34, page 4]). The macroscopic potential energy includes the elastic
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energy and the potential of external work,
II = 'et - Wext.
Consider a body of thickness t under plane strain conditions with a through-thickness
crack of length c. The macroscopic energy release rate is defined as
G(c) = .H
The work of separation consumed per unit crack length is denoted by R, also known
as material resistance to crack extension, see Anderson [7, page 46]. The critical crack
length for incipient growth satisfies the condition
g(c) = R(c), (6.14)
which is known as Griffith criterion. The classical continuum theory has typically no
mechanisms built in that allow decohesion processes or the formation of a surface.
This is why the material resistance to crack extension R is not included and must
be added to the fracture model through equation (6.14). In brittle fracture, R is
typically equal to the surface energy 27, and does not change with c.
In peridynamic theory, the force law itself provides the information on how the
material resists crack nucleation or growth. Links can undergo deformations that
form surfaces. The work of separation to form a crack is then consumed to increase
the stored elastic energy (reversible crack formation), or it is dissipated when links
fail (and is then irreversibly lost). The amount of consumed energy may depend on
many factors like the deformation velocity, the structure of the crack tip, etc.
R is defined in peridynamic theory as the minimum amount of work per unit
length that needs to be expended for the nucleation or growth of a particular crack.
R is then the integral of separation energies w, of all links that are separated. The
energy consumed during the actual process may be higher, however, the Griffith
criterion will serve as a necessary criterion for incipient growth.
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In this sense, the Griffith criterion can be applied to peridynamic theory. For
consistency, the elastic energy is replaced by the Helmholtz free energy, as no elastic
energy is defined for links that have failed. Therefore the total potential energy reads
II =' - Wet.
6.4 Incipient Crack Growth in a Strip
6.4.1 Introduction
In this section, the connection between microscopic link failure and macroscopic struc-
tural failure shall be established analytically and numerically. The chosen structure
is a long strip containing a seed crack in the reference configuration. The numerical
simulations are done for a peridynamic body with the material properties of glass. A
force law of type (6.6) is adopted. The questions of interest are:
1. At what macroscopic deformation does link failure occur?
2. At what deformation does the strip fail?
3. What is a sensible definition of the location of a crack tip?
4. How does boundary deformation affect failure?
5. What is the influence of the internal length 1?
At first, the critical deformation of incipient crack growth is computed within
classical Linear Elastic Fracture Mechanics, where the Griffith criterion is added as
a separate law. Then, two different analysis methods are applied to the peridynamic
body, the perturbation method, presented in section 5.2, and the numerical approx-
imation method with collocation points in section 5.3.2. No seperate law is applied;
instead, the Griffith energy balance is included in the model. The results are used to
verify the consistency of both methods.
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6.4.2 Infinite Strip in Local Theory
Consider a strip of height 2L, and infinite length and thickness. The upper and the
lower boundary are displaced in the y-direction by uO and -uO, respectively, and held
fixed. The deformation occurs only in the x-y-plane under plane strain conditions.
The material is linear elastic until it undergoes fracture. In the elastic regime, it has
the Young's Modulus E and the Poisson's Ration v = 1/4. Fracture is controlled by
the surface energy 27,.
A semi-infinite horizontal crack cuts the body in half for x < 0. The crack tip
is at x = 0, y = 0. Far behind the crack tip, the crack lips are relaxed and contain
no elastic energy. Far ahead of the crack tip, the elastic energy per unit length and
thickness reads
Ael 6 nO 2
"l = = -EL - .(6.15)
e tAx 5 L
(The factor of ! is due to the plane strain conditions.) As the boundaries are held5
fixed, they do not do work. The total energy of the strip is therefore the total elastic
energy and energy used to create a new surface.
The translational symmetry of the problem makes it very convenient to derive
expressions for the change of total energy. The deformation of the crack tip region
does not need to be considered. Instead the energy balance is only concerned with de-
formations far ahead and far behind the crack tip. If the crack grows quasi-statically6
by an amount of Ac, the strip looses elastic energy by the amount of AcT'', i.e.,
g = 'T. At the same time, the body needs to expend energy by the amount of
27,Ac to extend the crack, therefore R = 2-y,.
According to the Griffith criterion, the body is at a state of incipient crack growth
if the strip does not change its energy after a crack advance by Ac, i.e., the stored
elastic energy per unit length ahead of the crack tip equals the surface energy, g = 27,.
Therefore, the critical deformation of incipient crack growth reads
e~ =LAE (6.16)
56 A q L mdEL
6 A quasi-static motion is considered to be a one-parameter family of equilibrium solutions.
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Above eoc, a crack runs in an unstable manner and cause complete structural failure
of the strip.
6.4.3 Perturbation Analysis of Infinite Strip
Some aspects of incipient crack growth in an infinite strip can be studied in peridy-
namic theory without numerical approximation. The perturbation method, presented
in section 5.2 shall be used. The purpose of the analysis is to determine the critical
deformation and how it changes with the internal length 1. The results obtained are
verified by a numerical simulation in section 6.4.4.
The problem presented in section 6.4.2 is extended by adding a region 0, of finite
thickness to the upper and lower boundary. The thickness is chosen to be L in order to
stay consistent with section 5.2. L can be made smaller without practically changing
the result (provided that the internal length and thus the range of the pair-wise force
is small). The displacement of region Q. is given by u.(x, y) = u.(y).
The peridynamic material is linear elastic until it fails. It is assumed that no
failure occurs far ahead of the crack tip. Far behind the crack tip, the two crack lips
have entirely separated, there remain no links across the crack line. Furthermore,
only those links fail that cross the line y = 0. The surface energy 2-Y, is included
in the link failure criterion. The stiffness distribution and the link failure criterion
need not be further specified for the subsequent analysis. The relevant information
is provided by Young's Modulus and by the assumption that no failure has occurred
to the right, whereas complete failure to form a crack has occurred to left.
Unlike in section 5.2, quantities are dimensional.
Energy Balance. The key argument of the preceding analysis for a local material
is applied again: the region around the crack tip is considered as a black box. The
energy balance only takes energies into account that enter and leave the region.
Ahead of the crack tip, the total energy is the sum of the bulk energy Wba' and
the energy of the two interfaces 2W41. The bulk energy of the deformed region Qu is
not considered as it does not change along the strip. Behind the crack tip, the crack
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lips are relaxed and have no bulk energy. Due to the deformation of Q,, however,
the two interfaces have the energy 2Wib. The surface energy is part of the dissipated
energy. The change of dissipated energy is Ws,, = 27, because the force law was
chosen accordingly and the location where failure occurs is assumed to be limited to
the crack.
The non-dimensional expressions for WbI'', WI, Wb can be found in (5.25), (5.26)
and (5.23), respectively. The approximation of the energy release rate reads
S= WbI + WI - Wu= 2N2 2+ Aa (!L- 2uo) + o(A 2 ), (6.17)
with the constant a that is entirely determined by moments of the stiffness distribu-
tion
a-= 1 N - 2NN 1 N2 - NN 3  (6.18)
222 N0s
and the boundary deformations uO = u,(L) and u' = u',(L). Note that the stiffness
moments are for one-dimensional stiffness distributions. The approximated critical
deformations of incipient crack growth are stated for two different boundary defor-
mations:
Case 1: u' = 0. Rigid body motion. From the requirement g = 27, follows the
critical deformation
60c, = LOCI - EO (6.19)L %/1 - Aa'
where e0c = "9 is the critical deformation in local theory, and A = l/L is the
length scale parameter.
Case 2: u' = uo/L. Proportional boundary deformation. The critical defor-
mation reads
60c,2 = ' =_. (6.20)
L fl +A a'
For the stiffness distribution given in table 6.1 (a = 0.29), the change of the critical
deformation with respect to the internal length is plotted in figure 6-2. For 1 = 0 the
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Figure 6-2: Change of the critical deformations EOc,j/O,, with increasing length scale
parameter A = l/L. Solid Line: Case 1 when u' = 0. Dashed Line: Case 2:
'= uo/L.
result of local theory is recovered.
The critical deformation increases when the boundaries are rigidly deformed. This
is due to the fact that the displacement discontinuities at the boundary interfaces
ahead of the crack tip let the strip relax. The elastic energy and thus the driving
force decreases. The effect increases with 1.
The critical deformation decreases when the boundary regions are proportionally
deformed. Crack growth is possible at lower states of deformation because the in-
terface between £2 and Qb provide more elastic energy and thus a higher driving
force.
Both effects are rather small. The size effect can be reduced to an order l2 effect,
if u, = juo/L. In this case, the first order term in (6.17) vanishes. Numerical
verification is given in the next section. The analysis is equally applicable in anti-
plane shear with different values for the stiffness moments.
6.4.4 Numerical Simulation of Finite Strip
Geometry. Consider a body as shown in figure 6-3. The body is clamped on the
upper and lower boundary region Q+ and Q;, respectively. There are no external
body forces. The boundary regions have the height of the cutoff radius he. The
length in x-direction is Lx, the total height is H = 2h, + 2Ly where 2L, is the height
of Qb (the region that can move freely). L = Ly is defined as the characteristic
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Material properties of glass Young's Modulus 65 GPa
surface Energy 2^/, = 5 j
density Po = 2190 g
Geometry Horizontal length L= 4 m
Macroscopic characteristic length L = 0.4 m
(=half the height of Qb)
Initial crack length CO= 1 m
1944( erfc[~
Peridynamic properties stiffness distribution C() = 19 -
(derived from 3d Gaussian,
see appendix C)
horizon 00
internal length 1 = 0.06 m
length scale parameter A = 0.15
Poisson's ratio v =
Simulation parameters cutoff radius h= 21 = 0.12 m
I distance of collocation points h = }l = 0.02 m
Table 6.1: Properties of the simulated glass strip.
macroscopic length. The x-axis runs horizontally, the y-axis vertically, The origin lies
in the center of the body.
Initial Conditions. Initially, the body is undeformed and stress-free. A seed crack
is artificially created by cutting all links that cross the line y = 0, x < -1. The seed
crack is sharp, as only those links are cut that cross the crack line. The initial crack
length is co.
Material properties. Glass is chosen for its brittleness. The material properties
and the choice of peridynamic quantities are summarized in table 6.1.
The peridynamic force law (6.6) with resolution length 1 and brittle link failure
is adopted. The critical link strain ec depends on the choice of 1 and is obtained
from (6.10) as e, = = 3.5 x 10-. The tensile strength ats = 1.2Eec =
2.7MPa significantly below the tensile strength of real glass (~ 200MPa). This is a
consequence of what is described in section 6.2: a body with this force law has the
same strength limit as a body with internal flaws of the size of about 1. As glass
has a comparatively low toughness, a large I may make the resulting tensile strength
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(a)
(b)
(c)
Figure 6-3: Glass Strip with initial crack. The crack tip position ci = c2 is shown by
long vertical line. Coordinate axes in the middle have the length im. (a) The blue
area is the region QG, that can move freely. Thin points lie on region R, with prescribed
displacements. The red region shows cumulated dissipated energy 'tuidss, due to link
failure. (b) Collocation points. The circular region represents the interaction range
of one particle. (c) Links between collocation points cover the body densely.
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Figure 6-4: (a) Motion of boundaries. (b) Motion of crack tip.
low. For the current purposes, 1 is chosen on the order of L (l/L = 0.15) to make
numerical simulation with the collocation method possible. If necessary, it can be
made smaller in order to recover the correct tensile strength.
Boundary Deformation and Definition of Natural Crack. To initiate crack
growth, the clamped regions Q, are moved apart in a rigid body motion. Adopting
the notation of section 5.2, the deformation on Q,, is
U,(X, y) = U.(y) = (6.21)
-uo (x, y) E QO-
At first, the boundaries move well above the critical strain co, (from local theory) to
initiate crack growth. The crack starts propagating. Then, the load is decreased and
the crack stops with its tip at x ~ 0. The crack at rest will be called natural crack
because its tip was formed by an autonomous deformation process. Finally, crack
propagation is initiated again. A graph of uo(t)/L is shown in figure 6-4
General Remark on Simulation. The simulation is done with explicit time
integration. To ensure quasi-static conditions at the beginning of crack growth,
the boundaries move at a speed that is significantly below the speed of sound,
fO/Cph = 7 x 10-6. Viscosity is switched on during the initial loading period and
during the unloading period to damp out vibrations. When the crack is at the state
of incipient growth, the viscosity is switched off.
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Figure 6-5: Magnified deformation of a growing crack. The left and right long vertical
lines visualize the positions of ci and c2, respectively. (a) Shows the fracture process
zone at the crack tip, represented by all failing links during one time step. (b) Shows
all links intact and the remaining links across the crack line.
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Definition of the Location of a Crack Tip. Two distinct positions of a moving
crack can be identified: the last point of links crossing the crack line and the first
point of link failure.
Let ci denote the end position of the zone where cohesive forces act on the crack
lips (i.e., the position in the reference configuration where the last link intact crosses
the crack line). When the crack propagates, it is possible that a few links remain
intact 7 as shown in figure 6-5(b) and thus ci does not change, although the cohesive
forces and the remaining separation energy are negligible for x > c1. This can be
seen in figure 6-6, where the work expended to make the crack advance is shown as
dissipated energy per unit surface area. Therefore, c1 is not practical to express the
location of the crack tip.
The tip of the zone of cohesive forces is denoted by c2, defined as the farthest point
in the direction of crack growth where a failed link intersects the crack line in the
reference configuration, see figure 6-5. c2 is typically closer to the point where the co-
hesive forces and the remaining separation energy decrease significantly in magnitude
and is, therefore, called location of the crack tip.
Incipient Crack Growth. Figure 6-6 shows the change of the crack tip position
c2 with increasing deformation. The initial sharp crack starts moving at csc,, =
1.15 x 10-5, the natural crack at eoc,, = 1.39 x 10-5. The sharp crack starts growing
at a smaller boundary deformation. The proximity to the left boundary does not
explain this, as it would rather increase the critical deformation.
Early incipient growth is caused by the sharpness of the crack tip. The next two
paragraphs show that this does not affect the structural strength of the body.
R-Curve. The change of dissipated energy with respect to the crack length can be
computed by
dWd= 8 _ Wd 88  (6.22)
dc c
7Links survive the crack propagation in this simulation because the deformations are controlled
at the boundary and remain very small throughout the body. Links with a small angle with respect
to the x-axis survive the longest.
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Figure 6-6: (a) Profile of dissipated energy Wdi,(x) = f dy wds,(x, y) of natural
crack. Crack tip position c = c2 and end of cohesive zone ci are shown as dashed
lines. (b) Filtered c. Dashed Line: Initial sharp crack. Solid Line: Natural crack.
Dots represent discrete measured values.
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Figure 6-7: (a) Change of dissipated energy with crack extension dWdis,,/dc vs. crack
length increase. (b) Net driving force on crack tip g - dWdi,,/dc vs. boundary
deformation uo/L. Dashed Line: Initial sharp crack. Solid Line: Natural crack.
where 6 = Ac 2 denotes the crack tip velocity. The result is an expression that is
independent of time and serves as an approximation of the material resistance to
crack extension R. The function c2(t) is filtered, as shown in figure 6-6(b), to make
it smoother for the time derivative operation. The same is done for Wdj8,,(t).
A plot of dWdi,8 /dc is shown in figure 6-7. Initially, the sharp crack dissipates
little energy at the onset of crack growth, whereas the natural crack starts growth at
the level of almost 2 y,. The sharp crack goes then through a region of high energy
dissipation with little crack growth. This is interpreted to be the formation period
of a natural crack tip. For both cracks, the dissipation per crack unit extension
approaches the level of macroscopic surface energy 2 ^Y, soon after incipient growth.
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Griffith Criterion. To extract an approximation of the energy release rate g(c)
from the simulated quantities, assume that the total Helmholtz free energy depends
only on the boundary deformation uO and the position of the crack tip8 . Then,
d- (c, uo) = 6+ O o, (6.23)
dt Oc Ou0
and with G = -aW/ac,
Wext - VG W= . . (6.24)
c
Knowing that the resistance to crack extension is given by the dissipated energy, the
net driving force is represented by the quantity g - dWdi,,/dc, see plot in figure 6-
7. If 9 - dWdis,,/dc ~ 0 then the crack tip is at the state of incipient growth. if
G - dWi,,/dc > 0, then the crack tip is past the state of incipient growth and may
move. The latter is the case at so,,, for the sharp crack, and at Eoc,, for the natural
crack. The curve of the natural crack stays well above zero and the crack may continue
to grow. For the sharp crack however, the curve goes quickly down to zero, indicating
a short period of stable growth. G - dWdis,/dc becomes only considerably larger than
zero, when it passes the critical deformation Eoc,f, defined in the next paragraph.
Deformation of Macroscopic Failure. The critical deformation of macroscopic
failure Eoc,f is defined as the point above which a crack runs in an unstable manner,
resulting in complete failure of the strip. Below this point, local failure may occur,
but it stays localized and does not lead to structural failure.
The natural crack tip does not significantly change its structure while advancing.
Therefore, it is assumed that, whenever a link fails, the deformation is high enough
to provide a driving force that translates the crack tip entirely. If the boundaries do
not move and the tip is sufficiently far from the boundary, neither the driving force
nor the resistance to crack extension change, and the crack can continue growing.
Therefore, Eoc,f can be distinctly measured as the deformation at which the first link
8 The assumption is justified by the slow velocity of the boundaries and the fact that the material
is rate-independent. The expression for Q is still an approximation, because the chosen deformation
path depends on the dynamics of the system.
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Figure 6-8: Critical deformations for different A. Results of simulation (dots) com-
pared to perturbation analysis (lines). (a) Case 1 when u' = 0 (rigid body deforma-
tion). (b) Case 2 when u' = uo/L (proportional deformation).
failure occurs at a natural crack tip.
Eoc,f coincides roughly with the deformation at which the net driving force of a
sharp crack becomes positive (see figure 6-7). For the natural crack tip, the net
driving force cannot be computed at this point, as it has not started moving. In
fact, Esjf is slightly smaller than Eoc, (the point at which the natural crack tip starts
moving) which is attributed to inertial effects in the simulation.
Size Effect. The effect of the length scale parameter on the critical deformation
of macroscopic failure Eoj is simulated for bodies with varying heights L. 6oc,f is
determined by measuring the first occurrence of link failure at a natural crack tip. The
results are compared to those obtained by the perturbation analysis in section 6.4.3,
representing an approximation for finite bodies. The results are shown in figure 6-8.
The error bars visualize the interval of two discrete deformation values between which
crack growth was observed. The results of the perturbation method and the results
of the simulation are in good agreement.
The agreement becomes worse upon increasing the distance of collocation points.
Coarser grids increase the critical deformation. This is effect is similar to the delay of
crack propagation in crystals due to the discreteness of atoms, called lattice trapping
(see, e.g., Bernstein and Hess [14]).
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6.4.5 Summary
The results concerning the failure of a long strip are summarized.
1. The crack tip is defined as the first location where a failed link crosses the crack
path, indicating the beginning of rapid loss of cohesive strength.
2. Local failure at a sharp crack does not necessarily cause structural failure.
3. Structural failure occurs at the deformation at which a natural crack starts
propagating.
4. Depending on how the boundary is deformed, the point of failure may increase
or decrease. A rigid boundary deformation decreases the critical deformation,
as the displacement discontinuities that form at the interfaces of Q. and 2b
relax the body.
5. The perturbation method and the numerical simulations produce results which
are in good agreement for a sufficiently small distance of collocation points.
6. The deformation of macroscopic failure eoc,f converges to the critical deforma-
tion predicted by classical linear elastic fracture mechanics.
6.5 Autonomous Growth of a Curved Crack
This section provides a short demonstration of how a crack may choose its path au-
tonomously in a numerical simulation. The force law (6.6) is applied to the simulation
of the failure of a non-symmetric strip. Figure 6-9 shows crack paths that were com-
puted with a grid of varying coarseness. The simulation parameters are summarized
in table 6.2.
In the simulation, the left and the right boundary are deformed in a rigid body
motion. They are pulled apart at constant velocity. Beyond a critical deformation,
the crack starts propagating at a small angle. Finally, the crack hits the vertical
boundary line.
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(reference configuration) (after failure)
Figure 6-9: Row 1: Failure of a paper strip. Rows 2-4: Numerical simulation of a
strip with different grids. Collocation point distance h/i = 1/4 (row 2), h/i = 1/2
(row 3), h/i = 3/4 (row 4)
140
Material properties Young's Modulus 1 GPa
surface Energy 27, = 100 J
density po = 300 k
Geometry horizontal length LX = 0.1 m
vertical height left Ly = 0.08 m
vertical height right Ly = 0.045 m
length of initial crack co = 0.035 m
radius of corner R = 0.02m
horizontal distance between
crack and vertical boundary d = 0.02m
1944( erfc[J
Peridynamic properties stiffness distribution C(e) = 14 [
(derived from 3d Gaussian,
see appendix C)
horizon o
internal length 1 = 0.004 m
Poisson's ratio 1 =
Simulation parameters cutoff radius he = 21 = 0.008 m
distance of collocation points hfine = 1 = 0.001 m
hmedjum = 2l = 0.002 m
hcoarse = il = 0.003 m
Table 6.2: Properties of simulated strip.
Similar crack paths can be observed in a simple experiment with a sheet of paper.
To obtain qualitative agreement, the pre-crack has to be cut perpendicularly to the
rolling direction. The sheet may then be pulled apart by hand. The experiment serves
as illustration rather than as justification of the theory. The mechanical behavior of
paper is in general not sufficiently represented by an isotropic medium like the one
chosen for the simulation. Its material properties depend strongly on the way it was
manufactured and may be highly anisotropic. In addition, in the later stages of failure
in the paper strip, when the crack is close to the boundary, out-of-plane forces are
strong, which is not captured by the simulation.
The simulation pictures show that a fairly coarse grid of collocation points with
h = 3/41 predicts a crack path that is close to the one with a fine grid with h = 1/41.
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Chapter 7
Conclusions
A theoretical framework for peridynamic theory was presented. The theory can be
used to model solid bodies without special treatment of discontinuity surfaces. In
particular, it was shown that the global balance of linear momentum is equivalent to
the local form without jump conditions, and that the local formulation of an initial
boundary value problems is equivalent to the variational form without jump condi-
tions. Solutions do not need to be continuous or smooth. Furthermore, equilibrium
problems for elastic materials do not have to satisfy Weierstrass-Erdmann corner
conditions to be strong extrema of the energy functional.
Chapter 3 showed that peridynamic theory formally includes local elasticity' for a
vanishing internal length, and that it includes atomistic systems with pair-potentials
in the limit when the mass of the body is concentrated into point masses.
Two classes of force laws associated with two different views of the theory were
identified. First, the atomistic-peridynamic force law makes the peridynamic frame-
work a multi-scale model. It approximates the general non-linear dynamics of an
atomistic system and captures exactly the non-linear homogeneous and the linear
non-homogeneous behavior of a chain of atoms. The associated internal length is
on the order of 10-1 0m. The method of Finite Elements is best suited for numerical
simulations with this force law, as the size of elements is not restricted by the internal
length.
'This is currently restricted to materials with a Poisson's ratio of v = 1/4.
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Second, the force law with resolution length creates a model that works well on the
macroscale and does not require remeshing in numerical simulations. The internal
length can be chosen much larger than the distance of atoms, making simulations
with the collocation method less expensive than, e.g., molecular dynamics. In the
context of brittle fracture, the force law includes the macroscopically relevant surface
energy and Young's Modulus.
A perturbation method that is suitable for discontinuous displacements at bound-
aries was developed. It was then applied to crack propagation in an infinite strip. The
predictions of the critical deformation for incipient crack growth are in good agree-
ment with the numerical simulations of a peridynamic body representing a glass strip.
The perturbation method and the numerical simulation reproduce the macroscopic
failure criterion of Linear Elastic Fracture Mechanics. The failure of an asymmet-
rically pre-cracked strip was simulated. The results demonstrated that cracks may
grow autonomously.
Large internal lengths may cause unphysical behavior such as the loss of local stiff-
ness. To prevent the formation of spurious discontinuities, regions where the body is
clamped (and displacements are prescribed) have to be sufficiently large. Clamped
regions can themselves be deformed so as to keep the interface discontinuities small.
Loads applied to the body are required to be sufficiently smooth to prevent unphysi-
cally singular deformations. Large internal lengths may pose an unphysical strength
limit on the material. The force law chosen in chapter 6 imposes the tensile strength
of a material with flaws of size 1. All three effects become weaker upon decreasing
the internal length. Good agreement with classical local theories is achieved if the
internal length is sufficiently smaller than the macroscopic dimensions of the body.
Extensions. Non-local materials with pair-wise interaction have a Poisson's ratio
of v = 1/4. A polar peridynamic theory with three-body interactions will allow for a
free choice of v.
Peridynamic theory is advantageous for impact modeling, as crack paths do not
need to be known in advance. Key mechanisms of fracture due to impact, however,
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are friction and contact. While contact was implemented with repulsive force by
Silling [62], friction is still a hurdle to overcome. This is difficult, because the theory
does not include surface forces.
Applying the theory as multi-scale method in combination with Finite Elements
was not pursued here, because the necessity of remeshing makes this approach incom-
patible with the goal of this thesis. The approach is nevertheless a promising basis
for future research, as it provides seamless interfaces between regions of atomistically
fine and macroscopically large resolution.
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Appendix A
Derivations
A.1 Global and Local Balance of Momentum
When taking time derivatives of volume integrals, special attention has to be paid to
integrand that are discontinuous with respect to time or to space. Assume that the
specific linear momentum poi is discontinuous across Sp(t). Applying Reynold's
transport theorem (see Marsden and Hughes [51, page 124]) to (2.4) yields
I poY dV - j [[poli]] sn -dA = j btot dV
As btot is bounded, the integral on the right hand side can be equivalently replaced
by an integral over Q\Spi. The resulting expression is required to hold for arbitrary
parts of the body Qsub C Q, including arbitrary parts of the surface Spoi. The local
balance of linear momentum (2.6) has to hold almost everywhere on Q\Spi, and
[[poi/]]A = 0 has to be satisfied almost everywhere on Spoi.
The latter is true, if and only if A = 0, as [[poy]] 0 0 by definition, thus, the
surface Spoil does not move into its normal direction. Consequently, y can be defined
on Spi as limits from either side and the local balance of linear momentum can be
stated for the entire body Q. Finally, it follows the equivalence between the global
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and local form,
djpo dV = poj dV = btot dV 4> py = btot,
where the local form has to be satisfied almost everywhere. Any condition on a
discontinuity surface can be derived from the global and local balance of momentum,
as they are equivalent.
The local balance law of angular momentum (2.7), and the equivalence between
the global and the local form are derived in exactly the same manner.
(2.7) also follows directly from (2.6) by simple multiplication with y.
A.2 Action Equals Reaction
The pair-wise force f can be uniquely split into a symmetric and an anti-symmetric
part. They are defined as
f,(x', x, t) = 11 (f~r', x, t) + f(x, x', t))
fa(X',X, t) = (f(X', X, t) - f(x, x', t)).
It follows
fPX', X, t) = f,(x', X, t) + fa(X', X, t)
and
f,(x', x, t) = f,(x, X', t)
fa(X', X, t) = fa(X, ' ).
and with (2.9) and (2.11)
dV dV'f. + dV dV'fa = 0.
n~f fnJaJ
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(A.1)
(A.2)
(A.3)
(A.4)
The right hand side of (A.4) can be shown to be equal to its negative value: Using
(A.3) and changing the order of integration gives
jdV dV'fa(x',x,t) dV dV'fa(x,x',t)
= - dV' j dVf(x, x', t) = - dV dV'fa(x', x, t).
Therefore, the double integral of fa has to vanish and (A.4) reduces to
j dV dV'f, = 0, (A.5)
which has to be satisfied for arbitrary subsections of the body. In particular, (A.5) has
to be satisfied on parts of the body Q that are arbitrary environments of ^ denoted
by Qe(-) C Q. If f is piece-wise continuous, Q,(2) can be chosen such that f is
continuous on Q,(A) x Q,(s) almost everywhere. Then, by application of the mean
value theorem for integrals, there exists a pair x 1, x 2 E Q,(^) such that
j dV dV'f,(x', x, t) = I XE(i) 2f,(xlx2,t). (A.6)
fne(&) . CMs
Now, assume that f,(X, ^, t) = 0. Due to piece-wise continuity, by adjusting Q,(X),
the minimum and maximum value of f, on Q,(^) can be made arbitrarily close to
f,(i, iX, t). Therefore, expression (A.6) is different from zero and (A.5) is violated.
Consequently,
f,(x, x, t) = 0 (A.7)
Consider next two arbitrary particles ^ and 5 $ ^ of Q. Expression (A.5) reads for
a certain subsection of the body that is defined to be S,(s) U G2(z)
f dV dV'f, = 0,
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and, using (A.2),
dV dV'f,+2 LCMtdV dV'f,+ dV j dV'f=O0.
The mean value theorem implies (piece-wise continuity of f, is assumed) that there
are positions si, 2, x3 E i) and i t21, 3 E Q,(t) such that the left hand side
equals
|pe(s)l2f,( 1, 2 , t)+2|e(^)|E( t) +|3(7 2 f,(z, C2 , t).
Let, without restriction of generality, I e(^) = Qe(t) . Then (A.5) can be simplified
to
2f,(^3, 3, t) = -f,(, 2, t) - f,(, 2, t).
Knowing that for I Q() - 0, ,, -+ and , -+ b, and using (A.7),
it follows finally that
f.,(X, D, 0) = 0 Vx, t E Q.
Therefore,
f = f. = f(x',x,t) = -f(x, x', t).
A.3 Pair-wise Forces are Central Forces
From (2.10) and (2.11) follows that
dV dV' y(x, t) x f(x', x, t) = 0
dV dV' y(x', t) x f(x', x, t) = 0.
With the definition
m(x', x, t) = [y(x', t) - y(x, t)] x f(x', x, t),
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and
the difference of the previous expressions reads
jdV dV' m(x', x, t) = 0. (A.8)
(A.8) has to hold for Q and all its subsections. The integrand m is a symmetric, as
Mx X, t) = m(x, x', t).
Therefore, expression (A.8) is equivalent to (A.5), where the integrand had to vanish.
Finally,
m= (y'- y) x f= => (y'- y) 1 f il e,.
A.4 Global Power Balance
Multiplying the local balance of linear momentum (2.6) by the velocity y and inte-
grating over the body yields
po (ir - ) dV= bi - it dV + b -ii dV. (A.9)
Next, in order to find the time derivative of the total kinetic energy (2.16), assume
the field of kinetic energy density ipoY- y is discontinuous on Spoi2(t) and continuous
anywhere else, therefore,
E= po (/ - )dV - j [[poif - ]]sn - dA. (A.10)
n\S 2 &is2Poe
It is known from section 2.2.1 that the field of specific linear momentum poir is
continuous except on surfaces Sp, that do not move. If [[po]] = 0, then [[ij]] = 0,
and [[if - ]] = 0, implying that [[poi - ii]] = 0 except on surfaces that cannot move.
The normal speed h associated with S*,2 is therefore zero. If [[po]] # 0, assume that
there is a discontinuity surface po*2 that necessarily has to overlap with Sp across
which the density is discontinuous. As the density field does not depend on time, Sp
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does not move, and, therefore S, 2 is fixed, too, and h = 0. For any field of kinetic
energy density that is compatible with the balance of momentum, the time derivative
of the total kinetic energy reads
dtE = a (i - i)dV. (A.11)
From this and (A.9) follows immediately (2.15).
A.5 Internal Work Rate
This section shows that the expressions (2.17) and (2.20) are equal. First, note that
dt
The next steps start from (2.20) and involve changing order of integration, renaming
integration variables and making use of (2.12) and finally (2.11):
dV 1 dV'f(x', x, t) [jj(x', t) - y(x, t)]
= dV dV' f (x',x, t) if (X', 0 - dV dV' f (x',x, t) -VX1 t)2 2
- dV' if(x', t) j dVf(x', x, t) - dV i(x, t) j dV'f(x', X, t)
= -j dV (x, t) - dV'f(x', , t) dV -bt.
A.6 First Time Derivative of Elastic Energy
When taking the time derivative of the total elastic energy (2.23), special attention
has to be paid again to the continuity of the integrands, this being the pair-wise
elastic energy 4e' (X', x, t) and the elastic energy density Pel (x, t).
Consider the pair-wise elastic energy ?Pel (x', x, t) = 4 el (r, x', x). It is important
to carefully distinguish field function and constitutive function. From (2.39) follows
that 2Iel is the integral of fei, which is assumed to be bounded. Therefore, ,ei is
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continuous in in r; with respect to x' or x, 1ei may only be piece-wise continuous.
Therefore, necessary for V),(x', x, t) to be discontinuous with respect to x' or x is
that either r is discontinuous or the body is discontinuously non-homogeneous. The
latter case can be be ignored for the purpose of this analysis, as such a discontinuity
cannot move with time, and, therefore, it does not affect time derivatives of '0e1 and
0e1. Without restriction of generality, it is henceforth assumed that the body is not
discontinuously non-homogeneous.
If r = Iy(x', t) - y(x, t)I is discontinuous with respect to x for a fixed x', then y
is discontinuous at x. With the definition of the jump operator acting on 0,ei(x', x, t)
[['#ei]]x(x 2 , n, t) = liM [4 e(X1, X 2 + en, t) - be(X1, X 2 - en, t)],e-O
the connection between [[bei]] and [[y]] can be expressed as
[[VIe]]X '(x, n, t) # 0 = [[y]](x, n, t) :L 0. (A.12)
Discontinuities in 1el and Oel are connected by:
[[1e]](x, t) = lim [iei(x + En, t) - e(x- en, t)]
=lim dV' - [ie(x', x + en, t) - Oeb(x', x - en, t)]
e-*O in 2
= j dV' lim [V),e(x', x + En, t) - Pei(X', X - Cf, t)]
= dV' 1[[e ]],(x, n, t). (A.13)
Switching the limit operation and the integral was possible, because 4'el is bounded
and piecewise continuous, thus, it is integrable and limits exist everywhere. (A. 13) im-
plies that the elastic energy density '4' is spatially discontinuous in and at x only if
the pair-wise elastic energy 0e1 is discontinuous in and at x for many different but
fixed x'. This implies together with (A.12) that
[[Wei]] # 0 = [[y]] # 0
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or in terms of discontinuity surfaces
Sgl g SY.
If the motions y(x, t) obey the balance of linear momentum, discontinuities in y
cannot propagate according to section 2.2.1. It follows that
d el = 1 dV dV' 8 Oe t ( A.14)
To explore the energy landscape of deformations, it is useful to view y(x, t) as a
family of fields of positions rather than an actual motion that satisfies the balance
of linear momentum. In this case, y(x, t) may have moving discontinuities, and t is
just a parameter. Assume that kel is discontinuous on Ske,. Rather than SgeI the
possibly larger surface S, is considered as discontinuity surface. The time derivative
reads
dTe j dV-9e(X, t)- dA -. n[[ye|.
dt fn\sv Ot s
Replacing Sg, by S, was justified, because, first, it does not change the value of the
volume integral, and, second, in the case that x E SV\Saell then [[kei]] 0= i.e., the
surface integral remains unchanged. Using the the definition of ?Pei (2.22),
-pelx t)=- dV' fe, - d A' - hn[[V5,1]],(X',In, t)ot2 n\sV 2 s.
and therefore by renaming the variables x and x',
ra- r adV - ei(xt)= dV' -ei(X',t)
fO\sV Ot IVsY Ot
=- dV' dV feit - dV' dA- Sn[[ei]]i(x, n, t).
2 \s, \sV 2 fn\sv JsV
In the last term, the order of integration can be exchanged (as the integrand is
bounded) which yields expression (A.13). Putting everything together and integrating
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over Q rather than \S, the time derivative of the elastic energy finally reads
d 1
-'Iei = - dV dV' fe - 2] dA - hn[[e]]. (A.15)dt 2 fo S.
A.7 Stationarity of Potential Energy
Let Au = Au(x, e) be a one parameter family of admissible incremental deformations
with the properties that
* Au(x, 0) = 0,
* Au(x, e) = 0 for x E RL, and
* Au is piece-wise continuous in x and continuous in e, i.e., discontinuities in x
do not move with e.
Discontinuities in x represent cracks, that are not allowed to move in their normal
direction, however, their crack lip distance may increase. Surfaces where Au is con-
tinuous but non-smooth represent phase boundaries in the classical sense, and they
are allowed to form and to move. Consequently, 6u(x) = Au(x, e) 1e=o is well
defined and bounded. Also, Ju(x) = 0 if x E Qu.
The stationarity of (2.56) at u = u(x) with respect to these increments Au is
established when the variation of H vanishes for all Ju, i.e.,
611[u] = +H[u(x) + Au(x, e)] = 0 VJu. (A.16)
s=O
The definition u(x, t) = u(x) +Au(x, t) (implying that i(x, 0) = 6u(x)) shows that
the variation is essentially a time derivative. For fixed S1,, the time derivative of Tei
is given by (A.14). As the material is assumed to be elastic, 8'lel /Or = f. Then the
variation of H reads
16cH[U] = - dV dV' f(x', x) - [Ju(x') - Su(x)] - b -u(x)2 in J
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Rearrangements similar to those in section A.5 yield
II[] = -lb dV Ju(x) - [ dV' f(x', x) + b(x)1. (A.17)
Stationarity requires (A.16) to hold for all 3u, or equivalently that the integrand
in (A.17) vanishes on 2b almost everywhere, i.e., that the equilibrium condition be
satisfied.
A.8 Waves
P-Waves. till k is a solution to (2.81), if k is an eigenvector of M given by (2.85).
This can be established by showing that Mk is parallel to k. Define the unit vector
ek = k/k and a unit vector e, that is arbitrary, but orthogonal to ek, i.e., e, -ek = 0.
The dot product of Me and e,
e, -Me, = j dV (1 - cos k -) C( ) (e., -ec)(ec -eA) = 0 (A.18)
vanishes, as for any t, there exists another * for which the integrand has the same
absolute value with opposite sign1 . This implies that Mk is orthogonal to any vector
that is orthogonal to k itself; therefore, Mk 11 k. The eigenvalue associated with k
reads
pw2(k) = ek - Mek = j dV (1 - cos k )C( ) (e - e) 2.
As k appears only in the dot product with , and the integral with respect to is
taken over the entire space R', the eigenvalue does not depend on the orientation of
k and can be expressed by (2.86).
S-Waves. All , with s -k = 0 are solutions to (2.81), if every e, is is an eigenvector
of M. It is already established that Me, is orthogonal to ek. If Me, is also
le.g., when t* = (2 ek ® ek - 1) 4
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orthogonal to (ek x eq), then Me, |1 e, and e., is an eigenvector:
(ekx e,) -Me, = dV (1 - cos k -C) C(6) (ekx e,) -ec (ec - ek) = 0.
Again, for every there exists another * for which the integrand has the same
absolute value with opposite sign2 . The eigenvalue associated with e, reads
pw2 (k) = e, -Me, = j dV (1 -cos k - ) C( ) (ec - e.,)2 ,
which is independent of the orientation of k for the same reason as above, and can,
therefore, be expressed as (2.87).
Phase Speeds at k = 0. The phase speed of a wave is defined as cph(k) = w(k)/k,
therefore, cph(0) = W'(0). pw 2 (k) is given by (2.86) and (2.87). To avoid inverting
these expressions and taking the derivative of the square root, the phase speed is
more conveniently computed by making use of
d -jW2(k) _2( k )W 2 (k) = 2w'(k) w(k) => w'(k) = w(k) , 2'dk2w(k) 2w'(k)
1 d
=> [w'(0)]2 = lim dk2 2 (k) = c2h(0);
then the phase speed at k = 0 is for P-waves
PC i;P (0) = lim ek- Me] = dV (eC -e1 ) ( 2C(g),
and for S-waves
PCph;S(O) = lim d e, - Me, = dV (ec -el) 2 (ec -e2)2  2 C().
Integration with respect to the angles of spherical coordinates yields the expressions
(2.88) and (2.89) for one, two and three dimensions.
2e.g., when et = ek x e. and C* = (2et 9 et - 1)
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A.9 Infinitesimal Stability
Let the incremental deformation Au(x, e), defined in section A.7, be smooth with
respect to e, meaning that the motion of a non-smoothness, like a moving phase
boundary (in the classical sense) is excluded from the stability analysis. This, how-
ever, constitutes practically no restriction, as these motions are incompatible with
the conservation of linear momentum, see section 2.2.1 - even if the energy is not a
minimum in this direction, the system cannot evolve towards an unstable trajectory
in this direction anyway.
The potential energy is at a relative minimum if the first order variation (A. 16) van-
ishes, and the second order variation
62 I1[u] = -j[u(x) + Au(x, e)]& 6=0
= dV j dV' [6u(x') - Ju(x)] - C[6u(x') - 6u(x)] (A. 19)
is greater than zero for all Su. This is the case if and only if the eigenvalue problem
jdV' C[v(x') - v(x)] +fOv(x) = 0 x E b (A.20)
has only positive eigenvalues 13 associated with eigenvectors v(x), with v(x) = 0
if x E Q.. The condition (A.20) can be derived following Silling [61]: As C is
bounded, the variation (A.19) must have a direction of minimum growth. A direction
is expressed by a unit vector with
-b 1. (A.21)
Taking the functional derivative of (A.19) with respect to 6u and with v as variational
increment yields (A.20) with 3 as Lagrangian multiplier for the constraint (A.21).
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A.10 Small Scale Stability
Stability of Pairs and Small Scale Stability. A sum of positive definite tensors
is also positive definite. The integral value M in (2.91) is a limit of sums. If the
integrand of (2.91) is positive definite for all , then M is positive definite. Each
value of represents a particular pair, thus, if all pairs are stable small scale stability
follows.
A sum of tensors can only be not positive definite if at least one of the elements
of the sum is not positive definite. (This statement is easily proofed by exclusion
of the contrary.) Therefore, M can only be not positive definite if the integrand is
not positive definite for some values of t. Therefore, small scale instability requires
necessarily the instability of some pairs.
Stability of Pairs. A pair t is stable (unstable or neutrally stable) if the integrand
of (2.91) is (is not) positive definite. The factor (1 - cos k -t) can be ignored as far
as statements about the stability of pairs are concerned: the factor is either positive,
i.e., it preserves the sign of the remaining expression, or it is zero on an interval of
values for k that has a zero measure, i.e., the remaining expression does not make a
contribution to the integral.
Multiplying the remaining part of the integrand twice by an arbitrary unit vector
e yields
e a e, er +j(-e,.e,) e K a- ) cos2  + -, (A.22)
19r r ( r r )r
where cos # = e - er, and # E [0, 27r) is an arbitrary angle having absorbed the
arbitrariness of e. The expression cos 2 0 assumes all values on the interval [0, 1].
Therefore, (A.22) may assume values between 9 and . A pair is stable, if (A.22) is4r r
positive for all #. This is the case when
- > 0 and - > 0.
ar r
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In turn, the pair is not stable (i.e., unstable or neutrally stable) if
ajf f09 - or -< 0.09rr r
A.11 Transition to Strain Gradient Model
This section shows how the peridynamic interaction force term can be expressed in the
form of (3.2), provided that the displacement field and the force law are sufficiently
smooth. It will be convenient, to write the interaction force with (3.1) as
E -E-f = 1 f(An) e,. - f (A,=)
where A = r/ , and n is the number of dimensions of Q. Provided that the deforma-
tion is sufficiently smooth, y can be expanded in a Taylor series at x with
Diy __2_ p~g
y(x', t) = y(x,t) + -(x, t) 3 + X, t) +
or with F = Dy/ox, 4 = t/l, eC = ec/ and ej = (ee)j,
A = Fec + AA AA = A 1 +1 2A 2 + ... =o(l) (A.23)
A 1 - A 2 = a 3 -yDx3Dx 2 DxjDXkDxi 3!
For the change of coordinates from x' to a in the integral expressions, a normalized
volume element is defined as dR = dV/". The normalized domain of integration is
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denoted by Q. Expanding the force with respect to A yields
jdV' f Y(Fe + AX, t)
= RJdV
E JdV,
1
1
+ (Fe )Aj +
-A 1 +12 -A2 + 1 al A
Ro+l R1+1 2 R 2 +o(13 )
L1 = [E fdf
Ro = E d7C
R1 = E df/C
+ E d
+ in
I (Fe6,l
J(Fe, )je
(FeC, 4)ejeke
(Fe, emne ,
9 2y, a 2 A
aXmaXn aXp~Xq
Bijklm(F) 9 l +Bjklmnp(F) 9 2 Yj a 2 Ym
The expressions in brackets depend only on F.
Note that R- 1 and the tensor Bijkim in R 1 vanish if x is sufficiently far away from
the boundary; this is a consequence of (2.12). In order to show that Ro = Div o(F),
the definition of the first Piola-Kirchhoff stress (2.62) is combined with (3.2) for a
gradient field F = F(x, t):
Div o(F) = Div
244
[inVI (Fet, 0
1]
dVa (FeC, ) e eC&
2 fd a
2 Y
(9 Xjl9Xk
= R.
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1 _ 92 1 ( F e , ) A j A A k +
with
1,A1,k) + ...
a2 Ys
O9X(9Xk
I a&y8aXjOXkO9XI
f(Fec,
+1 (9i
1Y(Fec, tje
For approximation purposes, the series may be truncated. The approximation is
good, if the terms that were left out are small. Consider the terms lmRm in the series.
For a given value of the deformation gradient F, they are small when the product
of higher order gradients and length I is small. Therefore, ignoring terms of higher
order than 1' requires usually that at least
Y << Vm > n
OXg OXk...ax'- I M-1
where 11.11 denotes a tensor norm. Note that gradients of order less than n may
still affect higher order terms due the non-linearities. Depending on the constitutive
functions B(F), they might have to be small, too.
A.12 Transition to Classical Elasticity
The results of the previous section imply that for 1 -+ 0
jdV' f -+ Div ao(F) X E Q\8.
This equation holds on all regions of smooth deformations. After the transition to
I = 0 is made, boundary conditions are only required on a0 b. On 0 3bn aa the
deformation may be prescribed. On Oa2b\Q, the sum of forces acting across the free
boundaries is zero, therefore,
&o (F(x, t))n = 0 X E fflb\49Qb-
A.13 Transition to Integral Model with Strain
In this section, the linearized peridynamic equation of motion (2.77) is derived from
the equation of motion of the non-local integral-type model, given by (3.10) and
(3.11).
Let cik1, Cir, ui and Eij represent the components of the forth order stiffness
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kernel c(x', x), the stiffness tensor C(x', x), the displacement field u(x) and the
strain tensor e(x), respectively. Define C as
Cu(X', x) = - cik, (', X). (A.24)
Oxjt9 xk
If x is sufficiently far away from the boundary and c and its derivatives go to zero fast
enough for Ix' - x- oo, e.g., because c has a finite support, then the area integral
dA I (X', X) [ui(x') - U1*1)
is zero. Applying the Gauss theorem yields:
0 dV' (X' a) [u 1(a') - ud(,)]
- dV' (xa', x)] [U(x') - ul(x)] + dV' Oikl (,7I al,)
f, I k axik
S- jdV' Cj(x',x)[uj(x') -Ul(x)] + 19 jdV' ciykli(x',x a) ekl(x).
Replacing the gradient of ul by E was possible because of the symmetry of C(x', x) =
C(x, x'). From this follows that
Div jdV' c e = dV'Cr
and if co = 0, then (3.10) implies (2.77) for inviscid materials.
Note that there was no requirement on the smoothness of the integrand, in par-
ticular on u. In fact, the displacement field may be discontinuous. For the equations
to remain valid, the strain field has to be interpreted as a generalized function of the
type of a delta function distribution, and the Gauss theorem can be applied.
For two- and three-dimensional bodies, it remains to be shown for what c, the
tensor C assumes the form of a peridynamic stiffness tensor (2.78) that can be derived
from an actual pair-wise force law. This shall be done for homogeneous and isotropic
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materials, therefore, let
c = c( ) = A( )1 0 1 + 2p(C)Isym,
where Isym is the symmetrizer with (Isym)ijkl = (5 0ji, + i1 5 4jk). Then, C reads
a2 = a2 cijk'( ) _ a 2CAgkl2) _ &2 A(() + 2
ci 1X 3 axk -~ a~iaC1 +$ ak G+5 ~
or in symbolic notation, with V = o/o4,
C= V9VA+V VIL+V-Vpl
Using the identities VC = ec and VeC = }[1 - eC 0 eC], with ec = /C, finally, the
stiffness tensor can be written as
C = [A" + " A I]eC 0e + ["+ A n 1,25)
where n denotes the dimensions of the body Q. Comparison with (2.78) yields the
pair-wise forces in the reference configuration
fo(6) = A"+ A'+ nA'. (A.26)
This seems to suggest that, as long as non-zero reference forces are admitted, any
functions it and A are acceptable. However, the requirement that the reference con-
figuration shall be free of stresses limits their choice. Using the definition of the first
Piola-Kirchhoff stress (2.62) and setting it zero gives the requirement
O 00
n d V I f o ( te g o wi f o ( C n = 
0 ,
where ~y is a constant resulting from integration with respect to angles. Combing this
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with (A.26) and integration by parts yields
J d [ n+1p" + n(A' + n')] = d (n(A' - I') = 0, (A.27)
where the fact was used that tt' is bounded for ( -+ 0. Expression (A.27) implies that
if p() = A( ), then the reference configuration will be stress free and the choice of fo
is admissible. In this case, C simplifies to (3.13). Smoothness of A( ) was required
to ensure the boundedness of C and thus 2 and
A.14 Energies in Perturbation Analysis
For the derivation of the interface energies (5.23) and (5.25) and the bulk energy
(5.26), the approximations of stiffness distributions in section 5.2 are used to simplify
energy integrals. For the special solutions (5.21) and (5.24) the following expressions
appear:
First, stiffness values for the interface between interior region and boundary region.
The lower limit of the first integral (over the interior region) may be -1 or -2 without
changing the stiffness value, assuming that the stiffness distribution decays sufficiently
fast.
= jdxj
= jdx
= jdxj
= jdx
= jdx
C( ) = AN1 + o(A 2)
dx'C(X' - X) = AN2 + o( 2)A A
dx'x )= AN +o( 2)
C(x' A x) = AN + 0(A 2)
dx'C1 2 I_X) = AN3 + o(A 2x'x C( X X) -AN+ o(A 2).
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Second, stiffness values for interior regions.
C2111= dx' dxC(X =X4N2-A6N-(2
Rearranging the terms appropriately yields the results (5.23), (5.25) and (5.26).
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Appendix B
Definitions
The Dirac Delta Function Distribution. The Dirac delta function distribution
is formally defined by its application to a test function v on the domain Q,
4dV' 5 (x' - x)v(x') = v(x) x E Q.
Let L denote the physical dimension of length. As dV' has the dimension [dV'] = L",
where n is the number of dimensions of , J must have the physical dimension of
[J] = 1/L".
One-dimensional Fourier Transforms. The one-dimensional Fourier Transform
of a function u(x) and the Inverse Fourier Transform of a function i(k) are, respec-
tively,
i(k) = .F{u} = j dx e-ikxu(X)
and
1 j+00
u(X) = 1= J dk e ikxij(k).
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Appendix C
Stiffness Distributions
This chapter lists normalized stiffness distributions C( ) for different dimensions and
configurations. From them, the dimensional versions
C(-) = E C( /,)
can be easily constructed. n denotes the dimension of the reference configuration.
E is the Young's Modulus of the three dimensional body. In addition, the horizoni,
the cutoff radius2 , and the non-dimensional stiffness moments are listed.
The functions C given here are such that the equations that relate a stiffness
distribution and Young's Modulus are already satisfied. These relations are for three-
dimensional bodies (2.71), for bodies in plane-strain (2.93), in anti-plane shear (2.95),
in one-dimensional plane-strain (2.97) and in one-dimensional anti-plane shear (2.99).
In addition, the equations that relate the stiffness distribution and the internal
length are satisfied. The internal length 1 is defined by (4.12) and imposes the re-
strictions listed in table 4.1.
'defined in section 4.5
2 defined in section 5.3.1
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3d C ho/i hc/l No N1  N2  N3  N4
gaussian 00 2.047 4.125 1.735 0.573 0.161 0.04
gausian 25, 57r3/ 2
hat 38 f5e-"V oo 3.058 8.251 2.174 0.573 0.151 0.042§4 
r 2
linear 51842 1- 5 1.443 3.3 1.588 0.573 0.165 0.046257r 2 vf3
1458,V 1- r
parabola - .3.5_ 1 1.394 2.947 1.541 0.573 0.166 0.04
Table C.1: Normalized 3d Stiffness Distributions L(5) =.
2d PSN C hol hc/l No N1  N2  N3  N4
gaussian 72e-. 00 2.104 3.317 1.528 0.553 0.17 0.046
hat 216e-C 00 3.348 4.584 1.528 0.509 0.17 0.057
linear 1.491 3.075 1.528 0.569 0.17 0.042
48 1-
parabola / 2 \F 1.414 2.881 1.528 0.576 0.17 0.041
gaussian(3d) 19W 00 1.948 2.725 1.528 0.568 0.17 0.044
Table C.2: Normalized 2d Stiffness Distributions 1(4) = C(s) for plane strain.
2d APS C ho/1 hc1/ No N1  N 2  N3  N4
gaussian 72e-3e 00 1.488 2.345 0.764 0.195 0.042 0.008
hat 216e-a 00 2.368 3.241 0.764 0.18 0.042 0.01
linear 3 3 1.054 2.174 0.764 0.201 0.042 0.007257r 3
parabola 4 1 1. 2.037 0.764 0.204 0.042 0.007
gaussian(3d) 6(e~ - 00 1.72 2.725 0.764 0.189 0.042 0.009
Table C.3: Normalized 2d Stiffness Distributions L() = 4C( ) for anti-plane shear.
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1d PSN C ho/i hc/l No N1  N2 N3  N4
gaussian 2 00 2.382 2.4 1.354 0.6 0.226 0.075
hat 24e2C 00 4.203 2.4 1.2 0.6 0.3 0.15
linear 4v/3 1 - ) v'3 1.732 2.4 1.386 0.6 0.208 0.06
parabola 1832 1 - L 1.581 2.4 1.423 0.6 0.198 0.054
Table C.4: Normalized id Stiffness Distributions C 3) = C( ) for plane strain
Table
id APS C ho/i hc/l No N N2 N3  N4
2 3P 3gaussian 2e- c 00 1.375 2.4 0.782 0.2 0.043 0.008
hat -4e 2 O0 2.427 2.4 0.693 0.2 0.058 0.017
linear 24(15) 1 1. 2.4 0.8 0.2 0.04 0.007
parabola 1 /6'1 -j0.913 2.4 0.822 0.2 0.038 0.006
C.5: Normalized ld Stiffness Distributions C(E) = £C( ) for anti-plane
id C ho/i hc/l No N1  N2 N3  N4
gaussian 4o 2.382 2. 1.128 0.5 0.188 0.062
hat 4e-2C cc 4.203 2. 1. 0.5 0.25 0.125
linear 43 1.732 2. 1.155 0.5 0.173 0.05
parabola 3 21 - -f ) 1.581 2. 1.186 0.5 0.165 0.045
shear.
Table C.6: Normalized id Stiffness Distributions C(,) = LC( ) for uniaxial exten-
sion.
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