Abstract-Feature selection, which aims to obtain valuable feature subsets, has been an active topic for years. How to design an evaluating metric is the key for feature selection. In this paper, we address this problem using imputation quality to search for the meaningful features and propose feature selection via sparse imputation (FSSI) method. The key idea is utilizing sparse representation criterion to test individual feature. The feature based classification is used to evaluate the proposed method. Comparative studies are conducted with classic feature selection methods (such as Fisher score and Laplacian score). Experimental results on benchmark data sets demonstrate the effectiveness of FSSI method.
I. INTRODUCTION
Feature selection is an important technique in machine learning and data mining. How to select the useful features is a key factor in many applications, such as pattern recognition [1] and computer vision [2] . There are many benefits of feature selection: alleviating the curse of dimensionality, enhancing learning process, improving data visualization and optimizing prediction performance.
In feature selection, there are three models: filter models [3] , wrapper model [4] and embedded model. Filter model and wrapper model are popular in recent research. Filter model utilized different metrics to evaluate the individual feature, and remove some features before the prediction process. In wrapper method, the prediction results (or change of the results) of a model are used to measure the value of a feature. The computation costs limit the application of wrapper model on large data sets.
How to design a meaningful evaluation metrics is the key for a good filter model. There are various metrics to build filters. Normally the metrics are kinds of relationship between the features and labels. Two popular filter metrics are mutual information [3] and correlation [5] . In [3] , max-relevance and min-redundancy feature subset are realized based the mutual information of the training data. Correlation [5] based feature selection method, which is simple and fast to execute, is successfully applied on continuous class problems. There are also other effective filter metrics in recent researches. Class separability [6] is applied in a high dimensional kernel model and feature selection is carried on to maximize the separability. In [7] , error probability is considered as discriminating power, and it has been utilized to design feature selection.
Regarding the labeled training data and unlabeled training data. Feature selection can also be grouped as supervised feature selection and unsupervised feature selection. Supervised feature selection evaluates the relationship between the feature values and the label values. Fisher score [8] ranks the discriminate ability of individual feature according the labels, which is a simple and effective feature selection method. Unsupervised feature selection measures the feature similarity or local information. Laplacian score [9] evaluates the geometrical properties in the feature sets, which is a efficient unsupervised feature selection method. In this paper, Fisher score and Laplacian score are used in the comparison experiment.
Sparse representation (coding) [10] , which rebuilds a signal by combination as less as possible atoms from a dictionary, is a new method to acquire and represent signals. In details, a data (signal) y ∈ R m is sparse representation y = Dx by a dictionary D ∈ R m×d , where the correspondent coefficient x ∈ R d is sparse (the major items are zeros). There are many successful applications with sparse representation, such as blind source separation [11] , image denoising [12] , sparse representation based classification [13] and sparse imputation [14] . Sparse imputation, which is introduced in [14] with application on speech recognition, is a new technique to use sparse representation to recover missing data.
In this paper, sparse imputation is used to evaluate individual feature of training data, and the imputation quality of each feature is recorded to build a new filter model. This filter model is an unsupervised feature selection method, as the class labels don't contribute to sparse imputation. We use proposed feature selection method to applied on UCI data sets, and compared the classification performance with Fisher score method (supervised filter model) and Laplacian score method (unsupervised filter model). Comprehensive comparisons indicate the effectiveness of our method.
The main contributions of this paper are summarized as follows:
• A new filter model Feature Selection via Sparse Imputation (FSSI) is presented. In particular, the imputation quality for individual feature is utilized as evaluation metrics in feature selection.
• The proposed method is applied to UCI [15] The rest of paper is organized as follows: Section 2 focuses on related work, in particular, Fisher score method, Laplacian score method and sparse imputation are introduced. Section 3 presents our proposed feature selection based sparse imputation method. Section 4 presents the detail experiments with UCI data sets. Section 5 gives the conclusion of the paper and discusses some future works.
II. RELATED WORK
We consider a data set Y = {y 1 , y 2 , · · · , y n } ∈ R n×m , n is the total number and m is the dimension for each data. The labels of the data set are C = {c 1 , c 2 , · · · , c n }. The original feature sets are F = {F 1 , F 2 , · · · , F m }, and the purpose of feature selection is to identify the feature subsets
Based on above setting, we introduce Fisher score method, Laplacian score method and sparse imputation in the following parts.
A. Fisher score
Fisher score [16] is one of the most popular supervised feature selection method. The key idea of Fisher score is to search for a feature subset, the distances for different classes in the feature subset are as large as possible, while the distances of the same class in the feature subset are as small as possible. Fisher score method has been improved recently. In [17] , a clustering method specialized for Fisher score is developed, which is able to detect important dimensions. Generalized Fisher score is proposed in [18] , which can optimize the lower bound of traditional Fisher score. The criterion of Fisher score is described in the following part.
Consider a data set {y i , c i }, c i ∈ {1, 2, · · · , k} and i = 1, 2, · · · , n, where k is the number of the classes. Let n j denote the number of data in class j and j = 1, 2, · · · , k, so n 1 + n 2 + · · · + n k = n. For a feature set F z in Y, let μ and σ 2 denote mean and variance, and μ j and σ 2 j are the mean and variance for certain categorical data. According to [16] , Σ k j=1 n j σ 2 j is the within-class variance, and
is the between-class variance. Fisher score S z for feature F z is calculated as:
The score for individual feature is recorded based on above equation and it can contribute to feature selection.
B. Laplacian score
Laplacian score is proposed based on Laplacian Eigenmaps [19] and Locality Preserving Projection [20] , the key idea is to evaluate the features through the features' locality preserving properties. It is a classical unsupervised filer model for feature selection. For the training data Y with feature set F, let L z is the Laplacian score for the zth feature F z , the Laplacian score is computed as:
1. It first establishes a nearest neighbor graph G with diverse data nodes (y α and y β , α, β = 1, · · · , n) in the data set, define
, where t is a predefined constant. 2. For each feature F z , the feature values are
Similar as Fisher score, Laplacian score based on (2) are recorded for feature selection.
C. Sparse imputation
and a suitable dictionary D ∈ R d×m for the sparse coding, where d > m ensures the sparsity (number of the nonzero items) of x. The original constrain is l 0 norm:
However, the solution of above equation is NP hard. With the research of Restricted Isometry Property (RIP) [21] , the l 0 norm could be equivalent to l 1 norm. And the sparse coding could be expressed as:
The l 1 norm problem is transferred to a convex optimization problem, and 1 -regularized least squares method [22] is proposed to calculate the sparse coefficient x:
There are also other efficient methods to do the sparse coding, such as matching pursuit [23] and basis pursuit [24] . The dictionary for the sparse coding is important, a lot of recent researches have contributed establishing appropriate dictionary, such as online dictionary learning [25] and Laplacian score dictionary [26] . As the focus of this work is on the sparse representation for imputation, we just use all the training data to build the dictionary, which is similar as sparse representation based classification [13] . Imputation [27] is a statistic method for handling missing data. The sparse coding framework could be transferred to do imputation. In particular, suppose that a data set Y ∈ R n×m contains Y r ∈ R n×q (reliable feature subsets) and Y u ∈ R n×(m−q) (unreliable feature subsets):
The sparse coding process is carried on the reliable feature subsets:
Then use the sparse vector to apply on the unreliable dictionary D u to realize imputation, which is y u = D u x. And sparse imputation can be described as:
III. FSSI METHOD
In this section, we introduce the Feature Selection via Sparse Imputation (FSSI) method. The key idea is to use the sparse imputation to recover each feature, then the quality of the representation is the criterion to do the feature selection. The details process is shown in Algorithm 1. 
4: based on F r and
7: conduct sparse imputation:
end for 9: compute the Euclidean distance between F impu and F z : In this method, we use sparse imputation to evaluate each feature. In details, we first treat a feature set F z as an unreliable feature sets F u . Then we establish reliable feature sets F r , which is removed F z from the whole feature sets F. The data sets Y r and Y u are based on feature setting of F r and F u . In the process of imputation, the dictionary D are the whole training data [13] . Therefore Y r = D r and Y u = D u in our method. Based on sparse coding equation (10), the sparse vector x for each data y p in Y r are calculated (y p is based on the feature set of Y r ). In step 7, the imputation of unreliable feature for data y p is conducted. Then based on equation (11), sparse imputation quality of the feature set F k is computed. Finally, step 11 ranks the features based on imputation quality from the worst to the best, and output the feature subsets with target dimensions.
Our FSSI method is proposed based on two perspectives:
• FSSI method shares the prosperities of AdaBoost [28] .
In the loop of Adaboost, the misclassified training data would be increased the weights in the next iteration. In our method, the feature with the worst imputation quality would be rank first in feature selection. There are successful feature selection method based Adaboost.
In [29] , AdaBoost is efficiently used to select the global and local appearance features for face recognition. Adaboost has applied on selecting Gabor Feature for image classification [30] , and results are competitive with low memory and computation cost.
• Sparse imputation aims to represent a data (or feature) with existing dictionary. When a data (or feature) has idea sparse imputation quality, it may conclude that the existing dictionary contains the information of the data. Therefore the data is not necessary for the learning system considering memory and computation factors. Whereas a data (or feature) has unacceptable sparse imputation based on existing dictionary, the data should be added in the learning system to improve the diversity.
IV. EXPERIMENT
In this section, the empirical studies are conducted on the nine data sets from UCI Repository [15] to show effectiveness of FSSI method. There are two binary data sets and seven multiple categorical data sets. We focus on multiple classification based on two factors: (1) Compared with binary classification, multiple classification is rare in research. ( 2) The performance of multiple classification needs improvement in a lot of applications. The details information of the experimental data sets are shown in Table I . Data "credit card" and data "ionosphere" are binary data sets. The rest are multiple categorical data sets. "CMC" is the abbreviation of "Contraceptive Method Choice", and "image seg" is the abbreviation of "Statlog (Image Segmentation)". 
A. Configuration
In the experiment, each data set is randomly separated into two equal parts, in which one part are training data and the other part are testing data. The training data are used to establish the model for feature selection. Three filter feature selection methods are utilized in the experiment for comparison: Fisher score (supervised feature selection method), Laplacian score (unsupervised feature selection method) and our proposed feature selection via sparse imputation method. We use Fisher, Lap and FSSI as abbreviations to represent these 3 methods in the experiment.
We use feature based classification as the evaluation criterion [31] to judge different feature selection methods. In particular, a feature selection operator Φ is defined:
• The feature selection operator Φ is trained on the training data based on different algorithms, such as Fisher, Lap and FSSI.
• Update the data Y based on the operator Φ : Y ← Φ(Y) • Establish a classifier based the training part of Y and record the classification performance on the testing part of Y The experiment on each data set is conducted five times and average results are obtained. The target features size is from one to around 80% of whole feature size to show the comprehensive performances. In order to give more details about feature selection process, Table II shows a case study on data wine. All 13 features are listed in the table. Fisher, Lap and sparse imputation (SI) have been trained on the training data to rank the features respectively. In particular, when the target feature size is 2, Fisher method would select "Proline and Magnesium" features for classification, Lap method would choose "Proanthocyanins and Color intensity" features, and SI method would select "Proline and Alcalinity" features.
Three classic classifiers are used in our experiment: k nearest neighbor (k = 5 in the experiment), LibSVM [32] and multi-layer feed-forward networks [33] . We abbreviate above classifiers as 5-NN, LibSVM and NeuralNet. "1-v-r" method [34] is utilized when LibSVM and NerualNet handle multi-class data sets. The sparse coding toolbox is from [22] . Then updated training data and testing data are applied on 5-NN classifier to obtain the classification results on different dimensions. Data wine has 13 features, feature selection has targeted to 11 features, which is 84% of the whole feature sets Fig. 1 shows an example of classification performance on data wine with different selected features. The outputs of FSSI are more accurate than that of Lap, we may claim that the feature selection method FSSI is more appropriate than Lap for data wine.
B. Comparison among FSSI, Fisher and Lap
In this section, the comparison results among FSSI, Fisher and Lap are shown. For briefness and clarity, we only show the plots of six data sets (two binary data sets and four multiple categorical data sets). Fig. 2 shows the comparison results for data credit. When the selected feature size is larger than 3, the advantage of FSSI could be observed with all three classifiers. It is also interesting to notice that the results of Fisher and Lap are almost same in the left two subfigures. However, the results of another binary data ionosphere from Fig. 3 is unremarkable. Through the curves of FSSI are higher than that of Lap, the curves of FSSI are in the same level of Fisher.
When the experiments are carried on the multiple categorical data sets (Fig. 4 to Fig. 7) , the effectiveness of FSSI could be noted. In Fig. 4 , the results of FSSI are encouraged. In the subfigure of "LibSVM", the outputs of FSSI dominate the competitors from the dimension of 5. In the subfigures of "5-NN" and "NeuralNet", the results of FSSI surpass other methods from the dimension of 2. The advantages of FSSI also could be observed in Fig. 5 for data breast tissue, in which the curves of FSSI always appear in the top of subfigures. Fig. 6 shows the experimental results for data glass, Fisher and FSSI methods have improved results compared to Lap method. And in Fig. 7 for data Libras, Lap and Fisher methods have enhanced outputs compared to Fisher method. For intensive comparison of different feature selection methods, the statistic analysis is applied with experiment results. For each data set and each method, the classification accuracies, from feature size one to around 50% of whole feature sizes, are averaged and standard deviations are calculated [35] in the Table III . The highest accuracy is highlighted. We can obverse that FSSI can win 5, 6 and 6 times in LibSVM, 5-NN and NeuralNet separately. The standard deviation of FSSI is slightly larger than competitors, which may indicate that the features selected by FSSI are contributable.
V. CONCLUSIONS
In this paper, we have explored the use of sparse imputation for feature selection. The proposed FSSI method utilizes the 
