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Preamble
Within a classical length scale, i.e. from millimeter to kilometers, the electri-
cal and mechanical properties of a piece of metal are not much different. The
classical rules of physics are applicable in this large range of length scales. As
soon as its size approaches the atomic scale, the classical knowledge about
material properties becomes invalid. While in the macroscopic world, gold
conduct 10 times better than lead for conduction through a single atom, lead
conduct better than gold by factor of three. Also, the mechanical properties
of a metal become unusual when atomic wires are formed. The development
of micro-fabrication techniques in recent decades, such as optical lithogra-
phy and electron beam lithography, provide the possibility to design and
produce metallic structures in much smaller length scale. The invention of
the scanning tunneling microscope(STM) in 1986 by Gerd Binnig and Hein-
rich Rohrer, together with other types of scanning probe techniques, provide
the tools for manipulating and characterizing structures at the atomic and
molecular scales. This has brought rapid progress in the field of mesoscopic
physics, which is devoted to the study of electrical phenomena in small con-
ductors for which the quantum nature of the electrons starts to play a role.
In mesoscopic systems, the resistance does not necessarily depend on the
length of the conducting wire as described by Ohm’s law. A ballistic wire
still has a finite conductance G0 = 2e
2/h, where electron backscattering
is absent. Whether electrons travel through a conducting wire diffusively
or ballistically can be observed not only in conductance measurement, but
also in other physical properties such as resistance or current fluctuations
(noise). For example, the shot noise, which is due to the randomness in the
transmission of discrete charge quanta e from source to drain, is present
in tunnel junctions but absent in macroscopic metallic wires. The reason
is that the inelastic scattering of the electrons smears out the granularity
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in the charge flow. There has been an intensive study of noise in metallic
films, semiconductors, metallic oxides and inhomogeneous systems such as
composites. In atomic point-contacts, two-level resistance fluctuations were
observed and their noise spectrums were studied. But the noise behavior in
a small conductor under the transition from diffusive to ballistic has not yet
been reported.
The increasing attention paid to mesoscopic physics has been strongly
encouraged by the ongoing miniaturization in the microelectronics indus-
try. Since the first transistor was invented at Bell Labs by W. Shockley, J.
Bardeen, and W. Brattain in December 1947, the miniaturization of semi-
conductor devices has followed ”Moore’s Law”, which predicts a doubling
of circuit density every 18 months. Under the limitation of optical lithog-
raphy, the smallest size of components in production is 45 nm in 2007, and
32 nm expected in 2009. Further decrease in feature size requires the con-
sideration of physics rules applicable at these length scales. However the
dramatically increase in the unit price during scaling down demands new
creative concepts. The emerging field of molecular electronics [1; 2] can be a
solution to extend this limit. Molecular electronics aims at using molecules
as building blocks in the construction of electronic circuits. The classical
and quantum molecular transistor are two basic devices under study. The
first can be considered as a scaling of a field effect transistor down to the
nm-scale. The later, however, additionally makes use of quantum effects in
its device operation. Molecules are small (∼ nm), cheap to synthesize, and
able to self-assemble on a surface. Furthermore functionalized molecules
(which respond to physical environment such as solvent, electrical potential,
temperature, light) can be designed and synthesized. All these beneficial
characteristics make molecules attractive. However contacting and electron-
ically measuring molecules is a challenging task. There are various methods
developed to define small metallic junctions with nano-sized gaps to anchor
the molecules. Among these, electromigration induced nano-gaps have been
employed for a broad range of molecules, revealing various transport phe-
nomena. However junction formation is a slow and instable process. The
refined electromigration processes are therefore highly desirable.
The following thesis is devoted to electromigration and 1/f noise behavior
in nano-junctions in size from few hundred nanometers to single atomic
contacts. A successful technique to employ stable electromigration process
in nano-junction and finally forming the nano-gap is presented.
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This thesis
In this thesis we will focus on
(a) Feedback controlled electromigration in four-terminal nano-junctions,
where a new technique to control electromigration in Au nano-junction is
presented. The observation during electromigration in nano-junction is dis-
cussed.
(b) Scaling of 1/f noise in tunable break-junctions, where 1/f voltage
noise of gold nano-contacts formed by electromigration and mechanically
controlled break-junctions is studied. The voltage noise is measured for re-
sistance value of the nano-contacts from 10 Ω (many channels) to 10 kΩ
(single atom contact).
This thesis is structured as follows:
• Chapter 1 gives a brief review about the conductance of metals in
diffusive, ballistic and quantum regimes. The theory background for
electromigration and its driving force is introduced. As the basics to
understand noise measurements, we discuss two types of noise, i.e.
thermal noise and 1/f noise, which we measured in our experiment.
The mathematic basis for noise analysis is given as well.
• In Chapter 2 we describe first the general sample fabrication methods
and processes. As an important technical basis in our experiments,
we presents our new technique of feedback controlled electromigration
in details. The setup to perform electromigration and its calibration
is described as well. For noise measurements we explain the proce-
dure and setup for noise measurement. The important step of setup
calibration is discussed in depth.
• In Chapter 3 we discuss the physical aspects more in depth in nano-
junction during the narrowing of the junction cross-section by elec-
tromigration. We show the results of noise measurement in electro-
migrated and mechanically controlled break-junctions. The transition
from diffusive to ballistic regime in nano-junction is observed during
electromigration and proved by the noise measurement.
• Chapter 4 summarizes this thesis. The ideas and possibilities to ex-
plore further experiments based on our current experience are sug-
gested.

Chapter1
Introduction
1.1 Electron transport in small conductors
The size and geometry can have a strong influence and impact on the electron
transport in ‘small’ samples. By comparing the dimensions of the conduc-
tor with some typical length scales in electron transport, we can divide the
transport mechanisms into diffusive and ballistic transport regimes. Follow-
ing we give a brief overview of various characteristic lengths in conducting
systems and the conductance of a constriction in the conductor for those
regimes. We define l, the smallest extension of a sample, as the typical
length scale of the system, on which the relevant processes in this conductor
take place.
1.1.1 Typical length scales in conducting systems
In a conducting system one can identify different transport regimes according
to how the size of the system is relative to various length scales. A conductor
is diffusive if l is much larger than its mean free path. The mean free path
Lm is the distance that an electron travels before its initial momentum is
destroyed. It is defined as Lm = vF × τm, where vF is the Fermi velocity
and τm is the momentum relaxation time. τm is related to the collision time
τc in the form
1
τm
→ 1
τc
αm
where the factor αm has the value between 0 and 1 denoting the ‘effec-
tiveness’ of an individual collision in destroying momentum. In a diffusive
1
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conductor electrons incident to the transport channel are scattered at im-
purities or the wall. Electrons move in the conduction in a random walk
manner with an average step size Lm (Figure 1.1a). Lm is around 50 nm
in Au at 25◦C [3]. When the size l of a conductor reduced to be smaller
than its elastic mean free path Lm, it enters ballistic regime. Electrons pass
through the conductor with only scattering on the boundary of the conduc-
tor.(Figure 1.1b). When the size l of a conductor is similar to the electron
Fermi wavelength λF , which is the de Broglie wavelength of electrons at
Fermi energy, i.e. λF = h/
√
2mEF , the wave character of electrons becomes
essential for electronic transport process. Electron transport in such con-
ductor has to be treated quantum mechanically. The Fermi wavelength in
Au is about 0.519 nm at the Fermi energy of 5.53 eV. At low temperatures
the current is mainly carried by electrons with energy close to the Fermi
energy.
Figure 1.1: Schematic illustration of a diffusive (a) and ballistic (b) conductor.
If the size of the conductor l is smaller than its phase relaxation length, the
conductor enters into the mesoscopic regime. The phase-relaxation length
Lφ is the distance that an electron travels before its initial phase is de-
stroyed. It is defined as Lϕ = vF ∗ τϕ, with τϕ the phase relaxation time.
During elastic scattering with static scatterers the phase of electron wave
is conserved, τϕ → ∞. Inelastic scattering such as electron-electron and
electron-phonon interaction, also the scattering with impurities having in-
ternal degree of freedom can randomize the phase of the electron wave. Lϕ
can be indirectly measured from weak localization experiments [4; 5]. It is
around 1 µm for Au at around T=1 K [6].
A conductor is classic if l much larger than each of the three characteristic
length scales: (1) Fermi wave length λF (2) mean free path Lm (3) and
phase-relaxation length Lϕ [5]. A classic conductor can be characterized
by Ohm’s law U = R · I, where U is applied voltage and I the current flow
through the resistor R. The conductance G of a given sample is proportional
to the area A orthogonal to the current direction and inverse proportional
to its length L:
G =
A
ρL
(1.1)
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where ρ is the resistivity, which is inverse proportional to Lm.
In our study we are interested in electron transport thrugh point-contact.
A point-contact is a constriction in a conducting medium. Where the elec-
trons pass through the point-contact diffusively, ballistically or quantum
mechanically depends on the radius of the constriction. The point-contact
is diffusive /ballistic /quantum when its radius is much larger than Lm
/smaller than Lm /similar to λF . The electron transport through point-
contacts is best treated differently in these three regimes. The conductance
of point-contact will be discussed in details in next section.
1.1.2 Conductance of point-contact
Maxwell conductance: diffusive point-contact
The conductance of a point-contact in the diffusive regime can be calculated
using the classical conductivity tensor (homogeneous local conductivity ten-
sor). In the case of a hyperbolic constriction, this can be done analytically [7]
in oblate spheroidal coordinates (ξ, η, ϕ). The surface of the constriction is
defined by η0 =const. and a is the radius of the constriction. The conduc-
tance (GM = I/V0) of the constriction can be expressed as a function of a
and η0 as:
GM = (2a/ρ)(1− sin(η0)) (1.2)
In the limiting case of η0 = 0 the contact is an orifice of radius a in an
non-conducting plate separating two metallic half-spaces, its conductance is
GM = 2a/ρ, where ρ is the resistivity in the infinite plane. We insert the
Drude resistivity ρ = mvF /ne
2Lm to rewriteGM = (2e
2/h)(k2F a)(2Lm/3pi
2).
It has a similar form as Sharvin’s resistance derived from the quantum me-
chanical approach in next section. Maxwell conductance has its classical
limit, for ballistic point-contact we describe a quantum mechanical analyze
below.
Sharvin conductance: ballistic point-contact
When the dimensions of a contact are much smaller than the electron mean
free path Lm, an electron approaching the contact is either scattered back
from the boundary of the point-contact or transmitted through the contact
opening directly (‘ballistically’) (see Figure 1.2a). The conductance of such
a constriction was first calculated by Sharvin [8], who used an electron ana-
logue to the flow of a dilute gas through a small hole. The conductance can
be expressed by assuming a simple orifice-like point-contact geometry, see
Figure 1.2b. Due to the ballistic motion at the point-contact a right-moving
electron can only come from the left-hand-side and a left-moving one only
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Figure 1.2: (a) In a ballistic contact electrons are specularly reflected from the con-
tact boundary or pass through the contact. (b) An orifice-like point-contact with
an insulating plane (black line) between two metallic half-spaces. The isotropic
distribution of the wave vector amplitude k at a point of the contact surface is
presented. ∆k = 2meV/~ is the difference in wave vector amplitude between right
going and left going electrons. Different colors represent the origin of the electron
states.
from the right-half-space. Thus kz > 0, (kz < 0) states are occupied up to
the energy of EF +eV/2, (EF−eV/2) (see Figure 1.2b). The voltage-induced
difference in the occupation of the right and left-moving states results in a
net current density:
j =
∫ EF+eV/2
EF−eV/2
dEe〈vz(EF )〉ρ(EF )/2 = e〈vz(EF )〉ρ(EF )/2 · eV (1.3)
where e is the electron charge, 〈vz(EF )〉 is the average velocity of the right-
moving electrons in the z direction at the Fermi-energy (EF ), which is const.
in the interval [EF − eV/2, EF + eV/2]. ρ(EF )/2 is the density of levels
of the right-moving electrons at EF . Inserting the free electron values of
〈vz〉 = ~kF /2m and ρ(EF ) = mkF /pi2~2, the current passing through the
constriction is j times the contact area pia2. This leads to the conductance
(the so called Sharvin conductance):
Gs =
2e2
h
(
kF a
2
)2
(1.4)
where h is the Plank constant, a is the contact radius and kF is the fermi
wave number. Note that the Sharvin conductance depends only on the
electron density (through kF ), and is independent of the resistivity ρ and
the mean free path Lm. In Equation (1.4) the quantity 2e
2/h = G0 is defined
as conductance quantum. The quantity (kF a/2)
2 describes the number of
‘conductive channels’ [4]. For metals, kF ∼ 13 nm−1, the constriction
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radius of atomic dimensions is ∼ 0.5 nm, (kF a/2)2 ∼ 1.7. This suggests a
single atom corresponds to a single conductance channel. It implies in atom-
sized constrictions, conductance decreases in well-defined drop-steps since
the number of contacting atoms decreases in one or few atoms at the time.
Conductance drop-steps have indeed been observed in many experiments [4].
A more detailed calculation based on the Boltzmann equation predicts that
the voltage drop occurs in the close vicinity of the contact center (on the
length-scale of a) [9]. This potential gradient accelerates the transmitted
electrons, but the energy is not relaxed until inelastic scattering takes place
further away from the contact.
Intermediate regime
In the intermediate regime between the diffusive and a ballistic point-contact
an interpolating formula can be set up by solving the Boltzmann equation
for arbitrary ratio of the contact diameter and the mean free path Lm [10].
For a point-contact with diameter d and resistivity ρ the resistance R can
be expressed as:
R = (Lm/d) · 16ρ
3pid
+ Γ(Lm/d)
ρ
d
(1.5)
where Γ(Lm/d) is a monotonous function, that has to be determined nu-
merically, with the limiting cases Γ(0) = 1; Γ(∞) = 0.694. Note that the
first term is exactly the Sharvin resistance by inserting the Drude resistivity
ρ = mvF /Lme
2n into Equation (1.5), hence the conductance is independent
of Lm.
Landauer formalism: ballistic transport in quantum wire
In atomic-sized contacts when the contact width W ∼ λF , the wave nature
of the electrons become relevant. The scattering approach pioneered by Lan-
dauer [11] is employed to describe electron transport through such a contact.
It relates the transport properties (conductances) with the transmission and
reflection probabilities for carriers incident on the constriction.
In an ideal ballistic wire with constant transversal confining potential
along its axis, the quantum mechanical solution for the wave function of the
wire gives electron’s states which are plane waves along the wires axis and
standing waves in the transverse direction. The energy of the electron states
are En(k) = En+~2k2/2m, where k is the wave vector in the axis direction,
n the index of the nth quantized transverse wave function (see Figure 1.3a).
Each transverse wave function constitutes a so-called conductance channel.
The macroscopic electrodes are introduced as ideal electron reservoirs in
contact with the wire and have a well defined electrochemical potential (µ)
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Figure 1.3: (a) Ballistic quantum wire connected to two electrodes. The elec-
trodes emit electrons to the channel with the distribution functions corresponding
to electrochemical potentials µL and µR. The wave function of the different trans-
verse modes are represented by colors. (b) Illustration of the energy dispersion
and occupation of the states. In the leads the transverse modes are filled up to
their respective electrochemical potential. In the ballistic quantum wire only few
transverse modes are filled up to the electrochemical potential. The +k/−k (right
moving / left moving electrons) states are filled differently as denoted by the bold
dotted line. [5].
and a temperature. The electrodes inject electrons corresponding to their
distribution function and are assumed to absorb the entering electrons with-
out reflection. The applied voltage V shifts the electrochemical potential by
µR − µL = eV , which leads to the change in the occupation of the electron
states, as presented in Figure 1.3b. The imbalance between the occupation
of the right and left moving states results in a net current in the wire, which
is:
I =
e
L
∑
k,n
vk[fL(En(k))−fR(En(k))] = e
L
∑
k,n
1
~
∂En(k)
∂k
[fL(En(k))−fR(En(k))]
(1.6)
where the fL/R are the Fermi distributions in the left and right electrode,
n runs over the channels with occupied states, and L is the length of the
wire. The sum over k is replaced by an integral over k by writing
∑
k =
2(forspin)× (L/2pi) ∫ dk. We define M the number of available channels as
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determined by the diameter of the wire. The current can be written as:
I =
2e
h
M
∫ µR
µL
[fL(E)− fR(E)]dE (1.7)
At zero temperature fL/R(E) are step functions, equal to 1 below EF +eV/2
and EF − eV/2, respectively, and 0 above these energies. This expression
leads to conductance:
G =
I
V
=
2e2
h
·M = G0 ·M, (1.8)
which is quantized with the unit of the conductance quantum, G0 = 2e
2/h '
(12.9kΩ)−1. This demonstrates that an ideal (i.e. without scattering) per-
fect single mode conductor (M=1) between two electrodes has a finite con-
ductance G0.
Figure 1.4: The model of arbitrary conductor with scattering unit connected to
the electrodes through ballistic wires. The scattering unit transmits or reflects
electrons defined by a scattering matrix.
Scattering processes can be introduced by using a scattering center in the
quantum wire (see Figure 1.4). At the scattering center particles incident
from reservoir L (R) are reflected with probability r (r’) and transmitted
with probability t (t’). Different modes of the wire can be incorporated by
using diagonal matrices t, while there is no coupling of different modes. The
scattering matrix is obtained by combining all those matrices, it gives
Sˆ =
(
r t′
t r′
)
The current is then expressed as,
I =
2e
h
∫
Tr(t†t)[fL(E)− fR(E)]dE
Since t†t is hermitian, it can be diagonalized and has real eigenvalues Ti, the
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transmission probability of each mode with 0 < Ti < 1. At zero temperature
and V → 0 the conductance can be expressed in a simple form of:
G =
2e2
h
Nc∑
i=1
Ti, (1.9)
where Nc is the number of eigenchannels. Nc is limited by the narrowest
cross section of the contact, where the number of occupied transverse modes
is the smallest [12]. Equation (1.9) is known as the Landauer formula [13; 14].
1.1.3 Quantum Tunneling
If two electrodes are separated by a thin insulating film (or small gap), and
the film is sufficiently thin, current can flow between the two electrodes by
means of the quantum tunneling [15]. The first theoretical study of this phe-
nomenon was brought forward by Sommerfeld and Bethe [16], while Holm
and Kirschstein [17; 18] described it for different bias voltages. A compact
theory for the current flow through a generalized barrier was proposed by
Simmons [19] as summarized below.
Figure 1.5: Rectangular potential barrier in insulating film between metal elec-
trodes for (a) V = 0; (b) V < Φ/e; (c) V > Φ/e. Φ is the barrier height, µ the
Fermi level of left electrode, s the width of barrier and ∆s the effective barrier
width at Fermi level µ.
In quantum theory, a particle can tunnel through a potential barrier larger
than its kinetic energy with a finite probability. In Figure 1.5 we illustrate
this process for a rectangular potential barrier between two metal electrodes.
Φ is the barrier height, µL the Fermi level of left electrode, s the width of
barrier and ∆s the effective barrier width at Fermi level µL. The probability
D(Ex) that an electron can penetrate a potential barrier of height Φ(x) is
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given for a smooth potential by the WKB approximation [20]:
D(Ex) = exp{−4pi
h
∫ ∆s
0
[2m(Φ(x)− Ex)] 12 dx}
where Ex = mv
2
x/2 is the energy component of the incident electron in the
x direction. The number of the electrons tunneling through the barrier from
left to right electrode per area and per second NL is given by
NL =
∫ vm
0
vxn(vx)D(Ex)dvx =
1
m
∫ Em
0
n(vx)D(Ex)dEx, (1.10)
where Em is the maximum energy of the electrons in the electrode, and
n(vx)dvx is the number of electrons per unit volume with velocity between vx
and vx + dvx. Assume the electrodes have an isotropic velocity distribution,
the number of electrons per unit volume with velocity between the usual
infinitesimal (dvxdvydvz) can be related to Fermi-dirac distribution function
f(E) with
n(v)dvxdvydvz = (m~)3/4pi3f(E)dE = (2m4/h3)f(E)dvxdvydvz
Because
∫
dvxdvydvz = 2pi
∫
dvx and dE = mdvr, consequently n(vx) =
(4pim3/h3)
∫∞
0
f(E)dE with m the effective electron mass, h Planck’s con-
stant and E the energy of the incident electrons. The electron current N is
composed of the net number of electrons NL tunneling from left electrode
and NR from right electrode. The tunneling current density J is then given
by
J = e(NL −NR) =
∫ Em
0
D(Ex)ξ(E)dEx
with ξ(E) = (4pim2e/h3)
∫∞
0
[f(E)−f(E+eV )]dEr and at zero temperature
ξ(E) =

(4pim2e/h3)(eV ) 0 < Ex < µ− eV
(4pim2e/h3)(µ− Ex) µ− eV < Ex < µ
0 Ex > µ
After integration and simplification the tunneling current density J can be
expressed in the following form:
J = J0{φ¯e−A
√
φ¯ − (φ¯+ eV )e−A
√
φ¯+eV } (1.11)
where J0 = e/2pih(β∆s)
2, A = (4pi∆s/h)
√
2m. φ¯ is the mean barrier height
above Fermi level µL. β depends on geometrical details, for many cases β = 1
holds [19]. The Equation (1.11) can be applied to any shape of potential
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barrier. For a rectangular potential barrier, the mean barrier height φ¯ and
the effective film thickness ∆s depends on the voltage V , as it is illustrated
in Figure 1.5: 
(a) V = 0, φ¯ = Φ,∆s = s
(b) V < Φ/e, φ¯ = Φ− eV/2,∆s = s
(c) V > Φ/e, φ¯ = Φ/2,∆s = sΦ/eV
At low-voltages (eV ' 0) the tunneling current density J is a linear depen-
dance on V . The junction behaves Ohmic at very low voltages (V  Φ/e).
It becomes non-linear at higher voltages (V . Φ/e). At voltages V > Φ/e
only electrons from left electrode can tunnel to right electrode. This situ-
ation is analogous to that of field emission from a metal electrode. Where
the first accurate description of field emission obtained by Sir Ralph Fowler
and Lothar Wolfgang Nordheim in 1928.
1.2 Electromigration
In an ideal conductor, where atoms are arranged in a perfect lattice struc-
ture, the electrons moving through it would experience no collisions. In
real conductors, defects in the lattice structure and the random thermal vi-
brations of the atoms about their positions cause electrons to collide with
the atoms, impurities and grain boundaries. When an electron changes its
motion due to a collision with one such scatterer of the crystal lattice, it
transfers momentum to the scatterer and exerts a force on it. Normally,
the amount of momentum imparted by the relatively low-mass electron is
not enough to permanently displace an atom. However, if many electrons
bombard the atoms with enough momentum transfer, this can cause the
scatterer to move out of its original equilibrium position. The frequency of
these relocation events increases with current density. This mass transport
process caused by a large electric current density (‘electron wind’) is called
electromigration (EM).
The phenomenon of EM has been known for over 100 years. It was first
discovered by the French scientist Gerardin. The topic became of practical
interest in 1966 when the integrated circuits were commercially available.
EM posed a serious problem since it caused interconnecting lines to fail.
Understanding and suppressing EM in the ever denser circuitry became one
of the major eforts in the semiconductor industry. The intriguing question
of the exact force acting on a scatter in a metal in the presence of an electric
field has led to fundamental research of many well-known theorists, such as
Friedel, Landauer and Peierls.
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1.2.1 Electron wind force
We introduce a macroscopic description of EM with the theory of irreversible
thermodynamics [21]. This general framework relates the occurrence of
fluxes Ji (e.g. fluxes of atoms, electrons, or heat) to the presence of macro-
scopic ‘forces’Xj (e.g. gradients of the chemical potential, electric potential
or temperature) in a system. It states that all forces Xj together determine
each flux Ji according to [21]:
Ji =
n∑
j=1
LijXj , i = 1, ..., n (1.12)
Here the Lij represent phenomenological coefficients which do not depend
on the Xj , i.e. this is a linear response theory. A theorem concerning the
coefficients Lij was derived by Onsager [22]. If Ji and Xj can be chosen
such that the total entropy production rate s˙ ≥ 0 equals
s˙ =
1
T
n∑
i=1
Ji ·Xi,
the Onsager reciprocal relations hold: Lij = Lji.
In the EM case we are mainly interested in the electron particle flux
(Je)and the flux of metal atoms (Jm). These fluxes are induced by a set of
‘forces’ (or potential gradients), Xj . For the particle forces, we can write
Xj = −∇µjec. Here, µec = µ + Zeϕ is the electrochemical potential, with
ϕ , µ and Z, the electrostatic potential, the chemical potential and particle
charge (Z=-1 for electrons). If we look at only the flux of metal atoms Jm,
we have:
Jm = −Lm,m∇(µ
m
ec
T
)− Lme∇(µ
e
ec
T
). (1.13)
For materials with a high conductivity, the electrons are evenly distributed
in the material, and we can ignore ∇µe. Because all charge current is due
to electron flux, we have −∇ϕ = E = ρ · j (with ρ the electrical resistivity).
Hence we obtain:
Jm = −L∗mm(∇µm − Z∗eρj), (1.14)
where we define L∗ij = Lij/T , and introduce an effective charge Z
∗:
Z∗ = Z − L
∗
me
L∗mm
. (1.15)
The atoms behave as if they have a charge Z∗ [21; 23; 24] in an electric
field E. This effective charge is due to momentum transfer from electrons
to atoms. Often we describe the force acting on atoms as the net force
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F = Z∗eE of wind force Fw and direct force Fd (see Figure 2.2). We
write Fw = ZweE and Fd = ZdeE. By comparing two expressions for
Z∗: Z − L∗me/L∗mm = Z∗ = Zd + Zw we found that, it is equivalent to
write ‘Zd = Z’ and ‘Zw = −L∗me/L∗mm’, identifying the bare ion charge
as Zd and −L∗me/L∗mm as the wind force contribution [25; 26]. Generally,
Lme/Lmm  Zd, so the net force acting on the gold atoms will be in the
direction of the electron flow.
Figure 1.6: The force acting on atoms is the net force of the wind force Fw and
the direct force Fd. Fd is the electrostatic interaction of the atom with the electric
field. Fw is the momentum transfer from the electrons.
To understand the electron-atom interaction term −Lme/Lmm we con-
sider a ballistic model suggested by Fiks [25] and Huntington and Grone [26].
In their approach, the wind force Fw is calculated from the net momen-
tum transfer of incident electrons to a scattering center. Suppose we have
free electrons in a metal with Fermi velocity vF and relaxation time τ .
If an electric field E is applied, the electrons gain an average momentum
∆p = −τeE before the next scattering event. Those electrons within a dis-
tance l = vF τ are able to reach the scatter within a time τ . The wind force
Fw is then determined by summing the momentum transfer over the total
number of electrons off scattering the scatterer. Furthermore, the number
of scattering events at the scattering center is decided by the scattering
cross section σx. Assuming an electron density n, we then have nlσx inci-
dent electrons, each transferring a momentum ∆p. The wind force follows:
Fw =
1
τ
∑
∆p = −nlσxeE. Note that Fw = ZweE, hence we have
Zw = −nlσx, (1.16)
this expresses the wind force dependence on the number of electrons in a
cylinder of volume lσx. Normally in a good metal lσx is much larger than the
unit cell volume Ωc. Furthermore we have Zw = −nlσx whereas Z ≈ nΩc.
Therefore we can conclude that in a good conductor, Zw dominates over
Zd because | Zw || Z |&| Zd |. Another way to see that Zw is larger in a
good conductor is to rewrite Zw = K/ρ, where K is some constant and ρ the
1.2. Electromigration 13
resistivity. This can be obtained from the fact that momentum is transferred
from electrons, hence the electron wind will rather be proportional to the
electron flux Je = (−j/e) than to the electrical field E = ρj. Writing
Fw = ZweE ∼ j implies Zw = K/ρ. Consequently Zw is large in good
conductors.
To find out the atom-atom interaction L∗mm, we use the Einstein relation
D = L∗mmdµ/dc, where D is the diffusion coefficient and c the concentration.
For the chemical potential we have µ = kT ln(c) [24]. The diffusion constant
can be expressed as D = D0e
−Ea/kT [27], where Ea is the activation energy
of gold diffusion on the surface, which is 0.12 eV [28], k the Boltzmann’s con-
stant, and T is the absolute temperature. We obtain L∗mm =
D0
kT
ce−Ea/kT .
Let’s go back to Equation (1.14), here the term ∇µm = Ω dσ
dx
= Ω∆σ/L is
the driving force due to stress σ [27; 29; 30], where Ω is the unit volume per
atom and ∆σ/L is the stress gradient on a length scale L. This compres-
sive stress (as well as the atom concentration) is built up at the anode side
because EM flux transports atoms towards it. This build up increases the
chemical potential of the metal as well. Hence, we rewrite the atom flux
as:
Jm =
D0c
kT
e−Ea/kT (Z∗ejρ− Ω∆σ
L
). (1.17)
In an EM experiment one always measures Z∗ = Zd+K/ρ instead of the bare
ion charge Z. In many cases Z∗ deviates strongly from Zd. To determine
Zd and K, one usually plots Z
∗ as a function of 1/ρ and extrapolates to
1/ρ = 0.
1.2.2 Essential parameters in electromigration
Critical current density
From Equation (1.17) one can see that as long as Z∗ejρ < Ω∆σ/L, the
electron wind force is balanced by the stress gradient, the atom flux is zero
and no EM is present. Consequently a minimum in current density exists,
at which EM first occurs. It is straightforward to define a critical current
density jc:
jc = Ω∆σ/Z
∗eρL. (1.18)
When j > jc EM can be trigged in a conducting wire.
Temperature
Enhanced temperature accelerates the process of EM by increasing the atom
flux Jm through the mobility of atoms to diffuse. At elevated temperature
the metal atoms are much more mobile, and easy to move out of their
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equilibrium positions. However at lower temperature the resistivity ρ is
smaller hence Zw ∝ 1/ρ and the wind force is larger. A critical temperature
Tc is introduced to evaluate a conductor under a certain current density
to obtain an obvious irreversible resistance increase due to atom flux Jmc.
It is observed that Tc is very similar in nano-juncitons for the environment
temperature range from 4 K to 330 K [30]. This demonstrated that a critical
temperature is necessary to obtain enough mass flux due to EM which results
in a visible material transport.
The observation of the temperature influence on EM is reflected in the
empirical Black’s equation [31], which is commonly used to predict the life
span of interconnects in integrated circuits against EM damage. A larger
atom flux induced by EM in a conducting wire means a shorter MTTF
(mean time to failure), which is expressed as:
MTTF = Aj−2e
Ea
kT (1.19)
Here A is a constant based on the cross-sectional area of the wire, j is the
current density, Ea is the activation energy, k is the Boltzmann constant,
T is the temperature. The mean time to failure caused by EM is shorter
at higher temperature. The temperature is often attained by Joule heating
under high current density in the metal wire.
Blech length
Note that jc in Equation (1.18) is temperature independent, since Z
∗ρ =
const. does not depend on temperature. In various experiments jc is found to
be inversely proportional to the length of the wire as seen in Equation (1.18).
The product of the wire length L and the critical current density jc is con-
stant while jcL ∝ 1/Z∗ρ ∝ 1/K, with K a constant. Experimentally it is
measured to be approximately 1260 A/cm in an Al stripe at 350◦C [27].
According to Equation (1.18) if the length L is very small, jc will be very
large. It is possible that jc can not be reached for a certain length L of the
wire. This length is the so called Blech Length, below which EM will not
start in the conducting wire.
Crystalline structure
Besides temperature the grain size of the metal crystal has a large influence
on EM too. EM occurs often first on the grain boundaries, because the
inhomogeneity of the crystalline structure at the grain boundaries causes
vigorous scattering and momentum transfer to metal atoms there. The
grain boundaries provide a pathway for easy diffusion too, therefore EM
propagates along them. jc is smaller in a metal wire of same geometry if
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it consists of smaller grains. In a very narrow wire where the grain size is
similar than the wire width, ‘bamboo’ like appearance (Figure 1.7) is formed
where most of the grains span the line width. There jc is found to be much
more enhanced. Heat treatment may fuse the samll grains and increase the
grain size.
Figure 1.7: Illustration of ‘bamboo’ grains and polygranular clusters in a con-
ducting wire. Electromigration (EM) is likely to be suppressed in metal wire with
‘bamboo’ like crystalline structure.
1.2.3 Electromigration in molecular electronics
Single-molecule electronics has been the focus of substantial worldwide re-
search [32; 33; 34; 35; 36]. Direct measurement of electron flow through
a single molecule promises a better understanding of the electron transfer
processes in molecules. To measure a single molecule (or a few molecules),
nano-sized metallic junctions are needed that ideally have both small and
well controlled junction areas and narrow gaps of only a few nanometers
in size. The molecules are ‘trapped’ within these gaps and can then be
electrically measured.
Various methods have been developed to define and measure such molecu-
lar junctions [37; 38], such as the scanning probe method [39], mechanically
controlled break junctions [40; 41], crossed-wire junctions [42], molecular
layers sandwiched between mercury droplets [43], and EM induced nano-
gaps [44]. Among these methods, EM-induced nano-gaps have successfully
been employed for a broad range of molecules, revealing various trans-
port phenomena [45; 46; 47; 2; 48]. For example, Coulomb blockade and
vibration-assisted electron tunneling was studied in C60 [45] and C140 [46],
and the Kondo effect was observed in an organo-metallic molecule [47; 2].
EM-junctions can be very stable as recently demonstrated by measurements
of the gate-controlled charging of a single molecule and its temperature de-
pendence [48]. Moreover, magnetic molecules have been studied [49], and
in these measurements the signatures of the magnetic state and the associ-
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ated anisotropy could be determined. EM-junctions have the advantage that
gates with a decent gate-to-molecule coupling can be fabricated [47]. How-
ever at the same time they have the disadvantage that nano-particles can
form out of the electrode material (during the EM-process) through which
electric transport may occur subsequently. Because transport through small
metallic particles may show ‘molecular’ features, e.g. Coulomb blockade and
the Kondo effect [50; 51; 52], the distinction is not straightforward [53]. A
better control of EM may yield nano-gaps with fewer particles [54; 55]. The
development of refined EM processes is therefore highly desirable.
In Section 1.2 we introduced that EM is the directed migration of atoms
caused by a large electric current density. EM proceeds by momentum trans-
fer from electrons to atoms and requires sufficient atom mobility to occur.
The latter increases at higher temperatures, so that local Joule heating is
an important parameter in addition to current density [31]. The formation
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Figure 1.8: (a) Schematics of the constriction forming the junction with attached
leads. (b) The equivalent circuit diagram with bias voltage U0 applied over a two-
terminal junction. RL, RJ are the lead and junction resistances, respectively. (c)
Schematic characteristic of the current I versus bias voltage U0 during software
controlled 2-terminal electromigration (EM) [56; 57]. EM starts at point s and the
junction breaks open at point e.
of an EM nano-gap starts with the lithographic definition of a metallic wire
with a constriction (junction, see Figure 1.8a) where the EM process will be
effective. EM narrows the junction down, until a gap forms and the process
self-terminates. In such lithographically defined wires, the bonding pads are
far away from the constriction, yielding long leads with comparatively large
lead resistances RL. Typically, RL is much larger than the resistance of the
junction RJ (Figure 1.8b). Although a voltage U0 is applied, the junction is
effectively current-biased through the large series resistance [48; 30]. Con-
sequently, as EM starts shrinking the junction and RJ increases, the power
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dissipated on the junction grows proportionally to RJ , causing a thermal
run-away like in a fuse. When this happens, the resulting gaps are larger
than 10 nm and cannot be used for the trapping of molecules. A closer
view on this instability is schematically shown in Figure 1.8c. There are
three regimes, A-C. Along A the current-voltage characteristics I − U0 is
reversible. EM sets in at point s and the system crosses-over to the unstable
branch B (dashed curve). In the final and again stable branch C, RJ domi-
nates over the RL and EM evolves until the junction breaks open at the end
point e. Branch B is unstable, because of the multi-valued nature of the
I −U0 characteristics in this regime. In the shaded region, the junction can
rapidly be destroyed. If the junction is at point p, for example, and U0 is
maintained constant, the junction will switch to the open state, well above
the breaking point e. Because this happens at much larger power dissipation
than would be the case at point e, the junction is ‘burnt’ off by a thermal
run-away. In order not to destroy the junction, one therefore has to ensure
that the junction follows branch B. This can be done manually, or better
by software control [56; 57; 58]. If the resistance is seen to increase as a
function of time more than 5 %, the software immediately switches back the
applied voltage U0 to lower values to stop EM. U0 is then gradually increased
again to start EM process. The gap formation consists of hundreds of very
short EM processes. This approach is quite slow, as U0 needs to be set back
and slowly ramped up repetitively. A much better approach is to remove
the destructive region (shaded in Figure 1.8c) altogether. Point s occurs at
larger U0 values than point e because RL >> RJ . Hence, designing devices
with low lead resistances will solve the problem, since then the junction is
voltage-biased [48; 30]. This was demonstrated by Trouwborst et al. who
used much wider and thicker leads [30].
In this thesis (Section 2.2) we introduce another approach which does not
need thick contact layers. We eliminate the lead resistances by lithographi-
cally defining four terminals to each junction and by using a novel and fast
electronic feedback scheme.
1.3 Introduction to noise
In this section we introduce some basic definitions in noise spectra. In our
experiments we measure the thermal noise and 1/f noise. We explain the
deviation of the thermal noise in conductor. Finally we discuss 1/f noise
and few models to describe it.
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1.3.1 Correlation function and spectral density of noise
Noise is the dynamical random fluctuations of a measured quantity around
its mean value. The theory of fluctuations is based on mathematical theory
of random processes. Let x(t) be a quantity that randomly varies in time t
and let 〈x〉 be its mean value. The time dependent fluctuation is defined as
δx(t) = x(t)− 〈x〉. The correlation function is a non-random characteristics
of the kinetics of these random fluctuations. It determines how strongly two
measurements at t = t1 and t = t2 are related in time on average:
ψx(t1, t2) = lim
tm→∞
1
tm
∫ tm/2
−tm/2
dtδx(t1 + t)δx(t2 + t)
The correlation function of several correlated random quantities xα(t)(α =
1, . . . ,M) can be written as a matrix:
ψαβ(t1, t2) = 〈δxα(t1)δxβ(t2)〉 = Ψx(t1, t2)
The functions with α = β are called auto-correlation function, those with
α 6= β cross-correlation functions.
The noise of a time dependent fluctuation is defined as 〈δx(t)2〉 = 〈x(t)2〉−
〈x(t)〉2. In praxis, the noise is often measured with a spectrum analyzer. The
input signal is passed through a bandpass filter of width ∆f and central
frequency f0. The measured quantity Px(f0,∆f) is the noise power in a
frequency window ∆f . Px(f0,∆f) is time independent, proportional to the
bandwidth ∆f (sufficiently narrow) and a function of f0. Therefore noise
can be characterized by power spectral density (PSD), which is the mean-
squared fluctuations per unit frequency bandwidth.Because we discuss noise
in frequency space, we make the Fourier transform of ψx(t) into ψx(ω), where
ψx(t) the auto-correlation function of δx(t). Mathematically the noise power
spectral density (PSD) Sx(f) is defined by the following equation:
Sx(f) = 2
∫ +∞
−∞
dteiωtψx(t) ≡ 2ψx(ω) (1.20)
This relation is called Wiener-Khintchine theorem (Wiener, 1930; Khint-
chine, 1934). It states that the power spectral density is twice the Fourier
transform of the auto-correlation function.
1.3.2 Thermal noise
Thermal noise is always present in any conductor at temperatures T > 0.
It is the intrinsic current noise due to thermal motion of electrons. Thus
thermal noise is present even without an extrinsic net current.
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Let us look at a model [59; 60] of thermal noise in a short-circuited classical
resistor R of length L and cross-section area A in thermal equilibrium. The
Drude conductance is G = (A/L)(ne2τ/m) , where n is the conduction
electron density, τ the relaxation time and m the electron mass. The average
kinetic energy of an electron moving in length direction ‘x’ is m〈v2x〉/2 =
kBT/2. The charge e is transferred between two terminating electrodes
by vxτ/Lm times independent single electron moving activities as shown
in Figure 1.9. Each single electron over one mean free path Lm during
Figure 1.9: vxτ/Lm times independent single electron thermal motion transfer
the charge e from left to right electrodes.
the collision time τ contributes a partial charge of evxτ/L. The current i
associated with this process is:
i =
evxτ/L
τ
=
e
L
vx,
Because the total average current of the ensemble is 〈i〉 = 0, the variance in
the current i of one electron over a large number of collisions equals
〈∆i2〉 ≡ 〈i2〉 − 〈i〉2 = e
2〈v2x〉
L2
=
e2kBT
L2m
The total number of conduction electrons in the resistor is N = nLA. We
assume that these electrons are independent (no interactions) and thus
exhibit identical fluctuations. Therefore the total current fluctuation is
〈∆I2〉 = N〈∆i2〉. Thus, it follows
〈∆I2〉 ≡ ΨI(t = 0) = N · e
2kBT
L2m
=
kBTG
τ
Because the ensemble events of each single electron are uncorrelated in time,
the correlation function ΨI(t) is decaying exponentially [61; 62]:
ΨI(t) = ΨI(0)e
−|t|/τ
using the relation for the spectral density with correlation function from
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Equation (1.20), we obtain the current power spectral density
SI(f) = 2
∫ +∞
−∞
dtei2pift
kBTG
τ
e−|t|/τ = 4kBTG
1
1 + (2pifτ)2
' 4kBTG for f  τ−1 (1.21)
Equation (1.21) is known as the Johnson-Nyquist relation [63; 64]. Typically
the relaxation time τ is about 10−12 sec, hence Equation (1.21) holds for f 
1012 Hz. Normally we measure noise at much lower frequency, i.e. the upper
frequency limit of our spectrum analyzer is 10 MHz  1012 Hz. Therefore
we measure a white thermal noise spectrum as expressed in Equation (1.21).
Thermal noise can be measured as voltage noise over the resistor R as well.
In a macroscopic conductors at magnetic field B = 0 assuming G = 1/R
and V = IR, we obtain SV (f) = SI(f) ·R2 = 4kBTR.
1.3.3 Generation and Recombination noise
Generation and recombination (GR) noise in semiconductors originates from
electron traps that randomly capture and emit charge carriers, thereby caus-
ing a fluctuation in the number of carriers available for current transport. In
addition the trapping of carriers can locally change the Fermi-level, which in
turn will reduce or enhance the flow of carriers in the vicinity of the trap [65].
The GR spectrum of the conduction electrons is given by
Sn(f) = 〈(∆N)2〉 4τ
1 + (2pifτ)2
(1.22)
where ∆N is the fluctuation in the number of carriers, f is the frequency,
and τ is the time constant, which is reciprocal of the characteristic rate of
capture and emit process in the system. The shape of the spectrum given
by Equation (1.22) is called Lorentzian. At low frequencies (fτ  1) the
spectrum is approximately constant, and at high frequencies (fτ  1) it
rolls off like 1/f2.
A special case of GR noise is the random-telegraph-signal (RTS) noise,
which is illustrated as discrete switching events in time, see Figure 1.10a.
An observable RTS signature in the time-domain has a Lorentzian compo-
nent in the power spectrum, due to the fact of a larger amplitude for the
RTS as compared to the amplitude of the remaining noise. In quantum
point-contacts where only few conducting channels are involved, the con-
ductance can switch between two or more states, resembling a RTS wave
form. This kind of fluctuation has a Lorentzian shaped spectrum as shown
in Figure 1.10b.
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Figure 1.10: a) Two-level resistance fluctuation observed in a Au nano-bridge
of 2 nm radius in cross-section. b) Lorentzian shaped spectral density of a single
two-level fluctuator for three bias voltages [66] .
1.3.4 1/f-noise
In essentially all the noise measurements (apart from shot noise) performed
on a vast number of semiconductors, semi-metals, metals, superconductors,
an increase of the spectral density with decreasing frequency f approxi-
mately proportional to 1/fγ with γ ≈ 1 is observed [67; 68; 69; 70]. This
type of noise is called 1/f -noise. This 1/f characteristics can be observed
down to the lowest experimental accessible frequencies (∼ 10−7 Hz) [67],
and no plateau develops for f → 0 . At high frequencies 1/f -noise is gener-
ally dominated by thermal noise or shot noise. An example of a measured
1/f -noise spectral density in voltage noise is shown in Figure 1.11.
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Figure 1.11: An example of a measured 1/f -noise spectral density in voltage noise
over a MCBJ junction of 100 Ω at 50 mV.
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There is no general theory of 1/f noise in condensed matter, because there
exists no universal mechanism of 1/f noise. Nevertheless there are models
that can describe certain observations or measurements. The common agree-
ment about the origin of the 1/f noise is that it comes from the fluctuation
of the resistivity (ρ) which depends on both the mobility (µ) and number
(N) of charge carriers. The resistance fluctuations are generally based on the
following reasoning: When a constant current I is passed through an ohmic
sample, 1/f -noise is found in the voltage fluctuations across the sample with
a spectral density proportional to I2. Vice versa, when the voltage is kept
constant, the 1/f current noise is found to be proportional to V 2. The con-
ductance fluctuation can also be measured without current or voltage bias.
Voss and Clarke [71] have measured the fluctuation of the spectral density of
the equilibrium (Jonson-Nyquist) voltage fluctuations (‘noise of the noise’).
At low enough frequency (10−2 − 1 Hz) it is proportional to 1/f , as is im-
plied by the measurement of S(f) under nonzero current. The resistance
fluctuations of an ohmic homogenous sample of metals or semiconductors
can be expressed by Hooge’s [72; 68] empirical relation for 1/f -noise:
SI(f)
I2
=
SV (f)
V 2
=
SR(f)
R2
=
SG(f)
G2
=
α
Nf
(1.23)
where SX is the spectral density of fluctuations in X, N is the total num-
ber of independent fluctators, and α is a dimensionless parameter. This
expression can be understood by noting that the fluctuating resistance δR
generates the fluctuating voltage δV = IδR over the sample at a constant
DC bias current I. The mean square fluctuation, i.e. the noise, is then
proportional to I2 therefore also to V 2 = (IR)2. Similar is for the cur-
rent noise measured at constant DC bias V , which is proportional to V 2
therefore also to I2 = (V/R)2. Therefore SV /V
2 = SR/R
2 at constant DC
current I, and SI/I
2 = SR/R
2 at constant DC bias V . α is also known as
Hooge’s constant and originally estimated to about 2 × 10−3. The validity
of Equation (3.2) was questioned because the α is found to vary between
10−6 to 10−3 [73]. It turned out that the value of α is very sensitive to
material quality and processing techniques, hence it can be used as a mea-
surement of quality and relative noise level of material and device. Hooge
modified the model [74; 68] to introduce the carrier mobility fluctuation in
the bulk of the material as the source of observed conductivity fluctuations.
The carriers mobility fluctuations stems from the scattering of carriers by
lattice phonon modes. The source of the fluctuations is the fluctuations in
the phonon numbers or occupations of various modes. Hooge’s constant α
in Equation (1.23) is proportional to the lattice mobility (i.e. α ∝ µlattice).
In Hooge’s model 1/f -noise is a volume effect, it scales with the volume
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of the material. Equation (1.23) has been extensively used for noise mea-
surements in metals and semiconductors. Later, Hooge [73] stressed that
Equation (1.23) is an empirical relation. The only assumption necessary
is the independence of the involved carrier species, noise is produced as a
single-particle effect.
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Figure 1.12: Superposition of 4 Lorentzians that gives a spectrum approximately
showing a 1/f dependence over several decades of frequency. τmax and τmin are
the largest and smallest life time of the traps, respectively.
The most accepted model for fluctuations in the number of free carriers
as origin of 1/f -noise is proposed by McWhorter [75]. Here GR fluctuations
of a large number of traps can produce 1/f -noise if the time constants of
the traps are distributed as
g(τ) =
1
τ ln( τ2
τ1
)
for τ1 < τ < τ2, g(τ) = 0 otherwise
τ1 and τ2 are the largest and smallest life time of the traps, respectively,
which limits the spectrum within the corresponding frequency range. The
superposition of the GR noise (Lorentzian, see Equation (1.22)) from many
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traps distributed according to g(τ) yields
Stot(f) =
∫ ∞
0
g(τ)SGR(τ)dτ =
1
ln(τ2/τ1)
∫ τ2
τ1
4
τ
〈(∆N)2〉τ
1 + (2pifτ)2
dτ
=
2〈(∆N)2〉
pif lnτ2/τ1
[arctan(2pifτ)]τ2τ1
≈ 〈(∆N)
2〉
lnτ2/τ1
1
f
for 1/2piτ2  f  1/2piτ1 (1.24)
Thus a 1/f spectrum over a wide frequency range is found. We note that∫∞
0
Stot(f)df = 〈(∆N)2〉. An example is given in Figure 1.12 where the
GR noise of four individual traps with different time constants add up to
a 1/fγ spectrum with γ close to 1. Here the noise from the traps, which
are not correlated with each other, can simply be added to form a 1/f type
noise spectrum. Traps in the oxide with a uniform random distribution of
distances from the oxide-semiconductor interface [76], in for example MOS-
FETs, yields such a distribution. Therefore 1/f -noise is attributed to be
the surface effect in McWhorter’s model in semiconductor physics. Dutta
and Horn [67] explain the 1/τ distribution of relaxation times to originate
from a uniform distribution of activation energies. The importance of the
requirement in independent traps is pointed out by Hooge [77] in recent
years. The 1/f spectrum will not be measured if the fastest traps dominate
because of the interaction between traps.
There are many other models to describe certain observations and mea-
surements of 1/f noise in different systems, such as Voss and Clark’s tem-
perature fluctuations model [71], Handel’s quantum mechanic model [78],
Dutta-Horn model [67; 79], the Self organized Criticality model [80] or the
diffusion model [81]. In these models how the dynamics of fluctuations can
arise and how it can be linked to the observed power spectrum is described.
The other models like the universal Conductance Fluctuation [82], or Local
Interference model [83] give a physical process of generating conductivity
fluctuations from defect motion but do not provide an explicit theory about
the dynamics of the defects. In this thesis we analyze the measured 1/f
noise based on Hooge’s model.
Chapter2
Experimental techniques
Experimental techniques are the basis of correct and accurate results in
scientific research. In this chapter we first introduce the lithography and
metal deposition steps, which are essential for designing and fabricating the
devices used for measurements. Then we present a fast, feedback controlled
electromigration (EM) technique to fabricate nano-junctions and nano-gaps.
For further investigation of resistance fluctuations in nano-junctions, the
setup and calibration process for noise measurements is discussed in detail.
2.1 Sample fabrication
Our devices are fabricated with two sequential lift-off processes on oxidized
(400 nm) Si substrates, employing first optical and then e-beam lithography
(EBL). The contact pads and the major part of the leads (Figure 2.1a) are
formed by optical lithography and the deposition of a 6 nm thick Ti adhesion
layer, followed by 50 nm Au. With EBL, we then fabricate the junctions
(Figure 2.1b). The junctions consist only 45 nm of Au, without an adhesion
layer. The typical size of such an Au junction (constriction) is 200 nm in
length and 100 nm in width. The resistance of the junction RJ is around
3− 10 Ω at room temperature whereas the overall resistance R = RJ + 2RL
typically amounts to as much as 250 Ω. In one optical lithography structure
we fabricate 12 EBL structures.
The procedure of sample fabrication is schematically show in Figure 2.2.
Below we give the general information and the parameters we use in sample
fabrication procedure. Such as substrate preparation, optical and e-beam
25
26 Experimental techniques
Figure 2.1: (a) Optical lithography structure. (b) EBL structure of the junction
with four contact pads. In one optical lithography structure we fabricate 12 EBL
structures.
lithography to finally the metal deposition steps. The working principle of
optical and e-beam lithography is introduced. In our experiments two types
of sample structures are used. We explain the reason and the result of the
optimization in sample structure at the end.
Substrate preparation
• EM samples: we use Si wafers as substrate. The oxidized (400 nm)
Si wafer was cut into 20 × 20 mm2 pieces and cleaned in acetone in
an ultrasonic bath for 5 minutes, then rinsed in isopropanol and dried
immediately with a nitrogen gas blower. Afterwards, it was cleaned in
an ozone-cleaner for 5 minutes. This cleaning process helps to remove
the inorganic and organic dust.
• MCBJs samples: we take flexible 0.3 mm thick spring steel as sub-
strate. Because a non-conducting substrate is needed, we cover it with
a multi layer of polyimide (Pyralin PI2610 HD Microsystem). The
polyimide layer is spin coated (8000 rpm for 40 s) on the substrate
and baked at 200◦C for 40 minutes. The process is repeated 3 to 4
times in order to obtain 3 to 4 layers of polyimide. At the end it is
annealed for 1 hour at 390◦C in 10−5 bar vacuum. The polyimide lay-
ers result in a smooth surface on the steel substrate. The so prepared
substrate is then cut into 23.8 × 9 mm2 pieces by laser cutting.
Fabrication of metal structures
We use optical and e-beam lithography to fabricate designed metal struc-
tures. The working principle of both types of lithography is similar as shown
in Figure 2.2 (1). A resist film which is sensitive to UV light or e-beam is
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Figure 2.2: (1) Lithography step: Optical lithography and e-beam lithography.
(2) Development step. (3) Metal deposition and (4) The lift off step.
first applied to cover the substrate. By selectively exposing the part of the
resist film under the UV light or e-beam, we are able to transfer a pattern
into resist film. The feature resolution limit depends on different parameters
in lithography process:
• Optical lithography: A clear image of a small feature onto the wafer
is limited by the wavelength of the light that is used, and the ability
of the reduction lens system to capture enough diffraction orders from
the illuminated mask. The minimum feature size is proportional to
the wavelength of the light. In 2006, features less than 30 nm were
demonstrated by IBM using 193 nm light.
• EBL: The electron beam widths can go down to a few nm with today’s
electron optics. However, the feature resolution limit is determined not
by the beam size but by forward scattering and back scattering in the
photoresist (Proximity effect). A large enough dose of backscattered
electrons can lead to complete exposure of resist over an area much
larger than defined by the beam spot. The scattering is small at high
electron energy. However it’s an inefficient process due to the inefficient
transfer of momentum from the electron beam to the material. A line
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width < 10nm is the smallest feature size patterned by a beam at 100
keV and 3 nm spot size (Vistec VB6 HR).
In the development process (Figure 2.2 (2)) the part of the resist film is
removed and cut out the structure in it. In optical lithography we use
the negative resist. This means the resist film under UV light exposure
is hardened hence stays on the substrate after development. In EBL we
use positive resist. The resist under exposure of e-beam is removed after
development. The resist film with the structures cut out of it serves as a
shadow mask for metal deposition. The metal is deposited on the substrate
where it is not covered by the resist as shown in Figure 2.2 (3). Elsewhere
the metal is deposited on the top of the resist and is lift off when the resist
is solved into warm acetone as demonstrated in Figure 2.2 (4).
Following we give the detailed parameters, which we use for each fabrica-
tion step.
Optical lithography
A negative photo resist (ma-N-415, Micro Resist Technology, Germany) is
spin-coated (4000 rpm, 40 s) on the substrate followed by baking at 90◦C for
90s. A resist layer of 2 µm thickness is obtained. An UV mask aligner (SUSS
MJB3, Karl Su¨ss KG-GmbH & Co.) with a Hg lamp (365 nm wavelength)
is used for the exposure. The UV light passes through a chromium/glass
mask to illuminate the resist for 25 - 30 s. The substrate is then developed
in ma-D 332S for ≈ 60 s and rinsed in distilled water (Figure 2.2 (1) & (2)).
The smallest structure can be sharply fabricated is 1 - 2 µm for 365 nm
light.
Electron beam lithography
A JEOL JSMIC 848 scanning electron microscope is used to pattern the
structure into e-beam resist. The pattern is designed with the software Elphy
Quantum from Raith GmbH. Elphy Quantum communicates with JOEL and
controls the movement of the electron beam. The smallest features can be
written with JOEL at 35 kV acceleration voltage is ≈ 50 nm. A reduction of
the acceleration voltage results in less writing time but decreased resolution.
E-beam resist (PMMA 950 K, Allresist GmbH) is diluted with additional
chlorbenzene to obtain the required film thickness of 600 nm. It is spin-
coated on the substrate (4000 rpm, 40s) then baked at 175◦C for 30 min-
utes, which leads to a hard PMMA layer. The exposure with electron beam
breaks the PMMA chains, which are then dissolve into an isobutylmethylke-
tone (MIBK) isopropanol mixture (1:3). The developing time is 45 s. The
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substrate is then rinsed in isopropanol to stop the development. (Figure 2.2
(1) & (2)).
Metal deposition
Figure 2.3: (a) The Ti layer is evaporated under an angle of α ≈ 50◦. Therefore no
Ti is located in the narrow structure, but it is deposited on the broader structure.
(b) The Au layer is evaporated perpendicular to the sample.
After lithography and development process we cut the designed structure
from the resist film on the substrate. Metal deposition is done in a vac-
uum chamber (∼ 10−6 mbar) with PLS 500 (Balzers-Pfeiffer GmbH). The
substrate is mounted on a sample holder, which can be tilted by up to 50◦.
It can also be cooled to −5◦ C with liquid N2. Metal is thermally evapo-
rated by an electron gun from a metal source then deposits on the substrate
and the resist (Figure 2.2(3)). The deposited film thickness is measured by a
calibrated quartz crystal close to same holder. Cooling the sample holder re-
ducing the smearing of the resist pattern by heating due to the metal vapor.
It also improves the quality of the deposited metal. In narrow structures it
is possible to avoid metal deposition on the substrate by angle evaporation.
When the angle is large enough, metal can not reach the substrate behind
the shadow of PMMA wall as shown in Figure 2.3a. But in broad struc-
tures metal is still deposited. Without angle metal is deposited in small
structure too as shown in Figure 2.3b. This way we achieve to deposit Au
nano-junction without Ti layer beneath. But elsewhere we have Ti adhesion
layer beneath the Au structure layer.
Optimization of the sample structures
In the described two-step lithography the EBL structures form only bad con-
tacts with the UV-defined structures. Quite often one of the four leads does
not connected. A possible reason could be that the Au structure defined by
UV lithography does not have a sharp and well defined edge. Some remains
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Figure 2.4: The optimized sample structure for one step E-beam lithography and
metal deposition fabrication. (a) The optimized structure for EM measurement.
(b) Structure with larger contact pads for convenient bonding to chip carrier. (c)
The device bonded to chip carrier.
of the photo resist may stick on the rough surface of the edge, which insu-
lates the two structures. Another reason with the same effect could be that
the 6 nm Ti layer are oxidized in the vacuum chamber during evaporation.
Finally we might get a TiO isolating layer between the UV and E-beam
structures. By evaporating only Au without Ti after EBL, we can improve
the number of good devices, but there are still some bad devices. The low
success rate in sample fabrication slow down the investigation of EM. In
order to solve this problem, we propose to reduce two-step lithography to
only one lithography step. The advantage of one lithography step is:
• (a) The risk of bad contacts between UV-defined and EBL structure
is eliminated;
• (b) The fabrication time is shorted because the UV-lithography and
following metal deposition steps are not needed.
The disadvantage can be:
• (a) The writing time of EBL is longer, because there is more structures
and areas to be written with EBL;
• (b) We have to reduce the size of the contact pads to get a reason-
able writing time of EBL. This can bring inconvenience to contact the
sample with probe station.
After comparing the advantages and disadvantages, we decide to reduce
the total structure size to 500 × 500 µm2. The contact pads is reduced to
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100 × 100 µm2, which is still possible to be contacted with probe station
(Figure 2.4a). For those samples we will bound to chip carrier, we reduce
the structure size to 1 × 1 mm2 and contact pads to 200 × 200 µm2 (Fig-
ure 2.4b). The final EBL process after optimization is as following:
• 1. With magnification 250 (writing field 200 × 200 µm2) to write the
small structure of the junction to get small junction width around 100
nm. The writing time at 40 pA beam current is around 50 s.
• 2. With magnification 60 (writing field 1 × 1 mm2) to write the larger
structures including the contact pads. Here we use high current to
speed up the writing process. The writing time at 8 nA beam current
is around 8 and 15 minutes for structures in Figure 2.4a and Figure 2.4b
respectively.
After optimization we have reasonable EBL writing time for the new sample
structures. The contact pads are still able to be contacted by probe station
or bonded to the chip carrier. In Figure 2.4c we show a such fabricated
sample bonded on chip carrier. The modification increases yield in sample
fabrication to 100% and saves the working time.
2.2 Fabrication of nano-junctions and -gaps via
electromigration
We explained in Section 1.2.3, to perform EM in the two terminal junctions
by simply ramping up the bias often leads to the melting of the junctions.
Because the large lead resistances make the junctions effectively current-
biased although a voltage is applied. By designing devices with low lead
resistances (thick contact layers) or employing software controlled EM can
solve the problem. But the both techniques are time consuming and not very
stable. In this section we introduce a new principle to perform EM in nano-
junctions. We eliminate the lead resistances by lithographically defining four
terminals to each junction. By using a fast analog electronic feedback we
can accurately control the voltage over the junction during the EM process.
Since all instabilities are removed, EM evolves smoothly and nano-gaps are
now produced at a yield approaching 100 %.
2.2.1 Principle of feedback controlled electromigration
The principle of our EM procedure is illustrated in Figure 2.5a. The voltage
drop over the junction U is controlled by a custom-made feedback voltage
source and the use of 4-terminal devices. The four terminals are defined by
two symmetric pairs of contacts, a left and a right pair (Figure 2.5b,c). On
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Figure 2.5: (a) The electric circuit for 4-terminal EM. The voltage drop U over the
junction is maintained constant and equal to a preset reference value Uref by the
feedback system. (b) Schematics of a four-terminal device. (c) SEM micrograph
of an actual device.
one pair, the bias voltage U0 is supplied, on the other the voltage drop U over
the junction is simultaneously measured. The feedback system compares U
with the reference Uref and drives U0 in such a way that it minimizes the
difference between U and Uref . The response time of this feedback system is
better than 0.5µs and during operation the difference between U and Uref
is negligibly small. Regardless of the actual value of the junction resistance
RJ , the feedback voltage source maintains U constant. This removes the
thermal instability, because if U = const while RJ evolves to a larger value
due to electromigration, the power over the junction is reduced as well.
Hence, thermal run-away is now prevented.
2.2.2 Setup
The setup to perform four-terminal electromigration is illustrated in Fig-
ure 2.6. The key part of the setup is the four-terminal feedback voltage
source, whose function is described in details in Section 2.2.1. The detailed
electric diagram of the voltage source can be found in Appendix A.1. In
the process of EM it is required to precisely measure the junction resistance
value from 5 Ω to 10 kΩ within 5% error. The junction resistance RJ is
obtained by U/I. Hence the range of current I to be measured is between
10 µA to 40 mA, a range of more than three decades. The current I is
obtained by measuring the voltage drop over the serial resistance Ri. Under
the output limitation of the feedback voltage source (maximum output: 17
DCV, 150 mA), we chose Ri1 = 30 Ω and Ri2 = 50 Ω. For large currents,
we measure the voltage drop over Ri1 amplified by a gain of 10. For small
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Figure 2.6: The layout of the setup to perform four-terminal EM. Data acquisition
is done by a NI board connected to a PC.
currents we measure the voltage drop over (Ri1 +Ri2) amplified by gain 100.
By using the combination of Ri1, Ri2 and two input channels, we measure
10 µA < I < 1 mA with one input channel and 1 mA < I < 33 mA with
the other. For example if current I = 10 µA we will measure a voltage
drop of 100 × 10 [µA] × 80Ω = 80 [mV ]. Using the input range of 10 V on
the NI (national instrument) DAQ-board we are able to measure this signal
within 5% error. At the smallest current I = 1 mA measured by the other
channel, we measure a voltage drop of 10× 1 [mA]× 30 [Ω] = 0.3 [V ]. This
signal can be measured in error < 2% by using an input range of 10 V on
the NI board. The channel can be automatically selected by the Labview
program according to measured voltage. The amplifier with gain 10 and
gain 100 is integrated in the house made Ground Loop Killer (GLK). The
circuit diagram of the GLK is shown in Appendix A.2. Besides its function
as amplifier, it is mainly used to avoid ground loops in the setup. A ground
loop may induce extra noise in the setup, hence degrade the measurement
accuracy. It can be avoided by separating the ground of the signal side from
the computer side. Similarly the reference bias Uref is set by PC through
GLK to the input of the feedback voltage source with gain 1/10. The GLK
improves the signal quality and the accuracy of measurement, especially
when the signal is very small. Three low-pass filters (LPF) are used in front
of the connections to data acquisition channels. The critical frequency of
the LPF is designed to be 1 kHz, since the small voltage modulation (see
Section 2.2.3) used in our measurement is less than 1 kHz. LPF filters out
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the noise generated in the setup above 1 kHz. As in any electronic devices
there is a voltage offset in the GLK and the feedback voltage source. By
measuring the standard resistors of value between 5 Ω to 15 kΩ with the
setup, we are able to calibrate the setup and correct the offset for each input
channel in our Labview program. Before each measurement, the setup was
checked with standard resistors to verify the accuracy of the measurement.
If the measured resistance value deviates 5% from its standard value, the
setup has to be re-calibrated.
2.2.3 Resistance evolution during electromigration
With the setup explained in last section, we perform the feedback controlled
EM in four-terminal nano-junctions. With our setup a nano-gap is formed by
ramping up Uref = U until the junction switches to a high-ohmic state with
RJ > 100 kΩ at U w 0.4 . . . 0.6 V. This is typically performed during a few
minutes, but can be done faster or slower with no observable difference. Be-
cause we would like to characterize the junction during the evolution of EM,
we do not ramp U continuously but in a square-wave pattern [84; 30]. This is
illustrated in Figure 2.7. We measure RJ(U) at voltage U (red arrows) and
subsequently switch to U ' 0 to measure the instantaneous linear-response
resistance of the junction R0J(t) with the aid of a small voltage modulation
(lock-in technique). The small voltage modulation is a square wave of 1
kHz and 20 mV amplitude at its mean value of 30 mV. Although R0J(t) is
measured at U ' 0, we plot it as a function of U , enabling the comparison
of RJ(U) with R
0
J . The whole process is performed at room temperature
under ambient conditions.
Figure 2.7: The voltage U over the junction is ramped up in a square-wave pattern.
At voltage U (red arrows) RJ (U) is measured. At U ' 0 (black arrow) R0J (t) is
measured with the aid of a small voltage modulation (lock-in technique). The red
dashed line indicates the slope of ramping up in U .
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Figure 2.8: Evolution of the junction resistance as function of junction voltage U
during four-terminal EM at room temperature for two devices. The upper curves
are shifted by three orders of magnitude for clarity. After applying U 6= 0 during
a short period and measuring the junction resistance RJ (U) (red curve), U is
switched back to zero for a similar period of time during which the equilibrium
resistance R0J is measured (black curve). A typical cycle lasts 0.1 s. The graph
shows both RJ (U) and R
0
J during the whole process until the junctions switch open
into the tunneling regime with RJ & 100 kΩ. The arrows indicate the transition
from regime I to II (empty arrow) and from II to III (thin arrow).
Two representative graphs of the evolution of the junction resistance
RJ(U) (red) and the corresponding equilibrium resistance R
0
J (black), mea-
sured while ramping up the junction voltage U , are shown in Figure 2.8.
The top curves are shifted by three orders of magnitude for clarity. Three
regimes (I-III) can be discerned: in regime I, the constant equilibrium re-
sistance R0J shows that geometrically nothing happens. Hence, no mass
transport occurs and EM is absent. The sudden, but controlled increase in
RJ (empty arrow in Figure 2.8) at U = 0.15 . . . 0.2 V signals the transition
to regime II. Because R0J has increased by typically one order of magnitude,
the cross-section of the junction has consequently been decreased. In regime
II, RJ grows steadily with increasing junction voltage U , showing that EM
is active. There is a second sudden jump (thin arrow in Figure 2.8) occur-
ring typically between U = 0.4 V and 0.6 V when RJ approaches a value of
≈ 1 kΩ. In this transition to regime III, RJ grows to large values, typically
> 100 kΩ. Due to the large current drop, EM stops at this point leaving
the junction ’open’. In regime III, a gap has therefore been formed and the
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Figure 2.9: Illustration of regime I , II, III and its corresponding SEM micrographs
during four-terminal feedback controlled EM. (a) The junction in regime I and (b)
in regime II and III. The junctions in regime II and III can not be distinguished
on SEM micrographs.
device shows tunneling behavior. SEM micrographs of the devices before
EM in regime I (RJ = 10 Ω) and after performing EM into regime III
(RJ > 100 kΩ) are shown in Figure 2.9. They demonstrate that EM tends
to form slits of typically smaller than 30 nm in width. The slit is formed af-
ter the transition from regime I to regime II, as it is illustrated in Figure 2.9
and observed with SEM. Within these slits, there is a small part (indicated
by the circle in Figure 2.9b), which is even narrower. It is here that the gap
is formed. The exact gap size, however, can not be resolved by SEM. The
SEM micrographs of the same junction in regime II and regime III are very
similar.
More than 30 samples with different geometries have been processed with
this feedback method and in more than 90% of all devices, EM proceeded
smoothly in the manner described before. All characteristic features outlined
in Figure 2.8 are present. The feedback method is therefore not only fast.
It is very reliable and yields reproducible results. Due to thermal motion,
RJ may further increase or decrease with time in the tunneling regime III,
even if the bias voltage is removed. After a longer period of time (typically
hours), the junctions may be found to have fused together, as proven by a
low junction resistance of RJ < 100 Ω. On those devices EM can easily be
carried out again.
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Figure 2.10: (a) The junction resistance RJ (red dots) and R
0
J (black dots) versus
time during a experiment where the ramping up of U is interrupted and set to zero
for several times. Junction resistance stays unchanged when U ≈ 0 in the region
of RJ < 2 kΩ (where only black dots present). (b) EM is stopped shortly after the
junction enters regime II. EM can be started again in the junction at the bias Us
and junction resistance Rs, where it was stopped.
2.2.4 Controlling the junction size with electromigration
Before the gaps are formed, EM process can be stopped at any value of
junction resistance in regime II by simply removing the applied bias voltage
U . The junction resistance decreased few Ω before it approaches a constant
value. In Figure 2.10a we show such a time evolution measurement of junc-
tion resistance. Where the black dots represent the equilibrium resistance
R0J of the junction measured at U ≈ 0, the red dots correspond to RJ mea-
sured at U > 0. The ramping up of U is plotted on the top of the graph
as the red dots. The black dots in the graph indicates the mean value of
the small voltage modulation. The voltage drop over the junction U ≈ 0
is in the resistance evolution where red data points are missing (only R0J
is measured). The observation of constant R0J at U ≈ 0 indicates that the
junction is stable for more than 5 minutes when bias is set to zero. R0j tends
to decrease slightly (thin arrow) if we apply a pulse (0.1 s) of U 6= 0. We
estimate that the junctions can stay unchanged for few hours at zero bias,
but we did not examine that in our experiments. EM can be started again
by ramping up U in the the junction. This process can be better seen in
Figure 2.10b, where two runs of EM are carried out one after another in the
same junction with 5 minutes interval. In the first run EM is stopped after it
enters regime II. In the second run EM starts till Us (dashed line) is reached
by ramping up of U , where Us is the voltage when EM was stopped in the
last run. Similarly RJ starts to increase from RJ ≈ Rs (dashed line), where
Rs is the end value of R
0
J in the first run, where EM was interrupted. As
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expected RJ evolves smoothly in regime II without any sudden jump. This
implies that in regime II a relation exists between the junction resistance and
bias voltage, at which EM sets in. Therefore the junction size, i.e. junction
resistance can be controlled by the voltage U applied over it. The stability
of our EM process extends its application to the formation of nano-contacts.
Any junction resistance RJ in regime II can be achieved, i.e. from 150 Ω
to 1 kΩ. With the expression of Sharvin’s resistance in Equation (1.4), we
estimate the size of the formed nano-contacts from few nanometer to few
atoms across respectively. At a junction resistance RJ > 1 kΩ, the junction
has only few conducting channels. Because of the mobility of Au atoms at
room temperature, the junction is not stable. It is very likely that the con-
striction continuously reconfigures, as we observed on some samples, where
RJ increases to an open state even if U ≈ 0. The same phenomenon is ob-
served and studied by other groups. They found that the junctions formed
in this way have the advantage to prevent the formation of gold cluster in
the gap [55]. EM process at U ≈ 0 in high ohmic junction is slowed down.
The time to reach a junction conductance less than 1 G0 may vary between
tens of minutes to tens of hours.
2.2.5 Electromigration in Co junction
Inspired by the ‘ballistic magnetoresistance’ experiments [85; 86] in nano-
contacts, we tried feedback controlled EM in four-terminal Co junctions.
The evolution of the junction resistance RJ and R
0
J (high bias and zero
bias resistance) as a function of the applied voltage U is similar to the
Au junctions. In Figure 2.11 we show data for the EM process in a Co
junction. (a) shows the evolution of RJ and R
0
J versus U and (b) is RJ
and R0J as a function of time t. The ramping up of voltage U was varied
several times in order to observe the stability of RJ and R
0
J under constant
U . The ramping up of U as a function of time is shown in Figure 2.11b
the lower panel. We observe that the EM process is slightly differently in
Co junctions. Compare to EM in Au junctions the first sudden increase of
R (empty arrow in Figure 2.11), which indicates the start of EM, is much
larger in Co junction. EM occurs also at slightly higher bias (U ≈ 0.25 V)
than in Au junctions (≈ 0.2 V) with similar cross sections. The possible
explanation is that, Co atoms have a lower mobility than Au atoms. Also
the wind force charge is smaller in Co as in Au junction under same current
density, while Zw ∝ 1/ρ and ρAu < ρCo. Hence larger current densities (∝
electron wind force) and higher temperature are required to trigger EM in
Co junction. When ramping up of U is interrupted several times during
EM, we observe that the junction is stable under constant U as indicated
by constant R0J . The junction resistance starts to increase after U increases
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Figure 2.11: EM in Co junction. RJ and R
0
J are junction resistance measured at
high bias and zero bias (see Section 2.2.3). (a) Evolution of RJ and R
0
J during EM
as function of U . (b) The upper panel is the evolution of RJ and R
0
J during EM
as function of time t. I, II and III indicate the different regimes of the junction.
The lower panel is the bias U over the junction as function of time t. At constant
U the junction is stable as demonstrated by constant RJ and R
0
J .
Figure 2.12: (a) EM can be stopped and started again in Co junction for several
times (four ‘runs’). In the next ‘run’ RJ and R
0
J starts at the end value of the last
‘run’, EM sets in at the bias Us where EM stops in the last ‘run’ (b) SEM image
of a Co junction after feedback controlled EM.
again as shown in Figure 2.11b. Similar to Au junctions multiple ‘runs’ of
EM can be carried out in Co junction, which are shown in Figure 2.12a. The
time between each ‘run’ is about 2 to 5 minutes. In the next ‘run’ RJ and
R0J starts at the end value of the last ‘run’, EM sets in at the bias Us (dashed
lines) where EM stops in the last ‘run’ (Section 2.2.4). An SEM image of
a Co junction after feedback controlled EM is shown in Figure 2.12b. More
experiments of EM in Co junctions should be done in order to gain more
experience with this system.
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2.2.6 Conclusions
We have developed a fast, yet highly reproducible method to fabricate metal-
lic electrodes with nanometer separation or nano-junctions with one to few
hundred conducting channels using EM under ambient conditions. We em-
ploy four-terminal, instead of two-terminal devices in combination with fast
(< 1µs) analog feedback to maintain the voltage U over the junction con-
stant. In this way, the previously reported thermal runaway is avoided.
Three regimes are observed. In regime I (U . 0.2 V) EM has not set in
evidenced by constant R0J . In regime II (0.2 V . U . 0.6 V) EM processes
stably with increasing junction voltage U. EM can be interrupted and start
again in regime II. In regime III the gap is formed. With our procedure, a
stable, electromigration-dominated formation of nano-junctions and nano-
gaps is observed with a yield > 90 %. The smooth EM is carried out in Co
junctions with similar behavior to the Au junctions.
2.3 Temperature dependence of the junction resistivity
In order to gain the temperature information during EM with measured
RJ and R
0
J , we need to known how the junction resistance responses to
temperature, i.e. the temperature dependence of the junction resistivity.
In a diffusive metal the resistivity ρ(T ) at temperature T can be expressed
as ρ(T ) = ρ(T0) + α∆T + β(∆T )
2. The T 2 dependence is dominant at
low temperatures below the Debye temperature(170 K for Au [3]). The
temperature in our junctions is much higher than 170 K, therefore we can
simplify the equation and take only the term linear in ∆T . To determine
Figure 2.13: SEM image of the sample and its connection to Lock-in amplifier
for low temperature resistivity measurement.
α, the resistivity ρ of a homogeneous thin gold film of similar thickness
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to our gold junctions was measured as a function of temperature T in the
vicinity of T = 25 oC [87; 88; 84]. The gold stripe of 50 µm length, 1 µm
width and 45 nm thickness is EBL fabricated (Section 2.1) on the same Si
wafer as we used for EM samples. Four contact pads are designed in order
to do four-terminal resistance measurement. The sample is bonded on a
chip carrier, which can be installed in a chip carrier holder of a ‘dipstick’
cryogenic probe head. A dewar is filled up to one third with liquid N2 to
obtain a temperature gradient from 77 K to 300 K above the nitrogen liquid.
We move the cryogenic stick to a certain height above the liquid N2 surface
and wait for long enough time to get a thermal equilibrium of the sample
and its environment. The temperature of the chip carrier is measured with a
Si-diode and recorded in real time by the Labview program. The resistance
of the sample (gold strip) is precisely measured with a four-terminal Lock-in
technique. An AC signal of 1 V and 77.77 Hz is taken from the Lock-
in output as power source. It supplies a 10 µA current passing through
the sample and a serial resistance Ri = 100 kΩ . The resistance R of
the gold film is around 4 Ω, which is very small compare to Ri = 100
kΩ. Hence we assume the current does not change during the measurement
when R changes at different temperatures. A SEM image of the sample and
its connection to Lock-in amplifier is shown in Figure 2.13. The voltage
drop over the sample is measured through two contact pads (m1 and m2
in Figure 2.13) with the input of the Lock-in amplifier to calculate R. The
measurement is repeated for 8 different temperatures between 77 K and
300 K. In order to relate the measured RJ and R
0
J during EM, we plot
∆R/R0 = (R(T ) − R(T0))/R(T0) = (ρ(T ) − ρ(T0))/ρ(T0) as a function
of ∆T/T0 in Figure 2.14 the black dots. In the vicinity of T0 = 25
◦C we
estimate the slope of measured data points as red dashed line in Figure 2.14.
It allows us to estimate the linear increase of ρ(T ) with T in the vicinity of
T0. The slope of measured data is 0.9 ± 0.1, which is smaller but close to
the slope of 1.15 for bulk material [89]. This means the resistivity of our
Au film changes slower with temperature as in bulk gold. Therefore in our
Au film ρ(T ) increases with T according to (ρ(T ) − ρ0)/ρ0 = 0.9 ·∆T/T0.
Here, ρ0 denotes the resistivity at T0 = 25
oC. This relation can be used to
calibrate the temperature dependence of our junction resistance. Later we
will use it to estimate the temperature in the junction with measured RJ
and R0J during EM.
2.4 Noise measurement
In our experiment we investigate the resistance fluctuation (noise) in very
small junctions, i.e. from 150 nm size to few atoms across. There are two
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Figure 2.14: Temperature dependence of resistivity in a 45 nm thick gold film.
Black dots are measured data points. The red dashed line is the slope of the data
points at close to T0 = 25◦C, i.e. ∆T = T − T0 = 0. We found the slope α = 0.9
types of samples used in order to compare the noise behavior in junctions
fabricated with different technique. Two representative examples of EM
junctions and MCBJs are shown in Figure 2.15. They are both fabricated
using electron-beam lithography and metal deposition in a lift-off process
(see Section 2.1). In both cases Au wires with narrow constrictions with
typical dimensions of 200 nm in length and 100 nm in width are defined
first. Each wire has two contacts on each side of the junction, enabling us to
accurately measure the electrical resistance of the junction in a four-terminal
experiment. The Au wires are fabricated on oxidized (400 nm) Si substrates
for EM junctions, and for MCBJs on a flexible substrate, onto which a several
µm thick insulating polyimide layer is cast [41]. To form an EM junction
the four terminals are used in an automatic feedback controlled EM process
which continuously shrinks the wire constriction down to few nanometer
sized junctions as described in Section 2.2. In MCBJs the wire constriction is
first transferred into a suspended bridge by etching the underlying polyimide
layer in an oxygen plasma (Figure 2.15b). By bending the substrate the
constriction can be narrowed in a controlled manner [90; 91; 4]. The details
about MCBJ setup and its working principle is described in Appendix B.1.
Before narrowing the constrictions, the as-fabricated devices have a junction
resistance RJ of around 1 − 10 Ω at room temperature as determined in a
four terminal experiment. The two-terminal resistance R = RJ + 2RL,
which includes the lead resistance RL on both sides, amounts to as much
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Figure 2.15: SEM images of (a) an EM junction and (b) a suspended bridge
device used in the MCBJ setup.
as 250 Ω. Because RL  RJ in virgin devices, the feedback-controlled
process is mandatory to initiate a nondestructive narrowing by EM [92].
In voltage-biased controlled EM, in which the voltage over the junction is
stabilized by a fast analog feedback, a narrowing sets in at a voltage of &
0.2 V. The junction resistance RJ then rapidly evolves from a few Ohms to
≈ 100 Ω. EM is stopped as soon as RJ ≈ 100 Ω. The sample is moved
to the noise measurement setup to measure the noise. In this regime of
active EM, RJ can further be increased into the kΩ-regime by increasing the
junction voltage with a two terminal low noise voltage source. We emphasize
that we do not measure the noise while EM proceeds. After narrowing
the constriction at a ‘large ’voltage we switch the applied voltage back to
values . 0.2 V in measurement. There we perform the noise measurements,
during which the junctions remain unchanged. In contrast to EM junctions,
MCBJs have the advantage that the junction size can be changed with an
independent control parameter by mechanical bending. This allows us to
change the junction diameter while monitoring noise simultaneously. In EM
junctions noise is measured for 100 Ω < RJ < 12.9 kΩ. In MCBJs the
junction size can be changed reversibly and repeated many times. A large
amount of noise data can be collected in a wide resistance range from 10 Ω
to 10 kΩ.
2.4.1 Measurement setup
We perform noise measurements at room temperature in a four-terminal
setup schematically shown in Figure 2.16. An adjustable low noise DC volt-
age source U0 is connected via a series inductor Ls and a series resistor Rs
to contacts 1 and 2 on the left side, driving a DC bias current I through
the junction. Rs = 10 Ω is used to measure I, while Ls = 15 mH serves to
decouple AC from DC. The impedance of the inductor prohibits the shunt-
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Figure 2.16: The schematics of the electric circuit used to measure the noise. RL
denotes the resistance of each lead in the four-terminal setup and C summarizes the
total capacitance of the preamplifier and the connecting cables. The inductor LS
is used to separate the AC-noise measurement on the right from the DC-biasing
on the left.
ing of the AC voltage fluctuations (noise). This only works for ωLs > RJ
(ω is the angular frequency = 2pif), defining a lower cut-off frequency for
the useful frequency window. The frequency-dependent voltage noise is si-
multaneously measured on the terminals 3 and 4 and fed into two low-noise
preamplifiers (EG&G 5184) and a spectrum analyzer (HP89410A). Here,
the effective input capacitance C is diminishing the signal at high frequen-
cies defining an upper cut-off for the frequency window through the relation
1/ωC > RJ . For a typical junction resistance RJ of 100 Ω and effective
capacitance C ≈ 1 nF, the useful frequency window spans approximately
three orders of magnitude, i.e. 1 kHz < f < 1 MHz. We describe the f -
dependence of the circuit analytically in Section 2.4.2 and use this model
to fit the total capacitance which contains parts of the Si chip, the connect-
ing wires and the amplifiers. When measuring noise, the two preamplifiers
measure the same fluctuating signal in parallel. The spectrum analyzer is
operated in the cross-spectrum mode and determines the Fourier transform
of the cross-correlation (see Section 1.3.1) signal from the two amplifiers:
SV (f) := 2
∫ ∞
−∞
ei2pift〈δU1(t+ τ)δU2(τ)〉τdt (2.1)
where δU1,2(t) denotes the time dependent deviations from the average value
of the junction voltage UJ measured on amplifier 1 and 2. 〈. . . 〉 refers to
averaging over the time interval τ . This signal is equivalent to the voltage
noise-power spectral density. The correlation techniques can eliminate the
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voltage noise originating from the two amplifiers because the two amplifiers
are independent. The current noise from the amplifiers, however, can not
be eliminated. But they are very small of the order of 80 fA/
√
Hz for our
low-noise preamplifiers (EG&G 5184) [59].
The voltage fluctuations which we want to measure are small signals, in
the ≈ nV/√Hz range. A low noise DC voltage source was especially build
in-house to power the junction. The noise of our voltage source is below
100 pV/
√
Hz at 10 kHz. The details of the low-noise voltage source is
presented in Appendix A.3. All the elements on the left side of the circuit
in Figure 2.16, including the junctions are enclosed in a grounded aluminum
box to prevent electromagnetic pick-up from the environment. To measure
the voltage drop over Rs and RJ , we use a multimeter and a DC voltage
preamplifier. These instruments induce extra noise to the noise signal, which
we want to measure. In order to avoid the noise from those instruments, we
build up switches in front of each instrument. The switches are switched off
to disconnect the instruments including the ground for 30 s when the noise
is measured. During this 30 s interval RJ is not able to be monitored. But
before and after the 30 s interval we measure RJ and compare the values.
If the junction is stable during the 30 s interval, we should have the same
value of RJ before and after the noise measurement. We consider the noise
data measured in a stable junction is valid, and will be taken for further
analyze. If the before and after values of RJ are not same due to EM or
thermal diffusion in the junction, the measured noise data will not be used
for analyze.
2.4.2 Setup calibration
We discussed in last section , in our setup there is cut-off of signal at low
and high frequency ends. To calibrate the setup we measure the thermal
noise of a commercial metal thin film resistor at room temperature. In
Section 1.3.2 we introduced the thermal noise, which is the intrinsic current
noise and exists in any conductors. The thermal voltage noise of a resistor
of value R is given by SV = 4kBTR (see Equation (1.21)), which is white
in a frequency range where we calibrate our setup. Due to the frequency
dependent elements in the circuit and the preamplifiers, the noise signal is
attenuated. The attenuation factor A has two components, A = A1 · A2.
A1 is determined by the two circuits in Figure 2.16 parallel to RJ , the one
with the inductor Ls on the left and the one with the capacitor C on the
right. We redraw the equivalent circuit of the setup in Figure 2.17 with
noise source EJ , which represents the voltage noise over RJ . The low-noise
DC voltage source has an internal impedance of less than 5 Ω (RV //CV ),
hence we can ignore it and replace it with a conducting wire. The input
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Figure 2.17: The equivalent circuit of noise measurement setup. We consider
only the voltage noise in the junction as noise source EJ . Here RV and CV are
internal resistance and capacitance of low-noise DC voltage source. RAP is the
input resistance of the preamplifier. Other symbols have the same meaning as in
Figure 2.16
resistance of the preamplifier RAP is very large compared to 1/ωC, and can
therefore be treated as open. We assume that RL  1/ωC, so that we can
write 2RL + jωC ≈ jωC. We obtain for this attenuation factor A1:
A1 =
∣∣∣∣ 11 + iωCRJ + 1/(iωLs/RJ +RΣ/RJ)
∣∣∣∣2 (2.2)
where RΣ = 2RL + Rs. The second part A2 is due to the frequency-
dependent gain of the amplifiers. We have carefully measured this depen-
dence between f = 1Hz and 1 MHz and found that the high-frequency roll-
off can accurately be modeled by a first-order low-pass filter with a cut-off
frequency of fc = 840 kHz as shown in Figure 2.18a. Hence, A2 is given by:
A2 =
∣∣∣∣ 11 + i2pif/fc
∣∣∣∣2 (2.3)
The inductance Ls is measured in the frequency widow of 1 kHz to 1
MHz with spectrum analyzer as shown in Figure 2.18b. The circuit used to
measure it is shown in the inset. The red curve is the simulation with Ls = 15
mH. Now all parameters Ls, RL, Rs and the overall gain are accurately
measured except C. We therefore determine the capacitance C by fitting the
frequency dependence of the measured thermal noise SV (f) to the expected
value 4kTRA1(f)A2(f). A consistent single value of C = 270 pF has been
found for different junction resistances. This calibration procedure is shown
in Figure 2.19. In Figure 2.19a the frequency dependence of the measured
thermal noise is shown for different calibration resistances R ranging between
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Figure 2.18: (a) Frequency dependence gain of the amplifier (black curve). The
red curve is the modulation of a first-order low-pass filter with a cut-off frequency
of fc = 840 kHz. The cut-off frequency is indicated by dashed lines. (b) Inductance
Ls measured in frequency window of 1 kHz to 1MHz (black curve). The red curve
is the modulation with Ls = 15 mH. In the inset is the circuit used to measure it,
where RL is the DC resistance of the inductor Ls.
10 Ω to 10 kΩ which were used instead of a real junction. One can see
that the f -dependence is very strong for large junction resistance values,
whereas a flat f -independent part is clearly visible in the opposite case.
The expected noise according to 4kTRA1(f)A2(f) is plotted as dashed black
curves in Figure 2.19a. A very good agreement with the measured data is
obtained. In Figure 2.19b we display the corrected data, i.e. the measured
noise divided by the attenuation factor A. This procedure works very well in
the shaded frequency window over the whole resistance range as evidenced
by the flat noise plateaus that coincide with the expected thermal noise
(horizontal lines). For the 1/f noise study we will therefore restrict the
frequency window to the shaded region of 30 kHz < f < 400 kHz.
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Figure 2.19: (a) Calibration of the setup by measuring the thermal noise of eight
commercial metal-film resistors with resistance ranging from 10 Ω to 10 kΩ. The
dashed curves are calculated taking the frequency dependence of the circuit and
gain of the amplifiers into account. In (b) the measured thermal noise is corrected
for the known frequency dependence of the circuit and amplifier gain. The hori-
zontal lines mark the theoretical thermal noise of 4kTR. In the shaded region the
corrected noise is frequency independent and coincide with the expected thermal
noise values. This frequency interval is used to measure the 1/f noise in nano-
junctions.
Chapter3
Physical properties of nano-junctions
During a well controlled EM process, some physical properties related to
EM can be studied, such as the temperature evolution in the junction during
EM. This is important, because EM induced nano-gaps have been employed
for research on single-molecule electronics. In many experiments molecules
are first assembled on the nano-bridge, EM is then performed to form the
nanometer sized gap and trap the molecule [45; 47; 46; 49; 93; 94]. Since some
molecules are sensitive to temperature, if the temperature in the junction is
too high during EM, the molecules deposited on it may get damaged. Fur-
thermore, we take advantage of the stable, feedback controlled four-terminal
EM to continually reduce the junction size by EM (Section 2.2.4). This of-
fers the possibility to study the physical properties of nano-junctions, such
as electron transport mechanism and resistance fluctuations (noise), scaling
with junction size and junction resistance. In this chapter the results of our
investigations in nano-junctions will be discussed.
3.1 Temperature in nano-junctions during
electromigration
In order to gain the temperature information in the junction, we use the junc-
tion resistances RJ(U) and R
0
J [30; 84]. As we mentioned in Section 2.2.1,
R0J is measured in the linear-response regime, it depends on the junction
geometry and the resistivity, which is a material parameter. The difference
between RJ(U) and R
0
J can be related to a temperature difference ∆T alone
if two conditions hold:
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• i) the geometry does not change in between subsequent measurements
of RJ(U) and R
0
J (small time delay);
• ii) the elastic scattering length Lm is much smaller than the length of
the junction L (diffusive regime, see Section 1.1.1).
In this case, we may write RJ(U) = R
0
J · (1 + α∆T ), where α is a constant
which has been measured independently. This we have done in Section 2.3.
With the measured temperature dependence of the junction resistivity (Sec-
tion 2.3), we will estimate the temperature in the junction during EM with
measured RJ and R
0
J . In Figure 3.1 we present two typical measurement
curves of RJ and R
0
J during EM. I, II and III denotes three different regimes
in the junction when EM is going on (see Section 2.2.3). The dashed lines are
reference lines for constant power value dissipated in the junction through
Joule heating, i.e. P = U2/RJ = const. The different power dissipation val-
ues are represented with colors. From the same data we plot (RJ −R0J)/R0J
as a function of the applied junction voltage U in Figure 3.2. We clearly see
that RJ increases above R
0
J in regime I, but remains similar to R
0
J in regime
II. Next we discuss regime I and regime II separately.
3.1.1 Temperature in regime I
In regime I the junction dimension is much larger than the electron elas-
tic scattering length Lm (typical 50 nm at 25
◦C [3]). The junction is
in the diffusive regime. The time delay between RJ and R
0
J measure-
ments is very small, typically 0.5 s. In this regime EM has not yet set
in as evidenced by a constant R0J . The geometry of the junction stays un-
changed in regime I. Therefore we can relate the difference between RJ(U)
and R0J to a temperature difference ∆T . Using our calibration, which is
(RJ − R0J)/R0J = (ρ(T ) − ρ0)/ρ0 = 0.9 · ∆T/T0 (see Section 2.3), we now
convert the pronounced increase of RJ(U) in regime I (see Figure 3.2a) into
temperature T . This is shown in Figure 3.2b. The upper and lower temper-
ature plots are corresponds to the upper and lower data sets in (a). We see
that ∆T reaches maximum values of 180 oC and 90 oC respectively, the for-
mer being clearly ‘unhealthy’ for molecules if they are already present during
the junction formation. We emphasize that, in regime I, EM has not yet set
in. This indeed proves that a substantial temperature increase is required
for EM to be initiated. This has been anticipated before [57; 56; 30; 58] and
is confirmed here.
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Figure 3.1: Evolution of the junction resistance as function of junction voltage U
during four-terminal EM at room temperature for two devices. The upper curves
are shifted by four orders of magnitude for clarity. The graph shows both RJ (U)
and R0J in regime I and II until the junctions switch open into regime III. The
dashed curves are drawn as reference lines and correspond to constant power values,
i.e. P = U2/RJ = const. P decreases from bottom (0.45 mW) to top (75 µW).
3.1.2 Temperature in regime II
Once regime II is entered, the difference between RJ and R
0
J becomes very
small (see Figure 3.2a). However EM still takes place as evidenced by an
increase in both RJ and R
0
J (Figure 3.1). At first sight, this suggests that
EM proceeds close to room temperature. While this conclusion is tempting,
it rests on the assumption that the elastic scattering length Lm remains
shorter than the effective junction length l in regime II as well. However,
after entering regime II, the junction has narrowed and effectively shortened.
In fact, SEM images such as in Figure 2.9 indicate that the size of the slit
is smaller than 30 nm, a value close to the electron mean free path in gold (
We estimate a mean-free path of 20 nm from the measured sheet resistance
R2 ∼ 1 Ω of similar Au films using Durde’s formula). This would then imply
that a cross-over in the transport regime has taken place, from diffusive,
with Lm  l, to quasi-ballistic, with Lm ' l. In a quasi-ballistic regime,
the resistance depends only slightly on temperature. To elaborate on this, it
is interesting to compare absolute numbers for dissipation. Let us focus on
52 Physical properties of nano-junctions
0.0
0.5
1.0
1.5
I II
(R
J 
- R
0 J
 ) 
/ R
0 J
0.0 0.1 0.2 0.3 0.4 0.5
U [V]
T 
[ K
 ]
U [ V ]
0.0 0.1 0.2
300
350
U [ V ]
0.1 0.2
300
350
400
450
0.05 0.15
T 
[ K
 ]
(a) (b)
Figure 3.2: (a) The difference of the junction resistance R(U) and R0 (U = 0).
The two curves correspond to the same process as in Figure 3.1. The upper curve
is shifted by 1 for clarity. (b) The development of local temperature in the junction
before EM begins. The temperature plots are correspond to the measurement in
(a). The procedure is carried out at room temperature.
the upper set of data in Figure 3.1. In regime I, the power over the junction
increases to a maximum value of 8 mW, yielding a large temperature increase
of up to 150 oC. At the transition to regime II, the power P jumps back by an
order of magnitude to < 1 mW, while the electrical resistance increases by an
order of magnitude as well. With the increase in the electrical resistance R0J ,
the thermal resistance (related to electrical resistance through Wiedemann-
Fanz law) increases as well. It is not straight forward to conclude whether
the temperature is still enhanced compared to room temperature by power
dissipation point of view. However the temperature may decrease due to the
cross-over to the quasi-ballistic regime. In the very small constriction where
the gap is formed (Section 2.2.3), the electron pass through the junction
ballistically, the power is dissipated at both ends of the small constriction
instead of in the constriction itself as shown in Figure 3.3b. If this is the
case, we can assemble the molecules in the junction after EM enters regime
II, then process EM to open a gap and trap the molecules. In such a way
the molecules are ‘safe’ and can be contacted and measured properly. To
measure the temperature in regime II more accurately, we need to employ
some other methods or ideas. Now we can at least understand why our
‘thermometer’ ceases to work in regime II, because the resistance depends
only slightly on temperature in the quasi-ballistic regime. The resistance
of a quasi-ballistic constriction is independent of the resistivity ρ and the
mean free path Lm, which are temperature dependent. Only the size of the
constriction defines the number of the electron transport channels in the
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constriction (see Section 1.1.2).
Figure 3.3: Illustration of power dissipation in diffusive and quasi-ballistic wires.
In diffusive wires the power is evenly dissipated in the whole volume of the wire. In
quasi-ballistic wires the power is dissipated at both end of the constriction where
the scattering takes place.
3.1.3 Comparison of electromigration in two types of
samples
Figure 3.4: SEM image of (a) ‘straight wire’ and (b) ‘bow tie’ type samples used
for EM measurement.
EM is carried out on two types of samples, ‘straight wire’ and ‘bow tie’
types (SEM image in Figure 3.4). We use type A for ‘straight wire’ and type
B for ‘bow tie’ type samples. The size of the junction various in width from
80 nm to 200 nm and thickness from 20 nm to 45 nm. We write the critical
temperature and critical current density as Tc and jc. Note the definition
of jc is not the same as jc defined in Section 1.2.2. Here they are defined as
the temperature and current density in the junction, at which EM induced
atom flux starts to be visible in the change of junction resistance RJ . In
Figure 3.5a we illustrate the definition of Uc in the graph of RJ and R
0
J
as function of U in regime I. We define Uc as the critical bias voltage, at
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in visible increase in RJ and R
0
J . jc is the current density at Uc. (b) Tc is the
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Figure 3.6: (a) Histogram of measured jc. (b) Histogram of measured Tc. The
red bins are for type A, light blue and blue bins are for type B samples.
which RJ and R
0
J start to increase. jc is then the current density and Tc
(Figure 3.5b) the temperature at Uc. The cross section of the junctions are
estimated from the SEM images. The histogram of measured jc and Tc in
21 junctions are shown in Figure 3.6. The red bins are for type A samples,
the light blue and blue bins are for type B samples. The values and the
dimensions of the junctions are listed in Appendix D. We observe in type
A junctions jc is lower than in type B junctions. In type B samples jc
is lower in 45 nm thick junctions than in 20 nm thick junctions. However
there is no significant difference in Tc observed between different samples.
This indicates that EM starts at a certain Tc regardless of the dimensions
and shapes of the junctions. To explain the difference in jc, we consider
the thermal conduction in the junctions. In type B junctions the thermal
conduction is better because of its shorter distance to large contacts. Hence
jc is larger in type B to heat up the junctions to same Tc as type A. In same
type of samples the difference in jc may come from the different crystalline
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structures in the junctions. The junctions with smaller thickness is easier
to form grains which expand over the whole thickness. This makes the gold
atoms difficult to diffuse, because less grain boundaries are available. Hence
larger jc, i.e. larger electron wind force, is required to trigger EM.
In EM formed gaps we observe that the gaps are not formed in the middle,
but shifted towards cathode side. In type A of samples, the gaps are formed
in the junctions. In type B of samples the gaps are formed at the end of
the junctions even in the contacts. If we look at SEM images of two formed
gaps shown in Figure 3.7, we see enlarged grains, few are spanned over the
Figure 3.7: SEM images of the gaps formed in ‘straight wire’ and ‘bow tie’ type
junctions. The gaps are shifted to the anode side. (a) The gap is in the junction
if the junction is long. (b) The gap is at the end of the junction if the junction is
short.
whole width, in the middle of the both junctions. We know grains enlarge at
enhanced temperature. The grain size in the junctions indicate the tempera-
ture distribution there. As we expected the maximum temperature is in the
middle where largest grains are. If there were no large grains forming, EM
would occur there and form the gap in the middle. Because of large grains
formed in the middle, the gaps are shifted to the cathode (upstream) side,
where temperature is enhanced and grain boundaries are still available for
gold atoms to diffuse through. In the middle of the junctions EM induced
gold atom flux is slowed down and deposited there. In Figure 3.7 we can
see the pile up of materials in the middle of the junctions as bright color in
the SEM images. In type B samples the grains are large in the junctions
and also the nearby area in the contacts. The grain boundaries are only
available at the end of the junction. Therefore in type B samples gaps are
often formed at the end of the junctions (Figure 3.7b). In type A samples
small grains are available in the junction. Therefore the gaps are located in
the junctions (Figure 3.7a). In order to get a better defined gap location we
should use long junctions like type A. In type B there can be a shortcoming
of the gaps formed in the contacts. Because of the long slits formed, the
chance to get multi-junctions in parallel is high. In both types of samples
we have well controlled nano-gap formation via EM.
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3.1.4 Conclusions
Using the junction resistances RJ(U) and R
0
J together with our calibration
for the dependence of the junction resistivity on temperature, we estimated
the local temperature during EM. In regime I before the onset of EM the
junction T increases by 80 - 180◦C. In regime II our ‘thermometer’ ceases
to work, because the junction enters a ‘quasi-ballistic’ regime and where the
resistance depends only slightly on temperature. By comparing the power
dissipated in the junction with the increase of R0J , it seems that T is still
increased above room T . But in the very small constriction where the gap
is formed, T is close to room temperature. Because electrons pass through
the junction quasi-ballistically, there is much less scattering in the small
constriction.
3.2 Transition from classical to ballistic regime in
nano-junctions
We mentioned in the Section 3.1.2, that a crossover in the transport regime
from diffusive to quasi-ballistic has taken place, as suggested by the SEM
image shown in Figure 2.9. In this section we present more evidence for this
statement. The possible mechanism for the fast transition from regime I to
regime II is discussed as well.
3.2.1 Evidence from the transport mechanism
The picture of a crossover from diffusive to quasi ballistic becomes more
plausible, if we closely look at the data of Figure 3.2 in regime II. The
junction resistance RJ(U), measured at voltage U even slightly decreases
compared to its equilibrium value R0J as EM evolves, as if the temperature
would decrease. This effect is very weak in the upper data set, but much
more pronounced in the lower. It has been observed in 80% of electro-
migrated devices. This lowering can easily be understood if we assume
that the current-voltage (I − U) characteristics becomes non-linear. This
is the case when only a few (elastic) scattering centers remain along the
length of the junction. In the extreme case of a single scattering center (a
tunnel barrier), I(U) is not linear and increases stronger than linear above
a characteristic energy scale, determined by the strength of the scattering
center. This is the picture of a scattering unit connected to the electrodes
through ballistic wires as we discussed in Section 1.1.2. Here the scattering
unit is energy dependent. This proves again that, in regime II, the effective
junction length becomes shorter than the elastic scattering length, turning
diffusive electron motion into a quasi-ballistic one. Finally, this picture
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allows us to explain why the fast transition from regime I to regime II flattens
off (see Figure 3.1). EM is usually considered in the diffusive regime only,
i.e., if there is little scattering, there is little EM. It is therefore reasonable
to expect that the step from regime I to II is limited by the transition to
the quasi-ballistic regime, in good agreement with the behavior of RJ and
R0J discussed above. It may be considered surprising that EM proceeds at
all in the quasi-ballistic regime. It implies there is still enough scattering at
the constriction to induce narrowing. However, since scattering is limited,
the narrowing process in regime II is rather slow. One needs to increase the
bias by almost a factor of 3 to finally create a gap. During this process, the
total dissipation is not constant, as conjectured by two groups [50; 56], but
decreases (Figure 3.1).
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Figure 3.8: Quantized steps of the junction conductance in regime II as EM
processes to shrink the junction size.
Quasi-ballistical electron transport in regime II is confirmed also by the
observation of quantized steps of conductance during EM. The conduction
becomes ballistic only when the constriction gets smaller than the elastic
scattering length. We indeed observed at low junction conductance (below
20 G0) in regime II, that the junction conductance GJ decreases stepwise
as EM processes. The measured GJ shows plateau at integer values of the
conductance quantum G0 = 2e
2/h as shown in Figure 3.8. In one sample the
plateau at G0 is very stable for more than 5 minutes at room temperature.
From the statistics of our experiment, it’s not obvious that a favorite value
of nG0 (n is integer) exists, where GJ stays more. We explain this with the
different atomic arrangements in the contact region. GJ can have any nG0
value as observed in many other experiments([95; 96; 97; 98]).
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3.2.2 The fast transition from regime I to regime II
The sudden increase of RJ and R
0
J , which indicates the transition from
regime I to regime II, is observed in all samples. To understand this fast
increase in junction resistance, we refer to the critical current density jc and
critical temperature Tc, which are defined in Section 3.1.3. We write Jm1
as the atom flux due to EM under jc and Tc. In our system jc is reached
by increasing the voltage drop over the junction U . Tc is attained by joule
heating in the junction. In Section 1.2 we discussed the relation between
EM induced atom flux Jm and current density j as well as temperature T
(see Equation (1.17)). We let Jm and those parameters, which depend only
on material and conductor geometry, to be constant. A relation between
jc and Tc, at which EM presents and results in a constant atom flux Jm,
can be obtained. It can be expressed as jc ∝ kTc · eEa/kTc , where Ea is
the activation energy of gold diffusion on the surface, k the Boltzmann’s
constant. We draw this relation for atom flux Jm1 and Jm2 as two red
curves in Figure 3.9a, where Jm1 < Jm2. RJ starts to change when Jm1
is obtained and changes faster when Jm2 is obtained. Each pair of jc and
Tc value in curve Jm1 can trigger EM in the system and induce atom flux
Jm1. jc and Tc relation demonstrates that at higher junction temperature
lower jc is required to induce same atom flux. This is indeed observed in
EM experiments, where lower jc is measured at enhanced environment tem-
perature [99; 100]. However our junction is heated up only by Joule heating
with ∆T ∝ j. We draw it as the green curve j(T ), T is the temperature
in the junction at current density j due to Joule heating. T = T0 + ∆T
with ∆T ∝ j and T0 the junction temperature before applying the current.
In such a system EM occurs at the cross point of red curve Jm1 and green
curve j(T ), which is indicated as jc and Tc. Further increase of ∆j over jc
increases the temperature in the junction to T2. At j + ∆j and T2 a larger
atom flux Jm2 is obtained. EM is therefore sped up and leads to a faster
increase of the junction resistance. Let us take a close look at the measured
RJ , R
0
J and T before the fast transition, which is shown in Figure 3.9b. We
do observe that T increases slightly after EM occurs at Tc. The increase of
RJ and R
0
J is sped up after EM starts at Uc. Therefore we can adjust the
speed of our ‘fast transition’ by adjusting j. If we want a slow transition
at the end of the regime I, we should keep j constant as soon as EM starts
in the junction. Otherwise the fast increase in the junction resistance can
be stopped only when the system is changed, so that the relations of Jm
to jc and Tc does not hold. This is what happened in our junctions. The
jump is flattened off by the transition to the quasi-ballistic regime, where
smaller atom flux is induced by EM under the same value of j and T as be-
fore the jump. The smaller atom flux is due to less scattering hence smaller
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electron wind force in the quasi-ballistic junctions. Note in Figure 3.9b the
measured T decreases when R0J fast increases. We suggest, the larger atom
flux due to EM changes the junction cross section between RJ and R
0
J are
measured. The second condition to relate RJ − R0J with the temperature
(see Section 3.1) does not hold. Because the fast transition happens in a
very short time, the current density j does not increase much further after
EM occurs. Therefore the maximum temperature, which we estimated for
regime I, can be considered as correct with the error around ±20 K.
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Figure 3.9: (a) Illustration of fast transition with jc and Tc in the junction. Two
red curves are Tc as function of jc (jc ∝ kTc · eEa/kTc , see Equation (1.17)) to
obtain constant atom flux Jm1 or Jm2 (Jm1 < Jm2) in the junction. The green
curve T (j) is T as function of j due to Joule heating. T is the temperature in the
junction when j is applied. T = T0 + ∆T with ∆T ∝ j). T0 is the temperature
at j = 0. The black arrow indicates the increase of j from jc to jc + ∆j. (b) The
measured RJ , R
0
J and T in regime I before the fast transition to regime II.
3.2.3 I-V characteristics of formed gap
In order to characterize the formed gap, we do I−V measurements after EM
stops in regime III. By ramping up the bias voltage V to a maximum value of
0.5 V over the formed gap, we indeed measure non-linear I(U) characteristics
following the expected Simmons theoretical model (see Section 1.1.3) quite
well. This suggests that the junction is in the tunneling regime. Because
we applied 0.5 V over the two electrodes, we take the function of tunneling
current density at intermediate voltage range (V < Φ/e) for rectangular
barrier with Φ the barrier height. For convenience of numerical calculations,
Equation (1.11) is often expressed in practical units by inserting the values
for all physics constants. When units are taken for J in [A/cm2], Φ in [V ]
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and s in [A˚], the current density J is given by,
J = (6.2× 1010/s2){(Φ− V/2)e−1.025s
√
Φ−V/2 − (Φ + V/2)e−1.025s
√
Φ+V/2}
(3.1)
One measured I(U) characteristics is presented in Figure 3.10 (black dots).
In principle Φ is determined by the work function of the metal electrodes.
The work function of Au in vacuum is ≈ 5 eV [89]. However, the energy
barrier can be significantly altered if there are gases, water or other adsor-
bates present. For example, the effective interelectrode barrier can be as
high as twice the vacuum work function when He is present on the electrode
surfaces [101]. A practical value for the effective barrier height between
two gold electrodes is Φ ≈ 1 eV [102; 103] for our measurements in air.
Because the junction surface is a parameter we can not measure, we write
Equation (1.11) in the term of tunneling current by multiplying the current
density with the junction area A. Now we have three parameters to fit our
measured I−V data. In Figure 3.10 colored curves we show the calculation
according Simmons equation. In (a) we fix the work function Φ but vary
gap size s and junction area A, the best fitting suggests a junction area of
2.5 × 109 (green), which is not reasonable. In (b) we vary all three param-
eters to get better fitting curves. For reasonable junction area 100 nm2 we
found Φ = 0.28 eV and s = 1.5 nm (green curve) fits the data. Therefore it
is not trivial to estimate gap size this way. Compare with the SEM image
of the gap (Figure 2.9) we can only conclude that the gap size is between 1
to 3 nm. The fitting parameters of colored curves are listed in Table 3.1.
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Figure 3.10: Measured I-V characteristics of an EM formed gap (black dots)
at room temperature. V is ramped up and down between ± 0.5 V. The colored
curves are the calculation of Simmon’s tunneling equation (see Equation (3.1)) for
(a) work function Φ = 1.1 eV and (b) the best fits by varying all three parameters.
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Φ s A Φ s A
[eV ] [nm] [nm2] [eV ] [nm] [nm2]
1.1 2.3 2.5× 109 (a) green 1 2 1× 105 (b) green
1.1 1.4 1× 105 (a) blue 0.88 2.7 3× 109 (b) blue
1.1 0.8 1× 102 (a) red 0.54 2 1× 105 (b) pink
0.28 1.5 1× 102 (b) brown
Table 3.1
3.2.4 Conclusions
Once the atomic mobility is sufficient at the end of regime I, EM starts and
the wire shrinks locally. The continuous increase in j speeds up EM and
result in the fast increase of the junction resistance. This quickly leads to
a transition from a strongly diffusive regime, with Lm << L to a quasi-
ballistic regime with Lm ' L. This transition explains the flattening of the
fast increase in the junction resistance from regime I to II. The ‘strange’
behavior of RJ < R
0
J in regime II agrees well with the electron transport in
quasi-ballistic regime. The quantized decrease of conductance at the end of
regime II proves that the junction is in the ballistic regime. To our knowl-
edge, little work has been done on EM-induced narrowing of quasi-ballistic
constrictions [104; 66]. Understanding this paradoxical situation will be
advantageous for our full understanding of EM. This may prove beneficial
for semiconductor industry, which uses thinner and thinner interconnects
between devices.
3.3 Scaling of 1/f noise in tunable break-junctions
The study of fluctuations (noise) in physical properties of condensed mat-
ter has been an active area of research for decades and has led to profound
insights into time-dependent physical phenomena [80; 69; 105; 106; 107].
In the case of charge transport, the noise shows up as a fluctuating time-
dependent AC-voltage δV over the device with resistance R (see Section 1.3).
The most generic noise contributions stem from equilibrium thermal fluctua-
tions of the electron-bath (Johnson-Nyquist noise) [63; 64], non-equilibrium
shot noise caused by the quantization of the electric charge [108], and re-
sistance fluctuations [72; 71; 109; 68; 67; 110; 111; 112; 70; 113]. Whereas
thermal and shot noise are frequency independent, resistance fluctuations
display a strong dependence which often closely follows a 1/f relation over
a large frequency range, even down to very low frequencies in the Hz-
regime. This 1/f -noise has intensively been studied for bulk and thin film
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conductors [72; 71; 109; 68; 67; 110; 111; 112; 70; 113], in particular as
a diagnostic tool for the technologically relevant electromigration mecha-
nism [114; 113; 115; 116].
More recently, noise has also been studied in small constrictions [117; 118;
119; 66], nano-electronic devices [120; 121], quantum point-contacts [122],
sub-micron interconnects [123; 124], quantum coherent, quasi-ballistic and
ballistic nano-wires [125; 126; 127; 128; 129; 130; 131; 132], as well as tun-
neling contacts [133; 134].
The power-spectral density of resistance fluctuations SR can phenomeno-
logically be described by Hooge’s law (see Section 1.3.4):
SR(f)/R
2 =
α
Nf
(3.2)
expressing proportionality of SR with a 1/f frequency dependence. The
proportionality factor α/N is ascribed to a material parameter α containing
the strength of elastic and inelastic scattering, on the one hand, and to
an extensive variable N , on the other hand. The constant N denotes the
number of statistically independent fluctuators in the volume and thus scales
with the system size. It is straightforward to derive this N dependence by
assuming a resistance network with N resistors in series (or in parallel),
all fluctuating independently. The total square fluctuation is then inversely
proportional to N . In bulk conductors, the total number of electrons has
been used for the variable N [68; 111; 135]. Partial support for this view
comes from semiconductors in which the carrier density can be changed over
many orders of magnitude [135; 136; 137]. Hooge ’ s law therefore states
that 1/f -noise is a bulk phenomenon, originating homogeneously over the
whole volume. In structures of reduced dimensionality, such as thin films
and nano-wires, where surface effects may dominate over bulk effect, the
leading contribution to 1/f -noise may stem from surface roughness and its
fluctuations [72; 138; 139; 140]. Which suggests that SR does not scale
with the volume. However, there are no quantitative studies on the scaling
behavior of 1/f -noise in nano-contacts with tunable cross sections in which
this dependence could be explored.
We investigate 1/f -noise in tunable metallic nano-constrictions obtained
through electromigration [44] and mechanically controlled break-junctions
(MCBJs) [90; 91; 4]. In the first type, EM occurring at large current densities
is used to change the constriction of the junction. At smaller currents the
junctions remain stable allowing for noise measurements. In the second
type, the junction geometry is mechanically controlled allowing a gradual
narrowing of the constriction down to the single-atom regime. The details to
prepare electromigrated junctions and MCBJs are described in Section 2.16.
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Our emphasis is on the the role of the scaling parameter N in nano-contacts
in the regime of few transport channels where the transition from diffusive
to ballistic transport takes place.
3.3.1 Characteristics of the measured noise spectra
The noise spectrum is measured with the setup then calibrated as described
in Section 2.16. Figure 3.11 shows the f -dependence of SV (f) for a single
MCBJ junction in the ‘low ’-ohmic regime with RJ = 10. . . 65Ω together
with a curve for RJ = 1 kΩ (shifted down one magnitude). The lowest
curve corresponds to 10 Ω. To measure 1/f -noise we drive the device out
of equilibrium by applying a DC voltage UJ > kT/e. In the opposite limit
UJ  kT/e, thermal noise would dominate. However, the voltage should not
be too large so that EM does not change the junction geometry during the
noise measurement. In Figure 3.11 UJ = 50 mV has been applied, but we can
use voltages up to∼ 0.2 V. Except for the lowest curve, the spectra show that
SV (f) decays in a power-law fashion, but this decay is not exactly inversely
proportional to f . This fact has often been noted before: SV ∝ 1/fγ with
γ ranging between 1 and 2. The latter is expected for a single two-level
fluctuator [66] (see Section 1.3.3). In our case, the exponent γ is close to
1 with an average of γ ≈ 1.1, taking all data with RJ > 20 Ω. What is
remarkable, however, are the sample-to-sample fluctuations in the slope of
the spectra, which we observe universally in all devices. In addition to the
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Figure 3.11: Noise spectra of a single MCBJ junction, measured at UJ = 50
mV and for relatively low junction resistances RJ ranging from 10 to 65 Ω (from
bottom to top). We also show SV (f) for RJ = 1 kΩ shifted one magnitude down.
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sample-to-sample fluctuation of the slope around a mean value of γ ≈ 1.1,
we also see that the bottom curve for the smallest junction resistance of
RJ = 10 Ω is flat and displays no 1/f -noise. This is also true for all devices:
1/f -noise only shows up for a sufficiently large junction resistance RJ and
finite DC-bias UJ . This is because the thermal noise of the series connection
RJ+2RL, which dominates at a small bias UJ and small RJ . After increasing
RJ at constant UJ , the f -dependence of SV sets in. The 1/f dependence
shows up first on the low frequency side. At higher frequency the thermal
noise still dominates. This leads to the impression that the spectrum is
flatter than 1/f in this transition regime from ‘low ’to ‘large ’RJ values. To
demonstrate this more clearly we show a simulated spectrum of RJ = 20 Ω
in Figure 3.11 with the superposition of 1/f noise and the white thermal
noise of RJ + 2RL (black dashed lines) in Figure 3.12. The superposition
(red curve) matches very well with the measured spectrum (blue line).
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Figure 3.12: The red curve is the superposition of a 1/f and the thermal noise
of RJ + 2RL (black dashed lines). The blue data point is the measured spectrum
of RJ = 20 Ω at UJ = 50 mV. The simulation matches well with the data points.
Experimentally we deduce the power γ in SV ∝ 1/fγ directly from the
measured spectra by linear fitting the spectra in the log-log plot. The ex-
tracted γ as a function of RJ in shown in Figure 3.13. The open symbols
belong to junctions with too low RJ . Only the filled symbols correspond
to junctions displaying full 1/f -noise. There is quite some scatter in γ, but
all values stay close to γ = 1. In order to shed light on the origin of the
1/f -noise, the voltage dependence of SV has been analyzed. The MCBJ
and voltage source is adjusted to achieve various RJ and UJ for a system-
atic measurement of SV ∼ UJ relation. In Figure 3.14a we show the pattern
of UJ and RJ , where SV is measured. Figure 3.14b shows SV taken at a
fixed frequency of 100 kHz as a function of UJ . The different symbols refer
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Figure 3.13: The exponent γ of the frequency dependence deduced from the
noise spectrum of many junctions with a large range of junction resistances RJ
and bias voltages UJ . The open symbols correspond to devices with small RJ and
measurements at small bias voltage UJ , displaying only white noise originating
from the lead resistances. The average value of γ for the filled symbols is equal to
1.1 and therefore close to the expected value for 1/fnoise.
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Figure 3.14: (a) The MCBJ and voltage source is adjusted to achieve RJ and UJ
at wanted value. At those value SV is measured. (b) The bias voltage dependence
of SV at a fixed frequency of f0 = 100 kHz and for three different RJ values. The
dashed lines are reference lines with SV ∝ U2J .
to three junction value with RJ= 50, 300 and 500 Ω. We find a strong
increase of SV with UJ which is in quite good agreement with a quadratic
dependence, i.e. SV ∝ U2J , for not too large voltages (. 0.2V). We apply
UJ < 0.2 V in our measurement, because for UJ ≈ 0.2 V in the junction
of RJ ≈ 50 Ω, EM starts and results in a slightly increase of the resistance
of the junction. At UJ ≈ 0.15 V there is no visible change in junction re-
sistance, but the measured noise deviates from the quadratic dependence
SV ∝ U2J . It can be a weak atom flux due to EM in the junction. The
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flux is not large enough to produce fast increase in RJ , but can influence
the measured 1/f -noise [115; 141]. At larger RJ EM sets in at higher UJ
as we found in our EM experiments (Section 3.2). Furthermore we want to
avoid Joule heating induced temperature increases in the junction, which
would also effect the measured spectrum, even though 1/f -noise in Au film
depends slightly on temperature [79]. Therefore for RJ < 100 Ω, we measure
SV at UJ ≤ 0.1 V and for RJ > 100 Ω, we measure SV at UJ < 0.2 V. The
quadratic dependence of SV ∝ U2J agrees with our expectation for resistance
fluctuations as the source of 1/f -noise (see Section 1.3.4).
3.3.2 Transition from diffusive to ballistic transport regime
Having established the 1/f dependence and confirmed resistance fluctua-
tions as its origin, we consider next the pre-factor α/N introduced in Equa-
tion (3.2). Because α is considered as constant, hence α/N is the scaling
factor, which we are looking for. Hundreds spectra of SV on more than
15 samples have been measured as function of the junction cross-section,
i.e. as a function of RJ , and the 1/f contribution was extracted within
the frequency interval 30 - 400 kHz following the procedure described in
Section 2.16. To compare the magnitude of SV for different samples and
different junctions, we now take the normalized noise SV (f)/V
2 at a fixed
frequency of f = f0 = 100 kHz. In Figure 3.15 we show a scatter plot of
SV (f0)/V
2 as a function of RJ for several samples in a double-logarithmic
representation. Four sets were obtained with MCBJ samples and one with
an EM sample (open squares). We note that EM samples typically cover
only the regime RJ > 100 Ω, because when EM sets in, there is a rel-
atively fast transition from the low-ohmic regime (I) to the intermediate
resistance regime (II) (see Section 2.2.3). The noise measurement is car-
ried out after the transition in the range of 100 Ω < RJ < 10kΩ. RJ is
then increased in several steps by short EM processes in the junction. The
noise is measured at UJ < 0.2 V when EM is stopped. The scatter plot
clearly displays a cross-over from a power law dependence SV (f0)/V
2 ∝ RpJ
with a large power at low RJ and a smaller one at large RJ . The dashed
lines are exponent p=3 in red and p=1.5 in blue to guide the eyes. This
cross-over is better seen in Figure 3.17. Although there is some sample to
sample variation, we always observe a cross-over in all of our samples in the
vicinity of RJ ≈ 100 Ω. The deduced powers are consistent with p = 1.5
and p = 3 for large and low RJ , respectively. The transition and the de-
duced values are in agreement with 1/f -noise generated in the bulk together
with a transition from the diffusive to the ballistic transport regime with in-
creasing RJ as we will outline in the following. It has been pointed out by
Hooge [135], that 1/f -noise is a bulk phenomenon, whose scaling parameter
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Figure 3.15: Magnitude of the 1/f -noise, shown as a log-log scatter plot of
SV (f0)/V
2 with f0 = 100 kHz for four MCBJ samples and one EM sample (open
squares) as a function of junction resistance RJ . 1/f -noise in EM sample has same
magnitude and the same scaling exponents as MCBJs in ballistic regime.
N should grow like the volume Θ. Although this has been disputed and
was discussed many times over the last two decades, we will assume scal-
ing with volume and compare to scaling with the surface afterwards. Let
us denote a characteristic length of the junction by l. In order to refer to
size-scaling, we use the terminology length ∼ l, which reads ‘length scales
with l ’. Obviously, Θ ∼ l3. In a diffusive wire of length L and cross-
section A, the resistance R is given by R = ρL/A, where ρ is the specific
resistance. Hence, R ∼ l−1. Because SV /V 2 ∝ 1/N∼ l−3 (Equation (3.2)),
we expect SV /V
2 ∝ R3 in this transport regime. If the characteristic length
of the junction becomes shorter than the momentum scattering mean-free
path Lm (see Section 1.1.1), the sample is in the ballistic regime. In this
regime, the conductance is determined by the number of transport channels,
which is proportional to the junction area. The corresponding junction re-
sistance is the so called Sharvin’s resistance [8] (see Section 1.1.2). Hence,
R ∝ A−1 ∼ l−2. Consequently, SV /V 2 ∝ R1.5. The data in Figure 3.15
shows a crossover which agrees with these derived exponents. Note that
the cross-over takes place at RJ ≈ 100 Ω. This is also in good agreement
with our observation in EM measurement, where a transition from diffusive
(regime I) to ballistic (regime II) presents. At RJ > 100 Ω the junction
shows quasi-ballistic transport behavior (see Section 3.2).
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3.3.3 Hooge’s constant α
We introduced in Section 1.3.4, that Hooge’s constant α in Equation (3.2)
can vary between 10−6 to 10−3 in different materials. Even for a given
metal smaller α is measured in metal films with lower defect and impurity
scattering [142]. It is therefore interesting to check Hooge’s constant α in
our Au junctions.
From the SV (f0)/V
2 versus RJ plot we can estimate Hooge’s constant
α. This parameter corresponds to the noise value for N = 1 at f = 1 Hz
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Figure 3.16: (a) Extrapolation data set to get α. The black dashed line is function
l which fits best the SV (f0)/V
2 dependence on R1.5J . The blue point is on l at
RJ = 12900 Ω. (b) Histogram of α-values deduced from SV for the single-atom
contact when RJ = h/2e
2.
(Equation (3.2)). If we associate N with the number of electrons (which for
Au is the same as the number of atoms), we have to look at the SV /V
2 value
for the single atom contact. Because the single atom formed junction is not
stable, therefore we are not able to measure the noise for all devices at single
atom contact. From the previous discussion, we expect SV /V
2 ∝ R1.5 in
ballistic regime. We fit the measured SV (f0)/V
2 data in log-log plot with
the linear slope close to 1.5, i.e. SV (f0)/V
2 = b · Rp with p ≈ 1.5. Then
we extrapolate the value for SV (f0)/V
2 at RJ = h/2e
2 ≈ 12.9kΩ from
the linear fit. In Figure 3.16a we show an example of noise measured on
one of the devices. A linear function l = 6 × 10−16 × R1.5J (black dashed
lines), which fits the data best, is chosen to describe the SV (f0)/V
2 ∼ R1.5J
dependence in the ballistic regime. To get α, we normalize the value of
function l at RJ = 12900 Ω for f0 = 100kHz. For this device we find
SV (f0)/V
2 ≈ 10−9 and α = 6 × 10−4. In all measured data sets we find
typically SV (f0)/V
2 ≈ 10−10 − 10−9Hz−1 thus α ≈ 10−5 − 10−4. Some
deviation in p from 1.4 to 1.7 is observed during the linear fit for all samples.
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But we can find the mean value of p ≈ 1.5. α values deduced in this way
are shown as a histogram in Figure 3.16b. This range of α-values compares
very well with parameters reported in the literature [66; 142]. It is lower
than reported α measured in bulk which is ≈ 5.6× 10−3. This implies that
we have less defects and impurities in our Au junctions. However we have to
note that, we measure α in the junctions in ballistic regime, whereas others
in bulk material in diffusive regime.
3.3.4 Bulk origin of 1/f-noise in nano-contacts
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Figure 3.17: Data from two MCBJs and one EM sample (open squares) where the
upper (triangles) and lower (black squares) sets are vertically shifted by two-orders
of magnitude for clarity. Dashed lines are guides to the eyes for the expected
power-law dependencies SV (f0)/V
2 ∝ RpJ in the diffusive (p = 3) and ballistic
(p = 1.5) regime. The dashed-dotted line has slopes p = 1 in the diffusive and
p = 0.5 in the ballistic regime when surface effect is assumed.
Whether 1/f -noise origins from bulk or surface is a a matter of debate
since two decades. Both statements are supported by various experimental
studies. In structures with reduced dimensionality, such as thin film and
nano-wires, there is more evidence of surface effect contribution to 1/f -
noise. We argue here that the 1/f -noise we measured in our nano-contacts is
a bulk effect. The evidence is provided by good agreement of the measured
data with our model, where we assumed the 1/f -noise to originate from
bulk properties and its behavior scales with the volume of the constriction
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. For comparison, we derive here the expected power law, for the case that
transport is ballistic and the fluctuators leading to 1/f -noise are only present
at the surface. All transport channels in the interior of the junction are
assumed to be noiseless: In this case SV /V
2 will be inversely proportional
to NS , where NS stands for the number of transport channels at the surface.
This number scales as the circumference of the nano-contacts, and therefore
NS ∼ l. Using Ohm’s law for a diffusive wire R ∝ L/A−1 ∼ l−1 we obtain
SV /V
2 ∝ R. Using the Sharvin’s resistance for a ballistic contact R ∝
A−1 ∼ l−2 we arrive at SV /V 2 ∝ R0.5. p = 1 and p = 0.5 is much different
than p = 3 and p = 1.5. We are able to distinguish between the two pairs of
values very well. In Figure 3.17 we present data from two MCBJs and one
EM sample (open squares). The upper and lower data sets are vertically
shifted by two-orders of magnitude for clarity. The expected power-law
dependencies SV /V
2 ∝ Rp is draw for bulk effect at p = 3 (diffusive) and
p = 2 (ballistic) as dashed lines. The dash-dotted line corresponds to p = 1
(diffusive) and p = 0.5 (ballistic), if our measured 1/f noise is a surface
effect. It is clear that the slope of the measured data points is much larger.
It proves that even in small junctions, in which only a few channels carry the
charge current, all of them contribute to 1/f -noise and not only the channels
close to the surface. Furthermore, the 1/f -noise measured in EM junction
has the same magnitude and the same scaling exponents (see Figure 3.17) as
in MCBJs. This confirms the discussed effects are universal in the sense, that
they do not depend on the measurement technique and sample preparation.
3.3.5 Conclusion
In conclusion, we have studied the 1/f voltage noise of gold nano-contacts
in electromigrated and mechanically controlled break-junctions having re-
sistance values R that can be tuned from 10 Ω (many channels) to 10 kΩ
(single atom contact). The noise is caused by resistance fluctuations as ev-
idenced by the SV ∝ V 2 dependence of the power spectral density SV on
the applied DC voltage V . As a function of R, the normalized noise SV /V
2
shows a pronounced cross-over from ∝ R3 for low-ohmic junctions to ∝ R1.5
for high-ohmic ones. The measured powers of 3 and 1.5 are in agreement
with 1/f -noise generated in the bulk and reflect the transition from diffusive
to ballistic transport. This transition appears at RJ ≈ 100Ω. We show that
even in very small junctions and in the ballistic transport regime, 1/f -noise
is a bulk property. 1/f -noise measured in MCBJs and EM junctions exhibit
the same behavior in ballistic regime.
Chapter4
Conclusions and outlook
In this thesis we presented a successful technique to implement smooth EM
in gold nano-junctions. By using a fast feedback voltage source (response
time < 0.5 µs) over a four-terminal nano-junction, the voltage drop over
the junction can be exactly measured and controlled. Hence the current
density in the junction, which is the key parameter of EM, is under control
as well. This technique solves the previous problem of thermal runaway in
the junction. It highly increases the speed and the success rate of nano-
gaps formation. During EM we are able to evaluate the temperature in the
junction. In our junctions the temperature required to trigger EM is over
100◦C. If we think about molecular electronics, the usual way is to assemble
the molecules on the junction surface before EM. From our estimation of
temperature the molecules may get destroyed during EM. A transition from
diffusive to ballistic regimes is observed while the junction cross-section is
shrunk by EM. In quasi-ballistic regime we can not estimate the temper-
ature by junction resistance measurement, because the resistance depends
only slightly on temperature in quasi-ballistic regime. We expect that the
temperature is still enhanced in the junction. But at the very small con-
striction where the gap is formed, there is no enhancement of temperature.
Hence we suggest to assemble the molecules after the first transition into
regime II, then open the gap by starting EM again. Very surprisingly, EM
proceeds in the quasi-ballistic regime as well. However EM is much slowed
down there. The decrease of conductance in quantized steps of G0 is ob-
served at the end of the regime II.
Due to smooth EM in nano-junctions, we are able to investigate resistance
fluctuation (1/f noise) in the junction as function of junction resistance. The
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1/f noise is measured and compared in both electromigrated junctions and
MCBJ. The scaling of 1/f with junction resistance is very similar in both
electromigrated junction and MCBJ. The cross-over from diffusive to bal-
listic regime is visible in measured noise magnitude. The noise magnitude
scales with junction resistance in power 3 in diffusive regime and power 1.5
in ballistic regime. We are able to conclude the 1/f noise in the junctions
is generated in Bulk, which is true even for the very small junctions where
only few conduct channels available. Hooge’s parameter α extracted from
the noise data compares very well with parameters reported in the litera-
ture [66].
Based on our knowledge about EM in gold junctions, we expect some new
experiments we can try in the future. On one hand we can extend the ap-
plication of our existing setup. For example to thin the junction to only few
nanometers in cross-section, then break it by MCBJ with very little bend-
ing. So that we can break the junctions fabricated on glass substrates [143].
The advantage of the glass substrate is to do in situ optical spectroscopy
experiments. We can also combine EM with other techniques, such as the
trapping of nano-particles [144] or field emission [145], to open and close
the junctions many times like MCBJ. This will increase the efficiency of
electromigrated junctions and induce a new system with the advantages of
both EM junction and MCBJ. On the other hand we can explore EM in
other materials. The first choice can be magnetic metals, such as Co, Ni,
Fe, magnetic permalloy and even more complicated structure with multi-
layers of various ferromagnetic metals. Those material are often used for
magnetoresistances in magnetic nano-contacts studies. The stable electro-
migrated nano-contacts can be very useful in those experiments. Some novel
materials such as carbon nano-tubes (CNT) [146] and single layer graphene
sheet [147] can be the next candidates. We can investigate and characterize
the EM process in CNT and graphene junctions. Finally we can upscale
the fabrication of nano-gaps to a large quantity with our fast EM technique,
for example few hundred nano-gaps on one substrate. The fast speed and
high yields ensures our EM technique an efficient method to prepare the
nanometer sized electrodes for molecules measurement.
In the area of noise measurement, it is worth to redo Voss and Clarke’s
experiment [148] in tunable junction systems. In their experiments they
could verify the spectrum of low-frequency fluctuations of the thermal noise
in metal films is 1/f and its magnitude is same as what measured with
common method under nonzero current in similar systems. This statement
can be examined, if a cross-over from diffusive to ballistic regime would be
observed.
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AppendixA
Special electronic units for the
measurement setup
A.1 Four-terminal feedback voltage source
The four-terminal feedback voltage source (FFVS) is essential for a success-
ful EM process to narrow the junction or form a gap. Before we implemented
the voltage source, we tried to manually increase the voltage U over the junc-
tion of a four-terminal device. With the four-terminal design the junction
resistance can be measured exactly. But without the fast adjust in volt-
age U , EM process is still uncontrollable (see Section 2.2.1. Because EM
induced increase of the junction resistance is a fast process (< ms). The
feedback voltage control with very fast response allows us to control EM.
The circuit diagram and a photo of of the FFVS is shown in Figure A.1 and
its function is described in Section 2.2.1. The response time can be adjusted
by changing the combination of R and C. Here we use R = 1 kΩ and C =
270 pF to obtain a response time of 0.27 µs as shown in the diagram. To
assess R and C, the response time should be at least one magnitude faster
than the frequency of the small AC signal for measuring R0j . Otherwise
the AC signal could be deformed and result in wrong measurement. The
combination, which can invoke the oscillation of the feedback loop, should
be avoided either. The FFVS is powered by a house made 24 VDC floating
power supply. The input (Vref ) limit of the FFVS is 10 V. The maximum
voltage output is 17 V and the current can reach maximum 150 mA. The
output connector of the feedback voltage allows us to check the feedback in-
put voltage. It should equal to Vref if the FFVS works properly. Otherwise
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the LED indicator lamp is off when the feedback voltage does not follow
Vref . To contact the sample to the FFVS, the correct sequence is: ground
side (-) of voltage output, (-) of feedback input, (+) of feedback input, (+)
of voltage output (see Figure 2.6). Not following this sequence could destroy
the sample by a high voltage output of the FFVS. Later on it is possible to
switch the FFVS to a lower output when contacting the sample. But we still
suggest to follow the previously described sequence to contact the sample.
Figure A.1: (a) Circuit diagram shows the working principle of the feedback
voltage source. UJ is always equals to Vref regardless of Vout. (b) A photo of the
four-terminal feedback voltage source used in our setup.
A.2 Ground loop killer
When we build up our setup, we are not always able to plug the computer
and all the measurement instruments on same ground. Even when they
are plugged on the same electrical outlet, the loop formed by the cables in
space can pick up the electromagnetic field in the environment and induce
small difference in potential between different grounds. Ground loop are
unavoidable in the laboratory. The most picked up noise is the 50 Hz AC
noise. This ground loop nosie can reach as much as 100 mV. Though we
want to measure the voltages as small as 1 mV, therefore we have to get
rid of the noise by using a ground loop killer (GLK). Our house made GLK
is very effective in interrupting the ground loop. The principle of GLK
is to separate the ground of the input side from the output side by using
differential receiver and driver as shown in Figure A.2. The left side in
photo (normally the measurement side) of GLK has the common ground
connected to the metal housing. The right side has isolated BNC to separate
the ground from housing. The input voltage is read in by the differential
inputs of the amplifier. The output signal is the same voltage value in
respect to the ground of the amplifier in case of differential receiver, and as
differential outputs in case of differential driver. In our GLK box we have
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two differential receivers (two lower channels) and two differential drivers
(two upper channels) as shown in the photo. The built in selectable gains
are very convenient to amplifier the usually small signal before it is read in
by PC. The GLK itself has high input impedance (1 MΩ, 15 pF) for the
differential drivers and low output impedance (200 Ω) for the differential
receivers.
Figure A.2: Photo of the ground loop killer with circuit diagrams on top of the
box. The diagrams show the principle of differential receivers (two lower channels)
and drivers (two upper channels). The ground of the measurement side (left side)
is separated from data acquisition (PC) side (right side).
A.3 Low noise voltage source
The best voltage source to power the sample for the noise measurements
is battery, because battery is noiseless. The first setup design to measure
noise in nano-contacts is a two terminal measurement powered by battery.
The voltage over the sample is adjusted by a potentiometer. The R value
of the potentiometer is chosen to be 50 Ω for the purpose of stable EM
(see Section 2.2.1) in nano-contacts. The large R value of potentiometer
can result in a rapid voltage increase over the nano-junction in case of EM
induced R increase in nano-contacts. The disadvantage of this setup is that
much more current flows through the potentiometer than through sample.
The large current even flows when the sample is not measured but connected.
The potentiometer is getting hot after several measurements. To avoid all
these shortcoming, we developed a low noise voltage source (LNVS). Its quite
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current is only 2 mA. A sudden increase of the output current may cause
a slight (< 20%) voltage decrease. But it goes back to the set value within
40 ms. The LNVS is powered by a battery (9 V 500 mAh) to avoid ground
loops. The noise generated in the amplifiers and other electronics is reduced
by several steps of low pass filter (< 10 Hz). The schematic of the power
source is shown in Figure A.3a. The noise level of the voltage source is as
low as 1.5 pV/
√
Hz at 100 kHz. Its output impedance is less than 5 Ω at a
frequency lower than 1 Hz as shown in Figure A.3b. The voltage output can
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Figure A.3: (a) Diagram of low noise voltage source. A reference voltage unit sets
a constant voltage regardless of the change of battery voltage. The output voltage
can be set by the potentiometer. (b) Frequency response of the output impedance
of LNVS .
be adjusted between 0 and 2.5 V by a potentiometer, the maximum current
is 3 mA. A multimeter can be connected to a separate output to check the
voltage output of LNVS. A battery powered multimeter is much better than
a 220 ACV powered multimeter, because the later introduces large noise
at voltage output. Therefore we use four-terminal samples, which allows us
to exactly measure the voltage drop over the junction without knowing the
voltage output of LNVS (see Section 2.16).
AppendixB
Mechanical controllable break junction
Break-junction was first introduced by Moreland and Ekin [149] in 1985
to study the tunneling characteristics of superconductors. Later on sev-
eral extensions and modifications werer made to this concept by Muller et
al. [150; 96], who introduced the name MCBJ. The principle of MCBJ is il-
lustrated in Figure B.1. The sample is a thin freestanding metal bridge with
Figure B.1: (a) Principle of operation of a MCBJ. The displacement z of push rod
introduces an elongation ∆d of middle constriction. Meanwhile the constriction is
thinned finally breaks. ∆d can be tuned by z through geometrical attenuation
factor. (b) The bending apparatus with mechanically induced attenuation factor.
a central lateral constriction fabricated on the top of a flexible substrate.
The sample is then mounted in a three point bending system. By pushing a
87
88 Mechanical controllable break junction
rod versus the middle bottom of the substrate, the sample is bent up. This
deformation exerts a lateral force on the sample and stretches the freestand-
ing bridge. During the stretch the constriction is elongated and thinned till
broken. By relaxing the substrate the bridge can be closed again. The cross-
section of the constriction can be tuned by moving the rod up or down. The
sample is EBL fabricated followed by Au deposition, the gold constriction in
the middle can be prolonged more than 1 µm without breaking into apart.
The three point bending system has the advantage to insert an geometrical
attenuation ration between the push rod moving distance and the bridge
elongation. For the ideal case of an elastically homogeneous bending beam
with supported ends, the geometrical attenuation factor is given by [102]:
ag =
∆h
∆z
=
6Th
L2
, (B.1)
where T is the sample thickness, h the length of the freestanding bridge,
and L the distance between the two counter supports. Based on our setup
the distance between counter supports is L ≈ 20 mm, the thickness of the
substrate T = 0.3mm and the length of freestanding bridge h ≈ 0.5 µm, we
get ag ≈ 2 · 10−6. Furthermore the vertical displacement of the push rod is
driven by a stepper motor (Phythron GLD) through a coupling gear, which
consists a planetary gear (reduction 1:4) and a worm gear (reduction 1:50).
The smallest movement from one sub-step turning of the motor induces a rod
movement of 3.125 nm [143]. After the geometrical attenuation factor ag the
smallest elongation of constriction is 3.125 pm. The motor can be adjusted
in speed between 1.56 - 31.2 µm/s by a computer. At large constriction we
use high speed to get the constriction thinned fast. At point-contact with
only few atoms we use the smallest speed to get the point-contact thinned
continuously and stable.
AppendixC
Complementary Experiments
C.1 Electromigration in scanning electron microscope
(SEM)
We observed Em by SEM (Philips XL 30 FEG) in order to better understand
the EM process. EM was carried out in the vacuum chamber (1×10−6mbar)
of the SEM. The change of the junction is in situ imaged by SEM and
recorded into a video file. Nano-wires around 200 nm in length and 150
nm in width are fabricated on Si substrate as described in Section 2.1. To
contact the sample inside SEM we first bond the sample on a chip carrier.
The chip hold has pin holes to contact the connecting cables. Those cables
are then connected to our measurement setup outside the SEM through
an adapter on the wall of the SEM vacuum chamber with maximum four
connectors. The chip carrier is then mounted on the standard sample holder
of the SEM. A very good electrical contact between substrate and SEM
sample holder is important to get a stable SEM image. EM can be started
in two-terminal junctions but carried out smoothly on four-terminal samples.
In two-terminal EM we are able to image the EM in the junction with very
good quality. We observed that the wires are immediately melted by Joule
heating as soon as EM starts in the wire. This suggests that the moment
immediately after the onset of EM is critical. This lead us to design the
feedback controlled EM. With four-terminal feedback controlled EM (see
Section 2.2) the SEM imaging is more disturbed by the feedback voltage
source and the PC in the setup. The reason can be the ground loops are
built between the SEM and our setup. Furthermore the feedback controlled
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four-terminal EM form slits smaller than 30 nm, which are at the edge of
the resolution and difficult to image by SEM Philips. The videos of EM in
SEM can be found on internal server.
C.2 Noise during electromigration
When measuring the 1/f noise in electromigrated junctions, we observe that
the noise is several orders of magnitudes larger in the junction when EM is
active. In Figure C.1 such a noise measurement is shown. The black dots is
the noise measured before EM occurs in the junction. The noise magnitude
SV /V
2 stays same at different bias voltage. The red dots are measured
during EM but the change of junction resistance R is slow. If the junction
resistance does not change much during the noise measurement, we can
take the junction resistance before noise measurement as RJ in Figure C.1.
Furthermore the noise magnitude is too large to be measured with our setup,
when EM is very active and induces large increase of R in the junction. After
the bias is reduced to 0.15 V and EM is stopped in the junction, the green
dots are measured. A large difference in noise magnitude SV /V
2 is observed
between red (EM presents) and green (no EM) dots. This indicates that EM
induces extra noise in the system. This extra noise is mainly caused by the
slow diffusion of Au atoms and defects in the junction under the EM wind
force [141]. The noise SV /V
2 (green dots) measured at low bias (∼ 0.15 V)
scales with R as ∝ R1.5 as discussed for the junctions in ballistic regime
(see Section 3.3.2).
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Figure C.1: 1/f noise magnitude SV /V
2 measured in the electromigrated junc-
tion as function of the junction resistance. Red dots are measured when EM is
active. Green and black dots are measured when EM is stopped. The dashed blue
line is a guide line with SV /V
2 ∝ R1.5.
AppendixD
Parameters during electromigration
In the table we list the measured data of critical current density jc and
critical temperature Tc at the onset of EM in 21 samples. The dimensions
and types of the samples are listed as well. Sample types A= stratigh wire
type and B= bow tie type junction. The histogram shown in Figure 3.6 is
based on the values in the table.
Samples jc Tc width thickness type
[108 A/cm2] [K] [nm] [nm]
11A1 1.91 427 100 45 A
11A2 2.22 457 100 45 A
11B1 2.42 422 100 45 A
11B2 2.49 409 100 45 A
11C1 2.67 402 100 45 A
11C2 2.96 415 100 45 A
11F1 2.69 411 170 45 A
12F2 2.50 448 80 45 A
15B1 15.45 498 110 20 B
15D1 15.50 473 100 20 B
15E1 13.64 488 110 20 B
16B1 11.92 431 130 20 B
16C2 13.63 453 120 20 B
1A1 4.75 462 100 40 B
1A2 4.71 377 100 40 B
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Samples jc Tc width thickness type
[108 A/cm2] [K] [nm] [nm]
4A1 6.93 419 100 40 B
4A2 5.84 462 100 40 B
8A1 5.85 435 90 40 B
8A2 5.94 407 70 40 B
14E1 4.60 449 100 45 B
AppendixE
Histogram in log scale
In Figure 3.16 (Section 3.3.3) we presented measured Hooge’s parameter α
as histogram in logarithm scale with evenly distributed bin size. Here we
explain the method to make the graph. First we take the logα and make
a histogram with evenly distributed bin size. In the bin data file of this
histogram, the bin start and end points value Binn is calculated back to
linear scale with 10Binn . It is then plotted new with correct counts from bin
data file in a logarithm plot. If we do not do the transformation described
above, only change the α axis to logarithm scale, the histogram will have an
uneven bin width. An example is shown in the following table.
α log(α) bin counts 10bin
Y X
1.5856E-5 -4.79981 -4.75 2 1.77828E-5
1.63305E-5 -4.787 -4.65 0 2.23872E-5
3.08955E-5 -4.51011 -4.55 2 2.81838E-5
. . . . . . -4.45 3 3.54813E-5
4.63432E-5 -4.33401 -4.35 3 4.46684E-5
4.68851E-5 -4.32897 ⇒ -4.25 2 5.62341E-5
5.86063E-5 -4.23206 -4.15 4 7.07946E-5
. . . . . . -4.05 1 8.91251E-5
1.1673E-4 -3.93282 -3.95 4 1.12202E-4
1.17213E-4 -3.93103 -3.85 1 1.41254E-4
1.29167E-4 -3.88885 -3.75 1 1.77828E-4
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