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Исследуется проблема статистического определения ближайших стационарных в широком смысле временных
рядов на основе их описания авторегрессионными моделями. Предлагается использовать решающие правила в про-
странстве коэффициентов авторегрессии. В качестве меры эффективности принимаемых решений аналитически вы-
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1. математическая модель и постановка задач. Как известно, при весьма общих условиях 
регулярности стационарный в широком смысле временной ряд (ВР) Zttx ∈}{  ( },2,1,0{ ±±=Z  – 
множество целых чисел) c отсчетами Rxt ∈ , Zt ∈ , имеющими нулевое математическое ожида-
ние: { } 0E =tx , Zt∈ , можно представить в виде разложения Вольда [1, 2]:
 
t
j
jtjt uxx =b+∑
+∞
=
-
1
 ,  Zt ∈ ;        +∞<b∑
+∞
=1
2
j
j  , (1)
где случайные величины Zttu ∈}{  (ошибки наблюдений) некоррелированы и имеют нулевые ма-
тематические ожидания и одинаковую ограниченную дисперсию:
 { } 0E =tu ,  { } { } +∞<σ== 22ED tt uu  ; (2) 
 { } 0E =ltuu ,  Zlt ∈∀ , , tl ≠ . 
Разложение (1), (2) представляет собой так называемую модель авторегрессии бесконечного по-
рядка [1, 2] и однозначно определяется коэффициентами авторегрессии +∞=b=b 1)( jj  . Модель (1), (2) 
обозначим как АР( ∞+ ,b , 2σ ).
С другой стороны, из (1) видно, что 0→b j , +∞→j  , и на практике порядок авторегрессии
выбирают конечным [1, 2], пренебрегая близкими к нулю значениями коэффициентов и полагая 
0=b j , pj > , где p  – порядок авторегрессии. Соотношение (1) при этом принимает вид
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jtjt uxx =β+∑
=
−
1
,  Zt ∈ , (3)
и временной ряд Zttx ∈}{  описывается моделью АР( p , )( pβ ,
2σ ) [1, 2], где ppp R∈′ββ=β ),...,( 1)(  – 
p-вектор коэффициентов авторегрессии («′» – символ транспонирования), а случайные величины 
Zttu ∈}{  определены в (2).
Пусть наряду с ВР Zttx ∈}{ , определяемым моделью АР( p , )( pβ ,
2σ ) из (2), (3), имеется 2≥L  
стационарных в широком смысле ВР Zt
i
tx ∈}{
)( , Si∈ , где },,1{ LS =  – множество номеров 
этих рядов. ВР Zt
i
tx ∈}{
)(  задается своей моделью авторегрессии АР( p , )( )(
i
pβ ,
2
)(iσ ) типа (2), (3), где 
),...,( )()(1
)(
)( ′ββ=β
i
p
ii
p  и 
2
)(iσ  – соответствующие значения коэффициентов авторегрессии и диспер-
сии ошибок наблюдений  ( Si∈ ). Порядок авторегрессии p  везде считается одинаковым и выби-
рается исходя из соображений: 0=β j , 0
)( =β ij , Si∈ , pj > . Задача заключается в нахождении 
для ВР Zttx ∈}{  «ближайшего» среди 2≥L  ВР Zt
i
tx ∈}{
)( , Si∈ .
Если все коэффициенты авторегрессионных моделей ),...,( 1)( ′ββ=β pp  и ),...,(
)()(
1
)(
)( ′ββ=β
i
p
ii
p , 
Si∈ , заданы (известны), то в качестве решения задачи можно предложить
 { }( ) ( )( ) ( )( ) ( ): mink io p pp pi SD k ∈= β −β = β −β  , (4)
где SDo ⊆  – множество номеров тех ВР из Zt
i
tx ∈}{
)( , Si∈ , к которым ВР Zttx ∈}{  ближе всего 
в смысле расстояний Евклида между векторами коэффициентов авторегрессии (учтено, что мо-
гут быть совпадающие по значению расстояния).
Если в (4) нет совпадающих между собой расстояний, то множество oD  состоит из одного 
элемента (имеется один ближайший ВР):
 { }
oo dD = ,   { }( )( ) ( )( ) ( )( ) ( ), arg mini io p pp pi S i Sd d ∈ ∈= β β = β −β , (5)
где Sd Si
i
pp ∈ββ ∈ )}{,(
)(
)()(  – так называемое решающее правило (РП) L -средних [2–4].
По аналогии с [5] рассмотрим далее три случая априорной неопределенности.
I. Наблюдается реализация TttxX 1}{ ==  длительности T  ВР Zttx ∈}{ , а сами коэффициенты 
авторегрессии )( pβ  для него неизвестны. При этом коэффициенты { }( )( )ip i S∈β  ВР { }
( )i
t t Z
x
∈
, Si∈ , 
заданы. 
II. Коэффициенты авторегрессии )( pβ  ВР Zttx ∈}{  известны, а вместо { }( )( )ip i S∈β  предложены 
реализации { }( )( ) 1
iTii
t t
X x
=
= , Si∈ , соответствующих им временных рядов. 
III. Все временные ряды представлены своими реализациями TttxX 1}{ ==  и i
T
t
i
t
i xX 1
)()( }{ == , 
Si∈ .
Для решения задачи воспользуемся подстановочным принципом [2], применив его к РП L -сред-
них из (5).
2. Решающие правила в пространстве МНК-оценок коэффициентов авторегрессии и их 
риск. Построим по реализациям TttxX 1}{ ==  и i
T
t
i
t
i xX 1
)()( }{ == , Si∈ , МНК-оценки [2] параме-
тров )( pβ  и Si
i
p ∈β }{
)(
)(  соответственно:
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где предполагается, что pT >  и pTi > , Si∈ , и обозначено: 
p
pttt RxxX ∈′= -- ),...,( 1 , 
Tpt ,1+= ; pi pt
i
t
i
t RxxX ∈′= -- ),...,(
)()(
1
)( , Tpt ,1+= , Si∈ .
В зависимости от уровня априорной неопределенности подстановочные РП, основанные на 
РП L -средних из (5), будут иметь вид
 
{ }( )( )( ) ( )ˆ , iI p p i Sd d ∈= b b ,  { }( )( )( ) ( )ˆ, iII p p i Sd d ∈= b b ,  { }( )( )( ) ( )ˆ ˆ, iIII p p i Sd d ∈= b b , (7)
где учтено, что статистические оценки )(
ˆ
pb  и { }( )( )ˆ ip i S∈b  имеют абсолютно непрерывные распре-
деления вероятностей [2], поэтому вероятность совпадения расстояний равна нулю и решения 
в (7) выносятся однозначно (как и в (5)).
В качестве меры эффективности РП (7) по аналогии с [4, 5] определим риск как вероятность 
ошибочно определить пару ближайших в смысле (4) временных рядов:
 
}{P oII Ddr ∉= ,  }{P
o
IIII Ddr ∉=  ,  }{P
o
IIIIII Ddr ∉= . (8)
Отметим, что если SDo = , то 0=== IIIII rrr  и выносимое РП (7) решение не принципи-
ально. Если множество oD  состоит из одного элемента (один ближайший ВР), то 
 
}{P oII ddr ≠= ,  }{P
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IIII ddr ≠=  ,  }{P
o
IIIIII ddr ≠= ,  
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)()(minarg
i
pp
Si
od b-b=
∈
. (9)
Чем меньше (ближе к нулю) значения риска из (8), (9), тем эффективнее выносимые при по-
мощи РП (7) решения. 
Вычислим здесь риск Ir  (случаи II и III аналогичны в предположении, что реализации 
T
ttxX 1}{ ==  и i
T
t
i
t
i xX 1
)()( }{ == , Si∈ , независимы в совокупности [2]). Введем обозначение:
 
( ) ( ) ( )




 µ-Σ′µ--Σπ=Σµ --- yyyn
N
N
1
2
1
exp))(det(2),|( 2
1
2  , NRy∈ , 
– плотность N -мерного нормального (гауссовского) закона распределения вероятностей (закон 
),( ΣµNN  [2]) с вектором математического ожидания 
NR∈µ  и невырожденной ковариацион-
ной )( NN × -матрицей Σ  ( 0)det( ≠Σ ).
Теорема. Пусть TttxX 1}{ ==  – реализация длительности T  временного ряда, определяемо-
го моделью АР( p , )( pb ,
2σ ) из (3), где случайные величины Zttu ∈}{  независимы в совокупности 
и одинаково распределены по нормальному закону ),0( 21 σN  ( +∞<σ
2  ), а корни характеристи-
ческого уравнения 
 
0
1
=b∑
=
-
p
j
jp
j z  
лежат внутри единичного круга ( 1|| <z ), тогда в условиях (5) риск }{P)( oIII ddTrr ≠==  РП 
{ }( )( )( ) ( )ˆ , iI p p i Sd d ∈= b b  в асимптотике растущей длительности: +∞→T  , удовлетворяет соот-
ношению:
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 1)(
~/)( →TrTr II ,  +∞→T  ; (10) 
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где ( ) {1,   0;  0,   0}U z если z если z= ≥ <  – единичная функция Хэвисайда, od  – истинный номер 
ближайшего ВР из (5), а , , ( ) , 1( ) ( ( ))
p
p p p p p i ji j =Σ = Σ β = σ −  – ковариационная )( pp× -матрица, 
элементы которой определяются ковариационной функцией { } { }( ) cov , Et t t tx x x x+τ +τσ τ = =  , 
Zt ∈τ∀ , , вычисляемой по )( pβ  из уравнений Юла – Уокера [1, 2]:
 
0)()(
1
=−τσβ+τσ ∑
=
p
j
j j ,  p,1=τ . 
Доказательство. В условиях теоремы, согласно известным результатам [1, 2], при +∞→T  
МНК-оценка )(
ˆ
pβ  из (6) асимптотически нормально распределена:
 ( ){ } ( )2 1( ) ( ) ,ˆ 0 ,p p p p p pL T N −β −β → σ Σ , (11)
где p0  – нулевой р-вектор, а ( ), , 1( )
p
p p i ji j =Σ = σ −  – ковариационная )( pp× -матрица, описанная 
в условиях теоремы.
Для риска Ir  из (9), с учетом вида соответствующего ему РП из (7): 
 
{ }( )( ) ( )( ) ( )( ) ( )ˆ ˆ, arg mini iI p pp pi S i Sd d ∈ ∈= β β = β −β , 
справедлива цепочка равенств:
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  

, 
откуда с учетом (11) и получаем доказываемое асимптотическое соотношение (10).
Практическая значимость результата (10) состоит в том, что он позволяет при больших значе-
ниях длительности реализации ( +∞→T  ) приближенно вычислить риск: II rr ~≈ , аналитически 
оценив эффективность принимаемых решений. Однако простой вид величина )(~~ Trr II =  из (10) 
принимает лишь при 2=L .
3. Случай отнесения реализаций к двум временным рядам. Пусть своими коэффициента-
ми )1( )( pβ  и 
)2(
)( pβ  заданы два авторегрессионных временных ряда ( 2=L , }2,1{=S ). И к ближайше-
му из них в смысле коэффициентов авторегрессии необходимо отнести реализацию TttxX 1}{ ==  
длительности pT >  стационарного временного ряда, описываемого моделью АР( p , )( pβ ,
2σ ). 
Соответствующее РП из (7) принимает при 2=L  вид
 { }( ) ( )( ) (1) (2)( ) ( ) ( )( ) ( ) ( )ˆ ˆ ˆ, 1iI p p pp p pi Sd d U∈= β β = β −β − β −β + . (12)
Вычислим риск РП (12). 
Следствие. Пусть в условиях теоремы 2=L , тогда величина )(~ TrI  из (10) может быть 
представлена в виде:
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где ( )21 22( ) expz wz dw-∞πΦ = -∫  , Rz∈  – функция распределения вероятностей стандартного 
нормального закона )1,0(1N , а величина 
 ( ) ( )
(1) (2) (1) (2)1
,( ) ( ) ( ) ( )p pp p p p
-′D = b -b Σ b -b  (14)
– аналог расстояния Махаланобиса [2] между )1( )( pb  и 
)2(
)( pb  относительно ковариационной матри-
цы pp,Σ  из (10).
Доказательство. Из (12) с учетом (11) получаем:
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где случайный р-вектор pR∈ξ  распределен по нормальному закону ( )2 1( ) ,, /p p p pN T-b σ Σ , а слу-
чайная величина
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линейна по ξ , и потому является нормальной случайной величиной с математическим ожида-
нием 
2)1(
)()(
2)2(
)()( pppp b-b-b-b  и дисперсией ( ) ( )(1) (2) (1) (2)2 1 2 2,( ) ( ) ( ) ( )4 / 4 /p pp p p p T T-′σ b -b Σ b -b = σ D . 
Нормируя данную случайную величину до стандартного нормального закона )1,0(1N , из (15) 
получаем:
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где учтено известное свойство функции распределения вероятностей закона )1,0(1N : )()(1 zz -Φ=Φ-  , 
Rz∈ . Но в данном случае, согласно условию теоремы, )2( )()(
)1(
)()( pppp b-b≠b-b  и
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что приводит к (13).
Из (13) следует (напомним: 1)(~/)( →TrTr II , +∞→T  ), что 0)( →= Trr II , +∞→T  , т. е. 
с увеличением длительности подлежащей отнесению реализации эффективность принимаемых 
решений повышается (значение риска уменьшается). Из (13) также видно, что риск уменьшается 
с увеличением различия между собой расстояний )1( )()( pp b-b и 
)2(
)()( pp b-b  между коэффици-
ентами авторегрессии )( pb  подлежащего отнесению ВР и коэффициентами 
)1(
)( pb и 
)2(
)( pb  задан-
ных авторегрессионных моделей. При )2( )()(
)1(
)()( pppp b-b=b-b  риск заведомо равен нулю: 
0)( == Trr II , T∀ , а использование представления (13) некорректно, поскольку оно получено 
в предположении )2( )()(
)1(
)()( pppp b-b≠b-b .
Отметим также, что в [4] подобная задача соотнесения решалась в пространстве ковариа-
ционных функций.
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