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RÉSUMÉ
Dans cet article, nous développons un modèle d'image qui fait appel aux champs aléatoires markoviens de Pickard dans le
but de modéliser des notions contextuelles aussi vagues et imprécises que « l'uniformité d'une région » ou « la continuité du
bord d'un objet ». Nous décrivons une méthode d'estimation par maximum de vraisemblance a posteriori obtenue par une
généralisation simple d'une méthode largement utilisée dans le contexte unidimensionel de la reconnaissance de la parole .
Nous développons deux méthodes d'estimation non supervisée des paramètres du modèle et nous montrons au moyen de
plusieurs exemples que notre technique permet de traiter avec succès des problèmes de restauration et de segmentation
d'images digitales à niveaux de gris .
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SUMMARY
This paper outlines a modeling technique for digital images which relies on Markov random fields proposed by Pickard for the
purpose of representing fuzzy contextual concepts such as "the uniformity of a region" or "the continuity of a contour" . We
develop a maximum likelihood estimation technique which is a straightforward generalization of an approach which is used quite
extensively in speech recognition circles . Next, we outline two nonsupervised parameter estimation techniques which enable us to
infer the model parameters front actual imagery data. We offer a number of practical examples providing evidence that our
approach is well suited to handle problems of image restauration and/or segmentation .
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1. Introduction
Au cours des dernières années, on a vu se développer
un intérêt considérable pour les méthodes de restaura-
tion et de segmentation d'images fondées sur la techni-
que d'estimation par maximum de vraisemblance
a posteriori dans des modèles d'image doublement
stochastiques dont une des composantes, au moins,
est de nature markovienne [8, 15, 17, 20, 22, 23,
26-28, 31, 54] . Dans ces modèles, la finalité de la
composante markovienne est de modéliser la notion
fort imprécise de contexte spatial qui se traduit par
des expressions telles que « l'uniformité d'une
région » ou « la continuité du bord d'un objet » . La
nature stochastique de ces modélisations du contexte
contraste avec celle, déterministe, qui sous-tend, par
exemple, l'algorithme Phagocyte de Brice et
Fennema [10] et l'algorithme « Split and Merge » de
Horowitz et Pavlidis [33, 45] . Ces notions contex-
tuelles ne donnant pas lieu à des mesures quantitatives
par un capteur optique, nous dirons que la compo-
sante markovienne est non observable.
Les méthodes qui ont été proposées à ce jour exploi-
tent divers modèles d'image et divers critères d'opti-
malité, et couvrent une large gamme de l'échelle de
complexité. Ainsi, à titre d'exemple, la famille des
composantes markoviennes comprend-elle les champs
de Markov [38] dans [8] et [26], les réseaux de Markov
[2, 36] dans [15], [17], [20] et [39], et les champs de
Pickard [46, 47] dans [22], [23] et [31]. Il est incontes-
table que la technique la plus efficace, s'appuyant sur
le traitement théorique le plus exhaustif, soit à mettre
au crédit de Geman et Geman, [26] . Toutefois, [26],
pas plus que les autres travaux évoqués ci-dessus
- exception faite de [22] et [23] - n'apporte de
réponse au problème crucial de l'estimation non-
supervisée des paramètres du modèle d'image double-
ment stochastique à composante markovienne ( 1 ) . Le
lecteur trouvera dans un travail récent de Geman,
Geman et Graffigne [27] une formulation très géné-
rale du problème, une discussion de sa complexité, et
le souhait de voir mettre au point une solution simple
fondée sur des principes statistiques solides .
Une situation totalement différente prévaut dans le
domaine de la reconnaissance de la parole où un
modèle doublement stochastique, dont la composante
markovienne est une chaîne de Markov non observa-
ble, a été utilisé avec un succès remarquable par de
nombreuses équipes de recherche au cours de la der-
nière décennie. Dans le domaine uni-dimensionnel,
diverses techniques de reconnaissance (classement) et
d'apprentissage (estimation de paramètres) ont été
développées et ont fait l'objet d'un très grand nombre
de publications [1, 3-5, 9, 13, 16, 18, 25, 30, 34, 35,
( 1 ) Il y a lieu de faire une distinction claire entre les problèmes
d'apprentissage qui se posent dans les modèles simplement et dou-
blement stochastiques . Le prototype du cas « simplement » stochas-
tique consiste à modéliser une image de texture par un champ
markovien . Dans ce cas, le champ est directement observable, et
les paramètres qui le caractérisent peuvent être estimés par des
techniques classiques de maximisation de la pseudo-vraisemblance,
[7] . Cette méthode a été utilisée avec succès par Cross et Jain [l4],
et Geman, Geman et Graffigne [27]. Par contre, lorsque la compo-
sante markovienne ne peut être observée, comme dans le cas qui
nous occupe, le problème devient considérablement plus ardu .




41, 44, 49]. (Le lecteur peu familiarisé avec les modèles
markoviens de la parole trouvera dans [42] et [48] un
exposé introductif fort complet .)
En ce qui concerne l'apprentissage, c'est-à-dire l'esti-
mation non supervisée des paramètres du modèle, on
pourrait imaginer que les idées et les méthodes qui
ont été mises en oeuvre au bénéfice de la parole aient
pu se prêter à une transposition au bénéfice de
l'image. Nous n'avons pas connaissance qu'il en ait
été ainsi . Ceci peut s'expliquer par un certain nombre
de raisons dont la plus évidente réside dans une diffé-
rence essentielle entre les modèles postulés : d'une
part, la chaîne de Markov est un processus stochasti-
que causal tandis que le champ markovien est, en
général, un processus non causal. Cette constatation
reflète bien l'existence d'un ordonnancement temporel
et naturel des échantillons du signal de parole, et
l'absence d'ordonnancement naturel des pixels qui
composent une image . A cette différence intrinsèque,
s'ajoute la difficulté liée au passage d'un modèle uni-
dimensionnel de parole au modèle bi-dimensionnel
d'image . Ainsi, si la causalité uni-dimensionnelle est
synonyme de récursivité, un modèle bi-dimensionnel,
fût-il même causal (ex. le réseau markovien), ne se
prête à un traitement récursif qu'au prix d'hypothèses
simplificatrices contraignantes. La conjugaison de ces
disparités suffirait à elle seule à justifier l'absence
d'approche multidisciplinaire .
Il existe cependant une catégorie tout à fait remarqua-
ble de modèles d'image doublement stochastiques
dont la composante markovienne jouit simultanément
des propriétés de causalité et de non-causalité . Il s'agit
des modèles qui font appel aux champs de Pickard
[46, 47], une sous-classe de la classe des champs de
Markov, et une sous-classe de la classe des réseaux
de Markov. Qui plus est, on retrouve dans les champs
bi-dimensionnels de Pickard, des structures de chaînes
uni-dimensionnelles de Markov. Par exemple, nous
verrons à la section 2 . 2 que les lignes (colonnes) de
tout ensemble de k colonnes (lignes) consécutives d'un
champ de Pickard forment une chaîne de Markov
vectorielle (de dimension k), k = 1, 2, . . . Ainsi, les
champs de Pickard bénéficient-ils de certaines pro-
priétés exploitées par les algorithmes récursifs de trai-
tement de parole, tout en fournissant, au prix de
quelques hypothèses simplificatrices, un modèle
d'image tout à fait légitime .
L'idée d'exploiter les structures de chaîne de Markov
apparaissant dans les champs de Pickard dans le but
de développer une technique de reconnaissance par
maximum de vraisemblance a posteriori applicable à
l'image est à mettre au crédit de Haslett [31] . Ce
faisant, cet auteur fut naturellement amené à re-
découvrir un algorithme récursif bien connu des spé-
cialistes de la reconnaissance de la parole .
Dans ce qui suit, nous ne ferons que prolonger la
démarche de Haslett, en nous intéressant plus particu-
lièrement au problème d'apprentissage que ce dernier
n'avait pas abordé. Il va quasi de soi que notre
démarche s'inspirera fortement des techniques d'ap-
prentissage utilisées en reconnaissance de la parole .
Ainsi, nous développerons à la section 4 .2 un algo-
rithme d'identification de mélange de distributions de
type EM (de la terminologie anglo-saxonne, E pour
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Expectation, M pour Maximization [50, 19] qui prend
en compte la structure markovienne particulière de
notre modèle et qui est une généralisation de la
méthode développée par Banni et al . [4 > 5, 42]. Cet
algorithme de type EM nous fournira le point de
départ de la formulation d'un algorithme, plus écono-
mique en temps calcul, de type DD (à nouveau, de
la terminologie anglo-saxonne, D pour Décision, D
pour Directed) qui, à notre connaissance n'a pas
d'équivalent en reconnaissance de parole. Nous mon-
trerons, à la section 5, que notre technique permet de
traiter avec succès des problèmes de restauration et
de segmentation d'images digitales à niveaux de gris .
La formulation de nos algorithmes repose, dans une
large mesure, sur l'algorithme Forward-Backward (2 )
de Baum [4, 5] . Nous en rappellerons les principes
à la section 3, où nous montrerons également que
l'algorithme de Haslett [31] peut se ramener à deux
exécutions « orthogonales » de l'algorithme Forward-
Backward
(une fois le long des lignes et une fois
le long des colonnes de l'image) . Auparavant, à la
section 2, nous introduirons brièvement les modèles
doublement stochastiques de la parole et de l'image.
2. Modèles doublement stochastiques
2 . 1 . LE MODÈLE UNI-DIMENSIONNEL
Cette section propose un bref rappel des propriétés
des modèles doublement stochastiques dont la compo-
sante non observable est une chaîne de Markov, rap-
pelle certaines propriétés qui seront utiles dans la
suite, et introduit les notations nécessaires . Après
avoir défini le modèle abstrait, nous montrerons qu'il
correspond bien à divers problèmes qui se posent
en reconnaissance des formes et, en particulier, au
problème de reconnaissance de la parole .
Soit w une variable aléatoire dont la loi de distribution
est une chaîne de Markov homogène, du premier
ordre, et dont l'espace d'état (discret) est noté
'P { *1 ,l , . . ., i] } . Nous écrirons co' = ~ ij pour indi-
quer que le processus est dans l'état * j au temps T. La
chaîne de Markov est caractérisée par une distribution
initiale Pj=P(w1 =qij), j=1, . . . , &, et une matrice





=P(w"+1 =frk/caT=si), T>-1, et
j, k e { 1, . . . , & } . Rappelons qu'une chaîne de
Markov du premier ordre est définie par la propriété
que pour tout T>1, P(w7/sol
wT-1) =
P(ca7/coT-1 ) . Il s'ensuit que la probabilité d'une réalisa-
tion finie arbitraire peut être factorisée sous
la forme


















( 2) Dans le cas de cet algorithme devenu aujourd'hui un
« classique » de la reconnaissance de la parole, nous nous permet-




qui traduit bien la structure causale de la chaîne .
Dans ce qui suit, nous supposerons avoir affaire à
une chaîne régulière, c'est-à-dire sans état transitoire,
et ne comportant qu'un ensemble ergodique et une
seule classe cyclique.
Il sera utile dans la suite de garder présent à l'esprit
le fait qu'une chaîne de Markov considérée en sens
inverse, c'est-à-dire selon les valeurs décroissantes
de T, est aussi un processus markovien . Il ne s'agit
toutefois pas nécessairement d'une chaîne, les proba-
bilités de transition régressives étant, en général,
dépendantes de T . Parmi les chaînes qui jouissent de
la propriété de conserver la nature de chaîne en sens
inverse, nous nous intéresserons plus particulièrement
aux chaînes dites réversibles, qui sont la réalisation
d'un même processus stochastique indépendamment
du sens d'observation . D'une manière formelle, soit
[n 1 , . . ., nq] la distribution stationnaire d'une chaîne










. On peut montrer [37] que
(i) toute chaîne de Markov binaire (à deux états) est
réversible ;
(ii) toute chaîne de Markov ergodique dont la matrice
des probabilités de transition est symétrique est
réversible .
Nous supposerons que la chaîne de Markov n'est pas
accessible à l'observation . Par contre, ce qui peut être
observé est une variable aléatoire X qui dépend de co
par l'intermédiaire de & distributions p . (X)=p(X/tfj),
j = 1, . . . , &. De plus, étant donné une séquence
X1= { X 1 , . . . , X T } d'observations de la variable
aléatoire X - où XT est l'observation au temps T -
et la séquence { ca l , . . . , J } correspondante, nous
émettrons une hypothèse d'indépendance mutuelle des
X1,
. . . , X T conditionnellement à ca l , . . . , wT. En
d'autres mots, nous supposerons que, étant donné wT ,
X' est stochastiquement indépendant de w" et X"
pour tout t' *T . Il s'ensuit une seconde factorisation
T
(2) p (X
1', . . . , XT/c) l , . . . , (O
T
) = 1 l p (X'/w'))
x=1
En combinant les factorisations en (1) et (2) et en
faisant appel au théorème de la probabilité totale, on
peut montrer aisément que la vraisemblance _e? de la
séquence d'observations X 1, . . ., XT s'exprime
comme suit
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Dans ce qui suit, nous serons confrontés en perma-
nence au problème de calculer des expressions sembla-
bles. Remarquons toutefois que le calcul de 2 en (3)
requiert 2 T 9T multiplications . Dans la plupart des
applications réelles - ainsi, par exemple, en
reconnaissance de la parole où 9 et T sont de l'ordre
de quelques dizaines - un recours brutal à la
formule (3) serait parfaitement hors de question pour
des raisons de temps calcul . Par bonheur, la causalité
nous permettra de linéariser la complexité du calcul
par le biais de la récursivité . Pour ce faire, nous ferons
essentiellement appel aux travaux de Baum et al ., bien
que ce problème ait été investigué par de nombreux
autres auteurs [3-5, 16, 18, 25, 30] .
A titre d'illustration du modèle ainsi défini, considé-




. . . ,
~k 6,
équi-probables initialement
(Pi =1/6, i =1, . . . , 6) . Supposons de plus que la
matrice des probabilités de transition soit définie par
Pij =p>0 si j=i,
q>0 si j=i+1 mod 6,
r >O si j=i+2 mod 6,
0 sinon,











(où les éléments non apparents sont nuls) .
Il y a diverses formes de représentation pour le modèle
doublement stochastique que nous venons de définir .
Ici, nous adopterons la représentation en graphe des
figures 1-3 . Chaque naeud du graphe correspond à un
état distinct à un instant donné ; ici T l <_ T <-_ i 10. Cha-
que branche représente une transition vers un nouvel
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séquence d'états issue de l'état initial
WT1=~13
et se
terminant à l'état final wT10=111 3 . A chaque séquence
d'états possible correspond un chemin dans le graphe
et vice versa . Remarquons que la présence de zéros
dans la matrice des probabilités de transition réduit
le nombre de chemins possibles au travers du graphe .
Nous avons supposé de plus qu'à chaque instant T,
le système engendre, ou émet, un signal observable
XT avec une probabilité p (XT/wT) qui ne dépend que
de l'état wT qui prévaut au temps T . En vertu de la
propriété de Markov et de notre hypothèse d'indépen-
dance conditionnelle, la probabilité conjointe de la




. . ., (,)110= *31
illustrées à
la figure 1, est le produit des probabilités initiale, de
transition et conditionnelles rencontrées le long du
chemin choisi dans le graphe . Ce produit est un des
termes de la somme apparaissant dans l'équation (3) .
Arrêtons-nous un court instant à l'interprétation phy-
sique du modèle abstrait que nous venons de définir .
Dans le cas de la reconnaissance de la parole, les
états OJT pourraient servir à caractériser la classe pho-
nétique à laquelle appartient un segment du signal de
parole . Les observations XT pourraient représenter le
vecteur de coefficients de prédiction linéaire (ou de
coefficients de Fourier, ou encore de coefficients ceps-
traux) du segment correspondant, détecté par un cap-
teur acoustique . En reconnaissance de caractères, l'in-
terprétation la plus naturelle de la notion d'état s'iden-
tifie avec celle de l'identité du caractère à reconnaître
i . e., son rang dans l'alphabet, tandis que l'observation
pourrait être un vecteur de coefficients de Fourier du
contour d'un « objet » détecté dans une image acquise
par un capteur optique .
En tout état de cause, les variables X de notre modèle
sont supposées observables . Les variables d'état w ne
le sont pas. Comme nous le verrons à la section
suivante, le premier problème qui nous occupera sera
celui de déterminer à chaque instant l'état le plus
probable compte tenu d'une séquence d'observations
donnée et de la connaissance supposée des paramètres
du modèle. Ce problème, et le modèle qui lui est
associé, justifient l'utilisation courante de l'expression
anglo-saxonne de « hidden Markov chain model » .
T6 T7 T8 Tg
X 's
T10
Fig. 1 . - Un chemin arbitraire dans la représentation en graphe d'un modèle doublement stochastique
dont la composante markovienne est une chaîne à six états.
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Avant de quitter le domaine uni-dimensionnel, il nous
paraît utile de souligner le fait que certaines propriétés
des chaînes de Markov se retrouvent, d'une manière
quasi immédiate, dans la distribution conjointe de la
variable (w, X) . Ainsi, est-il bien connu que, condi-
tionnellement à c&, les séquences et { w` }i+ 1
sont mutuellement indépendantes. Par analogie, on
peut montrer aisément que, sous les hypothèses
formulées ci-dessus,




2 . 2 . LE MODÈLE 13I-DIMENSIONEL
Nous nous tournons à présent vers les champs aléatoi-
res définis sur un sous-ensemble fini et rectangulaire
du treillis bi-dimensionnel des entiers (m, n) positifs
VM, N - { ( m, n) : 1 :9 m :g M, 1 :9 n <= N } . Il va sans dire
que cette représentation traduit notre intérêt pour les
images digitales, et que nous ne ferons pas de distinc-
tion entre un site (m, n) du treillis et le pixel à l'in-
tersection de la ligne d'indice m et de la colonne
d'indice n dans une image digitale de taille M x N .
En accord avec la pratique la plus communément
admise en traitement d'image, nous supposerons que
le premier axe est orienté vers le bas et le second vers
la droite, de telle sorte que le pixel (1, 1) soit situé
au coin supérieur gauche de l'image . Nous supposons
que chaque site (m, n) du treillis est susceptible de se
trouver dans un état donné ( 3 ) k .,,, e W et que chaque
pixel donne lieu à une observation X m, n de certaines
caractéristiques locales de l'image .
A ce stade, l'interprétation physique de notre modèle
est immédiate : ainsi, un état binaire peut-il indiquer
la présence ou l'absence du bord d'un objet dans
l'image au pixel considéré ; un état multi-valué pour-
rait-il indiquer la région de l'image à laquelle le pixel
appartient. L'observation X m , n pourrait être une sim-
ple mesure de niveau de gris local, un vecteur de
mesures de réflectances multi-spectrales ou, dans un
modèle plus élaboré, un vecteur de descripteurs de
texture .
La généralisation, à deux dimensions, de la propriété
de Markov est un problème dont la difficulté, comme
nous l'avons déjà signalé, trouve son origine dans
l'absence d'un ordonnancement naturel des pixels
d'une image. La question a été largement débattue
par de nombreux auteurs, e. g., [6, 7, 32, 37, 40]. Nous
ne ferons ici que rappeler les principaux résultats de
ces travaux de manière à situer le champ aléatoire de
Pickard au sein des autres familles connues de champs
aléatoires markoviens .
La formulation la plus naturelle de la propriété
markovienne à deux dimensions, celle qui est la plus
( 3 )
Par soucis de clarté, nous adoptons des symboles différents
pour les variables aléatoires d'état dans les processus uni- et bi-
dimensionnels
- ceci ne modifie toutefois en rien l'interprétation
sémantique de la notion d'état -
tout en gardant la même notation




généralement admise, et qui engendre ce que nous
appelerons les champs de Markov, est la suivante
(7 )













(nous négligeons les ajustements nécessaires aux limi-
tes de l'image) . On peut voir directement que la
propriété (7) est non causale.
D'autre part, Kanal et al. ont proposé une propriété
de « markovianité » qui reproduit partiellement, en
terme de sites dans le treillis, les notions de « passé »,
« présent » et « futur », [2, 36] . Leur définition de la
propriété qui engendre un réseau de Markov du troi-
sième ordre s'écrit




Xm, n - 1
Il va de soi que nous avons à faire ici à une propriété
causale.
Il importe de souligner que (8) implique (7), mais que
la réciproque n'est pas vraie en général . En fait,
comme le note Besag [7], la famille des réseaux de
Markov est une sous-classe dégénérée de la famille
des champs de Markov. Toutefois, l'expérience a
montré que cette sous-classe reste suffisamment géné-
rale pour modéliser une grande variété d'images digi-
tales .
Le champ aléatoire de Pickard [46, 47] jouit de la
propriété d'être simultanément un champ de Markov
et un réseau de Markov . Par souci de simplicité, nous
nous limiterons ici aux champs binaires (à deux états
possibles), sans que cette restriction enlève quoi que
ce soit à la généralité des résultats énoncés .
Le champ de Pickard est un champ aléatoire homo-
gène, c'est-à-dire dont les propriétés sont indépendan-
tes de la localisation dans le treillis, qui est engendré
par la distribution conjointe des états aux sommets
d'une cellule unitaire
(m-1, n-1) (m-1, n)
(m, n -1) (m, n) )
Cette distribution est invariante pour les transforma-
tions symétriques du carré, et satisfait à la condition
(9)
P(lm-1,n
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lm- 1, n
Pickard a montré [46] que, dans le cas binaire, cette
distribution est complètement définie par trois para-
mètres seulement (4) à savoir,
( 4)
Cette assertion peut être interprétée comme un cas particulier
du théorème de Hammersley-Clifford [7] pour un champ de
Markov isotrope satisfaisant (9) .
(4)
P(XT+1/wT=`Y ;, Xi)=P(XT+1/wT=y' ;),
et












[On remarquera que (10) traduit bien la causalité du
champ aléatoire de Pickard.] Toutefois, la détermina-
tion de l'espace des paramètres admissibles - un
sous-ensemble fort irrégulier du cube unité - s'avère
être un problème particulièrement compliqué.
Posons
b = P (Xm, n = 1/km, n- 1
=0) .
Il vient b 0 (1- a)/(1- 0) . Du point de vue des
méthodes de reconnaissance et d'apprentissage que
nous aborderons sous peu, la caractéristique des
champs de Pickard qui motive tout l'intérêt que nous
leur portons peut s'énoncer comme suit : Chaque ligne
(et colonne) d'un champ de Pickard constitue un
segment d'une chaîne de Markov homogène et réversi-
ble et dont la matrice des probabilités de transition






n/%m, n ,, n' # n)=P(Xm, n/
)m, n±i),
où nous utilisons (m, n±1) comme abbréviation pour
{(m, n-1), (m, n+1)} . La même propriété est évi-
demment vérifiée le long des colonnes . De plus, il
s'avère que
(11) P(% m,n /7 k,, : k=m ou l=n, (k, l) 0 (m, n))
=P(?m,n/?m,n±i, 2m±1,n) •
Nous ferons un large usage de ces propriétés dans la
suite.
Il n'est pas sans intérêt de s'arrêter brièvement à la
structure de corrélation des divers champs markoviens
dont nous venons de parler. Rappelons tout d'abord
que dans le cas uni-dimensionnel, la corrélation p,,, + ,
entre les états aux temps i et i + t d'une chaîne de
Markov décroît géométriquement en fonction de t .
Que ceci réponde bien, ou non, au phénomène physi-
que que l'on cherche à modéliser est une question qui
ne peut trouver de réponse que dans le contexte de
l'application considérée. (Dans le cas de la parole,
certains ont cherché à s'affranchir de cette
« contrainte » intrinsèque du modèle, [41] .)
Une situation bien différente peut prévaloir dans le
cas bi-dimensionnel . On sait, en effet, qu'il existe
une équivalence parfaite entre l'ensemble des champs
markoviens - au sens de (7) - et les distributions
de Gibbs de la mécanique statistique qui décrivent la
distribution de probabilité, dans l'espace des phases,
d'un système physique en équilibre thermique avec
son environnement . Or, il est bien connu qu'en des-
sous de la température de Curie, apparaissent des
configurations régulières du système physique, par
exemple l'alignement des spins atomiques dans un
aimant, qui traduisent une corrélation positive entre
les états de sites séparés par une distance arbitraire .
Cette forme de régularité à grande échelle qui caracté-
rise certains champs markoviens, n'est évidemment
pas souhaitable dans le cas d'un modèle d'image, car
elle équivaut à attribuer une forte probabilité a priori
à une image - supposée infinie pour les besoins du
raisonnement - constituée de régions uniformes
d'étendues également infinies, ce qui aurait pour effet
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de contrecarrer la restauration des détails d'étendue
faible .
Les réseaux markoviens, par contre, ne manifestent
pas cette caractéristique défavorable. En ce qui
concerne les champs de Pickard, la situation est par-
faitement claire, et la structure de corrélation qui les
caractérise particulièrement simple . En effet, si p k ,,
est la corrélation entre :, m , n et
Xm+k, n+~,
on peut
montrer que p k,, = (a - b)1 k I + I ` I, où a et b sont les
paramètres définis ci-dessus [46] . Cette observation
confirme bien l'absence de régularité à grande échelle .
Comme à la section précédente, nous supposerons
que la variable aléatoire observable X dépend de l'état
local par l'intermédiaire de à distributions condition-
nelles p (X 1 *j), j = 1, . . . , 9. En d'autres mots, nous
supposerons que la distribution de X .,, est pj
(Xm, n)
lorsque 7<,m , n =ijj . De même, nous supposons que,
conditionnellement à lm , n , X m, n est stochastiquement
indépendant de Xk ,, et X k, , pour tout (k, l) : (m, n) .
Dans ces conditions, il est aisé de démontrer que les
propriétés d'indépendance (4)-(6) peuvent être généra-








Xm, 1, Xm, n - 1 }
on peut montrer aisé-
ment que
(12) p (X k, , : k = m ou l = n, (k, l) :0 (m, n)/k
., n)









1, n m+ 1, n/Xm, n) •
C'est sur cette observation que se fonde le travail de
Haslett [31] que nous évoquerons à la section 3 .2 .
3. Algorithmes de reconnaissance
La question qui va nous occuper présentement est
celle d'obtenir des algorithmes efficaces permettant de
calculer les probabilités des états, étant donné les
observations et les paramètres du modèle sous jacent .
Du point de vue opérationnel, de tels algorithmes
sont évidemment indispensables à la mise en aeuvre
de nos modèles. Qui plus est, leur formulation nous
fournira nombre d'ingrédients qui nous permettront
d'obtenir une solution également efficace du problème
d'apprentissage à la section 4 . Les algorithmes que
nous allons décrire ont fait l'objet de nombreux tra-
vaux et sont parfaitement documentés dans la littéra-
ture. Nous n'en ferons donc ici qu'un survol rapide,
nous limitant à présenter les outils dont nous aurons
besoin dans la suite.
3 . 1 . ALGORITHMES UNI-DIMENSIONNELS
Le problème de la reconnaissance dans des modèles
doublement stochastiques dont la composante non
observable est une chaîne de Markov a été étudié en
[9], [13], [35], [42] et [48]. Notre présentation s'inspire
de [18] .
Considérons tout d'abord le problème de l'évaluation
de la probabilité conjointe - ou vraisemblance -
_~0T (ir
e
) = P (U)` = ik,, Xl) de l'état i j au temps i et de
la séquence d'observations X1 . A la manière de Baum,
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nous aborderons le problème en remarquant que nous
disposons de la décomposition simple
(13) °
rp
T('Yj) - P(Çey= 4j, X1)
=P(wT=ij , Xi) P(XT+1/w T =*j)
.
	
(~fj) i l (*j
),
pour j =1, . . . , tq et l < Tr < T. Dans la littérature
anglo-saxonne, les probabilités et
4»
;) sont
généralement appelées probabilité forward et probabi-
lité backward respectivement, pour des raisons qui
vont apparaître dans un instant .
On vérifie aisément [18] que les probabilités forward





- zi T-1(Wi) Pijpj(X T),
i=2, . . . T,
tandis que les probabilités backward peuvent être






= Ek Pjk pk (X"
+ 1)
eT
+ 1 (*k) ,
ti=T-1, . . ., 1 .
. @ to w c waru u e a gori mea
tout à fait simple. Les probabilités . sont calculées
par (14) et mémorisées au cours d'une passe progres-
sive. Ensuite, au cours d'une passe régressive, les
probabilités sont calculées par (15) et le produit
apparaissant dans le membre de droite de (13) peut
être effectué, ce qui nous donne les probabilités atten-
dues é,(ir) pourj=1, . . ., 9 et c=T, . . ., l .
On peut observer que l'expression =p (X 1 , . . . ,















(ir4) M4) est la somme des probabilités d'émission de la sous-séquence X'i, . . .,X'10
le long de tous les chemins distincts






uniformément en T . D'autre part, il est évident que
(14) et (15) sont de complexité linéaire en T, c'est-à-
dire que chaque exécution de la récurrence requiert
un nombre fixé d'opérations qui ne dépend pas de i .
Il en découle que les deux récurrences (14) et (15)
nous ont permis de nous affranchir de la complexité
exponentielle qui caractérisait .' en (3) .
La représentation en graphe fournit à nouveau une
interprétation intuitive évidente de l'algorithme
forward-backward . Ainsi, par exemple, la probabilité
T5 (llr4) est-elle la somme des probabilités d'émission
de la sous-séquence X T 1, . . ., XT5 le long de tous les
chemins distincts et menant au nceud w'S = f r4 lorsque
le graphe est traversé de gauche à droite. Ceci est
illustré à la figure 2. La probabilité backward, ainsi
que la vraisemblance ~T (ii;) peuvent être interprétées
de la même manière .
Levinson et al. [42] ont fait remarquer que la mise en
aeuvre des récurrences dans un programme d'ordina-
teur donnerait inévitablement lieu à des problèmes
numériques de dépassement inférieur de capacité . Ceci
s'explique par le fait que l ( ) . o et ~T (~ r;) T 0
d'une manière exponentielle . Ces auteurs ont aussi
suggéré un remède relativement heuristique. Plus
récemment, Devijver [18] a montré qu'une reformula-
tion du calcul en termes de probabilités a posteriori
engendre un algorithme exempt de problèmes numéri-
ulations
nous seront nécessaires à la section suivante, nous
présentons brièvement la seconde solution .
Soit YT ( qr;)=P(wT= fr;/XD la probabilité a posteriori
de l'état «'=* ; conditionnellement à la séquence Xi .
Par analogie avec (13), le raisonnement poursuivi en
[18] a pour point de départ la décomposition
suivante : pour tout 1 <_ T < T,
( 16) £ fr)=P(w'= ;/Xi)
=
P(w'=
j , Xi) x p(XT+1/wT= Wj)
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Remarquons que £f (%V,) et .9T (ir j) ont toutes deux la
forme de probabilités a posteriori tandis que eT (llrj)
ne se prête à aucune interprétation naturelle ( 5 ) .
La probabilité forward peut, à nouveau, être calculée
au moyen d'une récurrence progressive simple,
(17) JT(*j ) = XTPjpj(X1 ),
	
t=1
= X,LJ7, - 1 (Y'i) Pijpj (X T),
t=2, . . . T,
où .iV, joue le rôle de facteur de normalisation .
(18) . f,=[EjPjpj(X'')]-1, T=1
= [(_,isi .97T-1 (`fi) Pijpj(X T)] -1 ,
T =2, . . ., T .









qui n'est autre que la récurrence régressive
(20)
`4,(Wj)= 1 , t=T,
= A,-,
+ 1 >k Pjkpk (X T
+ 1)
-4 T + 1 (Y' k),
t=T-1, . . ., 1,
où X, +1 est, à nouveau, le facteur de normalisation
défini par (18) .
Il est évident que les récurrences (17) et (20) exprimées
en termes de probabilités a posteriori sont formelle-
ment identiques aux récurrences (14) et (15) exprimées
en termes de vraisemblances, n'était la présence du
facteur de normalisation .ÀVT . On remarquera aussi
que la complexité du calcul - qui était de l'ordre
(9(9) en ce qui concerne (14)-(15) - semble être
devenue (9 (9 2), de par la nécessité de calculer .NT en
(18) . Toutefois, une analyse plus fine montre que la
récurrence progressive peut être mise en oeuvre d'une
manière plus efficace, à savoir, au moyen de l'algo-
rithme suivant
(21)
z(pj)= Pipi (X 1 ),
_ `g T
(`Pj) Pi (X'),
[zjJi(` i)] -1 ,
5 2(Wj) -XT
JT T (`YJ),
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Dans cette formulation, 1,(,#j) est la probabilité a
priori de wT =llrj avant l'observation de X', soit
P(w'=*j/Xi-1) . Présentée sous cette forme, la récur-
rence progressive n'est rien d'autre que la mise en
oeuvre la plus économique qui soit d'un algorithme
proposé initialement, et indépendamment, par Abend
[1] et Raviv [49] il y a de cela plus de 20 ans . (Devijver
et Kittler [21] avaient déjà apporté de nombreuses
( 5 ) Le lecteur sera bien avisé de prendre note que les symboles
caligraphiés, par exemple Y, .5F, 4,
accompagnés du signe tilde
représentent des vraisemblances - ou probabilités conjointes -
tandis que ceux qui en sont dépourvus représentent des probabilités




simplifications à la méthode de Abend et Raviv, sans
toutefois atteindre l'économie d'effort que traduit (21)
qui est d'ordre (9 (9) .)
A ce stade, un estimateur SIT de l'état du système au
temps t s'obtient par la règle du maximum de proba-
bilité a posteriori,
wT=ljrj si Y,(*j)=maxY,(tr i) t=1, . . ., T.
1
Ceci n'est rien d'autre qu'une règle de décision de
Bayes pour une fonction de coût (0,1) . Les paramètres
du modèle étant supposés connus, cette règle de déci-
sion est caractérisée par une probabilité d'erreur mini-
male [1, 49] .
Avant de clore cette section, nous souhaitons encore
mettre en évidence une relation qui sera utile dans la





uniformément en t .
3 . 2 . UN ALGORITHME 131-DIMENSIONNEL
Les méthodes de calcul développées ci-dessus consti-
tuent tout l'arsenal dont nous aurons besoin pour
décrire la technique de reconnaissance proposée par
Haslett [31] ainsi que nos algorithmes d'apprentissage
de la section suivante . Supposons donc que la dépen-
dance entre les états des pixels d'une image soit régie
par un champ de Pickard, dans lequel, comme nous
l'avons vu, les lignes et les colonnes sont des chaînes
de Markov . Avec Haslett, nous émettons l'hypothèse
simplificatrice suivante





, i : k=moul=n)
- Hym,n (`#j)-
En
d'autres termes, ceci revient à négliger l'informa-
tion relative à Xm, „ que pourraient apporter les obser-
vations faites aux pixels qui ne se trouvent pas dans
la ligne d'indice m ou la colonne d'indice n . C'est à
ce stade que les propriétés d'indépendance condition-
nelle de l'équation (13) trouvent leur utilité . En effet,
elles nous permettent d'écrire
(24)




X p (Xm,„/~m,n = W j)




On constate que les deux premiers facteurs du mem-
bre de droite de (24) ont la même forme que WJ T (llrj)
en (21), tandis que les deux derniers ont la même
forme que e, (%#,) en (20) . Dès lors, en faisant à
nouveau appel aux structures de chaîne de Markov
le long des lignes et colonnes du champ de Pickard,
ces quatre facteurs peuvent être calculés au moyen
des récurrences uni-dimensionnelles de la section pré-
cédente. Dans le but de condenser l'écriture, nous
posons mWn (Iij) pour e„ =l4rj) le long de la ligne
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='bj) le long de la
colonne d'indice n, et nous procédons de même avec
les facteurs J. De (24) nous tirons donc
(25)
HY.,n ('Yj) a mien ('j)nWm (Y'j)
X p .
(Xm,n)mAn (`Y;). -4m (`Yj) •
L'équation (25) montre que la probabilité
H'.,,, (~'
;)
peut être calculée par deux applications orthogonales
de l'algorithme forward-backward, une fois le long
de la ligne d'indice m et une fois le long de la colonne
d'indice n. Cela étant fait, l'estimateur de ~, m n qui
minimize la probabilité d'erreur est obtenu par
argmaxj{
Hym,n (';) }
comme à la section précédente .
Le lecteur trouvera en [31], et à la section 5 ci-après,
des résultats expérimentaux illustrant les performan-
ces que l'on peut attendre de cette méthode .
La technique que nous venons de décrire n'est qu'une
des nombreuses méthodes possibles applicables au
modèle d'image doublement stochastique dont la
composante markovienne est un champ de Pickard.
D'autres techniques [15, 17, 20 et 39] applicables à la
classe plus large des réseaux de Markov peuvent, en
principe, être implantées en temps réel grâce à leur
exploitation astucieuse de la causalité de (8). Leur
mise en aeuvre requiert toutefois l'exécution d'un nom-
bre considérable d'opérations par période d'échantil-
lonnage. En ce qui concerne la classe la plus générale,
à savoir celle des champs de Markov, on se trouve
devant un éventail de méthodes, nécessairement itéra-
tives, parmi lesquelles l'iterated conditional mode de
Besag [8], et l'algorithme du recuit simulé proposé
initialement par les frères Geman [26] (voir aussi [12],
[28] et [54]) occupent les extrêmes de l'échelle de
complexité . En tout état de cause, notre intérêt pour la
méthode décrite ci-dessus procède moins de la relative
simplicité de sa mise en oeuvre que de la possibilité
qu'elle va nous offrir de mettre au point des algo-
rithmes d'apprentissage .
4. Algorithmes d'apprentissage
4 . 1 .
CONSIDÉRATIONS PRÉLIMINAIRES
Dans la section qui précède, nous avons passé en
revue des algorithmes permettant d'exploiter de
manière efficace l'information condensée dans un
modèle markovien d'image, en supposant connus les
paramètres du modèle . Nous verrons sous peu, qu'en
dépit des apparences, il ne s'agissait pas d'un détour
sur le chemin qui va nous conduire à des algorithmes
d'apprentissage.
Afin d'éviter toute confusion possible, il nous paraît
indispensable de circonscrire de manière précise, le
type d'apprentissage qui va nous occuper . Dans cer-
tains contextes, l'apprentissage se réduit à un pro-
blème classique d'estimation statistique . Ainsi en va-
t-il, par exemple, de la lecture optique . Dans ce
domaine, le nombre d'états est fixé a priori (57 pour
un alphabet composé de 26 majuscules, 26 minuscules,
4 signes d'accentuation et ponctuation et un
« blanc »), les probabilités initiales et de transition de
la chaîne de Markov modélisant le langage sont esti-




gage considéré . Quant aux distributions conditionnel-
les, elles peuvent être estimées, pour chaque caractère,
sur la base d'un échantillon de signaux correspondant
au caractère en question . Dans la terminologie de la
reconnaissance des formes, un tel « apprentissage »
est dit supervisé. Cette technique à été largement
exploitée dans le passé [44, 49, 52, 53], mais il faut
convenir que les résultats obtenus ne répondirent pas
toujours aux espoirs des expérimentateurs [29, 51] .
Comme il est toujours utile de tirer profit des leçons
du passé, nous observons que l'apprentissage super-
visé confie à l'expérimentateur le soin de spécifier a
priori tous les détails du modèle et repose sur l'espoir,
toujours aléatoire, que les données s'accorderont bien
au modèle proposé. Ainsi peut-on trouver sous la
plume de David Forney, en 1973, le but déclaré
d'illustrer « différent sorts of problems that can be
made to fit such a model well » [ 25] .
Notre démarche sera diamétralement opposée à celle
de l'apprentissage supervisé . En effet, nous définirons
une famille de modèles par un minimum de spécifica-
tions a priori et nous rechercherons parmi l'ensemble
des modèles, celui qui s'accorde le mieux aux données
expérimentales . Par exemple, si nous ne pourrons évi-
ter de pré-spécifier le nombre et la nature des états,
nous nous garderons de définir a priori ce que doit
être chacun des états possibles. Par voie de consé-
quence, notre technique d'apprentissage sera de type
non supervisé.
Comme pour la partie « reconnaissance » de la sec-
tion 3, la première méthode que nous appliquerons
aux modèles d'image qui se fondent sur les champs
de Pickard s'inspire fortement des techniques utilisées
en reconnaissance de la parole . A nouveau, un survol
rapide de ces techniques s'avère-t-il donc indispensa-
ble .
4 . 2 . APPRENTISSAGE DE MODÈLES UNI-DIMENSIONNELS
Considérons à nouveau un modèle doublement sto-
chastique dont la composante non observable est une
chaîne de Markov. Remarquons que, à ce stade, nous
n'avons spécifié en aucune manière les distributions
conditionnelles pj(X), j = 1, . . . , à. Dans le but de
simplifier la présentation, nous supposerons momen-
tanément que la variable aléatoire X est discrète et
prend
	
ses valeurs dans l'ensemble
{ ~I, . . . , ~ x },
avec la probabilité pj(i; k ) =
P(XT=~k/w=='b;), 1<_j_<9, 1<_k<_K, 1<_T<T
. En
tout état de cause, etsans entrer dans des considéra-
tions théoriques par ailleurs fort importantes, nous
supposerons constamment que ces distributions sont
identifiables [55, 56] .
Nous avons établi à la section 2 . 1 que la vraisem-
blance _~ d'une séquence X1= { X I, . . . , XT } d'obser-
vations est donnée par (3), qui, combinée avec (13)
et (15), devient
(26) y=p(X I , . .
., XT)
i=1
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uniformément en T > 1. En supposant donnés le nom-
bre d'états 9 et la séquence d'observations XT1, nous
allons considérer . comme une fonction des paramè-
tres {Pi, Pij , Pi (~k) }, et formuler notre premier pro-
blème d'apprentissage comme celui de l'estimation des
paramètres qui maximisent la vraisemblance 2 de
X1, sous les contraintes Ei
Pi





. (Nous verrons dès la section suivante
qu'il n'y a pas lieu de s'inquiéter des problèmes numé-
riques liés à l'évaluation d'une vraisemblance .)
Notre problème d'optimisation se prête bien à l'utili-
sation de la technique des multiplicateurs de
Lagrange. Nous formons dès lors la fonction auxi-
liaire





+11'l ŒPl (~k) -
l k
où a, R i et yi , i, 1=1, . . . , à sont les multiplicateurs
de Lagrange. L'équation (27) montre que l'optimisa-
tion par rapport à une famille de paramètres peut
être effectuée indépendamment de l'optimisation par
rapport aux autres familles de paramètres . En consé-
quence, nous nous bornerons ici à traiter le problème
de l'optimisation par rapport aux probabilités de tran-
sition Pij, les autres cas pouvant être traités de
manière parfaitement analogue .
En égalant à zéro la dérivée partielle de H par rapport






Une multiplication par Pij fournit
(29) Pi , 32/aPij +(3,Pij -0,







En substituant (3 i de (30) en (29) nous obtenons la


















Examinons à présent le problème de l'évaluation de
la dérivée partielle a8/aPij . En premier lieu, nous
exprimons Y comme la somme des vraisemblances
de Xl le long de tous les chemins possibles distincts
















Nous remplaçons chaque terme de la triple somme
par sa décomposition forward-backward (13) dans
laquelle la récurrence régressive est substituée à la




Il est clair que le terme .7t (glk)Pkipi(X t+1
)
°~t+1(V'i)




si, et seulement si, k=i et



















En substituant ces valeurs en (31) et en procédant de
la même manière avec les équations (32) et (33), nous







P(X l , . . ., XT, o0l
-qIi)















,( ' l'i) . t( ,Vi)
~t P(X 1 , . . ., XT, wt=(Ot+1=`P
.)










., XT, wt=~ .)
Pli = E fit(*i)Pijpj(X
t+1)-qt
+1(*j).




Les équations (37)-(43) nous fournissent le principe
de la méthode itérative de ré-estimation des paramè-
tres Pi, Pij et pj (W .
Du point de vue opérationnel, et en supposant que
l'on dispose au préalable de valeurs initiales - voir à
ce sujet la section 5 -, une itération requiert le calcul
des probabilités e et . obtenues avec les valeurs
courantes des paramètres, et la mise à jour, ou ré-
estimation de ces paramètres au moyen des équations
(37), (39) et (42) . Cette technique est itérée jusqu'à la
convergence en un extremum de la fonction -.
Les équations (38), (40) et (43) montrent que nous
avons bien affaire à un algorithme de type EM [50]
et nous fournissent une interprétation simple des




Flg. 3 . -
Chaque terme du numérateur de la formule de ré-estimation de P;
est la probabilité d'observer la séquence X'i, . . . , X'io et de faire la transition spécifiée .
expressions mathématiques intervenant dans les
formules de ré-estimation. En effet, dans le cas de
l'équation (40) par exemple, nous voyons que le numé-
rateur et le dénominateur sont les sommes des proba-
bilités de la séquence X I , . . . , Xr et de la transition
~fi
- 'r, d'une part, et de toute transition issue de iffi
d'autre part. Un des termes de la somme du numéra-
teur de (40) est illustré à la figure 3 pour le modèle
introduit à la section 2 . 1 et (i, j)=(4,5) .
L'analogie avec l'algorithme EM classique - pour
des observations indépendantes et identiquement dis-
tribuées, en d'autres mots, compte non tenu de la
dépendance Markovienne (voir à ce propos la section
6 .4 de [24]) - est encore plus apparente lorsque l'on
suppose que la variable X est continue et distribuée
selon 9 lois normales . Dans ce cas, ces lois sont spéci-
fiées par leurs paramètres, notés O,, j =1, . . , 8,
« espérance mathématique » et « matrice de
covariance » pour lesquels des formules de ré-estima-
tion peuvent être établies par la méthode que nous
venons d'examiner . La formule (37) n'est pas affectée
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La convergence de l'algorithme EM pour des varia-







buées a été étudiée par trop d'auteurs pour les énumé-
rer ici. Le lecteur intéressé consultera utilement l'arti-
cle de Redner et Walker qui contient 162 références
[50]. Rappelons toutefois que la convergence vers un
optimum global n'est pas garantie : un optimum local
peut être atteint, aussi bien qu'une solution singulière
à la limite de l'espace des paramètres admissibles .
En ce qui concerne l'algorithme que nous venons
d'évoquer, mentionnons que Baum et al . ont établi
les conditions de convergence pour divers types de
distributions conditionnelles uni-variées discrètes et
continues : distribution de Poisson sur les entiers non
négatifs, distribution binomiale sur les entiers, loi
gamma et loi normale [5] . Liporace a généralisé ces
résultats à des- distributions multivariées normales et
de Cauchy [43] . Les expérimentations de Levinson et
al . [42] ont montré que toute asymétrie de la matrice
des probabilités de transition influence défavorable-
ment la vitesse de convergence et que le choix des
valeurs initiales est tout à fait critique. Différents
aspects des questions liées à la convergence seront
illustrés à la section 5 .
4 . 3, APPRENTISSAGES DE MODÈLES BI-DIMENSIONNELS
4 .3 . 1 . L'algorithme EM
A la section précédente, nous avons vu comment
estimer les paramètres du modèle uni-dimensionnel
sur la base de l'observation d'une séquence Xi. Dans
la plupart des applications, on souhaiterait évidem-
ment fonder l'estimation sur plusieurs séquences, en
réalité, sur le plus grand nombre possible de séquen-
ces, de manière à améliorer la précision des estima-
teurs. Nous allons développer cette idée dans le
contexte du modèle d'image où la dépendance entre
états est modélisée par un champ de Pickard .
Notre objectif est d'estimer les paramètres nécessaires
à l'utilisation de (25) en reconnaissance . En d'autres
mots, nous aurons à estimer les paramètres de la
chaîne de Markov qui engendre lignes et colonnes du
où (Xt-µ,)' est le transposé du vecteur (X'- µi) .
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champ de Pickard. En principe, une simple généralisa-
tion de l'algorithme de la section précédente devrait
faire notre affaire, pourvu que nous puissions garantir
de surcroît la réversibilité de la chaîne en question .
En vertu de la remarque faite à la section 2 . 1, nous
remettrons à plus tard cette difficulté supplémentaire
en supposant, dans un premier temps, avoir affaire à
un champ binaire .
Dans le but de simplifier l'écriture de ce qui suit, nous
écrivons Ym pour la réalisation de la ligne d'indice m,
l 5 m S M, et Zn pour la réalisation de la colonne
d'indice n, 1 < n <_ N . Dans la notation de la section
3 . 2, Y m -(Xm,~), et Zn-(XM,,"). Dans ce qui suit, nous
allons prendre quelque liberté supplémentaire par rap-
port au modèle théorique en émettant l'hypothèse
simplificatrice que lignes et colonnes d'observations
sont mutuellement indépendantes, ce que, bien évi-
demment, elles ne sont pas. Il s'ensuit que la pseudo-
vraisemblance [7] de l'image entière est donnée par
[fl P(Y.) P(Zn)]
l i z .
Comme nous nous proposons de
m,n
déterminer les paramètres qui maximisent cette
pseudo-vraisemblance, nous pouvons tout aussi bien
prendre le carré de cette fonction objectif comme
critère d'optimisation . De plus, nous allons voir sous
peu que les lignes Y et colonnes Z de l'image sont
traitées exactement de la même manière ( 6 ) . D'où,
pour simplifier au maximum la présentation, nous






par rapport aux probabilités de transition P ij, sous la
contrainte Ej Pij =1 . Le lecteur n'aura aucune peine
à vérifier que, comme à la section 4 . 2, chaque série
de paramètres - (i) probabilités initiales, (ii) probabi-
lités de transition et (iii) distributions conditionnelles,
- donne lieu à un problème d'optimisation qui peut
être traité de manière indépendante .
Soit donc à déterminer un extrémum de la fonction
auxiliaire
H + pi (~ P
ij -1),
j
où p i est un multiplicateur de Lagrange, i = 1, . . . ,
9. En égalant les dérivées partielles à zéro et en




" E Pij (aII/aPij)
j
(47)
Comme II est un produit de facteurs, nous pouvons
écrire
(48) aII
= M fl P(Y,)
aP(Ym)





(6) En fait, pour des images carrées, (M = N), la mise en oeuvre la
plus simple de la technique que nous allons décrire consiste à
ajouter au bas de l'image initiale une copie de celle-ci obtenue
après rotation de 90° et à traiter, le long des lignes uniquement,
l'image 2M x M ainsi obtenue .
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Par substitution de (48) en (47) le facteur H, commun
au numérateur et au dénominateur, peut être simplifié




m)/aPij) ( 1 /P(Ym))
(49) Pr, - M 1
Y- Y-Pij(8P(Ym)/aPij) (1/P(Ym))
M= 1 j
A ce stade, nous pouvons faire usage des résultats de













doivent être interprétés comme à la





P(Ym, %`' m,n =llli)
j
j aPij n=1
Après avoir procédé aux substitutions de (50) et (51)
dans (49), nous remarquons que les divisions de cha-
que terme par P(Y m ) ont pour effet de transformer
les probabilités conjointes dans les membres de droite
de (50) et (51) en probabilités a postériori . C'est de
cette manière que nous allons disposer à nouveau d'un
algorithme exempt de problème numérique de dépasse-
ment inférieur de capacité . Finalement, nous obtenons












ij y- E E m`~n(Y'i)m`~n+1
M n j





où les probabilités .F et . ' (et le facteur de normalisa-
tion iV) sont calculées par les récurrences (17)-(18)
[ou, de préférence (21)] et (20) respectivement .
La comparaison des équations (52)-(53) et (39)-(40)
est instructive. Elle montre bien que, au problème de
stabilité numérique près, l'estimateur bi-dimensionnel
s'obtient par une simple méthode d'accumulation le
long des lignes (et des colonnes) des probabilités inter-
venant au numérateur et au dénominateur de (39) .
Cette méthode d'accumulation trouvera une justifica-
tion tout à fait intuitive à la section suivante .
Il va pratiquement sans dire que les formules de
ré-estimation des autres paramètres du modèle sont
établies selon le même principe d'accumulation . Par
souci de complétude nous les donnons ci-dessous sous
l'hypothèse que p i (X)
.






















Ces formules de ré-estimation sont mises en oeuvre de
la même manière que (37)-(42) à la section 4 .2 : les
probabilités 5 et A sont évaluées par l'algorithme
m n




(P/P)()"P(X)4()- ijjjm-'- nY'jmn +1 jjpj m,n+1mn+19'j
j#i
j#i
pour les éléments non diagonaux . [Il y a lieu de lire
(57) et (58) en adoptant la convention 0/0=0 .] Dans
l'algorithme d'apprentissage pour un champ de
Pickard multi-valué, il y a lieu de substituer (57) et
(58) à (52) . Comme la contrainte de symétrie de la
matrice de transition n'affecte pas les autres paramè-
tres du modèle, on peut vérifier facilement que les
équations (54)-(56) restent inchangées.
4
.3 .2 . L'algorithme DD
L'algorithme EM que nous venons de décrire est d'un
intérêt théorique indéniable . Cependant sa mise en
oeuvre peut poser des problèmes de temps calcul lors-
qu'on a affaire à des images de grande taille et que
l'on ne dispose pas de « bonnes » valeurs initiales
pour les paramètres à estimer . Il est possible de remé-
dier partiellement à cet état de choses en ayant recours
à un algorithme de type DD (Decision Directed),
c'est-à-dire une version approximative et simplifiée du
précédent dont on peut légitimement attendre qu'elle
converge plus rapidement [24] .
Il existe une multitude de variations sur le thème
« DD ». Aussi, importe-t-il de préciser celle que nous
avons adoptée : nous présentons ci-dessous l'approxi-
mation DD de l'algorithme défini par les équations
(53)-(56) .




forward-backward en faisant usage des valeurs cou-
rantes des paramètres . Elles sont ensuite utilisées dans
(52)-(56) pour calculer les mises à jour de ces paramè-
tres. Le processus est répété jusqu'à convergence en
un maximum (local) de la fonction de pseudo-vrai-
semblance .
Il y a lieu de garder présent à l'esprit le fait que
l'usage de (52)-(56) devrait, en principe, être limité
aux modèles d'images dans lesquels le champ de
Pickard est supposé binaire . En effet, nous n'avons
pas tenu compte jusqu'ici de la contrainte de réversibi-
lité des chaînes de Markov engendrant les lignes et
colonnes du champ de Pickard. Il nous était loisible
d'agir de la sorte en vertu de la propriété de réversibi-
lité des chaînes binaires .
Nous n'avons pas connaissance de contraintes simples
qui entraînent la réversibilité d'une chaîne définie sur
un espace d'états multi-valué, si ce n'est celle de la
symétrie de la matrice des probabilités de transition .
Eussions-nous imposé la contrainte supplémentaire
R,j = Pji, d i # j, dans notre problème d'optimisation,
la formule de ré-estimation de P,, eût été









lignes et colonnes de l'image, peut s'écrire (')
M N
(59) Pi =




où la forme du dénominateur résulte de la substitution





5 1, si P (km, 1=~ii/Ym)=maxj P (%,m 1=1bj/Ym)
0, sinon
et procédons de même avec nous
constatons que l'estimateur de Pi en (59) n'est autre
chose que la fréquence empirique avec laquelle l'état
tr i est assigné aux pixels de la première ligne et de la
première colonne de l'image. Nous exprimons ceci
(') Au risque de nous répéter, il nous paraît indispensable d'insister
sur le fait que le membre de droite d'une formule de ré-estimation
telle que (59) est évalué au moyen de l'algorithme forward-
backward utilisant les valeurs courantes des paramètres, tandis
que le membre de gauche fournit la valeur mise à jour à utiliser
à l'itération d'apprentissage suivante .
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en faisant usage de la fonction indicatrice I II . 11 de










Il est évident que le même raisonnement peut s'appli-
quer aux équations (55) et (56) qui font intervenir les
mêmes probabilités conditionnelles pour les états. En
supposant que l'observation X .,,, est uni-variée et
distribuée selon 9 lois normales de moyennes
µi
et
d'écarts types 6 i , i = 1, . . . , 9, nous obtenons les
formules de ré-estimation suivantes
( 62) ili = si l' ,
où
(63)
On remarquera que, à quelques opérations de comp-
tage et moyennage près, la phase d'apprentissage ne
requiert, à ce stade, aucun calcul qui ne soit nécessaire
à la phase de reconnaissance . Le lecteur vérifiera
aisément qu'il n'en irait plus de même si la ré-estima-
tion des probabilités de transition était fondée sur
une ré-écriture de (53) exploitant une approximation
du même type que (60) pour la probabilité a posteriori
d'effectuer la transition
`Yi-
~ /- en position
(m, n) -(m, n+1) . En effet, cette méthode demande-
rait la détermination de la fréquence avec laquelle
chaque transition possible est la plus probable a
posteriori : C'est une question dont nous ne nous
sommes pas souciés précédemment .
Par souci d'efficacité, nous introduirons comme ré-
estimateur de probabilité de transition la fréquence
empirique de la réalisation de chaque transition possi-
ble au cours d'une phase de reconnaissance . A défaut
de cohérence au niveau conceptuel, nous obtenons de
cette manière un algorithme tout à fait cohérent du
point de vue opérationnel . En effet, la formule de ré-
estimation de Pij s'écrit
M N-1















+ Gr It~m,n=~Vi^gym+l,n= ,Vj1
n=1 m=1
2







II1 m,N=yi1 + IEZM,n = ~ Vi1
M=1 n=1
ce qui concorde parfaitement avec (61)-(63) . (Le fac-
teur 2 apparaissant au dénominateur trouve son ori-
CHAMPS ALÉATOIRES DE PICKARD
Traitement du Signal
1 44
gine dans le fait que tout pixel n'appartenant pas à
la dernière ligne ou à la dernière colonne sert simulta-
nément d'origine à une transition horizontale et une
transition verticale.)
Arrivé à ce stade d'approximation par rapport à notre
modèle de départ, on pourrait difficilement justifier
le recours à une traduction fréquentielle de (57) et
(58) dans le cas de champs de Pickard multi-valués .
En fait, nous verrons à la Section 5 que l'utilisation
systématique de (64) se justifie pleinement .
Dans le cas de variables aléatoires indépendantes et
identiquement distribuées, il est bien connu que du
point de vue théorique l'algorithme DD souffre de
tares rédhibitoires. Ainsi, il se caractérise par une
tendance à sous-estimer les écarts types et à surestimer
les distances entre les moyennes de distributions
empiétantes . En fait, on a montré que, d'une manière
générale, cette méthode fournit des résultats non
consistants et asymptotiquement biaisés [9] . On peut
difficilement espérer un comportement plus sain dans
le cas markovien qui nous occupe . Toutefois, nous
allons voir ci-dessous qu'à défaut de susciter l'estime
des théoriciens la technique DD est plus que digne
d'intérêt de la part des praticiens .
5. Résultats expérimentaux
Les algorithmes d'apprentissage et de reconnaissance
formulés ci-dessus ont été traduits dans le langage de
programmation PASCAL et de nombreux essais ont
été exécutés dans le but d'étayer la validité du modèle
proposé et d'évaluer l'efficacité de l'approche que
nous avons élaborée. Les résultats obtenus avec qua-
tre images à niveaux de gris - une artificielle et trois
réelles - font l'objet de la discussion qui suit. Les
problèmes traités relèvent de la restauration d'image
dans le premier cas, de la segmentation dans les trois
autres .
Conformément aux considérations émises à la
section 4.1, nous définirons dans chaque cas une
famille de modèles par un minimum de spécifications
a priori et nous rechercherons, parmi l'ensemble des
modèles, celui qui s'accorde le mieux aux données
expérimentales. Plus précisément, nous nous contente-
rons de spécifier le nombre d'états souhaités et de
supposer que les distributions conditionnelles des
niveaux de gris observés sont approximées par des
lois gaussiennes .
Dans la version de notre programme orientée vers la
segmentation des images à niveaux de gris en repré-
sentation d'un octet par pixel, une fois fixé le nombre
d'états, la détermination des valeurs initiales des para-
mètres à estimer s'opère de manière automatique
(i)
Pi
=1/9, Pii =0,5, di, Pij =1/2(9-1), Vi, j, i :Aj;
pour 9=2, nous supposons l'équi-probabilité la plus
parfaite; pour 9 > 2, nous supposons l'image consti-
tuée de régions uniformes d'une « certaine » étendue .
(ii) On assigne à µi
la valeur du quantité de (i/(9+ 1))
de la fonction empirique de répartition - ou histo-
gramme cumulé - des niveaux de gris, i = 1, . . . , 9 .
Ce choix garantit une répartition relativement uni-
forme et couvrant toute la dynamique de l'image .
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(iii) a i=(µ -µl)/2(à -1), i=1, . . .,8; les valeurs
initiales sont supposées être séparées, en moyenne,
par une distance de deux écarts types .
Notre première illustration a trait à une image artifi-
cielle, de taille 120 x 80, qui est une version dégradée
(bruitée) d'un poster qui était très' populaire, fin 1986,
dans les milieux français de la reconnaissance des
formes. A l'image binaire de départ - préalablement
convertie en image à deux niveaux de gris (de valeurs
100 et 140) - est ajoutée une composante de bruit
blanc, de moyenne nulle et d'écart type égal à 20 .
L'image ainsi obtenue que nous nous proposons de
restaurer est représentée à la figure 4 (a) .
Dans le cas qui nous occupe, il était naturel de choisir
un modèle à deux états possibles, et les figures 4(b)
et (c) montrent les résultats de restauration obtenus
avec les paramètres estimés par les algorithmes d'ap-
prentissage de type EM et DD respectivement . A
l'évidence, ces deux résultats sont très semblables .
Pour s'en convaincre, il suffit de se rendre compte
qu'il serait impossible de décider lequel des deux pro-
cède de l'apprentissage le plus élaboré .
L'expérience nous a montré que dans le voisinage
d'un optimum (local), la restauration est pratiquement
insensible à de faibles perturbations de l'ensemble des
paramètres. Cette observation n'est pas sans impor-
tance en ce qu'elle nous permet de fixer a priori le
nombre souhaitable d'itérations d'apprentissage sans
nous soucier de contrôler la convergence de manière
numérique. Comme on pouvait s'y attendre, il appa-
raît que le nombre minimal d'itérations nécessaires
varie en raison inverse du rapport signal-bruit de
l'image. Dans le cas de la figure 4(a), pour laquelle
ce rapport est particulièrement faible, l'expérience
montre que, pour l'algorithme EM, il est inutile de
poursuivre l'apprentissage au-delà de la vingtième ité-
ration. Cela n'apporte plus d'amélioration à la restau-
ration obtenue ( 8) . Des nombres d'itérations nette-
( a ) Du point de vue numérique, la convergence vers les paramètres
(connus) du modèle est remarquable :
à la dernière itération de
l'algorithme d'apprentissage, les valeurs estimées des moyennes





Fig. 4. - Résultats de restauration de l'image initiale (a)
après apprentissage de type EM (b) et DD (c) .
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(c)
ment plus faibles donnent de bons résultats sur des
images plus réalistes, c'est-à-dire, moins bruitées .
Maintes expériences antérieures avec des images artifi-
cielles nous ont appris que la fréquence d'erreur de
l'estimation de l'état des pixels n'est pas un indicateur
satisfaisant - du point de vue de la perception - de
la qualité d'une restauration. Nous y ferons cependant
appel ici dans le but de comparer la vitesse de conver-
gence des deux algorithmes d'apprentissage . Au cours
d'une série d'expériences, nous avons exécuté l'algo-
rithme de reconnaissance avec les paramètres estimés
à l'issue de la n-ième itération (n=1, . . ., 15) de
chacun des algorithmes d'apprentissage, et nous avons
déterminé le pourcentage d'erreur de chaque restaura-
tion par rapport à l'image (non bruitée) initiale. Ces
pourcentages sont illustrés à la figure 5 .
Remarquons tout d'abord que, les paramètres des



















Fig. 5 . - Comparaison des vitesses de convergence
des algorithmes d'apprentissage .
que associée à une règle bayesienne ne prenant pas
en compte l'information contextuelle que traduit la
dépendance markovienne peut être déterminée : elle
est de l'ordre de 15 % . On peut voir à la figure 5
que notre méthode de choix de valeurs initiales des
paramètres à estimer entraîne une fréquence d'erreur
de 28 %, et que les deux méthodes d'apprentissage
permettent de réduire cette fréquence à une valeur
très satisfaisante de 1 % . La seule différence notable
entre les deux méthodes d'apprentissage est leur
vitesse de convergence, celle de l'algorithme DD étant
pratiquement le double de celle de l'algorithme EM .
Les trois illustrations suivantes font appel à des ima-
ges réelles à niveaux de gris (0, . . ., 255), de taille
128 x 128. Toutes trois ont pour caractéristique com-
mune d'être relativement pauvres en composantes
hautes fréquences ce qui permet d'utiliser notre
modèle à des fins de segmentation . Avec la plupart
des images de ce genre nous avons constaté expéri-
mentalement qu'en général six états distincts suffisent
à extraire l'information signifiante, et ce nombre
d'états a été utilisé dans chacune des expériences décri-
(b)
FSg . 6 . - Résultats du traitement de l'image originale (a)
avec apprentissage de type EM (b) et DD (c).
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tes ci-dessous (9) . De plus, pour chacun de ces trois
cas, le nombre d'itérations d'apprentissage a été fixé
arbitrairement à dix.
Notre seconde illustration est représentée à la
figure 6(a). L'histogramme de cette image est un
mélange compliqué de modes et de plateaux . Certai-
nes parties de l'objet qui nous intéresse, l'avion, sont
faiblement contrastées vis-à-vis d'un fond irrégulier .
En toute rigueur, l'application de notre technique à
un problème dans lequel l'espace d'état est multi-
valué aurait dû nous conduire, dans le cas de l'appren-
tissage de type EM, à utiliser les formules (57) et (58)
pour satisfaire la condition de réversibilité de la chaîne
engendrée par les probabilités de transition estimées .
Toutefois, des essais préalables au moyen d'un pro-
gramme mettant en ceuvre la formule (52) ont montré
que les matrices de probabilités de transition estimées
sont en fait, avec une très bonne approximation, natu-
rellement symétriques . Un moment de réflexion per-
( 9) On notera la prolifération rapide des paramètres à estimer en
fonction du nombre d'états : dans le cas présent, pas moins de
57 paramètres doivent être estimés .
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(c)
met de s'assurer qu'il est normal qu'il en soit ainsi
dans le cas des images à niveaux de gris modérément
contrastées . En tout état de cause, l'algorithme EM
établi pour le champ binaire a été utilisé indépendam-
ment du nombre d'états souhaité et a donné des
résultats tout à fait satisfaisants, tandis que l'algo-
rithme DD a été utilisé tel que décrit à la section 4 .3 .2 .
Afin d'améliorer le rendu du contraste apparent des
segmentations obtenues, les niveaux de gris ont été
répartis - par interpolation linéaire - sur toute la
plage dynamique. La figure 6 (b) représente la
segmentation obtenue à l'issue d'un apprentissage de
type EM tandis que la figure 6 (c) représente la
segmentation obtenue à l'issue d'un apprentissage de
type DD. A nouveau, les deux types d'apprentissage
proposés font montre d'une concordance remarqua-
ble. De plus, il est particulièrement satisfaisant de
constater que la segmentation obtenue est en tout
point conforme à notre attente subjective en ce que







. - Image originale
(a), et segmentation après apprentissage de type DD (b) . En (c), l'image de bords de (b) . En (d),
l'image de bords
obtenue après segmentation par l'algorithme « Split and Merge
».
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d'autre part peuvent être extraits de l'image sous la
forme de composantes connexes
(10)
Nos deux dernières illustrations, montrent les résultats
de segmentation obtenus après apprentissage de type
DD uniquement. Aux figures 7 et 8, on peut voir en
(a) les images initiales, en (b) les images à six niveaux
obtenues après segmentation et répartition du
contraste sur toute la plage dynamique des niveaux
de gris, et en (c) les images de bords
correspondantes ( 11 ) . Le résultat obtenu dans le cas
de la figure 7 est particulièrement satisfaisant . En
particulier,
	
les régions sont à ce point
(10)
Dans le cas de cette image, la segmentation obtenue est prati-
quement stabilisée dès la cinquième itération des algorithmes
d'apprentissage
.
( 11) Ces images de bords sont obtenues en plaçant un élément de
bord (horizontal ou vertical) entre toute paire de pixels de
niveaux de gris différents
. Par conséquent, ces images sont repré-
sentées sur une grille de taille 257 x 257. Pour plus de détails,
voir [10] .
(b)
volume 5 - n° 5 - 1988
(d)
(b)
Fig . 8 . - Résultats du traitement de l'image originale (a)
avec apprentissage de type DD (b) . En (c) l'image de bords de (b).
« significatives » qu'il est possible de reconnaître un
visage à partir de l'image de bords 7 (c) seulement .
A titre de comparaison, la figure 7 (d) illustre la
segmentation obtenue au moyen de l'algorithme
« Split and Merge » de Horowitz et Pavlidis [33, 45] .
Cet algorithme qui est fondé sur la représentation de
l'image en arbre quaternaire a une tendance manifeste
à produire des régions rectangulaires et l'interpréta-
tion de l'image de bords devient bien plus
malaisée ( 12 ) . Nous avons pu observer le même phé-
nomène dans nombre d'autres cas et, en particulier,
dans celui de l'avion de la figure 6 .
L'image de départ utilisée pour notre dernière illustra-
tion à la figure 8 (a) est un autre « classique » du
traitement d'images . On peut voir que toutes les zones
de gris, même celles qui ne sont que très faiblement
contrastées sont correctement identifiables dans
l'image de bords 8 (c) . D'une manière générale, il est
fréquent de faire suivre une segmentation par une
(12)
Pour s'en convaincre, il suffit de masquer les deux images de
bords à hauteur des épaules de Walter Cronkite .




passe d'élimination des régions d'étendue faible qui,
le plus souvent, ne sont pas significatives. [On
retrouve cette idée dans la version disponible dans la
librairie SPIDER de l'implantation de la procédure
Split and Merge qui a servi à produire la segmentation
de la figure 7 (d) .] Nous n'avons pas eu recours à cette
technique dans le cas présent par souci de fidélité au
modèle markovien que nous nous proposions d'illus-
trer. Il est cependant évident que l'élimination des
« petites » régions de la figure 8 (c) produirait une
segmentation d'autant plus significative .
6. Conclusions
Dans cet article nous avons exploré un certain nombre
des possibilités offertes par une modélisation des ima-
ges digitales qui fait appel aux champs aléatoires
markoviens de Pickard . Après avoir situé le champ
de Pickard dans le contexte plus général des champs
aléatoires markoviens, nous avons montré qu'une
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méthode de reconnaissance développée par Haslett,
et exploitant les structures de chaîne de Markov pré-
sentes dans les champs de Pickard, se ramène à deux
exécutions orthogonales de l'algorithme Forward
Backward,
un des outils de prédilection des praticiens
de la reconnaissance de la parole . Nous avons proposé
deux algorithmes qui permettent d'estimer de manière
non supervisée les paramètres du modèle bi-dimen-
sionnel proposé. Nous avons aussi démontré au
moyen de quelques exemples que notre technique per-
met de traiter avec succès les problèmes de restaura-
tion et de segmentation d'images digitales à niveaux
de gris .
Une étude comparative de divers algorithmes de
segmentation que nous nous proposons de présenter
ailleurs fait clairement apparaître que
(i) la méthode présentée ici est en mesure de rivaliser
avec les techniques connues réputées les plus per-
formantes;
(ii) tout en étant d'une facilité d'usage exceptionnelle .
En effet, la plupart des algorithmes disponibles
actuellement imposent au praticien le choix préalable
de nombre de paramètres
: définition du contraste
inter-régions minimal, écart maximal admissible entre
niveaux de gris au sein d'une même région, tailles
extrêmes des régions, seuil de démarrage de l'opéra-
teur phagocyte, etc . Le choix de ces paramètres n'est
pas sans avoir une importance majeure à la fois sur
la qualité subjective de la segmentation obtenue et
sur le temps de calcul nécessaire à la bonne terminai-
son de l'algorithme en question. Par contre, l'activa-
tion de notre méthode ne demande que la spécification
du nombre souhaité d'états du champ markovien,
tous les autres paramètres étant initialisés de manière
automatique
. Comme nous l'avons signalé plus haut,
le nombre « magique » de six états nous a donné
systématiquement des résultats plus que satisfaisants
sur une très large gamme d'images à niveaux de gris
.
Manuscrit reçu le 18 février 1988 .
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