A Milstein-type scheme was proposed to improve the rate of convergence of its approximation of the solution to a stochastic differential equation driven by a vector of continuous semimartingales. A necessary and sufficient condition was provided for this rate to be 1/n when the SDE is driven by a vector of continuous local martingales, or continuous semimartingales under an additional assumption on their finite variation part. The asymptotic behavior (weak convergence) of the normalized error processes was also studied.
1. Introduction. We consider a general q-dimensional stochastic differential equation (SDE) driven by a vector of continuous semimartingales Y ∈ R d on time interval [0, 1] with the starting point x 0 ∈ R q ,
where f denotes a matrix of functions from R q into R q ⊗ R d . This equation includes the classical Itô-type SDE:
with a, b matrices of functions and W a multidimensional Brownian motion. We refer to [10] for the stochastic integral with respect to a semimartingale. In applications, one wants to find the expectation of some functional of the solution of the SDE (1), for example, such quantities can be the prices of financial derivatives, such as options. Due to the simulation difficulties, L. YAN one usually combines a numerical solutionX n , with a Monte Carlo technique to approximate the expectation. For example, one can use E[h(X n 1 )] to approximate E[h(X 1 )] and use the Riemann summation
Of cause, {E[h(X n t i )], i = 1, . . . , n} are unknown, however, Monte Carlo method can be used to estimate them by simulating the paths of the numerical solutionX n .
A widely used numerical method for the SDE (1) is the following continuoustype Euler schemeX n , which is given bỹ
where n(t) = k/n, if k/n < t ≤ (k + 1)/n. Many authors have studied the various convergence criteria for the Euler scheme under different cases of the matrix function f (·) and the driving process Y . For reviews, see [12] or [5] . Talay and Tubaro [13] obtained the celebrated expansion of the global error of the Euler scheme. Protter and Talay [11] studied the Euler scheme for SDEs driven by Lévy processes. Kohatsu-Higa and Protter [6] studied the Euler scheme for SDEs driven by semimartingales. Yan [14] proved the convergence of Euler scheme for SDEs without continuity assumption of f (·), and obtained the rate of convergence without Lipschitz conditions on f (·).
For SDE (2) , if a ≡ 0, then the rate of convergence of the Euler scheme is classically 1/n; if a does not vanish, it is also classical that the rate is 1/ √ n.
However, the distribution of the normalized asymptotic error for the Euler scheme was established only recently, for SDE (2) see [7] , and for SDE (1) see [2] . A necessary and sufficient condition in [2] (Theorem 1.2) was given for the rate of convergence of the Euler scheme to be 1/ √ n when the driving semimartingale is a continuous local martingale and f is a C 1 function, that is, √ n(X n − X) converges weakly to a process U , which is a solution of a known linear SDE with some additional randomness. The rate of convergence of an algorithm certainly depends on the smoothness of f . If f is in C 2 , we can modify the Euler scheme to improve its rate of convergence and study its normalized asymptotic error. It is well known that (see Chapter 10 of [5] ) the Milstein scheme for SDE (2) with the addition of two more terms to the Euler scheme, which is given by (for the case of d = q = 1), X n 0 = 0 and X n t = X n n(t) + b(X n n(t) )(t − n(t)) + 1 2 b(X n n(t) )b ′ (X n n(t) )(t − n(t)) 2 + a(X n n(t) )(W t − W n(t) ) (3) + 1 2 a(X n n(t) )a ′ (X n n(t) )[(W t − W n(t) ) 2 − (t − n(t))], THE MILSTEIN SCHEME 3 increases the rate of convergence from 1/n to 1/n 2 when a ≡ 0, and increases the rate from 1/ √ n to 1/n when a does not vanish. In this paper, motivated by this fact, we give a class of SDE (1) that the Milstein scheme X n converges weakly to the solution X of SDE (1) at the rate of 1/n and determine its asymptotic error, that is, the weak limit of n(X n t − X t ), when f is a matrix of C 2 functions.
Our result is of mathematical interest only, since the Milstein scheme involves stochastic integrals which cannot be simulated exactly (except, in the Brownian case, when column vectors of the diffusion coefficients, seen as C 1 vector fields, commute in the Lie bracket sense). From an applied point of view, the discretization error needs to be studied in the weak sense (the law of the underlying process). It is now well established that errors in pathwise sense or in L p norm lead to crude sub-optimal estimates in the weak sense. For example, for the Euler scheme X n for the solution X, √ n(X n − X) converges weakly to a nonzero process (see [2] ) and n(E[f (X n )] − E[f (X)]) converges to a nonzero constant (see [13] ). However, a recent work by Kbaier [4] uses the stable weak convergence of the normalized pathwise error in order to get a useful estimate in the weak sense for the Euler scheme for Brownian SDEs. Those technical results might help to provide estimates in the weak sense for schemes (such as the Milstein scheme), which discretize SDEs driven by general semimartingales and can be simulated. We refer to the section of preliminaries in [2] for the weak convergence in the Skorohod topology, which is denoted by "=⇒." See [8] and [9] for an expository account about weak convergence of stochastic integrals. For readers' convenience, we give a definition of the (⋆) property for a sequence of continuous semimartingales below. See [2] for the general case.
Definition. We said that a sequence of continuous semimartingales X n satisfies (⋆), if [M n , M n ] 1 + |A n | 1 is tight, where X n t = M n t + A n t , M n is a local martingale and A n is a finite variation process, [M n , M n ] 1 is the quadratic variation of M n over [0, 1], |A n | 1 is the total variation of A n over [0, 1] .
In this paper we only consider the continuous process Y . From [2] and this paper, especially Theorem 2.2 below, we can imagine that the error distributions in the discrete case could be much more complicated. In Section 2 we develop a fundamental result on the error distribution for the Milstein scheme for the SDEs driven by a vector of continuous semimartingales Y (not just one Brownian motion), where we employ Kurtz and Protter's idea in [7] , and overcome several technical difficulties for the Milstein scheme, a more complicated and accurate algorithm in high-dimensional cases than the Euler scheme. Various convergence rates are obtained for three cases: An example as the application of our theory is shown in Section 6 and seven lemmas are given in Section 7.
2. Results on the error distribution. Let Y = (Y i ) 1≤i≤d be a vector of continuous semimartingales on a stochastic basis (Ω, F, F t , P ) with Y 0 = 0. We consider the q-dimensional SDE (1) on time interval [0, 1] with the starting point x 0 = (x 1 0 , . . . , x q 0 ) τ ∈ R q and f being a matrix of C 2 functions from R q into R q ⊗ R d with at most linear growth [i.e., f (x) ≤ c(1 + x ) for some constant c]. Then SDE (1) has a unique strong solution X, see [3] .
There are many numerical methods to approximate the solution X, such as the Euler scheme. In this paper we consider the Milstein scheme X n = (X n1 , . . . , X nq ) τ , which is defined by X n 0 = x 0 , and
where tr(A) is the sum of the diagonal elements of matrix A, f i is the ith row vector of f , and Df i = (f ij k := ∂f ij /∂x k ) is a q × d matrix, for i = 1, . . . , q. This scheme X ni t can be written as
See (54) for an example of this Milstein scheme for SDE (2) . The error process of the Milstein scheme is denoted by U n t = X n t − X t . We prove that, when f is a C 2 function and Y is a continuous local martingale, nU n converges weakly to a nonzero process U , which satisfies a known linear SDE (8) .
First we can use the same arguments as in Theorem 3.1 in [2] to show the convergence of the Milstein scheme X n to the unique solution X of SDE (1).
Theorem 2.1. If f is a C 2 function with at most linear growth, then X n and X n n(·) go to X in probability.
Before examining rates of convergence, we introduce some notation below. For a number 0 ≤ s ≤ 1, let s (n) = s − n(s), where n(s) = k/n if k/n < s ≤ THE MILSTEIN SCHEME
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(k + 1)/n. For any process V , we write ∆ n t (V ) := V (n) t := V t − V n(t) , and
The (j, k) entries of the matrix M ni and N ni are denoted by M nijk and N nijk , respectively. Let M n = (M n1 , . . . , M nd ), and N n = (N n1 , . . . , N nd ). 
(ii) For any starting point x 0 and any C 2 function f with at most linear growth, the sequence α n U n has (⋆) and (Y, α n U n ) ⇒ (Y, U ).
In this case, the limits
. . , U q ) τ can be realized on the same extension of the space on which Y is defined, and they are connected by
and U i 0 = 0 for i = 1, . . . , q.
Proof. First we establish a connection between (U n , M n , N n ) through a SDE (18). Let R n t = (R n1 t , . . . , R nd t ) τ , where
By the definition of the Milstein scheme in (4),
and therefore,
Integrating the transpose of both sides of (13) with respect to Df i (X n n(s) ) dY s , we have
see (9) for the definition of R ni t . From (12) and SDE (1), we get an expression for
By Taylor's expansion, there existξ n s between X n s and X s , and ξ n s between X n s and X n n(s) such that
where
Combining (15), (16) and (17), we have
From (14),
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By (11) and (6),
The above equation about U n can be written as follows:
Now we prove the implication (i) ⇒ (ii). First we assume that f, Df, Hf are all bounded. Since ∆ n s (Y ), ∆ n s (Z n ) and ∆ n s (R n ) go to zero as n → ∞ [see (11) ], by the definition of M n in (6) and Theorem 2.1, we have
From (13) and the definition of N n in (7), we have the following identity in the sense of weak limit (=⇒):
where (19) is due to the fact that tr(AB) = tr(BA) for matrix A and B.
And now it follows that
, and the sequence in the left-hand side of (20) has (⋆) since (α n M n , α n N n ) has (⋆). A similar argument (stopping time) as in the proof of part (a) of Theorem 3.2 in [2] shows that the weak convergence in (20) and (⋆) property are also true for any function f in (ii). Now the implication (i) ⇒ (ii) and the equation (8) follow from the above statement and (18) through the same arguments as in Theorem 3.2 of [2] .
The implication (ii) ⇒ (i) is proved through (18) with the starting point x 0 = (1, . . . , 1) ∈ R q and some special matrix function f , which is defined below so that M n and N n can be represented as integrals with respect to U n and Y .
Let's consider M n first. When d = 1, we choose the SDE
, which does not vanish and X n1 does not vanish either on [0, 1] for n large enough. From (18), we have dU n1
From Theorem 2.3 in [2] and Theorem 3.1, it follows that α n M n has (⋆) and
, where a, b are two constants. Equation (18) becomes 
When a = 0, X 1 = E(Y 2 ), which does not vanish and X n1 does not vanish either on [0, 1] for n large enough. From (24), we can get an equation for M n122 as in (22) for M n111 . When a = 1, from (24), we can get an equation for M n112 as in (23) for M n121 . Now we have four equations for M n1 = (M n1ij ) 2×2 . Switching the positions of Y 1 and Y 2 gives us four similar equations for M n2 . Again, from Theorem 2.3 in [2] and Theorem 3.1, it follows that α n M n has (⋆) and (Y,
When d ≥ 3, we choose three different fixed integers i, j, k between 1 and d, and define
where I ij is a d × d matrix with its (i, j) entry being 1 and other entries being zero, λ and β can be either 0 or 1. Denote X i (f ) the ith component of the solution X of SDE (1) with the starting point
. Naturally, let X nijk be the Milstein scheme for X ijk and
, it does not vanish and X nkkk does not vanish either on [0, 1] for n large enough. Letting i = 1 or 2 in (18), with f being f 0,0 , f 1,0 , f 0,1 , respectively, we have
For the error processes U n , under the assumption of (ii), we have that
and the left-hand side of the above formula has (⋆). From Theorem 2.3 in [2] and Theorem 3.1, it follows that
Next, let us consider N n . Let F (x) = ∞ x e −y 2 /2 dy, for x, y ∈ R 1 . When d ≥ 3, we choose f as follows, for fixed i, j, k between 1 and d: 
and f 1i l = 0 for l = 2 and l = 3, and all other Hessian matrices are zeros, except
On the other hand, III can be split into two terms by (13) , that is, III = A ni t + B ni t ,
where (37) is due to
, which is from (11), and (35) is due to the definition of N ni in (7); we write
To simplify the notation, we can write (32) as Hf 1i (ξ n s ) = aI 22 + b(I 23 + I 32 ) + cI 33 , where a, b, c are corresponding function values at ξ n s . Using the fact that I ij I kl = δ jk I il , where δ jk = 1 when j = k, δ jk = 0 when j = k; to simplify the matrix product f τ Hf 1i f in (35), we get
where we use the fact that N ni is a sysmetric matrix. Now let ξ n2 s and ξ n3 s be the second and third component of ξ n s , respectively, and let
then A ni t can be represented as integrals with respect to N ni as follows: (38) and (39), we get an equation for U n , Y, M n , N n ,
When j = k, the above equation can be written as
do not vanish, and X n converges, G ni also converges and does not vanish for large n for i = 1, 2, 3. Under (ii) in Theorem 2.2, H ni , F ni and G ni s converge to finite processes. By Theorem 2.3 in [2] and Theorem 3.1, it follows from (30) that
From (40) we can express N ijk as the sum of integrals with respect to Y , U n , M n N nijj and N nikk . By the same arguments, it follows from (42) that
we can get (43) accordingly. Now, the implication (i) ⇒ (ii) has been proved.
Continuous processes with finite variation.
When the driving process Y in (1) is of finite variation and continuous, SDE (1) is an "ω-wise" (deterministric) equation. Without loss of generosity, we assume that Y is a nondecreasing function of t in this section. It is classical that the rate of convergence of the Milstein scheme for an ordinary differential equations (ODE) is 1/n 2 . Here we give a necessary and sufficient condition for the rate being 1/n 2 and its error distribution, which are useful for our main results in the next section when the driving process Y in (1) is a continuous local martingale.
To simplify our notation, first we assume that Y ∈ R 1 and let
An integration by parts shows that
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The process n 2 N n converges a.s. uniformly in time to a process N .
In this case we have
Proof Proof. We can use the same notation and arguments as in the proof of Lemma 4.2 in [2] . A modification is that (4.3) in [2] is replaced by (6) and (7), we have the following theorem. So we have the uniform boundedness in the last claim.
Recalling the notation that U n1 t = X n1 t − X 1 t , X n1 t is the first component of the Milstein scheme X n defined in (4), and X 1 t is the first component of the solution X of SDE (1): 
Proof. That (b) ⇒ (a) is obvious. By Theorems 2.2 and 3.2, we have that (c) ⇒ (b) and the last claim. The implication of (a) ⇒ (c) can be proved by the notation and results in the proof of (ii) ⇒ (i) in Theorem 2.2. First, since X nkkk uniformly converges to X kkk = e Y k (by Theorem 2. (a) There is a predictable process c such that
Proof. The equivalence between (a), (d) and (e) can be deduced from Theorem 3.1. The equivalence between (b) and (c) comes from the fact that, for a sequence of continuous local martingales M n t , {M n 1 , n ≥ 1} is tight if and only if {[M n , M n ] 1 , n ≥ 1} is tight. This is because there are two universal constants a 1 and a 2 such that Next we show that (c) ⇒ (d). Let T (n, p) = inf{t : n 2 [N n (Y ), N n (Y )] t ≥ p}, and T (p) = inf{t : C t ≥ p}, T = T (p) ∧ T (n, p), and τ i = T ∧ i n . Note that for a continuous local martingales M t null at zero, by the Itô formula,
Recalling the notation of (45),
Let t = 1 in the above inequality, then E[n 2 N n 1∧T (C)] ≤ 5κp. Now for any q > 0,
. Since P (T < 1) goes to 0 uniformly in n as p → ∞ by (c), we have
which implies (d). 
Now we assume that the driving process
where 
By the notation of N niii t in (7) and
. From the implication of (b) ⇒ (e) in Theorem 4.1, sup n n 2 N n 1 (C ii ) < ∞ for all i. Therefore, sup n n 2 N n 1 (C ij ) < ∞ for all i and j. By Theorem 3.1, we conclude (a).
It remains to prove that (a) implies the last claims, since (b) or (c) follows from the last claims. By Lemma 7.6 and Theorem 4.1 of [1] , the sequence (nM np , nN np ) 1≤p≤d stably converges in law to the process (M p , N p ) 1≤p≤d of (50) and (51). By the same arguments as [2] , it follows that the triple (Y, nM np , nN np ) 1≤p≤d converges in law to (Y, M p , N p ) 1≤p≤d for the product
, and since all these processes are continuous, we also have convergence for the Skorohod topology on D (R d+2d 3 ) . Finally, Lemma 7.6 implies (⋆) for the sequence (nM n , nN n ).
Theorem 4.3. For a continuous local martingale
Y = (Y 1 , . . . , Y d ) τ with quadratic variation C t = [Y, Y ] t ,
there is equivalence between the following:
(a) For any starting point x 0 ∈ R q and any C 2 function f with linear growth, the sequence of random variables nU n * is tight, where X * means that sup 0≤t≤1 |X t |. (25)-(29) and the tightness of U n1 * and U n2 * , that is, the tightness of U nijk , we deduce that nM nijk has (⋆). From (41), the sequence nN nijj is tight and satisfies (⋆). Then (c) follows from Theorem 4.2.
5. Continuous semimartingales. Now we consider the case that the driving process Y is a continuous semimartingale. We assume that Y = H + A, where A is a continuous adapted process of finite variation and H is a continuous local martingale, both being d-dimensional and null at 0. Let C t = (C ij t ) 1≤i,j≤d be the quadratic variation process of Y , that is,
We do not have the necessary and sufficient conditions for the error process U n to converge at the rate 1/n. Partial results are available when A t has the form sequence (nM np , nN np ) 1≤p≤m , in (6) and (7) 
Remark 5.1. The limits of the quadratic variation (nM n , nN n , W ) are listed in Lemma 7.6.
Proof of Theorem 5.1. By the integration by parts formula, we have
According to the notation of M np and N np in (6) and (7), we have
By Theorem 2.3(a) in [2] , under (b), we see that the sequence n
is also tight and has (⋆) for any p = 1, 2, . . . , d. Particularly, the sequence n t 0 C (n)pp s dY p s is tight and has (⋆). Then its quadratic variation processes,
, are tight too. Theorem 3.2 implies that sup n n 2 N n 1 (C pp ) < ∞. By the same reason as in the proof of (b) ⇒ (a) in Theorem 4.2, we can conclude (a). Now we assume that (a) and (52) hold. By the usual stopping time arguments, we can also assume that First, nN np can be decomposed as follows:
where Second, nM np can be decomposed similarly as follows:
r dA τ r . When H and A are a one-dimensional process, from (84) and (85), we have n (81) and (82), we have Combining Theorems 5.1 and 2.2, we get the rate of convergence 1/n for U n = X n − X, when Y is a continuous semimartingale. 
Examples. For the Itô
If a, b are C 2 functions, then we can use the Milstein scheme X n t defined in (4) to approximate the solution X t ,
, and function a, a ′ , b, b ′ taking values at X n n(t) . Compared with the Milstein scheme defined in (3), this scheme has two more terms, t n(t) ab ′ s (n) dW s and t n(t) ab ′ W (n) s ds. In order to apply Theorem 5.1 to find the asymptotic error U of nU n = n(X n − X) for the scheme in (54), we use the following notation:
and B 1 , B 2 , W are three independent standard Brownian motions, defined on an extension of the probability space on which W is defined. We also have that the limits of all other entries of nN n1 , nN n2 , nM n1 , nM n2 are zeros. Therefore, the limit process U of n(X n − X) satisfies the following linear SDE:
If a(·) is a C 2 function and b(·) is a C 1 function, we can use the following simpler Milstein scheme X n rather than (54):
s dW s to achieve the same rate of convergence, that is, n(X n − X) ⇒ U , and U satisfies
where W, B 1 , B 2 are three independent Brownian motions and C 0 , C 1 , C 2 are three functions dependent on a and b. 7. Some lemmas. In the next two lemmas we assume that X, Y and Z are three continuous processes with finite variations, which satisfy
Proof. By the Hölder inequality, |X
(58) follows. Lemma 7.2. As n → ∞, the following uniform convergences in t holds: Remark 7.2. By Cauchy's inequality, we have the following, which will be used in the proof of Lemma 7.7:
Proof of Lemma 7.2. To prove (60), first we assume that x s ∈ C 1 , therefore, x s and dx s /ds are bounded by a constant α in [0, 1] . By the mean value theorem, there exists ans between n(s) and s such that X (n) s = xs(s − n(s)). Since n 2 t 0 (s − n(s)) 2 ds → t/3, and
we need only to show that
Now we can claim that (60) holds for all x ∈ L 3 . Since 2ab = (a+ b) 2 − a 2 − b 2 , (61) follows by (60). (62) can be proved by the same arguments as in the proof of (60). Here we just give two key steps. It is easy to see that (62) holds when x s , y s ∈ C 1 , since there exists andr between n(s) and s such that
And for x, y,x,ȳ, by (58),
If x s , y s and z s are all nonnegative, both sides of (60), (61) and (62) are all continuous and nondecreasing, these convergences are uniform in t over [0, 1] . This uniformity can be easily generalized for all X, Y and Z which satisfy (56).
In the proof of the next two lemmas, let C p be the constant in Burkholder's inequality, that is, 
Proof. We prove the lemma by the simple fact that a sequence of random variables ξ n L 2 −→ the limit of E[ξ n ], if the variance of ξ n , Var(ξ n ), converges to zero as n → ∞. Now for any four standard Brownian motions W 1 , W 2 , W 3 , W 4 (not necessary to be independent), let A (n)
; by Cauchy's inequality, we have E(A (n)
which implies that the variances of the left-hand sides of (a), (b), (c), (d) and (e) converge to zero as n → ∞. Next we calculate the expectations of the left-hand sides. Since the expectations of the left-hand sides of (c), (d) and (e) are 0 and
we can conclude all of the L 2 convergences.
Lemma 7.4. Suppose that for any pair from four standard Brownian motions W, B, U and V , they are either identical or independent, then for
Proof. We use the same arguments as in the proof of Lemma 7.3 to prove the L 2 convergence. Let
First, for the variance of the left-hand side of (a), we have
Similarly, E(Y s ) 4 ≤ C 4 (s − n(s)) 4 . By the Cauchy inequality,
as n → ∞. For the expectation of the left-hand side of (a), we use the integration by parts formula (see page 60 of [10] ). If B and V are independent, then
otherwise, it is zero. We finish the proof of (a). Second, we claim that the variance of the left-hand side in (b) goes to zero as n → ∞. This is because
Next, we prove the convergence of the expectation of the left-hand side of (b) to the right-hand side of (b). For the first case that
r dW r ds = 2n
as n → ∞.
For the second case that W = U = B = V, since W and B are independent,
r dW r ; taking expectations of the squares of both sides, we have E{
The third case is equivalent to the second. It is easy to see that the expectations of both sides in the forth case are zeros. We finish the proof. For (83), we need to show that G n t (a) Then by Cauchy's inequality, (64) and (86), , from which we get (84) and (85), since E[γ 2 n ] → 0.
