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a b s t r a c t
This paper is concerned with the computational efficiency of fuzzy clustering algorithms
when the data set to be clustered is described by a proximity matrix only (relational data)
and the number of clustersmust be automatically estimated from such data. A fuzzy variant
of an evolutionary algorithm for relational clustering is derived and compared against two
systematic (pseudo-exhaustive) approaches that can also be used to automatically estimate
the number of fuzzy clusters in relational data. An extensive collection of experiments
involving 18 artificial and two real data sets is reported and analyzed.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
There exist at least two elementary ways in which a data set is defined for clustering tasks. The first one takes place
when the data set O = {o1, o2, . . . , on}, composed of n data objects, is described by means of a set of attribute vectors
X = {x1, x2, . . . , xn}, where xi is the attribute vector of the ith data object, oi. Alternatively, the data set O can be described
by proximity (similarity or dissimilarity) relations between its pairs of objects; for instance, through a relational matrix
D = [d(oi, oj)] ∈ Rn×n, in which d(oi, oj) is the dissimilarity or distance between objects oi and oj [1]. In this case, the
data are referred to as relational data and the clustering tools capable of processing them are so-called relational clustering
algorithms.
The importance of relational clustering algorithms is manifold. First, since data sets described by attribute vectors can
also be described by proximity relations, relational algorithms have broader applicability. As an example, let us consider
applications involving mixed data types (e.g., categorical and numerical). By means of suitable (dis)similarity functions,
a data set with mixed data types can be described by a relational matrix and, then, be readily processed by a relational
clustering algorithm. Second, andmost important, there are areas inwhich proximity relations are everything one has access
to. This may be the case in privacy preserving applications, in which the original attribute vectors cannot be revealed. For
example, a data set containing information about clients of a bank can be shared through a relational matrix, which hides
all the information except the (dis)similarities between the clients. Moreover, there are several knowledge areas, such as
numerical taxonomy, seismic engineering, expert systems design, document retrieval, management, industrial engineering,
and social sciences, in which relational data are commonly and naturally encountered [2,3]. For instance, a relational matrix
whose values represent the subjective dissimilarities between 11 sciences is reported in [4],which also describes an example
involving the dissimilarities between 12 countries subjectively assigned by a group of political science students. Finally,
there is a well-established approach for cluster ensembles that consists in the mapping of a set of partitions into a relational
matrix (named a co-association matrix) followed by the application of a relational algorithm to such a matrix [5].
A hard partition of a data set O = {o1, o2, . . . , on} is a non-overlapping collection C = {C1, C2, . . . , Ck} of k non-empty
data subsets Ci (non-null clusters) such that C1 ∪ C2 ∪ · · · ∪ Ck = O and Ci ∩ Cj = ∅ for i ≠ j. In practice, however, most
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data sets comprise ill-delineated subsets that cannot be adequately split in this manner. For instance, there are situations
in which the intrinsic structure in the data is characterized by categories that overlap with each other to some degree. In
these cases, the use of clustering algorithms capable of dealing with such overlapping data clusters is recommended. Fuzzy
clustering techniques can naturally cope with this sort of problem since they aim at finding fuzzy clusters such that all the
data objects belong to every cluster to some (possibly null) degree [6–10].
When a fuzzy clustering algorithm [10] is applied to a data set – no matter whether it is relational or not – the result is a
membership matrix (usually named a fuzzy partition matrix) U ∈ Rk×n such that:
0 ≤ Uij ≤ 1 ∀i ∈ {1, . . . , k} and ∀j ∈ {1, . . . , n}
k−
i=1
Uij = 1 ∀j ∈ {1, . . . , n} (1)
0 <
n−
j=1
Uij < n ∀i ∈ {1, . . . , k}
where Uij stands for the fuzzy membership of the jth object to the ith cluster. The estimation of an appropriate value for the
number of clusters k is a key problem in practical clustering applications. Awidely known and simple approach to tackle this
problem consists in using a systematic (pseudo-exhaustive) procedure to run a given clustering algorithm multiple times
for different numbers of clusters and, then, selecting the best partition according to a relative clustering validity criterion
[11,10].2 Another major approach is to use some sort of meta-heuristic, such as evolutionary algorithms [13], specially
designed to perform a wiser, guided search through the space of candidate partitions with variable k [14,15]. Evolutionary
algorithms are computing models inspired by the biological evolution process, i.e., they are a particular kind of natural
computing models [16,17]. They are widely believed to be effective on complex optimization problems, being able to
provide near-optimal solutions to such problems in reasonable time. Under this assumption, a large number of evolutionary
algorithms for solving clustering problems have been proposed in the literature [15]. In particular, the Evolutionary
Algorithm for Clustering (EAC) proposed in [18] was designed to evolve partitions with variable k by eliminating, splitting,
and merging clusters, which are subsequently refined by the classic k-means algorithm. EAC (and its fuzzy counterpart,
EAC-FCM [19]) has been shown – from a statistical perspective – to be more efficient than systematic approaches based on
multiple runs of k-means or its fuzzy counterpart (Fuzzy c-Means — FCM) when the number of clusters in the data set is
unknown [18,19]. In [20], the authors showed that the computational efficiency of EAC could be further improved with the
use of guided mutation operators with self-adjusting application rates, among other additional features, which gave rise to
F-EAC. F-EAC has been extensively compared against systematic approaches and other algorithms that also search for better
k-means-like solutions, having shown superior performances [21,22].
Following these advances, two relational variants of F-EAC, named F-EARC-BKM and F-EARC-RHCM, were developed
in [23,24]. These variants also showed to be more computationally efficient than pseudo-exhaustive procedures based
on multiple runs of their corresponding relational clustering algorithms (BKM and RHCM). Since the F-EARC-BKM variant
performed significantly better than F-EARC-RHCM in [23,24], we propose here a fuzzy extension of F-EARC-BKM. Such an
extended algorithm has the following features:
• ability to handle overlapping clusters through fuzzy memberships;
• automatic estimation of the number of clusters in relational data sets;
• faster convergence to good solutions when compared to systematic approaches that are also capable of estimating the
number of clusters;
• absence of critical parameters.
The remainder of this paper is organized as follows. Section 2 describes a relational fuzzy clustering method that is used
as a local search procedure by the proposed algorithm, to be detailed in Section 3. Section 4 presents an extensive collection
of experiments in which the proposed algorithm is assessed over 20 data sets and compared against pseudo-exhaustive
procedures, from a statistical perspective. Section 5 addresses the conclusions. Finally, Appendix describes a fuzzy clustering
validity measure used in the experiments.
2. Fuzzy c-Medoids (FCMdd)
The evolutionary clustering algorithm to be described in Section 3 is equipped with a local search mechanism used
to refine the candidate solutions found by the evolutionary search. Such a mechanism is the widespread relational fuzzy
clustering algorithm Fuzzy c-Medoids (FCMdd) [25]. FCMdd can be understood as a fuzzy extension of the well-known
2 It is well known that different validity criteria may lead to different solutions, even though all of them look somehow for good solutions. In the
experiments reported in this paper, the Fuzzy Silhouette criterion [12] (Appendix) will be adopted.
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k-Medoids algorithm [26,27], which deals with the concept of medoids3 to tackle the following optimization problem
[28,4]:
Minimize
F (U, O˜;D) =
k−
i=1
n−
j=1
Uijd(oj, o˜i), (2)
where O˜ = {o˜1, o˜2, . . . , o˜k} ⊂ O is the solution set (in which o˜i is the medoid associated with the ith cluster), U is a partition
matrix whose elements take binary values only (Uij ∈ {0, 1}), and d(·, ·) ≥ 0 is the distance between any two objects (an
element of the relational matrix D).
In order to extend the above optimization problem to the fuzzy domain, the authors in [25] proposed to minimize the
following objective function:
Fm(U, O˜;D) =
k−
i=1
n−
j=1
(Uij)md(oj, o˜i), (3)
where the (fuzzy) partition matrix U satisfies (1) and m ∈ (1,+∞) is an exponent that adjusts the ‘‘fuzziness’’ of this
matrix.4 FCMdd alternates between the optimization of medoids (O˜) and partitionmatrix elements (U) in order to minimize
Fm. The medoid optimization step is the simplest one, in which an exhaustive search for the best medoid of each cluster
is performed (Steps 4 and 5 of Algorithm 1). The partition matrix optimization takes place through the FCM membership
model [9]. Specifically, for each i ∈ {1, . . . , k} and j ∈ {1, . . . , n}, if d(oj, o˜1), d(oj, o˜2), . . . , d(oj, o˜k) > 0 set
Uij =

k−
l=1

d(oj, o˜i)
d(oj, o˜l)
1/(m−1)−1
; (4)
otherwise, set Uij = 0 for d(oj, o˜i) > 0 and set the remaining elements Uij using any strategy that satisfies the constraints
in (1).
Algorithm 1 Fuzzy c-Medoids (FCMdd).
1: Randomly draw k objects from the data set (without replacement) to be the initial medoids, each of which is associated
with a different cluster;
2: repeat
3: Update matrix U according to the FCMmembership model in Eq. (4);
4: for i ∈ {1, . . . , k} do
5: Assign o˜i ← argmin
o∈O

n−
j=1
(Uij)md(o, oj)

6: end for
7: until The medoids no longer change.
FCMdd’s steps are summarized in Algorithm 1. An evolutionary algorithm for relational fuzzy clustering that makes use
of FCMdd to fine-tune its candidate solutions is introduced in the next section.
3. Fast evolutionary algorithm for relational fuzzy clustering (F-EARFC)
Algorithm2 depicts the general outline of F-EARFC, whose steps are detailed in the following sections. The computational
complexity of the algorithm is discussed in Section 3.6. The parameters of the algorithm are: (i) the population size, p; and
(ii) themaximumnumber of iterations, t , that can be performed in a single application of the local search procedure (FCMdd
— Step 3 of Algorithm 2).
3.1. Genotype encoding
Just like F-EARC, F-EARFC encodes (fuzzy) partitions by means of their cluster prototypes5 (i.e., medoids). A detailed
description of the genotype encoding is omitted here since F-EARFC’s evolutionary operators act directly on the logic level
of the individuals (phenotype), nomatter the peculiarities adopted at the implementation level; it suffices to notice that the
medoids must somehow be stored at the genotypes. From the medoids of a given individual, F-EARFC is able to retrieve the
corresponding fuzzy partition by using the FCMmembership model in Eq. (4).
3 A medoid is a representative object of a cluster. It is generically defined as the object that best summarizes the other objects of the cluster.
4 This exponent has the same meaning of the m exponent found in the Fuzzy c-Means (FCM) formulation [9]. A commonly used rule of thumb is to set
m = 2. For this reason, this value will be adopted in all the experiments reported in this paper.
5 In this paper, ‘‘cluster prototype’’ means any compact representation (centroid, medoid, signature, etc.) of a cluster [29].
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Algorithm 2 Fast Evolutionary Algorithm for Relational Fuzzy Clustering (F-EARFC).
1: Initialize a population of p genotypes by randomly drawing kmedoids (without replacement) and storing them for each
genotype (Sections 3.1 and 3.2);
2: while the stopping criterion is not satisfied do
3: Apply FCMdd to every individual of the population (Section 3.3);
4: Evaluate the fitness of every individual by means of a fuzzy clustering validity criterion suitable for relational data
(e.g., the Fuzzy Silhouette — Appendix);
5: Apply rank-based linearization [30] to the fitness values;
6: Select individuals (Section 3.5);
7: Apply themutation operatorsMO1 andMO2 (Section 3.4) to the selected individuals, according to a guided application
policy (Section 3.5);
8: Replace the old population with the new one;
9: end while
3.2. Settings and initial population
The user must provide the population size, p. However, this parameter is not critical to the effectiveness of most (well-
designed) evolutionary algorithms. Roughly speaking, larger populations tend to cause the evolutionary search to converge
to a good solution in fewer generations, each of which is more computationally demanding due to the larger population
size. Smaller populations, on the other hand, will likely make the algorithm converge in a higher number of generations,
which however tend to be individually less costly (as only a few genotypes will be processed). In particular, it has been
empirically shown that EAC-like algorithms are robust to the choice of the population size, even when evolving very small
populations (such as four or five individuals) [18] and even when dealing with real, complex data sets [22]. Therefore, it is
expected that F-EARFC is endowedwith the same robustness regarding the choice of this parameter. In spite of this, empirical
evidence suggests that values around p = 10 typically provide a good trade-off between required accuracy and the overall
processing time needed to achieve it [19,31,21,24,22]. For this reason, a population of p = 10 individuals will be adopted
in the experiments reported in this paper. Besides the population size, the user must also provide the maximum number of
iterations, t , to be performed by the local search procedure (FCMdd) at each individual of the population, at each generation
of the evolutionary process. The choice of this parameter is discussed in Section 3.3.
In what regards initialization, the medoids of the initial population are generated according to a typical approach
[32–36]. For each individual, a value k is randomly drawn from the set {2, 3, . . . , kmax}. Then, k objects (o˜1, o˜2, . . . , o˜k ∈ O)
are randomly drawn from the data (without replacement) and stored in the respective genotype as the initial medoids. A
commonly used rule of thumb is to set kmax = √n, where n is the number of objects in the data set [37,38].
It is worth noticing that the number of clusters contained in the fuzzy partitions produced by F-EARFC is not constrained
within the range {2, 3, . . . , kmax}. As a matter of fact, the second F-EARFC mutation operator, defined in Section 3.4, is free
to increase the number of clusters. Consequently, F-EARFC may find good fuzzy partitions whose numbers of clusters are
out of the initial range.
3.3. Local search
F-EARFC, like all other variants of EAC [18,19,24,22], uses a local search procedure by which a clustering algorithm
(FCMdd in this case) is applied to every individual of the population so as to refine the corresponding (fuzzy) partitions,
thus speeding up the global search performed by the evolutionary operators. The FCMdd local search procedure is endowed
with two stopping criteria: (i) all the cluster medoids have converged; or (ii) a maximum number of iterations, t , have been
completed. Since the evolutionary search performed by F-EARFC provides a cumulative refinement of the solutions in the
course of generations, it is expected that a few iterations of FCMdd will suffice to make F-EARFC both fast and effective.
Such a sort of hypothesis has been reinforced in [31] by means of an in-depth experimental analysis of the number of local
search iterations performed by an EAC-like algorithm. These experiments and previous experience indicate that this family
of algorithms is quite robust to the choice of this parameter and also suggest that values for t not greater than t = 5 will
usually suffice to provide accurate results with reduced computational requirements. For these reasons, a value of t = 5
will be adopted in the experiments reported in this paper.
3.4. Mutation operators
F-EARFC is equippedwith twomutation operators capable of dealingwith relational data sets and fuzzy partitions (Step 7
of Algorithm2). The first operator (MO1) is responsible for the removal of a subset of selected clusters froma given individual
and, accordingly, for reducing the number of clusters of the corresponding fuzzy partition. MO1 acts by simply removing the
medoids of the selected clusters from the respective genotype. At the subsequent generation,when themutated individual is
subject to the local search procedure (Step 3 of Algorithm 2), themembership values corresponding to the removed clusters
are naturally redistributed to the remaining ones. The selection of clusters to be removed takes place probabilistically,
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taking into account a measure of quality of the individual clusters. Specifically, higher quality clusters are more likely to
be preserved than lower quality ones. To that end, if one assumes that higher values of the quality measure indicate better
clusters, then the k clusters of a partition undermutation are sorted in decreasing order with respect to thismeasure and the
mutation probability for each cluster ismade proportional to the cluster’s rank. The probability values are then used to select
those clusters to be removed. In particular, the well-known roulette wheel selection strategy [39] (without replacement) is
adopted.
MO1’s steps are presented in Algorithm 3. Notice that any fuzzy clustering validity criterion that can be decomposed
to evaluate individual clusters in a relational domain are eligible candidates to be used as a quality measure in Step 4.
Examples are the Fuzzy Silhouette criterion [12] (Appendix), the Xie–Beni index [40] and the Fuzzy Hypervolume measure
[41]. The Xie–Beni index and the Fuzzy Hypervolume measure – as well as the simplified (prototype-based) version of the
Fuzzy Silhouette criterion (see Appendix A.1) – require the distances between objects and prototypes of the partition being
evaluated. Fortunately, since the clustering algorithmsdiscussed in this paper dealwith representative objects (i.e.,medoids)
as their prototypes, the distances between such prototypes and any object of the data set can be readily obtained from the
relational (distance) matrix D.
Algorithm 3Mutation Operator 1 (MO1).
1: Let g be a genotype to be mutated and k be the number of clusters encoded into g;
2: if k > 2 then
3: for i = 1, . . . , k do
4: Calculate the quality value, s˜i, associated with the ith cluster (e.g. using the Fuzzy Silhouette criterion for individual
clusters — Appendix);
5: end for
6: Apply rank-based linearization [30] to the quality values computed in Step 4 such that lower ranks are assigned to
better clusters;
7: Randomly draw a number h ∈ {1, 2, . . . , k− 2};
8: for i = 1, . . . , h do
9: Draw a cluster using the roulette wheel strategy (without replacement), with selection probabilities made
proportional to the ranks of the clusters computed in Step 6;
10: Update g by removing the medoid associated with the selected cluster;
11: end for
12: end if
The second mutation operator (MO2) is responsible for splitting a subset of clusters selected from a given individual
and, accordingly, increasing the number of clusters of the corresponding partition. MO2 acts by replacing the medoid of
each selected cluster with a pair of new ones. To that end, MO2 first generates k hard (non-fuzzy) clusters C1, C2, . . . , Ck by
means of the conventional k-Medoids assignment strategy, i.e. (ties are broken arbitrarily):
oj ∈ Ci iff d(oj, o˜i) = min
o∈O˜
{d(oj, o)} ∀j ∈ {1, . . . , n}, (5)
where O˜ = {o˜1, . . . , o˜k} is the set of medoids encoded into the individual to be mutated. Then, let Cs be a cluster selected
for splitting. The medoid of Cs is removed and two objects of Cs (say, o′s and o′′s ) are chosen. The first object, o′s, is randomly
chosen from Cs. The second object, o′′s , is the object of Cs farthest from o′s. Then o′s and o′′s are stored as a new pair of medoids,
in place of themedoid that has been removed. The selection of the clusters to be split follows precisely the same probabilistic
procedure used by the first mutation operator (MO1). MO2’s steps are presented in Algorithm 4.
3.5. Selection and guided application of the mutation operators
F-EARFC, like F-EARC, uses (by default) the traditional roulette wheel strategy and unitary elitism [39] as its selection
mechanisms, even though any other selection operator can be employed, if desired. By using unitary elitism, the fittest
individual of the current population (of size p) is preserved and directly conveyed to the next generation. The remaining
p − 1 individuals that will form the next generation are drawn from the current population by means of the roulette
wheel strategy, with replacement. After selection, the mutation operators MO1 andMO2 are applied to these p− 1 selected
individuals.
The application of the mutation operators follows an individual-oriented guidance policy: if the fitness of the ith
individual has increased from the last generation to the current one, then apply (once again) the same mutation operator
that was applied to that individual in the last generation. Contrarily, if the fitness of the ith individual has decreased, then
change themutation operator. Finally, if the ith individual has not undergonemutation in the last generation (for it has been
preserved by the elitist strategy or the current generation refers to the initial population), then randomly choose eitherMO1
or MO2 with equal probabilities. The rationale behind this approach is very simple and intuitive: keep applying operator
MOi as long as improvements are observed; otherwise, change themutation operator. This idea ismore easily justifiedwhen
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Algorithm 4Mutation Operator 2 (MO2).
1: Let g be a genotype to be mutated and k be the number of clusters encoded into g;
2: Generate k hard clusters by assigning objects to the nearest medoids (Rule (5));
3: Let Cˆ = {Cˆ1, . . . , Cˆkˆ} be the subset of hard clusters containing two or more objects;
4: Calculate the quality value, s˜i, associated with each cluster in Cˆ;
5: Apply rank-based linearization to the quality values s˜i such that lower ranks are assigned to better clusters;
6: Randomly draw a number h ∈ {1, . . . ,min{n− k, kˆ}};
7: for i = 1, . . . , h do
8: Draw a cluster Cˆs ∈ Cˆ through the roulette wheel strategy (without replacement), with selection probabilities made
proportional to the ranks of the clusters;
9: Randomly draw an object o′s ∈ Cˆs;
10: Select the farthest object, o′′s ∈ Cˆs, from o′s;
11: Update g by removing the medoid associated with cluster Cˆs;
12: Include objects o′s and o′′s into g as two new medoids;
13: end for
the search for themost natural number of clusters is considered. Let us suppose, for instance, that the ith individual encodes
a fuzzy partition with k clusters, where k is much higher than k∗ (the most natural number of clusters in the data). It is
reasonable to conjecture that the fitness of this individual tends to increase if the number of clusters it encodes, k, is reduced.
From this perspective, it is legitimate to keep trying the application of MO1 to that individual as long as improvements in
its fitness are observed. This is likely to happen until the number of clusters k becomes lower than k∗.
3.6. Asymptotic computational complexity analysis
Let n be the number of data objects, t be the maximum number of iterations in a single run of the local search procedure,
p be the population size to be evolved, and ng be the number of generations of the evolutionary search. In [24], it was shown
that F-EARC-BKM, the non-fuzzy counterpart of the F-EARFC algorithm proposed here, runs in O(n2 · t ·p ·ng) time.We show
below that both algorithms have the same asymptotic complexity.
F-EARC-BKM and F-EARFC diverge with respect to a few aspects only. First, while F-EARFC uses FCMdd [25] as a local
search procedure, F-EARC-BKM uses the k-Medoids algorithm [26,27]. Both FCMdd and k-Medoids have time complexity of
O(n2 · t). Second, F-EARC-BKM and F-EARFC deal with two distinct kinds of clustering solutions: hard and fuzzy partitions,
respectively. The computation of memberships of objects to clusters in hard partitions is clearly O(k · n), where k is the
number of clusters. It can be shown that the computation of fuzzy memberships in the FCM model can also be done with
the same asymptotic time complexity [42]. In the experiments reported in [24], the Silhouette index [4] was chosen as the
clustering validity criterion for F-EARC-BKM. In principle, this index has time complexity ofO(n2), though a prototype-based
version of it can be computed in O(k · n) [18]. The same holds with respect to the Fuzzy Silhouette criterion. Considering
the worst-case scenario, O(n2), and noticing that such a scenario refers to an upper bound that is hardly exceeded by other
clustering validity criteria, we assume that the complexity of the validity criterion is O(n2). Bearing these considerations in
mind, one can conclude that F-EARFC and F-EARC-BKM have the same computational complexity, i.e., O(n2 · t · p · ng).
4. Experiments
In this section, the computational performance of F-EARFC is experimentally assessed against pseudo-exhaustive
clustering approaches that are also able to automatically estimate the number of clusters in data. To that end, two commonly
used pseudo-exhaustivemethods are described in Section 4.1. In Section 4.2, comparison issues between F-EARFC and these
pseudo-exhaustive methods are discussed and a methodology to address those issues is presented. The data sets used in
the experiments are described in Section 4.2.1 and the experimental results are presented and discussed in Section 4.3.1.
Finally, some robustness aspects of F-EARFC, which were previously mentioned in Sections 3.2 and 3.3, are briefly evaluated
in Section 4.3.2.
4.1. Pseudo-exhaustive methods
A commonly used approach to find a data partition with the best number of clusters according to some relative criterion
for clustering validation [43] (e.g., the Fuzzy Silhouette index described in Appendix) is to run a prototype-based clustering
algorithm (e.g., FCMdd) multiple times, from different prototype initializations (in order to avoid undesired local minima)
and over an acceptable range for the number of clusters. For example, let us assume that the maximum number of clusters
imposed by the user is kmax = 20 and that he or she has chosen FCMdd and the Fuzzy Silhouette index as the algorithm and
relative validity criterion, respectively. Also, let us assume that the user has set the number of different initializations for
each candidate number of clusters to np = 10. Then, a pseudo-exhaustive method – referred to here as Ordered Multiple
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Runs (OMR) – applies FCMdd np times for each k ∈ {2, . . . , 20}, thus resulting in np× 19 = 190 fuzzy partitions that can be
evaluated using the Fuzzy Silhouette index. The best partition is then returned to the user as the solution to the clustering
problem. Formally, this method is described in Algorithm 5.
Algorithm 5 Ordered Multiple Runs (OMR).
Require: Fuzzy clustering algorithm X, relative criterion for fuzzy clustering validation Y, number of repetitions np, and
maximum number of clusters kmax;
for k = 2, . . . , kmax do
for i = 1, . . . , np do
Run X to obtain a fuzzy partition with k clusters;
Evaluate the obtained partition using criterion Y and store it;
end for
end for
Return the best evaluated partition;
There is an alternative approach, namedMultiple Runs (MR), which is very similar to OMR. However, unlike OMR, theMR
method randomly draws (with replacement) the number of clusters from the interval of candidate values. At each iteration,
MR draws a number k ∈ {2, . . . , kmax} and runs the clustering algorithm so as to produce a fuzzy partition with k clusters.
This partition is then assessed according to some relative criterion for fuzzy clustering validation and stored. These steps
are repeated until a given stopping criterion is attained. MR returns the best rated partition to the user as the solution to the
clustering problem. Formally, the MR method is described in Algorithm 6.
Algorithm 6Multiple Runs (MR).
Require: Fuzzy clustering algorithmX, relative criterion for fuzzy clustering validationY, stopping criterion, andmaximum
number of clusters kmax;
while the stopping criterion is not satisfied do
Randomly draw a value k ∈ {2, . . . , kmax};
Run X to obtain a data partition with k clusters;
Evaluate the obtained partition using criterion Y and store it;
end while
Return the best evaluated partition;
Notice thatMR should not prevent repeated values for k if the clustering algorithmmay get stuck at suboptimal solutions,
which is precisely the case of FCMdd. Preventing repeated values for k would cause the algorithm to be no longer able to
find an adequate solution after the best number of clusters had been drawn and the clustering algorithm had got stuck at a
coarse local solution, besides requiring additional processing time to check for values of k previously drawn.
4.2. Comparison methodology
Devising a sound methodology for comparing F-EARFC against OMR and MR in terms of computational efficiency is not
an easy task for twomain reasons, as discussed in the following. First of all, comparisons in terms of computational efficiency
must take into account efficacy aspects, i.e., the quality of the partitions found by the algorithms under investigation cannot
be neglected. Ideally, the algorithms should search for the same partition matrix or, equivalently, the same prototypes,
in a number of trials that are necessary for better confidence of the experimental evaluation. In practice, however, it is
unlikely that the same data partition can be achieved in all trials, except for rather simple problems. A reasonable way of
relaxing the above-mentioned condition involves assuming that fair comparisons can be achieved if the algorithms being
analyzed are capable of finding partitions of equivalent quality, which must be as high as possible. Indeed, it is of little
practical value to compare the efficiency of clustering algorithms in finding low quality partitions. In this context, measures
that appropriately capture the goodness of partitions, the so-called clustering validity indexes, are helpful [43]. The Fuzzy
Silhouette index (Appendix) adopted in this work is one of such validity indexes. However, even after choosing an index for
assessing the partition quality, we are still left with the difficult problem of setting an acceptable target value for it. To that
end, a reasonable approach consists of setting a value in such a way that: (i) the value is as high as possible; and (ii) all the
algorithms under investigation are capable of finding it. Doing so, the computational requirements of the algorithms to find
such a value (here called the reference value) can be compared.
A second aspect to be considered is that the performance of some algorithms strongly depends upon user-defined
parameters, whose values may significantly bias the analyses. For instance, the performance of OMR is influenced by the
number of different partitions (np) generated for each number of clusters. Clearly, this parameter may significantly impact
the comparative analysis with respect to the computational efficiency of the algorithms under evaluation. In general, there
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Fig. 1. Data set 9-Gauss (available at www.icmc.usp.br/∼campello/Sub_Pages/JH.htm).
is no practical guidance to help the user when choosing a suitable value for np. On the one hand, if the value of np is
underestimated, partitions of poor quality are likely to be found. On the other hand, overestimated values for np lead to
a waste of computational time.
In order to try to properly address the aforementioned aspects regarding comparisons of F-EARFC against OMR and MR,
we describe here a methodology that can be summarized in the following steps [19]:
• Run OMR nr times (for the sake of statistical confidence), varying the parameter np within a range of candidate values.
Store the validity index value S∗ of the best fuzzy partition found (considering all nr executions for each np value);• Run MR and F-EARFC nr times each, with their stopping criterion being the discovery of a partition whose validity index
value is at least as good as S∗.
Using the stopping criterion mentioned above, MR and F-EARFC are required to find fuzzy partitions that are, in practice,
qualitatively equivalent to each other, thus facilitating the comparison between these algorithms. The comparison between
OMR and F-EARFC demands some cautionwhen analyzing the experimental results, since the first turns out to be favored by
establishing the stopping criterion for the second. Moreover, as the S∗ value is established after evaluating all the partitions
generated by all nr executions of OMR for each np value, OMR finds partitions whose validity index value is worse than the
reference value S∗ inmost runs. Differently, F-EARFCmust always find a fuzzy partitionwhose value is equal to or better than
S∗. In spite of this, the computational performance of F-EARFC can still be competitive when compared to OMR depending
on the evaluation scenario in hand, as discussed in Section 4.3.
4.2.1. Data sets
The data sets were divided into two groups (Groups A and B) for didactic purposes. Group A is composed of six artificial
and two real data sets. Specifically, five artificial data sets, referred to as Bio1, Bio2, Bio3, Bio4, and Bio5 hereafter, consist
of synthetic gene-expression data with error distributions derived from real data [44]. These data sets are available in [45]
(those without repeated measurements and with low noise levels). They have 400 objects (genes) each, almost equally
distributed among six clusters, and are described by 20 attributes (measures). The sixth artificial data set of Group A is
9-Gauss (Fig. 1) [19]. 9-Gauss has nine overlapping clusters, each of which is formed by 100 objects generated from two-
dimensional Gaussian distributions with equal variances. One of the real data sets is the yeast galactose data (Yeast for
short) [46,44]. As in [44], we use a subset of 205 objects (genes) whose expression patterns reflect four functional categories
(clusters). Finally, the second real data set of Group A is the Original Breast Cancer Wisconsin data (BCancer for short) [47].
Group B is constituted by 12 data sets generated by the data set generator described in [48,49], which follows the general
lines of the generator described in the classic studies by Milligan and Cooper [50,51]. These data sets consist of n = 500
objects each, na = 1, 10, 100 attributes, and k∗ = 2, 5, 10, 15 clusters that may overlap in all dimensions except the first
one. This way, the data sets with na = 1 dimension do not have overlapping clusters at all. The reason behind the use of
these one-dimensional data sets is to evaluate the computational performance of the (pseudo-exhaustive and evolutionary)
algorithms when applied to very simple problems. In contrast, the data sets with several attributes and clusters represent
more complex scenarios in which one expects that F-EARFC will overcome the pseudo-exhaustive methods in terms of
computational performance and/or quality of solutions.
Except for BCancer, the Euclidean distance was used to compute a relational data matrix D for every data set, which is
the only information about the data provided to the clustering algorithms. For BCancer, which has 16 objects with missing
attribute values, the normalized Euclidean distance was used to compute the relational matrix. The normalization of the
Euclidean distance takes place with respect to the number of non-missing attribute values. That is, let xjs be the value of the
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Table 1
Average running times (s).
Algorithm Data sets (Group A)
Bio1 Bio2 Bio3 Bio4 Bio5 Yeast 9-Gauss BCancer
OMR (np = 5) 8.2 8.2 8.3 8.5 8.3 2.0 78.2 27.0
OMR (np = 10) 16.5 16.6 16.8 16.9 16.6 4.1 156.3 54.0
OMR (np = 15) 24.7 24.9 25.2 25.4 25.0 6.1 234.7 80.9
OMR (np = 20) 33.0 33.1 33.6 33.9 33.2 8.2 312.7 108.2
MR 522.5+ 515.9+ 24.4 479.5+ 378.8+ 87.5+ 5508.1+ 1889.0+
F-EARFC 296.1+ 575.8+ 4.3 251.7+ 137.8+ 28.8+ 168.8 1234.5+
Table 2
Average running times (s).
Algorithm Data sets (Group B)
1-2 1-5 1-10 1-15 10-2 10-5 10-10 10-15 100-2 100-5 100-10 100-15
OMR (np = 5) 24.9 25.4 26.2 25.1 12.8 13.0 13.2 13.3 12.8 12.7 12.9 12.8
OMR (np = 10) 51.8 50.5 50.7 50.8 25.6 25.8 26.7 26.4 25.4 25.3 25.5 25.7
OMR (np = 15) 75.6 75.6 76.2 76.4 38.5 38.8 39.6 39.5 38.4 38.2 38.4 38.4
OMR (np = 20) 100.0 100.9 101.8 102.4 51.5 51.9 53.0 52.9 51.1 50.9 51.0 51.2
MR 4.0 178.6 1503.0+ 1823.1+ 1.3 719.8+ 743.0+ 876.8+ 1.2 13.4 942.5+ 790.1+
F-EARFC 3.8 14.9 36.1 507.1+ 1.9 366.2 42.7 52.6 1.8 4.0 54.7 44.6
sth attribute of feature vector xj (feature vector of the jth object, oj) and ejs be a binary variable that indicates whether this
value is missing (ejs = 0) or not (ejs = 1). Then, the normalized Euclidean distance between objects oj1 and oj2 is given by:∑
s ej1s · ej2s · (xj1s − xj2s)2∑
s ej1s · ej2s
. (6)
4.3. Results
4.3.1. F-EARFC versus pseudo-exhaustive approaches
The methodology described in Section 4.2 was adopted to compare the performances of OMR, MR, and F-EARFC.
As previously mentioned in Sections 4.1 and 3.2, the pseudo-exhaustive approaches seek solutions within the range
{2, . . . , kmax} for the number of clusters, while F-EARFC initializes the first population of candidate solutions within the
same range. However, unlike the OMR and MR methods, which will inevitably be unable to find a fuzzy partition with the
right number of clusters k∗ in a given data set if the user sets kmax < k∗, F-EARFC is free to search for a partition outside this
range. For the experiments in this section, the population size for F-EARFC was set to p = 10 (as justified in Section 3.2).
All the experiments were performed in theMatlab R2009a environment running on a computer with an Intel Core 2 3.00
GHz and 4 GB RAM. We adopted a maximum number of iterations t = 5 for the FCMdd algorithm both as the local search
procedure for F-EARFC (as justified in Section 3.3) and as the basis algorithm embedded into OMR and MR as well.
For each data set, OMR was run nr = 30 times with kmax = √n (see Section 3.2 for a justification for this value of kmax)
and np = 5, 10, 15, 20. The best Fuzzy Silhouette value S∗ attained from all these 30 × 4 = 120 runs was taken as the
reference value to be reached by MR and F-EARFC, as explained in Section 4.2. To be more precise, both MR and F-EARFC
were run nr = 30 times in the aim at partitions with a Fuzzy Silhouette value equal to or greater than S∗.
The obtained results are summarized in Tables 1 and 2. The data sets from Group B (Table 2) were named na-k∗, in which
na represents the number of attributes and k∗ represents the number of clusters of the corresponding data set. Symbol ‘‘+’’
indicates that at least one run of MR or F-EARFC exceeded 30 times the average running time of OMR for the respective data
set. In these cases, we decided to halt the corresponding run, save the attained results, and proceed with the next run, for
the conclusions had already become evident. As an example, the experiment with MR for the Bio1 data set took 522.5 s on
average to finish, but would take longer without the above-mentioned running time limit.
It can be seen from Table 1 that F-EARFC outperformed the computing times of MR in seven out of eight experiments
of Group A. For instance, F-EARFC was more than 30 times faster than MR for the 9-Gauss data set. F-EARFC also showed
a remarkable performance against MR for the Bio3, Bio5, and Yeast data sets. To give a better view, Figs. 2–5 illustrate the
average values of the Fuzzy Silhouette index throughout the initial stages of MR and F-EARFC runs for the Bio1, Yeast, 9-
Gauss, and BCancer data sets. Clearly, F-EARFC exhibited a faster solution improvement rate, especially at the beginning of
the search process. Curiously, both MR and F-EARFC exhibited a slow convergence to the reference value for the Yeast data
set (Fig. 3). By examining the results, we observed that the reference value for the Yeast data set, namely, the best one found
among all nr = 30 runs of OMR with np = 5, 10, 15, 20, was exceptionally high. As a matter of fact, this reference value
was found in only one out of 1500 runs of OMR’s basis algorithm (FCMdd) with the correct number of clusters (k∗).
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Fig. 2. Performance of MR and F-EARFC for the Bio1 data set.
Fig. 3. Performance of MR and F-EARFC for the Yeast data set.
Fig. 4. Performance of MR and F-EARFC for the 9-Gauss data set.
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Fig. 5. Performance of MR and F-EARFC for the BCancer data set.
Fig. 6. Performance of MR and F-EARFC for the Bio2 data set.
Similarly to the results obtained from the Yeast data set, most of F-EARFC’s computing time for the Bio2 data set was
spent to provide a slight improvement to a solution obtained at an early stage of the evolutionary search (please refer to
Fig. 6). In fact, if one had arbitrarily set S∗ = 0.735 (instead of the actual reference value S∗ = 0.739 found by OMR), for
instance, the average running times of F-EARFC and MR for that data set would be about 30 and 50 s, respectively.
F-EARFC also performed better than MR for the data sets from Group B. In 10 out of 12 experiments, the computing
times for MR were higher than those for F-EARFC. More specifically, it can be seen from Table 2 that the greater the
number of clusters the greater the differences in computing times betweenMR and F-EARFC. This behavior suggests that the
computational performance of F-EARFC tends to overcome that of MR, especially in experiments involving more complex
data sets. In fact, the only two MR wins occurred when processing the 10-2 and 100-2 data sets. Together with 1-2, these
data sets seem to represent the easiest scenarios from the clustering perspective, since the corresponding experiments took
the lowest running times for both the MR and F-EARFC algorithms (please refer to Tables 1 and 2).
Table 1 shows that F-EARFC was outperformed (in terms of running time) by OMR in most of the experiments, Bio3
being the only exception. This result deserves some caution, since only in a few runs OMR was really able to find a partition
whose Fuzzy Silhouette value was as good as the reference value S∗, which is a lower bound for F-EARFC. As a consequence,
the average quality of the solutions found by OMR was lower than that provided by F-EARFC, as shown in Table 3 (ties are
due to truncation of decimal digits). To compare the performances of these algorithms in a fairer setting, we ran additional
experiments to better assess OMR and F-EARFC’s computing times for Group A’s data sets. This time, the reference value
was set as the average Fuzzy Silhouette values computed over all OMR executions (np = 5, 10, 15, 20). As a result, F-
EARFC performed better than OMR in terms of average Fuzzy Silhouette values in all experiments (Table 4) and, for most
experiments, in terms of average running times (Table 5) as well.
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Table 3
Average Fuzzy Silhouettes.
Algorithm Data sets (Group A)
Bio1 Bio2 Bio3 Bio4 Bio5 Yeast 9-Gauss BCancer
OMR (np = 5) 0.67 0.72 0.73 0.72 0.71 0.65 0.52 0.71
OMR (np = 10) 0.67 0.73 0.74 0.73 0.72 0.66 0.53 0.72
OMR (np = 15) 0.68 0.73 0.74 0.74 0.72 0.67 0.54 0.73
OMR (np = 20) 0.68 0.73 0.74 0.74 0.72 0.67 0.54 0.73
MR 0.68 0.74 0.74 0.75 0.74 0.68 0.57 0.75
F-EARFC 0.68 0.74 0.74 0.76 0.74 0.68 0.58 0.75
Table 4
Average Fuzzy Silhouettes — modified (average) reference value.
Algorithm Data sets (Group A)
Bio1 Bio2 Bio3 Bio4 Bio5 Yeast 9-Gauss BCancer
OMR (np = 5) 0.67 0.71 0.73 0.72 0.71 0.65 0.53 0.72
OMR (np = 10) 0.67 0.72 0.74 0.73 0.72 0.66 0.53 0.72
OMR (np = 15) 0.68 0.73 0.74 0.73 0.72 0.66 0.54 0.73
OMR (np = 20) 0.68 0.73 0.74 0.74 0.73 0.67 0.54 0.73
F-EARFC 0.68 0.73 0.74 0.74 0.73 0.67 0.55 0.74
Table 5
Average running times (s) — modified (average) reference value.
Algorithm Data sets (Group A)
Bio1 Bio2 Bio3 Bio4 Bio5 Yeast 9-Gauss BCancer
OMR (np = 5) 8.1 8.0 8.2 8.2 8.1 2.0 78.0 26.9
OMR (np = 10) 16.2 16.1 16.3 16.5 16.2 4.1 156.4 54.0
OMR (np = 15) 24.4 24.1 24.5 24.6 24.3 6.1 235.1 80.8
OMR (np = 20) 32.6 32.3 32.7 33.0 32.3 8.2 313.2 108.0
F-EARFC 3.8 16.5 2.3 15.8 6.2 1.0 19.0 14.3
Table 6
Average Fuzzy Silhouettes.
Algorithm Data sets (Group B)
1-2 1-5 1-10 1-15 10-2 10-5 10-10 10-15 100-2 100-5 100-10 100-15
OMR (np = 5) 0.86 0.80 0.76 0.73 0.58 0.77 0.82 0.82 0.43 0.84 0.85 0.85
OMR (np = 10) 0.86 0.82 0.77 0.74 0.58 0.78 0.84 0.84 0.43 0.84 0.86 0.87
OMR (np = 15) 0.86 0.82 0.78 0.74 0.58 0.77 0.85 0.83 0.43 0.84 0.86 0.88
OMR (np = 20) 0.86 0.83 0.78 0.75 0.58 0.78 0.85 0.84 0.43 0.84 0.86 0.88
MR 0.86 0.84 0.82 0.78 0.58 0.78 0.88 0.88 0.43 0.84 0.89 0.91
F-EARFC 0.86 0.84 0.83 0.79 0.58 0.78 0.89 0.91 0.43 0.84 0.90 0.93
Table 2 reveals that F-EARFC performed better than OMR for the 1-2, 1-5, 1-10, 10-2, 100-2, and 100-5 data sets from
Group B. These results become evenmore expressive when one recalls that: (i) the reference value S∗ as a stopping criterion
for F-EARFC was taken as the highest one attained by OMR among all its runs; and (ii) not all runs of OMR achieved a
partition with such a quality. Table 6 displays the mean values of the Fuzzy Silhouette index. Once again, since the highest
Fuzzy Silhouette value obtained by OMR is a lower bound for F-EARFC, it is clear that F-EARFC found solutions of quality
equal to or better than those found by OMR in all completed runs. This is also observed in most columns of Table 7, which
shows the mean values of the Fuzzy Transfer Distance index [52]. The Fuzzy Transfer Distance is an external validity index
capable of measuring the compatibility between the resulting fuzzy partitions and a reference one (a golden truth).6 Since
we have the centers of the true Gaussian distributions for the data sets fromGroup B and for 9-Gauss as well, it is reasonable
to derive the fuzzy partitions from these centers using the FCM membership model in (4) and take them as the reference
fuzzy partitions.
For better confidence of the results and conclusions, we applied the two-sided Wilcoxon rank-sum statistical test
(α = 5%) [53] to evaluate the differences observedwith respect to the average running times. Tables 8 and 9 show the results
of individual tests between F-EARFC and the pseudo-exhaustive algorithms. The symbol△means that the null hypothesis is
6 The Fuzzy Transfer Distance between two fuzzy partitions P1 and P2 is defined as the minimum amount of membership degrees that must be given
to and/or removed from the objects of P1 (P2) to make this fuzzy partition equivalent to P2 (P1). Consequently, smaller values indicate more similar fuzzy
partitions.
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Table 7
Average Fuzzy Transfer Distance values (the smaller the better).
Algorithm Data sets (Group B plus 9-Gauss)
9-Gauss 1-2 1-5 1-10 1-15 10-2 10-5 10-10 10-15 100-2 100-5 100-10 100-15
OMR (np = 5) 432.9 1.3 168.7 284.8 632.8 19.1 110.2 210.9 245.0 47.8 135.4 282.7 285.5
OMR (np = 10) 381.7 1.6 106.1 202.4 577.9 18.4 75.5 210.0 226.0 47.8 87.7 287.4 271.1
OMR (np = 15) 368.1 1.9 109.5 200.6 502.3 19.8 94.1 205.1 229.8 47.8 86.1 292.0 252.6
OMR (np = 20) 373.6 1.2 87.4 191.2 395.3 19.0 56.3 220.5 236.9 47.8 63.4 253.2 252.2
MR 217.0 2.6 49.7 89.0 214.3 17.7 90.7 117.2 172.4 48.0 53.7 175.2 233.7
F-EARFC 131.4 2.1 46.5 75.1 327.4 17.7 144.3 38.2 109.5 47.9 54.4 68.8 131.4
Table 8
Wilcoxon rank-sum test.
Algorithm Data sets (Group A)
Bio1 Bio2 Bio3 Bio4 Bio5 Yeast 9-Gauss BCancer
OMR (np = 5) ▽ ▽ △ ▽ ▽ ▽ ◦ ▽
OMR (np = 10) ▽ ▽ △ ▽ ▽ ▽ △ ▽
OMR (np = 15) ▽ ▽ △ ▽ ▽ ▽ △ ▽
OMR (np = 20) ▽ ▽ △ ▽ ▽ ▽ △ ▽
MR △ ◦ △ △ △ △ △ △
Table 9
Wilcoxon rank-sum test.
Algorithm Data sets (Group B)
1-2 1-5 1-10 1-15 10-2 10-5 10-10 10-15 100-2 100-5 100-10 100-15
OMR (np = 5) △ △ ◦ ▽ △ ▽ ▽ ▽ △ △ ▽ ▽
OMR (np = 10) △ △ △ ◦ △ ▽ ◦ ▽ △ △ ◦ ▽
OMR (np = 15) △ △ △ ◦ △ ▽ ◦ ◦ △ △ ◦ ◦
OMR (np = 20) △ △ △ ◦ △ ▽ △ ◦ △ △ ◦ △
MR ◦ △ △ △ ▽ △ △ △ ▽ △ △ △
rejected and F-EARFC has a lower ranking sum (F-EARFC is faster). The symbol▽means that the null hypothesis is rejected
and the corresponding pseudo-exhaustive algorithm has a lower ranking sum (F-EARFC is slower). The symbol ◦means that
there is no statistical evidence to reject the null hypothesis.
In regard to the data sets from Group A, it is important to notice that F-EARFC has only been considered slower (with
statistical significance) when compared to OMR. As previously discussed, the good running time performance of OMR was
detrimental to the quality – in terms of the Fuzzy Silhouette index – of the solutions. For example, the OMR method with
np = 20 was able to achieve the reference value S∗ for the Bio1 data set in only two out of 30 runs. In what concerns the
performance of F-EARFC against MR, the former was faster (with statistical significance) in seven out of eight data sets and
exhibited no statistically significant differences for the Bio2 data set only.
Let us now consider the data sets from Group B, whose results are shown in Table 9. F-EARFCwas statistically better than
MR in nine out of 12 experiments. MR performed better than F-EARFC with statistical significance in only two data sets,
namely, 10-2 and 100-2. Together with 1-2, these data sets pose the easiest clustering problems from Group B. As a matter
of fact, the corresponding results represent little to no distinction from the user’s point of view, since 0.6 s was the largest
difference between F-EARFC and MR’s average running times observed for those data sets. In regard to the OMR method,
F-EARFC performed worse (with statistical significance) than OMR in 11 out of 48 experiments. However, this result alone
is misleading, because, as discussed above, OMR does not always find partitions whose validity values are as good as S∗.
F-EARFC performed statistically better than OMR in 25 experiments. No statistically significant differences were observed
in the remaining (12) experiments.
4.3.2. Robustness issues
In Section 3.2 we argued that well-designed evolutionary algorithms tend to be robust to the choice of the population
size, p. In particular, we conjectured that this parameter is not critical to the effectiveness of EAC-like algorithms, which
includes F-EARFC. In addition, in Section 3.3 we said that parameter t , the maximum number of iterations for the local
search procedure, is not critical either. Moreover, one may wonder if F-EARFC would also be effective using other strategies
to initialize the first population, other than that described in Section 3.2. To get an insight into these issues, we performed
an additional collection of experiments, setting p = 2, 10 and t = 1, 5. Furthermore, besides the initialization strategy
described in Section 3.2, referred to here as smart, we also employed two alternative strategies. The first one, named rand,
randomly draws the number of clusters k ∈ {2, 3, . . . ,√n} and, then, randomly assigns the objects to the clusters. This
procedure produces a binary fuzzy partitionmatrix U. After that, kmedoids minimizing Function (3) are found and stored in
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(a) Bio1 data set. (b) 9-Gauss data set.
(c) 1-10 data set. (d) 10-15 data set.
Fig. 7.MR and F-EARFC simulations from different initialization strategies and parameter configurations.
the respective genotype. Obviously, the corresponding partition is very likely to be bad, as it comes from randomly labeled
objects. The second alternative strategy is called fixed rand. It is very similar to the previous one. The only difference is that
fixed rand produces only one solution, which is replicated to produce the whole population. In this case, the first population
of F-EARFC has p identical individuals, which is clearly a very unfavorable (and naive) scenario for an evolutionary algorithm.
All experiments were repeated 30 times for the sake of statistical confidence. Fig. 7 shows the results for four data sets.
As can be seen from Fig. 7, F-EARFC showed similar results over different settings. Even starting from the worst initial-
ization strategy (fixed rand) and using the smallest population size (p = 2), F-EARFC could outperform the MR algorithm
with the smarter initialization strategy. These empirical results corroborate with the discussions in Section 3.2 about the
robustness of well-designed evolutionary algorithms to the configuration of their parameters. They also suggest that F-
EARFC inherits such a robustness property, just like the other algorithms of the EAC family [22].
5. Conclusions
We have addressed the use of evolutionary algorithms for fuzzy clustering of relational data sets when the number of
clusters is unknown. In particular, we have proposed a fuzzy extension of an evolutionary algorithm for relational clustering
that is endowed with evolutionary operators capable of dealing with fuzzy partitions and relational data. The proposed
evolutionary algorithm for relational fuzzy clustering (F-EARFC) has been statistically assessed over 20 data sets against
two traditional pseudo-exhaustive approaches (namely, Multiple Runs and Ordered Multiple Runs) that can also be used
to automatically estimate the number of clusters in relational data. F-EARFC outperformed the Multiple Runs method in
terms of accuracy and processing time. In what concerns the Ordered Multiple Runs (OMR) method, F-EARFC performed
better in terms of accuracy – evaluated through the Fuzzy Silhouette index – and exhibited competing running times for
some data sets, showing to be a robust choice (with no critical parameters) even in a comparison setting that clearly favored
OMR. When compared in a fairer setting, F-EARFC significantly outperformed the OMR method both in terms of accuracy
and computing times as well, for most evaluation scenarios. For these reasons, we believe that the proposed algorithm is a
promising tool to tackle relational fuzzy clustering problems when the number of clusters is not known in advance.
As a perspective for future work, an extension of F-EARFC for parallel computing environments with shared memory
might be designed to improve the scalability of the algorithm. The local search, fitness evaluation, andmutation procedures
5868 D. Horta et al. / Theoretical Computer Science 412 (2011) 5854–5870
are independent among the individuals of the population, so they can be distributed across multiple processors. By doing
this, most of the computational burden of the algorithm could be easily made in parallel if the relational data matrix could
be shared across the multiple processors.
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Appendix. Fuzzy Silhouette index
The Fuzzy Silhouette index [12] is an extension of the well-known Silhouette index [4], designed to take into account the
membership degrees of fuzzy partitions. To compute the original Silhouette index of a fuzzy partition U, it is necessary to
first ‘‘defuzzify’’ such a partition as follows (ties are broken arbitrarily):
U˜ij =

1 iff Uij = max{U1j,U2j, . . . ,Ukj}
0 otherwise
∀i ∈ {1, . . . , k} and ∀j ∈ {1, . . . , n} (A.1)
thus giving rise to U˜ = [U˜ij] ∈ {0, 1}k×n. The corresponding hard partition C = {C1, . . . , Ck} is then generated by assigning
each object oj to the cluster Ci for which U˜ij = 1, for all j. Let the average distance of object oj to all other objects belonging
to its cluster Ci be denoted by aij. Similarly, let the average distance of this object to all objects belonging to another cluster
Cq, Cq ≠ Ci, be dqj. Finally, let bij be the minimum dqj computed over q = 1, . . . , k, q ≠ i, which represents the dissimilarity
of object oj to its closest neighboring cluster. Then, the original (non-fuzzy) Silhouette of an individual object oj is defined
as:
sj = bij − aijmax{aij, bij} , (A.2)
where the denominator is simply a normalization term, so that sj lies in the interval [−1, 1]. Clearly, the larger sj, the better
the assignment of object oj to cluster Ci. In case Ci is a singleton, i.e., if it is constituted uniquely by object oj, then the
Silhouette of this object is defined as sj = 0 [4]. This prevents the Silhouette index, defined as the average of s1, . . . , sn,
i.e.,
Silhouette index = 1
n
n−
j=1
sj, (A.3)
from taking its maximum value (unit) when assessing the trivial solution in which each object of the data set forms a cluster
on its own (k = n).
The original Silhouette index, discussed above, does not make explicit use of the fuzzy partition matrix in their
calculations. In those cases, the fuzzy partition matrix U = [Uij] is used only to impose to the data set a hard partition
U˜ = [U˜ij] to which the Silhouette index can be applied, according to Rule (A.1). Consequently, the Silhouette index may
not be able to discriminate between overlapped data clusters – even if these clusters have each their own (distinct) regions
with higher data densities – since it neglects information contained in the fuzzy partition matrix U on degrees to which
clusters overlap one another. This information can be used to reveal those regions with high data densities by stressing the
importance of data objects concentrated in the vicinity of the cluster prototypes while reducing the importance of objects
lying in overlapping areas. To do so, a generalized Silhouette index, named Fuzzy Silhouette [12], was defined as follows:
Fuzzy Silhouette index =
n−
j=1
(Up(j),j − Uq(j),j)αsj
n−
j=1
(Up(j),j − Uq(j),j)α
, (A.4)
where sj is the Silhouette of object oj according to Eq. (A.2), Up(j),j and Uq(j),j are the first and second largest elements of the
jth column of the fuzzy partition matrix, respectively, and α ≥ 0 is a weighting coefficient. By default, this coefficient is set
to α = 1. This configuration was adopted in the experiments reported in the present work.
An important property of the Silhouette index – aswell as of its fuzzy variant – is its ability to evaluate individual clusters
of a given partition. This can be accomplished simply by taking the average of the individual silhouettes in (A.2) over the
objects of the cluster under evaluation only (instead of all the objects of the data set). The F-EARFC algorithm proposed in
this paper takes advantage of this feature to support its mutation operators (please refer to Section 3.4).
The next section explains a simplified (prototype-based) version of the Fuzzy Silhouette index which is faster to
compute.
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A.1. Simplified Fuzzy Silhouette index
The original Silhouette, proposed in [54], makes use of every single distance between the objects of a given data set in
order to calculate distance averages. Such a computational burden can be lightened by the use of distances between objects
and prototypes instead of distance averages. In this case, aij in Eq. (A.2) is redefined as the dissimilarity of object oj to its
cluster (Ci) prototype. Similarly, dqj is computed as the dissimilarity of object oj to the prototype of cluster Cq, Cq ≠ Ci, and
bij becomes the dissimilarity of object oj to the prototype of its closest neighboring cluster. Using these new definitions of aij
and bij, it is possible to obtain the simplified silhouette of object oj by Eq. (A.2). Once these variables have been calculated,
the Simplified Silhouette index and its fuzzy extension can easily be computed by Eqs. (A.3) and (A.4), respectively. These
simplified variants of the Silhouette index can also evaluate clusters individually.
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