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2変数代数方程式の実特異零点を含む区間の決定
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1。はじめに
　2変数代数方程式の実孤立零点の位置を代数的に求め、陰関数描画に適用する問題を考え
る。1変数の場合は、零点の位置をStrumの方法を用いて代数的に求め、かつ描画アルゴリ
ズムとする方法はすでに［3，4】などで示されているが、2変数の場合は同様の手法はいまだ
知られていない。もちろん、代数方程式の解を数値計算によって求め、関数描画をしょうと
いう方法は一般的であるが、2変数の場合は安定に数値解を得る方法はあるとはいえない。
多くの数値的方法はNewtOR法を基礎としているが、特異点計算のような場合は悪条件にな
り、計算速度、解の精度の両面で問題がある。
　これに対して代数的解法は、’計算速度の面では数値的方法に劣るものの、結果の信頼性に
おいては優れており、本論で取り扱うような問題に対してはむしろ推奨されるべきものであ
ると思われる。代数的解法という言葉から連想されるように、ここで与えられた2変数代数
方程式に対して、
1．Gr6bRer基底計算によって最小多項式を求める
2。最小多項式より、Sturm列を計算し、解が含まれる領域を決定する
3．この領域内には解はただ一つ含まれるものとする
というものである。Stuτm列の計算によって、解の存在する区間を判定する試みは［1，2］等
においても取り扱われている。
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　さらに本論では、目的の実孤立零点を直接求めるのではなく、代数方程式の実特異零点を
代数的に求やる・与えられた方程式をf（x，y）一〇とすると、この問題は、次のような代数
方程式系
　　　　　　　　　　　　　　　　　　f（x，y）　＝＝　O
　　　　　　　　　　　　　　　　　　　璽諏0
　　　　　　　　　　　　　　　　　　　0x
　　　　　　　　　　　　　　　　　　　ef　＝，
　　　　　　　　　　　　　　　　　　　ay
の解を求めることになる。
2．目的と記号の準備
　上で述べたように、実特異零点を求める問題は、2変数代数方程式の実特異零点が与えら
れた矩形領域の内部に存在するか否かの判定をすることと同値なので、本論の目的は、以下
の2つの条件を満足する代数的アルゴリズムを構築することにある。
1，解の分離　与えられた領域Dの中に個々の特異点に対して
　　　　　　　　　　　　C＝：｛（x，y）1　aSx〈一　b，　cSySd｝
　　　　　　　　　　　　ノ（C）は0内に解を持つ
　　　　　　　　　　　　璽はC内に解を持つ
　　　　　　　　　　　　Ox
　　　　　　　　　　　　efは0内に解を持つ
　　　　　　　　　　　　Oy
　となる領域0のα，b，c，dを決定する。
2、完全性　f＝0が定義域において特異点を持てば必ずその特異点をただし1個含む領
　域を決定する。
　なお、本論で取り扱う代数方程式は有理係数とする。これは、本来問題が誤差の概念とは
相容れない特異点を対象としている以上必然的であり、このために代数的解法を構築したと
もいえる。同様の議論は有理数体の有限次拡大体腔においても成り立つことを付け加えてお
く。また、方程式は無平方であると仮定する。これは、無平方でない方程式は容易に無平方
化することができるし、両者は同一実特異点を有するからである。
　本論で使用する記号として、与えられた方程式をf　・一　Oとしその変数をx，yとあらわす。
f＝0の実特異零点をP1，1：（＄1，t1））・　一・，P，，r＝（ε。，t，）とあらわす。与えられた方程式から
生成されるイデアル〈！，器霧〉をZとする。
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3。アルゴリズム
3．i。基本方針
　解を含む領域を決定する方法は1．でも述べたように、与えられた方程式系（イデアル）の
Gr6bRer基底を全次数逆辞書式順序で求める。この基底を利用してxに関する最小多項式を
基底変換により求める。ここで三次元のGr6bner基底の最小多項式とは、新たに変数とそ
れを表す多項式t・f（x，y）を追加した方程式系における新たな変数の最小次数の底である。
　まず始めにt　・xとおいたtの最小多項式にたいしてSturm列を利用し、解区間求める、
この区間はxに対する解区間である。ついでyに関しても同様に最小多項式よりSturm列
からyの解区間を求める。この区間により決定された矩形領域が解を含む目的の領域の候補
である。最後に得られた個々の矩形領域が解を含むか否かの判定を行う。この判定の方法と
して、一般の位置にある直線を求め、再びSturm列を用いる。なお、一般の位置にある直線
とは、その直線に対し方程式系の解の重複度が1である直線である。
3．2。領域の候補の決定
　イデアルZのxに関する最小多項式軽の実数解の集合｛sl，…，垢｝は、最小多項式の
定義より、もとの方程式系の実特異点のω座標からなる集合｛Sl，…，s。｝と一致する。よっ
てφ、cに対しSturmの定理を適用すれば、各々の31に対し81を1つだけ含むxの区間
Ji＝瞬，酬を得ることができる。
　同様にして変tw　yに対する最小多項式から解を含む区間み　＝［c1，d1】，…，　Jv＝［cv，砺｝を
求める。
　これにより実特異点を含む可能性がある領域Dl，m　・ll×」：m（9　・・　1，…，u　m＝1，…，v）
が全て求まったことになる。
3．2．1．一般の位置にある直線の決定
　一般の位置にある直線の決定方式としては、次の2つの方式がある。
1．分割方式　領域Dl，mごとに適切な直線を決定する。この方式は直線を決定する条件が
　少ないためアルゴリズム的には軽便であるが各々の領域に対して毎回strum列を求める
　必要がある。
2．一括方式　全ての解に対して1本の直線を決定する。この方式は、直線の決定は困難が
　伴うが後の判定に利用する最小多項式を一度求めればよい。しかし、ほとんど全ての直
　線が一般の位置にあることを利用すれば、まつ任意の直線に対し解の判定を行いう。ま
　く行かない場合直線を取りなおす手法がより現実的である。この場合一般の位置にある
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直線を発見するまで試行する必要がある。この試行は解の個数が有限個であることより
必ず有陳回で終了する。
どの方式も必要に応じてxyの区間を縮小する。
3．2．2．個々の候補ごとに決定する場合
　判定をおこなう領域をDz，mとする・このとき領域の端点は（al，Cm），（bs，Cm），（α1，dm），
（bl，dm）である。このとき次の直線を考える。
　　　　　　　　　　　　　1　　　　　　　　　　　　　　　｛（dm－i　一　cm）x　＋　aicm　一　bi　dm－i｝　　　　　　　　　　y　＝：　　　　　　　　　　　　ai　一　bt
この直線は、（bt，Cm）と（al，dm＿1）を結ぶ直線である。このときxにaε＋1を代入した値が
砺よりも小さい場合区問を縮小し値が砺よりも大きくなるようにする。
　また、
　　　　　　　　　　　　　1　　　　　　　　　　　　　　　｛（dm　一　cm＋i）x　＋　ai　cm＋i　一　bgdm｝　　　　　　　　　　雪＝　　　　　　　　　　　　ag　一　bi
に関してもxにbl＿1を代入した値がc1が大きければ区間を縮小し値がc1よりも小さくな
るようにする。
　以上の処理により
　　　　　　　　　｛；：烹｝1な∵灘瓢望1繍
で定められた領域はDl，m以外のD乞，ゴと共通部分は存在しない。よって、この領域に対する
一般の位置になる直線は
　　　　　　　　　　　　　　　　　　　　　1
　　　　　　　　　　　　　　　　　y＝　　　　　　　　　　　　　　　　　　　ai　一　bi
となる。
　イデアル：τのz＝（αt　一　bi）y　一　cに関する最小多項式φ（z）を求める。得られた最小多項
式φ（z）に対しSturm列を求め（al－bl）dm　一　atと（α仁δのCm一δεの値を代入し差が0で
なければDs，mは実特異点を含む。
3．2．3。全ての候補に対する直線の決定
　まず原点を通る直線z　・＝．y一．axに対し最小多項式を求める。この多項式が一般の位置に
あれば以下のようにする。
　Dl，mの隅4点（al，Cm），（bi，Cm），（α1，dm），（bl，d．）をz＝〃一αωに代入し最大値をUl，m
最小値をLl，mとする・このとき全ての区間［Ul，m，Ll，m］が共通部分を持たなければこの直
線を一般の位置の直線として使う。もし共通部分が存在すればxとyの区間の幅を短くし
て繰り返す。このことにより直線上にuv個の共通部分を持たない区間が決定される。
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この直線に関する最小多項式よりSturm列を求め決定した区間に対し解が含むか含まな
いかによって1）1，mが実特異点を含むか否かが判定出来る。
4．Risa／Asirプログラム
　上で述べたアルゴリズムを実際にRisa／Asirにインプリメントする。ここでは、解の存在
の判定と存在する場合の領域を求めるために、関数icheckを以下のように作成した。
def　icheck（F，　1R，　Ga，　Di）　｛
／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
?????F：　テストする多項式
王n：調べる領域の大きさリスト［［xの領域］，［yの領域］］
Ga：判定を停止する分割の大きさの最小値
Di：判定をおこなう直線の方程式の傾きy・・Di　xに対して判定する
戻り値は実特異点を含む領域を表すx，yの数値のリスト
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
V　nt　vars（F）　＄
Fx　＝　diff（F，
Fy漏　d瓦ff（F，
GB　＝：　hgr（［F，
P　＝　ptozp（V［1］
Ul鶴UC（）　＄
v［o］）　＄
v［o）　＄
　Fx，　Fy］S　V，　O）　＄
　　　一　Di　＊　V［O］）　＄
　　　U2　譜　uc（）　＄　U3　漏　uc（）
　　　　　　　O，　V［O］，　Ul）　＄
　　　　　　　O，　V［1］，　U2）　＄
工n，Ga）＄
　　　＄
　　　Ga）　＄
?
X　x　minipoly（GB，　V，
Y　＝　minipoly（GB ，
Xx　一一　chk（X，
Lx濡1磯gth（エX）
1y　＝　chk（Y， ln，
乙y漏　＝Length（ly）　＄
Rc　xx　interchk（Xx，　ly，　Lx，　Ly，　P，　V）　＄
whUe　（Rc　＝＝　一1）　｛
　　　Ga＝　Ga　／　2　＄
　　　工x　謹　chk（X，　In，　Ga）　＄
　　　Lx　ac　length（Ix）　＄
　　　Iy　罵　chk（Y，　工n，　Ga）　＄
　　　Ly　a　leRgth（Iy）　＄
　　　Rc　xx　interchk（：x，　ly，　Lx，　Ly，　P，　V）　＄　｝
Z　ut　minipoly（GB，　V，　O，　P，　U3）　＄
Stur】阻謹　sturm（Z）　＄
Size　：　size（Sturm）　＄
Solv　＝［］　＄
four　（1　ma　o；　r　〈　Lx；　1÷＋）　｛
　　　Wx＝［エx口［OL　Xx田［1］］＄
　　　for　（」　＝　O；　J　〈　Ly；　」＋÷）　｛
　　　　　Wy　＝　［ly［J］　［O］，　ly［」］　［1］］　＄
　　　　　N　一一　nchk（Sturm，　Size，　U3，　Wx，　Wy，　P，　V）　＄
　　　　　　if　（N　1　w　O）　Solv　＝　appexxd（Solv，［［Wx，　Wy］］）
return　Solv＄　｝
＄｝｝
def　interchk（1x，　ly，　Lx，　Ly，　P，　V）　｛
／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
＊　Ix：x軸に対しSturmにより解が分離された領域のリスト
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???????エy：y軸に対しSVurmにより解が分離された領域のリスト
Lx：Ixのリストの長さ
Ly：工yのリストの長さ
P　：与えられた多項式
V　：直線の方程式
与えれた領域はエx［i］xIy［」］となるこの時のVに対する像が重複
しているかどうかの判定を行う関数。重複していれば戻り値は磯
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
　　　1豆t識［］＄
　　　f◎r（1＃0；エ〈乙x；エ÷＋）｛
　　　　　for　（」　露　◎；　J　〈　Ly；　J←÷）　｛
　　　　　　　　1w篇　ichk（［lx　［i］［0］，　Ix［1］［1］コ，［工y［J］［O］，　Xy　［J］［1］］，P，　V）　＄
　　　　　　　　1Rt　騙　append（1：nt，［［1：w［0］，　］：w［3］コ］）　＄　｝　｝
　　　L　＝：　Lx　＊　Ly　＄
　　　for（王me◎；　工くし；　1÷や）｛
　　　　　D工　＝　Int［1］［0コ　＄
　　　　　Du　x　IRt［X］［1］　＄
　　　　　if　（Dl　〉　Du）　｛
　　　　　　　　Tm竃Du＄
　　　　　　　　D疑塞Dl＄
　　　　　　　　Dl・・丁搬＄｝
　　　　　f◎r　（J＝X＋　1；　J〈　L；　j＋“）　｛
　　　　　　　　W　篇［D：L，　Du，　工nt［J］［O］，　王nt［J］［1］］　＄
　　　　　　　　S　x　qsort（W）　＄
　　　　　　　　if　（（S［O］　xz　Dl）　＆＆　（S［1］　！＝　Du））　eretuxn　一i　＄
　　　　　　　　if　（（S［2］　＝m　M）　＆＆　（S［3］　！＝　Du））　return　一1　＄　｝　｝　｝
def　llchk（Sturm，　S±ze，　Var，　X，　Y，　P，　V）　｛
／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
＊　与えられたSturm列のリストより区間の中にある解の個数を計算する
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
　　　S＝　ichk（X，　Y，　P，　V）　＄
　　　El　＝　evsturm（Sturm，　Size，　S［O］，　Vasc）　＄
　　　E2　：　evsturm（Sturm，　Size，　S［3］，　Vax）　＄
　　　return　abs（趾一E2）＄｝、
def　chk（F，　ln，　Ga）　｛
／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
＊　再帰的に解を含む区間を求めるための始めの関数
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
　　　Vax　＝　var（F）　＄
　　　Stuym　＝　sturm（F）　＄
　　　Size　z　size（Sturm）　＄
　　　EO　ct　ev＄turm（Stuxm，　Size，　in［O］，　Vaac）　＄
　　　El　“一　evsturm（Sturm，　Size，　in［1］，　Var）　＄
　　　E　：［EO，　El］　＄
　　　Soi　＝　rchk（Sturm，　Size，　Var，　Xn，　Ga，　E）　＄
　　　retura　Sol＄　｝
de±　rchk（Sturm，　Size，　V，　in，　Ga，　ED　｛
／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
＊　区間を分割して解を分離する関数の実体
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
　　　Oat蹴［］＄
　　　Mp　：　（IA［Ol　＋　ln［1］）　／　2　＄
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Mv　rm　ev＄turm（Sturm，　Size，　Mp，　V）　＄
if　（Mp　一　in［O］　〈＝　Ga）　｛
　　　if　（Ei［O］　！m　Mv）　Ollt　mu　append（Out，［［Ik［O］，　Mp］］）　＄
　　　if　（Mv　！ur　Ei［2］）　Out　罵　append（Out，［［蟹p，　工R［i］］］）　＄
｝　else　｛
　　　if　（Ei［O］　！＝　Mv）　｛
　　　　　　O　＝　rchk（Stuacm，　Size，　V，［In［O］，　Mp］，　Ga，［Ei［O］，　Mv］）　＄
　　　　　　if　（O　！＝［］）　Out　＝　append（Ottt，　O）　＄
　　　｝
　¶　：しま　（Mv　響漏　Ei［1コ）　｛
　　　　　　O　＝　rchk（Sturm，　Size，　V，［Mp，　1n［1］］，　Ga，［Mv，　Ei［1］］）　＄
　　　　　　if　（O　！＝［］）　Out　＝　appe“d（Out，　O）　＄　｝　｝
re加m　Out＄｝
def　ev＄turm（Sturm，　Stze，　Val，　Var）　｛
／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
＊　与えられたSturm列のValにおける値を求める
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
　　　scount　mo　O　＄
　　　if　（subst（Sturm［O］，　Var，　Val）　〉　O）　Cs　m　1　＄　else　Cs　＝　一1　＄
　　　for　（X　x　1；　1　〈　Size［O］；　r÷＋）　｛
　　　　　　if　（subst（Sturm［X］，　Var，　Val）　〉　O）　｛
　　　　　　　　if　（C＄　＝＝　一1）　｛
　　　　　　　　　　　SCOunt－F＋　＄
　　　　　　　　　　　Cs　＝1＄｝
　　　　　　｝　else　｛
　　　　　　　　if　（Cs　＝＝　1）　｛
　　　　　　　　　　　Scount＋＋　＄
　　　　　　　　　　　Cs　＝一1　＄　｝｝｝
　　　return　Scount＄　｝
dei　ichk（X，　Y，　P，　V）　｛
／＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊
＊　与えれた領域の角の点をVに射影した像の位置をソートしたリスト
＊　として返す
＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊＊／
　　　Al　＝　subst（1），　V［O］，　X［O］，　V［1］，　Y［O］）＄
　　　A2　：　＄ubst（P，　V［O］，　X［O］，　V［1］，　Y［1］）＄
　　　A3　as　subst（P，　V［O］，　X［1］，　V［1］，　Y［O］）＄
　　　A4　rc　subst（P，　V［O］，　X［1］，　V［1］，　Y［1］）＄
　　　S　m　qsort（［Al，　A2，　A3，　A4］）＄
　　　return　S＄　｝
4。1。実行例
このアルゴリズムの実行例を示す。対象とする関数は
H　t圃一9T6ω6＋（94響2雪2＋91響24〃2響8）x4
　　　　　　　　　　　＋　（！9t｛lll｝gl132192y4　一　36s64y3　一　Ztillill12f132224y2　一　207360y　＋　ZtZggfl｛｝0048）．2
　　　　　　　　　　　十65536y6十49152雪5－1351682／4－72704y3
十　101376y2　十　27648y　一　27648
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を考える。
［100］　load（”gr”）＄
［101］　llt＝＝［一201／100，203／101］＄
［102］　Ga＝1／107＄
［103］　Di＝1／2＄
［iO4］　ickeck（Heart，In，Ga，Di）；
［［［一2233119／1292800，一355675／206848］，［一i12069／206848，一690281／1292800］］，
［［一121819／323200，一1908503／5171200コ，［一5724997／517i200，一1421099／1292800］］，
［［一1／20200，8069／1034240］，［一40603／4e400，一5156583／5171200］］，
［［一1／20200，8069／1034240］，［3856839／517120e，24359／32320］］，
［［18891／51200，122787／323200］，［一5724997／5171200，一1421099／1292800］］，
［［8891363／517i200，2232991／2292800］，［一112069／206848，一690281／1292800］］］
O．4767sec　＋　gc　：　O．1958sec
となりHeart（x，　y）＝＝　eの実特異点を求めることができる。このとき使用した計算機はPentum
Pro　200Mhzである。
5．むすび
　多変数代数方程式の特異点は、数学的にその方程式の性質を知るために必要なものであ
る。また、特異点を正確に求めることは、応用数学の多年の夢であり現在まで満足いく解法
はなかったといえる。特異点近傍からの数値計算：に頼る程度であったが、この様な逆に問題
は数値計算技法が最も苦手とするものでもある。しかし、本論で述べた代数的アルゴリズム
を用いることによって、特異点の個数と特異点を含む領域を必要な精度で求めることが可能
になった。
　もちろん、このアルゴリズムは万能ではない。数値計算と比較にならないほど、計算速度
は遅く、記憶容量を消費する。また、当然ではあるが、代数方程式の次数が高くなる場合や
係数が非常に長桁になる場合には、現在のままでは目的を達することが出来ない場合が多く
なるであろう。特に、大規模な方程式を扱う場合に、Gr6b簸er基底を求める計算による制約
が大きいことである。今後早急に検討すべき課題は、本論で導入した一般の位置にある直線
の決定するアルゴリズムの効率化と、上で述べたG沁bner基底の計算法の改良である。
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