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V pricˇujocˇem zakljucˇnem delu so uporabljene naslednje velicˇine in simboli:
Velicˇina / oznaka Enota
Ime Simbol Ime Simbol
cˇas t sekunda s
slikovni element P - -
slika I - -
moment m - -
Tabela 1: Velicˇine in simboli
Pri cˇemer so vektorji in matrike napisani s poudarjeno pisavo. Natancˇnejsˇi pomen
simbolov in njihovih indeksov je pojasnjen v spremljajocˇem besedilu, kjer je simbol
uporabljen.
xiii
xiv Seznam uporabljenih simbolov
Povzetek
Graficˇni uporabnisˇki vmesniki so zelo pomemben del naprav z zaslonom. Testira-
nje vmesnikov je v okviru razvoja programske opreme nepogresˇljivo, kar pa predsta-
vlja velik cˇasovni in financˇni vlozˇek. Iz teh razlogov je smiselno kar se le da velik del
testiranja avtomatizirati.
Delo opisuje preverjanje pravilnosti prikaza receptov in njim pripadajocˇih nastavi-
tev, ki so del uporabnisˇkega vmesnika pecˇice z LCD zaslonom, obcˇutljivim na dotik.
Za preverjanje izpisanega besedila je uporabljen odprtokodni opticˇni razpoznavalnik
besedila Tesseract OCR, za preverjanje izrisanih slik pa primerjava HOG deskriptor-
jev. Za uspesˇno preverjanje posameznih segmentov je potrebna kvalitetna segmenta-
cija slike, ki je izvedena s pomocˇjo detekcije robov, morfolosˇkih operacij in odkrivanja
povezanih komponent.
Kljucˇne besede: preverjanje uporabnisˇkega vmesnika, Tesseract OCR, HOG deskrip-




Graphical user interface (GUI) is a principal part of any device with screen. GUI
testing is an essential element within a software developing process, representing mas-
sive time and financial input. Considering those reasons it seems rational to automate
as large part of testing as possible.
This work describes a GUI testing tool for recipes and related settings. They are a
part of user interface of an oven with LCD touch-screen. For checking correctness of
printed text, an open-source optical character recognition tool Tesseract OCR is used,
while image checking is based on comparison of HOG descriptors. In order to achieve
a good checking of individual segments, a quality segmentation of image is needed. It
is carried out with a help of edge detection, morphological operations and connected
components labeling.






Graficˇni uporabnisˇki vmesniki imajo v danasˇnjem cˇasu izredno velik pomen [1].
Prakticˇno si je zˇivljenje brez njih tezˇko predstavljati, saj si zˇelimo modernega in bar-
vitega nacˇina interakcije z elektronskimi napravami, ki jih vsakodnevno uporabljamo.
Tako v danasˇnjem cˇasu podjetja na cˇedalje vecˇ elektronskih naprav, ki jih izdelujejo,
umesˇcˇajo digitalne prikazovalnike. V ta namen so lahko uporabljeni poceni ter eno-
stavni segmentni LED prikazovalniki. Na njih lahko prikazujemo le ozˇji nabor znakov,
odvisno od tega, koliko segmentni prikazovalnik izberemo. Za zahtevnejsˇe vmesnike
so v glavnem uporabljeni LCD, LED in AMOLED zasloni, ki omogocˇajo prikaz tako
kompleksnejsˇih znakov kot tudi poljubnih grafik.
Da naprava zˇe na trgovinskih policah ali v letaku prepricˇa kupca, je potrebno
nacˇrtovati poleg stilske oblike tudi kupcu privlacˇen uporabnisˇki vmesnik [2], ki pa
je lahko v vecˇjem sˇtevilu naprav zaradi funkcionalnosti naprave same zelo obsˇiren. V
vmesniku se lahko pojavijo kompleksnejsˇa in daljsˇa besedila, slike, ikone ter ozadja
prelivajocˇih se barv.
Vsaka dodatna funkcija naprave lahko pri implementaciji privede do nepravilnega
delovanja programske opreme ali graficˇnega vmesnika. Zato je potrebno pri vsaki
novi izdaji programske opreme preveriti, ali na novo implementirana funkcionalnost
deluje pravilno in cˇe le-ta ne vpliva na delovanje kaksˇne druge in s tem na pravilnost
delovanja.
Podjetja, ki izdelujejo programsko opremo, dozˇivljajo s strani narocˇnika konstan-
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tne pritiske glede kvalitete dela in hitrosti izdelave narocˇila. Pri tem pa si zˇelijo tudi
minimizirati strosˇke, saj testiranje samo pogosto predstavlja 50 − 60% celotne cene
razvoja programske opreme [3]. Iz teh razlogov je smiselno, da se postopek testiranja
programske opreme - do kar se le da velike mere - avtomatizira.
V podjetju Gorenje d. d. izdelujejo pecˇice visokega cenovnega razreda, ki za
prikaz uporabljajo 4.3” LCD TFT prikazovalnik z resolucijo 480 × 272 in zaslonom,
obcˇutljivim na dotik. Velika prednost pecˇice s taksˇnim zaslonom je, da omogocˇa pri-
kaz daljsˇih besedil in vecˇjih ikon ali slik. Postopek preverjanja prikaza je zaradi vecˇjih
kolicˇin besedil, slik in ikon bolj zamuden in ga je iz tega stalisˇcˇa smotrno avtomatizi-
rati.
Cilj naloge je torej bil detekcija napak na prikazovalniku, ki bi lahko bile posledica
napak v programerjevi kodi.
Zacˇetna ideja je bila, da se celotno drevesno strukturo in razporeditev elementov na
zaslonu uporabnisˇkega vmesnika opisˇe s pomocˇjo .xml datotek in se tako izvaja analiza
v zˇe poznanih podrocˇjih slike.
Ker je dokumentacija uporabnisˇkega vmesnika neprimerna za avtomatsko izpeljavo
parametrov in formiranje takih datotek, ob tem pa so bile zˇelje podjetja drugacˇne,
takega nacˇina preverjanja nismo implementirali. Namesto tega se je k stvari pristopilo
tako, da se je izdelal detektor zanimivih podrocˇij, ki na podlagi detekcije robov na sliki,
iz teh generira podrocˇja, ki so glede na nastavljen parameter dovolj blizu. Detektirana
podrocˇja nekaj zajetih zaslonov se nato shranijo in uporabijo za ucˇenje klasifikatorja,
ki naj bi nadalje sam klasificiral podrocˇja glede na njihovo vsebino.
Pricˇujocˇe delo se nanasˇa na preverjanje pravilnosti prikaza prednastavljenih pro-
gramov z recepti na pecˇici, ki omogocˇajo uporabniku prijazno pripravljanje pestrega
nabora jedi, pri cˇemer lahko uporabnik izbira med zapecˇenostjo jedi in kolicˇino vsta-
vljenih sestavin.
Problem je torej razdeljen na dva dela. V prvem se preverja pravilnost prikaza
nastavitev in predvidenega cˇasa pecˇenja jedi, v drugem pa recepta, v katerem so za
posamezne jedi navedeni uporabljen pekacˇ, polica v pecˇici, na katero postavimo pekacˇ
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(a) Recept (b) Nastavitve
Slika 1.1: Prikaz uporabnisˇkega vmesnika na zaslonu pecˇice
z jedjo, sestavine in postopek priprave jedi. Primer recepta je viden na sliki 1.1a,
zaslona z nastavitvami pa na sliki 1.1b.
Na sliki 1.1b je vidna postavitev posameznih segmentov, ki jih je treba preverjati.
1.2 Sorodna dela
V zvezi s testiranjem graficˇnih vmesnikov je bilo opravljenih zˇe kar nekaj sˇtudij. Od
njih se vecˇina navezuje na testiranje aplikacij, ki tecˇejo znotraj operacijskega sis-
tema [4], nekaj pa jih opisuje preverjanje vmesnikov spletnih aplikacij [5].
Delo [6] patentira pristop preverjanja pravilnosti prikaza uporabnisˇkega vmesnika
na razlicˇnih platformah, pri cˇemer se primerja izvorno - pravilno - sliko vmesnika s
sliko vmesnika na trenutno testirani platformi. Na tak nacˇin ni potrebe po prirejanju
testov posameznim platformam. Tako hitro in enostavno povecˇamo uporabnost zˇe
obstojecˇih testnih algoritmov.
Veliko avtorjev v svojih delih omenja metodo posnami-ponovi (ang. record-
playback), pri cˇemer mora oseba, ki napravo/aplikacijo testira, enkrat opraviti vse
zˇelene teste, ki jih testni program v ozadju snema in celotno testno sejo zapisˇe v skrip-
tno datoteko, s pomocˇjo katere se lahko test avtomatsko ponovi [3].
Glavnina del pokriva podrocˇje testiranja uporabnisˇkih vmesnikov, kjer se le-ti te-
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stirajo z uporabo vmesnikov za namensko testiranje uporabnisˇkega vmesnika, kar po-
meni, da mora platforma, na kateri aplikacija tecˇe, to omogocˇati [7]. Problem takega
- invazivnega - pristopa je tudi to, da zaradi spreminjanja izvorne kode lahko vcˇasih
vpliva na izvajanje programa, zna pa se zgoditi, da zaradi tega kaksˇne napake tudi ne
odkrije. Omogocˇajo pa, v primerjavi z neinvazivnimi pristopi, invazivni lazˇjo imple-
mentacijo in hitrejsˇi razvoj.
Program, ki se izvaja na pecˇici, seveda ne tecˇe znotraj kakrsˇnekoli platforme, zato
je treba izvesti neinvazivno testiranje uporabnisˇkega vmesnika. Avtorji cˇlanka [7] pre-
dlagajo neinvaziven pristop, ki v polnosti temelji na razpoznavanju slik. V svojem
delu predstavijo testno shemo, pri cˇemer testni program tecˇe na posebni testni napravi
in preko PCI-ja s pomocˇjo FPGA vmesnika, ki je prikljucˇen na USB vrata testirane
naprave, simulira klike in premike misˇke ter tipkanje po tipkovnici. Testna naprava
zajema sliko okna testirane aplikacije in jo analizira v skladu s testnimi skriptami, ki
jih sestavi strokovnjak, zadolzˇen za testiranje. Njihovo orodje za delovanje potrebuje
urejeno bazo vseh uporabljenih grafik ter posneta vsa stanja uporabnisˇkega vmesnika
in mozˇne prehode med njimi. Na podlagi zajetega izrezka zaslona preveri, cˇe so vse
grafike na pravih mestih in odzivi na pritiske pravilni.
Avtorji orodja Sikuli Test [8] so na podoben nacˇin razvili multiplatformno orodje
za testiranje uporabnisˇkih vmesnikov. Orodje na podlagi pripravljenih testnih skript
in vseh vsebovanih grafik in besedil izvaja testiranje lokalno na racˇunalniku, kjer tecˇe
tudi testirana aplikacija. Orodje Sikuli podobno, kot prej opisan pristop, zajema sliko
okna testirane aplikacije in programsko upravlja z misˇko in tipkovnico. Pravilnost
grafik preverja s pomocˇjo racˇunanja korelacije, besedila pa s pomocˇjo opticˇnega raz-
poznavanja znakov [9] (ang. Optical Character Recognition - OCR [10]). Orodje
omogocˇa hitro in enostavno razvijanje testnih algoritmov s pomocˇjo skript, poleg tega
pa omogocˇa tudi posnami-ponovi metodo. Avtorji trdijo, da je orodje primerno za te-
stiranje tako aplikacij na operacijskih Windows in Mac OS X kot tudi spletnih aplikacij
znotraj brskalnika in celo mobilnih aplikacij v Android emulatorju.
2 Zajem in predobdelava slike
2.1 Zajem slike
Pecˇica ima za namene testiranja implementiran terminalni komunikacijski vmesnik.
Komunikacija poteka preko protokola RS 232 s hitrostjo BR = 2Mb/s. Z ukazom za
zajem slike sprozˇimo zahtevo po prejetju slike z zaslona.
Slika se posˇlje kot niz vrednosti pikslov, zapisan v formatu RGB565. Iz tega po-
datka in iz zgoraj omenjene resolucije izracˇunamo sˇtevilo bajtov, ki jih pricˇakujemo v
odgovor na podano zahtevo 2.1.
S im = Him ·Wim · bppim/8, (2.1)
pri cˇemer sta Him visˇina in Wim sˇirina slike glede na sˇtevilo slikovnih elementov, bppim
pa predstavlja sˇtevilo bitov na slikovni element - globina slike. Sˇtevilo bppim dolocˇimo
na podlagi formata zapisa slike. V danem primeru (format slike RGB565) je globina
slike 16 bitov - 5 za rdecˇo in modro ter 6 za zeleno barvo.
Za sliko velikosti 272×480, ki je zapisana v formatu RGB565, tako dobimo 261120
bajtov, ki jih moramo prejeti. Cˇas prenosa pri tem znasˇa tt = S im · S f · /BR = 1.3056s,
pri cˇemer je S f velikost posameznega paketa, ki je v nasˇem primeru - skupaj z osmimi
podatkovnimi, start in stop bitom - 10 bitov.
Po prejemu niza bajtov iz pecˇice je treba sliko pretvoriti v RGBA format, ki
omogocˇa lazˇjo obdelavo slike od formata RGB565. To storimo tako, da skozi celo-
tno sliko pretvorimo slikovni element Pi, pridobljen iz pecˇice, v slikovni element Po
9
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(Pi & 0x001F)/31 · 255
((Pi & 0x07E0) >> 5)/63 · 255




Sliko iz pecˇice dobimo v vrstnem redu od spodnjega desnega elementa levo nav-
zgor, zato je treba prejeti vrstni red pikslov obrniti, preden jih zlozˇimo v matriko oblike
Him ×Wim.
2.1.1 Zajemanje slik za namen ucˇenja
V postopku pridobivanja slikovnih regij za ucˇenje klasifikatorja je najprej treba prido-
biti izrezke zaslonov, za kar je uporabljen v zgornjem poglavju opisan modul. Upo-
rabljen je v sklopu terminalske aplikacije, ki uporabniku/operaterju prikazˇe obvestilo,
da je slika zajeta in mu ponudi mozˇnost, da jo shrani, zavrzˇe ali pa zakljucˇi izvajanje
aplikacije. Zajete slike se shranjujejo v mapo images/learn/ na trdem disku pod ko-
renskim imenom menu. Indeks slik se povecˇuje avtomatsko glede na zaznan trenutni
najvisˇji indeks.
Tako zajete in shranjene slike so kasneje uporabljene za segmentacijo - avtomatsko
iskanje zanimivih podrocˇij.
2.2 Segmentacija slike
Segmentacija slik za namen pridobivanja ucˇnega materiala poteka po algoritmu, opi-
sanem v naslednjih nekaj poglavjih.
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2.2.1 Konverzija slike iz barvne v sivinsko
Za namen obdelave slike in detekcije podrocˇij na podlagi zaznavanja robov moramo
sliko pretvoriti iz vecˇkanalne v enokanalno (iz barvne v sivinsko).
Konverzija barvne slike v sivinsko se vrsˇi s pomocˇjo funkcije cvtColor, ki je del




0.299 0 0 0
0 0.587 0 0










Ker zˇelimo pridobiti regije na zaslonu, s katerimi bomo ucˇili nasˇ razpoznavalnik, mo-
ramo najprej poiskati podrocˇja, ki na sliki odstopajo od ozadja. Ker ozadje v nekaterih
primerih ni homogeno, pa tudi kadar je, nima nujno vedno enakega odtenka, je treba
na sliki najprej dolocˇiti robove, tj. tocˇke na sliki, ki imajo dovolj velik gradient glede
na okolico.
Izveden je bil poskus z detekcijo robov ob uporabi Canny-jevega detektorja [12],
Sobel-ovega operatorja [13] ter Laplace-ovega filtra [14].
Od preizkusˇenih je bil uporabljen detektor z uporabo Laplace-ovega filtra, ker pri
njem ne prihaja do zamikov slikovnih elementov na rob, kot pri Sobel-u in Canny-ju.
Robovi sivinske slike se izracˇunajo po enacˇbah 2.4 in 2.5:








1 Il(x, y) > th
0 Il(x, y) ≤ th
, (2.5)
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pri cˇemer je th s poskusˇanjem nastavljen na 40.
Na sliki 2.1a je prikazana slika, filtrirana z Laplaceovim filtrome slike, na 2.1b pa
sˇe upragovljena slika, filtrirana z Laplaceovim filtrom.
(a) Slika, filtrirana z Laplaceovim filtrom (b) Upragovljena slika, filtrirana z Laplaceovim
filtrom
Slika 2.1: Prikaz iskanja robov na primeru izrezka zaslona. Na sliki (a) je prikazana
sivinska slika, filtrirana z Laplaceovim filtrom, na (b) pa upragovljena slika iz slike (a)
2.2.3 Oznacˇevanje povezanih komponent
Cˇe zˇelimo izvesti segmentacijo, moramo najprej na bitni sliki robov poiskati in
osˇtevilcˇiti povezana podrocˇja slikovnih elementov, ki imajo vrednost 1. Tak posto-
pek se v slikovnih tehnologijah uporablja zelo pogosto in nosi ime “Oznacˇevanje po-
vezanih komponent” (ang. Connected Components Labeling - CCL). CCL je pogost
problem na podrocˇju strojnega vida, zato je bila razvita zˇe vrsta razlicˇnih algoritmov
zanj.
Aplikacija uporablja implementacijo orodja OpenCV za oznacˇevanje povezanih po-
drocˇij. Omogocˇa izbiro med “4-povezljivimi” in “8-povezljivimi” podrocˇji. Za na-
men nasˇe aplikacije izberemo 8-povezljivi nacˇin, ki uporablja v [15] opisan nacˇin
oznacˇevanja podrocˇij s pomocˇjo odlocˇitvenih dreves.
Algoritem se sprehaja skozi sliko od leve proti desni in od zgoraj navzdol in za
oznacˇevanje uporablja masko, prikazano na sliki 2.2. Maska je zapisana v obliki
2.2 Segmentacija slike 13
j
a b c d e f
g h i k l
m n o p





Slika 2.2: Maska za 2 × 2 blocˇno oznacˇevanje. Na sliki (a) so prikazane identitete
posameznih slikovnih elementov, na (b) pa identitete blokov
(a) (b)
Slika 2.3: Prikaz rezultata oznacˇevanja povezanih komponent. Na sliki (a) je prikazan
izrezek iz slike robov, medtem ko je na sliki (b) slika oznacˇenih povezanih komponent
odlocˇitvenega drevesa, kar omogocˇa hitrejsˇe zdruzˇevanje podrocˇij. Uporabljeni pri-
stop omogocˇa oznacˇevanje sˇtirih pikslov (o, p, s, t) na enkrat.
Rezultat oznacˇevanja s pomocˇjo funkcije connectedComponents, orodja OpenCV
je viden na sliki 2.3.
2.2.4 Odstranjevanje majhnih podrocˇij
Kot je vidno na sliki 2.1b, je zaradi nehomogenega in rahlo posˇumljenega ozadja nasˇ
detektor robov kot take zaznal tudi nekaj slikovnih tocˇk. Te so posledica sˇuma in zanje
ne zˇelimo, da nam kvarijo postopek segmentacije, zato jih poskusˇamo odstraniti.
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V ta namen sta implementirana dva algoritma za zavrnitev premajhnih podrocˇij:
• odstranjevanje na podlagi minimalne povrsˇine regije,
• odstranjevanje na podlagi minimalne sˇirine in visˇine regije.
(a) (b)
Slika 2.4: Slika prikazuje sliko robov pred (a) in po odstranjevanju (pre)majhnih po-
drocˇij
Oba nacˇina na vhodu zahtevata sliko z oznacˇenimi povezanimi podrocˇji. V pr-
vem nacˇinu se ustreznost podrocˇja preveri tako, da se enostavno sesˇteje vse slikovne
elemente, ki pripadajo podrocˇju in se ga na podlagi dolocˇene minimalne povrsˇine po-
drocˇja zavrzˇe ali ohrani. V drugem nacˇinu pa se ustreznost preveri tako, da se izmeri
visˇina in sˇirina podrocˇja in se na podlagi minimalnih zahtev podrocˇje zopet zavrzˇe ali
pa ohrani.
Rezultat obdelave slike s takim algoritmom je viden na sliki 2.4, kjer na 2.4b ocˇitno
manjkajo podrocˇja, ki so manjsˇa od nastavljenega praga.
2.2.5 Zdruzˇevanje podrocˇij
Ko se na sliki znebimo obarvanih tocˇk, ki predstavljajo robove zaradi sˇuma v ozadju,
nam ostanejo samo podrocˇja, ki so za razpoznavanje koristna. V splosˇnem - kar se ticˇe
cˇrk - trenutno vsaka cˇrka predstavlja svojo regijo (slika 2.3b). Izjema so cˇrke, ki jih
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(a) (b) (c) (d)
Slika 2.5: Prikaz ikon, razdeljenih na vecˇ podrocˇij
(a) (b)
Slika 2.6: Prikaz slik, razdeljenih na vecˇ podrocˇij
predstavlja vecˇ podrocˇij, kot so: i, j, ?, !, :, ;, sˇumniki ter naglasna znamenja. Prav
tako temu ni tako pri ikonah in slikah, kar je vidno na slikah 2.5 in 2.6.
Problem je torej sledecˇ: v smiselno celoto je treba povezati podrocˇja, ki pripadajo




1 Ii(x, y) > 0
0 Ii(x, y) = 0
, (2.6)
za tem pa na Io zaporedno izvedemo operacije dilacije, uokvirjanja in erozije, pri cˇemer
za erozijo in dilacijo uporabimo pravokotno jedro, katerega velikost dolocˇimo s po-
skusˇanjem. Pri dolocˇanju velikosti jedra je treba uposˇtevati to, da je regija res sesta-
vljena iz objektov, ki pripadajo posameznemu razredu.
Ker zˇelimo regije s tekstom zdruzˇevati smo po posameznih vrsticah, ne pa tudi
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vrstic skupaj, mora biti zaradi tega pogoja visˇina jedra omejena z 2. Ker se pri sodih
velikostih jedra zgodi, da zamaknejo podrocˇje, je izbrana velikost jedra 1.
Izkazˇe se, da je pred postopkom zdruzˇevanja treba izvesti sˇe uokvirjanje posame-
znih regij. Sicer pride do situacije, kjer sta v isti vrstici bolj oddaljeni dve regiji, ki
pripadata istemu objektu, kot pa tisti dve, ki ne. Postopek je izveden tako, da se s
pomocˇjo funkcije findNonZero sˇe na sliki z oznacˇenimi regijami poisˇcˇe indekse re-
giji pripadajocˇih tocˇk, ki se posredujejo funkciji boundingRect. Ta poisˇcˇe najmanjsˇi
horizontalno obrnjen pravokotnik, ki zaobjema vse tocˇke regije. Za tem regijo na-
domestimo z dobljenim pravokotnikom in sˇele nato izvedemo postopek zdruzˇevanja
podrocˇij. Za tem obmocˇja sˇe enkrat uokvirimo za namen lepsˇega prikaza.
(a) (b) (c) (d)
Slika 2.7: Prikaz ikon, razdeljenih na vecˇ podrocˇij
(a) (b)
Slika 2.8: Prikaz slik, razdeljenih na vecˇ podrocˇij
Sliki 2.7 in 2.8 prikazujeta uokvirjene regije za ikone in slike na slikah 2.5 in 2.6, na
sliki 2.9 pa je prikazan postopek segmentacije slike na podrocˇja, ki jih bomo uporabili
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za ucˇenje klasifikatorja.
(a) (b)
Slika 2.9: Prikaz postopka segmentacije slike na podrocˇja
2.2.6 Temnejsˇa podrocˇja
Kot je vidno na sliki 2.9a, tak nacˇin segmentacije sˇe ne zazna vseh, za preverjanje
pravilnosti prikaza potrebnih podrocˇij. Opaziti je namrecˇ mogocˇe, da je na sliki z re-
ceptom v spodnjem delu delilnik podrocˇij temnejsˇi od “ozadja”. Zato smo pri uprago-
vljanju Laplace-a slike glede le-tega naredili napako. Trenutno imamo zaznan zgornji
in spodnji rob razmejevalnika kot posamezni regiji.
18 Zajem in predobdelava slike
Slika 2.10: Razlika med sliko robov s pozitivnim in negativnim gradientom
Resˇitve se lotimo tako, da poleg slike robov, ki so posledica vecˇjih vrednosti od
nastavljenega praga na Laplace-u sivinske slike, uporabimo sˇe sliko robov, ki so manjsˇi
od nasprotne vrednosti nastavljenega praga. Tako nam na tej sliki ostanejo podrocˇja z
robom, ki ima negativni gradient. To sliko nato sˇe obdelamo na enak nacˇin kot sliko
s pozitivnim gradientom robov. Cˇe tako obdelani in urejeni sliki med seboj odsˇtejemo
(sliko s pozitivnimi robovi od slike z negativnimi), kot rezultat dobimo sliko, prikazano
na sliki 2.10, kjer so z zeleno barvo prikazana podrocˇja slike z negativnim pragom, z
modro pa podrocˇja slike s pozitivnim pragom. Z rdecˇo so oznacˇeni predeli, kjer se
zaznana podrocˇja na obeh slikah prekrivata. Iz slike je razvidno, da je edino podrocˇje,
ki se ne prekriva, tisto, kjer lezˇi delilnik. Trditev drzˇi samo v primeru, da je visˇina
delilnika enaka en piksel, zato bi bilo bolj splosˇno pravilo za zaznavanje podrocˇij,
temnejsˇih od ozadja tako, da se podrocˇje uposˇteva kot zaznano, cˇe ga objema podrocˇje
na sliki z nasprotnim pragom.
Ko opravimo sˇe zgoraj opisano filtracijo, dobimo kot rezultat vsa podrocˇja, po-
trebna za nadaljnjo pripravo slike (slika 2.11).
2.3 Ekstrakcija slicˇic segmentov
Slicˇice zaznanih podrocˇij izlusˇcˇimo iz slik, ki smo jih pridobili neposredno iz naprave
tako, da iteriramo skozi vsa podrocˇja, vidna na sliki 2.11 in iz originalne RGBA slike
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Slika 2.11: Segmentirana in filtrirana slika podrocˇij, pripravljenih na ekstrakcijo
izvlecˇemo regijo, ki jo obravnavano podrocˇje zaseda.
Na tak nacˇin pridemo do mnozˇice slicˇic, ki nam predstavljajo ucˇno mnozˇico kla-
sifikatorja. Ker pa se na vecˇih izrezkih zaslonov enake ikone lahko pojavijo na istem
mestu, smo realizirali sˇe filter, ki tovrstno ponavljanje odpravi, tako da nam za ucˇenje
ostane le en predstavnik duplikatov. Po filtriranju se slicˇice podrocˇij skupaj z njenimi
dimenzijami in pozicijo na originalni sliki shranijo na mesto z ucˇnim materialom, opi-
sanim v poglavju A.1.
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3 Metode
3.1 Ucˇenje in klasifikacija
3.1.1 Ucˇenje in klasifikacija podrocˇij
3.1.1.1 Dodeljevanje label
Ko pridobimo zadostno sˇtevilo ucˇnega materiala, ga je treba ustrezno oznacˇiti, tj. dode-
liti vsaki slicˇici ustrezno labelo, ki nakazuje, kaksˇne vrste vsebina se na slicˇici nahaja.
V ta namen po tabeli 3.1 definiramo 7 razredov:
Sˇt. razreda Oznaka razreda Vsebina slicˇice





5 HEADER “glava” ali “noga” zaslona
100 IGNORE vsebina, ki ne nosi koristne informacije (posledica
sˇuma ali neuporabnih odrezkov vecˇjih elementov)
Tabela 3.1: Definirani razredi elementov na zaslonu
Sˇtevilke razredov v zgornji tabeli predstavljajo vsebino podrocˇij, ki so potrebne za
ucˇenje klasifikatorja in kasnejsˇe razpoznavanje. V skladu s tem je torej potrebno vsaki
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izrezani slicˇici dodeliti eno, ki opisuje njeno vsebino.
Prav tako kot slicˇice z velikostjo in pozicijo, se tudi dodeljena oznaka shrani na
dolocˇeno mesto, opisano v A.1.
3.1.1.2 Ucˇna mnozˇica
Ucˇna mnozˇica je sestavljena iz 289 slicˇic posameznih segmentov prikazovalnika. Del
posameznih slicˇic, ki pripada dolocˇenemu razredu, je prikazan v tabeli 3.2 in na
sliki 3.3. Ucˇna mnozˇica je pridobljena direktno iz zajetih slik in ni precˇisˇcˇena, zato





















Tabela 3.3: Odstotkovni prikaz delitve ucˇne
mnozˇice po razredih
pricˇakovano najvecˇji delezˇ predstavljajo izrezki, na katerih je besedilo, sledijo pa
ikone, ki se tudi pogosto pojavljajo.
3.1.1.3 Izpeljava znacˇilk
Cˇe zˇelimo uspesˇno razlocˇevati posamezne razrede slicˇic med seboj, je potrebno raz-
poznavalniku zagotoviti take vektorje znacˇilk, s katerimi lahko dobro locˇimo razrede
slicˇic med seboj.
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Momenti Pri izpeljavi znacˇilk najprej izhajamo iz slike robov s pozitivnim gradien-
tom, za katero izpeljemo vektor znacˇilk s pomocˇjo momentov.
Matematicˇna definicija momenta n-tega reda okrog tocˇke c v eno-dimenzionalnem




(x − c)n f (x) dx (3.1)
Ker je slika prikazana v dveh dimenzijah, razsˇirimo enacˇbo:
m ji =
"
(x − cx) j (y − cy)i f (x, y) dx dy (3.2)
na dvo-dimenzionalen problem.
V enacˇbi 3.2 f (x, y) predstavlja tocˇke na sliki, ki pa med seboj ne prehajajo zvezno,






(x − cx) j (y − cy)i f (x, y), (3.3)
pri cˇemer sta w in h visˇina in sˇirina slike glede na sˇtevilo slikovnih elementov.
Za izracˇun momentov slike uporabimo funkcijo moments, orodja OpenCV, ki na
vhodu prejme polje slikovnih elementov (sliko) ali pa vektor tocˇk, v katerih je na sliki
prisoten nenicˇelen element. Kot izhod nam funkcija vrne strukturo, v kateri je prisotnih
24 izracˇunanih momentov. Od tega je 10 prostorskih (ang. Spatial), 7 centralnih (ang.
Central) in 7 normaliziranih centralnih.
Prostorski momenti m ji se izracˇunajo po enacˇbi 3.3, pri cˇemer je cx, cy = 0. Mo-
menti, ki nam jih funkcija vrne so: m00, m10, m01, m20, m11, m02, m30, m21, m12, m03.
Centralne momente mu ji racˇunamo po isti enacˇbi, le da pri tem cx in cy nadome-








Pri normaliziranih centralnih momentih nui j pa dobljene centralne momente nor-






Centralne in normalizirane centralne momente funkcija “moments” vrne za pare
( ji) ∈
{
(20), (11), (02), (30), (21), (12), (03)
}
.
V primeru, da je vhodni parameter funkcije vektor tocˇk, pa se momenti izracˇunajo









P dx + Q dy. (3.6)
Momenti se s tem racˇunajo tako, da za razlicˇne i in j uporabimo razlicˇne funkcije P in
Q [16].
Na sliki 3.1 so prikazani momenti slicˇic glede na razred, kjer vidimo, da posame-
zni razredi zˇe izkazujejo dolocˇen karakter, kot je vidno za primer slik (“IMAGE”) in
delno tudi za naslove (“HEADER”). Za boljsˇi in bolj razlocˇen prikaz je na sliki 3.2
viden logaritem momentov iz slike 3.1. Opaziti je mogocˇe, da bolj kot posamezne









































































Slika 3.1: Momenti slicˇic posameznih razredov














































































































































































































































































Slika 3.3: Odvod vektorja logaritmov momentov slicˇic glede na posamezen razred
26 Metode
S tem dognanjem strukturo momentov pretvorimo v vektor in izracˇunamo odvod
tega vektorja. Dobljeni rezultat je prikazan na sliki 3.3.
Izkazˇe se, da je bolj kot pri izracˇunu momentov iz celotne slicˇice, razlika vidna pri
izracˇunu momentov iz povprecˇja momentov posamezne sklenjene krivulje na slicˇici.
Na enak nacˇin, kot za primer momentov slicˇice, so prikazani tudi povprecˇni mo-
menti kontur na posamezni slicˇici na slikah 3.4, 3.5 in 3.6.
Na sliki 3.6 lahko zˇe kar na oko locˇimo nekatere razrede med seboj, vidno pa je,
da taksˇni vektorji znacˇilk sˇe ne izkazujejo znacˇilnega karakterja za nekatere razrede.
Sˇe posebej neopazne razlike so med razredi “DELIMITER” in “IGNORE” ter med








































































Slika 3.4: Povprecˇni momenti kontur na slicˇicah za posamezen razred











































































































































































































































































Slika 3.6: Odvod vektorja logaritmov momentov glede na posamezen razred
28 Metode
3.1.1.4 Krizˇna validacija
K-delna krizˇna validacija [17] (ang. k-fold cross-validation) je postopek validacije
razpoznanih objektov, kot jih dolocˇi klasifikator. Pri taksˇnem nacˇinu preverjanja
uspesˇnosti klasifikacije se mnozˇica vzorcev C razdeli na k kar se da enako velikih
particij Pi, pri cˇemer velja:
Pi ⊆ C; i ∈
{
 ∩ [0, k)
}
(3.7)
|Pi| ≈ |P j|; i, j ∈
{
 ∩ [0, k)
}
(3.8)
Pi ∩ P j = ∅; i , j; i, j ∈
{
 ∩ [0, k)
}
(3.9)
Razpoznavalnik nato testiramo prav tolikokrat, pri cˇemer kot ucˇno mnozˇico vzamemo
C \ Pi, kot testno pa Pi. Kot rezultat dobimo vektor uspesˇnosti klasifikacije dolzˇine k,
























Slika 3.7: Uspesˇnost razlicˇnih klasifikatorjev na podlagi momentov slicˇic
Slika 3.7 prikazuje rezultat krizˇne validacije na ucˇni mnozˇici, opisani v poglavju
3.1.1.2, ki je bila razdeljena na k = 20 particij. Za klasifikacijo so bili uporabljeni trije
tipi klasifikatorjev in sicer:
• metoda podpornih vektorjev (ang. Support Vector Machine - SVM) [18],
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– eden proti enemu (ang. one vs. one)
– eden proti ostalim (ang. one vs. rest)
• globoko nevronsko omrezˇje (ang. Deep Neural Network - DNN),
• model Gaussovih mesˇanic (ang. Gaussian Mixture Model- GMM).
Uporabljene so implementacije klasifikatorjev, ki so del programskega orodja
scikit-learn [19]. Implementacije metode podpornih vektorjev je kopija dobro po-
znane LIBLINEAR implementacije [20]. Uporabljeno nevronsko omrezˇje je razreda
Multilayer perceptron, pri cˇemer je za aktivacijsko funkcijo izbrana funkcija tanh, saj
se je pri njej razpoznavalnik izkazal za najbolj uspesˇnega. Prednost te vrste klasifika-
torja je tudi to, da je zmozˇen locˇevanja vzorcev, ki niso linearno locˇljivi. Kot je videti,
klasifikacija najbolje poteka z uporabo nevronskega omrezˇja.
3.1.1.5 Razsˇirjen vektor znacˇilk
Kljub dokaj dobremu rezultatu povprecˇne uspesˇnosti na sliki 3.7, pa imajo vsi klasi-
fikatorji veliko varianco in najnizˇji zabelezˇeni rezultati ne zadostujejo kriterijem zato
moramo zagotoviti sˇe bolj locˇljive vektorje znacˇilk.





• sˇtevilo razlicˇnih sivinskih nivojev na podrocˇju,
• razdalja med dvema najbolj intenzivnima sivinskima nivojema,
• sˇtevilo zaznanih podpodrocˇij,
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• zasedenost podrocˇja s podpodrocˇji,
• zasedenost podrocˇja z zdruzˇenimi podpodrocˇji.
Slika 3.8 prikazuje zdruzˇene momente in dodane znacˇilke. Vidi se, da je zaradi no-
vih znacˇilk zdaj med seboj lazˇje locˇiti “TEXT” od “IMAGE”, pa tudi “DELIMITER”
vidno odstopa od “IGNORE”, medtem ko se v primeru momentov njuni vrednosti
prakticˇno pokrivata. Kot bomo videli v nadaljevanju, taksˇna oblika vektorja znacˇilk










































Slika 3.8: Prikaz vektorjev znacˇilk
3.1.1.6 Izbira klasifikatorja
Tudi v primeru tovrstnih vektorjev znacˇilk pri klasifikaciji prevladuje nevronsko
omrezˇje (slika 3.9). Prakticˇno vsem vrstam klasifikatorja se uspesˇnost povecˇa, medtem
ko pri Gaussovih mesˇanicah ni videti vecˇjega napredka.
Ker nevronsko omrezˇje od vseh klasifikatorjev vrne najboljsˇi rezultat, se zdi smi-
selno, da za uporabo izberemo ta klasifikator. Velik adut tovrstnega klasifikatorja je
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tudi to, da omogocˇa dodatno ucˇenje zˇe naucˇenega modela. Tako ni potrebe po vedno
vnovicˇnem ucˇenju od zacˇetka v primeru, da imamo res velik model.
Izkazˇe pa se, da nevronsko omrezˇje pogosto naredi napako na objektih iz razreda
“DELIMITER”, ki pa morajo zaradi narave algoritmov biti 100% pravilno razpoznani.
Iz tega razloga se moramo klasifikatorju na podlagi nevronskega omrezˇja odpovedati
in izbrati alternativo, ki objekte iz prej omenjenega razreda vedno razvrsti pravilno - to

























Slika 3.9: Uspesˇnost razlicˇnih klasifikatorjev na podlagi vektorjev znacˇilk
3.2 Razpoznavanje besedila
Poglavje govori o uporabljenem opticˇnem razpoznavalniku besedila (ang. Optical
Character Recognition - OCR), njegovih omejitvah in potrebnem predprocesiranju be-
sedila, da razpoznavalnik deluje pravilno do zahtevane meje.
3.2.1 Tesseract OCR
V projektu uporabljen opticˇni razpoznavalnik besedila (OCR) se imenuje Tesseract
OCR. Pricˇetek razvoja orodja sega v leto 1984 kot doktorska disertacija v okviru pod-
jetja HP, kjer je razvoj potekal do leta 1994 kot alternativa takrat aktualnim komercial-
nim OCR-jem [21]. Leta 1995 se je dobro izkazal na letnem testu natancˇnosti OCR-jev,
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leta 2005 pa je bila njegova koda odprta za javnost pod licenco Apache 2.0, s cˇimer je
orodje postalo odprtokodno. Poleg razpoznavanja Tesseract izvaja tudi analizo strani.
Orodje deluje tako, da iz slike, ki mu jo podamo na vhod, izlusˇcˇi besedilo in ga
vrne na izhodu. To naredi po sledecˇem zaporedju:
1. Predobdelava: Tesseract najprej na sliki izvede operacijo povezanih podrocˇij
in shrani njihove obrise. Ta korak omogocˇa tudi dobro razpoznavanje belega
besedila na cˇrni podlagi. Obrisi so nato povezani skupaj s pomocˇjo rojenja v
podrocˇja (ang. blobe).
2. Iskanje vrstic: Omogocˇa prepoznavanje besedila tudi na rahlo rotiranih slikah.
Iz podrocˇij se izracˇuna mediana visˇine, ki predstavlja velikost teksta, s pomocˇjo
katere se razdelijo podrocˇja, ki so se stikala na meji med vrsticami. Tako ima
podrocˇja locˇena po vrsticah, nakar jih povezˇe po x koordinati slike, pri cˇemer
sledi rotaciji vrstice. Povezana podrocˇja se morajo pri tem prekrivati vsaj do
polovice.
3. Prileganje vrstic: V tem koraku se odpravi mozˇnost napak, ki bi nastale zaradi
ukrivljenih vrstic, kar je zelo pogost problem pri skeniranih in fotografiranih
slikah. Vrstice se prilegajo tako, da se podrocˇja z razumno majhnimi izmiki
zdruzˇijo v particije vrstice. Na izmaknjenost particij se nato prilega kvadraticˇni
polinom.
4. Detekcija fiksne sˇirine znakov: Cˇe je detektirana fiksna sˇirina znakov, se mo-
rebitna zdruzˇena podrocˇja razrezˇejo na mejah in tako dobi locˇene znake med
seboj.
5. Iskanje besed pri besedilih s proporcionalno sˇirino znakov: Delitev besedila
na besede pri taksˇni vrsti besedila je zahtevno. Tesseract te probleme resˇi tako,
da meri razdalje med znaki na ozˇjem pasu znotraj podrocˇja vrstice. Tisti razmaki,
ki so sˇe vedno blizu meje med presledkom in razmakom med znaki, so posebej
oznacˇeni in se o njih odlocˇi sˇele v cˇasu razpoznavanja besed.
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6. Deljenje povezanih znakov: Podrocˇja, ki morebiti predstavljajo vecˇ znakov
skupaj, so razrezana s pomocˇjo iskanja tocˇk kandidatk, na katerih bi bilo mozˇno
razrezati podrocˇje in ga tako razdeliti.
7. Asociiranje “zlomljenih” znakov: Opravljenih je vecˇ prileganj segmentiranih
podrocˇij razlicˇnim znakom, izbere pa se tisti, ki se jim najbolje ujema.
8. Znacˇilke: Znacˇilke se izpeljejo tako, da se v tocˇkah na konturah, za katere pred-
postavi, da pripadajo enemu znaku (prototip), dolocˇi odvode krivulje. Iz odvo-
dov v tocˇkah vzdolzˇ kontur se nato dolocˇi manjsˇe sˇtevilo njihovih reprenzentov,
katerih dolzˇina je odvisna od sˇtevila tocˇk, ki priblizˇno lezˇijo na isti cˇrti in imajo
priblizˇno enak odvod. Posamezna znacˇilka je tako sˇtiri-dimenzionalni vektor: {x
pozicija, y pozicija, kot, dolzˇina}.
9. Klasifikacija: Klasifikator najprej preveri, katere vse znake bi lahko razpozna-
valnik predstavljal s pomocˇjo “look-up” tabele, nato pa med njimi izbere tistega
z najboljsˇim prileganjem.
10. Lingvisticˇna analiza: Za besede s slabimi podobnostmi znakom v look-up ta-
beli se izvede sˇe lingvisticˇna analiza, kjer se med vsemi mozˇnimi besedami iz-
bere tista, ki je med razpoznavanimi besedami najbolj podobna in je glede na
slovar in pogostost visoko uvrsˇcˇena.
11. Adaptivni klasifikator: Klasifikator se tekom analize in razpoznavanja teksta
na posamezni strani sˇe dodatno ucˇi in tako se mu verjetnost pravilne razpoznave
povecˇuje. V ta namen vsako stran preveri dvakrat, da lahko adaptiran preveri
tudi besede, ki so se pojavile pred adaptacijo.
Kljub temu, da je zˇe ob pravilni namestitvi programa in datotek, potrebnih za delo-
vanje (jezikovni modeli, modeli cˇrk, slovarji) njegova uspesˇnost dokaj visoka, orodje
Tesseract omogocˇa tudi ucˇenje novih jezikov in pisav. Za izvedbo postopka ucˇenja z
orodji, ki jih ponuja programski paket Tesseract, potrebujemo dobro pripravljeno teks-
tovno datoteko in namesˇcˇeno pisavo, ki jo zˇelimo razpoznavati. Od tu naprej izvajamo
samo dolocˇeno zaporedje ukazov in med tem vnesemo morebitne popravke [22].
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3.2.2 Predobdelava slicˇic z besedilom
Izkazalo se je, da kljub dobremu delovanju Tesseract z zˇe naucˇenimi modeli ne zago-
tavlja dovolj dobrega rezultata razpoznavanja, zato je bilo potrebno razmisliti o tem,
kako ga izboljsˇati.
Najprej je bila ideja seveda ucˇenje pisave (ang. font), a, kot omenjeno, postopek
zahteva namesˇcˇen slog pisave, s katerim zˇelimo naucˇiti razpoznavalnik, saj na pod-
lagi tega - skupaj z ucˇnim besedilom - pripravi sliko besedila, na kateri se kasneje
ucˇi. Pisave, ki so uporabljene na pecˇici, zˇal niso ustvarjene v enem od formatov, ka-
terih uporabo Tesseract za namene ucˇenja omogocˇa. Znaki so namrecˇ pripravljeni kot
rastrske slike, ki se sestavljajo skupaj in tvorijo izpisano besedilo na uporabnisˇkem
vmesniku naprave. Cˇe bi hoteli pripraviti slikovni material za ucˇenje s temi pisavami,
bi bilo potrebno spisati program, ki bi v skladu s tekstovno datoteko in razmaki med
znaki, kot jih uporablja upodabljalnik (ang. render) na pecˇici, to gradivo generiral.
Lazˇji nacˇin se je zdel dobra predobdelava vhodnih slik, pri cˇemer je razvoj potekal
postopoma z odkrivanjem napak razpoznavalnika.
V namen doseganja dobrega rezultata razpoznave se na zacˇetku predobdelave izve-
dejo operacije, ki jih predlagajo avtorji sami [23] in jim sˇe ni bilo zadosˇcˇeno. Slicˇice z
besedilom se zˇe v zacˇetku pretvorijo v sivinske, povecˇa/zmanjsˇa pa se jim tudi velikost
- glede na to, kako velika je procesirana slicˇica z besedilom glede na velikost razpozna-
vanega besedila, kjer je bil razpoznavalnik najbolj uspesˇen. Ker Tesseract na zacˇetku
izvede binarizacijo vhodne slike, moramo zagotoviti, da besedilo primerno odstopa od
ozadja in da slika ni posˇumljena. Zato na mnozˇici pikslov slike izvedemo rojenje na
podlagi rojenja k-tih povprecˇij [24], s pomocˇjo rojev pa nato pretvorimo vhodno sliko
z n nenicˇelnimi nivoji v sliko s 4 nenicˇelnimi nivoji. Ker besedilo na prikazovalniku
uporabnisˇkega vmesnika nikoli ni rotirano in zˇe v koraku segmentacije zagotovimo,
da nima nobenih robov, nam tega ni treba implementirati v predobdelavi. Za tem sledi
razprsˇitev vrednosti slikovnih elementov od minimalne do maksimalne vrednosti 8-
bitne sivinske slike. Postopek smo zasnovali tako, da najprej s pomocˇjo histograma
dolocˇimo, katera vrednost elementov se najpogosteje pojavlja. Tak pristop omogocˇa
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tudi obdelavo slik z besedilom, ki je na svetlejsˇem ozadju, a to za enkrat od te tocˇke
dalje sˇe ni implementirano. Najpogostejsˇa vrednost slikovnih elementov se obravnava
kot ozadje, ker ozadje dejansko zaseda glavnino slike. Tako se elementom s takimi in
morebitnimi manjsˇimi vrednostmi pripisˇe vrednost 0, elementom z visˇjo vrednostjo pa
se prisˇteje razlika med maksimalnim sˇtevilom, ki jo lahko 8-bitna slika zasede - 255 -
in njihovo maksimalno vrednostjo:
Io(x, y) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0 Ii(x, y) ≤ arg max hist(Ii)
Ii(x, y) +
(
255 −max Ii) Ii(x, y)> arg max hist(Ii) (3.10)
Po taki obdelavi, se sliki doda sˇe rob z barvo ozadja, saj je trenutno slika obrezana
tocˇno do teksta. Za tem se slika povecˇa za faktor 4, upragovi na dolocˇen prag, na
koncu pa se sˇe zamegli, da znaki izpadejo bolj realni. Na sliki 3.10 je viden postopek
preoblikovanja slicˇic z besedilom.
Na tak nacˇin predprocesirane slicˇice z besedilom so zˇe zelo dobro pripravljen ma-
terial za analizo OCR. Edina nezanemarljiva stvar, ki je razpoznavalnik sˇe ne obvlada
dobro, so razmaki med znaki. Zamenja jih za presledek, cˇeprav to niso, zaradi tega pa
se pojavljajo tudi dolocˇene napake pri prepoznavi znakov pri besedah v njihovi oko-
lici. Tabela 3.4 prikazuje nekaj primerov napacˇno razpoznanih znakov/besed zaradi
neprimernih razmakov med znaki.
Tesseract sicer omogocˇa nastavljanje velikega sˇtevila parametrov (680), med kate-
rimi so tudi ti, ki vplivajo na razpoznavo presledkov med znaki (60). Zˇal so parametri
slabo dokumentirani in tako nam med nastavitvami ni uspelo najti uspesˇne kombina-
cije, ki bi resˇila problem pravilnega razpoznavanja presledkov. Hitrejsˇi se je zdel razvoj
funkcije, ki odpravi prevelike razmake - ki niso presledki - med znaki.
Po analizi slik z besedilom je mocˇ ugotoviti, da je razmak med znaki znotraj besed
sicer spremenljiv, a nikoli ne presezˇe sˇirine minimalnega presledka, zato za resˇitev
problema lahko uporabimo enostaven algoritem.
Najprej na sliki z besedilom zdruzˇimo med seboj vsa povezana podrocˇja, ki se
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(a) Vhodna slika na zacˇetku predobdelave
(b) Delitev vrednosti slikovnih elementov v roje
(c) Razprsˇitev vrednosti slikovnih elementov med minimalno in maksimalno vrednost slike
(d) Dodajanje obrobe, povecˇava resolucije ter upragovljanje
(e) Zameglitev besedila
Slika 3.10: Prikaz predobdelave tekstovnih slicˇic
vertikalno prekrivajo, da povezˇemo znake, ki so sicer nepovezani (i, j, ?, !, :, ;). Za
tem dobljena podrocˇja uokvirimo in znak za znakom preverimo njihovo medsebojno
oddaljenost. V primeru, da je oddaljenost med znakoma vecˇja od nastavljene in manjsˇa
od razdalje, ki predstavlja presledek, se ta zmanjsˇa na dolocˇeno korigirano vrednost.
Razpoznavalniku glede na tak nacˇin mocˇno dvignemo prej dosezˇeno uspesˇnost.
Primerjavo med slikami brez in z izvedeno korekcijo razmakov prikazuje tabela 3.5.
Vidno je, da so razmaki, zaradi katerih je razpoznavalnik na slikah v tabeli 3.4
odpovedal, manjsˇi. Zaradi tega so besede sedaj pravilno razpoznane in v rezultatu
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Primer slike Razpoznano besedilo
g Iass/cera mic ovenwa re
S helf level: 1
0.2 5I heavy crea m
Tabela 3.4: Prikaz napak zaradni napacˇne razpoznave presledka
Pred korekcijo Po korekciji
Tabela 3.5: Prikaz razlike med slikama pred in po korekciji razmakov med znaki
nimamo vecˇ napak, ki so se pojavljale zaradi neenakomerno velikih razmikov med
znaki.
3.2.3 Nastavitve parametrov orodja Tesseract
Izkazˇe se, da je v dolocˇenih primerih potrebno nastaviti katerega od parametrov orodja,
da dobimo pravilen rezultat.
Ker v besedilih receptov razpoznavamo samo slovnicˇne anglesˇke besede z iz-
jemo parih zˇargonskih izrazov za jedi in kuhinjski pribor ali proces, nastavimo pa-
rameter load system dawg = T, s katerim dolocˇamo uporabo slovarja. Parameter
lahko dobro pripomore k boljsˇi razpoznavi besedila, ki pa jo lahko sˇe izboljsˇamo
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z nastavitvijo parametra load freq dawg = T, ki poleg pravilnosti besed uposˇteva
sˇe njihovo pogostost, ki jo diktira jezikovni model. Prej omenjene zˇargonske be-
sede lahko kljub naucˇenemu modelu dodamo razpoznavalniku s pomocˇjo parametra
user words suffix, ki dolocˇa koncˇnico datoteke z nasˇimi besedami, ki manjkajo v
razpoznavalnikovem slovarju.
Razpoznavalnik velikokrat naredi napako, cˇe je na obdelovani sliki prisotno bese-
dilo, pretezˇno sestavljeno iz sˇtevilk. V tem primeru je parametra load system dawg
in load freq dawg dobro postaviti na F in s tem onemogocˇiti uporabo slovarja in jezi-
kovnega modela. Uporabimo sˇe tessedit char whitelist, ki mu nastavimo samo
numericˇne znake z ustreznimi locˇili, ker vemo, da se na sliki nahajajo samo ti.
Uporaba in format zapisa datoteke s parametri orodja je opisana v dodatku.
3.2.4 Poobdelava tekstovnega rezultata
Kljub temu, da Tesseract-u zagotovimo izredno kvalitetno obdelane slicˇice z besedi-
lom, tocˇnost njegovega razpoznavanja vseeno pade na mestih znakov, za katere ni bil
naucˇen, pa se na slicˇicah z besedilom vseeno pojavijo. Orodje - na primer - za anglesˇki
jezik ni naucˇeno za znaka E´ in e´, ki jih zato ne more prepoznati. Zaradi tega besede So-
uffle´ ne zazna pravilno, ampak e´ spremeni v e (Souffle). Zavedamo se, da se bo te vrste
napaka ves cˇas ponavljala, zato uvedemo substitucijo za v naprej dolocˇene besede, za
katere vemo, da bo na njih orodje Tesseract naredilo napako pri razpoznavanju.
V dolocˇenih primerih pa se zgodi, da razpoznavalnik napacˇno oceni znak glede na
kontekst in zato naredi napako. Dogaja se, da namesto l, kot okrajsˇavo za mersko enoto
liter, razpozna I, kar seveda ni zazˇelen rezultat razpoznave.
Zaradi zgoraj opisanih napak in dejstva, da so napake poznane in deterministicˇne,
je izvedena sˇe zamenjava besed, za katere vemo, da jih bo Tesseract vedno razpoznal
narobe.
Substitucija poteka tako, da se za razpoznan niz besed najprej preveri, cˇe katera ob-
staja v mnozˇici besed, ki jih je treba zamenjati. Ta se zamenja z ustreznim substitutom.
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Opis formata datoteke, ki narekuje zakone zamenjave besed, najdemo v dodatku.
3.3 Preverjanje slik in ikon
Poleg razpoznavanja besedila je treba preveriti tudi, cˇe so prikazane ikone in slike
pravilne. V ta namen potrebujemo njihove izvirnike in pravilno izrezane duplikate iz
slik uporabnisˇkega vmesnika.
Najlazˇje bi bilo, cˇe bi bila izvirnik in duplikat popolnoma enaka, saj bi jih tako
lahko enostavno med seboj samo odsˇteli in tako dobili ujemajocˇ par. Problem je, da je
slika, pridobljena iz zaslona pecˇice, pretvorjena iz formata RGB565 in so njeni slikovni
elementi zato lahko drugacˇnih barv. Pojavi se lahko sˇe en problem, ki je s stalisˇcˇa
odsˇtevanja slik mnogo bolj perecˇ, in sicer, da je lahko izrezan duplikat manjsˇi/vecˇji od
izvirnika. Seveda, razlika v velikostih ne sme biti prevelika. V tem primeru bi morali
popraviti algoritme, ki izvajajo segmentacijo.
Zaradi mozˇnosti, da se pojavi na vhodu primerjalnika slik/ikon duplikat drugacˇne
velikosti od izvirnika, za ocenjevanje podobnosti raje izberemo primerjavo vektorjev
znacˇilk, ki nam jih dolocˇi HOG deskriptor.
3.3.1 HOG deskriptor
HOG je kratica za histogram orientiranih gradientov (ang. Histogram of Oriented
Gradients). Deskriptor je zelo pogosto uporabljen v slikovnih tehnologijah, saj temelji
na opisu slike na podlagi detektiranih robov.
Izracˇun deskriptorja slike poteka v naslednjih korakih:
1. Pretvorba barvnega prostora: Barvne slike najprej pretvorimo v sivinske, da
se bo racˇunanje deskriptorja vrsˇilo le v eni dimenziji in bo zato hitrejsˇe.
2. Nastavitev velikosti: Kot bomo pokazali v nadaljevanju, je velikost deskrip-
torja odvisna od velikosti vhodne slike. Ker se razlicˇno velikih deskriptorjev ne
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da primerjati med seboj, je treba zagotoviti uniformne dimenzije vseh slik, na
katerih bomo izvajali operacijo racˇunanja deskriptorja. V ta namen se vhodni
sliki vedno spremeni velikost na 160 × 160 slikovnih elementov.
3. Racˇunanje gradientov slike: Najprej se po enacˇbi 3.11 izracˇunata horizontalni
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4. Kalkulacija histograma gradientov: Histogram gradientov se racˇuna v 8 ×
8 slikovnih elementov velikih celicah na sliki. 9 binov histograma predstavlja
delitev kota od 0 − 180◦, med katere na podlagi vrednosti θ(x, y) s pomocˇjo
interpolacije razdelimo vrednosti G(x, y).
5. Normalizacija histogramov: Vektorje znacˇilk normaliziramo zato, da jih na-
redimo neodvisne od svetlobnih variacij. Za normalizacijo histogramov upora-
bimo blok 16 × 16, ki ga v nasˇem primeru z enako velikim korakom pomikamo
po sliki. Normalizacija se za posamezno okno vrsˇi tako, da se najprej zdruzˇi
histograme bloku pripadajocˇih celic. Za tem se zdruzˇen vektor histogramov h
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in n sˇtevilo histogramov znotraj bloka.
6. Formacija deskriptorja: V skupen deskriptor d se na koncu zdruzˇijo normali-
zirani histogrami celotne slike:
d = hnorm,1
⏐⏐⏐⏐⏐⏐hnorm,2⏐⏐⏐⏐⏐⏐ . . . ⏐⏐⏐⏐⏐⏐hnorm,n, (3.15)
kjer je n sˇtevilo vseh normaliziranih histogramov slike.
V nasˇem primeru, kjer smo sliki pretvorili velikost na 160× 160 slikovnih elemen-
tov, za velikost celice izbrali 8×8, velikost bloka pa 16×16 z enako velikim korakom,




· nx · ny = 9 · 4 · 10 · 10 = 3600, (3.16)
pri cˇemer je nbin sˇtevilo binov na celico, S b/S c sˇtevilo celic na blok ter nx in ny sˇtevilo
blokov vzdolzˇ posamezne koordinate na sliki.
3.3.2 Primerjava deskriptorjev slik
Za mero podobnosti s med slikami izberemo L2 normo napake, tj. razlike primerjanih
deskriptorjev, kot prikazuje enacˇba 3.17.
s =
d − di2 (3.17)
S pomocˇjo mere podobnosti nato dolocˇimo ujemajocˇi par slik tam, kjer je podobnost
najboljsˇa (s najmanjsˇi).
Slika 3.11 prikazuje histogram razlik med primerjanimi slikami. To, da si je nekaj
slik z razlicˇnimi indeksi skrajno podobnih, je posledica tega, da se pod vecˇ razlicˇnih
indeksov predstavljajo enake slike. V nekaterih primerih pa, kot se to kazˇe na slikah
z muffini, so objekti postavljeni povsem enako na dveh slikah, le barve so razlicˇne.
Izkazˇe se, da to ne predstavlja tezˇav pri razpoznavanju. V enem primeru se zgodi, da
razlika med enakima slikama zaradi pretvorbe iz barvnega prostora RGB565 ni enaka
0. Kljub temu, da je temu tako, do napake zaradi tega ne pride, ker je razlika te slike
do drugih vedno vecˇja od te.
42 Metode














Slika 3.11: Histogram razlik med slikami jedi
3.4 Preverjanje receptov in nastavitev
Razvito orodje, ki ga predstavlja pricˇujocˇe delo, se uporablja za preverjanje pravilnosti
prikaza receptur in nastavitev. V sledecˇih poglavjih bo opisan postopek locˇevanja med
njima in preverjanje pravilnosti kljucˇnih komponent.
3.4.1 Zajem slike, sˇivanje in dolocˇitev vsebine
Slika se v postopku preverjanja zajame na enak nacˇin, kot je opisano v poglavju 2.1. Za
tem se slika segmentira, kot je opisano v poglavju 2.2, pri cˇemer se za odstranjevanje
majhnih podrocˇij uporabi toliko vecˇje merilo, da na sliki ostanejo le veliki segmenti,
kot so slike, glave, noge ter drsniki.
Za tako segmentirano sliko se preveri, cˇe je na sliki prisoten drsnik. V primeru,
da je temu tako, se izvede del skripte, ki od uporabnika zahteva, da premakne vsebino
zaslona na nacˇin, da dobi celotno sliko. Posneto podrocˇje se dolocˇa s pomocˇjo pozicije
drsnika. Za vsak razlicˇen posnet izrezek istega recepta drsnik zaseda drugacˇno pozi-
cijo. Algoritem predvideva pravilno delovanje drsnika in oceni, da je dobil vso sliko,
ko drsnik iz vseh izrezkov pokrije celotno podrocˇje, po katerem drsi.
Kot omenjeno, mora biti vsak izrezek del istega recepta, cˇe zˇelimo iz izrezkov
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pravilno tvoriti celotno sliko. To se preverja tako, da se enostavno primerja glavi obeh
delov recepta in ustavi proces, cˇe nista enaki.
Dobljena mnozˇica slik se nato razvrsti po vrsti glede na pozicije drsnika na njih,
od zgornjih proti spodnjim. Za tem se izvede odstranjevanje morebitnih duplikatov, na
koncu pa sˇivanje. Sˇivanje poteka na sledecˇ nacˇin:
1. Vsaka slika se najprej obrezˇe, pri cˇemer se ohrani le del, ki je na sliki 3.12
oznacˇen z rdecˇo in se s pozicijo drsnika spreminja.
Slika 3.12: Prikaz izreza variabilnega dela slike
2. Zgornja slika, kjer je drsnik na najvisˇji mozˇni poziciji, se na sˇivano sliko Io
polozˇi prva, h kateri se dolocˇi prileganje vsake naslednje Ii,k v urejeni mnozˇici
in k njej prisˇije. Prileganje se dolocˇi tako, da se slika Ii,k pomika po Io od pre-
krivanja za eno vrstico pikslov, pa do prekrivanja za visˇino prilegane slike. Za
vsako prekrivanje se prileganje p dolocˇi po enacˇbi 3.18:
p =
√
Io(ϑ) − Ii,k(ϑ), (3.18)
pri cˇemer ϑ predstavlja podrocˇje prekrivanja Io in Ii,k. Za optimalno prileganje
je izbrano maksimalno sˇtevilo vrstic, pri katerih je p najmanjsˇi. V skladu s tem
se slika Ii,k prisˇije k Io.
3. Ko na tak nacˇin sestavimo vse iz mnozˇice zajetih slik, dodamo sˇe del slike nad
robom odreza (rdecˇi rob na sliki 3.12), ki ga vzamemo iz skrajno zgornje slike,
ter del pod robom iz skrajno spodnje. Del od desnega roba odreza do desnega
konca slike se zapolni z mediano do sedaj sesˇite slike. Na tak nacˇin dobimo
sliko, prikazano na sliki 3.13.
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Slika 3.13: Prikaz koncepta sˇivanja slike
Tezˇava, ki nastopi pri taksˇnem nacˇinu sˇivanja je vidna iz grafov na sliki 3.14. Na

























Slika 3.14: Prikaz dobrega in slabega dolocˇanja ujemanja
levi vidimo, da je edini minimum tudi pravilni minimum, medtem ko je na desni sliki
pravilni minimum manjsˇi od minimalnih vrednosti na zacˇetku prekrivanja.
Ko dobimo tako celotno sliko brez drsnika, sledi klasifikacija podrocˇij na sliki in
segmentacija slike.
1. Detekcija podrocˇij: Najprej se sliko filtrira z Laplace-ovim filtrom in iz nje tvori
sliki robov na podlagi pozitivnih in negativnih gradientov. Na obeh slikah se
izvrsˇi operacija uokvirjanja podrocˇij, nato pa se iz njiju dolocˇi podrocˇja (skupaj
z razmejevalnikom). Postopki so opisani v poglavju 2.2.
3.4 Preverjanje receptov in nastavitev 45
2. Razpoznavanje objektov: Za vsa podrocˇja se nato izvede proces, ki s pomocˇjo
klasifikatorja, opisanega v 3.1.1.6 dolocˇi, kateremu razredu pripada objekt, ki ga
podrocˇje omejuje.
3. Ustvarjanje mask: Podrocˇja, za katera lahko z gotovostjo recˇemo, da so zˇe v
celoti zdruzˇena, je potrebno pred zdruzˇevanjem preostalih umakniti iz slike, da
nam ne kvarijo zdruzˇevanja. To so podrocˇja razredov “HEADER”, “IMAGE”,
in “DELIMITER”. Za njih torej ustvarimo maske, ki jih odsˇtejemo od slike s
podrocˇji. Tako nam ostanejo samo sˇe podrocˇja, za katera nismo gotovi, kateremu
razredu pripadajo.
4. Zdruzˇevanje negotovih podrocˇij: Preostala podrocˇja na sliki se nato zdruzˇujejo
po vrsticah, z dolocˇeno omejitvijo sˇirine praznega prostora, tako da dobimo pra-
vilno segmentirana podrocˇja, ki so pomembna pri preverjanju.
5. Segmentacija glave/noge: Za glavo in nogo vemo, da sˇe nista dokoncˇno se-
gmentirani, zato na podrocˇjih “HEADER” izvedemo sˇe dodatno detekcijo in
dolocˇanje podrocˇij, da dobimo elemente (besedila in ikone), ki so prisotni v tem
delu slike.
Cˇe vsa dobljena podrocˇja sedaj prikazˇemo, dobimo slike, prikazane na 3.15.
Slika 3.15: Prikaz koncˇane segmentacije slike
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6. Klasifikacija podrocˇij: Po kvalitetni segmentaciji sedaj sˇe enkrat klasificiramo
podrocˇja v posamezne razrede.
Ker so testni algoritmi na sliki z receptom drugacˇni od tistih z nastavitvami, je treba
locˇevati slike glede na kontekst prikaza. Za locˇevanje je uporabljen spodnji kriterij:
Recept: Na sliki sta prisotna en element razreda “HEADER”, katerega vsebina ni enaka
“PROGRAMS” in en element “IMAGE”.
Nastavitve: Na sliki sta prisotna dva elementa razreda “HEADER”.
Mogocˇe se na prvi pogled zdi, da bi za locˇevanje bila dovolj zˇe prisotnost drsnika na
zaslonu sˇe pred obdelavo, a temu ni tako, saj je kar nekaj receptov, kjer sestavin in
postopka priprave ni prikazanih in zato besedilo ni tako obsˇirno, da ne bi bilo vsega
mogocˇe prikazati na velikosti enega zaslona.
Ker je glede na locˇevalni kriterij treba poznati besedilo pod podrocˇji razredov “HE-
ADER”, se sˇe pred dolocˇitvijo konteksta razpoznavalniku besedila da v analizo slicˇice
z besedili, ki lezˇijo znotraj maske s podrocˇji “HEADER”. Tako dobimo poleg more-
bitnega besedila “PROGRAMS” tudi naslov jedi, ki se nahaja v glavi ali v nogi, cˇe ta
obstaja.
3.4.2 Recepti
Strani receptov so urejene tako, kot je prikazano na sliki 3.16.
V dodatku je mogocˇe v podrobnosti videti strukturo dokumentacijskih datotek, ki
so uporabljene za preverjanje pravilnosti prikaza. V datotekah z referencˇnimi besedili
so tudi ta locˇena na podrocˇja tako, kot je prikazano na sliki 3.16. Razpoznavalniku
besedila tako na vhod posˇiljamo slicˇice iz posameznega podrocˇja, ki ga formiramo
glede na razmak med vrsticami. Cˇe je med posameznimi vrsticami zaznana prazna, se
v besedilu to odrazˇa kot dvojni znak za konec vrstic, cˇe ne pa kot presledek.
Prepoznano besedilo se formatirano primerja z besedilom v dokumentaciji besedo
po besedo in izpisˇe napacˇno izpisane besede.





Slika 3.16: Prikaz ureditve receptov
Preverjamo tudi pravilnost prikazane slike, in sicer tako, da za njo izpeljemo HOG
deskriptor, kot je opisano v 3.3.1 in jo primerjamo z v naprej pridobljenimi deskriptorji
referencˇnih slik, kot pisˇe v 3.3.2.
3.4.3 Nastavitve
Izrezek zaslona razdelimo na strukturo, ki jo prikazuje slika 3.17.
Testa, ki ju izvajamo na tem zaslonu sta:
• Preverjanje, cˇe se kolicˇina jedi nahaja v dolocˇenem podrocˇju.
• Preverjanje, cˇe je za nastavljeno kolicˇino in intenziteto pecˇenja prikazan pravilen
cˇas pecˇenja.
Za pravilno prepoznavanje besedila znotraj podrocˇja kolicˇine in predvidenega cˇasa








Slika 3.17: Prikaz strukture nastavitev
sˇtevilska vrednost, in kjer je napisana enota te vrednosti, saj je v nasprotnem primeru
razpoznavalnik besedila neuspesˇen.
Nastavljena vrednost intenzitete se dobi na enak nacˇin, kot se preverja sliko v pri-
meru preverjanja pravilnosti prikaza recepta. Za slicˇico z intenziteto se izpelje HOG
deskriptor, ki se nato primerja s prej pridobljenimi deskriptorji vseh treh mozˇnih inten-
zitet. Glede na to, da za slicˇice z intenziteto vemo, kako izgledajo, bi lahko intenziteto
preverjali tako, da bi gledali, koliko krogcev je na slicˇici polnih. To bi lahko dosegli
z opazovanjem ene tocˇke znotraj posameznega kroga. Bilo bi mnogo hitreje, ne bi pa
zagotavljalo modularnosti, ki je v tem primeru pomembnejsˇa od hitrosti delovanja.
4 Eksperimenti in rezultati
Eksperimente smo razdelili na testiranje delovanja klasifikatorja, razpoznavalnika be-
sedila in primerjalnika slik.
4.1 Klasifikator podrocˇij
Kot je opisano zˇe v poglavju 3.1.1.6, je uspesˇnost nasˇega klasifikatorja pretezˇno v
zgornji polovici 90-ih procentov. Klasifikator smo ponovno testirali sˇe na 55 izrezkih
zaslona, od tega jih 49 sestavlja 11 slik z recepti, preostalih 6 pa predstavlja sliko z
nastavitvami pecˇenja. Od vseh podrocˇij, ki se ponovijo, vzamemo le en vzorec, da se
znebimo pristranskosti rezultata zaradi ponavljanj. Po opravljeni klasifikaciji na 243
razlicˇnih podrocˇjih ugotovimo, da je klasifikator od vseh teh slik napacˇno razpoznal
3.16% podrocˇij. Od tega je:
• 62.5% besedilnih podrocˇij zamenjanih za ikone,
• 25% podrocˇij z ikonami zamenjanih za besedilo,
• 12.5% podrocˇij s slikami zamenjanih za glavo/nogo zaslona.
4.2 Razpoznavalnik besedila
Testiranje dela preverjanja, ki ga izvaja opticˇni razpoznavalnik znakov, smo izvedli
tako, da smo na sˇtiri strani z receptom v besedilo vnesli napake. Pazili smo, da so bile
le-te po naravi cˇim bolj razlicˇne:
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• vnesˇena napaka na zacˇetku besede,
• vnesˇena napaka na koncu besede,
• zamenjava velike cˇrke z veliko cˇrko,
• zamenjava velike cˇrke z malo cˇrko in obratno,
• zamenjava locˇil (,, ., /, -, ...),
• zamenjava sˇtevilk,
• zamenjava besede.
Na vsako od sˇtirih “popacˇenih” receptur smo vnesli po 10 napak, od tega 5 v del z
navodili za pripravo in 5 v del s sestavinami.
Na sliki 4.1 je vidna pravilnost zaznavanja napak za posamezno podrocˇje recepta.




Slika 4.1: Pravilnost zaznavanja napak za posamezno besedilno podrocˇje
Edina napaka, ki jo je pri razpoznavanju naredil opticˇni razpoznavalnik, je bila
napacˇno zaznana cˇrka “g” v kontekstu 734 g, ki jo je razpoznavalnik razpoznal kot 9.
V splosˇnem se napaka izkazˇe pogosta za primere, ko g sledi sˇtevilu, ki ni zaokrozˇeno
na desetice. Napako je mozˇno odpraviti tako, da ob razpoznavanju izkljucˇimo uporabo
slovarjev.
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4.3 Primerjalnik slik
Primerjalnik slik je bil testiran na 10 nepravilno in 10 pravilno umesˇcˇenih slicˇicah. V
obeh primerih se je odrezal 100% pravilno.
(a) Cˇok. muffini (b) Muffini (c) Svinjina (d) Govedina
Slika 4.2: Najbolj podobna si para slicˇic
V testu smo napake vnesli na mesta, kjer so si slicˇice najbolj podobne po barvi
in/ali obliki. Primera, kjer je odstopanje med dvema razlicˇnima slicˇicama najmanjsˇe,
prikazuje slika 4.2




V prihodnosti imamo cilj pripraviti orodje, ki bi na podlagi rasterskih slik znakov in v
naprej pripravljenega besedila, izrisalo sliko besedila. Sliko bi za tem lahko uporabili
za ucˇenje orodja Tesseract. Na tak nacˇin bi lahko orodje naucˇili za vsako nepoznano
pisavo, ki se pojavi na novem izdelku, in tako OCR orodju dvignili uspesˇnost razpo-
znave.
Ker je trenutno razpoznavano besedilo dokaj enostavno, saj ne vsebuje razlicˇnih
stilov pisav (nagnjenost, odebeljen, podcˇrtan tekst...) temelji funkcija, ki izravnava
prostor med znaki, na enostavni logiki. Cˇe bi jo zˇeleli uporabiti tudi na nagnjenih
znakih, bi jo bilo smiselno prirediti tako, da znakov ne uokvirimo in gledamo razmaka
med okvirji, ampak razdaljo merimo na drugacˇen nacˇin. To bi izvedli tako, da bi
izmerili razdaljo med znaki za vsako vrstico slikovnih elementov in nato iz mnozˇice
razdalj dolocˇili najbolj ustreznega reprezenta.
5.1.2 Sˇivanje slik
V trenutni implementaciji ni mogocˇe preverjati pravilnosti izrisovanja drsnika. Cˇe bi
se izkazala potreba po tem, bi v postopku sˇivanja preverili, ali je izrezke sploh mogocˇe
sesˇiti. Cˇe temu ne bi bilo tako, drsnik pa bi vseeno zasedel celotno podrocˇje, bi to
pomenilo, da drsnik ni pravilno deloval.
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V dolocˇenih primerih se lahko zgodi, da slika ni pravilno sesˇita, saj pride do naj-
boljsˇega prekrivanja sˇe pred tocˇko, kjer naj bi se zaslona dejansko prekrivala. V pri-
hodnje se bo algoritem po vsej verjetnosti predelal, da se bodo za prileganje slik upo-
rabljale slike robov namesto RGB slik. V primeru, da tudi to ne bi zadostovalo, bo
potrebno iskati resˇitve na drugacˇen nacˇin (izpeljava in prileganje deskriptorjev).
5.1.3 Razsˇiritev uporabe algoritmov
Ideja je, da bi se avtomatiziral celoten postopek testiranja pecˇic, zato je plan, da bi
se opisano orodje prilagodilo oz. dopolnilo za preverjanje celotnega uporabnisˇkega
vmesnika ali vsaj opravljanje v naprej dolocˇenih testov.
Omejitve, ki se pri tem pojavljajo, so v glavnem vezane na cˇas zajemanja za-
slona, ki traja okrog sekunde in pol. Slika na zaslonu je v cˇasu zajemanja zamrznjena,
obcˇutljivost na dotik pa je onemogocˇena. Zaradi tega je tezˇko opazovati hitrejsˇe spre-
membe - utripanje ikon, odsˇtevanje cˇasovnika. Cˇe se izkazˇe, da taksˇno delovanje ne
bo zagotovilo dovoljsˇnje kakovosti, imamo namen testirati sˇe dve resˇitvi:
1. Uporaba kamere za preverjanje hitrejsˇih procesov.
2. Zajemanje izrezka dolocˇenega podrocˇja, pri cˇemer bi od pecˇice namesto celo-
tnega zaslona prejeli le podrocˇje zanimanja (ang. Region Of Interest - ROI).
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Poglavje opisuje urejenost dokumentacije, potrebne za delovanje orodja za testiranje
uporabnisˇkega vmesnika pecˇic. Opisane so poti, kjer so shranjene dolocˇene datoteke,
kasneje pa so opisani tudi formati zapisa posameznih datotek.
A.1 Poti
Aplikacija deluje tako, da v datoteki fileio, ki sluzˇi za zapis in branje datotek, na-
stavimo parameter abs path na pot, kjer se mapa s potrebnimi datotekami nahaja.
Za vse od tu naprej opisane poti se torej predvideva, da so dopolnitev tega direktorija
(abs path).
A.1.1 Poti slik, datotek z znacˇilkami in izpeljanih modelov
Slike in iz njih izpeljani vektorji znacˇilk, ki so uporabljeni za ucˇenje modela za prepo-
znavanje vsebine regij, so shranjene na trdem disku na sledecˇ nacˇin:
1. Neobdelane slike, direktno posnete iz zaslona pecˇice, iz katerih se nato vzamejo
podrocˇja, se shranjujejo v direktorij /images/learn/.
2. Slicˇice podrocˇij s pripadajocˇimi spremenljivkami in labelami, dobljene iz prej
omenjenih slik, se nahajajo v direktoriju /images/learn/regions/.
S pomocˇjo vektorjev znacˇilk iz prej opisanega direktorija naucˇeni modeli se naha-
jajo v direktoriju /images/learn/models/.
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Referencˇne slike in ikone ter njihovi deskriptorji se nahajajo v direktoriju
(images/learn/orig/), pri cˇemer so slike jedi z deskriptorji locirane v mapi ims,
slike intenzitete pa v mapi programs/intensity.
A.1.2 Poti dokumentacije za preverjanje vmesnika in delovanje razpoznaval-
nika besedila
Vse, za preverjanje potrebne datoteke z dokumentacijo, se nahajajo v direktoriju
/doc/.
V datoteki main.xls so zapisana vsa besedila, ki jih preverjamo po posameznih
jezikih. Datoteka ocr params.txt vsebuje parametre, ki jih nastavimo razpoznaval-
niku besedila, exceptions.txt pa sluzˇi za zamenjavo posameznih besed, za katere
vemo, da jih razpoznavalnik zaradi svojih omejitev ne prepozna pravilno. Formati
posameznih datotek so podrobneje opisani v poglavju A.2.
A.2 Format dokumentacijske datoteke
A.2.1 main.xls
Excelova datoteka je razdeljena na vecˇ listov, med katerimi list “dict” po vrsticah pred-
stavlja, kje v meniju jedi se posamezna nahaja. Pri tem kode z zacˇetnico G oznacˇujejo
menijske naslove, kode z zacˇetnico R pa naslove jedi.
Na listu “sett” se nahajajo podatki o izgledu in omejitvah strani z nastavitvami
pecˇenja. Stolpci na listu opisujejo naslednje lastnosti:
1. koda slike, ki predstavlja doticˇno jed,
2. koda z naslovom jedi,
3. intenziteta pecˇenja,
4. korak nastavitve kvantitete,
A.2 Format dokumentacijske datoteke 63
5. mejne kvantitete,
6. koda uporabljenega pekacˇa,
7. sˇtevilka police v pecˇici,
8. nacˇin delovanja grelca oz. nacˇin pecˇenja,
9. nastavljena temperatura v pecˇici,
10. intenziteta grelca,
11. cˇas trajanja,
12. dodatne nastavitve (mocˇ magnetrona pri mikrovalovni pecˇici, cˇasi brizganja pare
uparjevalnika).
Na listu “lang” so v prvi vrstici napisani vsi jeziki, ki jih dokumentacija in raz-
poznavalnik podpirata. V drugi vrstici je jezik zapisan sˇe s kratico, kot jo definira
standard ISO 639-2.
List z imenom “desc” nosi po stolpcih razdeljene opise priprav jedi glede na jezik.
Posamezna vrstica predstavlja opis posamezne jedi. Do opisov dostopamo tako, da iz
kode jedi Rxxx vzamemo (xxx − 1)-to vrstico.
Po enakem principu so tudi na listu “ingr” razporejene sestavine ter na listu “titl”
naslovi za posamezne jedi glede na jezik.
Na listu “menuTitl” so na enak nacˇin razporejeni tudi menijski naslovi skupin jedi,
le da kodo Rxxx zamenja Gxxx.
List “cont” predstavlja pekacˇe, ki so zapisani na enak nacˇin - po jezikih glede na
stolpec.
Dodatni teksti, ki jih potrebujemo za preverjanje, in jih sˇe ni v dokumentacijski
datoteki so zapisani na listu “adit”, na listu “aditTags” pa so definirana njihova imena
za lazˇje dostopanje do posameznega besedila glede na jezik.
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A.2.2 ocr params.txt
Vse mozˇne nastavljive parametre orodja Tesseract dobimo, cˇe pozˇenemo ukaz
tesseract --print-parameters. Parametre nastavljamo s pomocˇjo datoteke
“ocr params.txt” tako, da v posamezno vrstico najprej vnesemo zˇeleni parameter, ki
ga prirejamo, na to pa - locˇeno s presledkom - sˇe njegovo zˇeleno vrednost.
A.2.3 exceptions.txt
Zˇelene zamenjave besed, za katere zˇelimo, da se nam po razpoznavanju besedila
izvrsˇijo, vnasˇamo v datoteko exceptions.txt tako, da v vrstico vpisˇemo najprej be-
sedo, ki jo zˇelimo zamenjati in nato - locˇeno s presledkom - njen substitut.
