Abstract-Photometric stereo is a method of reconstructing a surface from the amount of light reflected by it. This is done by using prior knowledge of the surface reflectance to estimate the surface normal at all visible points. The theory of photometric stereo has been extensively developed for surfaces and illumination geometries that give rise to a Lambertian reflectance map. For non-Lambertian reflectance maps, the theory has been developed for specific cases, but a general theory has not been presented in the literature.
P surface reconstruction algorithm. Multiple images of a surface are obtained from a camera by illuminating the surface from different directions. The intensities in these images are used to mathematically invert the image formation process, and the surface normal and other characteristics of the surface are obtained at different pixels. Photometric stereo uses prior knowledge about the illumination geometry of the scene and the nature of surface reflection. This knowledge is specified as the reflectance map of the surface.
Photometric stereo was developed by Woodham [34] , who also developed the theory of photometric stereo for the Lambertian reflectance map in detail. Coleman and Jain [ l l ] proposed the use of four light sources to separate out the specular and Lambertian components in photometric stereo. Ray et al. [23] conducted an error analysis of Lambertian photometric stereo. Ikeuchi [15] used distributed light sources for photometric stereo of specular surfaces and Nayar et al. [18] extended this and used distributed light sources for photometric stereo of surfaces whose reflection is a sum of specular and Lambertian components. Silver [26] showed how photometric stereo could be conducted using experimentally measured reflectance maps. and Rui J. P. deFigueiredo, Fellow, IEEE
In this paper, we develop a theory of photometric stereo for a class of surfaces whose diffuse reflection under point light source illumination is non-Lambertian.' Such surfaces occur quite readily in real-world imaging situations. For example, it is quite well documented that when a point light source illuminates a rough surface, a significant part of the diffusely reflected light is non-Lambertian [29] , [37] , [32] , [5] , [3] . The resulting nonLambertian reflectance maps can give rise to image formation equations that are significantly nonlinear. A lack of theoretical understanding of these equations can hamper their use in practical applications. Thus, for example, for a given non-Lambertian reflectance map, we may not know how many light sources are sufficient to invert the image formation process. Using an insufficient number of light sources could lead to multiple solutions, causing a loss of confidence in the experimental results. Clearly, a theoretical analysis of non-Lambertian photometric stereo is important, and in this paper we present such an analysis for a large class of non-Lambertian reflectance maps.
In choosing the class of reflectance maps, we have tried to satisfy several conflicting demands-that the class of maps be realistic, that it represent a large number of real-world reflectance maps, and yet that it have enough structure to permit theoretical analysis. Fortunately, as we will see in Section 111, it is possible to meet these demands. A survey of reflectance maps proposed in the literature to model real-world reflection reveals that the maps do have common characteristics. Most of the proposed maps have "lobes" and these lobes have a common mathematical structure. We have formalized these properties and propose a class of reflectance maps called "m-lobed reflectance maps." Our theory of photometric stereo is developed for these maps. This class of reflectance maps contains all the proposed reflectance maps and most of their simple extensions.
We believe that the most important issue facing a theory of non-Lambertian photometric stereo is that of the number of light sources needed to invert the image formation process for obtaining a unique reconstruction. This issue is also central to Woodham's theory of photometric stereo [34] . For the Lambertian reflectance map, Woodham established that three light sources are sufficient for uniquely inverting the image formation process. In Section V, we show that three light sources are also sufficient to yield a unique surface normal for the entire class of m-lobed reflectance maps.
We would like to emphasize that only the knowledge about the class of reflectance maps is used to establish this result. It is possible that, by adding other constraints to the problem, the number of light sources can be reduced. For the Lambertian reflectance map, such an approach has been investigated by Onn and Bruckstein [7] . They showed that, for a Lambertian reflectance map, if the height function z(z,y) of the surface has continuous second derivatives and cannot be written as By non-Lambertian we mean "not necessarily Lambertian" in the same way that nonlinear means "not necessarily linear." z(z, y) = f(z) + g(y), then, using the integrability constraint, the number of light sources can be reduced to two. In this paper, we do not investigate the effect of such additional constraints.
Some knowledge of the illuminant strength is usually required to invert the image formation process and most photometric stereo and shape from shading techniques obtain this knowledge from the image itself. The simplest technique [12] assumes that the reflectance map achieves its maximum value at the location of the maximum intensity in the image. Therefore, the maximum intensity is proportional to the illuminant strength and dividing all the image intensities by the maximum intensity removes the dependence on the illuminant strength. Other techniques of estimating the illuminant strength [lo] , [21] assume that the imaged object has a uniform distribution of surface normals. It is very easy to encounter situations where these assumptions do not hold, and in those cases the illuminant strength cannot be estimated independent of the surface normal. Both the quantities have to be obtained simultaneously.
In Section VI, we address the issue of whether the illuminant strength can be obtained simultaneously with the surface normal using three light sources. To solve this, we show that the image intensities due to three light sources are constrained to have a manifold structure and that the problem of sufficiency of light sources can be posed as a problem of the geometry of this manifold. Silver [26] also noted this constraint on the image intensities. Using a geometric technique, we obtain a condition for the sufficiency of three light sources to obtain the illuminant strength.
In Section VII, we address the problem of completeness of reconstruction. This problem is illustrated as follows. Let us assume that, for a given reflectance map, we have determined that k light sources are sufficient to obtain a unique inversion of the image formation process. We then set up the k light sources and illuminate the object. Assume that the object is a sphere and we are interested only in reconstructing its visible part. As long as all the k light sources are not positioned along the viewing direction, there will always be visible surface normals on the sphere that will lie in self-shadow with respect to any given light source. Thus, we will not have the k intensity values that we need for inverting the image formation process to estimate the surface normal and other surface parameters. The surface is therefore not completely reconstructible. One solution to this problem is to use more than k lights, say k* lights, and place them such that at least k of these illuminate every visible surface normal. The problem of complete reconstruction is that of finding (or obtaining bounds on) k*. In general, this cannot be done without knowing the geometry of the surface. However, for convex surfaces, a relation between k and k* can be obtained without explicit knowledge of the shape. In Section VII, we show that for convex surfaces k* = 2k.
IMAGING GEOMETRY AND NOTATION
We assume the imaging geometry of Fig. 1 . The object is placed far enough from the imaging plane so that orthogonal projections can be used. The light source is also assumed to be distant. The surface normal at any point on the object surface is represented by n, the optical axis of the camera is along the unit vector r, and the light source is located along the unit vector i. By our assumptions, the vectors r and i are constant over the entire object surface. When multiple light sources are used to illuminate the scene, il will denote the unit vector pointing toward the lth light source. The "viewer-centered coordinate system" is assumed to be positioned such that the positive z-axis lies along r and the x-y plane is parallel to the image plane. For vectors in this frame, the first component is the x component, the second the y component, and the third the z component. The inner product between any two vectors U and v is denoted as uTv and the cross product as U *U. Thus, the fact that n is a unit vector is denoted as nTn = 1.
At times, we will use the zenith and azimuth angles 6 and 4 to represent unit vectors, and the convention we adopt with respect to these is as follows. The zenith angle of any unit vector is measured positively down from the z axis while the azimuth angle is measured positively counterclockwise from the x axis.
The angles O and 4 will usually be subscripted to indicate which vectors they belong to. Thus, 6, and 4, , are the zenith and azimuth angles, respectively, of the vector n while 6, and 4i are the angles of i.
In the geometry of Fig. 1 note that the set of all visible surface normals is given by rTn > 0. Since the coordinate frame is aligned to have its z axis along r, this condition can also be written as 7~/ 2 > 6, 2 0.
We call the angle between the vectors i and r the "phase angle" and the plane containing i and r the "principal plane." We call the direction along the unit vector n, the "specular direction," where i + r n, = -lli + 41 .
Since the mapping from unit vectors to zenith and azimuth angles is one to one, any function h ( z ) of a unit vector x can also be written as h(6,, dz). Of course, the converse is also true.
If we let dw denote the infinitesimal solid angle about the ray along 0, 4, then dw = sin 6 d6 dd.
In Section 111, we have to evaluate integrals of functions of zenith and azimuth angles 6, 4 (such as h(6,4)) over all the solid angles, and we will denote this integral as s , h (6, 4) Horn and Sjoberg [13] showed that the intensity (gray level) I recorded at any pixel by the imaging apparatus is proportional to L r ( ) . Thus, we have I = CL,.(), where C is the constant of proportionality of appropriate dimensions so that I is a dimensionless quantity. As the orientation of the surface varies, the intensity I varies. Let be the maximum intensity that is recorded over all possible surface normal orientations. Assuming &,(e -0094 -40) = 6(0 -00) sinO 
THE REFLECTANCE MAP
In this section, our main aim is to construct m-lobed reflectance maps. To do this, we briefly present the definition of the reflectance map, then we review the different theories and reflectance maps proposed to model real-world reflection. Finally, we introduce the m-lobed maps.
A reflectance map relates the orientation of the surface normal to the image intensity caused by that orientation [12] , [13] . The reflectance map depends on the radiance of the light source and the bidirectional reflectance distribution function (BRDF) of the surface.
The radiance (in watts per square meter per steradian) of a distant point light source that is placed along i is given by
where 0, and 4, are the zenith and azimuth angles, respectively, of i, and E, is the irradiance of the light source measured perpendicular to i. In the vector notation,
The BRDF is a function of the incident and receiving directions (when viewed relative to the surface normal) and is defined as the ratio of the radiance of reflected light in the receiving direction to the irradiance of incident light [19] . Consider a small surface patch and orient a coordinate frame such that the positive z axis aligns with the surface normal. In this frame, let O,, 4z be the zenith and azimuth angles of the direction of incident light and Or, 4,. be the zenith and azimuth angles of reflected light. The BRDF of the surface is written as fr(8,, q5%, Or, q5r) and has the units of reciprocal steradians. If the surface is an isotropic reflector, the BRDF has the simpler form f,. (e,, 0, , q5r -4,) [ 121. In terms of the unit normal vectors, we can write the BRDF as f r ( i , n, r ) .
Given a surface patch oriented along n with a BRDF f r ( i , n, T ) , and a light source with a radiance L,(x), the radiance of reflected light along r is
Alternately, this may be written as 
In terms of zenith and azimuth angles, we have Note that we have explicitly denoted the dependence of the reflectance map on the incident, normal, and receiving directions. We have also followed the convention [12, p. 2191 that the reflectance map is normalized so that its maximum value is 1.
Given the reflectance map, the intensity Z is obtained as
Having defined the reflectance map, we will now review some of the BRDF proposed in the literature to model reflection from rough real-world surfaces so that we can substitute the proposed BRDF's in (3) and obtain reflectance maps.
A perfect solid with a planar boundary reflects only in a specular manner [28] . All of the incident radiation from the direction O,, 4% is reflected along the direction 0,. = 0,, 4,. = 4% + 7r. The BRDF for specular reflection is [13] Alternately,
(4)
Most solids are not perfectly regular. They have surface and bulk inhomogeneities, and these inhomogeneities cause diffuse reflection. We proposed in E291 that diffuse reflection from the inhomogeneities of a large class of engineering materials is contained in three lobes (as shown in Fig. 2 ) called theforescatter lobe, the normal lobe, and the backscatter lobe. Fig. 3 shows an example of a measured BRDF [5] that displays all the three lobes.
The forescatter lobe is spread around the specular direction and is purely a surface phenomenon [4] . This lobe has been studied in detail, and a wide variety of theories have been proposed to explain it [3] , [32] . A simple explanation of the forescatter lobe is as follows: A rough surface can be modeled as being made up of facets, each facet being a small perfectly plane reflector. All the facets are inclined randomly about the mean surface. When light is incident on them, each facet reflects specularly. The distribution of the facets about the mean causes the reflected flux to distribute around the specular direction. Simple, but accurate, mathematical descriptions of the shape of the forescatter lobe can be made from such a facet model 
In ( Explanations of the origin of the normal lobe as bulk scattering have been the most complete so far, and we will pursue these. Theories of bulk scattering model the bulk as being optically uniform, but filled with point scatterers. The scattering from such a collection can be analyzed using radiative transfer theory [9] .
The exact results of radiative transfer theory are reported in [9] , and a discussion of some of them can be found in [29] . For now, we will use the result of radiative transfer theory that the normal lobe is approximately Lambertian [29] . Hence,
(9)
The backscatter lobe is spread around the incident direction. Most materials display very little (but perceptible) backscatter; paints are one of the substances reported to backscatter strongly [5]. We have not yet been able to locate any substantial theories of the backscatter lobe in the literature and our analysis of the situation is based on the result of radiative transfer theory that scatterers close to the surface cause a backscatter lobe in the net reflected light.
A simple theory of backscatter can be built by assuming that backscatter is caused by scatterers located in a plane parallel to the mean surface [29] . The expression for the BRDF of the backscatter lobe is where S() is the bistatic shadowing function, p0 is the phase function of the scatterers [9] , and a b s c is a constant of the right dimensions to make the right-hand side a BRDF.
A real world surface reflects light in all of the above modes, and its BRDF can be written as f r ( 4 n 1 .
where p's are dimensionless constants and are determined by the proportion of light reflected in each lobe.
Next, consider the reflectance maps that arise from this BRDF and a point light source. Starting with (3), we have
The radiance due to specular reflection is unbounded, and the reflectance map cannot be normalized to 1. However, our main interest is in surfaces that reflect diffusely; hence, we will assume that pSpec = 0. Then, the reflectance map is
This is a complicated expression, and it is shown in [29] that, for most photometric stereo geometries and for most surfaces, the expression can be simplified to
where p's are constants of the right dimension that makes R ( ) a valid reflectance map. p's are the "albedos."
If we had multiple light sources il 1 = 1, . . . , k, the reflectance map associated with the light source il is
Before we proceed further, we demonstrate the utility of this reflectance map. Fig. 4 shows two spherical objects. The sphere at the right was imaged in a photometric stereo apparatus with a single point light source at a phase angle of 25". were Lambertian. Clearly, it is not. Fig. 5 also shows a fit of the reflectance map of (11) to the data. The Torrance-Sparrow model is used in the fit so that the exact expression for the reflectance map is
The parameters used in (12) had values of pfsc = 1.0, pnorm = 0.5, pbsc = 0.0, and c, = 2.578. These values were obtained interactively so that the intensities due to (12) had a good fit with the data. Clearly, the reflectance map of (12) models the data quite accurately.
Now that we have a form of the reflectance map of (11) from physical considerations, we will generalize it to obtain the m-lobed map. The generalization depends on the following observations about (11):
1) There are three terms in the reflectance map of (ll), each term originating from a lobe of reflection. The first two terms display variation with n; the third does not.
2) The first two terms can be written as 3) The functions Q 1 ( ) and @,() above are positive and monotonically increasing functions of their arguments.
4) The vectors p,, and p,, are independent of n and depend only on il and r. 
With each direction plJ we associate a3( ), a monotonically where 0 < 6 ' 1 , < 012 < ... < 6'lm-1 < 4. (14) where b 2 0 is a constant.
We assume that the term C3m_l-'pJQJ(p;n) goes to zero as iTn does. Physically, this assumption means that the only lobe that contributes to the observed intensity as we get closer to the self-shadow region (iTn 5 0) is the backscatter lobe. This assumption is true for most surfaces.
Note that, in the definition of the m-lobed maps, we have constrained the azimuth angle of the principle directions to be the same as the azimuth angle of the light source. On the other hand, there are no constraints on the zenith angles of the principal directions. For any particular map, we are free to specify the zenith angles. Thus, for example, we may find that for some map, the zenith angles of the principal directions are a function 
IV. THE PHOTOMETRIC STEREO EQUATIONS
In this section, we state the photometric stereo equations. We assume that we have k distinct and identical light sources i,, 1 = 1,. . . ,IC illuminating the scene one at a time. As we mentioned before, the light sources are usually placed in a ring around the camera axis and hence the zenith angles of all the vectors il are the same. This is shown in Fig. 7 .
If the scene is illuminated by one light source at a time, the resulting k intensities at any pixel are given by We call this equation the "unnormalized photometric stereo equation" and would like to solve it for I,, and n. We are particularly interested in knowing the value of k and the position of light sources for which there is always a unique solution to the equation. Here too, our main interest is in the value of k and the positions of the light sources for which the equation has unique solutions.
We are interested in establishing conditions for which the solutions are unique in a "global" sense rather than in the "local" sense of the inverse function theorem. A globally unique solution exists if 1) for (16) we cannot find two distinct sets ( I m m l , n l ) and ( Im,,,, n2) that will yield the same left-hand side, and 2) for (17) we cannot find two distinct surface normals nl and n2 which will yield the same left-hand side. We restrict ourselves to investigation of the uniqueness of solution for surface normals that do not lie in the self-shadow of any of the light sources.
V. INVERSION OF THE NORMALIZED PHOTOMETRIC STEREO EQUATION
In this section, we investigate the solution of the normalized photometric stereo equation (17) when the reflectance map of (14) is substituted in it. The main result of this section is expressed in theorems 5.1, 5.2a, 5.2b, and 5.3. Informally, the result is that the normalized photometric stereo equation does have a unique solution with an m-lobed map and three light sources placed according to Fig. 7 .
The uniqueness of solution depends on a property of the principal directions and we begin by establishing that property.
A. The Principal Directions
Consider the light sources of For the notational convenience, we will denote qjz2 (and -&) Given this geometry, the principal directions associated with the first light source always have an azimuth angle of zero, the principal directions associated with the second light source an azimuth angle of q$, and the principal directions associated with the third light source an azimuth angle of -4%. Also, since 0, > 0, the zenith angles of all principal directions are strictly greater than zero. The azimuth and zenith angles of the principal directions for the general m-lobed map are listed in Table I . Table I1 shows the principal directions for an isotropic m-lobed map. Since the map is isotropic and the zenith angle of all the light sources is the same, the zenith angles of the first principal directions associated with each light source is the same. This also holds for the zenith angles of all the second, third, --, principal directions. In Table 11 , the equality of zenith angles is made explicit by denoting the value of the zenith angles of all the first principal directions by 81, all the second principal directions
Next, consider triplets of principal directions formed in the following manner: the first triplet formed by taking the first principal direction of each of the light source, the second triplet formed by taking the second principal direction of each of the light source, the third triplet formed by taking the third, and so on. There are m -1 such triplets, each corresponding to one principal direction.
It is now fairly straightforward to establish that for the general m-lobed map 
H I = (i).
Thus, the invertibility of H1 means that il, iz, and i3 are linearly independent. This is a common assumption for establishing the sufficiency of three light sources for normalized Lambertian photometric stereo [34]. of Lemma 5.1 (or Lemma 5.2), Hl becomes invertible, and from the above equation we obtain n1 -n2 = 0, which contradicts our assumption that nl and nz are distinct. Hence, we have Theorem 5.1: The normalized photometric stereo equation has a unique solution for two-lobed maps with only three light sources placed according to (18) and (19) with the value of 4; being 7r > di > 7r/2 for the general m-lobed map and Since Q1( ) and Q2( ) are monotonically increasing functions, the conditions of (24) and (25) are equivalent to
and Further simplifying, we get We can restate the conditions of (28) and (29) in terms of the sets c1 and c2 by saying that the first row of (23) holds if (nl -n,) E c1 or (nl -n,) E c;. We can also define sets c,, c;, c3, and c; as By the same argument as above, it is possible to see that the second row of (23) holds if (nl -nz) E c2 or (nl -n2) E g , and the third row holds if (nl -n,) E c3 or (nl -n,) E c;.
Thus, the sets c1, cy, c,, c;, c3, and c; represent conditions under which at least one row of (23) holds. The intersection of these sets represents the conditions where at least two rows of (23) hold. The intersections are defined as2
C; = C; n 4, C; = C; n c;, C; = C; n C; If any two rows of (23) hold, then (nl -n,) belongs to one of these sets.
Finally, define C and C* to be C = Cl n C, f l C3 and C* = C; n C ; n C;. If (23) holds, then (nl -n,) belongs to C or C*. Hence, Lemma 5.3: If the sets C and C* are empty, (23) will not hold for any distinct n1 and n2 and the normalized photometric stereo U We will now find explicit expressions for the above sets and convert the condition that C and C* be empty into a constraint on light source positions. The sets cI, c;, C,, C;, C, and C* possess properties that allow us to simplify the condition of emptiness of C and C*. We state the properties of these sets below but postpone their proofs to the Appendix. The Appendix also contains a geometric depiction of the sets that the reader might use. The properties of interest to us are Property 1: When the point 0 (the origin of E3) is added to the sets cI, c;, Cl, C;, C, and C* the resulting sets are convex cones with 0 (the origin of the space) as the apex.
Property 2: The sets CI, c;, and C,, C;, and C,C* are complementary in the sense that equation will have a unique solution.
X E C , iff -x E C ; X E C iff -x E C * .
It follows that cI n C; = 0 Cl n C; = 0 C n C* = 0.
From Property 2 it follows that if C is empty, then so is C*. Thus, it is sufficient to check for the emptiness of C only. But, C is defined in terms of the unstarred sets, and from this it follows that we need to identify the unstarred sets only and evaluate the condition that their intersection is empty.
Note that if any two of the unstarred sets Cl, C,, and C3 are empty, then C will always be empty. Since adding the origin to these sets makes them convex cones, the disjointedness of any two of these sets can be shown by finding a plane in E3 containing the origin that separates them. This plane is easy to find once we have an explicit presentation for Cl, C,, and C3. As we show in the Appendix, if the matrices Hl, H2, and H3 are invertible, the sets Cl, C2, and C3 are given by where, = fP11 * P21, v2 = *PI1 * P22, U3 = fP12 * P22, 214 = fPl2 * PZl, w1 = 'pll * P31, w2 = %pll * P32, w3 = &p12 * P32,
The sign is chosen in these formulas so that the z component of all these vectors is positive.
Using the azimuth and zenith angles for the principal directions from Table I , for the m-lobed map we get the vectors w, and U, as -cos 012 sin BZ2 sin q5t sin 012 sin BZ1 sin 4%
Now consider the z component of the vectors w, and U, for dZ in the range x > 4% > x / 2 . Since sin 4, is positive in this range, we will have to consider the formulas for U, with the positive sign and the formulas for w, with the negative sign. With these signs, note that the y components of U, are strictly negative while the y components of w, are strictly positive. From the definitions of Cl and C3 it follows that the y components of all members of C, are strictly negative and the y components of all members of C, are strictly positive. Therefore, for x > 4% > x / 2 , the x-z plane can separate C1 and C3 and we have C = Cl n C2 n C3 = 0. (As a check, we note that, according to Lemma Now consider the range of q5t for which (tan e,/ tan)& > cos dt and x > q5*. As before, to get positive z components for wj, we have to use the negative sign; to get positive z components for U,, we use the positive sign in the above formulas. Further, for this range of note that 1 -(tan02/tanOl)cos+, > 0 and 1 -(tan el/ tan 0 2 ) cos 4t > 0. Thus, the y components of all U, are strictly negative while the y components of all w, are strictly positive. Hence, as before, the x-z plane can separate Cl and C, giving us C = 0. 
(:2)
0 Two comments about the inequality of (30) are in order: 1) For the class of reflectance maps described by (ll), we have O1 = 02/2. In general, if we consider O1 = 6',/p, where p > 0, then we have Thus, we can set di 2 cos-' and always satisfy the inequality of (30). For p = 2 we get 4 2 60". Hence, for the reflectance map obtained due to the three lobes described in Section III, three light sources placed according to (18) and (19) with the azimuth angle 4i given by 180" > q5i 2 60" will yield a globally unique solution to the normalized photometric stereo equation. Silver [26] used this configuration with q5i = 120" between any two lights. That is why he was able to reconstruct surfaces using only three light sources.
2) Note that, even as P + 00, if we keep q5i > 90", the inequality of (30) is always satisfied. As a final comment, consider what happens when three light sources are placed according to Theorem 5.2a or 5.2b. The theorems assure us that C is empty, i.e., given distinct nl and nz, the vector (nl -nz) belongs to at most any two pairs of sets :), (cz, c;), and (c3, cg) . If the vector does not belong to the pair (Ck, c;) for some k, then it follows from the definition of the sets ck and c; that one of the following inequalities holds:
E. Case m > 3
In this case, we will consider (21) in its full generality. As we see below, this case is no more complex than the three-lobed map case, and in fact the analysis for the three-lobed map can be easily extended to the present situation. The technique we adopt for doing this is to form a three-lobed map from the m-lobed map in such a way that establishing the uniqueness of solution for the three-lobed map would establish uniqueness of solution for the m-lobed map.
We construct the three-lobed map out of the m-lobed map by choosing the first lobe, the m -lth lobe and the backscatter lobe of the m-lobed map as the lobes for the three-lobed map, i.e., given the m-lobed reflectance map of (14) i.e., the kth row of (21) cannot be zero.
Arguing along similar lines, it is easy to see that if any of the conditions of (36)-(39) was true, the kth row of (21) would not be zero. Hence, we reach the conclusion that (21) will not hold if any of the conditions of (36), (37) 
VI. INVERSION OF THE UNNORMALIZED PHOTOMETRIC STEREO EQUATION
In this section, we analyze the unnormalized photometric stereo equation (16) . We investigate whether it is possible to obtain a globally unique I,, and surface normal from the equation for three light sources. The main result of this section is Theorem 6.1, which states the condition for which this is possible.
The result expressed in Theorem 6.1 depends on a property of the normalized photometric stereo equation, and we begin by discussing this property.
A. The Manifold Structure of the Normalized Equation
If three light sources are used, then the normalized photometric stereo equation (17) can be viewed as a mapping from E3 to E3, i.e., from n to (I~'I~lI~l)T. The domain of this mapping is the manifold nTn = 1 to which n belongs. If we assume a unique solution for the normalized equation, then the mapping is one to one and the range of the mapping is also a manifold in E3 [20] .
We denote this manifold by S.
Example: The manifold S is best illustrated in the case of a Lambertian surface. We have H1 = (ti), re' ($)
I;el where, Ire' = H l n . Hence, n = H;'Ire' and using nTn = 1 we get
Ire' T ( H ; l ) T (HC1)Fel = 1. (40)
Thus, the manifold corresponding to a Lambertian reflectance map is a part of the ellipsoid in (40).
Consider the shape of the manifold S when we assume that the term p j Q j (pcn) in the m-lobed reflectance map of (14) goes to zero as iTn approaches zero. As iTn + 0, IF' + b, i.e., the edge of the manifold corresponding to iTn + 0 is a curve in the plane IF' = b. Similarly, the edge of the manifold corresponding to irn + 0 is a curve in the plane IF' = b and the edge corresponding to iTn + 0 is a curve in the plane IF' = b.
See Fig. 8 .
From this it follows that, given any two points x1 and x 2 on S , the plane r defined by J? = span(zl, x 2 ) will intersect S in such a fashion that it is possible to draw a continuous curve a(.) (see Fig. 8) with a(0) = x1 and a(1) = x2 aad a ( s ) E r n S. We can interpret this condition in terms of the manifold S as follows: If the unnormalized photometric stereo equation does not have a globally unique solution for the albedo and the normal, then there must be two elements of S that are linearly dependent with a positive scaling factor. Since S is a smooth manifold, we can check for the linear dependency by a local condition as shown below. f'(0) # 0. Lets' be a point 0 < s' 5 1, such that f(s') = 0 and f(s) # 0 for all s, 0 < s < s'. We know that there is at least one such point given by s' = 1 (see Fig. 9 ). Since f(s') = aT(O)a(s') = 0, we have that a(s') has no component along at(0), and hence, a(s') is linearly dependent on a(0). This implies that a,(s') = at(0). At s' we have two possibilities: f'(s') = 0. This again implies that the tangent vector a'(s') and the vector a(s') are linearly dependent and the first part of the theorem follows. 
B. The Unnormalized
The Plme r. Note that, in general, the solution to the completeness problem depends on the surface being imaged. If the surface is convoluted, parts of it might easily cast shadows on other parts and a very large number of light sources may be needed to k-illuminate it completely. We consider a simpler version of this problem where we restrict ourselves to considering those surfaces for which the lack of illumination of any surface normal is only due to self-shadow. The class of convex objects has surfaces where this holds. As we see below, for this class of surfaces it is possible to obtain a relation between k' and k that is independent of the detailed surface shape. The main result is expressed in Theorem 7.1, which states that k* = 2k light sources are necessary and sufficient to k-illuminate any surface normal n.
To begin, we establish that constraining the position of light sources does not change IC*. Given a vector n, suppose that il, I = 1,. . . , k* light sources k-illuminate n. We move the light sources keeping their azimuth angles the same, but decreasing their zenith angles until they all have zenith angles equal to the minimum zenith angle of the original configuration. We denote the new light sources by ii, 1 = 1,. . . , k*. We now establish that if all of il k-illuminate n, then so do all of ii. It follows that if all il have zenith angles equal to the minimum zenith angle of il, then the light sources i; k-illuminate any vector that is k-illuminated by il.
We now consider solving the completeness problem in a simplified setting: we assume that all the light sources il have been moved so that they have the same zenith angle (equal to the minimum angle of the original configuration). We denote the zenith angle of any of the light source by 0,.
Let k* 2 3. Given any k* light sources with the same zenith angle, we can number them by going around them in a counterclockwise manner. We assume that this is in fact the numbering il. As k' 2 3, there is a unique way of defining the difference in azimuth angles between any two consecutive light sources i, and i,,,. This is done by measuring in a counterclockwise manner the change in the azimuth angle from q i q to i.e., we define A& = q5cq -dZq+,. As a special case, A4k+ is defined as
We now establish an inequality that will lead us directly to the solution of our problem. We can construct n such that n = u/llull. We have It is easy to show that the term 1 + (C/ tan0, cos$) in the above expression is positive. However, cos 4 is negative. Hence, iT+ln < 0. Using the exact same argument, it is possible to show that iFn < 0.
If we select any other light source i,, then we know that its zenith angle is 8, and that its azimuth angle 4, is constrained by 11&, , 11 > 4 > 1r/2. Hence, -cos4 < COS^, and we get -tan 0, cos 4 < -tan 0, cos 4p.
This leads us to 1 + & > 0 as before. Also, cos 4, < 0 as before, and using the same argument as above, we get i,'n < 0. Thus, no other i, can illuminate n = u/11u11, and n is zero-illuminated.
0
We will now proceed to establish the exact value of k*.
Theorem 7.1: k* = 2k lights are necessary and sufficient to k-illuminate all surface normals n that have a zenith angle strictly less than 7r/2. These lights should be placed such that 1) the differences in the azimuth angles A$,, q = 1,. . . , k* are constrained so that 0 < Ad, I T , and
2) the zenith angles of all the light sources are the same (0,) and constrained by 0 < 0, < 1r/2.
Proof: The constraint on Aq5, follows from a straight application of Lemma 7.2 to every consecutive pair of i's.
The result k' = 2k is obtained by applying a more global constraint. Consider, the light sources iz, i3, . . , i k . If we remove all of these lights, we have the lights i k + l , i k + z , . . . , i k ' , and il left. We now show by contradiction that the difference between the azimuth angle between il and i k + l must be less than or equal to T . If this were not so, by application of Lemma 5.2, there exists an n that is zero-illuminated by these light sources.
Reintroducing the lights i z , . + .
, i k can, at the most, k -1 illuminate n, and we do not have a k-illumination. Hence, the difference between the azimuth angles between il and i k + l must be less than or equal to ~r . Note that we have a net of k' inequalities, and that any particular term A& occurs in exactly k of them. Adding all the inequalities, we get: kE, A4, I k * r . But, we know that E, A& = 2~. This leads us to k* 2 2k, which establishes the necessary part of the theorem. 
VIII. EXPERIMENTAL RESULTS
We now present experimental results that show that the theoretical results of the previous sections can be applied to real-world data. We show that 1) If a Lambertian photometric stereo is used to reconstruct surfaces whose reflectance map is non-Lambertian, the reconstruction can be quite poor. Using the correct nonLambertian map improves the reconstruction considerably. 2) For the class of reflectance maps proposed in this paper, three light sources are sufficient for solving the normalized photometric stereo.
3) Im,,, the measure of illuminant strength, cannot be estimated along with the surface normal using only three light sources for readily encountered non-Lambertian reflectance maps. Before we present our results, we note that the claim [2] above is supported by Silver's [26] results. Silver found that photometric stereo could be used with only three light sources for experimentally measured point light surface reflectance maps.
Our experimental results for 1) and 2) above come from reconstruction of the two surfaces shown in Fig. 4 . Both the surfaces are spherical, and as we mentioned in Section 111, the one at the right is non-Lambertian with the reflectance map given by (12) . By plotting the intensity in the principal plane we found that the surface at the left has a Lambertian reflectance map.
Three images were obtained of each of the surfaces in a photometric stereo apparatus with three point light sources. The zenith angle of all the light sources were 25" while the azimuth angles were 0", 120", and -120". The three images for the nonLambertian surface were used in the normalized photometric stereo equation, once with a Lambertian reflectance map and then with the non-Lambertian reflectance map of (12) . A standard Levenberg-Marquardt algorithm [ 161 was used for solving the nonlinear normalized photometric stereo equation.
Figs. 10 and 11 show the needle diagrams obtained from the normalized photometric stereo using Lambertian and nonLambertian reflectance maps, and Figs. 13 and 12 show the depth profiles obtained from the needle maps. The reconstruction from using the non-Lambertian reflectance map is superior to that from the Lambertian reflectance map. A detailed analysis of the reconstruction errors was conducted as follows: an ideal sphere was fit to the data by letting the center and the radius of the sphere vary until the error between surface normals of the ideal sphere and the experimentally obtained data were as small as possible. The error that remained after the best fit was taken as a measure of the error in the reconstruction. The error was computed as the rms angular deviation between the surface normals of the ideal sphere and the experimentally reconstructed surface normals. The best fit was found by a standard optimization algorithm [16] , which was initiated close to the manually measured center and radius of the image.
For the reconstruction with the Lambertian reflectance map, the rms error was 19.46". For the reconstruction with the non- Lambertian reflectance map, the error was 1.82". This clearly shows that it is inappropriate to use the Lambertian reflectance map with non-Lambertian surfaces.
As a comparison, we also reconstructed the Lambertian surface of Fig. 4 with a Lambertian reflectance map. Fig. 14 shows the resulting needle map, and Fig. 15 the depth profile. The rms deviation of the reconstruction from the best fit sphere was 4.787". This error is of the same order of magnitude as the error for reconstructing the non-Lambertian surface with the nonLambertian reflectance map and validates that result. We feel that the slight increase in the error is due to the fact that the surface is only approximately Lambertian whereas we used an exact Lambertian model to reconstruct it. We have reconstructed other surfaces with non-Lambertian reflectance maps quite successfully with three light sources, and the reader is referred to [30] for those.
Next, we checked whether our photometric stereo apparatus with three light sources could be used to obtain the surface normals and I,, for the non-Lambertian reflectance map of (12) . Fig. 16 shows the plot of J of Theorem 6.1 for the reflectance map of (12) and three light sources placed at a constant zenith angle of 25" and azimuth angles of 0", 120', and -120". Note that the value of J does cross zero. Hence, by Theorem 6.1 we know that I,,, and the surface normal cannot 
IX. CONCLUSIONS
In this paper, we described a theory of photometric stereo for diffuse non-Lambertian surfaces. We began by identifying the physical processes of reflection. From this, we constructed a class of reflectance maps that we identified by a mathematical expression. This class of reflectance maps we termed "m-lobed reflectance maps." For the normalized photometric stereo equation, we derived a condition to check whether three light sources were sufficient for a globally unique solution. Applying this condition to the m-lobed map (m 2 2), we showed that it was possible to arrange three lights in such a fashion that a globally unique reconstruction was possible. For the unnormalized photometric stereo equation, we obtained a condition that allowed a simple check to see whether three lights were sufficient to obtain a globally unique I,, as well as the surface normal.
Finally, we addressed the issue of completeness of reconstruction and showed that if k lights were necessary for a globally unique reconstruction, 2k lights were necessary for a complete reconstruction.
We believe that this is a first step toward a theory of nonLambertian photometric stereo, and we conclude the paper by indicating some directions in which the present results can be extended. Although the class of m-lobed reflectance maps is large and useful, it is not large enough to cover every reflectance map proposed in the literature. Probably the most important reflectance maps that are not included in it are the ones that can arise from using distributed light sources with specular surfaces. A theory for such light sources would be a logical extension of our results. Here too, there is experimental evidence [15] that three light sources may be sufficient.
For unnormalized photometric stereo, the sufficiency of some number of light sources greater than three would be nice to establish. Currently there are no such general results.
Finally, the problem of jointly estimating some parameters of the reflectance map along with the surface normal is an intriguing problem. For some reflectance maps, the reflection from different lobes can be easily identified in the image data, and for these maps the parameters of the lobes can be estimated independent of each other [ll] , [17] . However, in cases where this cannot 
A. The Sets c l , c;
Recall that the sets c l , c; are defined as
c; = { n : p E n < 0, p , i n > 0).
To find explicit expressions for these sets we have to define some more vectors in E3. Fig. 17 provides geometric aid to the following development. Given p l J , the jth ( j = 1,2) principal direction of the lth light source, let us define a vector T I , that is orthogonal to it and has a positive z component, i.e., if
Note that the azimuth angle of r l I is also $1, i.e., TIl is contained in the principal plane of the Zth light source. Also note that r I 1 and r12 are linearly independent and hence span the principal plane. Further, it is easy to establish that sin 81,
P l I = 0
TT2Pll > 0 4 P l 2 = 0.
(All

P 1 , < 0
Let us denote the principal plane by I& (See Fig. 17 ). Let qI be a unit vector orthogonal to IIl. Note that qI is contained in the x-y plane, i.e., its z component is strictly zero. We now have the following properties for the sets CI and c;: From this representation of the sets it follows that the z components of all the elements of cl are greater than or equal to zero while the z components of all the elements of c; are strictly less than zero. Thus, the sets C I and c*, are nonintersecting for any 1 and m.
We first establish that
Lemma E: If the matrices Hl and H2 as defined by (20) are invertible, then the vectors v,, U ; , and w, as defined above are nonzero and distinct. Further Ell = span(vL, w2) = span(wl, w3) -12 = span(v4, v3) = span(w3, w4) E21 = span(vl, 214) = span(ul, u4) E22 = span(v2, v3) = span(u2, u3) -31 = span(ul, u2) = span(w,, w,) -32 = span(u3, u4) = span(w2, w3).
---Proof: Consider existence first. We will prove this for 21,. The proof for other vectors follows identical lines. Consider the set S = Sll n Ezl. The set S has dimension 1. Since, zll = span(rll,q,) and S2, = span(rZ1,q2), if x E S, then pEx = 0 and pzx = 0. The set S, therefore, consists of vectors orthogonal to p,, and pzl. Since the matrix Hl is invertible, we know that p,, and p,, are linearly independent and hence their cross product p,, * p,, is not zero. Let us consider p,, * pzl as a likely candidate for U,. The z component of this vector is sin sin 8,, sin (4, -4,) # 0. Hence, the set S can be written as av,, where v1 = f p , , * p,,, the sign being chosen to keep the z component of v1 strictly greater than zero. This establishes that v1 exists.
Arguing along identical lines, it is possible to show that U,, v3, and v4 exist. Further, by the invertibility of H1 and H2, it is easy to show that U,, U,, v3, and v4 are distinct.
We will now show that E,, = span (v,,v,) . Note that by definition vl, U, E Zll. Hence, the result follows if we can show that v1 and U, are linearly independent. We will establish this by a contradiction. Note that v1 E ZZl and v 2 E E, , , so we have a representation for them in the form VI = ^hqz + a 1 r 2 1 v2 = y2q2 + a z r z z .
Since rPl and r2, are linearly independent and orthogonal to From the proof of the above lemma, we have that 211 = fP11 * P121 v2 = fP1, *P,,, 213 = fP,, * PZZ, v4 = *PlZ * P,, w1 = 'pll * P311 w3 = 'p12 * P321 w2 = *p11 * p32, w4 = 'PI2 * P31'
We now come to Lemma F: The sets C,, C,, C3 are given by c, = {x : x = av1 +Pvz + T U 3 + 6v4;a,P,y,6 2 0) -(0) From the above inequalities we have x E C,.
U
