Modules of principal parts on the projective line by Maakestad, Helge
ar
X
iv
:m
at
h/
01
11
14
9v
1 
 [m
ath
.A
G]
  1
3 N
ov
 20
01
MODULES OF PRINCIPAL PARTS ON THE PROJECTIVE LINE
HELGE MAAKESTAD
Abstract. The modules of principal parts Pk(E) of a locally free sheaf E
on a smooth scheme X is a sheaf of OX -bimodules which is locally free as
left and right OX -module. We split explicitly the modules of principal parts
Pk(O(n)) on the projective line in arbitrary characteristic, as left and right
O
P1
-module. We get examples when the splitting-type as left module differs
from the splitting-type as right module. We also give examples showing that
the splitting-type of the principal parts changes with the characteristic of the
base field.
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1. Introduction
In this paper we will study the splitting-type of the modules of principal parts of
invertible sheaves on the projective line as left and right OP1 -module in arbitrary
characteristic. The splitting type of the principal parts Pk(O(n)) as a left OP1 -
module in characteristic zero has been studied by several authors (see [5], [6] and
[7]). The novelty of this work is that we consider the principal parts as left and
right OP1 -module in arbitrary characteristic. We give examples when the splitting-
type as left OP1 -module differs from the splitting-type as right OP1-module. The
main theorem of the paper (Theorem 7.1), gives the splitting-type of P1(O(n))
as left and right OP1 -module for all n ≥ 1 over any field F . The result is the
following: The principal parts P1(O(n)) splits as O(n) ⊕ O(n − 2) as right OP1 -
module. If the characteristic of F divides n, P1(O(n)) splits as O(n) ⊕ O(n − 2)
as left OP1-module. If the characteristic of F does not divide n, P
1(O(n)) splits as
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O(n− 1)⊕O(n− 1) as left OP1-module. Hence the modules of principal parts are
the first examples of a sheaf of abelian groups equipped with two non-isomorphic
structures as locally free sheaf. In the papers [5], [6] and [7] the authors work in
characteristic zero, and they only consider the left module structure. The proofs are
not explicit. In this work we split the principal parts explicitly and the techniques
we develop will be used in future papers to get deeper knowledge of the principal
parts in positive characteristic. All computations are explicit, and in sections 3 - 6
we develop techniques to construct explicit non-trivial maps ofO-modules fromO(l)
to Pk(O(n)). The main theorem here is Theorem 5.2, where we prove existence
of certain systems of linear equations with integer coefficients. Solutions to the
systems satisfying extra criteria determins the splitting-type of Pk(O(n)). Theorem
5.2 is used in Proposition 6.3 to determine the splitting-type of Pk(O(n)) for all
1 ≤ k ≤ n in characteristic zero, and we recover results obtained in [5],[6] and [7].
We also give examples where the splitting-type can be determined by diagonalizing
the structure-matrix defining the principal parts (Section 4).
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during a stay at the Department of Mathematics at the Bar-Ilan University in Is-
rael and I want to thank Mina Teicher for an invitation to the Bar-Ilan University.
Thanks also to Rolf Ka¨llstro¨m for interest in this work.
2. Modules of principal parts
In this section we define and prove basic properties of the principal parts: ex-
istence of fundamental exact sequences, functoriality and existence of bimodule-
structure. In the following let X be a scheme defined over a fixed base-scheme
S. We assume that X is separated and smooth over S. Let ∆ in X ×S X be the
diagonal, and let I in OX×SX be the sheaf of ideals defining ∆. Let X
k be the
scheme with topological space ∆ and with structure-sheaf O∆k = OX×SX/I
k+1.
By definition, Xk is the k’th order infinitesimal neighborhood of the diagonal. In
the following, we omit reference to the base scheme S in products.
Definition 2.1. Let E be an quasi-coherent OX -module. We define the k’th order
modules of principal parts of E , to be
PkX(E) = p∗(O∆k ⊗ q
∗E).
We write PkX for the module P
k
X(OX).
When it is clear from the context which scheme we are working on, we write
Pk(E) instead of PkX(E).
Proposition 2.2. Let E be a quasi-coherent OX-module. There exists an exact
sequence
0→ Sk(Ω1X)⊗ E → P
k
X(E)→ P
k−1
X (E)→ 0
of OX-modules, where k = 1, 2, . . . .
Proof. See [3], Section 4.
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From Proposition 2.2 it follows by induction, that for a locally free sheaf E of rank
e, PkX(E) is locally free of rank e
(
n+k
n
)
, where n is the relative dimension of X over
S.
Proposition 2.3. Let f : X → Y be a map of smooth schemes over S, and let
E be a locally free OY -module. Then there exists a commutative diagram of exact
sequences
0 // Sk(f∗Ω1Y )⊗ f
∗E

// f∗PkY (E)

// f∗Pk−1Y (E)

// 0
0 // Sk(Ω1X)⊗ f
∗E // PkX(f
∗E) // Pk−1X (f
∗E) // 0
of left OX -modules for all k = 1, 2, . . . .
Proof. See [4].
From Proposition 2.3 it follows that if U is an open subset of X , we have that
PkX(E)|U equals P
k
U (E|U ), which allows one to do local computations.
Proposition 2.4. The principal parts PkX define a covariant functor
PkX : OX −mod→ P
k
X −mod,
where for all quasi-coherent OX-modules E, the k’th order principal parts P
k
X(E) is
a quasi-coherent PkX-module. The functor is right exact and commute with direct
limits. If PkX is flat, the functor is exact.
Proof. See [1], Proposition 16.7.3.
Note that since we assume X smooth over S, it follows that PkX is locally free,
hence the functor in Proposition 2.4 is exact.
We next consider the bimodule-structure of the principal parts.
Proposition 2.5. Let f, g : U → V be morphisms of topological spaces, and let s
be a section of f and g with s(V ) a closed set. Let furthermore A be a sheaf of
abelian groups on U with support in s(V ) Then f∗(A) equals g∗(A).
Proof. We first claim that the natural map from s∗s
−1A to A is an isomorphism:
Since s(V ) is closed, and s is a section of f , it follows that s is a closed map. Both
s∗s
−1A and A have support contained in s(V ), hence we prove that the map is
an isomorphism at the stalks for all points p in s(V ). We see that (s∗s
−1A)s(p)
equals (s−1A)p, since s is a closed immersion. Furthermore we have that (s
−1A)p
equals As(p) since s
−1 is an exact functor, and the claim follows. It now follows
that f∗A is isomorphic to f∗s∗s
−1A, and since s is a section of f , we get that f∗A
is isomorphic to s−1A. A similar argument proves that g∗A is isomorphic to s
−1A,
and the proposition follows.
Let now ∆ be the diagonal in X×X , which is closed since X is separated over S.
Then the sheaf O∆k⊗q
∗E has support in ∆, hence by Proposition 2.5 it follows that
PkX(E) = p∗(O∆k⊗q
∗E) is isomorphic to q∗(O∆k⊗q
∗E). By the projection formula,
we see that q∗(O∆k ⊗ q
∗E) equals q∗(O∆k) ⊗ E , hence by Proposition 2.5 we see
that PkX(E) is isomorphic to q∗(O∆k)⊗ E as sheaves of abelian groups. Identifying
q∗(O∆k) ⊗ E with P
k
X(E), we see that we have defined two OX -module structures
on PkX(E), hence it is a sheaf of OX -bimodules. This means that for any open set
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U of X , the sheaf PkU (E|U ) is an OX(U)-bimodule, and all restriction maps are
maps of bimodules satisfying obvious compatibility criteria. Let Xk be the k’th
order infinitesimal neighborhood of the diagonal. Then the two projection-maps
p, q : Xk → X induce two maps l, r : OX → P
k
X of OX -modules. The maps l and r
are the maps defining the bimodule structure on PkX , and we see that P
k
X is a sheaf
of OX -bialgebras. The map d = l − r : OX → P
k
X is verified to be a differential
operator of order k, called the universal differential operator.
3. Transition matrices for principal parts as left module
In this section we compute explicitly the transition-matrices defining the prin-
cipal parts Pk(O(n)) on the projective line over the integers. We will use the
following notation: Define P1 as ProjZ[x0, x1], where Z are the integers and put
Ui = D(xi) and U01 = D(x0x1) for i = 0, 1, where xi are homogeneous coordi-
nates on P1. Consider the modules of principal parts Pk from Definition 2.1 on
P1 for k ≥ 1. On the open set U01, the modules of principal parts P
k equals
Z[t, 1
t
, u, 1
u
]/(u− t, 1
u
− 1
t
)k+1 as OU01 -module, and OU01 is isomorphic to Z[t,
1
t
].
Lemma 3.1. On the open set U01, as a left O-module, P
k is a free Z[t, 1
t
]-module of
rank k+1, and there exists two natural bases. The bases are B = {1, dt, dt2, . . . , dtk}
and B′ = {1, ds, ds2, . . . , dsk}, where dti = (u − t)i and dsi = ( 1
u
− 1
t
)i.
Proof. Easy calculation.
Proposition 3.2. Consider Pk as left O-module on P1 with k = 1, 2, . . . . On the
open set U01 the transition matrix [L]
B′
B between the two bases B
′ and B is given
by the following formula
dsp =
k−p∑
i=0
(−1)i+p
1
ti+2p
(
i+ p− 1
p− 1
)
dti+p
for all 0 ≤ p ≤ k.
Proof. By definition dsp equals ( 1
u
− 1
t
)p in the module Z[t, 1
t
, u, 1
u
](u− t, 1
u
− 1
t
)k+1.
It follows that
dsp = (
1
u
−
1
t
)p =
(−1)p(u− t)p
uptp
= (−1)p
1
tp
dtp
1
up
,
and since u = t+ u− t = t+ dt we get
dsp = (−1)p
1
tp
dtp
1
(t+ dt)p
.
We see that
dsp = (−1)p
1
t2p
dtp
1
(1 + dt/t)p
,
and using the identity
1
(1 + ω)p
=
∑
i≥0
(−1)i
(
i+ p− 1
p− 1
)
ωi
we get
dsp = (−1)p
1
t2p
dtp
∑
i≥0
(−1)i
(
i+ p− 1
p− 1
)
(
dt
t
)i.
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We put dtk+1 = dtk+2 = · · · = 0 and get
dsp =
k−p∑
i=0
(−1)i+p
1
ti+2p
(
i+ p− 1
p− 1
)
dti+p
and the proposition is proved.
Consider the invertible O-module O(n) on P1, with n ≥ 1. We want to study
the principal parts Pk(O(n)) with 1 ≤ k ≤ n as a left O-module.
Lemma 3.3. On the open set U01 as left O module, P
k(O(n)) is a free Z[t, 1
t
]-
module of rank k + 1, and there exists two natural bases. The bases are C =
{1 ⊗ xn0 , dt ⊗ x
n
0 , . . . , dt
k ⊗ xn0 } and C
′ = {1 ⊗ xn1 , ds ⊗ x
n
1 , . . . , ds
k ⊗ xn1 }, where
dti = (u− t)i and dsi = ( 1
u
− 1
t
)i.
Proof. Easy calculation.
Theorem 3.4. Consider Pk(O(n)) as left O-module on P1. On the open set U01
the transition-matrix [L]C
′
C between the bases C and C
′ is given by the following
formula
dsp ⊗ xn1 =
k−p∑
i=0
(−1)p
1
ti+2p−n
(
n− p
i
)
dti+p ⊗ xn0 .
where 0 ≤ p ≤ k.
Proof. By definition
dsp ⊗ xn1 = (
1
u
−
1
t
)p ⊗ tnxn0 = (−1)
p (u− t)
p
uptp
un ⊗ xn0 .
Since n− p ≥ 0 and u = t+ dt we get
dsp ⊗ xn1 = (−1)
p 1
tp
dtp(t+ dt)n−p ⊗ xn0 .
Using the binomial theorem, we get
dsp ⊗ xn1 = (−1)
p 1
tp
dtp
n−p∑
i=0
(
n− p
i
)
tn−p−idti ⊗ xn0 .
By assumption dtk+1 = dtk+2 = · · · = 0, which gives
dsp ⊗ xn1 =
k−p∑
i=0
(−1)p
1
ti+2p−n
(
n− p
i
)
dti+p ⊗ xn0 ,
and the theorem follows.
Corollary 3.5. Pk(O(n)) is locally free of rank k + 1 on P1 for all 1 ≤ k ≤ n.
Proof. We compute the determinant of the structure matrix of Pk(O(n)), [L]C
′
C
from Theorem 3.4: The matrix [L]C
′
C is lower triangular, and it follows that the
determinant |[L]C
′
C | equals
k∏
p=0
(−1)p
1
t2p−n
(
n− p
0
)
.
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We simplify to get
|[L]C
′
C | =
k∏
p=0
(−1)p
1
t2p−n
= (−1)kpt
∑
k
p=0
2p−n = (−1)kpt(n−k)(k+1)
and we see that |[L]C
′
C | is a unit in Z[t,
1
t
]. It follows that [L]C
′
C is an invertible
matrix, and the result follows.
By Proposition 2.3, formation of principal parts commute with base-extension,
and it follows that Pk(O(n)) is locally free of rank k+1 on P1A for any commutative
ring A 6= 0 with unit.
Example 3.6. By Theorem 3.4 the transition matrix [L]C
′
C for P
1(O(n)) is as
follows:
[L]C
′
C =
(
tn 0
ntn−1 −tn−2
)
.
We compute the determinant |[L]C
′
C | and find that it equals −t
2n−2.
4. Splitting principal parts as left module by matrix-diagonalization
In this section we will split explicitly the modules of principal parts. We will work
over P1 defined over F , where F is a field. By [2], Theorem 2.1, we know that all
locally free sheaves of finite rank on P1 split into a direct sum of invertible sheaves,
and we want to compute explicitly the splitting-type for the sheaf P1(O(n)) as left
O-module. From Lemma 3.3 it follows that on the basic open set U0, P
1(O(n)) is a
free F [t]-module on the basis C = {1⊗xn0 , dt⊗x
n
0 }. On the open set U1, P
1(O(n))
is a free F [s]-module on the basis C′ = {1⊗ xn1 , ds⊗ x
n
1 }, where s =
1
t
. When we
pass to the open set U01 = U0 ∩U1 we see that P
1(O(n)) has C and C′ as bases
as F [t, s]-module. On U0 consider the new basis D = {1⊗ x
n
0 , t⊗ x
n
0 + ndt⊗ x
h
0}.
Consider also the new basis D′ = { 1
t
⊗ xn1 + nds⊗ x
n
1 , 1⊗ x
n
1} on the open set U1.
Notice that D and D′ are bases if and only if the characteristic of F does not divide
n, hence let us assume this for the rest of this section. We first compute the base
change matrix for P1(O(n))|U0 from C to D, and we get the matrix
[I]CD =
(
1 − 1
n
t
0 1
n
)
.
We secondly compute the base change matrix for P1(O(n))|U1 from D
′ to C′, and
we get the matrix
[I]D
′
C′ =
(
1
t
1
n 0
)
.
In Example 3.6 we saw that the transition matrix defining P1(O(n)) is given by
[L]C
′
C =
(
tn 0
ntn−1 −tn−2
)
.
We see that if we let D be a new basis for P1(O(n)) as F [t]-module on U0, and let
D′ be a new basis for P1(O(n)) as F [s]-module on U1, then the transition matrix
[L]D
′
D becomes
[L]D
′
D =[I]
C
D[L]
C′
C [I]
D′
C′
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which equals (
1 − 1
n
t
0 1
n
)(
tn
ntn−1 −tn−2
)(
1
t
1
n 0
)
.
It follows that
[L]D
′
D =
(
tn−1 0
0 tn−1
)
,
hence as a left O-module, the principal parts P1(O(n)) splits as O(n−1)⊕O(n−1).
By Proposition 2.3, it follows that the splitting P1(O(n)) ∼= O(n − 1) ⊕ O(n − 1)
is valid on P1A, where A is any F -algebra.
5. Maps of modules and systems of linear equations
In this section we study criteria for splitting the principal parts on the projective
line P1 over any field F . Given Pk(O(n)) with 1 ≤ k ≤ n, we prove existence of
systems of linear equations {Arxr = br}
k
r=0, where Ar is a rank r + 1 matrix with
integral coefficients. A solution xr to the system Arxr = br gives rise to a map φr
of left O-modules from O(l) to Pk(O(n)). The main result is Theorem 5.2 where
we prove that if there exists for all r = 0, . . . , k solutions xr with coefficients in a
field F , satisfying certain explicit criteria, then we can completely determine the
splitting-type of the principal parts.
By Corollary 3.5 we know that Pk(O(n)) is locally free of rank k + 1 over P1
defined over Z, where Z is the integers, hence by base extension, Pk(O(n)) is locally
free over P1 defined over any field F . By [2], Theorem 2.1, we know that on P1
every locally free sheaf of finite rank splits uniquely into a direct sum of invertible
O-modules. Recall from Lemma 3.3 that Pk(O(n)) has two natural bases on the
open set U01:
C = {1⊗ xn0 , . . . , dt
k ⊗ xn0 }
and
C′ = {1⊗ xn1 , . . . , ds
k ⊗ xn1 }.
By theorem 3.4, the transition matrix [L]C
′
C from basis C
′ to C is given by the
following relation
dsp ⊗ xn1 =
k−p∑
i=0
(−1)p
1
ti+2p−n
(
n− p
i
)
dti+p ⊗ xn0 .(5.0.1)
We will use relation 5.0.1 to construct split injective maps O(l)→ Pk(O(n)) of left
O-modules. Put l = n−k. On the open set U0, the sheaf O(n−k) is isomorphic to
F [t]xn−k0 as O-module. On the open set U1, O(n − k) is isomorphic to F [
1
t
]xn−k1 .
For i = 0, 1 we want to define maps
φir : O(n− k)|Ui → P
k(O(n))|Ui
where r = 0, . . . , k, of left OUi-modules, agreeing on the open set U01. The maps
{φir}i=0,1 will then glue to give k+1 well-defined maps φr : O(n− k)→ P
k(O(n))
of left O-modules. Define the map φ10 as follows: φ
1
0(x
n−k
1 ) = 1 ⊗ x
n
1 . On the
open set U01 we have that x
n−k
0 = t
k−nxn−k1 . We want to define φ
0
0(x
n−k
0 ). Since
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xn−k0 = t
k−nxn−k1 it follows that φ
0
0(x
n−k
0 ) = t
k−nφ10(x
n−k
1 ) = t
n−k(1⊗ xn−k1 ). We
now use relation 5.0.1 which shows that
1⊗ xn1 =
(
n
0
)
tn ⊗ xn0 +
(
n
1
)
tn−1dt⊗ xn0 + · · ·+
(
n
k
)
tn−kdtn−k ⊗ xn0 .
We define φ00(x
n−k
0 ) = t
k−n(1 ⊗ xn0 ), and it follows that
φ00(x
n−k
0 ) = t
k−n(
(
n
0
)
tn ⊗ xn0 +
(
n
1
)
tn−1dt⊗ xn0 + · · ·+
(
n
k
)
tn−kdtn−k ⊗ xn0 )
which equals
tk−n
k∑
i=0
(
n
i
)
tn−idti ⊗ xn0 .
Define c0i =
(
n
i
)
and x0,0 = 1. We get
φ00(x
n−k
0 ) =
k∑
i=0
c0i t
k−idti ⊗ xn0
and
φ10(x
n−k
1 ) = x0,0(1⊗ x
n
1 ).
We see that we have defined a map of left O-modules φ0 : O(n − k)→ P
k(O(n)),
which in fact is defined over the integers Z. We want to generalize the construction
made above, and define maps of left O-modules φr : O(n − k) → P
k(O(n)) for
r = 1, . . . , k. Define
φ1r(x
n−k
1 ) = x0,r
1
tr
⊗ xn1 + x1,r
1
tr−1
ds⊗ xn1 +(5.0.2)
· · ·+ xr−1,r
1
t
dsr−1 ⊗ xn1 + xr,rds
r ⊗ xn1 .
where the symbols xi,r are independent variables over F for all i and r. Simplifying,
we get
φ1r(x
n−k
1 ) =
r∑
j=0
xj,rt
j−rdsj ⊗ xn1 .
We want to define a map φ0r on U0, such that φ
0
r and φ
1
r glue together to define a
map of left O-modules
φr : O(n− k)→ P
k(O(n)).
For φr to be well-defined it is necessary that φ
0
r and φ
1
r agree on U01. We have that
xn−k0 = t
k−nxn−k1 , and this implies that φ
0
r(x
n−k
0 ) = φ
0
r(t
k−nxn−k1 ) = t
k−nφ1r(x
n−k
1 )
and we get from equation 5.0.2
φ0r(x
n−k
0 ) = t
k−n
r∑
j=0
xj,rt
j−rdsj ⊗ xn1
which equals
r∑
j=0
xj,rt
j+k−n−rdsj ⊗ xn1 .(5.0.3)
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Using relation 5.0.1, we substitute dsj ⊗ xn1 in formula 5.0.3 and get the following
expression:
φ0r(x
n−k
0 ) =
r∑
j=0
xj,rt
j+k−n−r
(
k−j∑
i=0
(−1)jtn−i−2j
(
n− j
i
)
dti+j ⊗ xn0
)
.
Let l = i + j be a change of index. We get the expression
φ0r(x
n−k
0 ) =
r∑
j=0
xj,rt
j+k−n−r

 k∑
l=j
(−1)jtn−l−j
(
n− j
l − j
)
dtl ⊗ xn0

 .
Since
(
a
−1
)
=
(
a
−2
)
= · · · = 0, we get the expression
φ0r(x
n−k
0 ) =
r∑
j=0
xj,rt
j+k−n−r
(
k∑
l=0
(−1)jtn−l−j
(
n− j
l − j
)
dtl ⊗ xn0
)
.
Simplify to obtain
r∑
j=0
k∑
l=0
(−1)jtk−r−l
(
n− j
l − j
)
xj,rdt
l ⊗ xn0 .
Change order of summation and simplify:
φ0r(x
n−k
0 ) =
k∑
l=0
tk−r−l

 r∑
j=0
(−1)j
(
n− j
l− j
)
xj,r

 dtl ⊗ xn0 .
Let
crl =
r∑
j=0
(−1)j
(
n− j
l − j
)
xj,r(5.0.4)
for r = 1, . . . , k and l = 0, . . . , k. We have defined maps
φ0r(x
n−k
0 ) =
k∑
l=0
tk−r−lcrl dt
l ⊗ xn0(5.0.5)
and
φ1r(x
n−k
1 ) =
r∑
j=0
xj,rt
j−rdsj ⊗ xn1 .(5.0.6)
Note that the definitions from 5.0.5 and 5.0.6 are valid for r = 0, . . . , k since c0i =
(
n
i
)
and x0,0 = 1.
Lemma 5.1. Let r = 1, . . . , k. The maps φ0r and φ
1
r glue to a well-defined map of
left O-modules
φr : O(n− k)→ P
1(O(n))
if and only if crk = c
r
k−1 = · · · = c
r
k−r+1 = 0 and c
r
k−r = 1
Proof. Consider the expression from 5.0.5:
φ0r(x
n−k
0 ) =
k−r−1∑
l=0
crl t
k−r−ldtl ⊗ xn0 + c
k−r
r dt
k−r ⊗ xn0+
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crk−r+1
1
t
dtk−r+1 ⊗ xn0 + c
r
k−r+2
1
t2
dtk−r+2 ⊗ xn0 + · · ·+ c
r
k
1
tr
dtk ⊗ xn0 .
We see that the maps φ0r and φ
1
r glue if and only if we have
crk = c
r
k−1 = · · · = c
r
k−r+1 = 0(5.1.1)
and
crk−r = 1,
and the lemma follows.
We shall prove the following theorem:
Theorem 5.2. There exists k systems {Arxr = br}
k
r=1 of linear equations, where
Arxr = br is a system of k+ 1 linear equations in k+ 1 variables, with coefficients
in Z. For all r = 1, . . . , k, the system Arxr = br has the property that a solution
xr with coefficients in a field F , gives rise to an explicit map
φr : O(n− k)→ P
k(O(n))
of left O-modules. Assume that there exists a field F with the property that for all
r = 1, . . . , r, Arxr = br has a solution xr such that
∏k
i=0 xi,i 6= 0, then the map
φ = ⊕ki=0φi gives rise to an explicit isomorphism
Pk(O(n)) ∼= ⊕ki=0O(n− k)
of left O-modules.
Proof. Let r = 1, . . . , k, and consider the equations from the proof of Lemma 5.1:
We have that crk = c
r
k−1 = · · · = c
r
k−r+1 = 0 and that c
r
k−r = 1. We get from the
equation crk = 0 the following:(
n
k
)
x0,r −
(
n− 1
k − 1
)
x1,r +
(
n− 2
k − 2
)
x2,r + · · ·+ (−1)
r
(
n− r
k − r
)
xr,r = 0.
Writing out crk−1 = 0 we get the equation(
n
k − 1
)
x0,r −
(
n− 1
k − 2
)
x1,r +
(
n− 2
k − 3
)
x2,r + · · ·+ (−1)
r
(
n− r
k − r − 1
)
xr,r = 0.
The equation crk−r = 1 gives the following:(
n
k − r
)
x0,r −
(
n− 1
k − r − 1
)
x1,r +
(
n− 2
k − r − 2
)
x2,r + · · ·+
(
n− r
k − 2r
)
xr,r = 1.
We get a system of linear equations Arxr = br, where Ar is the rank r + 1 matrix

(
n
k
)
−
(
n−1
k−1
) (
n−2
k−2
)
· · · (−1)r
(
n−r
k−r
)(
n
k−1
)
−
(
n−1
k−1
) (
n−2
k−3
)
· · · (−1)r
(
n−r
k−r−1
)
...
...
...
...(
n
k−r+1
)
−
(
n−1
k−r
) (
n−2
k−r−1
)
· · · (−1)r
(
n−r
k−2r+1
)(
n
k−r
)
−
(
n−1
k−r−1
) (
n−2
k−r−2
)
· · · (−1)r
(
n−r
k−2r
)


,
xr is the rank r + 1 vector (x0,r, x1,r, . . . , xr,r), and br is the rank r + 1-vector
(0, 0, . . . , 0, 1). Clearly the coefficients of Ar and br are in Z. Also, assume xr is a
solution to the system Arxr = br with coefficients in a field F , then by construction
and lemma 5.1, the map
φr : O(n− k)→ P
k(O(n))
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defined by
φ0r(x
n−k
0 ) =
k−r∑
l=0
clrt
k−r−ldtl ⊗ xn0
and
φ1r(x
n−k
1 ) =
r∑
j=0
xj,rt
j−rdsj ⊗ xn1
is a well defined and nontrivial map of left O-modules. Assume that there exists
a field F and k solutions x1, . . . ,xk to the systems Arxr = br, with coefficients
in F satisfying the property that
∏k
i=0 xi,i 6= 0. On the open set U0 the module
⊕ki=0O(n − k) is a free k[t]-module on the basis {x
n−k
0 e0, . . . , x
n−k
0 ek}. Define the
map
φ0 : ⊕ki=0O(n− k)|U0 → P
k(O(n))|U0
as follows:
φ0(xn−k0 er) = φ
0
r(x
n−k
0 ).
On the open set U1 the module ⊕
k
i=0O(n − k) is a free k[
1
t
]-module on the basis
{xn−k1 f0, . . . , x
n−k
1 fk}. Define the map
φ1 : ⊕ki=0O(n− k)|U1 → P
k(O(n))|U1
as follows:
φ1(xn−k1 fr) = φ
1
r(x
n−k
1 ).
Then by construction, the maps φ0 and φ1 glue to a well-defined map φ from
⊕ki=0O(n− k) to P
k(O(n)) of left O-modules. We show explicitly that the map φ
is an isomorphism: Consider the matrix corresponding to the map φ|U0 = [φ
0].
[φ0] =


tkc00 t
k−1c10 · · · tc
k−1
0 c
k
0
tk−1c01 t
k−2c11 · · · c
k−1
1 0
...
... · · ·
...
...
tc0k−1 c
1
k−1 · · · 0 0
c0k 0 · · · 0 0

 .
We see that the determinant |[φ0]| equals
∏k
i=0 c
i
k−i which equals 1 by construction,
hence the map φ0 is an isomorphism. Consider the matrix φ1|U1 = [φ
1].
[φ1] =


x0,0 x0,1
1
t
· · · x0,k−1
1
tk−1
x0,k
1
tk
0 x1,1 · · · x1,k−1
1
tk−2
x1,k
1
tk−1
...
... · · ·
...
...
0 0 · · · 0 xk,k

 .
The determinant |[φ1]| equals
∏k
i=0 xi,i which is non-zero by hypothesis, and the
theorem follows.
12 HELGE MAAKESTAD
6. Application: The left module-structure in characteristic zero
In this section we use the results obtained in the previous section to determine
the splitting-type of Pk(O(n)) for all 1 ≤ k ≤ n on the projective line defined over
any field of characteristic zero.
Lemma 6.1. Let n, k, a, b ≥ 0, and put
(
0
1
)
= 0. Then we have that(
n− a+ 1
k − a− b+ 2
)
−
n− k + b
k − b+ 1
(
n− a+ 1
k − a− b+ 1
)
=
(
a−1
1
)(
n−a+1
k−a−b+2
)
(
k−b+1
1
) .
Proof. Easy calculation.
Proposition 6.2. Let n, k ≥ 1, and consider the matrix Ar from Theorem 5.2 ,
with r = 1, 2, . . . . Then the determinant
|Ar| =
∣∣∣∣∣∣∣∣∣∣∣∣
(
n
k
)
−
(
n−1
k−1
) (
n−2
k−2
)
· · · (−1)r
(
n−r
k−r
)(
n
k−1
)
−
(
n−1
k−1
) (
n−2
k−3
)
· · · (−1)r
(
n−r
k−r−1
)
...
...
...
...(
n
k−r+1
)
−
(
n−1
k−r
) (
n−2
k−r−1
)
· · · (−1)r
(
n−r
k−2r+1
)(
n
k−r
)
−
(
n−1
k−r−1
) (
n−2
k−r−2
)
· · · (−1)r
(
n−r
k−2r
)
∣∣∣∣∣∣∣∣∣∣∣∣
equals
r∏
l=0
(
n−l
k−r
)
(
k−l
r−l
)
up to sign.
Proof. We prove the formula by induction on the rank of the matrix. Assume r = 1.
Add −n−k+1
k
times the second row to the first row of A1, and apply Lemma 6.1
with a = 1 and b = 1, and we see that the formula is true for r = 1. Assume the
formula is true for rank r, matrices Ar−1. Consider the matrix
Mr =


(
n
k
) (
n−1
k−1
) (
n−2
k−2
)
· · ·
(
n−r
k−r
)(
n
k−1
) (
n−1
k−1
) (
n−2
k−3
)
· · ·
(
n−r
k−r−1
)
...
...
...
...(
n
k−r+1
) (
n−1
k−r
) (
n−2
k−r−1
)
· · ·
(
n−r
k−2r+1
)(
n
k−r
) (
n−1
k−r−1
) (
n−2
k−r−2
)
· · ·
(
n−r
k−2r
)


which is the matrix Ar with signs removed. Add −
n−k+1
k
times the second row to
the first row. Continue and add −n−k+1+i
k−i
times the i + 1’th row to the i’th row,
for i = 2, . . . , r − 1. Apply lemma 6.1 to get the matrix
Nr =


0
(11)(
n−1
k−1)
(k1)
(21)(
n−2
k−2)
(k1)
· · ·
(r1)(
n−r
k−r)
(k1)
0
(11)(
n−1
k−2)
(k−11 )
(21)(
n−2
k−3)
(k−11 )
· · ·
(r1)(
n−r
k−r−1)
(k−11 )
0
(11)(
n−1
k−3)
(k−21 )
(21)(
n−2
k−4)
(k−21 )
· · ·
(r1)(
n−r
k−r−2)
(k−21 )
...
...
...
...
...
0
(11)(
n−1
k−r)
(k−r+11 )
(21)(
n−2
k−r−1)
(k−r+11 )
· · ·
(r1)(
n−r
k−2r+1)
(k−r+11 )(
n
k−r
)
∗ ∗ · · · ∗


.
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The determinant of Nr equals
(−1)r
(
n
k−r
)(
1
1
)(
2
1
)
· · ·
(
r
1
)
(
k−r+1
1
)(
k−r+2
1
)
· · ·
(
k−1
1
)(
k
1
) |M ′r−1|,
where M ′r−1 is the matrix

(
n′
k′
) (
n′−1
k′−1
)
· · ·
(
n′−r+1
k′−r+1
)(
n′
k′−1
) (
n′−1
k′−2
)
· · ·
(
n′−r+1
k′−r
)(
n′
k′−2
) (
n′−1
k′−3
)
· · ·
(
n′−r+1
k′−r11
)
...
... · · ·
...(
n′
k′−r+1
) (
n′−1
k′−r
)
· · ·
(
n′−r+1
k′−2r+2
)


,
and n′ = n− 1 and k′ = k − 1. By the induction hypothesis, we get modulo signs(
n
k−r
)
(
k
r
) r−1∏
i=0
(
n′−i
k′−r+1
)
(
k′−i
r−1−i
) .
Change index by letting l = i+ 1 we get(
n
k−r
)
(
k
r
) r∏
i=1
(
n−l
k−r
)
(
k−l
r−l
) = r∏
l=0
(
n−l
k−r
)
(
k−l
r−l
)
and the proposition follows.
Proposition 6.3. Let F be a field of characteristic zero. Then the maps φr from
Theorem 5.2 exist for r = 1, . . . , k, and the induced map φ = ⊕ri=0φr defines an
isomorphism
Pk(O(n)) ∼= ⊕ki=0O(n− k)
of left O-modules.
Proof. Consider the systems Arxr = br for r = 1, . . . , k, from the proof of theorem
5.2. By Proposition 6.2 we have that
|Ar| =
r∏
l=0
(
n−l
k−r
)
(
k−l
r−l
)
modulo signs. Since the characteristic of F is zero, it follows that |Ar| 6= 0 for all
r = 1, . . . , k, hence the system Arxr = br has a unique solution xr = A
−1
r br for all
r. It follows from theorem 5.2 that maps
φr : O(n− k)→ P
k(O(n))
of left O-modules exist, for r = 1, . . . , k, and we can consider the map
φ = ⊕ri=0φi : ⊕
r
i=0O(n− k)→ P
k(O(n)).
We want to prove that φ is an isomorphism. Again by Theorem 5.2 φ is an iso-
morphism if and only if xi,i 6= 0 for i = 0, . . . , k. Assume that xr,r = 0, and
consider the system Arxr = br. If xr,r = 0 we get a new system Ar−1yr−1 = 0,
where yr−1 is the vector (x0,r, . . . , xr−1,r). Since the matrix Ar−1 is invertible, it
follows that the system Ar−1yr−1 = 0 only has the trivial solution yr−1 = 0, hence
x0,r = · · · = xr−1,r = 0, and we have arrived at a contradiction to the assumption
that xr is a solution to the system Arxr = br, where br is the vector (0, . . . , 0, 1). It
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follows that xr,r 6= 0 for all r = 0, . . . , k, and the proposition follows from Theorem
5.2.
7. Splitting the right module-structure
In this section we consider the splitting type of the principal parts as left and
right O-module on P1 defined over F , where F is any field. We prove that in
most cases the splitting-type as left module differs from the splitting-type as right
module. We also show how the splitting-type of the principal parts as left OP1 -
module changes with the characteristic of the field F .
Theorem 7.1. Consider P1(O(n)) on P1F where F is any field and n ≥ 1. Then
P1(O(n)) is locally free as left and right O-module. If the characteristic of F does
not divide n, P1(O(n)) splits as O(n − 1) ⊕ O(n − 1) as left O-module and as
O(n)⊕O(n− 2) as right O-module. If the characteristic of F divides n, P1(O(n))
splits as O(n)⊕O(n− 2) as left and right O-module.
Proof. Recall from Section 4, that the splitting type of P1(O(n)) as left O-module
is O(n−1)⊕O(n−1) if the characteristic of F does not divide n. We next consider
the right O-module structure. Let p and q be the projection maps from P1 × P1
to P1. By definition, P1(O(n)) is p∗(O∆1 ⊗ q
∗O(n)), where O∆1 is the first order
infinitesimal neighborhood of the diagonal. By Proposition 2.5 we get the right O-
module structure, by considering the module q∗(O∆1 ⊗ q
∗O(n)) = q∗(O∆1)⊗O(n).
And we see that E = q∗(O∆1) ⊗O(n) is locally free, since it is the tensor-product
of two locally free sheaves. One checks that E|U0 is a free k[u]-module on the basis
E = {1⊗ xn0 , du ⊗ x
n
0 } where du = t − u. Similarly, E|U1 is a free k[
1
u
]-module on
the basis E′ = {1 ⊗ xn1 , d(
1
u
) ⊗ xn1 } where d(
1
u
) = 1
t
− 1
u
. On U01 the module E is
free on E and E′ as F [u, 1
u
]-module. We compute the transition-matrix [R]E
′
E . We
see that 1 ⊗ xn1 equals u
n ⊗ xn0 . By definition, d(
1
u
) ⊗ xn1 equals (
1
t
− 1
u
)un ⊗ xn0 .
We get
(
1
t
−
1
u
)un ⊗ xn0 =
u− t
ut
un ⊗ xn0 = −u
n−1du(
1
t
)⊗ xn0 .
By definition, t = u+ du, hence we get
−un−1du
1
u+ du
⊗ xn0 = −u
n−2du
1
1 + du/u
⊗ xn0 .
And since du2 = du3 = · · · = 0, we see that
d(
1
u
)⊗ xn1 = −u
n−2du⊗ xn0 ,
hence the transition-matrix looks as follows:
[R]E
′
E =
(
un 0
0 −un−2
)
,
and it follows that E splits as O(n)⊕O(n− 2) as O-module. Recall the transition-
matrix for P1(O(n)) as left O-module,
[L]C
′
C =
(
tn 0
ntn−1 −tn−2
)
.
Then we see that if the characteristic of F divides n, the splitting-type of P1(O(n))
is O(n)⊕O(n−2) as left and right O-module, and we have proved the theorem.
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