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トデータについて述べる．第 5 章では，第 4 章で述べたモデルを用いて機種を増やして









































図 1.1 本論文の構成 
第 1 章 序論 
第 5 章 結果と考察 
シミュレーション結果・考察 




第 6 章 結論 









































































































































































































































































こういった環境への意識は徐々に広がっていき，EU では 2003 年に廃電気・電子機器
の削減・再利用・リサイクルを目的とした WEEE 指令と，有害物質の使用を禁止とし












































































































































































































 また，消費者は製品に対して WTP(Willingness To Pay：支払意思額)を持つ．WTP とは
消費者が製品に支払う意思のある金額の最大値のことで，消費者は新製品，再製造製品
それぞれに対して WTP をもつ．特に，再製造製品に対する WTP は消費者によって差










































































のウエイト付の累積を複合させた，ARMA モデル(autoregressive moving average model)
がある．さらに時系列の各時点間の差をとることで定常時系列得て，ARMA モデルで




















































図 3.1 ニューラルネットワーク構造 











な例として，出力ユニットが 2 つの入力ユニットから信号を受け取る場合（図 3.2）に
ついて考える．入力ユニットから受け取った信号が，ある閾値θを超えるかどうかで出
力が決まるとき，その入力と出力の関係を式(3.1)で表す．重み w を適切な値にすること
で，入力 x1，x2に対応する出力 y が得られる．  
 
𝐲 = {
𝟏  (𝐰𝟏𝐱𝟏 +𝐰𝟐𝐱𝟐 ≥ 𝛉)
𝟎  (𝐰𝟏𝐱𝟏 +𝐰𝟐𝐱𝟐 < 𝛉)
 (3.1) 
さらに入力を n 個に拡張した場合， 
 
𝐲 = {
𝟏  (𝐰𝟏𝐱𝟏 +𝐰𝟐𝐱𝟐 +⋯+𝐰𝐧𝐱𝐧 ≥ 𝛉)





𝟏 (𝐱 ≥ 𝟎)
𝟎 (𝐱 < 𝟎)
 (3.3) 
この時の出力 y は， 
 𝐲 = 𝒇(𝐰𝟏𝐱𝟏 +𝐰𝟐𝐱𝟐 +⋯+𝐰𝐧𝐱𝐧 − 𝛉) (3.4) 
と書き直すことが出来る．この f(x)をステップ関数と呼ぶ．さらに，式を統一するため，
b=－θとおき，重み w と入力 x をベクトルの内積を用いて考えると最終的な出力は，
以下の形でまとめることが出来る． 



















単純パーセプトロンでは，ステップ関数を用いて出力値が 0 か 1 を判別したが，この
ままでは出力が 1 に近い 0 と 0 に近い 0 を同じ 0 に含んでしまう．そのために，出力値











 ある入力 x に対して，ユニットが 0 か 1 になる確率を C とすると，それぞれの確率
は， 
 𝐩(𝐂 = 𝟏|𝒙) = 𝝈(𝒘𝑻𝒙 + 𝒃) (3.7) 
   
 p(C = 0|𝑥) = 1 − p(C = 1|𝑥) (3.8) 
 
と表される．C は 0 か 1 しか取りえないため，y= σ(wT x+b)とすると，以下のようにま
とめられる． 
 𝐩(𝐂 = 𝒕|𝒙) = 𝐲𝐭(𝟏 − 𝐲)𝟏−𝒕 (3.9) 
 














 𝐄(𝒘, 𝒃) = − 𝐥𝐨𝐠𝐋(𝒘,𝒃) 



























ータを 1 つずつランダムに選んでパラメータを更新する． 
 𝒘(𝒌+𝟏) = 𝒘𝒌 − 𝛈(𝒕𝒏 − 𝒚𝒏)𝒙𝒏 (3.14) 
   
 𝑏(𝑘+1) = 𝑏𝑘 − η(𝑡𝑛 − 𝑦𝑛) (3.15) 
 






 ここからは，図 3.1 に示しているような，入力層，中間層，出力層という 3 層のニュ
ーラルネットワークにおいて述べる．図 3.3 に 3 層のニューラルネットワークモデルを
示す．まず，入力層から中間層の部分に着目すると，出力を表す式は，重み W，バイ
アス b，活性化関数 f(・)に対し，以下のようになる． 
 𝒉 = 𝒇(𝑾𝒙 + 𝒃) (3.16) 
 
ここから得られた h が出力層に伝搬するので，中間層から出力層では，重み V，バイア
ス c，活性化関数 g(・)に対し，以下のようになる． 















図 3.3 多層パーセプトロン 
 多層になった場合のニューラルネットワークの学習（最適化）について，最小化すべ
き誤差関数を E とすると，E=E(W,V,b,c)となる．これについて各パラメータに対する勾
配を求める必要がある．これまで同様 N 個のデータがある場合，N 個それぞれのデー
タで発生する誤差 En に対する各パラメータの勾配を考える．まず，各層の活性化前の
値をそれぞれ， 
 𝒑 = 𝑾𝒙 + 𝒃 (3.18) 
   






























































































































調整するパラメータ p は，その層のユニット数を固定して p 値を変化させるか，その層


























 対象製品は 7 機種（A1，A2，A3，B1，B2，B3，M1）であり，全機種で使用されて
いる一つの部品（部品 U）の実績交換データ使用する．対象機種の実データを表 4.1，
図 4.2 に示す． 
ここで，各機種の関係について述べる．A 機種と B 機種においては，A1→A2→A3，
B1→B2→B3 のように数字が上がるごとに新しい機種になっていくことを示し，同世代

































A1 2008/06 2009/10 
2018/08 
107 
A2 2010/11 2010/12 93 
A3 2012/02 2012/03 78 
B1 2008/06 2009/10 107 
B2 2010/11 2010/12 93 
B3 2012/02 2012/02 79 




図 4.2  A 機種の実績交換台数  
※（株）リコー実交換データ 













































































 本研究で使用するニューラルネットワークモデルを図 4.4 に示す．12 期分（12 か月
分）の実績値を入力することで，翌 12 期の交換数が出力されるモデルである（入力が
1 期～12 期ならば，13 期～24 期が出力となる）． 
このモデルは，ニューラルネットワークの教師あり学習に該当する．そこで，データ
を学習データとテストデータに分ける必要がある．ここでは，A 機種の最新機種 A3 と























































ρを確率変数 X，Y の相関係数という． 
 同世代の予測の場合も相関係数を用いて学習データとして適しているか確認する．
A3 機種に対して A1 機種と A2 機種，B3 機種に対して B1 機種と B2 機種，M1 機種に
対して，全 A 機種と全 B 機種の相関係数を確認する．表 4.2 と表 4.3 に A 機種と B 機
種で使用するデータを示す．この期間のデータを用いて各機種に対して相関係数を求め
る． 
 A 機種の相関を示した散布図を図 4.6，図 4.7 に，B 機種の相関を表した散布図を図
4.8，図 4.9 にそれぞれ示す．図 4.6 を例にすると，縦軸が A1 機種の部品交換数，横軸
が A3 機種の部品交換数である． 
 
表 4.2 A3 機種との相関係数を求めるために使用したデータ 







A3 2012/02 2012/03~2018/08 78 2012/03~2018/08 78 
A2 2010/11 2010/12~2018/08 93 2011/03~2017/08 78 
A1 2008/06 2009/10~2018/08 107 2010/03~2016/08 78 
 
表 4.3 B3 機種との相関係数を求めるために使用したデータ 







B3 2012/02 2012/02~2018/08 79 2012/02~2018/08 79 
B2 2010/11 2010/12~2018/08 93 2011/02~2017/08 79 







図 4.6 A3 機種と A1 機種の相関図 
 
 

















































図 4.8 B3 機種と B1 機種の相関図 
 
 
図 4.9 B3 機種と B2 機種の相関図 
 
表 4.4 各機種の相関係数 
A 機種 A1 A2 
A3  0.638 0.714 
B 機種 B1 B2 














































 各機種の相関係数を表 4.4 にまとめた．これにより，同世代の機種において相関が非
常に高いという結果が得られた．そのため，同世代の過去機種の部品交換データを学習
データとして採用することは妥当であるといえる．ニューラルネットワークモデルにお
いて，A 機種はテストデータを A3 機種，学習データを A1，A2 機種とし，B 機種では
テストデータを B3 機種，学習データを B1，B2 機種とする． 
 次に次世代機種である M1 機種と A 機種，B 機種の相関関係を確認する．表 4.6 に
M1 機種と相関を求めるために使用したデータをまとめる． 
 
表 4.6 M1 機種との相関係数を求めるために使用したデータ 








M1 2013/06 2013/07~2018/08 62 2013/07~2018/08 
62 
A3 2012/02 2012/03~2018/08 78 2012/07~2018/08 
A2 2010/11 2010/12~2018/08 93 2011/07~2017/08 
A1 2008/06 2009/10~2018/08 107 2010/07~2016/08 
B3 2012/02 2012/02~2018/08 79 2012/07~2018/08 
B2 2010/11 2010/12~2018/08 93 2011/07~2017/08 
B1 2008/06 2009/10~2018/08 107 2010/07~2016/08 
 
 






































































































































図 4.15 M1 機種と B3 機種の相関図 
 
表 4.5 M1 機種に対する各機種の相関係数 
  A1 A2 A3 B1 B2 B3 
M1  0.133 0.690 0.644 0.260 0.584 0.014 
 
M1 機種と A 機種との相関図を図 4,10 から図 4,12 に，B 機種との相関図を図 4.13 か
ら図 4.15 にそれぞれ示す．表 4.5 に M1 機種に対する各機種の相関係数をまとめる．こ




ニューラルネットワークモデルにおいて，M1 機種のテストデータを M1 機種，学習



































4.4  入力ユニット数と中間ユニット数の決定 
前節で述べたように，入力要素には，部品交換数の実績値以外にも，部品交換された
月，交換開始から何期目か，といった季節性やトレンド性が関係する要素や，MIF 値
（Machine in Field 市場の稼働台数）や ADV(ある期間の平均印刷枚数)，製品・部品寿
命値などといった部品交換数との関係性が強いと思われる要素が挙げられる．ここでは，
部品交換データを入力要素とした 12 入力モデル（図 4.5）と，入力要素に交換された月
と交換開始から何期目かの要素を追加した 14 入力モデル（図 4.16）と，それに MIF 値
と ADV，部品寿命を追加した 17 入力モデル（図 4.17）の 3 つのモデルにおいて，その
予測精度を比較する．さらに各モデルで中間層のユニット数を 10 から 30 まで変化させ
て RMSE を比較する． 
予測値の評価指標として，予測値と実測値の比率(平均と標準偏差)と平均平方二乗誤
差 (RMSE)を使用する．ここで P は予測値，O は実測値，i は各期数，N は全データ数
である． 
 

































































































交換開始から t 期目 
1 ユニット 
部品交換数データ 






























t 期の MIF 値 
1 ユニット 
部品交換数データ 
t+12 期～t+23 期 
12 ユニット 
入力層 1 



















れを図 4.18 に示す．ここでは，相関係数が高い B 機種のデータを使用し，予測対象を
B3 機種，学習対象を B1，B2 機種とする．入力ユニット数を 12，14，17 の 3 パターン
で，中間ユニット数を 10 から 2 ずつ 30 までの 11 パターンの変化をさせる．さらに中
間層においてドロップアウトを導入して，その割合を 0.3，0.2，0.1 の 3 パターンとす
る．よって，99 パターンの RMSE を比較する． 
 その結果を，以下の表 4.6～表 4.8 に示す．赤字で記している数値が，その表の各入
力における RMSE 最小値である．まず，入力ユニット 17 では他の入力と比べて RMSE
が倍以上の数値になった．これは，入力要素として追加した「ADV」，「部品寿命」，
「t 期の MIF 値」が予測精度を低下させていると考えられる．特に「ADV」と「部品寿
命」は，時系列を持たない部品別の定数項であるため，その値のまま 1 ユニットとして
入力している方法に問題があると考えられる． 
 入力 14 と 12 においては，全体的に似たような RMSE 値であることがわかる．また，
ドロップアウトの割合が下がると，最適の中間ユニット数も小さくなる傾向がみられる
ことから，中間ユニット数は 20 前後が適切ではないかと考える．中でも特にいい結果
になったのが，ドロップアウト 0.1，入力ユニット数 14，中間ユニット数 22 の場合の
RMSE＝257.2 である．ここで，表 4.8 における中間ユニット 22 で入力 12，14，17 の場
合の学習結果を図 4.20 と図 4.21，予測結果を図 4.22 に示す．入力の更新は 1 期ずつず
らして計算を行っているが，図として表示しているのは 12 期（1 年分）ずつの結果で
ある．例えば，1 期～12 期を入力すると 13 期～24 期を出力，13 期～24 期を入力する
































図 4.19 B3 機種を予測する際の流れ 
 
B1，B2 機種の実測値を読み込む 
t <=N-24  
B1 機種データの作成 
t = 1, N=107 
学習データ：t 期～t＋11 期 
教師データ：t＋12 期～t＋23 期 
t = t+1 
t <=N-24  
B2 機種データの作成 
t = 1, N=93 
学習データ：t 期～t＋11 期 
教師データ：t＋12 期～t＋23 期 











表 4.6 RMSE 比較（ドロップアウト 0.3） 
RMSE 
中間ユニット数 
10 12 14 16 18 20 22 24 26 28 30 
入力ユニ
ット 
12 386.2 374 322.7 317.4 319.8 302.5 294.5 302.1 311.7 308.8 300.5 
14 376.5 372.5 374.5 361.1 357 343.1 308.5 311.4 302.3 288.2 304.4 




表 4.7 RMSE 比較（ドロップアウト 0.2） 
RMSE 
中間ユニット数 
10 12 14 16 18 20 22 24 26 28 30 
入力ユニ
ット 
12 325.6 308.2 309.8 301.2 294.4 290.4 300.3 284.7 290.1 299.7 274.8 
14 374.8 364.2 359.4 335 306 292.4 291.7 283.6 283.5 288.5 274.1 




表 4.8 RMSE 比較（ドロップアウト 0.1） 
RMSE 
中間ユニット数 
10 12 14 16 18 20 22 24 26 28 30 
入力ユニ
ット 
12 296.5 314.5 316.2 314.3 299.2 294.3 286.9 297.3 319.3 319.9 314.6 
14 354.1 324.7 289 296.6 270.8 283.4 257.2 258.7 284.7 277.5 268.6 
























































図 4.22  B3 機種の実測値と予測結果（ドロップアウト 0.1） 
 
図 4.20 と図 4.21 の学習結果を見ると，どのモデルにおいても大きな学習の違いはな
いように見受けられる．図 4.20 では，14 入力と 17 入力モデルが 30～40 期にある上に
凸の変化をよく捉えられている．それに対して 12 入力モデルは直線的な変化になって
いる．図 4.21 では，全モデルで似た学習結果になっている．これらの学習結果で得ら








次章ではこの結果を踏まえて，入力要素は 14，中間ユニットは 22 でドロップアウト
























第 5 章 結果と考察 
 
5.1 はじめに 







A 機種では，テストデータ（予測対象）を A3 機種，学習データを A2，A1 機種とする． 
B 機種では，テストデータを B3 機種，学習データを B2，B1 機種とする．M 機種では，
テストデータを M1 機種，学習データを A3，A2，B2 機種とする． 
 また，ニューラルネットワークモデルは 14 入力モデルとし，t 期～t+11 期の部品交換
数 12 ユニット，t 期の交換月 1 ユニット，交換開始から t 期目 1 ユニットの合計 14 ユ
ニットを入力とする．出力は t+12期～t+23期の 12 ユニットである．中間層に関しては，
3 層とし，ユニット数は 18～22 まで 2 ずつ変化させて結果を表示する． 
 
表 5.1 学習データとテストデータ 
  A 機種 B 機種 M 機種 
テストデータ A3  B3 M1 
学習データ 
A2 B2 A3 
A1 B1 A2 








のかを示す．RMSE の値が 0 に近いほど予測精度は高いと評価することができる． 





















ら表 5.4 に示し，各表において RMSE が最小であった結果を赤字で示す．この結果から
RMSE が一番小さい結果の学習結果と予測結果を図 5.1 から図 5.11 に示す．このモデル
では，図 4.19 に記す通り 1 期ずつ入力と出力をずらして学習や予測を行っている．結
果としては全期間を N 期とした際，入力が t 期～t+11 期から N-23 期～N-12 期まで，そ










































表 5.2 A3 機種における各中間ユニットの評価指標 
  
中間ユニット 
18 20 22 24 
A3 機種 
評価指標 
Ave(P/O) 1.144 1.14 1.13 1.122 
s.d(P/O) 0.289 0.218 0.25 0.215 
RMSE 174.9 129.4 146.6 135.7 
 
表 5.3 B3 機種における各中間ユニットの評価指標 
  
中間ユニット 
18 20 22 24 
B3 機種 
評価指標 
Ave(P/O) 1.031 1.032 1.038 1.025 
s.d(P/O) 0.191 0.182 0.162 0.166 
RMSE 271.8 256.8 225.3 237 
 
表 5.4 M1 機種における各中間ユニットの評価指標 
  
中間ユニット 
18 20 22 24 
M1 機種 
評価指標 
Ave(P/O) 1.263 1.149 1.197 1.216 
s.d(P/O) 0.562 0.58 0.582 0.612 






図 5.1 A3 機種の予測における A1 機種の実測値と学習値 
 
 








































図 5.3 A3 機種の実測値と予測値 
 
 




















































































































































































5.5 提案方法の考察  
図 5.1 から図 5.11 と表 5.2 から表 5.4 より，ニューラルネットワークモデルによる提
案手法は，同世代の機種の予測においては精度が良い結果となり，次世代の機種の予測
においては精度良くない結果となった．一番良い結果だったのは B 機種で，その予測
誤差は 3.8％，RMSE は 225.3 であった．ここで図 5.4 の学習結果をみると，予測値の当
てはまりの悪さから，この機種における学習精度はよくないと判断できる，しかし，次
の図 5.5 の学習結果ではあてはまりが良い結果である．この 2 機種を学習したモデルで
予測を行うと図 5.6 の一番いい結果が得られた．このことから，同世代の機種において
は，学習結果がすべていい結果である必要はないということがわかる． 
それに対して，次世代の機種の予測結果を示した図 5.11 では 13 期から 24 期と，48
期 から 60 期の予測が大きく外れている．この理由は明白であり，学習データとテスト
データの変化が大きく離れているということである．図 5.8 から図 5.10 の学習結果の実
測値を見ると 30 期から 40 期ピークが来て山なりの変化をしている．それに対して，図




















まとめ，その中で RMSE が最小の値を赤字で示し，それを図にグラフで表す． 
 
表 5.5 12 入力モデルによる A3 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 1.204 0.352 179.3 
12 1.196 0.327 177.4 
14 1.223 0.339 180.7 
16 1.193 0.291 176.8 
18 1.204 0.298 182.4 
20 1.163 0.255 164.1 
22 1.163 0.259 162.6 
24 1.162 0.246 159.2 
26 1.167 0.269 159.5 
28 1.179 0.258 170.2 
30 1.162 0.25 159.3 
 
表 5.6 14 入力モデルによる A3 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 1.174 0.32 149.9 
12 1.17 0.311 154.4 
14 1.172 0.312 164.6 
16 1.152 0.239 132.8 
18 1.155 0.238 141.9 
20 1.128 0.232 138.8 
22 1.157 0.241 137.9 
24 1.117 0.258 147.4 
26 1.126 0.217 137.4 
28 1.121 0.219 131.6 
30 1.135 0.232 157.6 
53 
 
表 5.7 17 入力モデルによる A3 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 1.104 0.393 207.4 
12 1.12 0.424 215 
14 1.097 0.382 197.4 
16 1.137 0.483 234.1 
18 1.114 0.464 229.6 
20 1.103 0.409 203.9 
22 1.122 0.428 220.6 
24 1.128 0.441 218.2 
26 1.129 0.48 242.2 
28 1.137 0.428 222.3 
30 1.132 0.475 237.6 
 
 
























表 5.8 12 入力モデルによる B3 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 1.071 0.231 338.4 
12 1.073 0.233 339.4 
14 1.064 0.233 345.5 
16 1.051 0.216 320.3 
18 1.038 0.202 311.5 
20 1.02 0.205 323.9 
22 1.037 0.202 315.1 
24 1.014 0.18 291.8 
26 0.9822 0.186 324.9 
28 0.9848 0.178 308.2 
30 0.9686 0.203 353.7 
 
表 5.9 14 入力モデルによる B3 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 1.046 0.285 346.4 
12 1.043 0.2 269.3 
14 1.049 0.185 241.4 
16 1.043 0.184 249.9 
18 1.037 0.189 253.5 
20 1.05 0.165 222.5 
22 1.024 0.17 239.3 
24 1.007 0.181 270.3 
26 1.014 0.186 268.1 
28 1.024 0.181 277 





表 5.10 17 入力モデルによる B3 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 1.086 0.439 670 
12 1.088 0.445 683.1 
14 1.076 0.436 677.9 
16 1.071 0.418 651.2 
18 1.082 0.445 694.9 
20 1.103 0.466 707 
22 1.142 0.539 746.9 
24 1.145 0.541 738.4 
26 1.18 0.578 768 
28 1.179 0.568 744.2 



























表 5.11 12 入力モデルによる M1 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 1.245 0.376 426.5 
11 1.269 0.395 440.6 
12 1.256 0.38 448.9 
14 1.258 0.364 443.8 
16 1.26 0.374 470.2 
18 1.297 0.373 498.5 
20 1.329 0.452 514.2 
22 1.277 0.373 488.5 
24 1.26 0.335 500.9 
26 1.268 0.38 499.2 
28 1.229 0.303 478.7 
30 1.293 0.388 530.1 
 
表 5.12 14 入力モデルによる M1 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 1.292 0.739 595.8 
12 1.236 0.673 659 
14 1.2 0.618 680.6 
16 1.177 0.578 657.2 
18 1.171 0.583 683.7 
20 1.177 0.564 664.7 
22 1.152 0.552 659.3 
24 1.186 0.563 676.2 
26 1.263 0.48 670.9 
28 1.284 0.602 699.4 






表 5.13 17 入力モデルによる B3 予測結果の評価指標 
  aveP/O sdP/O RMSE 
10 0.7742 0.718 1444 
12 0.661 0.536 1483 
14 0.6764 0.55 1464 
16 0.6223 0.509 1508 
18 0.6427 0.525 1489 
20 0.6677 0.502 1401 
22 0.6388 0.516 1486 
24 0.6677 0.516 1428 
26 0.6298 0.514 1506 
28 0.818 0.631 1293 















































図 学習データを追加した結果比較（M1 予測） 
 
表 評価指標 
  aveP/O sdP/O RMSE 中間ユニット数 
12 1.245 0.376 426.5 10 



























































と RMSE によって評価を行う． 
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