In a number of programs for gene structure prediction in higher eukaryotic genomic sequences, exon 
, it is usually impossible to infer the genes encoded in a given DNA sequence by relying only on them. Current programs for gene identification and gene structure prediction, developed since the early nineties [see Milanesi et al, 1994; Fickett and Guigó, 1996; Fickett, 1996;  Guigó, 1997; Claverie, 1997 Fickett and Tung, 1992) and on similarity to known coding sequences. Even when integrating all this information, the performance of the current generation of gene identification programs is only moderate (Burset and Guigó, 1996) , although, recently, powerful new programs based on Hidden Markov Models have shown substantially increased accuracy (Kulp et al, 1996;  Bürge and Karlin, 1997).
7.7. Exon-based gene structure prediction programs A broad class of current gene structure prediction programs are characterized by a similar approach, which could be described as exon based. In such programs, sequence signals-start codons, stop codons, donor sites and acceptor sites-are initially identified and scored along the query DNA sequence. In a second step, all potential exons defined by such signals are built. The scores of a number of coding statistics are computed on each predicted exon. In some programs, predicted exons scoring below a preestablished threshold for any of the coding statistics are discarded. Remaining exons are scored as a function of the scores of the defining signals and of the coding statistics computed (and, eventually of the degree of similarity to known coding sequences). In the final step, nonoverlapping sets of nonoverlapping exons are assembled maximizing an score defined as a function of the scores of the assembled exons. Such sets of nonoverlapping exons are assumed to be the genes predicted in the DNA sequence. The concatenation of the sequences of the exons in these sets can be directly translated into amino acid sequences. In the practice, most currently available gene structure prediction programs assume that the query DNA sequence encodes only a single complete gene-implying that the (difficult) problem of locating gene boundaries is obviated-and therefore a single gene product is assembled along the DNA query sequence. Among others, the programs GenelD (Guigó et al, 1992) , GAP3 (Xu et al, 1994) , and FGENEH (Solovyev et al, 1994) are characterized by such an approach. The methods used to locate and score potential sequence signals, the coding statistics considered, and the way of combining signal and statistic scores into exon scores are particular to each program, but common to all them is the generation of a large pool of candidate exons, where the exons are selected from to be assembled into candidate genes ( Figure 1) . Then, given a gene scoring function-usually a function of the scores of the exons constituting the gene-the problem that these programs face-and the problem, a generalization of which we address in this paper-is to find the highest scoring gene among all those genes that can be assembled from the pool of candidate exons.
1.1.1. Exon-based gene construction. To fully understand how the problem is stated, some knowledge is required on the details of exon and gene construction. In the practice, constrains are imposed during exon and gene construction in order to guarantee that the assembled nucleotide sequence translates to a biologically meaningful protein sequence, essentially meaning that the nucleotide sequences starts with an initiation codon, and it does not translate stop codons, other than the last one. In the practice, this requires assigning to each exon a reading frame (and, (Wu, 1996) . Therefore, irrespective of their type, every exon is characterized by its boundaries (a pair of integers), and by its reading frame (an integer in {0, 1, 2}), the remainder-also an integer in (0, 1, 2}-being recovered from the boundaries and the reading frame.
Genes are, then, constructed as non-overlapping arrangements of an initial exon, followed by any numbermaybe zero-of internal exons, and ending in a terminal exon, such that the remainder of an exon is equal to the frame of the next one in the arrangement. (Actually, an additional condition needs to be met, that stop codons are not formed at the junction of two adjacent exons. In order to simplify the notation, we will ignore in this paper such a constrain. Generalization of the results obtained here to include it, however, is straightforward.) 1.1.2. Algorithms for exon-based gene construction. In summary, exon-based gene structure prediction programs generate a large pool of predicted exons with associated scores where genes can be assembled from. Genes are scored as a function of the scores of the assembled exons, and the problem is to find the highest scoring gene that can be assembled from the set of predicted exons. Note that, in the worst case, for instance in the case in which all predicted internal exons do not overlap and they all have the same reading frame and remainder, the number of potential genes grows exponentially with the number of predicted internal exons.
For a discussion on the size of the search space and the constrains that may influence it, see Wu (1996) . It is obviously beneficial for exon-based gene structure prediction programs to incorporate algorithms assembling genes in less than exponential time; in particular, given that as a result of the genome projects, increasingly large genomic sequences are being assembled and submitted for analysis. The possibility of such algorithms, however, will depend on the gene scoring function considered. In Guigó et al. (1992) , a rather complicated gene scoring function is used. Genes are given two scores: the average of the two highest scoring assembled exons, which is used as the primary ranking score, and the sum of the scores of the assembled exons subtracting 0.4 times the number of assembled exons, which is used as secondary ranking score. Although the authors introduce the concept of exon equivalence, which allows to substantially reduce the size of the set of predicted exons while guaranteeing that the highest scoring gene will still be assembled, no algorithm more efficient than exhaustive search is used. Therefore, in the worst case, the running time of such a search grows exponentially with the number of (surviving) Given a set of gene elements E of feature types in T, and a gene model A4, the problem is to find the gene g maximizing S(g). That is, to find the gene g such that for all other genes g', S(g) > S(g').
In Figure 1 (1994) state the problem in the context of graph theory. The set of exons E can be considered the set of vertex of a graph G, while the set of arcs from each exon to each downstream frame compatible exon, the set of edges C of the graph. In addition, arcs are assumed in C from a source to each initial exon, and from each terminal exon to a sink. G = (E,C) is an acyclic directed oriented segmented graph (Gelfand and Roytberg, 1993) . A path in such a graph that starts in a source is called initial, and an initial path ending in a sink is called/«//. If we assume that the weight of an edge in G is the score of the exon (vertex) which is entered by this edge (assuming weight zero for the edges entering the sink), then the problem of finding the highest scoring gene definable in E is the problem of finding the optimal full path in G. Although this is the approach taken by Solovyev et al (1994) , in the practice the set of edges C is usually not given, and it needs to be explicitly computed from the set of predicted exons E, requiring a time that grows as the square of the size of E. I will show, however, that for the problem addressed here, the explicit generation of the set C is in the practice unneeded, and that, by avoiding it, a more efficient algorithm can be designed.
A SOLUTION
Let G be the set of all gene structures definable in E given A4. The problem is to find a highest scoring gene structure g in such a set. We will denote one such g by g*, and we will refer to g* as to a best gene structure in E. Let g¡ be a best-highest scoring-gene structure ending in gene element e,, and let G* = {gx,..., g"}, the set of highest scoring genes ending in each of the gene elements in E. Obviously, a best gene structure in £ is a highest scoring gene structure in G*, and therefore g* belongs to G*. 
While scanning E according to increasing acceptor position, the algorithm registers the best gene (Ga) to which each exon has been concatenated to obtain the best gene ending in such an exon. At each step i, Ga is updated by looping, using index j, over the set of best genes ending between the acceptors of exons i -1 and i, and comparing at each step j, the score of Ga (S (Ga) ) with the scores of the best gene ending in exon j (S [j] (3) can be rewritten as 
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: d~( rst (prf(a(/)))) < j <d~( rst(a (/))) and ed(j) (Durbin and Haussler, 1997) . Figure 3 shows an example of a GFF file (actually pseudo-GFF) that could be used in conjunction with the Gene Model specified in Figure 2 . Each record in the file corresponds to a predicted gene element. The first column is the feature type of the gene element, the second and third columns are the boundaries of the gene element (acceptor and donor, as we have call them here), the fourth column is the score, and the fifth and sixth are the frame and the remainder of the gene element. As we have pointed out, the keyword used to identify a given feature in the first columns must be the same that the keyword used to identify the same feature in the Gene Model file.
Note that in the approach taking here, every gene feature must have assigned a frame and a remainder. However, frame and remainder make probably sense only when applied to coding exons. Figure 4 has been obtained from this file, according with the model in Figure 2 . Figure 3 and the gene model in Figure 2 . Top, raw output of GenAmic. Bottom, postprocessing of GenAmic output to produce a more meaningful output.
difficult, however, to change the algorithm to allow for frame constraints not to be enforced for some gene features.
Output optimal gene structure. The output of GenAmic is an optimal gene structure. This is also produced in pseudo-GFF format (Figure 4) . One additional column holds the cumulative score of the Gene Structure In this particular case, the optimal gene structure consists of three different genes, the first gene has two exons and it occurs in the reverse strand, the second gene has tree exons and occurs also in the reverse strand, and the third gene has five exons and occurs in the forward strand. The score of the Gene Structure is the cumulative score of the last feature of the structure, 21.778 in this case. A simple filter can be written that produces a more meaningful output. In Figure 4 , we show the results of applying one such filter. The filter reads the set of those features which start a new gene (Terminal-and First+, (Guigó et al, 1992) , which scores exons as log-likelihood odds, we have predicted 78,182 potential exons along this sequence. We have randomly added four potential promoter and five potential gene termination regions (aataaa in Figure 5 ). In addition, using protein sequence database searches we have identified 11 regions in the forward strand of the sequence, and three in the reverse strand in which it is unlikely that the predicted exons belong to more than one gene ( Figure 6 ). We have obtained the optimal gene structure for this data set according with the gene model in Figure 5 Burset and Guigó (1996) . All these sequences are shorter than 60,000 bp and encode a single complete split protein coding gene. Using the aforementioned modified version of the GenelD program (Guigó et al, 1992) , internal exons were predicted along these sequences, and given as input to the two gene assembly programs. Figure 7 plots 
DISCUSSION
We have addressed in this paper the problem of assembling genes structures from a pool of scored gene elements predicted along a DNA genomic sequence. This is the approach taken, in the particular case of single gene structures, in the GenelD (Guigó et al, 1992) , GenViewer (Milanesi et al, 1993) , GAP3 (Xu et al, 1994) , and FGENEH (Solovyev et al, 1994) programs. In all these cases, gene assembly is separated from exon construction, and the goal is explicitly stated of assembling the gene maximizing a function of the scores of the assembled exons. Other gene identification programs rely also on generating a large pool of candidate exons. The SORFIND program (Hutchinson and Hayden, 1992) , for instance, generates a set of scored SORFs ("Spliceable Open Reading Frames"), which are essentially potential exons, but it does not attempt to assemble the SORFs into genes. The gm program (Fields and Soderlund, 1990) , does not strictly predict potential exons, but introns bounded by ORFs-the so-called "exon maps." A greedy algorithm is used to extend the exon maps into genes, but the function to optimize is not the score of the gene, but the length of the predicted coding region.
In another broad class of gene identification programs, gene assembly is not explicitly separated from exon construction; rather genes are assembled directly from the (atomic signals identified on the input) DNA sequence. We will refer here to these programs as "signal-based." In a number of these programs, the prediction is produced under an statistical model of a gene. In the GeneParser program Stormo, 1993,1995) , the parameters of the model are estimated by means of a neural network, while in the Genie program (Kulp et al, 1996) , the Veil program (Henderson et al, 1996) and the GenScan program (Bürge and Karlin, 1997) , they are estimated under an explicit Hidden Markov Model of an eukaryotic gene. In these cases, the goal is to find the gene parse maximizing the likelihood of the input sequence given the statistical model. In the DynaGene program (Salzberg et al, 1996) decision trees are used to assign to DNA segments the probability that they are coding. Then, the gene parse is obtained maximizing the average coding probability per base in the assembled exons. In the GENLANG program (Dong and Searls, 1994) , the prediction is based on a formal grammar of a gene, in which the rules have associated costs. The goal is here to find the most likely gene parse (less costly) of the input sequence given the rules of the gene grammar. In other programs, finally, the parse of the input sequence predicted is the one maximizing a given empirical gene scoring function-much as it happens in the exon-based gene identification programs. This is the case of the GREAT program (Gelfand and Roytberg, 1993; Gelfand et al, 1996) , and the program developed by Wu (1996) .
Whatever the approach taken, exon-or signal-based, at the core of all these programs there exists a dynamic programming related algorithm that parses the input DNA sequence into predicted gene(s (Xu et al, 1994) and FGENEH (Solovyev et al, 1994) programs. Since actual exons may exhibit very low coding potential, such a filtering often implies eliminating actual exons, and therefore the impossibility of assembling the correct gene structure. The algorithm described here, even when implemented in the prototyping language awk, is fast enough that eliminates the need for exon filtering. Speed assembling genes, on the other hand, is not only essential for one-pass analysis of large genomic sequences, but it would also be required for 
