The following result bounds the determinant of an arbitrary matrix by the determinant of a positive semi-definite matrix. It is well known that in the case of (psd) positive semidefinite matrices of order «, a geometrical bound Mn can be found for the determinant which constitutes a considerable improvement over the general Hadamard bound ~«n,! for arbitrary matrices. The result is not practically applicable in all cases but is of particular value in studying the rate of convergence of Fredholm expansions for certain types of kernels. But for the broader class of matrices covered by this theorem, no improvement on classical estimates of special types of matrices is found. Proof. The proof is by induction on m. We first prove it for the case m = 2. Without loss of generality we set pi= 1, p2=p. Let U diagonalize A\, i.e., 
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•ff. which has a purely continuous spectrum. The novelty of the example lies in the relatively weak assumptions on the potential q. Thus, in the case p = r=l, one need not assume that q is integrable at infinity -compare [2, Chapter 9, Problem 4]-but it is sufficient to assume q to be monotonically decreasing. In this note a similar theorem is given which holds in any number of dimensions. The proof, which applies to Kreith's case also, shows that the nonexistence of eigenfunctions may be ascribed to two different reasons depending on the asymptotic behavior of q(x). In one simple case it is due to the boundary condition while in the other, and more important, case it is a consequence of the behavior of q at infinity. For simplicity the proof is restricted to the case of Schroedinger's equation in three dimensions, defined in the exterior X of a closed smooth surface T. Hence, we consider the eigenvalue problem, (la) Lu = -A« + qu = Xu, subject to the boundary conditions
