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Abstract
An important subject in current gravity research concerns the evolution of compact binary systems
in which both members spin, particularly in the extreme mass ratio limit. Previous research has
suggested that the effect of spin in such systems may be particularly significant-possibly even
chaotic-near the homoclinic set of orbits, which lie close to the separatrix dividing stable and
unstable orbits.
In this thesis we present a study of the spin-induced evolution of inclined, eccentric Kerr black
hole orbits. The evolution of the orbital energy, angular momentum, and Carter constant for such
orbits is driven by the local spin force on the orbiting body, which is inferred from the Papapetrou
equations. We find that the variation of the constants which characterize the orbit (e.g., energy,
angular momentum, and Carter constant) is complicated and occurs on orbital timescales, but is
contained within well-defined bounds that expand smoothly as the spin on the orbiting body is
increased. As a consequence, the total volume explored in the orbital phase space of a given orbit
is finite. We also find that the phase space volume grows rapidly as one approaches the homoclinic
set of orbits, but ceases to increase once the particle comes within a certain threshold distance of
the separatrix.
Thesis Supervisor: Professor Scott A. Hughes
Title: Assistant Professor, Department of Physics
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Chapter 1
Introduction
For all its mathematical complexity, general relativity brings with it a certain conceptual simplicity.
For example, one can understand certain gravitational interactions, such as the orbit of a simple
particle around a rotating (Kerr) black hole, in a language inspired by electromagnetic interactions.
WVe can use the intuition from this electromagnetic analogy to understand the motion of a spinning
particle around a Kerr black hole (see Fig. 1-1), which resembles a magnetic dipole moving in an
external electromagnetic field. Virtually all macroscopic astrophysical objects have some amount of
spin, and so extending our knowledge of the dynamics of binary systems to include the effects of
spin is an important and obvious step.
It is the aim of this thesis to examine the dynamics of compact binary systems influenced by the
existence of spin on the smaller body. To make the problem more tractable, we work exclusively in
the extreme mass ratio regime (the test particle limit); if the mass of the particle is m and the mass
of the central black hole is M, we require that m << M. This constraint is satisfied by many real
systems. For example, there has been gathering evidence suggesting the existence of supermassive
black holes (1(6 - 109 M, where M® is the mass of the Sun, equal to about 2 x 1030 kg) in galactic
nuclei [1, 2, 3]. One expects that small compact objects (1 - 10 M®) from the surrounding stellar
population will be captured by these black holes following many-body scattering interactions at a
relatively high rate [4, 5], resulting in precisely the type of binary systems that meet the requirements
of the extreme mass ratio approximation.
Operationally, the extreme mass ratio approximation is useful because it allows us to write the
actual spacetirne g,v as the superposition of the "background" spacetime of the Kerr black hole and
a linear perturbation,
SV = 9gKerr + 6gparticle (1.1)
'By "particle." we mean any sufficiently small object. The key physical characteristics attached to the notion of
"sufficiently small" are that the small body does not appreciably distort the spacetime (i.e., it has small mass), and
that the small body does not sustain significant tidal distortion (i.e., it has small radius).
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Figure 1-1: The configuration of the binary systems we will explore in this thesis. Both components
of the binary are endowed with spin.
where _gKerr is the small contribution
from the particle, including its spin (i.e., gparticle gKerr). The approximation allows us to replace
the non-linear Einstein equations with linear ones and perform an analysis that is linearized about
the black hole background.
Since g,> t gKerr, the geodesic paths which correspond to the allowed trajectories of spinning
particles correspond approximately to those of a non-spinning particle in Kerr spacetime. This
property is immensely useful to us; the geodesic orbit of a spinless particle in Kerr spacetime is
completely integrable, thereby granting us the ability to reduce the equations which determine the
geodesic to a set of ordinary differential equations which can be easily integrated to obtain the
trajectory of the particle.2
However, we cannot just ignore the metric perturbation. Because g,u does differ ever-so-slightly
from gKerr, we can expect that the geodesic trajectories of g,, will gradually become distinct from
those of gKerr But such differences can only be noticed over large intervals of time, after the
accumulated effect of the perturbation on the orbit has become significant.
We can make this discussion somewhat more precise by jumping forward to a result that we
discuss in detail later: orbits of non-spinning particles in Kerr spacetime are specified by a set of
three constants, E, L, and Q.3 Because the trajectory of a spinning particle closely matches the
trajectory of a non-spinning particle over short time intervals, we can specify the properties of the
spin-enhanced trajectory near a time to with a set [E(to), L(to), Q(to)]. At some later time tl,
the trajectory most closely corresponds to a different set of constants [E(t1), L(tl), Q(tl)]. We
can construct the long-term behavior of the spin-enhanced trajectory by stitching together short
segments of the trajectories of non-spinning particles, each corresponding to a possibly different point
[E(ti), Lz(ti), Q(ti)] in parameter space. In the limit of zero step size, the "constants" specifying the
geodesic trajectory are allowed to vary continuously, giving rise to the full, spin-enhanced behavior
2Implicit here is the well-known fact that the trajectory of any small particle can be accurately approximated with
a geodesic [6].
3In other words, the space of all possible Kerr orbits corresponds exactly to the space of allowed (E, L, Q). Each
point in this space corresponds to a unique geodesic, up to initial conditions.
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which follows some orbit [E(t), Lz (t), Q(t)] through the space of Kerr geodesics. This is the essence
of the perturbative approximation; we solve for the motion at each time step as though E, L,, and Q
were constant., but then allow the constants to vary by a small amount. The important consideration
in all of this is that the variation in the "constants" of motion must be small from step to step in
order for the approximation to be accurate. We can automatically guarantee that E, L, and Q
satisfy this criterion by restricting our attention to small values of small-body spin.
We have before us a potentially fantastic development; if we are correct, we should be able to
model spin-enhanced orbits using fairly simple modifications to the tools we use to study geodesic
orbits.4 It is the aim of the present work to determine how well we can model spin-enhanced
trajectories within this perturbative scheme and paint a physical picture of the effect of spin on the
motion of the test body.
This thesis is organized into four chapters. The remainder of Chapter 1 will focus on the theory
of geodesic motion around Kerr black holes and weak perturbations to geodesic trajectories with
the aim of developing the mathematical groundwork necessary to properly construct spin-enhanced
orbits. Chapter 2 describes in detail the methods used to build a geodesic integrator and explains how
the integrator can be expanded to include perturbative corrections. Chapter 3 contains derivations
of the actual perturbative effects of spin, as well as the important special case of an equatorial,
spin-parallel particle which clearly illustrates some of the effects of spin. In Chapter 4, we discuss
the results obtained with our integrator. After performing a series of diagnostic tests, we explore
the energy characteristics of various spin orientations. We then examine the spin-induced variation
of orbital constants. Specifically, we study the scale of the variation, the timescales on which the
variation occurs, and the "puffing out" of the orbit from a point to a finite volume in phase space.
Some comments on methodology and notation are in order. In maintaining sensitivity to fashion
interests, we work in units of G = c = 1, but will restore these constants where it aids clarity. In
these units, the mass of the sun is M® = 4.92 x 10-6 seconds, or 1.47 km. Following the convention
of Carroll [10], we represent the components of relativistic four-vectors with a Greek superscript
(e.g., vt', Ut E {0, 1, 2, 3}). For reasons we will soon describe, we will never use 0 or 0 as four-vector
indices. We can express v in a basis e as
3
= Zve = ve , (1.2)
A=0
but will loosely refer to v as v1 in an implied spheroidal basis. Note also that we have adopted the
Einstein summation convention by dropping the summation symbol in Eq. (1.2). This is standard
4Incidentally, many codes that include effects of gravitational radiation reaction do so in a similar manner. The
celebrated Teukolsky-Sasaki-Nakamura formalism for calculating gravitational wave emission allows one to compute
energy and angular momentum fluxes at infinity, which can be equated with energy and angular momentum loss rates
from the system [7, 8, 9]. The energy and angular momentum of the orbit are then evolved in accordance with their
loss through gravitational wave emission.
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Figure 1-2: The spheroidal Boyer-Lindquist coordinate system used throughout this thesis. The x, y,
and z axes are defined as one would expect in "normal" spherical coordinates (i.e., x = r sin 0 cos ¢,
y = r sin 0 sin , and z = r cos 0).
practice, and we will stick to it throughout this thesis.
We define the "0" component of v as the time component, and the remaining three as the r, 0,
and components, respectively. These are the Boyer-Lindquist coordinates (see Fig. 1-2). Although
it is appropriate to think of r, for example, as the radius, it should be recognized that the Boyer-
Lindquist r only asymptotically approaches what most would normally think of as the radius. For
clarity, we will refer to the individual components of v by their corresponding coordinates: v = vt,
v1 = vr, v2 = v0 , and v4 = v. It is for this reason that we avoid using 0 or as four-vector
indices-they already correspond to a particular four-vector component, and using them in any
other way would cause confusion. In all cases, the meaning of vector components should be clear
from the context.
The spacetime metric signature is (-,+,+,+), so that the spacetime interval between two
spacelike-separated events is positive. This sign choice for g,v is standard for astrophysical work
and is used in many popular texts (including Refs. [10] and [11]). Finally, round (square) brackets
on tensor indices denote (anti-)symmetrization, so that
= (K, + K,,) K[] ( (1.3)
If more than two indices are enclosed within the brackets, the normalization factor is l/n! instead
of 1/2, where n is the number of enclosed indices.
It is also important to state that the orbits we generate in this thesis do not include the effects
of gravitational radiation reaction. In Chapter 4, we will discuss the timescale on which radiation
reaction operates, but again it is not included in the equations which govern the evolution of the
orbiting particle.
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1.1 Geodesics and Integrals of Motion
To understand the mathematical basis of geodesic motion, we must clearly define how we take
time derivatives along the orbit of the particle. Differentiation along the orbit is achieved through
covariant differentiation with respect to the proper time, denoted as D/Dr. Physically, the covariant
derivative corresponds to a directional time derivative along the tangent vector to the orbit (e.g.,
the velocity vector), and therefore,
D
D = AV Ai, (1.4)Dr
where vA is the four-velocity of the particle. The covariant time derivative of a quantity X is then
X = vLVtX,
where the overdot denotes D/DT. The covariant derivative Va is related to the familiar partial
derivative through a set of connection coefficients Fu, the details of which can be found in any
standard general relativity text (see, e.g., Refs. [10] and [11]).
Related to the four-velocity is the four-momentum, pi. We can also define the specific four-
momentum as uu = pA/m and require that it has norm
uuL = -1. (1.5)
The vector u is not necessarily parallel to v when one considers effects such as the existence of
spin on the orbiting body. In the case that the small body has total spin S with magnitude S,
the difference u - v scales as S2 , which is of order m 2. In the extreme mass ratio regime, this
discrepancy is small enough that it can be neglected. Any references to u and v can therefore be
regarded as equivalent, except where explicitly stated.
A geodesic is a rather special trajectory corresponding to "free" motion. Such a trajectory
satisfies
up Vpv =/pV 0 (1.6)
at all points. Equation (1.6) expresses the notion that a geodesic trajectory is one in which no forces
act on the test particle.5 Any forces on the particle will appear on the right hand side of Eq. (1.6)
and will push the particle away from purely geodesic motion.6
With this information at hand we may compute the integrals of motion, which are scalar quan-
5 Gravity is not a force in general relativity, but a geometric effect arising from the curvature of spacetime itself.
6 For the sake of being explicit, we remind the reader that we are effectively modeling the geodesics of g as
geodesics in gK,'r subject to forces corresponding to spin.
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tities that remain fixed over the orbit. The existence of sufficiently many integrals of motion allows
us to select particular geodesic trajectories out of the family of curves that satisfy Eq. (1.6).
We say that a spacetime admits a first integral of degree n if a scalar X satisfies
X= u'VX = 0 (1.7)
at all points on the orbit. The quantity X must be of the form
X = p, *--. .Pun. lnK' (1.8)
for some tensor K,... n. The requirement that X remain constant along the geodesic is equivalent
to Killing's equation,
V(uK ... n) = 0. (1.9)
If a spacetime admits as many integrals of motion as there are dimensions in the system, as is the
case in Kerr spacetime, it is completely integrable.
1.2 Integrals of Motion in Kerr Spacetime
Much of our work in this thesis centers around the constants which specify orbits in Kerr spacetimes.
As such, it is of much theoretical and practical value to determine the integrals of motion in the
special case of orbits around a Kerr black hole. It turns out that we can find three such integrals of
motion, corresponding to the total energy E, the z angular momentum L, and the so-called Carter
constant Q of the orbiting particle. In fact, the mass m of the particle constitutes a fourth integral of
motion, but we do not typically think of the mass as an interesting constant. Because there are four
integrals of motion, the problem of a particle moving in a Kerr spacetime is completely integrable.
The Killing vector field corresponding to E is T u = (-1, 0, 0, 0). The minus sign is a conventional
choice which guarantees that the energy is positive. As in classical mechanics, conservation of energy
arises from symmetry under time translation. Following Eq. (1.8), we can define E as
E = p,TA = -Pt, (1.10)
since the only non-zero component of TA is Tt.
As with energy, the conservation of z angular momentum originates from a symmetry of the Kerr
metric, but its symmetry is a spatial one. Specifically, a constant Lz arises from symmetry under
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rotations in the 0 coordinate and corresponds to a Killing vector A = (0, 0, 0, 1). Accordingly,
Lz = p,. 1D) = p. (1.11)
Note that the subscript z in Lz is a latin character, and is therefore not an index. Instead, the z
simply indicates that the angular momentum is measured with respect to the z axis.
The Carter constant is more complicated, since it arises from a Killing tensor of rank n = 2
instead of a simple vector. Carroll [10] and Chandrasekhar [6] indicate that the Killing tensor
corresponding to the Carter constant K can be written as
K.I = ZEl(jnfl) + r2g.v, (1.12)
with
1, = 1, - , -a sin2 0) (1.13)
n, = ( 1, (1.14)
E = r2 + a 2cos2 (1.15)
A = r2 -2Mr+ a2, (1.16)
where M is the mass of the black hole, a is the Kerr spin parameter defined by a = [[/M with $
representing the angular momentum of the black hole (distinct from the small body spin vector S), r
is the Boyer-Lindquist radius, and 0 is the angle between $ and the radius vector to the particle. The
Carter Killing tensor is clearly much more elaborate than the Killing tensors for energy or angular
momentum.
We obtain the constant K as expected,
K = plp"K,
- ( d) + Cos2 0 [a2 (1 - E2 ) L2 csc2 (aE _ ) (1.17)
For our purposes, it is more useful to define a constant Q, related to K by
Q = K-(aE-Lz) 2
(--_ r2 +c 2 . (1.18)
+ Cos2 0 [a2 (1 - 2 ) + L sc2 0].
When the black hole spin is zero, Q has the nice property of reducing to Lperp, where Lperp is the
magnitude of the angular momentum projected into the orbital/equatorial plane. Such a notion
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does not make perfect sense for a rotating black hole, but the intuition it provides remains useful.
Any further references to the Carter constant may be regarded as references to Q.
1.3 Perturbations to the Geodesic Trajectory
1.3.1 Additional Forces
When we want to include additional physical effects into the motion of a particle around a black
hole, we must supplement Eq. (1.6) with additional force terms, so that
UVVp = = f A. (1.19)
The four-vector f encodes all of the "extra" forces that affect the small body. These extra forces
might include spin, gravitational wave emission, tidal forces, self-gravity, or anything else; the addi-
tional force terms are completely generic. As a consequence, our results in the coming sections hold
for any forces that can be described by f. One can, in principle, use the coming results to study
any binary system.
The important effect of f " is that the traditional constants of motion-in the case of a Kerr black
hole, these are the energy, angular momentum, and Carter constant-are no longer exactly constant
(though we continue to refer to them as "the orbital constants" for lack of a better name), but
vary at a rate proportional to f A. The perturbative force causes the orbit to follow some trajectory
through (E, L,, Q) space. In the absence of such perturbing forces, the orbit would correspond to a
single point in (E, L, Q) space.
1.3.2 Evolution of First Integrals of Degree n = 1
For an arbitrary Killing vector K with n = 1, Eqs. (1.8) and (1.9) yield
X = pKA (1.20)
V( K,) = 0 (1.21)
From this we can easily compute X:
- = uAVX = uL (p'VvK, + KVp-v)
1 (ppVK,) + KuVhp'
m
- (php'VV,K,) + Kvf V (1.22)
m
1
- (pVp'V,K) ± Kvfv, (1.23)
m
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where in Eq. (1.23) we have switched the indices in the first term of Eq. (1.22). If we add Eqs. (1.22)
and (1.23) together, we find that
22X = -pp V(,K) +2Kf'V,
m
or,
X = uVX = Kf = Kf,. (1.25)
We can use this result to obtain specific evolution equations for E and Lz in terms of f " by
substituting the appropriate K'. By definition, the Killing vectors for E and Lz are T = -t and
F = eo, respectively, so
(1.24)
E = Tlf =-ft
£z = f = f.
(1.26)
(1.27)
These equations govern the evolution of E and Lz along the orbital path. By setting f = 0, we
recover E = L z = 0 as required.
1.3.3 Evolution of First Integrals of Degree n = 2
Equations (1.8) and (1.9) with n = 2 yield
X = ppVK,
V(,K,,) = 0.
(1.28)
(1.29)
As usual, we must compute X = uVX, from which we find
u'VAX 1--- I(pIpVpaV K,,) + (plpa'V,pv + pLp VV ap ) K,,
m
1
- - [pp'pVpaV,K,, + (p fV + pv f) K,,]m (1.30)
If we cyclically permute the indices in the first term of Eq. (1.30), we obtain a set of six equations
which we sum to obtain
6uAV, X = 6--pa pp V(UK,,) +6 (f/pv + fVp/A) K,
0
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or,
X=utVX = (p/f +p f/)KM,
= 2p(/fU)KA,. (1.31)
In the special case that K.U is symmetric, i.e. K,, = K,,, we can further simply this result to
remove explicit symmetrization
= 2pif K,,. (1.32)
This result allows us to determine the evolution of the Carter constant. Since Q = K-(aE - Lz) 2
and K = 2p/fUK/,U with K,,U being the symmetric Carter Killing tensor, we find
Q= K-2(aE-Lz) (at -z)
= 2pIfU [K "V - (I/ - aT/') (u - aTU)]. (1.33)
This evolution equation predicts that Q = 0 if f = 0, exactly as we require. Equations (1.26),
(1.27), and (1.33) together encode the evolution of all three orbital constants E, Lz, and Q under
the influence of an arbitrary force.
1.3.4 Consequences
The evolution equations for the orbital constants scale as f. In many important cases, f is small,
and the variation of the constants is small. This is a critical observation, and it practically screams
for a perturbative approach. There are already a wide variety of tools for studying orbits in which
the constants are fixed, and it is a simple and straightforward matter to generalize these tools to
include other forces by "freeing" the orbital constants and keeping everything else the same. One
must not forget, however, that f might itself evolve, if for no other reason than that the evolution
of the orbital "constants" will change the orbit. It is therefore necessary, in general, to include
evolution equations not just for the coordinates and the constants, but also f/'.
Our equations thus far have purposefully been written in an extremely general way, and for
good reason. Given almost any physically reasonable f, provided it is sufficiently small, one can
understand the motion of any object subject to forces. The only statement we have made that is
even slightly sneaky is that v and u can be regarded as parallel. In fact, this is true to very
good accuracy for the case of small body spin since the difference scales as S2, but remains true
for virtually every effect we can imagine in the test particle limit.7 All we have said is that if f/ is
7 As a point of fact, dropping S2 terms is a requirement of the approach we use. Regardless of whether these terms
are physically relevant, the only way we can sensibly use the Kerr spacetime as a background is to ensure that pA and
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some supplemental force-it does not matter what it corresponds to-then the equations governing
the evolution of E, Lz, and Q can be obtained by Eqs. (1.26), (1.27), and (1.33). In other words,
this scheme can be used to study a wide array of forces. For a simple and interesting example, one
might consider the electromagnetic force on a test particle with a small amount of charge q, which
has the relatively simple expression
fV = qv,,F", (1.34)
where FO' is the electromagnetic field strength tensor [10]. For the remainder of this thesis, however,
we will depart; from our general approach and specialize our study of geodesic perturbations to the
case of small body spin.
1.4 Papapetrou Equations
A geodesic trajectory presupposes that the small particle can be described perfectly as a mass
monopole. This is not always sufficient. Small body spin introduces higher-order mass terms to the
equations of motion. The resulting force on the particle due to the coupling of small body spin to
the spacetime curvature is very similar in nature to the force that acts on a magnetic dipole in the
presence of an external electromagnetic field.
To obtain the mass dipole effects, one must turn to the Papapetrou equations [12], which have
since been recast into a more useful form by Dixon [13].8 In their purest form, the Papapetrou
equations can be written as a set of three tensor equations,
dzx
= v" (1.35)dr
D = --R O ,VVSa (1.36)
DS [ (1.37)
= 2p[Av"], (1.37)DT
where R ,B is the Riemann curvature tensor and SU is the antisymmetric spin tensor [14]. These
equations are usually supplemented with the center of mass constraint,
puS = 0, (1.38)
which designates the position of the center of the orbiting particle [14]. One can also write down an
ve are parallel, which is true only to order S. The derivation of the Kerr geodesics assumes that the two vectors are
parallel, and hence it must stay that way.
8The Papapetrou equations do not provide information about the quadrupole terms that cause tidal disruption.
Quadrupole effects (and potentially even higher order effects) are important in certain cases, but not for small compact
bodies. We are concerned here with the capture of black holes, neutron stars, or other "particles," and so this limit
is useful.
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equation for spin conservation;
21~ppS~bU = S2, (1.39)
where the constant S corresponds to the magnitude of the spin on the small body.9 One typically
enforces the center of mass constraint equation because the existence of spin affects the formal
integrability of the system. As written, these equations are valid along geodesics; we will reconsider
this issue in greater depth in Chapter 3.
As far as units are concerned, the important point to be made is that S is measured in terms
of mM. Hartl discusses the aftermath of previous confusion about this issue, which generated a
relatively widespread belief that chaos could easily occur for spinning particles, in Ref. [14]. In these
units, we can think of S for a maximally spinning particle as the mass ratio itself. In particular,
the spin magnitude for a maximally spinning object is S = m2 , from which it follows that S/mM =
m/M.
The Papapetrou equations deserve a second look. Equation (1.35) corresponds to the definition
of the four-velocity, and it does not tell us anything that is particularly interesting. But Eqs. (1.36)
and (1.37) are new. In fact, if we remember our definition of the local force f" = Dpl'/D-r, we can
read off directly from Eq. (1.36) that
fA =-2 Rco VV S (1.40)2 vp
This is precisely the force experienced by the test particle.
While Eq. (1.36) encodes the force on the particle and the evolution of orbital constants,
Eq. (1.37) encodes the evolution of the spin tensor S" " itself-and by association, f" as well. In
effect, it contains the physics governing the free precession of a gyroscope in curved spacetime. As we
alluded to before, Eq. (1.37) is not precisely zero, since the four-momentum pi and the four-velocity
v" are not strictly parallel-the difference is of order S 2 -when one includes small body spin. But
since S is small, we can ignore higher orders of S and regard vA and p" as parallel. We can therefore
restate the Papapetrou equations as they appear in our analysis,
dxl'
= v/ (1.41)dr
Dp~, - R U,0VVSaP (1.42)
DS " (1.43)
= 0. (1.43)Di-
Equation (1.42) can be used to calculate E, Lz, and Q (see Chapter 3). As such, this final set
9 Note that the conservation of S2 is not a constraint, but a definition. The center of mass condition is a constraint,
however, since pSV' = 0 cannot be derived from the Papapetrou equations.
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of equations provides all the information we need to enable a standard Kerr geodesic integrator to
evolve the orbital constants in a manner consistent with the existence of small body spin.
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Chapter 2
Geodesic Integration
In this chapter we consider the motion of a small particle around a Kerr black hole. The trajectories of
small particles can be very accurately approximated as geodesics [6]. The equations which determine
the geodesics are a set of analytic ordinary differential equations which can be integrated with relative
ease on a computer.
Such a numerical implementation is not trivial, however, and it is necessary to describe in some
detail the techniques which we use to generate small particle orbits. Portions of this discussion
are drawn from Refs. [15] and [16]. Along the way, we will explain our own simple method of
incorporating the effects of spin.
2.1 Orbital Constants of Motion
Every orbit around a black hole is specified up to initial conditions by the energy E, the z angular
momentum L,, and the Carter constant Q. The energy and the angular momentum are both
proportional tlo m, whereas the Carter constant is of order m2 . For the sake of numerical and
theoretical simplicity, we will eliminate m from our equations and use the appropriately normalized
forms of E, L, and Q. In particular, we will redefine (for this chapter only) the orbital constants
such that
E usual lusua QusualE Lz Z Q- = 2 (2.1)
m m m
which amounts to setting m = 1. Using these "new" constants ensures that factors of m are
completely absent from the equations of motion. However, Lz and Q still involve factors of M, but
both always appear in proper combination with other dimensionful quantities in the equations of
motion. We maintain dimensions in the written equations for the sake of clarity, but casting the
equations in completely dimensionless form is as simple as setting M = 1.
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All bound orbits have E < 1, due to the fact that the energy of the particle is given by the rest
energy mc2 = 1 plus a negative gravitational binding energy. (We never consider the case of unbound
orbits, for which E > 1, although it appears straightforward to do so.) The angular momentum
Lz is defined relative to the black hole's spin axis. The Carter constant corresponds roughly to the
norm of the "rest" of the angular momentum, L 2 + L2 . Though the equality between Q and L2 + L2
is not exact in Kerr spacetime, the insight provided by the approximate correspondence remains
useful.
Following standard practice, we use the total black hole spin $ to define a new constant a = IS/M
with units of M. The parameter a, called the "Kerr spin parameter," can assume any value in the
range 0 < a < M. The case a = 0 corresponds to a Schwarzschild black hole, and the case a = M is
referred to as a "maximally spinning" black hole. Since S does not change, a is fixed permanently.
2.2 Geodesics in Schwarzschild Spacetime
In terms of Boyer-Lindquist coordinates (t, r, 0, O), the geodesics of a Schwarzschild black hole are
given by the following equations [11]:
(dr (1 (2.2)
dO 2 = _ L2 cot2 0dO" _ Q - LUZ (2.3)
drJ r4
(d&o Lz csc2 o (2.4)
(dte - (2.5)
dTrJ 1- 2M/r
These equations specify the position of the orbiting particle up to initial conditions. Note that the
time t equals the time as measured on clocks far from the black hole. Thus, Eq. (2.5) allows us
express the evolution of the orbit as seen by distant observers by recasting the equations of motions
in terms of t instead of r.
2.2.1 Radial Motion
There is a complication in Eq. (2.2), owing to the fact that the radial derivative appears quadratically.
We cannot simply take the square root of the equation, since doing so would prevent us from
determining the sign of the radial velocity, resulting in an inability to distinguish an infalling particle
from an outfalling one. We can get around this problem by parameterizing r in terms of another
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variable whose derivative is always positive. The parameterization we use is elliptic;
r= -P (2.6)
1 + e cos '
with p and e representing two of the three quantities we use to identify orbits geometrically.l This
parameterization will allow us to encode the oscillation of r in the monotonic growth of . The
monotonicity of the evolution is key; it guarantees we can take the square root of d/dT without
worrying about its sign. Using Eq. (2.6), we find that
dr pe sin 0 db r2 e sin d (2.7)dr (1 + e cos )2 dr p dr
As expected, dr/dT is zero for a perfectly circular (e = 0) orbit. We will use Eq. (2.7) shortly.
Returning to Eq. (2.2), we have that
(dr 2 E2 r4 - r4 (1- 2M/r) [1 + (Lz + Q)/r2 ] (2.8)
dr j r4
(E2 _ 1) r3 + 2Mr 2 - (L2 + Q) r + 2M (L + Q) \,, ," ,,,,, \, I ~/(2.9)
r3
(E2 1) r3 + c2r + r + co (2.10)
with
2M
c2 = (2.11)E 2 - 1
L2 + Q
CE= (2.12)E 2 - 1
2 + Q)
Co = E2 Z1 (2.13)
E2 - 1
We can factor Eq. (2.10) to obtain
dr2 (E2 1) r3)(r -r 2)(r - r)
This equation is far more instructive than Eq. (2.10) since two of the roots r3, r2, and r1 correspond
to turning points of the motion. We define the ordering of these roots to satisfy rl < r 2 < r3, in
which case r3 corresponds to the largest distance between the orbiting particle and the central body
(the apastron distance) and r2 similarly designates the smallest distance between the bodies (the
periastron distance). 2 The roots r3 and r2 thus define the boundaries of the radial motion. The
1This parameterization defines an ellipse in r,~b space. In this context, p is the semilatus rectum, and e is the
eccentricity. The eccentricity e must fall between 0 and 1, and the semilatus rectum p must be larger than some cutoff
value, as we will discuss in Section 2.6. In the literature, V) is often referred to as the true anomaly.
2It is common to write ra and rp in place of r3 and r2, respectively, to reflect the fact that they correspond to
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inner root r does not correspond to anything physical.
From Eq. (2.6), we know that the extremal values of r occur at
p p
= Pr2= (2.15)1-e l+e
By making these substitutions in Eq. (2.14) and with the help of Eq. (2.7), we obtain an expression
for db/dr:
d ) 1 + e cos)2 /(1-E2)p (p-rl-erl cos )
d p 1- e2
1/r
p (1 - E2 ) (1 - rl/r) (2.16)
r
2 1- e2
We can compute the square root without fear of sign ambiguities, since do/dr is always greater than
zero.
2.2.2 Angular Motion
In Eq. (2.3), it appears as though we may have to define another parameterization. In principle,
this is true as long as we wish to unambiguously compute the square root of Eq. (2.3) to obtain an
equation for dO/dr. In practice, however, matters are greatly simplified by the spherical symmetry
of the Schwarzschild metric. In particular, we are free to chose the orbital plane to coincide with
the equatorial plane, since every plane through the center of the black hole is equivalent.3 As the
equatorial plane is conventionally defined by 0 = r/2, the right hand side of Eq. (2.3) vanishes.
A more physical way of thinking about this issue involves the realization that the gravitational
potential is independent of 0, and therefore, gravity cannot affect the 0 motion of the particle.4
The azimuthal derivative is simple enough to integrate that we need not discuss it in great
detail. However, we can say that Eq. (2.4) is the Boyer-Lindquist equivalent of Kepler's Second Law.
Equations (2.4), (2.5), and (2.16) together represent the equations of motion around a Schwarzschild
black hole.
apastron and periastron. Other equivalent terms are sometimes used in place of apastron and periastron; Sigurdsson
and Rees use "apbothron" and "peribothron" (see Ref. [4]), whereas Kip Thorne prefers "apholion" and "periholion."
3 This also implies that we can always define a Schwarzschild geodesic with Q = 0.
4It should be noted that, mathematically speaking, one can very well start the particle off at 0 7r/2. In a polar
orbit, for example, 0 most definitely changes with time. The insight we wish to have imparted here is that one can
fix 0 = 7r/2 if desired.
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2.3 Geodesics in Kerr Spacetime
The geodesic equations in Kerr spacetime are similar to those in the Schwarzschild case, but they
additionally involve the spin parameter a. We can write the geodesic equations for Kerr spacetime
as follows [11]:
(dr = [E(r2 + a2) - aLz]2 A [r2 + (L - aE)2 + Q] R(r) (2.17)
_2 d ) 2 -L 2 cot 2 0-a 2 (1-E2 ) Cs 2 0 ( 0) (2.18)
(d) 2aMrE + L csc2 0 (2.19)
d - A
(dt) _ yE - 2aMrL (2.20)
A, (2.20)
with E = r2 + a2 cos2 0, / = r 2 - 2Mr + a2 , and y = (r2 + a2)2 -a2A sin2 0. Note that the existence
of spin on the black hole has destroyed the spherical symmetry of the system, thereby eliminating
the freedom we enjoyed in the Schwarzschild case to identify the orbital plane with the equatorial
r)lane. The azimuthal symmetry which characterizes the Kerr solution is of a lower order than the
spherical symmetry of the Schwarzschild metric and requires an additional constant to parameterize
the motion. Whereas Schwarzschild geodesics can be specified by a set (E, Lz) or (p, e), 5 we will
need to specify Kerr geodesics by (E, L, Q) or (p, e, L). We already know the meaning of E, Lz, and
Q, as well as the interpretation of p and e as the semilatus rectum and eccentricity, respectively.
What is left is the inclination angle , which is defined by Q = L2 tan2 L and agrees closely with the
maximum polar angle between the equatorial plane and the particle position. We will discuss this
in more detail in Sec. 2.3.2.
Equations (2.19) and (2.20) are already in a usable form. However, Eqs. (2.17) and (2.18) must
be linearized. In the case of Eq. (2.17), we can accomplish this in essentially the same way we did
for the Schwarzschild black hole, again using r = p/ (1 + ecos O). For Eq. (2.18), we must invent a
new change of variables.
2.3.1 Radial Motion
Expanding Eq. (2.17) in powers of r, we get
2 (dr) (E2 - 1) r4 + 2Mr3 + [a2 (E2 - 1)-Lz-Q] r 2
+2M [(Ea - Lz)2 + Q] r-Qa 2 (2.21)
= (E2 - 1) (r4 + c3r3 + c2r2 + clr + Co), (2.22)
5 Since Q can always be set to zero for Schwarzschild orbits.
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with
2M
C3 E2 1 (2.23)
2 = a 2 _ (2.24)E2 - 1
2M [(Ea- L) 2 + Q]Cl=- (2.25)E2 - 1
Qa2
co = E 2 - 1 (2.26)
These coefficients correspond to those for the Schwarzschild case if we set a and Q to zero.
For the Kerr black hole, the polynomial we must factorize is quartic. The E2 term does not
contribute any interesting roots, so finding the roots of the right-hand side of Eq. (2.22) is equivalent
to determining the turning points of the motion (see Fig. 2-1). Rewriting Eq. (2.22) in factored form
as
(2.27)(dr)2 (E2 -1)(r-r3)(r-r2 )(r-r)(r-ro)
with ro < rl < r2 < r3, we can use Eq. (2.7) and substitute r = p/(1 + ecos ), r3 = p/(l - e), and
r2 = p/(l + e) to generate
d_ p _/(1 - E2) (1- ro/r) (1- r/r) (2.28)
dr V 1 - e2
This equation governs the radial motion of a particle around a Kerr black hole. It reduces to
Eq. (2.16) when ro = 0.
2.3.2 Angular Motion
The equation for dol/dr, though considerably more complicated than in the Schwarzschild case, is
just as easy to integrate since it appears linearly. Computing the polar motion, however, is more
subtle; the derivative dO/dr appears quadratically, and we do not have any tricks that will allow us
to avoid this complication in Kerr spacetime.
To parameterize 0, we follow the prescription offered by Wilkins and set z = cos2 0 [17]. In this
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Figure 2-1: The radial quasi-potential R(r) for a stable orbit around a black hole with a = 0.95M.
The orbit has p = 3M, e = 0.5, = 20° . Apastron occurs at r3 = 6M and periastron occurs at
r2 = 2M; these are the two outermost roots in the diagram. The other two roots rl and ro are
inaccessible by orbiting particles. Figure adapted from Ref. [15].
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case, we have
(do 2 Q- [Q + L + a2 (1 -E 2 )] + z 2 a2 (1- E2 )
d7 -2 (1-Z)
2 (1 - Z)
1 (z+ -z)(z -) (2.29)
2 (1 - ) '
where we have defined = Q + L2 and P = a2 (1 - E2 ). The quantities z± are the two roots of the
numerator in the second equation, satisfying
z = +± ± (a+3) 2 - 4Q (2.30)
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Note that z+ has a a -2 pole. This does not pose a problem, as the pole cancels out when z+ is
incorporated into the equations of motion.
Next, we define z = z_ cos2 X. It is straightforward to compute dXl/dr in terms of dO/dT,
d= ___ sin X (2.31)
Substituting this expression directly into Eq. (2.29) and taking the square root (which we can again
do without ambiguity), we obtain the following equation governing the evolution of X:
dx 3 /(z ±+-z) (2.32)
dr E
The pole in z+ is cancelled by the factor a2 in P. Equations (2.19), (2.20), (2.28), and (2.32)
collectively represent the equations of motion around a Kerr black hole.
The Geometric Significance of 
At this point, it is worthwhile to discuss the geometric significance of . We already know the geo-
metric interpretation of p and e as the semilatus rectum and eccentricity of an ellipse. Interestingly,
the fact is that , which is defined rather arbitrarily to satisfy Q = L2 tan2 L, closely approximates
the maximum value of 1 - 0 for orbits beyond about r - 3M. This should make some sense even
without mathematical excavation; since Q can be regarded roughly as L 2 + L 2, the angle L corre-
sponds approximately to the angle by which the normal vector of orbital plane is tipped relative to
S.
34
__
The turning points of 0 occur where dO/dr = 0, so
(n(0max) = L tan2 l- L cot2 Omax - a2 (1 - E2 ) COS2 Omax = 0, (2.33)
or
tan 2 - cot2 max - a(1E 2 ) 2 max. (2.34)
The total energy of the particle is just slightly less than its rest energy for particles that are not too
close to the black hole. In other words, E = 1 - Ebind, where Ebind is a small positive number on
the order of 0.05 corresponding to the binding energy.6 We can therefore drop terms like E2ind and
write Eq. (2.34) as
2 2a2Ebind 2
tan 2 - cot2 0 max COS2  0 max (2.35)
In fact, we can take this approximation one step farther by noting that the right hand side of the
Eq. (2.35) is nearly zero for the orbits considered in this thesis. As such, we can determine the
relationship between and max to zeroth order in Ebind:
tan 2 cot 2 max. (2.36)
Since cot 0max = tan ( 2 - Omax),
tan2 , tan 2 ma) (2.37)
which immediately implies that = - maxl. If we include the first order correction from Ebind,
we find that the true max corresponds to a particular plus a small correction SL, which satisfies
l+l- 2- 6 max (2.38)
given to leading order in Ebind by
2 sec4 /a Ebn (2.39)2 + L2 sec4 L/a2Ebind
For the orbits we study here, LZ sec4 L/a2 Ebind > 2, SO
a 2 Ebid sin cos3 (
&2 (2.40)
6 Ebind can become larger for extremely close orbits around rapidly rotating black holes. This is not an issue for
orbits that lie outside about r 3M, beyond which the asphericities of the Kerr metric are relatively insignificant.
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Figure 2-2: The discrepancy d& (in normalized units) between and | - 0,ma1. The discrepancy is2 m ax
greatest near = /6 and L 5ir/6. 6L is never very large, so t is essentially equal to - max
The maximum value of 16Il for our typical orbits around a maximally spinning (a = 1) black hole is
about 3 x 10 -3 and occurs near = 7r/6 and = 5r/6 (see Fig. 2-2).
2.4 Momentum Equations
At various points in the code, we will find it handy to be able to calculate the four components of
p, of the particle. It is relatively easy to calculate the momentum components, since the definition
of four-momentum requires that
Pkt= 9dxv (2.41)
m dr
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The t and 0 momenta are simple, since their values are fixed by definition;
pt/m = -E (2.42)
po/m = Lz. (2.43)
The r and 0 momenta are slightly more complicated, but still straightforward to derive. Since
the only non-zero component of g,, is grr,,, the radial momentum Pr is given by
Pr dr
- = grrm dr
E (r2esino do)
A p drj
resin0 (1-E 2 )(r-ro)(r i) (2.44)(2.44)A 1 - e2
The sin 0 in the numerator ensures that Pr has the correct sign at all times.
The only non-zero component of go, is goo, so the calculation of the polar momentum Po proceeds
in the same way as it did for Pr,
p dO /3 (z+ - z) z_
-= goo 1- sin. (2.45)
As with the radial momentum, the sin X ensures that Po has the right sign.7
2.5 Mapping between Constants
2.5.1 (E, L, Q) -- (p, e, t)
Our spin equations allow us to compute time derivatives of E, Lz, and Q. We do not know a priori
how spin couples to p, e, and the inclination . Accordingly, we would like to have our simulation
continuously calculate p, e, and from E, Lz, and Q. In other words, p, e, and are not stored as
variables, but are rather functions of the correctly evolving E, Lz, and Q.
We need an algorithm to effect this mapping. In fact, we have already worked out the difficult
part: by factoring the radial equation, which is a quartic polynomial in r with coefficients that depend
on E, L,, and Q, we find that the two radial turning points r3 and r2 correspond to p/(1 - e) and
p/(l + e), respectively. Since r3 and r2 are computed entirely from E, Lz, and Q, we can isolate p
7 The structure of the coordinate system we use is such that increasing the z coordinate corresponds to decreasing
0. The same is true in normal spherical coordinates. This insight is crucial to understanding the relative phase of po
and 0, which should be exactly opposite the relative phase of pr and r.
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and e (and , for which we do not need to invoke the root finder);
2r 3 r 2p = 2r3r2 (2.46)
r3 + r2
e r- (2.47)
r3 + r 2
= arctan ( / ). (2.48)
Numerical factorization of R(r) is perhaps the easiest way to go. Tools for numerically factoring
polynomials are widely available (see, e.g., the function zroots in Ref. [18]).
The Analytic Method
If speed is a consideration, one can do as we have done and calculate the roots of the quartic radial
equation analytically instead of numerically.8 With c3, c2, cl, and co defined as in Eq. (2.26), the
analytical roots r3, r2, r1, and ro of the radial equation R(r) are given by
C3 1 / 13 = -- I-c -2 2 (2.49)42 2
C3 I 11
r2 = - V1c + I OT --Q22 (2.50)442 2
r = - 3 + I12 (2.51)
4 2 2
C3 1 1 (2.52)O = --¥I/ + 2, (252)
4 2 2
with
2c2 C3
Q1 = -A- + 3
3 2
-8C1 + 4C2C3 - C3
12Co + c~ - 3clc 3 A2
A2 = A3 + A3 - (12co + c2 - 3C1C3 )3
27c 2 - 72c 0 c 2 + 2c
3
- 9C1C 2C 3 + 27c 0 c2
A 3 2
The roots r3 , r2, r1 , and ro are not necessarily ordered as we need them to be, which is why we
chose to call them ri (with i = 0, 1, 2, 3) instead of ri. We simply need to equate the largest of the
sThe performance gains of using an analytic approach are tremendous when the particle is subject to forces.
Because E, Lz, and Q change with time, the root finder must be called at each time step to compute the new p, e,
and L. Performing an iterative, numerical algorithm that many times will surely slow down the execution of the code.
If one is considering only unperturbed geodesic trajectories, however, p, e, and are constant, so the root finder only
needs to be run once at the beginning of the program.
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ri with r3, the second largest with r2, and so on. From these ri we can calculate p and e according
to Eqs. (2.46) and (2.47). The inclination is calculated as in Eq. (2.48).
2.5.2 (p, e, ) -(E, L, Q)
We will also find it useful to have an inverse transformation for the initial time step. It is far easier
to specify orbits in terms of geometric quantities like p, e, and than E, L, and Q, so we would
like to have a tool for converting the user-specified geometric constants into initial E, L, and Q.
Indeed, the key again lies in the radial equation, R(r). By definition, R(r) must satisfy
R (r 3) = 0
R(r 2) = 0, (2.53)
since r3 = p/(l - e) and r 2 = p/(1 + e) are the turning points. R(r) is a quartic function with
coefficients determined by E, L, and Q = L tan 2 t, and since t is specified along with p and e, we
can replace all instances of Q in R(r) with Lz2 tan2 t, leaving only E and Lz as unknowns in R(r) = 0.
We solve for these two quantities with the Newton-Raphson method (see, e.g., the function mnewt
in Ref. [18]), which requires us to specify initial guesses for the energy and angular momentum. The
algorithm depends sensitively on the initial guesses, but since E and Lz do not vary by much over
our allowed range, we can get away with using the energy and angular momentum of circular orbits
(e = 0). Thus,
Eguess = Ecirc(r = p) (2.54)
guess = L r(r = p). (2.55)
An alternate approach which is quite common is to set r = p (1- e2 ), which corresponds to the
semi-major axis of the ellipse. Fortunately, there are simple analytic expressions for the energy
and angular momentum of circular, equatorial orbits (see Ref. [19]). We can use these analytic
expressions as initial guesses to the energy and angular momentum of generic inclined, eccentric
orbits. In particular, we use the energy and angular momentum associated with prograde circular,
equatorial orbits (defined by Lz > 0),9 so that the initial guesses are
1 - 2w2 + jw3
Ep r ° (2.56)
v/1 - 3w2 + 2jw3
1 -2jw3+j 2w4Lpr = rW 1 -2jw3 + j2w (2.57)
9 We use the prograde angular momentum because retrograde orbits do not always exist. In particular, close
orbits around rapidly rotating black holes that cross into the ergosphere are not permitted to orbit in the retrograde
direction. It is therefore wise to use prograde orbits as the basis of the initial guesses, since prograde orbits always
exist.
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where w = M/r and j = a/M [20]. Naturally, the label "pro" reflects the fact that these quantites
are defined for prograde orbits. These initial guesses work well, permitting the Newton-Raphson
method to compute E, L, and Q robustly and reliably from p, e, and .
The corresponding quantities for retrograde orbits,
Fret 1- 2w2 -jw 3 (2.58)/1 - 3w2 - 2jw3
1 +2jw ± j2 w4Lret = rw 2j3 + j2W4 (2.59)
1 -3w2 - 2j
should also work well as initial guesses, except for orbits that lie within the ergosphere of the black
hole. The best initial guesses may involve some linear combination of prograde and retrograde
guesses with coefficients that may depend on the inclination angle .
2.6 Finding the Least Stable Orbit
In general relativity, a particle cannot orbit within some minimum distance of the central black hole
without falling in. To ensure that the orbits we specify are stable, it is necessary to have a function
for computing the least stable orbit.
Mathematically, the least stable orbit occurs when r = r2; r, the larger of the two "inner
roots" of R(r) slides out to the periastron distance r2 = p/(l + e), forming a minimum rather than
a zero crossing (see Fig. 2-3). Accordingly, the least stable orbit is characterized by a constraint on
oR(r)/ar as well as the two standard constraints on R(r) that all stable orbits must satisfy:
R(r 3) = 0
R(r 2) = 0
R(r) = O. (2.60)
ar r=r2
The first two conditions allow us to determine E, L, and Q = L tan2 from a given p, e, and ,
but the extra condition eliminates the need for us to specify p. As such, we need only specify e and
t in order to infer the values of E, L, Q, and p associated with the least stable orbit. We label this
least stable p suggestively as PLSO; the "LSO" stands for "least stable orbit." If p is chosen to be
less than PLSO, the radial quasi-potential is implies the non-sensical result that dr/dr is imaginary
(see Fig. 2-4).
Initial Guesses
As before, we must specify initial guesses for all quantities we wish to determine. The energy and
angular momentum guesses are specified as before (specifically, EgUeSS = Ep r° and LgUeSS = Lpro).
~Z 
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Figure 2-3: R(r) for a marginally stable orbit around a black hole with a = 0.95M. The orbit has
p = 3M and e = 0.5 as in Fig. 2-1, but has been increased to 40.7510. Note that the larger of the
two inner roots r has moved so far to the right that it now coincides with periastron, r2 , forming
a minimum instead of a zero crossing. As this point, R(r)/0r = 0. Figure adapted from Ref. [15].
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Figure 2-4: R(r) for an unstable orbit around a black hole with a = 0.95M. The orbit is still
characterized by p = 3M and e = 0.5, but is now 55° . Note that the physically inaccessible root r1
has moved past r 2 and become accessible; the particle now orbits between r1 and r3, and periastron
no longer occurs at r = 2M. Figure adapted from Ref. [15].
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The initial guess we use for PLSO is
pguess = (6 + 2e)M, (2.61)LSO
which corresponds to the innermost stable orbit around a Schwarzschild black hole. This guess
generally works well, but there is some evidence that it fails for values of a very close to M. It might
therefore be more appropriate to use as an initial guess the innermost stable circular orbit around
a Kerr black hole [19],
PLSO = 3M + Z2 - (3M - Z) (3M + Z1 + 2Z2), (2.62)
with
Z1 = M+ a(M a+ 3M-a) (2.63)
Z2 = V3a 2 + Z,2 (2.64)
This guess appears to be slightly more robust than pgL (6 + 2e)M. There is, however, no
guarantee that this guess will work well for highly eccentric or inclined orbits. All we have for now
are the two analytically-known limits of PLSO for a --+ 0 or e, - 0. Whichever limit we chose to
use as our initial guess, we risk faulty results if the initial guess is too far from the actual PLSO
To generate a better initial guess, we propose the following ansatz for PLSO:
Pguess [3M + Z2- /(3M - Z1 ) (3M + Z1 + 2Z2) (6 + 2e (2.65)
If e = 0, the guess is the same as the analytically known limit in Eq. (2.61). Alternatively, if a = 0,
the guess reduces to Eq. (2.62). To formulate an even more robust initial guess, it may be helpful to
include some dependence on . We do not consider this issue further since the simple initial guesses
in Eqs. (2.61) and (2.62) work well enough for our purposes; the preceding discussion serves only as
a guideline for other work with more stringent requirements.
2.7 Integration
A standard geodesic integrator is nothing more than a set of routines for evolving b, X, and X in terms
of the coordinate time t along with functions for converting between (p, e, ) and (E, Lz, Q). Our
code integrates the derivatives of <b, X, and X using the Bulirsch-Stoer method (see, e.g., Ref. [18]),
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starting with the initial values
(t = ) = o X(t = 0) = (t = 0) = O (2.66)
which implies that the particle starts out at periastron with maximum possible distance from the
equatorial plane.
2.7.1 Incorporating Spin
The novelty of our code is that, in addition to evolving , X, and , we also integrate derivatives
of E, L, Q and components of the spin tensor SLV , all of which we will calculate in Chapter 3.
Extending our code to handle small body spin is simply a matter of letting these quantities vary
according to the equations we derive instead of holding them fixed.
It is worthwhile to mention explicitly that the Papapetrou equations for spin allow us to determine
the derivatives of E, L, and Q, but not p, e, or .10 The latter three quantities must be calculated
continuously from E, Lz, and Q using the analytic root finder and the definition Q = Lz tan2 . As
such, it is perhaps most useful to think of p, e, and L as convenient functions of E, L, and Q.
10In actuality, with the analytic transformation from (E, L, Q) to (p, e, ), it is possible in principle to calculate the
derivatives of the geometric constants. Based on the complexity of the quartic solution, however, it is probably not
practical except in the case of , which has a particularly simple relationship to Lz and Q. Besides, the (E, L, Q) --
(p, e, ) transformation is unique, but not one-to-one-prograde and retrograde orbits with different (E, Lz, Q) can
map to the same set (p, e, ). It is therefore advantageous to use the (E, Lz, 9) - (p, e, ) transformation exclusively.
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Chapter 3
Spin and Orbital Evolution
In this chapter, we explore the issue of spin in greater depth than we did in Chapter 1. We will
provide the specific and detailed equations governing the evolution of the orbital constants that is
induced by the existence of spin on the small body. Since the spin itself varies with time due to
precession, we will also work out similar equations for the evolution of the spin tensor components.
We will also consider one special case in which the evolution equations are especially simple.
3.1 Mathematical Basis of Spin
At a physical level, we are used to thinking of spin as a vector quantity. Indeed, the spin of an
orbiting particle can be written as a vector S" (or as a one-form S, = gS', which is what we
do for reasons that will soon be clear). In a generic sense, spin has a magnitude and direction, but
nothing else.
At this point, one may justifiably wonder why, in the previous chapters, we wrote the small body
spin as tensor instead of a vector. The reason is quite simple and has to do with aesthetics; the
Papapetrou equations are much simpler when expressed in terms of S`. Using S"IV in place of S,
is no cause for alarm, but we do need to describe how one constructs SI" from S,. The definition
turns out to be relatively simple;
Sp = IVSpASp (3.1)
where "A is the totally antisymmetric Levi-Civita symbol. This four-index object is the obvious
generalization of the three-index symbol, with trO =- 1. Note that the antisymmetry of Ec" \
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carries over to SA>. According to this definition,
SAU
O
- str
-Str
_StO- o
S,
o
o
0
O
Str Sto Ste
o Sro Sro
-Sro 0 S°
-Srb -So 0
0- Sop Srp¢ - SOPr SOPr - SrPO
O Spt - Stpo Stpo - Sopt
o 0 Srpt - StPr
o o 0
(3.2)
where each o entry is the negative of its partner in the upper-triangular part of S"b . The quantities
p, and P0 can be easily calculated from Eqs. (2.44) and (2.45).
3.2 Evolution of Orbital Constants
3.2.1 Evolution of the Energy and Angular Momentum
According to the Papapetrou equations,
Dp_ =f =- R-aZvSaDr 2 (3.3)
Since E = -t and Lz = pp, we can essentially read the evolution equations for these two quantities
directly from Eq. (3.3):
dE DE I = 1
r- -D = Rtwcv S TR,, v SadTr DT 2 2LI2
dLz
dT
(3.4)
DL= 1 a 1 c
D= - Rgv,3VSC = =-I4 RvpvcVVSD0r 2 2 (3.5)
Essentially, all we have done here is to identify the t component of the force with the pu component
of the change in momentum.1
1The r and 0 components of the force are slightly more complicated. The formal expansion of the covariant
derivative yields 4dT = _2' vu - ppavv9g,,, which reduces to Eqs. (3.4) and (3.4) when p = t or = ,
since gv, is independent of both. The second term is non-zero if p = r or -= 0.
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3.2.2 Evolution of the Carter Constant
There are two ways to construct the derivative dQ/d-r. With the first approach, we can use Eq. (1.33)
and simply substitute the force equation from Eq. (1.40), which yields
Q = -Px [Kp - ( - aT) (pA - aT )] R,,,3vSa 3. (3.6)
This is perhaps the most straightforward way to compute dQ/d-.
There is, however, an alternative method mentioned by Tanaka et al. [21] which uses the anti-
symmetric Killing Yano tensor
1 0 2 3fi, = 2a cos e[,,e,] + 2re[ed], (3.7)
where
eo = 0, 0, -a sin2 0 (3.8)
el= O, 0, (3.9)
ep " 0) (3.10)
e (-Z sino ,0, r2 + a2 sin ) (3.11)
define the tetrad frame. The tensor f, is related to K, by
K,, = fff. (3.12)
It is also helpful to define
fil = VfAu = 6 (asi e[ee] + e[lee) (3.13)
in which case
dQ = 2d [p, (ffp _ , fp) SO . (3.14)
In effecting this derivative, we assume E and Lz are constant-this after all is expected of any
parameter that, varies mildly. We adopt the approach of Tanaka et al. in this thesis, but the first
method should produce equivalent results.
Daunting as Eqs. (3.4), (3.5), and (3.14) may look, they are relatively straightforward to evaluate
using the Kerr metric g,,, since RA,,/3 can be expressed entirely in terms of g,, and its derivatives.
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The expression is universally-known, but largely unrelated to the present discussion. As such, we
refer the reader to Refs. [10] and [11] for the necessary detail.
Equatorial Orbits
One troubling aspect of this evolutionary scheme must be mentioned, however. For equatorial
orbits, Q = 0. This is numerically worrisome because Q cannot be less than zero (it is defined as
Q = L2 tan2 t), and so the equatorial Q is riding exactly on the boundary of what is physically
allowed. But since our equations of motion are valid only to linear order in S, it is entirely possible
that dQ/di' is slightly negative in the equatorial plane. In practice, this happens quite a lot; Q falls
below zero and the code crashes. If one wishes to explore equatorial orbits, the best course of action
is to explicitly set dQ/dr = 0. Our simulations all occur at non-zero inclination, so we mention this
cautionary fact only to highlight a circumventable weakness in the whole scheme. No such weakness
affects E or Lz.
3.2.3 Evolution of the Spin Tensor
The derivation of the equations governing the evolution of SP' proceeds as expected. Starting off
with the spin part of the Papapetrou equations, we have that
DSv dS'M '
-Di =- + r0xS +dv-S\ = 0. (3.15)Dr dr A
It is easy to solve this equation for dSUL/dr, since
dS = V (V\SApl - rASX) . (3.16)
One can leave the equation in this state, or write it entirely in terms of g,,. To do so, we must
identify Frx = 21y (agpA + 9xgpa - OpgxA), we can simplify the evolution equation to
dS` - Iv (0gpAX + -AXgp - apgX9) (g PSA - gPPSAX) (3.17)dr 2
It is probably the case that this expression can be simplied even further. However, we refrain from
doing so here since Eq. (3.17) can be implemented numerically with relative ease.
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3.3 Supplementary Equations
3.3.1 Center of Mass Constraint
The Papapetirou equations are typically supplemented with the center of mass constraint,
pAS ~V = 0. (3.18)
Writing out the four equations stored in Eq. (3.18), we have
ptStt + PrSrt + poSOt + pS = 0
ptStr + PrSrr + poS + PSr = 0
ptS + PrSrO + poS 00 + poS ° = 0
ptS + PrSr' + poSO + ppSo - 0.
By exploiting the antisymmetry of S " , we can rewrite these equations entirely in terms of the upper
triangular elements of St'":
-prStr - poSto - pS t = 0 (3.19)
ptStr - poSrO - pSr 0 (3.20)
ptSto + prSrO -pS O = 0 (3.21)
ptSt + prr + PoS00 = 0. (3.22)
Only three of these four equations are independent. After noting that Pt = -E and po = Lz, we can
eliminate any three of the spin tensor components. We eliminate Str, Sto, and Sto by identifying:
Str -LSrO - poSrO (3.23)E
St = pr 0 - LS 0 (3.24)E
to PrS r + poSo,, (3.25)E
We have already worked out the method of calculating Pr and Po in Section 2.4, so one can calculate
the three St ' from the other three components at any time with relative ease.
However, there is a perfectly good reason to not apply the center of mass constraint, which is
typically enforced in order to deal with the discrepancy between u and v that is present when the
Papapetrou equations are written out to second order in S. In particular, p,SI " = 0 allows one to
compute p from v. In our first-order analysis, however, p and v are parallel, and the constraint
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is unnecessary.2 This raises a question about the precise meaning of the center of mass, which we
will consider in Chapter 4.
3.3.2 Spin Magnitude
Finally, we must derive an expression for S2 which we can use to monitor the magnitude of the spin.
The calculation can be set up with a minimum of difficulty:
S2 S= 1 SA' = 1g,"gUp0SP,'S,. (3.26)
With the Kerr metric g~,, in hand, it can be shown that
S2 sin2 S 2aMrt 0) + 1 (S0 + 2aMtr + (sr i
/A/)] A+ 2 
+ (S t)2 + + (S) 2 y sin2 0 (2Mr - 4a2M 2 r2 sin 2 (3.27)
'A E 2 M(
where
E = r2 + a2 cos2
A = r2 - 2Mr + a2
y = (r2+ a2) 2-a2 sin2 0
The magnitude of the spin (i.e., the square root of S2) has units of mM. Once we allow the spin to
couple to the spacetime curvature, we find that S2 is not strictly constant. If we performed the full
Papapetrou integration out to second order, S2 would be conserved.
3.4 Spin-Parallel Particle in the Equatorial Plane
In this section we will derive the equations of motion for the special case of a particle with spin
vector pointed in the ±e direction orbiting in the equatorial plane. For such a particle, the only
non-zero component of S. is So, which allows us to considerably simplify the evolution equations.
Furthermore, an equatorial spin-parallel particle provides an extremely pure test of spin interactions,
since the particle can be "spin up" (So < 0) or "spin down" (So > 0). This configuration also allows
a direct comparison to be made to electromagnetic interactions.
2 Again, p and v must be parallel in our scheme, and so it is incorrect to apply the constraint since converting
between pl' and v is trivial. It should only be applied when pl' and v are not parallel.
50
* I·
3.4.1 Orbital Evolution
For such an equatorial spin-parallel, we can write the spin tensor as
0
LSo
0
Sop,
-LSo
0
0
-ESo
o Spr
o ESo
O 0
0 0
Here we note that
I
Str - LSr
st prSE E '
(3.29)
(3.30)
With these relations in hand, the expression for S2 can be written entirely in terms of a single
spin component, Sr . We can of course use any one of the non-zero components in place of S'r; our
choice is arbitrary. Making the appropriate substitutions yields
S2 K ( _ 2aMLzr) + 1 + ) (2Mr 4a2 M 2r2 r2)] (Sr)2, (3.31)
with y now equal to (r2 + a2)2 - a2 A.
After considerable simplification of Eqs. (3.4), (3.5), and (3.17), we can write
dE 3(aE - L)MAprSr
d - Er5
dLz 3a(aE - Lz)MAprSr' dE
dT Er 5 d-d
dSr ~ rX n\PrdSr 
_S APr
dT r 3 '
(3.32)
(3.33)
(3.34)
The derivatives of the other non-zero components can be inferred from dSrO/dT if necessary. Note
also that for this special case, Q is always zero, hence we can say
dQ
d- (3.35)
without actually carrying out the lengthy calculation in Eq. (3.14).
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(3.28)SAV =
3.4.2 Analytic Integration
Because of the simple form of the evolution equations in the equatorial case, we can integrate the
orbital and spin evolution equations analytically. First, however, we must use Eq. (2.44) and write
E dr r2 dr
Pr = d- d-' (3.36)
Replacing all instances of Pr in the evolution equations with this expression, we find
dE 3(aE - Lz)MSrT dr
d'r E 3 (3.37)d-r Er3 dr
dLz dE
= a- (3.38)dT dT
dS r O SrO dr
d~- r d-
Equations (3.38) and (3.39) immediately imply that
Lz = aE+A (3.40)
STr = B (3.41)
r
where A and B are integration constants. We then rewrite Eq. (3.37) as
dE 3ABM dr
Erd- - 4 ~~ =~~ ~(3.42)ddr Er4 d'
or multiplying through by E,
dE 3ABM dr
~r4 (3.43)
This last expression can be integrated easily, yielding
E= /C2 2ABM (3.44)/,3
where C2 is a third integration constant. Because B = 0 for a spinless particle, we can interpret C
as the energy of the particle minus the contribution of spin. At large radii, Eq. (3.44) implies
ABM
E -C Cr3 (3.45)
The second term in this expression, which corresponds to the spin interaction energy, behaves very
much like coupling of a magnetic dipole to an external electromagnetic field. In particular, both
contain the same B/r 3 , where B is a measure of the mass dipole or magnetic dipole. Equation (3.45)
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implies that a spin down particle (B > 0) is more tightly bound than a spin up particle (B < 0).
With this information, we can compute S2 from Eq. (3.31):
B2
C 2 - 2ABM/r 3 ' (3.46)
which implies that the total spin increases as the particle moves closer to the black hole. This is
an obvious problem; S2 is supposed to be constant along a geodesic. But in fact the orbit is not a
geodesic-the particle sloshes among adjacent geodesics due to the perturbative force-and so S2 is
not fixed. If, on the other hand, the spin is decoupled from the orbit so that E, L, and Q do not
evolve, one would certainly expect S2 to remain fixed at its initial value. This issue will be described
in greater detail in Chapter 4, but for now we note that the deviation from constancy is extremely
small for orbits with large radii or small spin. Supposing that B is small, we can expand Eq. (3.46)
to
S 2 B -+ 2AB3M (3.47)
C2 C4 r3
The first term here is a true constant. The second term is radius-dependent but is suppressed by an
additional factor of S over the first term. As one approaches S = 0, one quickly recovers unperturbed
geodesic motion along which S2 should indeed be conserved. The second term in Eq. 3.47 drops to
zero faster than the first term, and so S2 is very nearly conserved as one approaches the geodesic
limit.
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Chapter 4
Results and Discussion
4.1 A Prefatory Word on Spin
The spin on thle small body is supposed to be a perturbative element, and therefore, we can reliably
simulate orbits only when S is small. However, we use spins ranging from S = 10- 3 mM all the way
to S 0.5 maM. This abuse of perturbation theory is not necessarily a problem, provided we bear
in mind its limitations. Indeed, since our ultimate goal is to obtain an understanding of the various
timescales that characterize the effect of spin, we can take S to be relatively close to 1 without much
worry. All we are doing, in essence, is turning up the size of the perturbation to study it in detail,
all while remembering that "real" orbits with smaller S demonstrate the same behavior but to a
much lesser degree. If our goal was instead to compute orbits with high phase accuracy, the story
would be very different, and making S too large would cause significant problems.
4.2 Code Validation
In order to verify that the code is working properly, we administered a series of tests to ensure that
it produces sensible results in certain known limits. First, we analyzed the convergence properties
of the algorithm in the limit S - 0. In that limit, the spin-enhanced orbits should increasingly
resemble the geodesic trajectories to which they correspond. Second, we examined the behavior of
S2 in a "full" simulation (i.e., one in which all six components of the spin tensor are allowed to
evolve independently) and compared it to the case in which three of the components are fixed by the
center of mass constraint. Finally, we verified that the code behaves as expected when the effects of
spin are decoupled from the particle's trajectory.
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4.2.1 Convergence
The first test we administered examined the convergence properties of the simulation. Specifically, we
turned down the spin parameter S to check that the orbits gradually converged to the unperturbed
geodesic trajectory. In all cases, the convergence was fantastic; even with S = 10-2 mM, which
is a relatively large spin, the spin-enhanced orbit was virtually indistinguishable from the geodesic
(see, e.g., Fig. 4-1). More than providing just a diagnostic check of our code, the rapid convergence
properties of spin-enhanced orbits imply that the orbits of real spinning test particles are simply
not all that different from pure geodesic trajectories. If ever there was a system amenable to study
through perturbation theory, this is it.
4.2.2 Constrained Orbits
In the second test, we examine the behavior of S2 along orbits that are constrained by the center
of mass condition (p,S"V = 0) and compare it to the case in which all six spin tensor components
are allowed to evolve independently. Even though S2 is not strictly conserved along the orbit, we
expect that it will not deviate too far from a constant value.
The results of this comparative analysis were somewhat surprising. Even though the center of
mass constraint does not strictly apply to orbits that are effectively jumping between geodesics, the
value of pSI should not deviate too far from zero, and so we expected that enforcing the constraint
would have a relatively mild effect on the orbit. Such is not the case by a long shot. Imposing the
center of mass constraint effectively opposes the tendency of the particle to move around within
the space of permissible geodesics, thereby introducing a fictitious but very significant pseudo-force
on the particle. The severity of the problem can be seen by comparing the time dependence of S2
for the case in which the constraint is enforced to that in which it is not (see Fig. 4-2). Enforcing
the constraint leads to much larger variations in S2 than are acceptable-the magnitude of the
variation is forty times greater than the initial value of S2! The variations in S2 observed for the
unconstrained orbits are much smaller. As such, we are forced to concede that it is inappropriate
to enforce pl,S1 v = O. The consequences of this fact will be discussed briefly in Sec. 4.8. We will
note, however, that Hartl and others recommend that the spin parameter satisfy S < l0 - 4 mM (see
Ref. [14] and references therein)-for such small spins, the effect of enforcing pSA v should also be
relatively minor, but nevertheless wrong for orbits generated using the approach we have outlined.
4.2.3 Decoupled Orbits
Finally, we can treat the particle as a freely precessing gyroscope by decoupling the spin effects from
the motion. In particular, we set E = = = 0 but continue to allow the spin to evolve--the
particle does not stray from geodesic motion. As such, the total spin should be exactly constant,
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Figure 4-1: This figure illustrates a typical spin-enhanced orbit around a black hole with a = 0.9 M
along with its corresponding geodesic. The parameters for both orbits were p = 7M, e = 0.7,
= 30° , and S = 10-2 mM, with the spin oriented in the 0 direction. Top, left: Projection of the
spin-enhanced orbit into the equatorial plane. Top, right: The vertical motion characterizing the
spin-enhanced motion orbit. Here, p is the equatorial component of r, defined by p = 2 + y2.
Bottom: Orbital parameters are identical to the top two frames, except that S = 0, so the motion is
geodesic. Notice that the orbits remain virtually indistinguishable even after 5000 M of time, which
marks the end of the simulations.
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Figure 4-2: The time dependence of S2 for constrained and unconstrained orbits characterized
initially by p = 3.35 M, e = 0.9, and = 30° around a black hole with a = 0.99 M. The spin is
oriented initially in the outward radial direction with S = 10-2 mM. The variations of S2 are much
smaller when the six spin tensor components are allowed to evolve freely. When we impose the
constraint p, S '"' = 0 to eliminate three of the six spins, we observe unacceptably large variations
in S2 .
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even as the individual spin tensor components evolve. This will allow us to simultaneously test
every derivative in the code except those for E, L, and Q. In other words, S2 will be conserved
only if both the geodesic part of the code and the derivatives of the spin tensor components are
working properly. Choosing a relatively extreme orbit allows us to stringently test the accuracy
of our equations. Though the individual components of the spin tensor vary with time as they
should (see Fig. 4-3), the square of the total spin is indeed perfectly conserved for the entirety of
the simulation (which runs to 15000 M).
4.3 Example Orbits
One of the important lessons to be learned through this analysis is that the spin-enhanced orbits
appear almost; identical to geodesic orbits, even for fairly large values of S (see Fig. 4-1). With the
addition of spin, however, interesting effects are seen in the orbital "constants" (see Fig. 4-4). Note
specifically that the constants vary on orbital timescales, but that the fractional variation of each
quantity is relatively small. Also notice the quasi-periodic variation of the constants, which is in
itself an interesting result. That p, e, and (or for that matter, E, Lz, and Q, since one can easily
transform between these two sets of constants) exhibit no secular drift, or perhaps more surprisingly,
a near-constant amplitude of oscillation, implies that the volume these orbits will occupy in phase
space is finite. In other words, the orbit will not follow some unconstrained trek through the space
(p, e, ); since each of the three parameters can exist only within a fixed range, the size of explorable
volume in phase space is limited.
4.4 Spin Orientation and Energy Splitting
The gravitational potential is modified by the existence of small body spin-specifically, the spin of
the particle couples to the curvature of the background spacetime to produce a measurable difference
in the orbital trajectory. Thus far, we have been picturing this interaction in much the same way
as the interaction of a magnetic dipole in an external electromagnetic field (albeit with an overall
sign difference--gravity is attractive for like "charges"). Specifically, different alignments of the
small body spin vector relative to the spin axis of the black hole will produce different energy
characteristics, and it is this behavior that we explore in this section. What is important in this
analysis is the radial position very early on in the integration; if the radial coordinate at early times
is less than that of the corresponding geodesic, the particle is attracted to the black hole. Conversely,
if the radial coordinate is greater, the particle is repelled.
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Figure 4-3: The STr component of the spin tensor evolves along the orbit, as do the other compo-
nents. This particular orbit is characterized by a = 0.9 M, p = 3 M, e = 0.9, and = 20° . The spin
vector S has equal spatial one-form components, so S = So = So. The magnitude of the spin is
S = 0.1 mM.
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Figure 4-4: This figure contains various "constants" for the spin-enhanced orbit described in Fig. 4-1.
Whereas these quantities are indeed true constants in the case of geodesic motion, the introduction
of spin causes these quantities to vary on orbital time scales. The variation of the constants is small
enough, however, that we can justify treating each of them as legitimate constants in the equations
of motion. Counterclockwise from top, left: The semilatus rectum, eccentricity, magnitude squared
of the total spin, and inclination angle.
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Figure 4-5: This figure compares the behavior of an orbit with S = 0.1 mM with the corresponding
geodesic. The parameters are the same as those in Fig. 4-1 with the exception of S, which has the
same orientation but a different magnitude. Top, left: Projection of the spin-enhanced orbit into the
equatorial plane. Top, right: The vertical motion characterizing the spin-enhanced motion orbit.
The quantity p is again the equatorial component of r. Bottom: Orbital parameters are identical
to the top two frames, except that S = 0, so the motion is geodesic. With extremely large values
of spin, the variation in the constants of motion is large enough that the orbit trajectory is altered
drastically.
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4.4.1 Spin in the Polar Direction
There are three basic spatial directions-e, e, and e-along which the small body spin can be
aligned.1 For orbits with low inclination, spins aligned along e correspond most closely to what we
normally call "spin up" (parallel to $) and "spin down" (antiparallel to $).
With the spin aligned with and against e, the splitting of degenerate trajectories is crystal clear
(see Fig. 4-6) If the spins are antiparallel ( is spin down), they attract each other and the particle
is held more closely to the black hole than it is along the corresponding geodesic with S = 0-the
antiparallel spin configuration is more tightly bound than the geodesic. This is true of electric
and magnetic dipoles as well as quantum spin; the antiparallel, singlet-like configuration is always
attractive. The parallel configuration is less tightly bound than the corresponding geodesic, and the
particle is repelled.
4.4.2 Spin in the Radial Direction
We can also orient the spin parallel or antiparallel to the radial basis vector e. The parallel
configuration ("spin out") is more tightly bound; the particle spends more time closer to the black
hole than it does in the antiparallel configuration ("spin in"). Though the distinction between the
spin out and spin in states is obvious (see Fig. 4-7), the difference is not as great as it is when the
spin is aligned in the polar direction.
4.4.3 Spin in the Azimuthal Direction
Because of the azimuthal asymmetry of a Kerr black hole, prograde (+ep) and retrograde (-e)
orbits are not equivalent. There should therefore be evidence of some splitting between prograde
and retrograde alignment of spin, and indeed there is. This splitting is illustrated in Fig. 4-8, which
shows clearly a spin oriented in the retrograde direction is attracted to the black hole whereas a
prograde-oriented spin is repelled.
One important characteristic of this splitting, however, is that it is extremely weak relative to the
splitting observed for spins aligned in other directions. The reason for this comparative insignificance
is that the splitting of prograde and retrograde orbits is due to the azimuthal symmetry breaking
caused by the black hole's angular momentum, which becomes less significant than other effects at
large radii. The splitting will surely be larger for extremely close orbits that venture much deeper into
the throat of the black hole spacetime, but will likely always be the weakest of the three splittings.
1As is conventionally the case, the various e correspond to basis vectors oriented in the direction of increasing
xz. Also, it should be noted that the actual spin can be oriented in any direction.
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Figure 4-6: The radial position of the particle orbiting a black hole with a = 0.9 M characterized
initially by p = 10.5 M, e = 0.7, and = 10° . Three different curves are plotted; the middle curve
corresponds to the case of no spin on the small body, in which case there is no spin interaction.
The other two curves correspond to S = 0.5mM pointed parallel or antiparallel to e. Left: The
antiparallel configuration (+eo) is attractive, and hence is held most closely to the black hole at
early times. Right: At later times the ordering switches, and the spin down (antiparallel) particle is
located at larger radii. This is probably due to the fact that its attraction to the black hole causes
it to spend more time in high-curvature regions of spacetime, which in turn kicks the particle into
a more extreme orbit.
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Figure 4-7: The radial position of the particle orbiting a black hole with a = 0.9M characterized
initially by p ::= 10.5 M, e = 0.7, and = 10°. The middle curve corresponds to the geodesic with
S = 0. The other two curves are both characterized by S = 0.5 mM, but the upper curve and lower
curve correspond to the spin in (-er) and spin out (+e) cases, respectively. The spin out particle
is attracted to the black hole. The splitting is not as pronounced as it is when the spin has a polar
orientation. Left: The radial coordinate of the particle at early times, indicating the attraction and
repulsion of spin out and spin in states, respectively. Right: Radial coordinate over a longer interval.
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Figure 4-8: The radial position of the particle orbiting a black hole with a = 0.9M characterized
initially by p = 10.5 M, e = 0.7, and = 100. The middle curve again corresponds to the geodesic
with S = 0. The other two curves are also once again characterized by S = 0.5 mM. The radial
position of a retrograde-aligned (-e) spin is initially less than the corresponding geodesic or the
prograde-aligned (+e) spin, but the ordering changes twice before the particle reaches apastron.
Left: The retrograde-aligned spin is attracted to the black hole while the prograde-aligned spin is
repelled. Right: The azimuthal splitting is small because the asymmetries of the Kerr black hole in
that direction are not very important beyond about r = 3 M. More extreme orbits may demonstrate
a greater amount of splitting.
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Table 4.1: Standard deviations of various orbital parameters for an orbit with parameters a = 0.5 M,
p = 7_M, e = 0.7, = 30° , and spin oriented in the positive 0 direction (eo). The linearity of Op, re,
and a, with respect to S is remarkable. The total integration period was 2000 M.
S/mM O'p/M ore a,
0.001 6.94 x 10- 4 1.48 x 10 - 9.19 x 10-6
0.005 3.49 x 10 - 3 7.38 x 10- 4 4.55 x 10 - 5
0.01 7.01 x 10 - 3 1.48 x 10- 3 9.07 x 10 - 5
0.02 1.42 x 10-2 2.95 x 10 - 3 1.80 x 10- 4
0.03 2.15 x 10-2 4.43 x 10 - 3 2.68 x 10- 4
0.04 2.90 x 10-2 5.92 x 1 0 - 3 3.55 x 10 - 4
0.05 3.67 x 10-2 7.40 x 10 - 3 4.41 x 10 - 4
0.1 7.07 x 10-2 1.33 x 10 -2 8.65 x 10 - 4
4.5 Variation of Orbital Constants
4.5.1 Amplitude of Variation
The size of the variation is necessarily a function of S. When S = 0, the scale of the variation
should be zero. When S grows, so too does the variation. It is the goal of this section to uncover
the dependence of the variational amplitude on the size of the spin parameter.
To quantify the scale of the variation, we integrate different orbits for a total time of 2000 M and
from these simulations compute the standard deviation (a) of p, e, and . The standard deviation
should yield a fairly unbiased estimate of the distribution of each quantity, certainly much better
than naively computing the range. The integration time of 2000 M was chosen to be much greater
than the orbital timescales.
When we proceed with this analysis, we find an obvious linear relationship between the various
o- and S; the amplitude of variation scales perfectly with the magnitude of the spin. The data for
two typical runs are presented in Tables 4.1 and 4.2. One can check that the results do indicate a
linear relationship, and that they also make sense in the known limit S -- 0, for which the variation
amplitude must vanish entirely. Figure 4-9 illustrates that rp/lM behaves in exactly this way, though
the relationship between a and S is equally true for the other orbital constants.
4.5.2 Frequency Components
The constants---whether they be p, e, and or E, Lz, Q-vary quasi-periodically. Though the actual
behavior of each quantity is complicated, they each appear to exhibit strong frequency components
matching the radial and polar frequencies of the orbit (see Fig. 4-10). This confirms our previous
assertions that p, e, and vary on orbital timescales. Coupled with the knowledge that the orbital
constants exhibit no secular drift, it also provides a good indication that the timescale of the total
spin effect is itself similar to the orbital timescale. We will revisit this issue in Sec. 4.7.
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Figure 4-9: The variation amplitude as a function of S for an orbit characterized by a = 0.9 M,
p = 10 M, e = 0.2, and L = 10°. The spin was oriented initially along e. In addition to illustrating
the linear relationship between a, and S (indeed, the variation amplitude of the other quantities
demonstrate the same linear dependence on S), the figure suggests the correct result in the limit
S - 0, wherein geodesic motion is recovered and the orbital constants do not oscillate at all.
68
x
x
x
x I I I I I I I I I I I I I I I I I I I I
_I _ _ _ _ _ _
107
10e
105104
-o 103
102
10'
10'
107
Q' 10s
1061 104
10a
X, 102
10
1
106
105
'. 104
103
X 102
: 101
10 1
10-2
105
104
'- 103
102
@ 101
C; 1
10-2
10-3
101
,. 1
10-1
i 10-'
' 10 4
10-410-
10-6
0 0.01 0.02 0.03 0.04 0.05
Frequency (in units of M-')
Figure 4-10: The power spectra of various quantities during a typical orbit. Power is defined as
the magnitude squared of the complex amplitude. The parameters for the orbit were a = 0.3 M,
p = 7M, e = 0.2, = 30° , and S = 0.1 pointed in the direction of e. From top to bottom: radius
(r), polar angle (0), semilatus rectum (p), eccentricity (e), and inclination (t). Note the strong
correlation between the peaks in the r and 0 power with the peaks in the p, e, and power. This
indicates that the variations in the "constants" are coming primarily at the orbital timescales. The
correlation persists even when the spin orientation is altered or when the orbits are made more
extreme by increasing a, e, or t or by decreasing p toward PLSO
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Table 4.2: Standard deviations of various orbital parameters for an orbit with parameters a = 0.9 M,
p = 10 M, e = 0.2, = 100, and spin oriented in the positive 0 direction (eo). The integration time
was again 2000 M. The superb linearity of op, o(e, and a, persists.
S/mM :'p/M o'ae o
0.001 6.08 x 10-5 6.41 x 10- 5 4.43 x 10 -6
0.005 2.69 x 10- 4 3.20 x 10 - 4 2.21 x 10- 5
0.01 5.35 x 10 - 4 6.40 x 10- 4 4.42 x 10- 5
0.02 1.06 x 10 - 3 1.28 x 10 - 3 8.85 x 10 - 5
0.03 1.59 x 10 - 3 1.91 x 10- 3 1.33 x 10 - 4
0.04 2.12 x 10 - 3 2.56 x 10 - 3 1.78 x 10 - 4
0.05 2.64 x 10- 3 3.19 x 10- 3 2.23 x 10 - 4
0.1 5.25 x 10- 3 6.36 x 1 0 - 3 4.53 x 10- 4
4.6 Phase Space Volume
One of the consequences of the fact that p, e, and oscillate with near-constant amplitude is that
the orbit in phase space is bounded by a fixed and finite volume. As a consequence, the entire orbit
must fall within a cuboid defined by the maximum and minimum values of p, e, and (or E, Lz,
and Q, if one wishes to examine that set of parameters instead). If there are correlations between
the parameters, the actual occupied volume will be much smaller than the surrounding cuboid.
Because the amplitude of the variation in p, e, and scales with S, we can reasonably expect the
volume to grow according to a power law in S. We do not know a priori that the volume scaling
will be S3 . Though unlikely, perfect correlation between the parameters can potentially slow the
growth down to linear order in S. Conversely, the volume can even grow slightly faster than S3 if
the variation in one of the parameters induces greater than normal variation in another one or both
of the other parameters.
Before proceeding, we must clarify what we mean when we refer to a trajectory occupying a
volume. A trajectory through such a space is defined by a curve, and curves technically do not
have volume-they constitute sets of measure zero. We can get around this problem by borrowing
a standard technique from computational geometry which involves the creation of a convex hull. In
physical terms, one can think of a convex hull as the shape generated by wrapping a rubber sheet
around a space filled with points and allowing the rubber sheet to contract. The sheet then adopts
the smallest possible volume around the points while maintaining its convexity. It is the volume of
the region enclosed by each convex hull that we refer to as the phase space volume. Construction and
volume estimation of each convex hull is achieved via the quickhull algorithm, described in Ref. [22].
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4.6.1 Volume Growth with Spin
As we have discussed, we expect the volume to grow roughly as a power law in spin. Hence,
V(S) = ASk, (4.1)
where k is a number and A is approximately constant. We construct a log - log plot of V versus S
for a particular orbit in Fig. 4-11. The high degree of linearity evident in the figure indicates that
the volume does in fact grow as a power law. The exponent can be inferred from the slope of the
plot; its numerical value turns out to be about k = 3.1. Looking closely at the points, one can make
out a slight positive curvature, which suggests that A itself depends on S, albeit very mildly.
4.6.2 Volume Growth with Semilatus Rectum
The volume increases rapidly as p decreases toward PLSO (see Fig. 4-12). In fact, the volume growth
is even faster than exponential. This trend is consistent until the particle gets within a threshold
distance of the separatrix, at which point the volume begins to fall and eventually stabilizes. The
fundamental reason for this downturn in volume near the separatrix is not immediately clear.
The dependence of volume on e and L appears to be consistent with the notion that volume grows
as one nears the separatrix. Specifically, increasing either or e pushes PLSO closer to p, thereby
increasing the volume in phase space.
4.7 Outlook
One of the most interesting and potentially significant directions in which we intend to push this
analysis is toward a direct comparison of the timescales on which spin effects and radiation reaction
effects take their toll. Specifically, we plan to compute timescale required for spin effects to drive
the orbit until it completely fills the phase space volume, and compare these numbers to those for
radiation reaction.
4.7.1 Radiation Reaction Timescales
The timescale on which radiation reaction is known analytically. To zeroth order in e, the timescale
required for gravitational radiation reaction to significantly alter the orbit of an orbiting body is
given by
w 5 ( 1 + 2)1 3 8 / 3Trr - - / , (4.2)
v 96 A1A2
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Figure 4-11: Growth of occupied volume in phase space versus S for an orbit with a = 0.9M,
p = 7M, e = 0.7, L = 150, and spin oriented in the direction of e. The growth is such that
V(S) AS 3 1. Close inspection will reveal slight positive curvature to the points, indicating the
weak dependence of A on S.
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Figure 4-12: Growth of occupied volume in phase space versus p for an orbit with a = 0.9 M,
e = 0.7, = 15° , and spin oriented in the direction of e with magnitude S = 0.01 M. The dashed
line indicates the separatrix between stable and unstable orbits at PLSO = 3.14254M. Note the
interesting downturn in the volume as one gets very close to PLSO
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where p1 and 2 are the masses of the bodies. Setting -1l = m and A2 = M and using Kepler's Law,
we find
W= [m (4.3)
3
which implies
Trr 5 (r/M) 4 (4.4)
M 96 (1 + m/M) (m/M)'
We can directly compare this last result to the spin timescales by recalling that S = m/M for a
maximally spinning particle. Accordingly,
Trr _ 5 (r/M)4 (4.5)M 96 (1 + S) S
The timescale differs by as much as a factor of five when one considers eccentricity, but nonetheless
provides a relatively good indication of the actual timescale.
4.7.2 Radiation Reaction versus Spin
The purpose of comparing radiation reaction and spin timescales is to understand which effect "wins"
in real systems. Specifically, spin tends to spread nearby trajectories apart, albeit slightly, whereas
radiation reaction tends to drive them together.
What is interesting to note about Eq. (4.5) is that the timescale decreases uniformly as S in-
creases. For very small S, Trr is quite large. Preliminary testing of the spin timescales suggests
that the opposite trend may be true for spin. In particular, since the total occupied volume of
phase space grows fairly quickly with S, it takes a greater amount of time for the particle to fill the
space-the timescale seems to increase with increasing S. The implication is obvious; we may be
able to cause the spin timescale to be smaller than the radiation reaction timescale by choosing S
that is sufficiently small. This tantalizing result will be explored in upcoming work.
4.8 Outstanding Issues
As we mentioned before, the center of mass constraint, pSALv = 0, pinpoints the particle's mass
center. Because the constraint pSt = 0 is violated-albeit by a small amount-in the full evolu-
tion, there remains a question about the position of the center of mass. Such a mass center is sure
to exist, but the best we can do is to say that it has been localized to within some small region.
This does not appear to pose a problem as far as our simulations are concerned, but it does appear
unnerving from the standpoint of theory. As of yet, we are not sure what to make of this apparent
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underdetermination of an important property of the orbiting particle.
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