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Stability and performance analysis of linear positive systems with
delays using input-output methods
Corentin Briat
∗
Abstract
It is known that input-output approaches based on scaled small-gain theorems with constant D-
scalings and integral linear constraints are non-conservative for the analysis of some classes of linear
positive systems interconnected with uncertain linear operators. This dramatically contrasts with the
case of general linear systems with delays where input-output approaches provide, in general, sufficient
conditions only. Using these results we provide simple alternative proofs for many of the existing results
on the stability of linear positive systems with discrete/distributed/neutral time-invariant/-varying delays
and linear difference equations. In particular, we give a simple proof for the characterization of diagonal
Riccati stability for systems with discrete-delays and generalize this equation to other types of delay
systems. The fact that all those results can be reproved in a very simple way demonstrates the importance
and the efficiency of the input-output framework for the analysis of linear positive systems. The approach
is also used to derive performance results evaluated in terms of the L1-, L2- and L∞-gains. It is also
flexible enough to be used for design purposes.
1 Introduction
Positive systems [1] are a class of systems that are able to represent important processes arising, among
others, in epidemiology, biology, biochemistry, ecology; see e.g. [1–7]. They also naturally arise in the design
of interval observers, a class of observers whose error dynamics is purposely governed by a positive system and
which allows to estimate upper- and lower-bounds on the state of the system; see e.g. [8–13]. Finally, they can
be used as comparison systems for the analysis of more complex systems, notably, for the analysis of systems
with delays; see e.g. [14, 15]. Besides these applicability properties, they have been shown to exhibit very
interesting theoretical properties. For instance, structured state-feedback controllers and certain instances
of the static output-feedback controllers can be designed in a non-conservative way by solving tractable
linear programs [16–18]. The L1-, L2- and L∞-gains of such systems can be also easily characterized in
terms of linear [19, 18, 20, 21] or semidefinite programs [22]. The robust stability analysis of such systems
subject to parametric uncertainties can be exactly performed using scaled small-gain results with constant
D-scalings [18, 23] or integral linear constraints [19, 18, 24], the latter being the linear counterpart of the
integral quadratic constraints [25, 26]. Finally, it also got recently proved that the scaled-small gain theorem
in the L2-framework states a necessary and sufficient condition for the stability of interconnections in the
special case of positive systems [23], a fact that does not hold true for general linear systems affected by
time-invariant parametric uncertainties; see e.g. [27]. A possible workaround to this problem is to consider
instead the L∞-framework [28, 29] where the scaled-small gain theorem with constant D-scalings states a
necessary and sufficient condition for the robust stability of linear systems.
The influence of delays on the dynamics of linear positive systems and certain classes of nonlinear mono-
tone systems have been well studied and several necessary and sufficient conditions for the stability have
been obtained using various approaches; see e.g. [30, 31, 18, 32–34]. We propose here to reprove many of the
existing result pertaining on linear systems using a different approach, namely, using input-output approaches
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and, more specifically, using scaled-small gain results with D-scalings specialized to linear positive systems
[23, 19, 18] and integral linear constraints results [19, 18, 24]. Albeit popular (see e.g. [35–47, 33, 48, 49]),
input/output methods do not seem to have been applied so far for the analysis of linear positive systems with
delays. We notably show that the following statements are rather immediate consequences of scaled-small
gain results and integral linear constraint results:
(i) A linear positive system with discrete constant time-delay is stable if and only if the same system with
the delay set to 0 is also stable [30, 18].
(ii) A linear positive system with bounded discrete time-varying delay is stable if and only if the same
system with constant delay is also stable [31, 18]. This is generalized in [50] to the case of time-varying
distributed delays and to the case of arbitrarily large discrete-delays in [34].
(iii) A linear positive system with constant discrete delay is stable if and only if the associated Riccati
equation has diagonal solutions [32, 51].
(iv) A linear positive coupled differential-difference equation with a single time-varying discrete delay is
stable if and only if the same system with the delay set to 0 is also stable [52].
(v) A linear positive system with discrete time-varying delays is stable if and only if two conditions (which
will stated later), known to be only necessary for the stability of general time-delay systems, are satisfied
[33].
(vi) A linear positive system with distributed time-varying delay is stable if and only if the sum of the matrix
acting on the non-delayed state and the integral of the distributed-delay kernel is Hurwitz stable [50].
(vii) A linear positive neutral system is stable if and only if the system with zero delay is also stable and
it is strongly stable [53, 54]. In particular, it is shown that the strong stability of the difference
equation together with the stability of the retarded part is equivalent to the stability of the neutral
delay equation.
In this regard, the contribution of the paper is not only the development of some new stability results but
also to provide a different, simple and flexible approach for the analysis of linear positive systems with de-
lays. The approach can then be extended to cope with additional uncertainties (e.g. additional parametric
uncertainties, sector-nonlinearities, etc.) and can be used for design purposes (e.g. for the design of interval
observers [8–13]).
Outline. The structure of the paper is as follows: definitions and preliminary results are given in Section
2. General stability results for uncertain linear positive systems are presented in Section 3 and are applied
to linear positive systems with discrete delays in Section 4, to linear positive delay-difference equations in
Section 5, to linear positive coupled differential-difference equations in Section 6, to linear positive systems
with distributed delays in Section 7, to linear positive neutral systems in Section 8.
Notations. The cone of positive and nonnegative vectors of dimension n are denoted by Rn>0 and R
n
≥0,
respectively. The set of positive integers is given by Z>0. For two real full matrices A,B having the same
dimension, the inequalities A > (≥)B are componentwise while for two real symmetric matrices A,B having
the same dimension, the relation A ≺ B means that A−B is negative definite. We denote the set of n× n
positive definite diagonal matrices by Dn≻0. We denote by ρ(A) the spectral radius of the square matrix
A. The n-dimensional vector of ones is denoted by 1n. For a vector v ∈ R
n, ||v||p denotes the standard
vector p-norm while for a matrix M ∈ Rn×m, ||M ||p := max||v||p=1 ||Mv||p is the matrix induced p-norm.
For some matrices M1, . . . ,Mn of appropriate dimensions, we define row
N
i=1{Mi} :=
[
M1 . . . MN
]
and
colNi=1{Mi} :=
[
MT1 . . . M
T
N
]T
.
2
2 Preliminaries
2.1 System definition
Let us consider the following linear system:
x˙(t) = Ax(t) + Ew(t), x(0) = x0
z(t) = Cx(t) + Fw(t)
(1)
where x, x0 ∈ R
n, w ∈ Rq and z ∈ Rq are the state of the system, the initial condition, the input and the
output, respectively. When x0 = 0, the above system defines a linear time-invariant convolution operator
Σ : w 7→ z given by
z(t) =
∫ t
0
h(s)w(t− s)ds (2)
where h(t) = CeAtE + Fδ(t) where δ(t) is the Dirac distribution and whose transfer function is given by
Σ̂(s) := C(sI −A)−1E + F. (3)
We then have the following proposition [1]:
Proposition 1 The following statements are equivalent:
(i) The system (1) is (internally) positive; i.e. for any x0 ≥ 0 and any w(t) ≥ 0, we have that x(t) ≥ 0
and z(t) ≥ 0 for all t ≥ 0.
(ii) The matrix A is Metzler (i.e. all the off-diagonal elements are nonnegative) and the matrices E,C, F
are nonnegative (i.e. all the entries are nonnegative).
2.2 Norms and gains
Let us start with the definition of the Lp-norms for signals [55]:
Definition 2 Let w : R≥0 → R
n, then its Lp-norm is given by
||w||Lp :=

(∫ ∞
0
||w(t)||ppdt
)1/p
when p ∈ Z>0
ess sup
t≥0
||w(t)||∞ when p =∞
. (4)
We say that w ∈ Lp if ||w||Lp is finite.
The Lp-gain of the convolution operator (2) (or equivalently of the linear system (1) with x0 = 0) defined
as
||Σ||Lp−Lp := sup
||w||Lp=1
||Σw||Lp , (5)
is finite if and only if A is Hurwitz stable. In particular, when the system (1) is positive, then we have that
||Σ||Lp−Lp = ||Σ̂(0)||p (6)
for any p ∈ {1, 2,∞}. Note that it is often considered that inputs need to be nonnegative. However, it
is immediate to see that for positive systems, the worst-case inputs are necessarily nonnegative since the
impulse response is nonnegative as well. Therefore, imposing this restriction is not necessary when defining
the Lp-gain of a positive system. Also, it is interesting to note that the same definition also holds for
externally positive systems, those systems for which the impulse response h(t) is nonnegative at all times
but which are not internally positive.
We finally have the following result that is due to [56]:
3
Proposition 3 Let M ∈ Rq×q≥0 . Then, for all p ∈ {1, 2,∞}, we have that
ρ(M) = inf
D∈Dq
≻0
||DMD−1||p (7)
and the infimum is a minimum whenever M is irreducible.
3 Exact stability results for uncertain linear positive systems and
interconnections of positive systems
The aim of this section is to recall important results regarding the stability of uncertain linear positive
systems and the stability of interconnections of linear positive systems. Both theoretical and computational
results are provided, the latter being stated in terms of linear or semidefinite programs.
3.1 Stability conditions for uncertain systems in LFT form
We are interested here in the stability of the following uncertain systems in linear fractional form
x˙(t) = Ax(t) + Ew(t)
z(t) = Cx(t) + Fw(t)
w(t) = ∆z(t), ∆ ∈ Bp
∆
(8)
where
Bp
∆
:=
{
∆ ∈ Cq×q
∣∣∣∣ ∆ = diag(∆1, . . . ,∆N ), ||∆i||p ≤ 1∆i ∈ Cqi×qi , i = 1, . . . , N
}
(9)
with p ∈ {1, 2,∞} and q =
∑N
i=1 qi. Associated with this uncertainty structure, we define the following set
of constant D-scalings:
D∆ :=
{
D ∈ Rq×q
∣∣∣∣ D = diag(d1Iq1 , . . . , dNIqN )di > 0, i = 1, . . . , N
}
. (10)
The role of the scalings is to capture the structure of the uncertainty set through the property that ∆D = D∆
for all ∆ ∈ Bp
∆
and all D ∈ D∆. Such scalings allow us to reduce the conservatism of the small-gain theorem
and, in some certain cases, make the conservatism vanish completely. This latter effect will happen in the
context of linear positive systems and will allow us to derive nonconservative stability results.
3.1.1 General theoretical result
We have the following result:
Proposition 4 Assume that (A,E,C, F ) is internally positive. Then, the following statements are equiva-
lent:
(i) The uncertain system (8) is asymptotically stable for all ∆ ∈ Bp
∆
.
(ii) A is Hurwitz stable and
inf
D∈D∆
||DΣ̂(0)D−1||p < 1. (11)
Moreover, in the repeated scalar uncertainties (i.e. ∆i = δiIqi , δi ∈ R>0, i = 1, . . . , N), then the above
statements are equivalent to
(iii) A is Hurwitz stable and
ρ(Σ̂(0)) < 1. (12)
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Proof : The equivalence (i) ⇔ (ii) has been proved in [23] in the case p = 2. The case p = ∞ has been
proved, for instance, in [28, 29]. Finally, the case p = 1 is dual to the case p = ∞. The equivalence (ii) ⇔
(iii) follows from Proposition 3. ♦
Interestingly, in the case p = 2, the internal stability condition on the system can be relaxed into the
condition of positive domination [57, 23]. When p = 1 or p = ∞, the internal positivity condition can be
substituted by an external positivity condition together with an assumption on the initial condition in order
to preserve the positivity of the output (i.e. x0 must be such that Ce
Atx0 ≥ 0 for all t ≥ 0). Finally,
since eventually positive systems can be used to efficiently represent externally positive systems, some of the
results for internally positive systems are expected to remain true for these systems as well; see e.g. [58, 59].
3.1.2 L1 scaled small-gain theorem
The following result can be seen as an extension of the L1 results in [19, 20, 18]:
Theorem 5 Assume that (A,E,C, F ) is internally positive. Then, the following statements are equivalent:
(i) The uncertain system (8) is asymptotically stable for all ∆ ∈ B1∆.
(ii) There exist a positive vector λ ∈ Rn>0 and a matrix D ∈ D∆ such that[
λ
D1q
]T [
A E
C F − Iq
]
< 0. (13)
Proof : Following [18], we have that ||DΣ̂(0)D−1||1 < 1 if and only if there here exists a positive vector
λ ∈ Rn>0 such that the inequalities
λTA+ 1Tq DC < 0
λTED−1 + 1TDFD−1 − 1Tq < 0
(14)
hold. Right-multiplying the second inequality by D ∈ Dn≻0 yields the result. ♦
3.1.3 L2 scaled small-gain theorem
The following result, proved in [23], is the positive version of the well-known L2 scaled small-gain theorem
[27, 60] and is based on the Kalman-Yakubovich-Popov (KYP) Lemma for positive systems [61, 22]:
Theorem 6 Assume that (A,E,C, F ) is internally positive. Then, the following statements are equivalent:
(i) The uncertain system (8) is asymptotically stable for all ∆ ∈ B2∆.
(ii) There exist matrices P ∈ Dn≻0 and D ∈ D∆ such thatATP + PA PE CTD⋆ −D FTD
⋆ ⋆ −D
 ≺ 0. (15)
Alternative formulations can also be obtained on the basis of the linear KYP lemma for positive systems
proved in [21]:
Theorem 7 Assume that (A,E,C, F ) is internally positive. Then, the following statements are equivalent:
(i) The uncertain system (8) is asymptotically stable for all ∆ ∈ B2
∆
.
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(ii) There exist λ, µ ∈ Rn>0, ν ∈ R
q
>0 and D ∈ D∆ such that Aλ+ Eν < 0 and[
λ
ν
]T [
CTDC CTDF
FTDC FTDF −D
]
+ µT
[
A E
]
< 0 (16)
hold.
Proof : Applying the linear version of the KYP Lemma from [21] on the scaled system D1/2Σ̂(s)D−1/2
where D ∈ D∆ yields the conditions Aλ + ED
−1/2ν˜ < 0 and[
λ
ν˜T
] [
CTDC CTDFD−1/2
D−1/2FTDC D−1/2FTDFD−1/2 − I
]
+ µT
[
A ED−1/2
]
< 0 (17)
for some positive vectors λ, ν and µ. Note that these conditions are equivalent to saying that the LMI
condition in Theorem 6 holds (possibly with a different matrix D). The final result is then obtained by
letting ν = D−1/2ν˜ and by multiplying the above inequality from the right by the matrix diag(I,D1/2). ♦
Unfortunately, the condition (16) is not convex because of the product between λ, ν and D. In this regard,
this condition may not be very convenient to work with for establishing the stability of the uncertain system
(8) with ∆ ∈ B2
∆
.
Finally, it is also interesting to mention the following novel result based on a result in [62]:
Theorem 8 Assume that (A,E,C, F ) is internally positive. Then, the following statements are equivalent:
(i) The uncertain system (8) is asymptotically stable for all ∆ ∈ B2
∆
.
(ii) There exist ζ ∈ Rn×q>0 and D ∈ D∆ such that ζ
TA+DC < 0 and[
−D ζTE +DF
⋆ −D
]
≺ 0 (18)
hold.
Proof : To prove this one, we use a result of [62] which exactly characterizes the L2-gain of a linear positive
system. By applying it to the scaled system D1/2Σ̂(s)D−1/2, we get the conditions ζ˜TA+D1/2E < 0 and[
−I ζ˜TED−1/2 +D1/2F−1/2
⋆ −I
]
≺ 0 (19)
for some ζ˜ ∈ Rn×q>0 . A congruence transformation with respect to the matrix diag(D
1/2, D1/2) and the change
of variables ζ = ζ˜D1/2 yield the result. ♦
Note that unlike the condition in Theorem 7, the condition in Theorem 8 is still convex but not linear. Its
complexity is also higher than the complexity of the condition in Theorem 6.
3.1.4 L∞ scaled small-gain theorem
The following result is the “L∞ counterpart” of Theorem 6 which can also be seen as an extension of the
results in [18] and a version of the scaled small-gain theorem in the L∞-sense:
Theorem 9 Assume that (A,E,C, F ) is internally positive. Then, the following statements are equivalent:
(i) The uncertain system (8) is asymptotically stable for all ∆ ∈ B∞∆ .
(ii) There exist a positive vector λ ∈ Rn>0 and a matrix D ∈ D∆ such that[
A E
C F − Iq
] [
λ
D1q
]
< 0. (20)
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Proof : Following [18], we have that ||D−1Σ̂(0)D||∞ < 1 if and only if there here exists a positive vector
λ ∈ Rn>0 such that the inequalities
Aλ+ ED1q < 0
D−1Cλ+D−1FD1q − 1q < 0
(21)
hold. Left-multiplying the second inequality by D yields the result. ♦
3.2 Stability of interconnections using Integral Linear Constraints
In the current setup, we are interested in the analysis of interconnections of the form
u2 = G1u1 + d2
u1 = G2u2 + d1
(22)
where G1 : L1 7→ L1 and G2 : L1 7→ L1 are bounded linear positive time-invariant operators with transfer
functions Ĝ1(s) and Ĝ2(s). Note that since the operators are positive, then we have that Ĝ1(0) ≥ 0 and
Ĝ2(0) ≥ 0. The signals u1, u2 are the loop signals and d1, d2 are the exogenous signals which are all assumed to
have dimensions that are compatible with the operatorsG1 and G2.The next result is a simplified, specialized
and extended version of the ones in [24] where ILC/separation types results have been formulated. Note
that the statement (iv) has also been reported in [20] whereas the statement (v) seems novel.
Theorem 10 The following statements are equivalent:
(i) The interconnection (22) is well-posed, positive and stable1.
(ii) We have that ρ(Ĝ1(0)Ĝ2(0)) < 1.
(iii) There exist some vectors π1 ∈ R
m
>0 and π2 ∈ R
p such that the conditions
πT1 + π
T
2 Ĝ2(0) ≥ 0 and π
T
1 Ĝ1(0) + π
T
2 < 0 (23)
hold.
Moreover, when the internally positive systems G1 and G2 can be represented in terms of the rational transfer
functions Ĝi(s) = Ci(sI − Ai)
−1Ei + Fi with Ai ∈ R
ni×ni , Ai Metzler, Ci ∈ R
si×ni
≥0 , Ei ∈ R
ni×ri
≥0 and
Fi ∈ R
si×ri
≥0 , i = 1, 2, s1 = r2, s2 = r1, then the above statements are also equivalent to
(iv) There exist some vectors λi ∈ R
ni , µ1 ∈ R
s1
>0 and µ2 ∈ R
s2
>0 such that the conditions
λT1 A1 + µ
T
1 C1 < 0
λT1 E1 + µ
T
1 F1 − µ
T
2 < 0
λT2 A2 + µ
T
2 C2 < 0
λT2 E2 + µ
T
2 F2 − µ
T
1 < 0
(24)
hold.
(v) There exist some matrices Pi ∈ D
ni
≻0 and Qi ∈ S
si
≻0, i = 1, 2 such that the conditionsAT1 P1 + P1A1 P1E1 CT1 Q1⋆ −Q2 FT1 Q1
⋆ ⋆ −Q1
 ≺ 0 (25)
1For some additional details about these concepts see [24]
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and AT2 P2 + P2A2 P2E2 CT2 Q2⋆ −Q1 FT2 Q2
⋆ ⋆ −Q2
 ≺ 0 (26)
hold.
Proof : The proof that (i) and (ii) are equivalent follows from [24]. The equivalence between (ii) and (iii)
follows from standard algebraic manipulations and the fact that ρ(Ĝ1(0)Ĝ2(0)) < 1 if and only if there exists
a positive vector λ of compatible dimensions such that λT (Ĝ1(0)Ĝ2(0) − I) < 0. The equivalence between
(iii) and (iv) follows from standard algebraic manipulations together with the change of variables µ1 = π1
and µ2 = −π2. This statement has also been proven in [20]. To prove the equivalence between (ii) and (v),
first note that from [21], the LMIs are equivalent to saying that[
Ĝ1(0)
I
]T [
Q1 0
0 −Q2
] [
Ĝ1(0)
I
]
= Ĝ1(0)
TQ1Ĝ1(0)−Q2 ≺ 0 (27)
and [
Ĝ2(0)
I
]T [
Q2 0
0 −Q1
] [
Ĝ2(0)
I
]
= Ĝ2(0)
TQ2Ĝ2(0)−Q1 ≺ 0. (28)
These two inequalities together imply that Ĝ2(0)
T Ĝ1(0)
TQ1Ĝ1(0)Ĝ2(0)−Q1 ≺ 0 or Ĝ1(0)
T Ĝ2(0)
TQ2Ĝ2(0)Ĝ1(0)−
Q2 ≺ 0, which are equivalent to saying that (ii) holds. The converse can be proven by first noting that (ii)
is equivalent to saying that there exists a matrix R ∈ Rs1≻0 such that Ĝ2(0)
T Ĝ1(0)
TRĜ1(0)Ĝ2(0) − R ≺ 0.
This implies the existence of a sufficiently small S ∈ Ss1≻0 such that Ĝ2(0)
T Ĝ1(0)
T (R+ S)Ĝ1(0)Ĝ2(0)−R ≺
0. Letting now Q2 = Ĝ1(0)
T (R + S)Ĝ1(0) and R = Q1, we get that Ĝ2(0)
TQ2Ĝ2(0) − Q1 ≺ 0 and
Ĝ1(0)
TQ1Ĝ1(0)−Q2 = −Ĝ1(0)
TSĜ1(0)  0. In order to prove that opening the inequality sign is not restric-
tive, it is enough to note that if Ĝ2(0)
TQ2Ĝ2(0)−Q1 ≺ 0 and Ĝ1(0)
TQ1Ĝ1(0)−Q2  0 then we can always
positively perturb the value Q2 so that we have Ĝ2(0)
TQ2Ĝ2(0) − Q1 ≺ 0 and Ĝ1(0)
TQ1Ĝ1(0) − Q2 ≺ 0.
The proof is completed. ♦
Note that the difference with the results in [19, 19, 20, 23] is that the above result may deal with more
general systems than LTI systems with state-space realization but can deal with any type of linear positive
bounded operators such as bounded integral operators. This will be useful for dealing with systems with
distributed delays. It is also interesting to mention that the above result is not a small-gain result but a
separation result [63, 64, 20, 24]. Note, finally, that even though the matrices Q1 and Q2 are defined to
be general symmetric matrices, one can be chosen to be diagonal without losing the necessity of the result.
However, it is unclear whether they can be both chosen as diagonal without losing necessity.
Remark 11 It is interesting to see that the two last inequalities in (24) can be substituted by µT2G2(0)−µ
T
1 <
0 while the LMI (26) can be substituted by G2(0)
TQ2G2(0) − Q1 ≺ 0. This will be useful when analyzing
systems with distributed delays in Section 7.
4 Stability and performance of linear positive systems with discrete-
delays
4.1 Stability analysis – the constant delay case
We start with the following result [38, 46]:
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Proposition 12 Let p ∈ {1, 2,∞}. Then, the time-varying delay operator
Dh : Lp 7→ Lp,
w(t) 7→ w(t− h), h ≥ 0
(29)
has unitary L1-, L2- and L∞-gains.
Note that by virtue of the Riesz-Thorin interpolation theorem [65], we immediately get that all the Lp-gains,
for p = 1, 2, . . . ,∞, of the above delay operator are equal to 1.
Proposition 13 The linear time-delay system
x˙(t) = A0x(t) +
N∑
i=1
Aix(t− hi) (30)
coincides with the uncertain system (8) where A = A0, E = [A1 . . . AN ], C = 1N ⊗ In, F = 0 and
∆ ∈∆d :=
{
N
diag
i=1
(e−shiIn) : h ≥ 0, ℜ(s) ≥ 0
}
.
Proof : The proof follows from direct substitutions. ♦
It is known that the system (30) is positive if and only if A0 is Metzler and Ai is nonnegative for all
i = 1, . . . , N ; see e.g. [30]. We can now state the main result that unifies the results in [30, 18, 51]:
Theorem 14 Assume that the system (30) is positive. Then, the following statements are equivalent:
(i) The system (30) is asymptotically stable.
(ii) The matrix
∑N
i=0 Ai is Hurwitz stable.
(iii) There exists a vector v ∈ Rn>0 such that v
T
(∑N
i=0 Ai
)
< 0.
(iv) There exist matrices P,Qi ∈ D
n
≻0, i = 1, . . . , N , such that the Riccati inequality
AT0 P + PA0 +
N∑
i=1
(
Qi + PAiQ
−1
i A
T
i P
)
≺ 0 (31)
holds.
(v) A0 is Hurwitz stable and −(
∑N
i=1 Ai)A
−1
0 is Schur stable.
Proof : The equivalence between the two first statements follows from the application of Theorem 9 on the
system (30). Indeed, by applying the linear programming conditions of Theorem 9 we get that the system
is asymptotically stable if and only there exist vectors λ ∈ Rn>0 and ν ∈ R
Nn
>0 such that A0λ + Eν < 0 and
1N ⊗ λ− ν < 0. This is equivalent to say that we have A0λ+E(1N ⊗ λ) = (
∑N
i=0 Ai)λ < 0, which is equiv-
alent to the first statement of the result. The equivalence between the statements (ii) and (iii) follows from
standard results on the stability of Metzler matrices whereas the equivalence between (i) and (iv) follows
from Theorem 6 where we have set D = diagNi=1(Qi) where Qi ∈ D
qi
≻0. Note that in this case, the uncertainty
structure is diagonal and hence D∆ is the set of diagonal matrices with positive diagonal entries. Finally,
statement (v) is obtained from Proposition 3. ♦
It is interesting to provide few remarks regarding the above result. First of all, we recover the property
that the stability of a linear positive system with constant and discrete-delays does not depend on the delay
values and hence stability is a delay-independent property. Secondly, the second statement of the above
result provides an answer to a particular version of the problem stated in [66, Problem 1.11] by E. Verriest
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on the Riccati stability of linear time-delay systems with a single discrete and constant delay. This problem is
about finding conditions on the matrices A0 and A1 (i.e. in the case N = 1) for which there exist P,Q1 ∈ S
n
≻0
such that (31) holds. The above result provides a solution to this problem for the particular cases of linear
positive and positively dominated systems with delays. Note that the positive systems case has also been
solved in [51, 32] using different approaches. These results have since been extended to some other classes
of systems in [67].
The advantages of the proposed approach over the previously mentioned ones are its simplicity and
its flexibility. Indeed, while the proofs of these results in the above works involve some very technical
developments, the proposed approach allows to retrieve the same results through a very simple application of
the scaled small-gain theorems. Moreover, the approach can be easily extended to other types of uncertainties,
to performance analysis and to design purposes. Finally, the statement (iv) in the above result is also
interestingly as it generalizes the frequency-sweeping results of [38, Section 2.3] where this condition is
stated as necessary for a linear system with delay to be stable. For linear positive systems, this condition is
also sufficient and this result can be interpreted as a consequence of the fact that the maximum value of the
spectral radius is always attained at the zero frequency.
4.2 Performance analysis – the constant delay case
Let us now consider the system
x˙(t) = A0x(t) +
N∑
i=1
Aix(t− hi) + Euu(t)
y(t) = C0x(t) +
N∑
i=1
Cix(t− hi) + Fuu(t)
(32)
where u ∈ Rnu and y ∈ Rny are the input and the output, respectively. It is known that the above system
is positive if and only if A0 is Metzler and C,Eu, Fu, Ai, Ci are nonnegative for all i = 1, . . . , N . We then
have the following result:
Theorem 15 Assume that the system (32) is positive. Then, the following statements hold:
(i) The system (32) is asymptotically stable and has an L1-gain smaller than γ1 if and only if there exists
a vector λ ∈ Rn>0 such that [
λ
1ny
]T [∑N
i=0Ai Eu∑N
i=0 Ci Fu
]
<
[
0
γ11nu
]T
. (33)
(ii) The system (32) is asymptotically stable and has an L2-gain smaller than γ2 if and only if there exists
a matrix P,Qi ∈ D
n
≻0, i = 1, . . . , N , such that
AT0 P + PA0 +
N∑
i=1
Qi
N
row
i=1
(PAi) PEu C
T
0
⋆ −
N
diag
i=1
(Qi) 0
N
col
i=1
(CTi )
⋆ ⋆ −γ2I F
T
u
⋆ ⋆ ⋆ −γ2I

≺ 0. (34)
(iii) The system (32) is asymptotically stable and has an L∞-gain smaller than γ∞ if and only if there exists
a vector λ ∈ Rn>0 such that [∑N
i=0Ai Eu∑N
i=0 Ci Fu
][
λ
1nu
]
<
[
0
γ∞1ny
]
. (35)
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Proof : The proof of this result is based on the fact that we can also rewrite the performance characterization
problem as a robust stability problem by setting u = My where M ≥ 0 is a full-block matrix such that
||M ||p = γ
−1
p (or, equivalently, ||M ||p ≤ γ
−1
p ). Since for linear positive systems scaled-small gain results are
non-conservative, then the stability of the interconnection is equivalent to the fact that the Lp-gain of the
transfer u 7→ y is at most (or smaller than) γp. Note, however, that the interconnection result applies to
square uncertainties, a condition that is violated when nu 6= ny (recall that the consideration of D scalings
requires the uncertainty to be square). This issue can be easily resolved by suitably augmenting the vector
y or the vector u and appropriately padding the associated matrices with zeros.
We only prove this result in the L1-gain case, the others are analogous, and we also assume, without loss
of generality, that nu = ny. To this aim, let us consider the interconnection
x˙z
y
 =

A0
N
row
i=1
(Ai) Eu
1N ⊗ In 0 0
C0
N
row
i=1
(Ci) Fu

xw
u

w = ∆z, ∆ ∈∆d
u = My, ||M ||1 ≤ γ
−1
1 .
(36)
Applying now Theorem 5 on the above system with the extended uncertainty ∆e = diag(∆,M) with extended
scaling De = diag(D, ǫInu), D ∈ D
Nn
≻0 , ǫ > 0, yields
 λ˜µ˜
ǫ1Tny
T

A0
N
row
i=1
(Ai) Eu
1N ⊗ In 0 0
C0
N
row
i=1
(Ci) Fu
 <
 0µ˜
ǫγ11nu
T . (37)
Solving for µ˜ as in the proof of Theorem 14, dividing everything by ǫ and using the change of variables
λ = λ˜/ǫ yield the result. ♦
4.3 Stability analysis – the time-varying delay case
We extend here the previous results to the case of time-varying discrete-delays. Interestingly, this class of
delays includes, as a special case, scale-delays [68, 46]. A remark will be made in this regard. Note also that
this case is different from the previous one as the gain of the delay operator will be different depending on
the considered norm. This is formalized in the following result [38, 69, 46]:
Proposition 16 Let p ∈ {1, 2,∞}. Then, the time-varying delay operator
Th : Lp 7→ Lp
w(t) 7→ w(t− h(t)), h(t) ≥ 0
(38)
has
• an Lp-gain equal to (1− η)
−1/p where h˙(t) ≤ η < 1, p ∈ Z>0 and
• an L∞-gain equal to 1.
The above result clearly shows that, unlike for the constant delay-operator, the value of the gain of the time-
varying delay operator depends on the considered norm. Note also that while the Lp-gains, p ∈ Z>0, depend
on the maximum rate of change of the delay, the L∞-gain does not, a property that makes it appropriate for
the consideration of fast-varying delays. This fact is not surprising since delay operators do not change the
amplitude of the input signal but may change the value of its integral by appropriately distorting time; see
e.g. [42]. Yet, it is possible to determine a finite L2-gain when the rate of change of the delay may exceed
11
one (see [70]) and an analogous result for the L1-gain seems to be still missing. Finally, it is interesting to
note that the L∞-gain is smaller than the others since 1 < (1− η)
−1/p for any p ∈ Z>0 and, in this regard,
this gain may be more interesting to use than the other. This claim will be supported by the main results
of the section but, before proving them, we need to state the following preliminary result:
Proposition 17 The linear delay system
x˙(t) = A0x(t) +
N∑
i=1
Aix(t− hi(t)) (39)
coincides with the uncertain system (8) where A = A0, E = [A1 . . . AN ], C = 1N ⊗ In, F = 0 and
∆ ∈
{
N
diag
i=1
(In ⊗Thi) : hi : R≥0 → R≥0, i = 1, . . . , N
}
.
We can now state the main result that unifies the results in [30, 31, 18, 34]
Theorem 18 Assume that the system (39) is internally positive and that t − hi(t) → ∞ as t → ∞ for all
i = 1, . . . , N . Then, the following statements are equivalent:
(i) The system (39) is asymptotically stable.
(ii) The matrix
∑N
i=0 Ai is Hurwitz stable.
(iii) There exist vectors λ, µi ∈ R
n
>0, i = 1, . . . , N such that[
A0
N
row
i=1
(Ai)
1N ⊗ In −InN
] λN
col
i=1
(µi)
 < 0. (40)
Proof : First note that since the delays are time-varying, then the second statement is necessary for the
stability of the system (39) and, hence, (i) implies (ii). Note also that (ii) and (iii) are equivalent from
Theorem 14. Finally, using Theorem 9 and the fact that the L∞-gain of the time-varying delay operator is
equal to one, we can conclude that (iii) implies (i), which completes the proof. ♦
Interestingly, we can see that a necessary and sufficient condition for a linear positive time-delay system
with constant or time-varying discrete-delays is that
∑N
i=0 Ai be Hurwitz stable. As a consequence, the
existence of diagonal solutions P,Qi ∈ D
n
≻0, i = 1, . . . , N to the Riccati inequality
AT0 P + PA0 +
N∑
i=1
(
Qi + PAiQ
−1
i A
T
i P
)
≺ 0 (41)
is also a necessary and sufficient condition for the stability of linear positive systems with time-varying
delays. This result is, however, rather surprising if we take into account the fact that if we were applying
the L2-scaled small-gain result (i.e. Theorem 6) on the system (39), we would get the following Riccati
inequality
AT0 P + PA0 +
N∑
i=1
(
Qi + (1 − ηi)
−1PAiQ
−1
i A
T
i P
)
≺ 0 (42)
where the ηi’s are such that h˙i(t) ≤ ηi < 1, i = 1, . . . , N , for all t ≥ 0. Therefore, if (42) is feasible, then
so is (41), but the converse is not true in general. In this regard, we would not be able to predict that the
stability of (30) is equivalent to the stability of (39) using Theorem 6, nor even Theorem 5.
More generally, the stability condition for N = 1 obtained in the Lp, p ∈ {1, 2,∞}, framework is
equivalent to saying that
ρ(−A−10 A1) < (1− η)
1/p (43)
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which indicates that the L1-based result is more conservative than the L2-based result which is, in turn,
more conservative than the L∞-based result. Even though this remark seems contradictory with the fact
that scaled small-gain results are nonconservative, it is actually not since we are considering now with
time-varying operators and also because stability in the Lp-sense is analyzed. Indeed, we have the set
of nonnegative continuous functions converging to 0 with finite L1-norm is strictly included in the set of
nonnegative continuous functions converging to 0 with finite L2-norm, which is itself strictly included in the
set of nonnegative continuous functions converging to 0 with finite L∞-norm. The fact that the L∞-based
result gives the weakest stability condition demonstrates its relevance.
4.4 Performance analysis – the time-varying delay case
Let us now consider the system
x˙(t) = A0x(t) +
N∑
i=1
Aix(t− hi(t)) + Euu(t)
y(t) = C0x(t) +
N∑
i=1
Cix(t− hi(t)) + Fuu(t)
(44)
where u ∈ Rnu and y ∈ Rny are the input and the output, respectively. As for system (32), the above system
is internally positive if and only if A0 is Metzler and C,Eu, Fu, Ai, Ci are nonnegative for all i = 1, . . . , N .
We then have the following result:
Theorem 19 Assume that the system (44) is positive. Then, the following statements hold:
(i) Assume that the delays are differentiable and such that h˙i(t) ≤ ηi < 1, i = 1, . . . , N . Then, the system
(44) is asymptotically stable and has an L1-gain smaller than γ1 if there exists a vector λ ∈ R
n
>0 such
that [
λ
1ny
]T [
A0 +
∑N
i=1(1− ηi)
−1Ai Eu
C0 +
∑N
i=1(1− ηi)
−1Ci Fu
]
<
[
0
γ11nu
]T
. (45)
(ii) Assume that the delays are differentiable and such that h˙i(t) ≤ ηi < 1, i = 1, . . . , N . Then, the system
(44) is asymptotically stable and has an L2-gain smaller than γ2 if there exist matrices P,Qi ∈ D
n
≻0,
i = 1, . . . , N , such that
AT0 P + PA0 +
N∑
i=1
Qi
N
row
i=1
(PAi) PEu C
T
0
⋆ −
N
diag
i=1
((1− ηi)Qi) 0
N
col
i=1
(CTi )
⋆ ⋆ −γ2I F
T
u
⋆ ⋆ ⋆ −γ2I

≺ 0. (46)
(iii) Assume that the delays are such that t− hi(t) → ∞ as t → ∞ for all i = 1, . . . , N . Then, the system
(44) is asymptotically stable and has an L∞-gain smaller than γ∞ if and only if there exists a vector
λ ∈ Rn>0 such that [
A0 +
∑N
i=1 Ai Eu
C0 +
∑N
i=1 Ci Fu
] [
λ
1nu
]
<
[
0
γ∞1ny
]
. (47)
Proof : The proof is similar to that of Theorem 15 and is thus omitted. ♦
Remark 20 It is worth mentioning that the condition in statement (i) is necessary and sufficient while it
is unclear, at the moment, whether necessity holds for the conditions in the statements (ii) and (iii).
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5 Stability and performance of linear positive delay-difference equa-
tions
5.1 Stability analysis
We consider in this section, the case of delay-difference equations [71–75, 34] of the form
x(t) =
N∑
i=1
Aix(t− hi) (48)
where the delays hi are such that hi > 0 for all i = 1, . . . , N . Clearly, the system is positive if and only
if the matrices Ai are nonnegative for all i = 1, . . . , N . Note that this system can be rewritten as the
interconnection
x(t) = Ew(t)
z(t) = Cx(t)
(49)
where E =
[
A1 . . . An
]
, C = 1N ⊗ In and w = ∆z, ∆ ∈∆d. We then have the following result:
Theorem 21 Assume that the system (48) is positive. Then, the following statements are equivalent:
(i) The delay-difference equation is asymptotically stable (or strongly-stable).
(ii) ρ
(
N∑
i=1
Aie
−jωi
)
< 1 for all ωi ∈ R, i = 1, . . . , N .
(iii) ρ
(
N∑
i=1
Ai
)
< 1.
(iv) There exists a µ ∈ RnN>0 such that
µT
(
−InN + (1N ⊗ In)
N
row
i=1
(Ai)
)
< 0 (50)
holds.
(v) There exists a µ ∈ RnN>0 such that
µT
(
N∑
i=1
Ai − In
)
< 0 (51)
holds.
(vi) There exist diagonal matrices Qi ∈ D
n
≻0 such that the LMI −
N
diag
i=1
(Qi) ⋆
N
diag
i=1
(Qi)(1N ⊗ In)
N
row
i=1
(Ai) −
N
diag
i=1
(Qi)
 ≺ 0 (52)
holds.
Proof : The equivalence between the two first statements has been proved in [71]. The equivalence between
(iii), (iv) and (v) follows from simple algebraic manipulations and the theory of nonnegative matrices. The
equivalence between (iii) and (iv) follows from the fact that (52) is equivalent to
−
N
diag
i=1
(Qi) + ((1N ⊗ In)
N
row
i=1
(Ai))
T
N
diag
i=1
(Qi)(1N ⊗ In)
N
row
i=1
(Ai) ≺ 0 (53)
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which is, in turn, equivalently, that ρ[(1N ⊗ In) row
N
i=1(Ai)] = ρ
(∑N
i=1 Ai
)
< 1. The equivalence between
(ii) and (iv) can be proved using a scaled-small gain argument on the system (49). ♦
Remark 22 When the delays are time-varying, the condition in (iv) remains valid as long as the delays
satisfy the condition t − hi(t) → ∞ as t → ∞ for all i = 1, . . . , N . As a result, the stability of the delay-
difference equation does not depend on the value of the delays nor on their time-varying nature as long a
L∞-gain result is considered but will depend on the rate of variation of the delays when L1-and L2-gain
results are considered. See the discussion below Theorem 18 for additional details.
5.2 Performance analysis
Let us consider here the following delay-difference equation
x(t) =
N∑
i=1
Aix(t− hi) + Euu(t)
y(t) =
N∑
i=1
Cix(t− hi) + Fuu(t)
(54)
where the delays hi are such that hi > 0 for all i = 1, . . . , N . Clearly, the system is positive if and only if
the matrices Ai, Eu, Ci, Fu are nonnegative for all i = 1, . . . , N . We then have the following result:
Theorem 23 Assume that the system (54) is positive. Then, we have the following results:
(i) The system (54) is asymptotically stable and has an L1-gain smaller than γ1 if and only if there exists
a µ ∈ RnN>0 such that the condition
[
µ
1ny
]T (1N ⊗ In) Nrowi=1 (Ai) Ncoli=1(Eu)
N
row
i=1
(Ci) Fu
 < [ µ
γ11nu
]T
(55)
holds.
(ii) The system (54) is asymptotically stable and has an L2-gain smaller than γ2 if and only if there exists
matrices Qi ∈ D
n
≻0 such that the condition
−
N
diag
i=1
(Qi) ⋆ ⋆ ⋆
0 −γ2Inu ⋆ ⋆
N
col
i=1
(Qi)
N
row
i=1
(Ai)
N
col
i=1
(QiEu) −
N
diag
i=1
(Qi) ⋆
N
row
i=1
(Ci) Fu 0 −γ2Iny

≺ 0 (56)
holds.
(iii) The system (54) is asymptotically stable and has an L∞-gain smaller than γ∞ if and only if there exists
a µ ∈ RnN>0 such that the condition(1N ⊗ In) Nrowi=1 (Ai) Ncoli=1(Eu)
N
row
i=1
(Ci) Fu
[ µ
1nu
]
<
[
µ
γ∞1ny
]
(57)
holds.
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Proof : The proof is based on reformulating the system (54) into an LTI system interconnected with some
delay operators and applying scaled small-gain results. ♦
Remark 24 Interestingly, the L∞ result remains the same when the delays are time-varying and such that
t − hi(t) → ∞ as t → ∞ for all i = 1, . . . , N . As for linear positive systems with discrete-delays, the
conditions for the L1- and the L2-gains will be different (i.e. they will depend on the rate of variation of the
delays and become sufficient only).
6 Stability and performance of linear positive coupled differential-
difference equations with delays
We consider here linear positive coupled differential-difference equations with delays which can be seen as
an extension of the systems (30) and (48). Such systems have been, for instance, studied in [76–81] and
in the references therein. In particular, the case of linear positive coupled differential-difference equations
with single time-varying delay has been studied in [52] where necessary and sufficient conditions for their
positivity and stability were obtained. We prove here that these results can be retrieved and extended to
the case of multiple delays and to performance analysis using very simple scaled-small gain arguments.
6.1 Stability analysis
Let us start with the following preliminary result:
Proposition 25 The linear coupled differential-difference system with constant discrete delays
x˙1(t) = A0x1(t) +
N∑
i=1
Aix2(t− hi)
x2(t) = C0x1(t) +
N∑
i=1
Cix2(t− hi)
(58)
coincides with the uncertain system (8) where A = A0, E =
N
row
i=1
(Ai), C = 1N ⊗C0, F = 1N ⊗
N
row
i=1
(Ci) and
∆ ∈∆d :=
{
N
diag
i=1
(e−shiIn) : h ≥ 0, ℜ(s) ≥ 0
}
.
Proof : The proof follows from direct substitutions. ♦
It was proven in [52] that the system (58) is positive if and only if A0 is Metzler and Ai, C0, Ci are
nonnegative for all i = 1, . . . , N . Note, moreover, that this result is obvious from the description (8) with
the matrices defined in Proposition 25.
We can now state the main result that extends the results in [52] with the difference that constant delays
are considered. Note, however, that the result still holds in the case of time-varying delays in the same way
as in Section 4.3.
Theorem 26 Assume that the system (58) is positive. Then, the following statements are equivalent:
(i) The system (58) is asymptotically stable.
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(ii) The matrix
M :=
 A0 Nrowi=1 (Ai)
1N ⊗ C0 1N ⊗
N
row
i=1
(Ci)− InN
 (59)
is Hurwitz stable.
(iii) There exists a vector v ∈ R
n(N+1)
>0 such that v
TM < 0.
(iv) There exist some matrices P ∈ Dn≻0 and Q ∈ D
Nn
≻0 such that the generalized Riccati inequality
AT0 P+PA0+
[
P
N
row
i=1
(Ai) 1
T
N ⊗ C
T
0
] −Q (1TN ⊗ Ncoli=1(CTi ))Q
Q(1N ⊗
N
row
i=1
(Ci)) −Q

−1  Ncoli=1(ATi )P
1N ⊗ C0
 ≺ 0
(60)
holds.
(v) The matrices 1N ⊗
N
row
i=1
(Ci)− I and
A0 −
[
A1 A2 . . . AN
]
(1N ⊗
N
row
i=1
(Ci)− I)
−1(1N ⊗ C0) (61)
are Hurwitz stable.
(vi) The matrices A0 and
1N ⊗
N
row
i=1
(Ci)− I − (1N ⊗ C0)A
−1
0
[
A1 A2 . . . AN
]
(62)
are Hurwitz stable.
(vii) A0 is Hurwitz stable and
∑N
i=1(−C0A
−1
0 Ai + Ci) is Schur stable.
Proof : The equivalence between the three first statements follows from the application of Theorem 5 on the
input-output formulation of the system (58). The equivalence with the statements (iv) and (vii) comes from
Theorem 6 and the fact that, for two matrices A,B of appropriate dimensions, we have that ρ(AB) = ρ(BA).
The equivalence between (ii), (v) and (vi) follows from Lemma 1 in [20] or Lemma 7.2 in [82]. ♦
As for linear systems with discrete-delays, the stability of linear positive coupled differential-difference
equations with delays is equivalent to that one of the same system with all the delays set to 0.
6.2 Performance analysis
Let us now consider the linear coupled differential-difference system with time-varying discrete delays
x˙1(t) = A0x1(t) +
N∑
i=1
Aix2(t− hi(t)) + E1u(t)
x2(t) = C0x1(t) +
N∑
i=1
Cix2(t− hi(t)) + E2u(t)
y(t) = Cy0x(t) +
N∑
i=1
Cyix2(t− hi(t)) + Fuu(t)
(63)
where u ∈ Rnu and y ∈ Rny are the input and the output, respectively. It is immediate to see that this
system is internally positive if and only if A0 is Metzler and Ai, C0, Ci, E1, E2, Cy0, Cyi, Fu are nonnegative
for all i = 1, . . . , N . We then have the following result:
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Theorem 27 Assume that the system (63) is positive. Then, the following statements hold:
(i) Assume that the delays are differentiable and such that h˙i(t) ≤ ηi < 1, i = 1, . . . , N . Then, the system
(63) has an L1-gain smaller than γ1 if there exists some vectors λ ∈ R
n
>0 and µ ∈ R
Nn
>0 such that
 λµ
1ny
T

A0
N
row
i=1
((1− ηi)
−1Ai) E1
N
col
i=1
(C0)
N
col
i=1
(In)
N
row
i=1
((1 − ηi)
−1Ci)
N
col
i=1
(E2)
Cy0
N
row
i=1
((1 − ηi)
−1Ci) Fu
 <
 0µ
γ11nu
T . (64)
(ii) Assume that the delays are differentiable and such that h˙i(t) ≤ ηi < 1, i = 1, . . . , N . Then, the system
(63) has an L2-gain smaller than γ2 if there exist matrices P,Qi ∈ D
n
≻0, i = 1, . . . , N , such that
AT0 P + PA0 +
N∑
i=1
Qi
N
row
i=1
(PAi) PEu
N
row
i=1
(CT0 )Q C
T
y0
⋆ −
N
diag
i=1
((1 − ηi)Qi) 0 (1N ⊗
N
row
i=1
(Ci))
T
N
col
i=1
(CTyi)
⋆ ⋆ −γ2I
N
row
i=1
(ET2 ) F
T
u
⋆ ⋆ ⋆ −Q 0
⋆ ⋆ ⋆ ⋆ −γ2I

≺ 0. (65)
(iii) Assume that the delays are such that t − hi(t) → ∞ as t → ∞, i = 1, . . . , N . Then, the system (63)
has an L∞-gain smaller than γ∞ if and only if there exists some vectors λ ∈ R
n
>0 and µ ∈ R
Nn
>0 such
that 
A0
N
row
i=1
(Ai) E1
N
col
i=1
(C0)
N
col
i=1
(In)
N
row
i=1
(Ci)
N
col
i=1
(E2)
Cy0
N
row
i=1
(Ci) Fu

 λµ
1nu
 <
 0µ
γ∞1ny
 . (66)
As for systems with time-varying discrete delays, the last statement states a necessary and sufficient
condition whereas it is unclear whether the conditions in the two first ones are also necessary. Note also
that in the L1 and L∞ cases, the vector µ can be eliminated from the conditions by explicitly solving it.
However, the benefit of the current conditions is that they are linear in the matrices of the system, thereby
allowing for immediate extensions to uncertain matrices and to design purposes.
7 Stability and performance of linear positive systems with distributed-
delays
7.1 Stability analysis – the constant kernel case
We have the following result which be proven using standard manipulations:
Proposition 28 The time-varying distributed-delay operator
Uh : Lp 7→ Lp, p = 2,∞
w(t) 7→
1
h¯
∫ t
t−h(t)
w(θ)dθ, h(t) ∈ [0, h¯]
(67)
has unitary L1-, L2- and L∞-gains.
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Proposition 29 The time-delay system
x˙(t) = A0x(t) +
N∑
i=1
Ai
∫ t
t−hi(t)
x(s)ds (68)
coincides with the uncertain system (8) where A = A0, E = [A1 . . . AN ], C = 1N ⊗ In, F = 0 and
∆ ∈
{
N
diag
i=1
(In ⊗Uhi) : hi : R≥0 → [0, h¯i], i = 1, . . . , N
}
.
Moreover, it is internally positive if and only if the matrix A0 is Metzler and the matrices Ai, i = 1, . . . , N ,
are nonnegative.
We then have the following result:
Theorem 30 Assume that the system (78) is internally positive. Then, the following statements are equiv-
alent:
(i) The system (78) is asymptotically stable.
(ii) A0 +
∑N
i=1 h¯iAi is Hurwitz stable.
(iii) There exists a v ∈ Rn>0 such that v
T (A+
∑N
i=1 h¯iAi) < 0.
(iv) A is Hurwitz stable and −(
∑N
i=1 h¯iAi)A
−1
0 is Schur stable.
(v) There exist matrices P,Qi ∈ D
n
≻0, i = 1, . . . , N , such that the Riccati inequality
AT0 P + PA0 +
N∑
i=1
(Qi + h¯
2
iPAiQ
−1
i A
T
i P ) ≺ 0 (69)
holds.
Moreover, when N = 1, then the above statements are also equivalent to
(vi) A0 is Hurwitz stable and h¯1 <
1
ρ(A−10 A1)
.
Proof : This result is proved exactly in the same way as Theorem 14. The last statement can be straight-
forwardly shown to be equivalent to (iv). ♦
7.2 Performance analysis – the constant kernel case
Let us now consider the system
x˙(t) = A0x(t) +
N∑
i=1
Ai
∫ t
t−hi(t)
x(s)ds+ Euu(t)
y(t) = C0x(t) +
N∑
i=1
Ci
∫ t
t−hi(t)
x(s)ds+ Fuu(t)
(70)
where u ∈ Rnu and y ∈ Rny are the input and the output, respectively. As for system (32), the above system
is internally positive if and only if A0 is Metzler and C,Eu, Fu, Ai, Ci are nonnegative for all i = 1, . . . , N .
We have the following result:
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Theorem 31 Assume that the system (70) is internally positive. Then, the following statements hold:
(i) The system (70) is asymptotically stable and has an L1-gain smaller than γ1 if and only there exists a
vector λ ∈ Rn>0 such that [
λ
1ny
]T [
A0 +
∑N
i=1 h¯iAi Eu
C0 +
∑N
i=1 h¯iCi Fu
]
<
[
0
γ11nu
]T
. (71)
(ii) The system (70) is asymptotically stable and has an L2-gain smaller than γ2 if and only if there exist
matrices P,Qi ∈ D
n
≻0, i = 1, . . . , N , such that
AT0 P + PA0 +
N∑
i=1
Qi
N
row
i=1
(h¯iPAi) PEu C
T
0
⋆ −
N
diag
i=1
(Qi) 0
N
col
i=1
(h¯iC
T
i )
⋆ ⋆ −γ2I F
T
u
⋆ ⋆ ⋆ −γ2I

≺ 0 (72)
(iii) The system (70) is asymptotically stable and has an L∞-gain smaller than γ∞ if and only if there exists
a vector λ ∈ Rn>0 such that[
A0 +
∑N
i=1 h¯iAi Eu
C0 +
∑N
i=1 h¯iCi Fu
][
λ
1nu
]
<
[
0
γ∞1ny
]
. (73)
Proof : The proof follows from the same lines as the proof of Theorem 15. ♦
7.3 Stability analysis – the non-constant kernel case
To prove this result, we need to consider the result based on integral linear constraints (Theorem 10) since
results based on gains would be conservative. Let us first consider the following result:
Proposition 32 The distributed-delay operator
VB,h : Lp 7→ Lp
w(t) 7→
∫ 0
−h
B(θ)w(t + θ)dθ, 0 ≤ h ≤ h¯
(74)
is nonnegative if and only if B(θ) ≥ 0 for all θ ∈ [−h¯, 0], h ∈ [0, h¯]. Moreover, its transfer function is given
by
V̂B,h(s) =
∫ 0
−h
B(θ)esθdθ (75)
and for any 0 ≤ h ≤ h¯, we have that V̂B,h(0) ≤ V̂B,h¯(0).
Proof : Let z(t) = VB,h(w)(t). To prove the nonnegativity property condition, assume that Bij(s) < 0 for
some s ∈ [−h¯, 0]. Then, it is immediate to see that we can pick a w such that one of the component of the
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output is negative. Hence, the result follows. The transfer function can be computed as follows
ẑ(s) =
∫ ∞
0
z(t)e−stdt
=
∫ ∞
0
∫ 0
−h
B(θ)w(t + θ)e−stdθdt
=
∫ 0
−h
B(θ)
(∫ ∞
0
w(t+ θ)e−stdt
)
dθ
=
(∫ 0
−h
B(θ)esθdθ
)
ŵ(s)
= V̂B,h(s)ŵ(s).
(76)
♦
Remark 33 Note that the delay can be made infinite as in [83] as long as B(θ) is integrable on (−∞, 0].
Proposition 34 The linear system with time-varying distributed-delays
x˙(t) = A0x(t) +
N∑
i=1
∫ 0
−hi(t)
Ai(θ)x(t + θ)dθ (77)
with hi(t) ∈ [0, h¯i], i = 1, . . . , N , is positive if and only if A0 is Metzler and Ai(θ) ≥ 0 for all θi ∈ [−h¯i, 0]
and all i = 1, . . . , N .
The following result demonstrates that the stability of linear positive systems with distributed delays
does not depend on the nature of the delay (i.e. whether it is time-varying or time-invariant) and only
depends on the delay upper-bound [50]:
Theorem 35 Assume that the system (77) is positive. Then, the statements are equivalent:
(i) The linear positive system (77) with time-varying distributed-delays is asymptotically stable for any
hi : R≥0 7→ [0, h¯i].
(ii) The linear positive system with constant distributed-delays
˙¯x(t) = A0x¯(t) +
∫ 0
−h¯i
Ai(θ)x¯(t+ θ)dθ (78)
is asymptotically stable.
Proof : The proof can be found in [50] and is thus omitted here. ♦
Proposition 36 The time-delay system (78) coincides with the interconnection (22) with
Ĝ1(s) = C(sI −A0)
−1E
Ĝ2(s) =
N
diag
i=1
(V̂Ai,h(s))
(79)
where E = 1TN ⊗ In and C = 1N ⊗ In.
We then have the following result:
Theorem 37 Define A¯i :=
∫ 0
−h¯i
Ai(θ)dθ. Then, the following statements are equivalent:
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(i) The system (78) is asymptotically stable.
(ii) A0 +
∑N
i=1 A¯i is Hurwitz stable.
(iii) There exists a v ∈ Rn>0 such that v
T (A0 +
∑N
i=1 A¯i) < 0.
(iv) A0 is Hurwitz stable and −(
∑N
i=1 A¯i)A
−1
0 is Schur stable.
(v) There exist matrices P,Qi ∈ D
n
≻0, i = 1, . . . , N , such that the (diagonal) Riccati inequality
AT0 P + PA0 +
N∑
i=1
(Qi + PA¯iQ
−1
i A¯
T
i P ) ≺ 0 (80)
holds.
Proof : Applying Theorem 10 yields that the interconnection is well-posed, positive and stable if and only
if ρ(Ĝ1(0)Ĝ2(0)) < 1 or, equivalently, if and only if ρ(Ĝ2(0)Ĝ1(0)) < 1. Expanding the product yields
Ĝ2(0)Ĝ1(0) = −(1N ⊗ In)A
−1
0
[
A¯1 . . . A¯N
]
(81)
and hence the spectral radius condition is equivalent to saying that the above nonnegative matrix is Schur
stable. Since ρ(AB) = ρ(BA) for any matrices A,B of compatible dimensions, then we get the result of
statement (iv). By exploiting the similarity of the conditions with those of Theorem 14, the other statements
directly follow. ♦
The last statement in the above result is the distributed-delay analogue of the Riccati inequality for
discrete delays and does not seem to have been reported elsewhere in the literature. It is also interesting
to point out that the results would have been completely different if scaled small-gain theorems would have
been considered. Indeed, such results would have considered the Lp-gain of the operator (74) which are
given by ||V̂Ai,h(0)||p for p ∈ {1, 2,∞}. It is clear that, in such a case, the obtained results would have been
conservative.
7.4 Performance analysis – the non-constant kernel case
Let us consider here is the following system with distributed delays
x˙(t) = A0x(t) +
N∑
i=1
∫ 0
−h¯i
Ai(θ)x(t + θ)dθ + Euu(t)
y(t) = C0x(t) +
N∑
i=1
∫ 0
−h¯i
Ci(θ)x(t + θ)dθ + Fuu(t)
(82)
where u ∈ Rnu and y ∈ Rny are the input and the output, respectively. As for system (77), the above system
is internally positive if and only if A0 is Metzler, C,Eu, Fu are nonnegative for all i = 1, . . . , N and the
functions Ai(·), Ci(·) are nonnegative on their domain.
Theorem 38 Assume that the system (82) is internally positive and let us define the matrices
A¯i :=
∫ 0
−h¯i
Ai(s)ds and C¯i :=
∫ 0
−h¯i
Ci(s)ds. (83)
Then, the following statements hold:
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(i) The system (82) is asymptotically stable and has an L1-gain smaller than γ1 if and only there exists a
vector λ ∈ Rn>0 such that [
λ
1ny
]T [
A0 +
∑N
i=1 A¯i Eu
C0 +
∑N
i=1 C¯i Fu
]
<
[
0
γ11nu
]T
. (84)
(ii) The system (82) is asymptotically stable and has an L2-gain smaller than γ2 if and only if there exist
matrices P,Qi ∈ D
n
≻0, Ri ∈ D
ny
≻0, i = 1, . . . , N , such that
AT0 P + PA0 +
N∑
i=1
A¯Ti QiA¯i +
N∑
i=1
C¯Ti RiC¯i 1
T
N ⊗ P 0 PEu C
T
0
⋆ −
N
diag
i=1
(Qi) 0 0 0
⋆ ⋆ −
N
diag
i=1
(Ri) 0 1N ⊗ Iny
⋆ ⋆ ⋆ −γ2Inu F
T
u
⋆ ⋆ ⋆ ⋆ −γ2Iny

≺ 0.
(85)
(iii) The system (82) is asymptotically stable and has an L∞-gain smaller than γ∞ if and only if there exists
a vector λ ∈ Rn>0 such that [
A0 +
∑N
i=1 A¯i Eu
C0 +
∑N
i=1 C¯i Fu
] [
λ
1nu
]
<
[
0
γ∞1ny
]
. (86)
Proof : Proof of the statement (i). From the Theorem 10 and Remark 11, this is equivalent to saying
that there exist λ ∈ Rn>0, µ1, µ2 ∈ R
Nn+Nny
>0 such that λµ1
1ny
T

A0 1
T
N ⊗ In 0 Eu
1N ⊗ In 0 0 0
1N ⊗ Iny 0 0 0
C0 0 1
T
N ⊗ Iny Fu
 <
 0µ2
γ11nu
T (87)
together with µT2D − µ
T
1 < 0 where D = diag
(
N
diag
i=1
(
A¯i
)
,
N
diag
i=1
(
C¯i
))
. This is equivalent to the inequalities
λTA0 + µ
T
1
[
1N ⊗ In
1N ⊗ Iny
]
+ 1TnyC0 < 0
λT
[
1
T
N ⊗ In 0n×Nny
]
+ 1Tny
[
0ny×Nn 1
T
N ⊗ Iny
]
− µT2 < 0
λTEu + 1
T
nyFu − γ11
T
nu < 0.
(88)
Using the fact that µT2D − µ
T
1 < 0, we get that the following equivalent condition
λTA0 + µ
T
2

N
col
i=1
(A¯i)
N
col
i=1
(C¯i)
+ 1TnyC0 < 0 (89)
and using the second inequality we can eliminate µ2 to get the equivalent inequalities
λT (A0 +
∑N
i=1 A¯i) + 1
T
ny (C0 +
∑N
i=1 C¯i) < 0
λTEu + 1
T
nyFu − γ11
T
nu < 0.
(90)
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The proof is completed.
Proof of the statement (ii). From the Theorem 10 and Remark 11, this is equivalent
AT0 P + PA0 1
T
N ⊗ P 0 PEu (1
T
2N ⊗ In)Z1 C
T
0
⋆ −Z12 −Z
2
2 0 0 0
⋆ ⋆ −Z32 0 0 1N ⊗ Iny
⋆ ⋆ ⋆ −γ2Inu 0 F
T
u
⋆ ⋆ ⋆ ⋆ −Z1 0
⋆ ⋆ ⋆ ⋆ ⋆ −γ2Iny
 ≺ 0 (91)
and DTZ2D − Z1 ≺ 0 where D = diag
(
N
diag
i=1
(
A¯i
)
,
N
diag
i=1
(
C¯i
))
. Performing a Schur complement and com-
bining these inequalities yields
AT0 P + PA0 + (1
T
2N ⊗ In)D
TZ2D(12N ⊗ In) 1
T
N ⊗ P 0 PEu C
T
0
⋆ −Z12 −Z
2
2 0 0
⋆ ⋆ −Z32 0 1N ⊗ Iny
⋆ ⋆ ⋆ −γ2Inu F
T
u
⋆ ⋆ ⋆ ⋆ −γ2Iny
 ≺ 0. (92)
Since the system is positive, then we can restrict ourselves to a diagonal Z2 = diag(
N
diag
i=1
(Qi),
N
diag
i=1
(Ri)),
QiRi,∈ D
n
≻0, and hence
AT0 P + PA0 +
N∑
i=1
A¯Ti QiA¯i +
N∑
i=1
C¯Ti RiC¯i 1
T
N ⊗ P 0 PEu C
T
0
⋆ −
N
diag
i=1
(Qi) 0 0 0
⋆ ⋆ −
N
diag
i=1
(Ri) 0 1N ⊗ Iny
⋆ ⋆ ⋆ −γ2Inu F
T
u
⋆ ⋆ ⋆ ⋆ −γ2Iny

≺ 0. (93)
Proof of the statement (iii). It is similar to the proof of the statement (i) and it is thus omitted. ♦
8 Stability and performance of neutral linear positive systems
8.1 Stability analysis
Neutral systems have been extensively studied as they arise, for instance, transmission lines, models of
population dynamics, etc. [84, 85, 76, 36, 86, 87]. The special case of linear positive neutral systems has
been considered in [53, 54] in the single constant delay case. We extend here these stability analysis results
to the case of multiple delays, possibly time-varying, and to performance analysis.
Let us start with the following result:
Proposition 39 The time-delay system
x˙(t) = A0x(t) +
N∑
i=1
Ar,ix(t− hi) +
N∑
i=1
An,ix˙(t− hi) (94)
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coincides with the uncertain system (8) where A = A0, E = [In . . . In], C =
N
col
i=1
(An,iA0 + Ar,i) and
F =
N
col
i=1
(1TN ⊗An,i) and
∆ ∈∆d :=
{
N
diag
i=1
(e−shiIn) : h ≥ 0, ℜ(s) ≥ 0
}
.
It has been proven in [53, 54] that the system (94) is positive if and only if A0 is Metzler and the matrices
An,iA0 +Ar,i and An,i are nonnegative for all i = 1, . . . , N . We then have the following result:
Theorem 40 Assume that the system (94) is positive. Then, the following statements are equivalent:
(i) The system (94) is asymptotically stable.
(ii) The nonnegative matrix
∑N
i=1An,i is Schur stable and the Metzler matrix(
In −
N∑
i=1
An,i
)−1(
A0 +
N∑
i=1
Ar,i
)
(95)
is Hurwitz stable.
(iii) There exist matrices P,Qi ∈ D
n
≻0, i = 1, . . . , N , such that the LMI
AT0 P + PA0 ⋆ ⋆
N
col
i=1
(P ) −
N
diag
i=1
(Qi) ⋆
N
col
i=1
(Qi(An,iA0 +Ar,i))
N
col
i=1
(Qi(1
T
N ⊗An,i)) −
N
diag
i=1
(Qi)
 ≺ 0 (96)
holds.
(iv) A0 is Hurwitz stable and the matrices
N∑
i=1
An,i and −
(
N∑
i=1
Ar,i
)
A−10 (97)
are Schur stable.
Proof : Proof that (i) is equivalent to (ii). To prove the equivalence between (i) and (ii), first note
that (i) is equivalent to saying that there exist vectors λ ∈ Rn>0, µi ∈ R
n
>0, i = 1, . . . , N such that[
A0 row
N
i=1(In)
colNi=1(An,iA0 +Ar,i) col
N
i=1(1
T
N ⊗An,i)− INn
] [
λ
colNi=1(µi)
]
< 0 (98)
or, equivalently, that the above Metzler matrix is Hurwitz stable. LetM12 = row
N
i=1(In),M21 =
N
col
i=1
(An,iA0+
Ar,i) and M22 = col
N
i=1(1
T
N ⊗ An,i) − INn. Then, the stability of the above matrix is equivalent to the
stability of the matrix M22 together with the stability of the matrix A0−M12M
−1
22 M21. Clearly, the Metzler
matrix M22 is Hurwitz stable if and only if the nonnegative matrix col
N
i=1(1
T
N ⊗An,i) is Schur stable. Since
colNi=1(An,i)(1
T
N × In) and for two matrices Z1, Z2, we have that ρ(Z1Z2) = ρ(Z2Z1), then we get that M22
is Hurwitz stable if and only if ρ(
∑N
i=1 An,i) < 1. This proves the first part. To prove the second part, we
need to evaluate A0 −M12M
−1
22 M21. Using the Sherman-Morrison formula, we get that
M−122 = −
INn + Ncol
i=1
(An,i)
(
In −
N∑
i=1
An,i
)−1
N
row
i=1
(In)
 . (99)
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Hence, we have that A0 −M12M
−1
22 M21 is equal to
A0 +
In +( N∑
i=1
An,i
)(
In −
N∑
i=1
An,i
)−1 N∑
i=1
(An,iA0 +Ar,i) (100)
which then simplifies to
A0 +
(
In −
N∑
i=1
An,i
)−1 N∑
i=1
(An,iA0 +Ar,i) (101)
and to (
In −
N∑
i=1
An,i
)−1(
A0 +
N∑
i=1
Ar,i
)
. (102)
The proof of the equivalence is completed.
Proof that (i) is equivalent to (iii). This follows from the bounded real lemma.
Proof that (i) is equivalent to (iv). Using the fact that (i) is equivalent to saying that ρ(F ) < 1 and
ρ(−CA−1E+F ) < 1, we get that (i) is equivalent to saying that A0 is Hurwitz stable, that ρ(
∑N
i=1 An,i) < 1
and that
−
 An,1A0 +Ar,1...
An,NA0 +Ar,N
A−10 [In . . . In]+ Ncol
i=1
(1TN ⊗An,i) (103)
is Schur stable. Expanding it yields
−
Ar,1...
Ar,N
A−10 [In . . . In] (104)
and the proof is completed. ♦
Interestingly, we can see that, once again, the magnitude of the delays does not affect the stability of
the process and that the stability of the system can be inferred from the stability of the system with all
the delays set to zero. Another interesting point is regarding the concept of strong stability of a difference
equation (see Theorem 21 and [84, 85]). A difference equation of the form
x(t) =
N∑
i=1
Mix(t− hi) (105)
is said to be strongly stable if and only if
max
ω∈[0,2pi]N
ρ
(
N∑
k=1
Mke
−iωk
)
< 1. (106)
The notion of strong stability has been introduced in [84, 85] for the analysis of neutral delay systems as the
strong stability of the delay-difference equation acting on the derivative of the state is a necessary condition
for the stability of overall neutral delay system and the robustness with respect to arbitrarily small changes
in the values of the delays. In the present case, we have that
max
ω∈[0,2pi]N
ρ
(
N∑
k=1
An,ke
−iωk
)
= ρ
(
N∑
k=1
An,k
)
(107)
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since the matrices Ank are nonnegative and hence the maximum is attained at θk = 0. Hence, we can
see that the condition of strong stability is encoded in the condition in terms of the well-posedness of the
interconnection of system (8) with the matrices and operators described in Proposition 39.
Finally, it seems interesting to mention that the conditions of the theorem remains true for the stability
of neutral systems with time-varying delays provided that t− hi(t)→∞ as t→∞, i = 1, . . . , N .
8.2 Performance analysis
Let us address now the performance analysis of neutral systems. Let us start with the following result:
Proposition 41 The time-delay system
x˙(t) = A0x(t) +
N∑
i=1
Ar,ix(t− hi) +
N∑
i=1
An,ix˙(t− hi) + Euu(t)
z(t) = C0x(t) +
N∑
i=1
Cr,ix(t− hi) +
N∑
i=1
Cn,ix˙(t− hi) + Fuu(t)
(108)
coincides with the uncertain system (8) where A = A0, E =
[
1
T
N ⊗ In 0
T
N ⊗ In Eu
]
,
C =

N
col
i=1
(An,iA0 +Ar,i)
N
col
i=1
(Cn,iA0 + Cr,i)
C0
F =

N
col
i=1
(1TN ⊗An,i) 0 0
N
col
i=1
(1TN ⊗ Cn,i) 0 0
0 1TN ⊗ In Fu
 (109)
∆ ∈∆d :=
{
e−shiIN(n+nz) : h ≥ 0, ℜ(s) ≥ 0
}
.
Moreover, the system is positive if and only if A0 is Metzler and the matrices E,C and F are nonnegative.
We then have the following result:
Theorem 42 Assume that the system (94) is positive. Then, the following statements are equivalent:
(i) The system (108) is asymptotically stable and has L1-gain smaller than γ1 if and only if
• the matrix
N∑
i=1
An,i is Schur stable and
• there exists a vector λ ∈ Rn>0 such that
[
λ
1ny
]T

S−1
(
A0 +
N∑
i=1
Ar,i
)
S−1Eu
C0 +
N∑
i=1
Cr,i +
(
N∑
i=1
Cn,i
)
S−1
(
N∑
i=1
Ar,i
)
Fu +
(
N∑
i=1
Cn,i
)
S−1Eu
 <
[
0
γ11nu
]T
(110)
where S := I −
N∑
i=1
An,i.
(ii) The system (108) is asymptotically stable and has L2-gain smaller than γ2 if and only if there exists
diagonal matrices P ∈ Dn≻0, Q ∈ D
nN
≻0 and R ∈ D
Nny
≻0 such that the LMI
AT0 P + PA0 P (1
T
N ⊗ In) 0 PEu
⋆ −Q 0 0
⋆ ⋆ −R 0
⋆ ⋆ ⋆ −γ22Inu
+ [CTFT
]
diag(Q,R, Iny )
[
C
F
]
≺ 0 (111)
where the matrices A,E,C, F are defined in Proposition 41.
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(iii) The system (108) is asymptotically stable and has L∞-gain smaller than γ∞ if and only if
• the matrix
N∑
i=1
An,i is Schur stable and
• there exists a vector λ ∈ Rn>0 such that
S−1
(
A0 +
N∑
i=1
Ar,i
)
S−1Eu
C0 +
N∑
i=1
Cr,i +
(
N∑
i=1
Cn,i
)
S−1
(
N∑
i=1
Ar,i
)
Fu +
(
N∑
i=1
Cn,i
)
S−1Eu

[
λ
1nu
]
<
[
0
γ∞1ny
]
(112)
where S := I −
N∑
i=1
An,i.
Proof : The statement (ii) can be obtained using the scaled-small gain in the L2-framework. We now prove
the statement (iii), statement (i) can be proven in exactly the same way. First note that the system (108)
is asymptotically stable and has L∞-gain smaller than γ∞ if and only if there exist some vectors λ ∈ R
n
>0,
µ1i ∈ R
n
>0 and µ
2
i ∈ R
nu
>0, i = 1, . . . , N such that the following inequality
A0 Eu row
N
i=1(In) 0
C0 Fu 0 row
N
i=1(Iny )
colNi=1(An,iA0 +Ar,i) col
N
i=1(An,iEu) col
N
i=1(1
T
N ⊗An,i)− INn 0
colNi=1(Cn,iA0 + Cr,i) col
N
i=1(Cn,iEu) col
N
i=1(1
T
N ⊗ Cn,i) −InyN


λ
1nu
colNi=1(µ
1
i )
colNi=1(µ
2
i )
 <

0
γ1ny
0
0

(113)
is satisfied. Let us denote for simplicity the above matrix by [Mij ]i,j=1,2. Solving for the µ terms yields
that the above condition is equivalent to saying that
(
M11 −M12M
−1
22M21
) [ λ
1nu
]
<
[
0
γ1ny
]
(114)
together withM22 is Hurwitz stable. It is immediate to see that, once again, the latter condition is equivalent
to the Schur stability of the matrix
∑N
i=1 An,i. For compactness, let us denote now A := col
N
i=1(1
T
N ⊗An,i)
and C := colNi=1(1
T
N ⊗ Cn,i) and, using this notation, we get that
M22 =

N
col
i=1
(1TN ⊗An,i)− InN 0
N
col
i=1
(1TN ⊗ Cn,i) −InN
 (115)
and, hence, we have that
M−122 =
[
(A− InN )
−1 0
C(A− InN )
−1 −INn
]
(116)
together with
(A− InN )
−1 = INn +
N
col
i=1
(An,i)
(
In −
N∑
i=1
An,i
)−1
N
row
i=1
(In). (117)
Letting now S := I −
∑N
i=1 An,i, we then get that
S−1
[(
A0 +
N∑
i=1
Ar,i
)
λ+ Eu1nu
]
< 0 (118)
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and similar manipulation gives[
C0 +
N∑
i=1
Cr,i +
(
N∑
i=1
Cn,i
)
S−1
(
N∑
i=1
Ar,i
)]
λ+
(
Fu +
(
N∑
i=1
Cn,i
)
S−1Eu
)
1nu < γ1ny . (119)
The proof is now completed. ♦
As for the other systems, the L∞ condition remains the same in the case of time-varying delays provided
that t − hi(t) → ∞ as t → ∞, i = 1, . . . , N . On the other hand, the other conditions need to be slightly
changed to incorporate the rate of variation of the delays as in the other results.
9 Conclusion
Several recent results regarding the robust stability analysis of uncertain linear positive systems have been
unified in a single formulation using a generalization of the structured singular value. Using this gener-
alization, several necessary and sufficient conditions have been obtained and expressed in terms of scaled
small-gain theorems involving linear or semidefinite programs. These results have been considered for es-
tablishing several results for linear positive systems with constant and time-varying delays. It is notably
recalled that the time-varying nature of the delay never deteriorates the asymptotic stability of linear positive
systems but may deteriorate their Lp stability.
Interesting extensions could be concerned with the robust stabilization problem using static/dynamic
output-feedback or state-feedback controllers using ideas from [16, 18, 88, 62] or the extension of the results
to hybrid systems [89]. The design of interval observers is also a potentially interesting follow-up to this
work; see e.g. [9–11, 13, 90].
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