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(Under the direction of Katherine Newhall and Jeremy L. Marzuola)
Lattice spin models are used to understand macroscopic phenomena such as magnetism. With a
large system size, the statistics of these random models can be calculated to study the key properties.
One powerful method is to sample the complicated distributions with Markov chain Monte Carlo
(MCMC) methods. The MCMC methods introduce stochastic dynamics to the lattice spin models.
The dynamics can be used to connect the discrete spin models with continuous models in the limit.
In this dissertation, we study the limiting dynamics of the Metropolis-Hastings (M-H) algorithm
applied to a lattice spin model. The results will consist of two parts, studying the M-H dynamics
with different types of noise.
In the first part, we study the convergence of the M-H algorithm with white noise. With a
fixed number of spin particles, the M-H dynamics are shown to converge to Langevin stochastic
differential equations (SDE) in Stratonovich form. The Stratonovich understanding of the SDE is
essential to satisfy the geometric constraint of the spin model. By carefully choosing the scaling of
the parameters, the SDE system is shown to converge to the deterministic harmonic map heat flow
equation.
In the second part, we introduce colored noise into the M-H algorithm. The proposal probability
is not symmetric anymore and the M-H dynamics might not sample the Gibbs distribution. But
similar analysis to the first part could be applied to obtain a new SDE limit. With improved
regularity of the colored noise, we propose a nonlocal stochastic partial differential equation (SPDE)
limit.
In each part, we use numerical simulations of the systems to support our convergence results.
The work extends the analysis on the convergence of random walk M-H algorithm to distributions
on objects with geometric constraints. It shows remarkable connections between the M-H steps
and the SDE Stratonovich formulations. In the white noise part, it reveals trajectory-wise out
iii
of equilibrium dynamics to be related to a canonical PDE system with geometric constraints,
connecting discrete random spin model with continuous ferromagnetic PDE model. In the colored
noise part, we show the influence of different types of projection on the limiting dynamics.
iv
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The Metropolis-Hastings (M-H) algorithm [1] is widely used in particle statistics for model
estimations [2, 3, 4, 5, 6]. It constructs a discrete-time Markov chain to sample the desired probability
distribution by accepting or rejecting proposed states. For applications in statistical physics, it is
often the Gibbs or canonical distribution that is to be sampled. In this case, the algorithm accepts
all the proposed new states with lower energy and often rejects the proposals with higher energy.
Similar sampling can be achieved simulating a Langevin Stochastic differential equation (SDE) (1.3)
that performs gradient descent with noise; it too has the Gibbs distribution as its steady-state
distribution. This suggests that the Langevin SDE might be the optimal M-H algorithm in which
all proposals are accepted.
For certain forms of probability distributions, the diffusion limit and therefore optimal scaling,
of the random walk M-H algorithm has been obtained [7, 8, 9]. Specifically, for product measures in
[7] and the Gibbs distribution of a lattice model in [8], the weak convergence to Langevin diffusions
has been shown by comparing generator functions. For non-product form measures, the weak
convergence to a stochastic partial differential equation was shown in [9]. These works consider the
weak convergence only in equilibrium. Subsequent works [10, 11] consider scaling limits of out of
equilibrium systems approaching equilibrium.
To address the question of trajectory-wise convergence, we study the XY and the classical
Heisenberg lattice spin models [12] that play an important role in statistical physics to understand
phase transitions and other phenomena including superconductivity [13, 14]. The XY and classical
Heisenberg models are defined on a periodic d-dimensional lattice Td with δx = 1N the distance
between adjacent vertices. Each spin sits at a lattice point and is described by a unit vector
σi : Td → Sm for i = 1 . . . N , where m = 1 for the XY model and m = 2 for the classical Heisenberg
1




‖σi − σj‖2, (1.1)
gives energy to misaligned neighboring spins where < i, j > represents nearest neighbors and
J = N2−d is a scaling factor. Denote σ as the total spin configuration of σi, i ∈ Td, the M-H
algorithm accepts/rejects based on the Gibbs distribution defined as
ρ(σ) = Z−1 exp(−βH(σ)), (1.2)
where β = (kBT )−1 is the inverse temperature and Z is the normalizing factor (aka partition
function). The distribution is unaware of the confining geometry that the spins must remain in Sm.
Rather, it is included in the proposal step of the M-H algorithm. Always accepting the proposal
step leads to each spin behaving independently like Brownian motion on the surface of Sm.
Since the XY model and the classical Heisenberg model are widely used to study superconductors
and ferromagnets, their critical properties are of interest. Asymptotic results on the total spin of
the mean-field XY and classical Heisenberg models have been studied by large deviation theory and
Stein’s method in [15, 16]. Numerically, Monte Carlo methods are used to verify analytical results
about XY model in [6, 5] and classical Heisenberg model in [17, 18].
We will show the M-H algorithm applied to the above lattice system, in the limit of small
perturbations in the proposal, produces equivalent trajectories to the overdamped Langevin equation,









(interpreted in the Stratonovich form) where the Wi are (m+ 1)-dimensional independent Brownian
motions, ∆Nσi = −N2(2σi − σi+1 − σi−1), is the discrete Laplacian and P⊥x (y) for ‖x‖= 1 is the
projection of y onto the tangent plane of x. We find that the exact form of the projection does not
matter, for example one could take either P⊥x (y) = y − (x · y)x or P⊥x (y) = x× y when m = 2. The
Stratonovich understanding of (1.3) is essential to keep the σi as unit vectors, and for more on this
equation see [19]. Our proof in section 2.2 naturally leads to the Itô form of equation (1.3), which
includes an additional Itô correction term of −Nβ−1σidt. This (overdamped) Langevin system
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(1.3) performs gradient descent on the energy defined by (1.1) with the added constraint that σi
is confined to Sm, m = 1, 2. In the case of S2 for the classical Heisenberg model, it is an SDE
representation of the overdamped Landau-Lifshitz-Gilbert equation that has the Gibbs distribution
as its invariant measure [19, 20].
Taking the number of lattice points, N , to infinity or equivalently the lattice spacing δx = 1N to
zero, the limit of the deterministic part of (1.3) is the partial differential equation (PDE) called the
harmonic map heat flow equation
∂tσ = P⊥σ (∆σ). (1.4)
In the S2 case, (1.4) is in the form of the overdamped Landau-Lifshitz equation [21]
∂tσ = −σ × (σ ×∆σ). (1.5)
In [22] this Landau-Lifshitz equation was shown to be equivalent to the Harmonic map heat flow
from Td → S2. With the scaling J = N2−d, the Hamiltonian in (1.1) is the discrete form of the
Dirichlet energy,
∫
Ω|∇σ|2dΩ, for this harmonic map heat flow. This suggests that by decreasing the
temperature, the out of equilibrium dynamics of the M-H algorithm converge to the deterministic
flow of (1.5) with large N for the classical Heisenberg model. We will show this equivalence by
showing the convergence of the system of SDE (1.3) to the PDE (1.4) in the limit of large N with
an appropriate scaling of the temperature to zero with N .
One method to obtain the deterministic limit of a stochastic system is to consider the hydro-
dynamic limit with relative entropy bound [23, 24, 25]. Due to the geometric constraint in the
XY and classical Heisenberg models, it is difficult to calculate the averages with respect to the
Gibbs states as in [23, 24, 25] if the spin is expressed in Cartesian coordinates. One might try to
use polar coordinates to do window averaging but the potential is not convex as in [25]. Since
the hydrodynamic limit for the XY and the classical Heisenberg models are not fully understood,
we choose an alternative approach of taking inverse temperature β to infinity along with particle
number N →∞.
One difficulty in the proof comes from the constraint of the spins staying as unit vectors. This
requires a normalizing step in the M-H algorithm and makes the dynamics nonlinear. The best
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method to our knowledge is to take the Taylor expansion of the M-H step and approximate it as a
linear step. This truncation leads to a spin vector that does not stay on the sphere but the error for
the subsequent steps is shown to converge in the limit as N →∞ with our system-size-dependent
choice of parameters. Note that in the weak convergence result of M-H dynamics to diffusion
processes [7, 8, 9], the assumption of equilibrium is essential to bound the error terms. The result in
Chapter 2 only assumes that the M-H dynamics (and thus the SDE system) start from a deterministic
initial condition satisfying a certain regularity condition. While the initial condition is assumed
smooth, both the M-H and SDE dynamics immediately produce fluctuations, and the resulting
trajectories are only close to the smooth deterministic PDE solution and not smooth themselves
for all time. Therefore, standard energy bounding techniques cannot be used. To bound the error
terms, we utilize scalings that are worse than those in the previously mentioned papers and are
likely not optimal. We use numerical simulations to explore how tight these bounds appear to be.
Taking N → ∞ in (1.3), the discrete Laplacian ∆N converges to the Laplacian operator ∆
and the collection of
√
N [dW1;dW2; · · · ;dWN ] becomes time-space white noise and an SPDE limit
can be obtained intuitively. There are two remaining gaps for this. First, the SDE is understood
in Stratonovich form, the Itô understanding will introduce an extra Itô correction term −Nβ σi in
(1.3), which goes to infinity as N →∞ for constant β. Second, the discrete Laplacian ∆N makes
(1.3) a finite difference approximation of the limiting SPDE. The convergence of finite difference
approximation relies on the regularity of the limiting equation solution to have enough Taylor
expansion terms. It is also known that the solution for the stochastic heat equation with white
noise does not exist for dimension higher than one. White noise might not be smooth enough to get
the convergence to an SPDE limit.
In Chapter 3, we therefore introduce spatially correlated noise to regularize the noise term
restricting to the S2 case for simplicity. The Itô correction term of the limiting SDE (1.6) has the
same size as the trace of the covariance matrix for the colored noise. Assuming the covariance
matrix of the colored noise being trace class operator, the Itô correction term remains bounded in
the limit N →∞. We obtain a new Stratonovich SDE from the limiting M-H dynamics




N ◦ dW, (1.6)
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where σ = [σ1x; · · · ;σNx;σ1y; · · · ;σNy;σ1z; · · · ;σNz] is a 3N dimensional vector combining all 3-
dimensional individual spin vectors, P is a 3N × 3N matrix for projection onto the tangent plane of
individual spins and CN is a 3N × 3N block diagonal covariance matrix. We will explain P and
CN in more detail in Chapter 3. With colored noise, the proposal density in M-H algorithm is not
symmetric and the associated Metropolis dynamics are not sampling the Gibbs distribution (1.2)
exactly. However, if P is chosen to be the cross product projection matrix, (1.2) can be shown to be
the invariant measure of (1.6) from Fokker-Planck equation calculation in Section 3.2. The equation
(1.3) with white noise is a special case of (1.6) when C̄N is the identy matrix.
We propose a new nonlocal SPDE
(1.7)∂
∂t
σ(x, t) = PCP T∆σ − β−1 Tr(C)σ +
√
β−1PηC(x, t)






and ηC(x, t) is the noise white in time and colored in space. We conjecture that the deterministic
part of (1.7) behaves like harmonic map heat flow equation (1.4) with rescaled time, and explore
the drift part of (1.7) with numerical experiments.
1.2 Metropolis-Hastings algorithm
We include essential basic knowledge of M-H algorithm here as preparation for Chapter 2 and 3.
Markov chain Monte Carlo (MCMC) methods are widely used in sampling complicated distribu-
tions in statistics, computational physics, and computational biology. It constructs an aperiodic
and positive recurrent Markov chain with the desired distribution as the unique invariant measure.
M-H algorithm [1] is a simple but powerful MCMC method widely used in particle statistics for
model estimation [2, 3, 4, 5, 6]. At each step, a candidate is generated from a proposal density that
could be sampled directly like normal or uniform distribution. This proposal will not sample the
correct distribution and an extra accept/reject step is needed. The combination of proposal step
and accept/reject step gives a transition probability satisfying detailed balance. This guarantees
the Markov chain dynamics are ergodic with respect to the invariant measure that is the desired
distribution to be sampled.
5
1.2.1 Acceptance-Rejection method
Though not an MCMC method, acceptance-rejection (A-R) sampling shares the key accept-reject
step as in the M-H algorithm. Unlike the correlated samples in MCMC methods, the samples
generated are independent in A-R method.




where x ∈ Rd andK is the unknown normalizing factor. The A-R method requires a distribution h(x)
which can be sampled directly by some known methods and can bound f(x) by f(x) ≤ ch(x) ∀x.
Then the following procedure is used to generate independent samples:
1. Generate a candidate x from h(x) and a uniform random variable u ∈ [0, 1]
2. If u ≤ f(x)ch(x) , return x as the result; otherwise repeat the process
In the first step, a ’wrong’ candidate is generated. The second step adjusts the probability of







M-H algorithm samples the target distribution π(·) by constructing an ergodic Markov chain.
The Markov process is determined by its transition probability p(x|y) and M-H algorithm finds a
transition probability satisfying
(1.8)π(x)p(y|x) = π(y)p(x|y).
The equation (1.8) is called the detailed balance and is a sufficient condition for π(·) to be the




When the Markov chain is also aperiodic (meaning it doesn’t return to a state at fixed intervals) and
positive recurrent (the expected time to return to a state is finite), it is ergodic and will converge to
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the unique invariant measure π(·). The ergodicity means that the time average of the process will










Thus the properties of the target distribution π(·) can be obtained from sampling the constructed
Markov chain.
The idea similar to A-R method is used to find a transition probability satisfying detailed
balance (1.8). A proposal density p(x|y) that can be sampled directly generates the candidates and
an accept/reject probability α(x|y) adjusts the transition probability to satisfy detailed balance
(1.8)
(1.9)π(x)p(y|x)α(y|x) = π(y)p(x|y)α(x|y).
If 0 < π(x)p(y|x) < π(y)p(x|y), then the probability from x→ y is smaller than from y → x, to
compensate α(x|y) can be made smaller
α(x|y) = π(x)p(y|x)
π(y)p(x|y) , α(y|x) = 1
so that detailed balance still holds. It is similar for π(x)p(y|x) > π(y)p(x|y) > 0. The accept/reject








if π(y)p(x|y) > 0
1 otherwise
(1.10)
If the proposal density p(x|y) is chosen to be symmetric
p(x|y) = p(y|x),







When a candidate with larger probability is generated, it is always accepted, otherwise it is rejected
with a nonzero probability.
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The M-H algorithm samples the target distribution with the following procedure:
1. At timestep n, generate candidate x̃n+1 from p(·|xn)
2. Calculate accept rate α(x̃n+1|xn)




x̃n+1 if u ≤ α(x̃n+1|xn)
xn else
5. Repeat the procedure for timestep n+ 1
One choice of proposal is p(y|x) = q(y − x) and this is the random walk M-H algorithm. A
random variable z is generated from q(z) and the candidate is given by y = x+ z.
1.2.3 Convergence of random walk M-H algorithm
In random walk M-H algorithm, if the size of the proposal z in q(z) is small, the generate process
will stay in a small neighborhood for a long time. If the size of the proposal is too large, it is always
rejected and the generate process stays at isolated values. An appropriate size of the proposal has
to be chosen to better explore the target space.
The optimal scaling problem has been studied by [7, 26, 8, 9] for weak convergence of M-H
algorithm in equilibrium. For certain forms of distributions, in the high dimensional limit random
walk M-H algorithm behaves like a diffusion process and optimal scaling can be obtained accordingly.
There are also subsequent works [10, 11] considering scaling limits of out of equilibrium systems
approaching equilibrium.





in product form [7], and the Gibbs distribution without phase transition [8], they show that
the optimality is achieved when variance of the proposal distribution is O(d−1), inverse of the
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n−1(number of accepted proposals) (1.12)
is close to 0.234. For the Metropolis adjusted Langevin algorithms (MALA) applied to target measure
in product form [26], the clever use of gradient of target distribution in proposal distribution leads
to a larger optimal variance of O(d−
1
3 ), and a larger optimal asymptotic acceptance rate 0.574. The
idea is to prove the generator for the M-H algorithm converges to the generator of the limiting
diffusion process.
The work in [9] analyzes the nonproduct target distribution with Radon-Nikodym derivative
dπ(x)
dπ0(x)
= M exp(−ψ(x)), (1.13)
where π0(x) is a Gaussian measure with mean zero and trace class covariance operator C, ψ(x) is a
real valued π0-measurable functional, and M is the normalizing factor. They prove a stochastic
partial differential equation (SPDE) limit for the random walk M-H algorithm. This is achieved
by calculating the drift and diffusion of one M-H step, and the M-H dynamics can be viewed as a
discretization of the limiting diffusion process. We adopt this method and extend the results to the
lattice spin model [12] with geometric constraint explained at the beginning of Chapter 1.
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CHAPTER 2
M-H Dynamics with White Noise 1
The Hamiltonian (1.1) of the lattice spin models is a discrete form of a version of a Dirichlet
energy, signifying a relationship to the Harmonic map heat flow equation. The Gibbs distribution
(1.2), defined with the Hamiltonian (1.1), is used in the M-H algorithm to generate dynamics tending
towards an equilibrium state. In the limiting situation when the inverse temperature is large, we
establish the relationship between the discrete M-H dynamics and the continuous Harmonic map
heat flow associated with the Hamiltonian. We show the convergence of the M-H dynamics to the
Harmonic map heat flow equation in two steps: First, with fixed lattice size and proper choice
of proposal size in one M-H step, the M-H dynamics acts as gradient descent and will be shown
to converge to a system of Langevin stochastic differential equations (SDE). Second, with proper
scaling of the inverse temperature in the Gibbs distribution and taking the lattice size to infinity,
it will be shown that this SDE system converges to the deterministic Harmonic map heat flow
equation.
In Section 2.1 we present the main results in two parts. First, we state the convergence of M-H
dynamics to the SDE system (1.3) as the proposal size of M-H step goes to zero, then we state
the convergence of the SDE system (1.3) to the deterministic PDE (1.4) as the lattice size goes
to infinity and temperature to zero. The key steps of the proofs are given in Sections 2.2 and 2.4
for the more complicated classical Heisenberg model from T1 → S2. The proof for the XY model
follows similarly and we omit it. For the M-H to SDE (1.3) proof in Section 2.2, we apply a similar
approach as in [9], by first Taylor expanding the M-H step, keeping only the first three terms, then
computing the required conditional expectations with respect to the Gaussian random variables to
1Some materials in this chapter previously appeared as an article in the arXiv and is already submitted. The original
citation is as follows: Gao, Y., Kirkpatrick, K., Marzuola, J., Mattingly, J., & Newhall, K. (2018). Limiting Behaviors
of High Dimensional Stochastic Spin Ensemble. arXiv preprint arXiv:1806.05282. Some materials in this chapter will
appear in the future and are currently in preparation.
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obtain the drift and diffusion terms of an Euler step for the diffusion process. Then, the difference
between the M-H and SDE dynamics in L2 norm is bounded by a Grönwall inequality. The details
on the error bounds are given in Section 2.3. For the SDE (1.3) to PDE (1.4) proof in Section 2.4,
we compare the SDE system with the finite difference approximation of the harmonic map heat flow
equation (1.4). The difference between the SDE and ODE system is governed by another diffusion
process. We will rescale this process and show the rescaled error is bounded for a long time using
stopping time. These convergence results are supported by numerical simulations of the systems in
Section 2.5.
2.1 Main results
In this section we will explain how we apply M-H algorithm to the XY and classical Heisenberg
models, and state our main results. Our first result is that the M-H dynamics is close to a stochastic
Euler scheme for the SDE (1.3) in Itô understanding. The bound on the error between the M-H
dynamics and the SDE (1.3) is accomplished using arguments similar to the convergence of the
stochastic Euler method. Our second result bounds the error between the SDE system and the
finite difference approximation of the harmonic map heat flow equation (1.4).
2.1.1 Metropolis-Hastings step
Here, we explicitly state the M-H dynamics for XY and classical Heisenberg models we consider
with Hamiltonian given by (1.1) for the case d = 1.
Consider a set of spins evolving in time, σni for particle i = 1 . . . N and time step n ≥ 0 with




 , with z1, z2 ∼ N (0, 1)






 , with z1, z2, z3 ∼ N (0, 1),
for the classical Heisenberg model. Then project to the tangent plane of σni to get the random
11
vector νni = P⊥σni (w
n
i ) = wni − (wni , σni )σni . Since we are trying to get a trajectory-wise convergence
result, it is convient to imbed the M-H algorithm and the SDE dynamics in the same probability





where Wi, 1 ≤ i ≤ N are the Brownian motion in (1.3). At time step n the proposal for next time
step is
σ̃ni = expσni (εν
n
i ), 1 ≤ i ≤ N, (2.1)
with expσni the exponential map and ε the proposal size. The values σ
n and σ̃n are used to denote
the total spin configuration σni , 1 ≤ i ≤ N at time step n and the total proposal spin configuration
σ̃ni , 1 ≤ i ≤ N . The proposal σ̃n is accepted with probability
α = 1 ∧ e−βδH , (2.2)
and rejected otherwise, where





· (σ̃nj − σnj ) + 2J
N∑
j=1




(σ̃nj − σnj ) · (σ̃nj+1 − σnj+1 + σ̃nj−1 − σnj−1)
(2.3)
is the difference between the Hamiltonian (1.1) of the proposal σ̃n and of the current spin configuration
σn. Then
σn+1 = κnσ̃n + (1− κn)σn, κn ∼ Bernoulli(α(σ̃n, σn)).
Repeating this step, we create a discrete Markov process at time steps n+ 1, n+ 2, . . . and we
will show the convergence of the Markov chain to the solution to the Langevin SDE system (1.3).








−σni × (σni × wni ) = wni − σni (σni )Twni
as both lead to random walk on the sphere (see Appendix A).
2.1.2 Convergence of Metropolis dynamics to SDE system
First we are going to show the convergence from M-H dynamics to Langevin SDEs with fixed
number of particles N as the proposal size ε→ 0. Intuitively, using the Taylor series truncation of
the proposal, the approximation of one M-H step leads to an expression that looks like one Euler
step for simulating the SDE (1.3) in Itô sense.
Let Ft denote the filtration generated by the Brownian motion Wi in (1.3) and Bernoulli random
variables κn at nδt, we denote the conditional expectation E [·|Fnδt] by En [·].














− ε2σni , (2.4)
where P⊥σni = I − σ
n
i (σni )T is the projection onto the tangent plane of σni .
Denoting the noise contribution over one step as









it is approximated by
Γni ≈ ενni = εP⊥σni (w
n
i ). (2.6)






































Since ∂H∂σni = 2J(2σ
n
i − σni+1 − σni−1) and J = N when d = 1, the above is the Euler step for the
Langevin SDE (1.3) in Itô interpretation










This intuitive idea leads to the first result:
Theorem 2.1.1. Define the piecewise constant interpolation of M-H dynamics as σ̄i(t),
σ̄i(t) = σni nδt ≤ t < (n+ 1)δt, (2.10)
and σi(t) as the solution for the Langevin SDE system (2.9) with initial condition ‖σi(0)‖= 1, 1 ≤
i ≤ N . If we think of the proposal in M-H step coming from the noise
εwni =
√
Nβ−1 [Wi((n+ 1)δt)−Wi(nδt)] ,









δt exp(C2T ), t ∈ [0, T ], 1 ≤ i ≤ N, (2.11)
for any T ∈ (0,∞), where C1, C2 are functions of N, β, J, T and independent of the choice of i and
δt.
Remark 2.1.2. The equation (2.9) is equivalent to the SDE in Stratonovich sense (1.3) which gives
d‖σi‖2= 2σi · dσi = 0 to make σi stay on the unit sphere.
Remark 2.1.3. Theorem 2.1.1 is a trajectory-wise convergence result.
2.1.3 Convergence of SDE system to the Landau-Lifshitz equation
Notice in the SDE (2.9), if β is chosen to be β = Nγ , γ > 1, formally the noise part disappears
with N →∞. This gives the idea of the second result:
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Theorem 2.1.2. For the harmonic map heat flow equation (1.4) with periodic boundary condition
and initial condition satisfing
‖σ(·, 0)‖= 1, ‖∇σ(·, 0)‖≤ λ, (2.12)
for some λ as in [22], the solution exists and is smooth. Denote the finite difference approximation
of (1.4) as
dσ̃i = P⊥σ̃i(∆N σ̃i), ‖σ̃i‖= 1 (2.13)
and ‖σ̃i(t)− σ(iδx, t)‖→ 0 on any fixed time interval where the solution remains well defined, when
the space discretization δx = 1N goes to zero [28, Theorem 1].
For any 0 < p < 12 , there exist a constant γ > 1, β = N
γ and constants C1, C2 independent of





























, t ∈ [0, T ]. (2.14)
As γ > 1, Nβ is small when N is large, so the difference between the SDE system and finite
difference approximation of the PDE is bounded by a small term for a long time T that goes to ∞
with N →∞. The solution for PDE is smooth so the finite difference approximation is close to the
PDE solution as shown in [28].






For a uniform bound in 0 ≤ t ≤ T , we need p < 12 so γ > 13. For a bound with some fixed t ∈ [0, T ],
we only need p < 1 and γ > 7. We do not believe this bound is sharp for the convergence result at
all, which will be addressed in Section 2.5 when we perform numerical simulations of these models.
We find that γ = 32 is enough to see convergence in our numerical simulations.
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2.2 Metropolis-Hastings dynamics to SDE system
In this section the convergence of the M-H algorithm to the SDE (2.9) for the classical Heisenberg
model will be shown by calculating the drift and diffusion of one M-H step, which is approximately
a stochastic Euler step for (2.9). Then the error estimation of stochastic Euler’s method is used to
give a bound on the difference between M-H and SDE dynamics with proposal size ε→ 0. Here the
basic steps are outlined, the detail of error estimation is given in Section 2.3.
Remark 2.2.1. The proof for the XY model will be similar, one only needs to change the random
vector νni on the tangent plane as a two-dimensional vector.
2.2.1 Set-up
In the calculation to follow, we have the following assumptions and notations.
The number of the particles N on unit length is fixed and the limiting case ε→ 0 is considered.
We have β, J as functions of N so they are also regarded as constant.
In the calculation, the proposal σ̃ni is approximated by normalizing σni + ενni




‖σni + ενni ‖
.








, the proposal σ̃ni can be approximated by order ε and ε2 expansion
σ̃ni ≈ σni + ενni ,
σ̃ni ≈ σni + ενni −
1
2ε
2(νni · νni )σni .
(2.15)
The proof of the following Lemma is shown in Section 2.3.
Lemma 2.2.1. Denote
ani ≡ σ̃ni −
σni + ενni
‖σni + ενni ‖
,
cni ≡ σ̃ni − (σni + ενni ),
dni ≡ σ̃ni −
(
σni + ενni −
1
2ε

















Using the approximation (2.15), δH in (2.3) can be written as
δH = ε ∂H
∂σni












· cnj + 2J
∑
j
δσnj · δσnj − J
∑
j
δσnj · (δσnj+1 + δσnj−1) ≈ O(ε2),
(2.16)
and we only keep the ε term in δH in the following calculation so δH is approximated by a normal
random variable. We are going to show the calculation for one specific particle i so we take i-th
term ∂H∂σni · ν
n
i and the summation of j 6= i terms as a single term Rni .
2.2.2 Drift
Proposition 2.2.1. Let {σn} be the Markov chain given by the Metropolis-Hastings algorithm, and













− ε2σni + θni , (2.17)























In the calculation we keep the order ε2 term. The remainder is order ε3 and will be shown to
be bounded in the error estimation for M-H and SDE dynamics. The basic steps are given in the
following calcuation, for details of the error estimation see Section 2.3.
Since σn+1i = expσni (εν
n
















































We drop the third term in the last line of (2.19) as it is an ε3 term:
E
[∥∥∥dni (1 ∧ e−βδH)∥∥∥] ≤ E [‖dni ‖] ≤ Cε3,
since 0 < |1 ∧ e−βδH |< 1.

















This corresponds to the Itô correction for (1.3).
The first term in the last line of (2.19) is the most difficult one to approximate. Using the
notation in (2.16)













































For any orthonormal basis {b1, b2, b3} in R3, the normal random vector wni can be expressed as
wni = (wni · b1)b1 + (wni · b2)b2 + (wni · b3)b3
and (wni · b1), (wni · b2), (wni · b3) are independent standard normal random variables. Denote
r1 = (wni · b1), r2 = (wni · b2), r3 = (wni · b3),wni = r1b1 + r2b2 + r3b3. Choose b1, b2 two orthonormal
vectors on the tangent plane of σni and b3 = σni ,
νni = Pσni (w
n
i ) = r1b1 + r2b2,
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The two terms on the right are similar in form so we only show the calculation for the first one and
the second one follows similarly.
Remark 2.2.2. For the XY model, the projection of the normal random vector onto the tangent
plane of σni is represented by the form r1b1, where r1 ∼ N(0, 1). The other parts of the calculation
basically stays the same.



































We recall the following Lemma 2.4 in [9]. (See also [7].)
















for any real constants a, b, and Φ(·) is the CDF for the standard normal random variable.





































εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣ −




Before taking the expectation over r2, we further simplify this expression by noting that eO(ε) =



























εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣
+O(ε)
 . (2.23)
For a mean zero Gaussian random variable z, we know














p(z)dz = 12 ,
as Φ(z)− 12 is an odd function and the probability density function p(z) is even.





· νnj is a sum of independent mean zero Gaussian random variables,
so εr2 ∂H∂σni · b2 +R
n

























































i and ∆Nσni = N2(σni+1 + σni−1 − 2σni ) denotes the discrete Laplacian.
2.2.3 Diffusion
Recall Γni in (2.5),
Γni =










with probability 1− α
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is an order ε2 term and α ≈ 1 with small ε, we
are going to show
Γni ≈ ενni .
Proposition 2.2.2. The diffusion term








= ενni + φni , (2.24)
where













≤ Cε3, and covariance E [φni · φmi ] = 0
for n 6= m.
Proof. For the mean









then E [φni ] = E
[













[∥∥∥expσni (ενni )− σni − En [σn+1i − σni ]− ενni ∥∥∥2 (1 ∧ e−βδH)
]
+ E
[∥∥∥−ενni − En [σn+1i − σni ]∥∥∥2 (1− (1 ∧ e−βδH))]
=E
[∥∥∥cni − En [σn+1i − σni ]∥∥∥2 (1 ∧ e−βδH)]
+ E
[∥∥∥−ενni − En [σn+1i − σni ]∥∥∥2 (1− (1 ∧ e−βδH))] .
(2.26)
The first term in the last line of (2.26)
E
























≤ Cε8 shown in Section 2.3.
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For the second term in the last line of (2.26), since
∣∣∣1− (1 ∧ e−βδH)∣∣∣ = ∣∣∣e0 − e0∧(−βδH)∣∣∣ ≤ |βδH|,
we observe
E
[∥∥∥−ενni − En [σn+1i − σni ]∥∥∥2 (1− (1 ∧ e−βδH))]
≤ E
[∥∥∥−ενni − En [σn+1i − σni ]∥∥∥4] 12 E [|βδH|2] 12
≤ Cε3,










are both order ε term.




































∼ O(ε3) and this determines the order of the
convergence in Theorem 2.1.1. The detail of calculation is given in Section 2.3.3.
2.2.4 Error estimation
For the error estimation, we apply similar techniques as in the proof of stochastic Euler’s method.
Take σi, σ̄i as in Theorem 2.1.1. For simplicity we denote µi(σ) = P⊥σi(∆Nσi)−
N
β σi, ψi(σ) =
√
Nβ(I − σiσTi ) the coefficients in (2.9). When N, J, β are fixed and ‖σi‖= 1, the coefficient µ, ψ
are Lipschitz continuous in each coordinates of x. From Theorem 5.2.1 in [29], the SDE system has
a unique solution.
Now we have the following estimate on the error.









For any fixed T > 0, e(t) is bounded by
e(t) ≤ C(N, J, β, T )
√
δt t ∈ [0, T ]. (2.28)
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Proof. For the proof we are going to show e(t) satisfies the Grönwall inequality (Ci denotes some
constant bound):
















exp (C1T (T + C2)).
Since σ̄i(t) = σ
b tδtc








and both σi, σ̄i start from the same initial























































jδt ψi(σ̄(u))dWi. Applying Hölder’s inequality
and E
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2 ≤ C1t ∫ t
0
e(s)ds.











































































(σ̄xi )2 − (σxi )2
)2

















2 ≤ 2(σ̄xi − σxi )2(σ̄
y
i )






(σ̄xi σ̄zi − σxi σzi )
2 = ((σ̄xi − σxi )σ̄zi + σxi (σ̄zi − σzi ))


















2 + (σ̄zi − σzi )2ds
]
and y, z coordinates of the second term in (2.30) are similar. Summing up x, y, z coordinates, the
24












2 ≤ C2 ∫ t
0
e(s)ds.























From Cauchy inequality and E














[∥∥∥θji ∥∥∥2] ≤ C5 (⌊ tδt
⌋)2
ε6 = C6δt.






















Combining all above, we get the Grönwall inequality (2.29).
Remark 2.2.4. In Grönwall inequality, the C3
√




, which we show as O(ε3) term in 2.3.3.
With Proposition 2.2.3, we can get a uniform bound by using Doob’s martingale inequality in
25















t ∈ [0, T ], 1 ≤ i ≤ N, (2.33)




for any t ∈ [0, T ].






















































and each term on the RHS will be bounded by C
√
δt for some constant C.









































δt in Proposition 2.2.3.















































)2 ≤ CE [X2t ] = CE [M2t,ζ] .
Applying Itô isometry for the last term similar to the proof of Proposition 2.2.3 and summing for



































































≤ Cε6 so the last expectation is bounded by Cδt.




i is a discrete martingale. Again using martingale inequality
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Combining above, (2.34) is obtained.
2.3 Error bounds on drift and diffusion
In this part we give the details of the error estimations.
Here we state two simple inequalities that is used later. The first is
E
[











for some constant Ck as (X + Y )k ≤ I(|X|≤ |Y |)2k|Y |k+I(|X|> |Y |)2k|X|k. Furthermore, this is
also true for vectors
E
[






































The second is the Hölder inequality
E [XY ] ≤ E [|XY |] ≤ E [|X|p]
1







In Section 2.2.1 we use the notation:
expσni (εν
n
i ) = σni + ενni + cni = σni + ενni −
1
2ε
2(νni · νni )σni + dni .
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i ‖2σni + dni + ani . (2.40)



















is arctan (‖ενni ‖). The vector ani is the straight line connecting the two points of
the difference between these two arcs, and is bounded by the difference of arc lengths:
‖ani ‖≤ ‖ενni ‖− arctan (‖ενni ‖) .
Taylor expanding for arctan x,
arctan x = x− x
3
3 + r, r =
f (4)(ξ)
4! x
4, f (4)(x) = 24x(1− x
2)
(1 + x2)4 ,




(1+x2)2 |≤ 24, |r|≤ x



















In the Taylor expansion for f(x) = 1√1+x , x ≥ 0, the remainder r = f(x)− (1−
x




2 = 38(1 + ξ)
− 52x2, ξ ∈ [0,∞)
and |r|≤ 38x










 ≤ CE [ε3k‖νni ‖3k] ≤ Cε3k.
The second term in (2.39) gives
E
[











by Hölder’s inequality. This is because the first term in the right hand side is bounded by
E
[












≤ C1 + C2ε2k
















 ≤ Cε2kE [‖νni ‖2k‖σni ‖k] ≤ Cε2k.








are found using the inequalities
E
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with the above bounds for the terms in cni , dni .
2.3.2 Drift
























For simplicity we write θni =
∑
k θk, where θk denotes the error for each step of the drift





Notice θk are conditional expectations in the form of θk = En [X]. Since f(x) = x2 is a convex














































































[∥∥∥dni (1 ∧ e−βδH)∥∥∥2] ≤ CE [‖dni ‖4] 12 E [(1 ∧ e−βδH)4] 12 ≤ Cε6.












i · νni )σni
)]
, de-

























i · νni )σni
)(
1 ∧ e−βδH − 1
)]
.




‖ενnj ‖+‖ενnj ‖2+‖cnj ‖
)






∥∥∥∥∥−ε22 (νni · νni )σni
∥∥∥∥∥
4










Next we replace δH by ε ∂H∂σni · ν
n






















Notice that δH = ε ∂H∂σni · ν
n










































































εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣ −



































εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣ −










εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣ −




















|ez − 1|k 1(z > 2)
]
. (2.41)
For the first term in (2.41), since |ez − 1|≤ e2z for z ≤ 2, we have
E
[











= µ4 + 6µ2σ2 + 3σ4.
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as the term e−
1















εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣ −


























Then we approximate Φ




∣∣∣βε ∂H∂σni · b1∣∣∣
 by Φ













εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣ −









εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣
 .
From |Φ(x+ δx)− Φ(x)| = |Φ′(ξ)δx| =


















εr2 ∂H∂σni · b2 +Rni∣∣∣ε ∂H∂σni · b1∣∣∣ −
∣∣∣∣∣βε ∂H∂σni · b1
∣∣∣∣∣
− Φ








































[∥∥∥cni − En [σn+1i − σni ]∥∥∥2 (1 ∧ e−βδH)]
+ E
[∥∥∥−ενni − En [σn+1i − σni ]∥∥∥2 (1− (1 ∧ e−βδH))]















































































































Then it remains to show E









an O(ε) term. As before take νni = r1b1 + r2b2 and we will only take care of r1, since the calculation
for r2 is similar. Denote R ≡ Rni + ε ∂H∂σni · b2r2 ∼ N(0, ε
















































































































































































































































































and the r2 part follows similarly.
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Thus we conclude E








} is an ε term.
2.4 From SDE system to deterministic PDE
In this section, we explain the convergence from the SDE system (2.9) to the deterministic
Landau-Lifshitz equation without dispersion term (1.5) with proper choice of β = Nγ and number
of particles N →∞.
Remark 2.4.1. For the XY model from T1 → S1, the convergence from Langevin equation (1.3) to
harmonic map heat flow equation (1.4) can be shown similarly by taking P⊥x (y) = y − (x, y)x and
the rest of the proof stays the same.
From [22], for sufficiently regular initial data, there exists a global smooth solution to the
Landau-Lifshitz equation with periodic boundary conditions. We will assume such a solution
exists in all contexts below. Since the finite difference approximation (2.13) will converge to the
Landau-Lifshitz equation (1.5) as N →∞ [28], we only need to compare the SDE system (2.9) and
the ODE system (2.13).
In the following the error between (2.9) and (2.13) is calculated. Since β = Nγ , γ > 1 and






as a small parameter going to zero with N →∞. The SDE is then written as
dσi = P⊥σi (∆Nσi) dt− ε
2σidt− εP⊥σi (dWi) . (2.47)
Lemma 2.4.1. Define the error between SDE (2.47) and ODE (2.13) for i-th spin as ẽi ≡ σi − σ̃i



























with ε small enough so that εpN5/2 ≤ 1.
Proof. Taking the projection given by
P⊥σi(∆σi) = −σi × (σi ×∆σi) = ∆σi − (∆σi, σi)σi
together with ‖σi‖= 1, we have that







where ∇+Nσi = N(σi+1 − σi),∇
−











dt− ε2σidt− εP⊥σi (dWi)



















N ẽi)σi + ‖∇
+
N ẽi‖
2σi + 2(∇−N σ̃i,∇
−












ẽidt− ε2σidt+ εP⊥σi (dWi(t)) .






















eidt− ε2−pσidt+ ε1−pP⊥σi (dWi(t)) .
(2.50)
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Applying Itô’s formula to 12d‖ei‖
2, we have that
1
2d‖ei‖



























where Ii represents the Itô correction term of order O(ε2−2p) as shown in the following computation.
To calculate the Itô correction Ii we consider an SDE system for both ei in (2.50) and σi in










Since ‖σi‖= 1 we take
∥∥∥P⊥σi (dWi(t))∥∥∥2 as bounded by Cdt. The first term, ∂2e2i∂e2i , is a constant
and
∥∥∥ε1−pP⊥σi (dWi(t))∥∥∥2 ≤ Cε2−2pdt. The second term, ∂2e2i∂σi∂ei = ∂2eiε−p(σi−σ̃i)∂σi∂ei , is order ε−p but
ε1−pP⊥σi (dWi(t)) · εP
⊥
σi (dWi(t)) is order ε
2−pdt so the Itô correction for the second term is also







∥∥∥εP⊥σi (dWi(t))∥∥∥2 ≤ Cε2dt so the Itô
correction for the third term is also O(ε2−2pdt).
From periodic boundary condition, we know that
N∑
i=1

























































For the second term of (2.51), from the Cauchy-Schwarz inequality, we observe that













Since the solution for Landau-Lifshitz equation is smooth, the third term of (2.51), ‖∇+N σ̃i‖2+‖∇
−
N σ̃i‖2
can be bounded by some constant C. For the fourth term in (2.51) |ε2−p(σi, ei)|= |ε2−2p(σi, εpei)|≤




































































as the p-norm is decreasing.
As e = 1N
∑
i‖ei‖2, we arrive at (2.49).
Remark 2.4.2. If we choose the parameters such that the small Itô correction term from martingale
CNε2−2pt is lower order in N and εpN3 ∼ O(1), we could show a similar result for e =
∑
i‖ei‖2
instead of e = 1N
∑

























ds+ C3ε2−2pt+ small term from martingale
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2 , t ∈ [0, T ] (2.53)
for some constant C and T satisfying ε1−pe
1
2CT ≤ 1.
To prove Proposition 2.4.1, we will use the exponential martingale inequality for continuous L2
martingale Mt as in [30, p. 25] or [31] :
P(sup
t
(Mt − a/2〈M〉t) > b) ≤ e−ab (2.54)
where 〈M〉t is the quadratic variation for Mt.
For the martingale in (2.48), we calculate its quadratic variation in the following lemma.



















Proof. The quadratic variation for Mt is captured by a direct summation of the square of the













































































2 + (σi, ei)2(σζi )




















With the result on quadratic variation in Lemma 2.4.2, we can prove Proposition 2.4.1.
Proof of Proposition 2.4.1. Take a = N2ε2−2p and b = ε

































































































































using the definition of e(t) and (σi, ei)2 ≤ ‖ei‖2.
Since (2.57) is a Grönwall type inequality, we build a special upper solution u = ε2−2pe(C1+C2+C3+1)t.
Then
du = (C1 + C2 + C3 + 1)u ≥ C1u3/2 + (C2 + 1)u+ C3ε2−2p,
where C1u ≥ C1u3/2 when ε1−pe
1
2 (C1+C2+C3+2)t ≤ 1. We observe that
e(C1+C2+C3+1)t ≥ 1 + (C1 + C2 + C3 + 1)t,






3/2 + (C2 + 1)u
)
ds+ C3ε2−2pt+ ε2−2p (2.58)
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and u(t) is an upper bound for e(t).
When ε is small enough we have that ε1−pe
1




e(t) ≤ u(t) = ε2−2pe(C1+C2+C3+1)t
)
≥ 1− e−N/2, t ∈ [0, T ]. (2.59)
The quadratic variation in Lemma 2.4.2 and (2.54) can also be used to get a bound on H as
shown in the following.







We can write it in the form of d〈M〉t by observing







4Nσi · σi + 4JNε2
]
dt





4Nσi · σi + 4JNε2 =
∑
2Jε2(σi+1 + σi−1) · σi ≤ 4JNε2.
So







4Nσi · σi + 4JNε2
]
ds
≤ HN (0) +Mt −
N
2ε2 〈M〉t + 4Jε
2Nt.
Take α = N
























i‖ei‖2≤ C by some constant C is sufficient. Appealing to a stopping time argument similar to
the strong uniqueness proof of the SDE with locally Lipschitz continuous coefficients (see e.g. [32,
Chapter 5.2,Theorem 2.5]), we have the following result.
Proposition 2.4.2. Given ε,N > 0, there exists a constant C independent of ε,N such that if
ε2−2pTeCT ≤ 1, then
E [e(t)] ≤ 1, t ∈ [0, T ].
Proof. Define a deterministic time T ≡ min{t ∈ [0,∞] : E [e(t)] ≥ 1} and a stopping time
τ ≡ min{t ∈ [0, T ] : e(t) ≥ 1}. Since e(0) = 0, we have both T > 0 and τ > 0. If T is infinite then
we are done, so assume T is bounded.
From Lemma 2.4.1,












P⊥σi (dWi) . (2.61)
As e ≥ 0, we have













and e3/2(s ∧ τ) ≤ e(s ∧ τ) as e(s ∧ τ) ≤ 1, so
e(t ∧ τ) ≤ ε2−2p(t ∧ τ) +
∫ t
0








P⊥σi (dWi) . (2.63)
Taking the expectation on both sides,
E [e(t ∧ τ)] ≤ ε2−2pEn [(t ∧ τ)] +
∫ t
0







= 0 can be deduced from optional stopping theorem for contin-






0 1(s < t ∧ τ)P
⊥
σi (dWi(s)). Notice E [(t ∧ τ)] ≤ T , so
E [e(t ∧ τ)] ≤
∫ t
0
(C1 + C2)E [e(s ∧ τ)]ds+ ε2−2pT
45
and by a Grönwall’s inequality,
E [e(t ∧ τ)] ≤ ε2−2pTe(C1+C2)t. (2.65)
Choosing C > C1 + C2, the result follows.
By similar arguments, a uniform bound on e(t) can be obtained with a weaker condition on T .
Proposition 2.4.3. Given ε,N > 0, there exist constants C̃1, C̃2 independent of ε,N such that if
(ε2−2pT + C̃1 ε
2−4p
N )e







≤ 1, t ∈ [0, T ].




≥ 1} and τ ≡ min{t ∈ [0, T ] : e(t) ≥ 1}. Since e(0) = 0
we still have T > 0, τ > 0.














P⊥σi (dWi) , ei
)
. (2.66)
Taking the supremum on both sides,
sup
0≤s≤t






+ C2e(u ∧ τ)du+ sup
0≤s≤t










P⊥σi (dWi) , ei
)
(u) (2.67)






























(C1 + C2)E [e(u ∧ τ)]du

















The first integral on the right hand side is bounded by
∫ t
0
































P⊥σi (dWi) , ei
)
(u), (2.70)



















The second equality is from Itô isometry and the third inequality is because ‖σi‖, ‖σ̃i‖= 1 so
|(σi, ei)|≤ ‖σi‖ and ‖εpei‖= ‖σi − σ̃i‖≤ 2.






























e(C1+C2)t. As in the proof of the previous Proposi-
tion, choosing C̃2 > C1 + C2 and C̃1 = C3, the result thus follows similarly.
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2.5 Numerical results
In this section, we support our convergence results using numerical simulations of the systems,
showing both the temporal dynamics and the order of convergence. The convergence tests indicate
that the error decays at least as well as predicted in Theorems 2.1.1 and 2.1.2. We check both the
cases of the XY model and the classical Heisenberg model. The dynamics of the M-H algorithm are
simulated as explained in Sec. 2.1.1. To simulate the SDE (2.9), written in the Itô sense, we use
the stochastic Euler’s method combined with a normalizing step to project the spin back onto the
sphere after each time step for both the XY model and the classical Heisenberg model. The PDE
(1.5) is numerically integrated by discretizing in space and using the Euler’s method presented in
[28] which includes a normalization step.
The out-of-equilibrium to equilibrium dynamics of the M-H algorithm, SDE, and discretized
PDE are shown in Figure 2.1. Figure 2.1a shows the T1 → S1 case of the XY model in terms of the
polar coordinate θ of each spin. Figure 2.1b shows the T1 → S2 case of the classical Heisenberg
model with each spin plotted on the same unit sphere; nearest neighbors are connected by a solid
line. In both cases, the M-H dynamics tend to lag behind the SDE and PDE which more closely
follow each other. This suggests the error between the M-H algorithm and the PDE is dominated
by the error between the M-H algorithm and the SDE. Thus the order of convergence between M-H
algorithm and Landau-Lifshitz equation should almost follow the order of convergence in Theorem
2.1.1.
Figures 2.2 and 2.3 show the order of convergence for the error between the M-H algorithm and
the Langevin equation with respect to the time step size δt, for which the equivalent M-H proposal







|σMHi (T )− σSDEi (T )|2
 (2.73)
where the expectation is taken over multiple realizations. All four frames support that the convergence
is at least as good as δt1/4, which is equivalent to the
√
δt convergence given in theorem 2.1.1,







4 ). The faster convergence of order δt1/2 in panels (b) and (c) of Fig. 2.2 we suspect


















(a) T1 → S1
(b) T1 → S2
Figure 2.1: Dynamics of M-H algorithm (red circles), Langevin equation (black stars) and Landau-
Lifshitz equation (cyan diamonds) at various instances of time. They follow each other to converge
to equilibrium. In both panels: lattice length L = 2, space discretization δx = 1N =
1
10 , time step
size for M-H algorithm δt = 1
N3 = 0.001, inverse temperature β = N





of the SDE, and this part has different error scaling from the noisy dynamics. In equilibrium,
the deterministic term, P⊥σi(δNσi), is small since it is zero at the minimum of the Hamiltonian
(maximum of the Gibbs distribution), and the noisy part of the dynamics dominate.
Proposition 2.2.1 states the error on the deterministic drift of one Metropolis step, θni , is of size
ε3. Dividing by a time-step δt that is proportional to ε2 so that the left-hand side approximates a
derivative for the SDE, the resulting error is O(ε) or equivalently O(δt1/2) as seen in the numerical
simulations. Similarly, from Proposition 2.2.2 the error on the stochastic diffusion of one Metropolis
step, φni , is of size ε3/2 implying error of order O(δt1/4), after dividing by the size of the first order
term, ε. To further test if the difference in convergence order is from the deterministic terms
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dominating, we increase the size of the noise,
√
N
β , in equation (2.9) by decreasing β to make the
noisy dynamics dominate. The out-of-equilibrium error with small β = 1 shown in Fig. 2.3 has δt1/4
convergence, confirming the original statement of Theorem 2.1.1. We therefore conclude that the
error bound of δt1/4 is tight, and this error comes from the noisy part of the dynamics.












Order plot for M-H vs SDE:0.25427
order
y=0.25x
(a) T1 → S1: near equilibrium initial condition














Order plot for M-H vs SDE:0.40666
order
y=0.5x
(b) T1 → S1: out of equilibrium initial condition













Order plot for M-H vs SDE:0.25954
order
y=0.25x
(c) T1 → S2: near equilibrium initial condition














Order plot for M-H vs SDE:0.44636
order
y=0.5x
(d) T1 → S2: out of equilibrium initial condition
Figure 2.2: Order of convergence for the error between M-H algorithm and Langevin equation with
respect to time step size δt = Jβ
N2 ε
2 for β = N3/2. When the initial condition is near equilibrium,
the order of convergence is approximately 0.25 as predicted in theorem 2.1.1. When the initial
condition is out of equilibrium, the order is better than 0.25 and close to 0.5. In all four panels:
lattice length L = 2, space discretization δx = 1N =
1
10 , time step size for M-H algorithm δt =
1
N3 ,




Figure 2.4 shows the convergence test for the error between the M-H and the PDE dynamics
with respect to δx = 1N . The discrete version of the PDE is simulated with the time-step scaling of
δt = 1
N4 and β = N
3/2, which are also used with ε =
√
Nδt
β in the M-H algorithm. These scalings
give the order of convergence to be approximately 1, better than our analytical result in Theorem
2.1.2. A possible explanation is that the error from Theorem 2.1.1 dominates. As discussed above,
Fig. 2.1 implies the error between the M-H algorithm and the Langevin SDE dominates over the
error between the Langevin SDE and the Landau-Lifshitz equation, thus we would expect error
50













Order plot for M-H vs SDE:0.2768
order
y=0.25x
(a) T1 → S1












Order plot for M-H vs SDE:0.26757
order
y=0.25x
(b) T1 → S2
Figure 2.3: Order of convergence for the error between M-H algorithm and Langevin equation with
respect to time step size δt = Jβ
N2 ε
2 for β = 1. The order of convergence is approximately 0.25
as predicted in theorem 2.1.1 with out of equilibrium initial condition. In both panels: lattice
length L = 2, space discretization δx = 1N =
1
10 , time step size for M-H algorithm δt =
1
N3 , inverse


















Order plot for M-H vs PDE:1.1149
order
y=x
(a) T1 → S1












Order plot for M-H vs PDE:0.74515
order
y=x
(b) T1 → S2
Figure 2.4: Order of convergence for the error between M-H algorithm and Landau-Lifshitz equation
with respect to lattice discretization size δx = 1N . From Figure 2.1 the error between M-H algorithm
and Langevin equation dominates over the error between Langevin equation and Landau-Lifshitz
equation. The order of convergence is expected to be δt
1
4 = δx since we choose δt = δx4 and
it is approximately the case in 2.4a and 2.4b. The analytical results in thoerem 2.1.1 and 2.1.2
does not give as good convergence rate and demands worse scaling of δt, β as function of N . The
following parameters tested in numerical experiments are enough: Lattice length L = 2, initial space
discretization δx = 1N =
1
10 , time step size for the M-H algorithm δt =
1
N3 , inverse temperature






4 in theorem 2.1.1 to dominate. Since we choose the scaling of δt = 1
N4 = δx
4 this order of
convergence with respect to δx = 1N is expected to be δt
1
4 = δx, or order one. We also point out that
the scalings of δt = 1
N4 and β = N
3/2 are better than the scalings one might guess from theorem
2.1.1 (
√
δt smaller than the order of e−C2 with C2 an increasing function of N) and Remark 2.1.4
(β  N7). We suspect from the numerical experiments that the scalings of β = N
3
2 , δt = 1
N4 are
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tight bounds resulting in order one convergence, but do not have a proof as of yet. We expect a
weak convergence formulation will be required to get the sharp bounds.
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CHAPTER 3
M-H Dynamics with Colored Noise
In this chapter, we introduce colored noise vector into the M-H algorithm. We will for simplicity
focus on T1 → S2, though the main ideas can be generalized to higher dimensions. The proposal
probability will not be symmetric in this case and will be an N -dimensional integral with N being the
number of spins. It is difficult to have a closed form for this integral or easily obtain an approximate
value by numerical methods. Due to this reason, we can not calculate the accept/reject rate (1.10)
accurately. We choose to continue using the M-H step as if the proposal probability is symmetric.
The dynamics of this false M-H algorithm might not sample the correct Gibbs distribution (1.2).
However, it still constructs a Markov process and the transition probability of this Markov chain is
a small modification of the correct transition probability to sample (1.2). In fact, the difference
between the two transition probability is shown to be size ε in Appendix B, where ε2 is the variance
of the proposal distribution in the M-H algorithm. With small ε, one would hope the false M-H
algorithm samples a distribution close to the Gibbs distribution (1.2). We generalize the calculations
in Chapter 2 and prove (1.6) as the limit of the constructed Markov chain with colored noise vector.
By a Fokker-Planck equation calculation, the Gibbs distribution (1.2) is shown to be the invariant
measure of the limiting SDE (1.6) with the correct choice of projection matrix. Unlike the white
noise case, the choice of projection P plays an important role in the invariant measure of the limiting
equation (1.6). We discuss the different choices of projection matrices for the Fokker-Planck equation
calculations in Section 3.2 and numerical simulations in Section 3.5. Assuming the covariance matrix
is a trace class operator, the Itô correction term is bouned in (1.6), compared to the order N term
in (2.9). Thus we propose a non-local SPDE (1.7) as the limit of the SDE system (1.6) as N →∞
and explore its properties with numerical simulations.
3.1 Main results
In Chapter 2, we proved the convergence from Metropolis dynamics to (2.9). As stated in Section
1.1, the convergence from this SDE system (2.9) to an SPDE requires a bounded Itô correction term
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in the limit and a valid Taylor expansion of the SPDE solution for the discrete Laplacian. These
will be provided by the introduction of colored noise in this Chapter.
In this section, we will first set up the preliminary notations. After that, we will explain our
realization of colored noise vector and state the convergence result from Metropolis dynamics to
SDE with correlated noise (1.6). We end this section by a brief discussion on the invariant measure
of the limiting SDE (1.6).
3.1.1 Set-up of notations
In Chapter 2, the white noise vectors are independent. Thus we can analyze individual spin
vectors σni = (σnix, σniy, σniz)T and noise vector wni = (wnix, wniy, wniz)T at time step n as stated in
Section 2.1.1.
The colored noise vector is correlated across spins and in general it is easier to analyze the
combination of spin vectors σni , i = 1, · · · , N , noise vectors wni , i = 1, · · · , N and Brownian motion
Wi(t), i = 1, · · · , N as three 3N -dimensional vectors. At time step n, a 3N -dimensional colored
noise vector un is generated from wn and the detail is given in the next subsection. With the same


















































where uni = (unix, uniy, uniz)T , the colored noise vector for i-th spin at time step n.
As in Section 2.2, we are trying to get a trajectory-wise convergence result; it is convient to
imbed the M-H algorithm and the SDE dynamics in the same probability space. To this end, we
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define
wn ≡ W ((n+ 1)δt)−W (nδt)√
δt
,
where δt is the timestep size between two M-H steps.
From uni , a vector νni on the tangent plane of σni is obtained by νni = P⊥σni (u
n
i ), where the






−σni × (σni × uni )
.
Denote νn = (νn1x, · · · , νnNx, νn1y, · · · , νnNy, νn1z, · · · , νnNz)T , the projection can be expressed as
νn = Pun,
and we define the block projection matrix P in the following discussion.
With cross product P⊥σni (u
n







and the block-defined projection matrix for P⊥σni (u
n
i ) = −σi × (σi × dWi) is
P2 =

I −X2 −XY −XZ
−XY I − Y 2 −Y Z
−XZ −Y Z I − Z2
 , (3.3)
where X,Y, Z are N ×N diagonal matrices defined by
Xii = σnix, Yii = σniy, Zii = σniz
for 1 ≤ i ≤ N .
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where ε is the coefficient for the size of proposal and we denote the total spin configuration as
σ̃n = (σ̃n1x, · · · , σ̃nNx, σ̃n1y, · · · , σ̃nNy, σ̃n1z, · · · , σ̃nNz)T .
As in Section 2.1.1, the proposal σ̃n is accepted with probability (2.2)
α = 1 ∧ e−βδH , (3.5)
and rejected otherwise, where δH (2.3) is





· (σ̃nj − σnj ) + 2J
N∑
j=1




(σ̃nj − σnj ) · (σ̃nj+1 − σnj+1 + σ̃nj−1 − σnj−1),
the difference between the Hamiltonian (1.1) of the proposal σ̃n and of the current spin configuration
σn. Then
σn+1 = κnσ̃n + (1− κn)σn, κn ∼ Bernoulli(α(σ̃n, σn)).
3.1.2 Realization of colored noise
In continuous settings, the Gaussian random noise can be generated by




where λis are constant coefficients, Bi(t)s are independent Brownian motions in time and {ei(x)} is
a basis for L2([0, 2π]). When λis are identical, at any fixed time t0 W (x, t0) is Brownian motion in
space and dW is time-space white noise. When λis are different, dW is random noise white in time
and colored in space. We are interested in colored noise with decaying λis.




N , · · · ,
N−1







For W (x) = W̄ (x) to be real, rk needs to be complex and
rk =

a0 k = 0
1√







2(ak − ibk) −
N
2 + 1 ≤ k ≤ −1
.
This is equivalent to using the trignometric basis {cos(2kπx), 0 ≤ k ≤ N2 , sin(2kπx), 1 ≤ k ≤
N
















2 + 2 ≤ j ≤ N
.
The correlated Gaussian random vector u can be generated from
u = QDw,
where D is a diagonal matrix with values Dkk = λk = (2πk)−α and w an independent N -dimensional
standard normal vector. The vector u has covariance matrix
C̄N = QD2QT (3.8)
and we use C̄1/2N ≡ QD to simplify the notation. With our choice of Q, a direct calculation shows
that the diagonal elements of C̄N are identical and equal to 1N Tr(C̄N ). We denote 3N × 3N block
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With the definition of C1/2N , the colored noise vector un = C
1/2
N w
n in Section 3.1.1.
3.1.3 Convergence to SDE
With the M-H step in Section 3.1.1, using un in place of wn in the proposal (3.4) creates
a non-symmetric proposal and therefore using the accept probability (2.2) no longer guarantees
sampling of the Gibbs distribution (1.2). However, the non-symmetric terms appear in higher-orders
of ε and we conjecture they vanish taking similar limits of the (wrongly defined) M-H algorithm as
we did previously in Chapter 2. We first find the limiting dynamics of the wrong M-H algorithm we
use and then show that the Gibbs distribution (1.2) is the invariant measure of the limiting SDE
(1.6) in Section 3.2 with the correct choice of projection matrix P .
The tools in Section 2.2 can be applied similarly to the M-H steps with colored noise vectors and
we state the convergence result in the Theorem 3.1.1 below, with intuitive explanation and details




σ1x(t), . . . σNx(t), σ1y(t), . . . σNy(t), σ1z(t), . . . σNz(t)
)T
(3.9)
where σi(t) is considered as the solution for the i-th spin of an SDE system.
Theorem 3.1.1. Define the piecewise constant interpolation of M-H dynamics as σ̄(t),
σ̄(t) = σn, nδt ≤ t < (n+ 1)δt, (3.10)
where δt = βε
2
N is the timestep size of the M-H dynamics, and σ(t) as the solution for the SDE
system (1.6)




N ◦ dW, (3.11)
with initial condition ‖σi(0)‖= 1, 1 ≤ i ≤ N . If we think of the noise vectors wni in M-H steps as
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coming from the noise Wi(t) in (1.6),
εwni =
√
Nβ−1 [Wi((n+ 1)δt)−Wi(nδt)] ,









δt exp(c2T ) (3.12)
for any T ∈ (0,∞), where c1, c2 are functions of N, β, J, T,Tr(CN ) and independent of the choice
of δt.
Although the choice of projection does not influence the convergence in above Theorem 3.1.1, it
will influence the invariant measure of (1.6). The M-H dynamics is intended to sample the Gibbs
distribution (1.2), and we will choose projection P = P1 so that (1.6) has the Gibbs distribution as
its invariant measure.
3.1.4 Invariant measure
To show the influence of the projection matrix on the invariant measure, we will first show
the Gibbs distribution (1.2) as the invariant measure of Langevin type SDE system with constant
coefficients and revisit the white noise SDE limit (1.3) in vector form.
For the M-H algorithm with white noise, a proposal X̃i = Xni + εWni is generated with
Wni independent normally distributed random variables. For arbitrary bounded energy H, this
application of the M-H algorithm will sample the Gibbs distribution (1.2), if an accept probability
of
α = 1 ∧ e−β(H(X̃)−H(Xn)
is used. When a candidate with lower energy is generated, it is accepted immediately. If the
candidate has higher energy, it is rejected with some probability. Intuitively, the M-H algorithm
is performing stochastic gradient descent with energy H. The similar stochastic gradient descent





which also samples the invariant measure (1.2). In fact, the M-H dynamics converge to the above
SDE dynamics in the limit as ε→ 0.





This equation also samples the invariant measure (1.2) by direct substitution into the Fokker-Planck











(BBT )ij∂i∂jρ(x, t). (3.15)
If B = QD with Q,D defined in Section 3.1.2, then (3.14) has ’colored’ noise driving the system
and still samples the Gibbs distribution (1.2).
Our limiting SDE (1.3) has multiplicative noise due to the projection P⊥σi . However, it still fits
the framework of (3.14) and we rewrite (2.9) in vector from






The projection matrix P can be chosen as P1 in (3.2) or P2 defined in (3.3). With either choice, the
projection generates a white noise on the tangent plane of σi. The Gibbs distribution (1.2) can still
be shown as the invariant measure of (3.16) from Fokker-Planck equation calculations.
This fact does not remain for the SDE system with multiplicative colored noise since the
covariance matrix CN and projection matrix P do not commute. The interaction of geometry and
covariance structure restricts the choice of projection. In [33], when the cross product projection is
used for the driving white noise, the stochastic Landau-Lifshitz-Gilbert equation of N spins system
has the Gibbs distribution as its invariant measure. The physics intuition for this choice of projection
is discussed in [34]. We adopt the same choice of cross product projection for colored noise. In fact,
the cross product projection needs to be chosen for equation (1.6) driven by colored noise to have
the Gibbs distribution as its invariant measure. We will show this by the Fokker-Planck equation





σ(x, t) = PCP T∆σ − β−1Tr(C)σdt+
√
β−1PηC(x, t). (3.17)
Here the Itô correction term is −β−1Tr(C)σdt and will be bounded assuming C is a trace class
operator. We will numerically explore the properties of the deterministic part of this equation in
Section 3.5.
3.2 Fokker-Planck equation
In this section, we provide the detailed Fokker-Planck equation calculation to support the
comments on invariant measures in Section 3.1.4. We show that the Gibbs distribution (1.2) is the
invariant measure of (1.6) if the projection matrix P = P1 with P1 in (3.2). We end this section by
an intuitive explanation on why the two choices of projection lead to the different behaviors of (1.6).

















































We state the above Fokker-Planck equation for SDEs in Stratonovich form. But with constant B,
the SDE (3.14) in Itô form has the same Fokker-Planck equation formulation. In the following, we





































































and we clearly see the cancelation of all terms.
For multiplicative noise, consider the Stratonovich SDE with B the projection matrix (3.2) or
(3.3),
(3.18)d~x = −B(~x)BT (~x)∇H(~x) +
√
























































































































Consider a single spin
σ̇ = σ × (σ × h)−
√
2β−1(σ × (σ × dW )) (3.21)
with h = −∇H. Rewriting,
σ̇ =−

σ2y + σ2z −σxσy −σxσz
−σxσy σ2x + σ2z −σyσz











σ2y + σ2z −σxσy −σxσz
−σxσy σ2x + σ2z −σyσz








Call this projection matrix B multiplying the noise and note that BBT = B. So it is in the form of





















p(x, t) = stuff = 0
(3.22)
That is to say, the first two cancel each other while the third, using the property that σ2x+σ2y+σ2z = 1
simplifies to zero.
Since B is block diagonal, the calculation for a single spin applies for the collection of N spins,
and the right hand side of the Fokker-Planck equation could be simplied to zero.
For cross product with B = P1, one could show P1P T1 = P2P T2 = P2. The two projections of
cross product and cross cross product lead to the same coefficients and the same Itô correction term
into the Fokker Planck Equation. Intuitively, either projection gives white noise on the tangent
plane of the spin.
For Stratonovich SDE with colored noise, the interaction of covariance structure with the
projection matrix makes the result different between cross product and the cross cross product. For
cross product, the projection matrix is linear and anti-symmetric, and the Gibbs distribution (1.2)
is still the invariant measure of the SDE. For cross cross product, the projection matrix is quadratic
and symmetric, there will be remaining terms when we plug e−βH into the Fokker-Planck equation.
Take B = P1C1/2N with P1 in (3.2) and denote the ith spin vector σi as (xi, yi, zi)T , then
Bix,jx = 0, Bix,jy = −ziλjφji, Bix,jz = yiλjφji
Biy,jx = −ziλjφji, Biy,jy = 0, Biy,jz = xiλjφji










(similarly for ∂Biy,jx∂xi ,
∂Biz,jx
∂xi
terms), so the extra terms (3.20) are zero. Thus, the Gibbs distribution
(1.2) is the invariant measure of (1.6) when P = P1.
3.2.1 Cross product vs cross cross product
For SDE (1.6), the coefficients of the generator only depends on PCNP T and the Itô correction
term. The Itô correction term are the same with P being either (3.2) or (3.3). With P1, P2 as the
projection matrices defined in (3.2) and (3.3), we consider the difference between P1CNP T1 and
P2CNP
T
2 . Since both P1, P2 are block matrices, we only consider the block matrix in first row and
first column as an example.
In P1CNP T1 , the block matrix containing first N ×N elements is
ZC̄NZ
T + Y C̄NY T ,
and in P2C̄NP T2 , it is
(I −X2)C̄N (I −X2) +XY C̄NXY +XZC̄NXZ.
Denote the difference between above two matrices as D,




j − (1− (σ
x















and Dii = 0.
When i, j are close, σi is close to σj and the coefficients for (C̄N )ij is small. When C̄N = I,
P1CNP
T
1 = P2CNP T2 . When eigenvalues of C̄N decays more rapidly, the matrix CN is more spreaded
and the difference D intuitively becomes larger.
We have plotted the distribution of energy H for (1.6) with P1, P2 and different covariance
matrix C̄N in Section 3.5, where α denotes the decaying rate of eigenvalues.
3.3 Metropolis-Hastings dynamics to SDE system with colored noise
We show the calculation for convergence from M-H dynamics to the limiting SDE (1.6) in this




The idea to show the convergence from M-H to SDE is similar to Section 2.2. Each M-H step is
viewed as an Euler step for the (1.6), and the error for this approximation converges to zero in the
limit. To prove a trajectory-wise convergence result, we imbed the M-H algorithm and the SDE
dynamics in the same probability space and define wni as in Theorem 3.1.1.
Let Ft denote the filtration generated by the N dimensional Brownian motions Wi(t), i=1. . . N,
in (1.6) and Bernoulli random variables κn, n = 1 . . . bt/δtc. We denote the conditional expectation
E [·|Fnδt] by En [·].












with σn and σ̃n defined in Section 3.1.1. Expanding this (3.4) for small ε, we obtain
σ̃ni − σni ≈ ενni −
1
2ε
2‖νni ‖2σni . (3.24)
We evaluate the expectation in (3.23) for the first term on the right-hand-side of (3.24) first, then
the second term.
Using a projection matrix for all spins in (3.2) or (3.3),
νn = P C1/2N w
n
where CN is the block diagonal matrix and wn is the 3N -component Gaussian random vector defined










by first Taylor expanding δH = H(σ̃n)−H(σn) in terms of ε arriving at
δH ≈ ε(∇H)TPC1/2N w
n.
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is one, and gives zero expectation for w. We proceed




in leading order of ε.






























where the {λj , φj} are the eigenpairs of the covariance matrix C̄N . In vector form, combining the






T∇H − ε2 1
N
Tr(C̄N )σn. (3.27)
Similarly, we consider the leading order term of diffusion,






Combining, we have that one step of the MH algorithm is approximately
σn+1 − σn ≈− ε2β2PCNP
T∇H − ε2 1
N
Tr(C̄N )σn + εPC1/2N w
n. (3.28)
Defining a rescaling of time as δt = ε2β/N the above is the Euler-Maruyama method for an Ito
SDE,






which written in Stratonovich form is




N ◦ dW, (3.30)
where the projection matrix P can be chosen as either (3.2) or (3.3).
3.3.2 Error bounds for linear approximations
We start by giving some useful error bounds when using linear approximation for the proposal
(3.4) and the energy (1.1).












= [(2k − 1)!!] (Tr(CN ))k .
For projection matrix P as either (3.2) or (3.3), ‖Px‖ is smaller than ‖x‖ for any 3N -dimensional
vector x, and
‖νn‖2 = ‖PC1/2N w
n‖2 ≤ ‖C1/2N w















































= (2k − 1)! !.
With the bound (3.31), the error of the second order approximation of the proposal σ̃ni


























i ‖2νni + (σni + ενni )ηni ,
where ηni is the remainder of the Taylor expansion for 1√1+ε2‖νni ‖2
.
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2 = 38(1 + ξ)
− 52x2, ξ ∈ [0,∞)
and |r|≤ 38x
























































Denote the error from linear approximation of σ̃ni ≈ σni + ενni as
fni ≡ σ̃ni − (σni + ενni ),


































≤ c(k)([Tr(CN )]2kε4k + Tr(CN )]3kε6k)
≤ c(k)[Tr(CN )]2kε4k.








· (σ̃ni − σni ) + 2J
N∑
i=1




(σ̃ni − σni ) · (σ̃ni+1 − σni+1 + σ̃ni−1 − σni−1)
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· fni + 2J
N∑
i=1










≤ c(NJ)4Nε8(2[Tr(CN )]4 + ε8[Tr(CN )]8).
Since ‖ ∂H∂σni ‖≤ 8J and
‖σ̃ni − σni ‖2 = ‖ενni + fni ‖2 ≤ 2ε2‖νni ‖2 + 2‖fni ‖2,








































‖σ̃ni − σni ‖8
])
≤ c(NJ)4Nε8(2[Tr(CN )]4 + ε8[Tr(CN )]8).
3.3.3 Drift















≈ σni + ενni − 12ε
2‖νni ‖2σni , the order ε2 term gives the Itô correction and
the first order term could be written as εPC1/2N wn. Thus
En
[


































≤ cN [Tr(CN )]3ε6.







































≤ cε2 Tr(CN )(NJ)2N1/2ε4[Tr(CN )]2.








and we will calculate this for individual wnix, wniy, wniz.
We recall Lemma 2.2.2 stated before in Chapter 2. Take a = aix = −βε((∇H)TPC1/2N )ix and
b = bix = −βε(PC1/2N w)
T∇H − aixwix
for the expectation on wnix,































≤ c(∇H)TPCNP T∇Hε2. (3.40)















For the first term in (2.41), since |ez − 1|≤ e2z for z ≤ 2, we have
E
[











= µ2 + σ2.
































































2 + bix ∼ N (c1ε
2, c2ε
2), where
c2 = (∇H)TPCNP T∇H − a2ix.
When ε is small 2 + µ+ kσ2 ≥ 1, hence we get
E
(ea2ix2 +bix − 1)2






as the term e−
1
2c2ε2 decays faster than any polynomial of ε as ε→ 0.

































































































≤ cNβ6ε6 Tr(CN )‖∇H‖6.
For z ∼ N(0, σ2),























T∇H − ε2 1
N
Tr(C̄N )σ + rn,






The expectation on −12ε





















T∇H with probability 1− α
with accept probability α in (2.2).
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When ε small, the probability 1 ∧ e−βδH ≈ 1 since δH is of order ε, and the diffusion








δt, this is the numerical simulation of PC1/2N dW where dW is 3N dimensional white
noise.
Denote





















− ενni with probability 1− α
.










































































We will calculate the expectation on −12ε
2‖νni ‖2σni and show it corresponds to the Itô correction
of the Stratonovich SDE (1.6). Here we only give the calculation with projection matrix P being
(3.2). With P being (3.3), a similar calcuation will lead to the same Itô correction term.










σi × ui = (σyi u
z


































2 + (σyi u
z






















ji is the i-th diagonal element of C̄N , and the diagonal elements of C̄N are the















































≤ cε6 Tr(CN )[(∇H)TPCNP∇H]2.


















For σi = (xi, yi, zi),
dxi = µixdt+ yidUiz − zidUiy
dyi = µiydt+ zidUix − xidUiz
dzi = µizdt+ xidUiy − yidUix
(3.49)
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Bix,jx = 0, Bix,jy = −ziλjφji, Bix,jz = yiλjφji.
Since Bix,jx = 0, all the partial derivatives in the Itô correction are zero. For Bix,jy, only the term
∂Bix,jy
∂zi



































and µ̃iy, µ̃iz follow similarly. Multiply the coefficient
√
N/β in (1.6),








3.3.6 Existence of SDE
In the Itô form of (1.6), the drift and diffusion coefficients are












We represent the projection matrix by Pσ to emphasize its dependence on the spin configuration
σ(t).
Since the projection ‖Pσx‖≤ ‖x‖ and ‖C1/2N x‖≤ ‖x‖ for any x ∈ R3N , the drift and diffusion
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coefficients are bounded
(3.52)‖µ(σ)‖+‖B(σ)‖≤ (4N2 + 1
β
Tr(CN ))(1 + ‖σ‖).
The drift and diffusion in (3.51) are Lipschitz continuous







with x, y ∈ R3N representing different spin vectors.
Denote projection matrices depending on x, y as Px, Py, they are linear in (3.2) and quadratic
in (3.3). A direct calculation from the definition in (3.2) and (3.3) shows
‖Px − Py‖2≤ c‖x− y‖, (3.54)
where the fact that each element of the spin vectors x, y is bounded by one is needed for (3.3).
With (3.54), the drift and diffusion in (3.51) can be shown to be Lipschitz continuous from
‖PxCP Tx ∆Nx− PyCP Ty ∆Ny‖≤ ‖PxCNP Tx (∆Nx−∆Ny)‖+‖PxCN (P Tx − P Ty )∆Ny‖











From Theorem 5.2.1 in [29], the solution for the SDE system (1.6) exists and is unique.
3.3.7 Proof of Theorem 3.1.1

















We will use Itô isometry and hölder’s inequality to prove the following Grönwall inequality









For simplicity we use the notation in (3.51) to denote the drift and diffusion part of (3.29). For












































































































































































































































































































































For the last term En [sup]1≤m≤n ‖
∑m
i=1 φi‖2, each coordinate of
∑m
i=1 φi is a martingale, apply
































3.4 Discussion on the proposed SPDE
With colored noise vector, the Itô correction term of the limiting SDE (1.6) becomes
−β−1 Tr(C̄N )σdt.
When C̄N is the identity matrix, we have Tr(C̄N ) = N and the Itô correction is the same as in (2.9)
for the white noise case. When the trace of C̄N is bounded, the Itô correction term will not be a
problem in the limit N →∞, and we can propose the limiting non-local SPDE (1.7).
With cross product projection, the explicit form of (1.7) is









and we assume it is the form of (1.7) with the correct invariant measure.
The regularity and properties of this SPDE still remains to be explored in the future, but a local
well-posedness theory can be derived as in [35, Chapter 15]. Nevertheless, our conjecture is that the
deterministic part of the SPDE (1.7)
∂tσ(x, t) = PCP T∆σ (3.61)
where P can be cross product projection or cross cross product projection, behaves similarly to the
harmonic map heat flow equation with rescaled time. We explain our intuition in the following
discussion.
From calculations in Section 3.2, we know the projection matrix needs to be chosen as P = P1
for the SDE (1.2) to have the Gibbs distribution as its invariant measure. However, numerical
experiments show that the finite difference dynamics of (3.61) are basically the same with either
P = P1 or P = P2 for different initial conditions. The cross cross product projection is the more
natural projection and helps us predict the properties of (3.61). We will use P as the cross cross
product projection in the rest of this section.
With the covariance matrix C̄N defined in Section 3.1.2, the eigenvalues and eigenvectors of
C̄N are compatible with the eigenvalues and eigenfunctions of Laplacian operator. As a result, the
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operator C is like a fractional Laplacian (−∆)−α, where α > 0 is the decaying rate of eigenvalues
λ2k = (−2kπ)−2α.
Intuitively, the projection acting on Laplacian keeps the properties of Laplacian. The covariance
operator C is approximately a fractional Laplacian. The combination of PCP T∆ is similar to
P (−(−∆)1−α). The largest nonzero eigenvalue will be −(4π2)1−α indicating the speed converging to
equilibrium. The deterministic PDE (3.61) should behave like the harmonic map heat flow equation
at a slower rate. If we accelerate the dynamics with the largest nonzero eigenvalue −(4π2)1−α, we
should see the accelerated dynamics follow the harmonic map heat flow equation closely.
We have tried to verify the intuition above with numerical experiments. The dynamics of the
deterministic PDE (3.61) are following the movements of the harmonic map heat flow equation
with a slower speed. Rescale time by trescale = −(4π2)1−αtoriginal, the dynamics of (3.61) and the
harmonic map heat flow equation (1.4) are both converging to the same equilibrium state together
with a small difference. We have also plotted the energy evolution for (3.61) and the harmonic map
heat flow equation in Figure 3.3 to support our intuition.
3.5 Numerical results
In this section, we support our convergence results and conjectures using numerical simulations
of the systems. The M-H dynamics are simulated as explained in Sec. 3.3.1. To simulate the SDE
(3.29), written in the Itô form, we use the stochastic Euler’s method combined with a normalizing
step to project the spin back onto the sphere after each time step. The PDE (3.61) is sampled by
finite difference method combined with a normalizing step with a large spin number N . All the
simulations are from one dimensional periodic lattice T1 to unit sphere S2.
Figure 3.1 shows the order of convergence for the error between the M-H algorithm and the SDE
(1.6) with respect to the time step size δt, for which the equivalent M-H proposal size is ε2 = δtNβ .







‖σMHi (T )− σSDEi (T )‖2
]
(3.62)
where the expectation is taken over multiple realizations. The convergence is approximately 12 as
shown in Theorem 3.1.1.
Figure 3.2 show the distribution of energy H for SDE (1.6) with different covariance matrices
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Order plot for M-H vs SDE:0.50499
order
y=0.5x
Figure 3.1: Order of convergence for the error between M-H algorithm and Langevin equation with
respect to time step size δt = βN ε
2. The order of convergence is close to 0.5. For the parameters:
lattice length L = 1, number of spins N = 10, space discretization δx = 1N =
1
10 , initial time step
size for M-H algorithm δt = 10−3, inverse temperature β = 1, proposal size ε =
√
Nδt
β , number of
simulations E = 1000.











(a) SDE with Cross Product Projection











(b) SDE with Cross Cross Projection
Figure 3.2: Distribution of energy H for colored noise SDE (1.6). α represents the decaying
rate of the eigenvalues for C̄N , where the kth eigenvalue is λk = (2πk)−2α. For the parameters:
α = [0, 0.1, 0.5, 1], time steps 106, timestep size dt = 0.125× 1e− 3, inverse temperature β = 10.
C̄N to support our discussions on projection matrices in Section 3.2. When the projection matrix
P in (1.6) is chosen to be cross product (3.2), the energy distributions are indistinguishable for
different covariance matrices in Figure 3.2a. The energy distribution shifts to left as the decaying
rate of eigenvalues α becomes larger in Figure 3.2b with the projection matrix P in (1.6) chosen to
be (3.3).
The energy evolutions of (3.61) with different covariance matrices are shown in Figure 3.3.
We simulate the PDE (3.61) with cross product projection by the finite difference approximation.
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(a) Evolution of Energy with Different Covariance
Matrices: Original Timescale












(b) Evolution of Energy with Different Covariance
Matrices: Rescaled Time
Figure 3.3: Evolution of energy H for the PDE 3.61 with P being the cross product projection. α
represents the decaying rate of the eigenvalues for C̄N , where the kth eigenvalue is λk = (2πk)−2α.
For the parameters: α = [0, 0.1, 0.5, 1], number of spins N = 20, time interval [0, 0.5] for original
system and [0, 0.2] for the rescaled time system, timestep size dt = 10−5, inverse temperature β = 1.
Although the discussion in Section 3.4 is based on cross cross product projection, equation (3.61)
with cross prodcut is of more interest since its stochastic version has the correct invariant measure as
shown in Section 3.2. In fact, the dynamics of (3.61) are basically the same for both cross product
and cross cross product projections in numerical experiments with different initial conditions, so the
intuition from Section 3.4 should still hold for (3.61) with cross product projection. In Figure 3.3a,
the energy decreases with slower rate for covariance matrix with smaller eigenvalues as we expected.
In Figure 3.3b, we rescale time as explained in Section 3.4 and the energy basically decreases at the
same rate. This supports our intuition in Section 3.4.
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CHAPTER 4
Generalizations and Concluding Remarks
In this dissertation, we have studied the limiting dynamics of M-H algorithm applied to lattice
spin models.
With white noise, the Metropolis dynamics converges to the Langevin stochastic differential
equation system (2.9) with the proposal size ε → 0 in the Metropolis Hastings algorithm. With
proper scaling of β = Nα, α > 1 and the number of particles N → ∞, the SDE system (2.9)
converges to the deterministic harmonic map heat flow equation (1.4).
With colored noise, the proposal probability is not symmetric in the M-H algorithm and our
application of the M-H algorithm might not sample the correct Gibbs distribution (1.1). But we
show the constructed Markov process converges to an SDE system (1.6), and with the correct choice
of projection this SDE system has Gibbs distribution (1.2) as its invariant measure. We propose an
SPDE (1.7) limit and discuss our intuition on its deterministic part (3.61) in Section 3.4.
We have extended the convergence analysis on random walk M-H algorithm to Gibbs distribution
(1.2) of lattice spin models with geometric constraint. This requires projection with embedded
coordinates in the M-H algorithm. The projection brings nonlinearity into our limiting equations
and makes noise term multiplicative. Due to the projection, the proposal and the candidate do not
have a one-to-one correspondence. The candidate is a nonlinear function of the current state in the
M-H algorithm. We use the linear approximation of the nonlinear proposal and show trajectory-wise
convergence of Metropolis dynamics to the SDE systems in Stratonovich form. This connection
is interesting since they both preserve the geometric constraint. This idea of comparing the M-H
dynamics with continuous stochastic differential equations could be further explored for other
physical models with geometric constraint.
In the white noise case, we further prove the convergence from Langevin equation (1.3) to the
deterministic harmonic map heat flow equation (1.4). This corresponds to the intuition that the
energy (1.1) of the lattice spin model is in the discrete form of a Dirichlet energy connected with
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harmonic map heat flow (1.4). Moreover, the harmonic map heat flow equation is in the form of
overdamped Landau-Lifshitz equation (1.5). We obtain a connection between a discrete statistical
physics ferromagnetic model and a continuous model describing the time evolution of magnetism.
In the colored noise case, we discuss different types of projections in the SDE (1.6). With cross
product, the projection matrix is linear and the Gibbs distribution (1.2) is the invariant measure of
(1.6). With projection −x× (x× ·), the projection matrix is quadratic and there will be remaining
terms that do not cancel in the Fokker-Planck equation (3.15). Numerical experiments show the
SDE (1.6) with projection matrix (3.3) is not sampling the energy distribution of (1.2) correctly.
With increasing correlation length, equation (1.6) with projection (3.3) samples distribution with
lower energy. We propose a nonlocal SPDE (1.7) as the limit of (1.6), and use numerical simulations
to show the deterministic part behaves like harmonic map heat flow equation with rescaled time.
One possible improvement of this work is the scaling in our analysis, which is not optimal as
suggested by the numerical simulations. Our convergence results are also trajectory-wise. If a
weak convergence result as in [7, 8, 9] could be obtained, it will have two benefits. First, the weak
convergence might require better scaling in the proof. Second, it might imply an optimal choice of ε
in the M-H algorithm to use in practice. The regularity and property of the proposed SPDE (1.7)
also requires further exploration.
As discussed, there are many aspects we could improve the analysis in this work and obtain
better convergence results with better scaling of the parameters. This analysis of the M-H algorithm
with nonlinear proposals could also be expanded to other physical models with geometric constraint.
We discuss a few possible extensions below.
• Solve the symmetry problem in correlated noise project by adding a penalty term
in the Gibbs distribution
We could add a penalty term for the geometric constraint in the Gibbs distribution. With the
new distribution, we will propose candidates in the full embedded space in the M-H algorithm
and this avoids the symmetry problem. To find the limiting equations, we could use the
coordinates in frequency space and this greatly simplifies the calculation. We believe the limit
of the M-H step will be Ginzburg-Landau type. But the coefficients of the penalty term have
to be chosen carefully and this is still in progress.
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• Improve the scaling of temperature and proposal size with in-equilibrium condi-
tion
In this work, the trajectory-wise convergence requires strong assumptions on the scaling
of proposal size in the M-H algorithm and the inverse temperature β in (1.2). Numerical
experiments indicate that the scalings of temperature and proposal size in our analysis might
not be optimal. If the M-H dynamics starts in equilibrium distribution as in [7, 9], the errors
in our approximation of the M-H step could be bounded with respect to (1.2). The new error
estimations will improve our previous bounds which only depend on the scaling of temperature
and proposal size. This will allow a weak convergence result with improved parameter scalings.
• Extend similar analysis to distributions on other manifolds
The unit sphere is a relatively simple manifold with constant curvature. We could try to extend
the analysis to the M-H dynamics on more complicated manifolds. We believe this will fit the
framework provided in [36]. With non-constant curvature, the proposal will not be symmetric
in the M-H algorithm if embedded coordinates are used. To satisfy the detailed balance,
we could try several possible solutions. For some manifolds, it might be possible to find a
symmetric proposal by using a new coordinate system or other methods. An approximate
accept/reject probability that converges to the same desired distribution could also be used. A
penalty term for the geometric constraint could be added to the sampled distribution. Similar
to Chapter 3, one might also study the limiting dynamics and show the limiting process
samples the correct distribution.
• Obtain hydrodynamic limit
One method to obtain the deterministic limit of a stochastic system is to consider the
hydrodynamic limit with relative entropy bound [23, 24, 25]. Due to the geometric constraint
in the classical Heisenberg model, it is difficult to calculate the averages with respect to the
Gibbs states as in [23, 24, 25] if the spin is expressed in Cartesian coordinates. Different
coordinate systems to represent the spin vector could be tried to extend the hydrodynamic
limit calculation to the random spin models.
• Derive an M-H like algorithm for stochastic Integrate-and-Fire neuron model
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The stochastic Integrate-and-Fire (IF) model is described by an Ornstein-Uhlenbeck process
with discontinuous coefficients. The discontinuity comes from a threshold to reset the solution
to the base state. This reset step results in a decreasing order of convergence for numerical
SDE methods that is difficult to explain analytically. We could design a random walk algorithm
having more states near threshold to sample the stochastic IF model. By choosing proper accept
probability, we could compare the dynamics of the algorithm with the Ornstein-Uhlenbeck
process similar to our analysis for random spin models. In doing so, we might be able to prove
the order of convergence for the algorithm analytically. The dynamics near the threshold is of
interest in neuron models and will be captured better with this algorithm.
In this work, we have done the convergence analysis for the random walk M-H algorithm on the
manifold of the unit sphere. We proved Stratonovich form SDE limits for both white and colored
noise. By choosing inverse temperature β → ∞ to make noise term disappear in (2.9), we show
the convergence of (2.9) to a smooth harmonic map heat flow equation (1.4). To propose an SPDE
limit (1.7), we introduce spatial correlation to regularize the noise in the limiting (1.6) of Metropolis
dynamics. This helps bound the Itô correction term that goes to infinity in (2.9). We hope the
more regular colored noise could help us prove the convergence from (1.6) to the proposed SPDE
(1.7) in the future. The manifold of the unit sphere is relatively simple, and we hope to extend this




We will use Fokker-Planck equation to show the Stratonovich SDE
dx = P⊥x (dW ) (A.1)
in R2 and R3 are describing Brownian motion on the unit circle and unit sphere. And in R3 it is
regardless of the choice for P⊥x (y) = x× y or P⊥x (y) = −x× (x× y) = I − xxT .
A.1 Circle S1





the corresponding Itô drift coefficient is










On the circle P⊥x (dW ) = (I − xxT )dW = dW − (dW ,x)x. The corresponding Itô form for
(A.1) is
dx = −12x + (I − xx
T )dW . (A.3)






















σikσjk = (σσT )ij .










The Laplacian on the circle in polar coordinate is ∂tρ = ∂θθρ. Use transformation x = r cos θ, y =
r sin θ,
∂θθ = (−y∂x + x∂y)(−y∂x + x∂y) = y2∂2x + x2∂2y − 2xy∂x∂y − x∂x − y∂y
corresponding to the Fokker-Planck equation above.
A.2 Sphere S2




−x× (x× y) = (I − xxT )y
.
In both cases the Itô correction are the same as −x. The Itô form for (A.1) is
dx = −xdt+ P⊥x (dW ). (A.6)
In the Fokker-Planck equation calculation, for both projections the diffusion tensor are the same
D =

y2 + z2 −xy −xz
−xy x2 + z2 −yz
−xz −yz x2 + y2






(y2 + z2)ρxx + (x2 + z2)ρyy + (x2 + y2)ρzz − ∂x(xyρy + xzρz)
−∂y(xyρx + yzρz)− ∂z(xzρx + yzρy)] .
The Laplacian on S2 in polar coordinate is
1





Using the change of coordinate 
x = r sin θ cosφ
y = r sin θ sinφ
























xy − 2xz∂2xz − 2yz∂2yz − x∂x − y∂y + (1− z2)∂2z − z∂z
∂2φ = (−y∂x + x∂y)(−y∂x + x∂y) = y2∂2x + x2∂2y − 2xy∂x∂y − x∂x − y∂y.










is corresponding to the Fokker-Planck equation above.
89
APPENDIX B
SYMMETRY OF THE PROPOSAL
The current proposal might not be symmetric and might actually need an extra term in the
accept rate




so that the detailed balance is satisfied
π(x)p(y|x)α(y|x) = π(y)p(x|y)α(x|y)













where W is N × 3 matrix representing the colored noise to get from σ to σ̃, with the i-th column
Wi to be the noise vector for i-th spin:
Wi = −σi +
σ̃i
(σi, σ̃i)
+ aiσi ai ∈ R
We hope we could still use the accept rate
α(σ̃|σ) = e−βδH
to approximate the real accept rate and the limiting distribution converges to the original distribution
e−βH when proposal size ε→ 0.






, η > 0,
∑
i







Proof. Since the noise matrix W is given by
W = QDR,
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tan θ = sin θcos θ =
2 sin( θ2) cos(
θ
2)
cos θ ≥ 2 sin
θ
2 , 0 ≤ θ <
π
2
as cos( θ2) ≥ cos θ. Take θ as the angle between σ, σ̃,
‖νi‖= tan θ ≥ 2 sin(
θ










λ2i (r2ix + r2iy + r2iz)


































B.1 Difference between forward and backward proposal
When using
α(σ̃|σ) = 1 ∧ e−β(H(σ)−H(σ̃)) p(σ̃|σ)
p(σ|σ̃ ≈ 1 ∧ e
−βδH ,
this is assuming in the proposal step, since σ̃ is only size ε away from σ, so the noise vector for the
backward step is approximately the negative of the vector for forward step.
The difficulty in the calculation is that in the random walk M-H, since we are using embedded
coordinate in R3, for one proposal vector σ̃i, there is not only one noise vector Wi leading to this
proposal but a one dimensional space. An integration of N these spaces based on current spin
configuration σ needs to be done and so far we could only give some rough estimations.
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We will first try to build a 1-1 relationship between the forward proposal vectors and the
backward vectors by forcing the length of these vectors to be the same. Assuming σ̃ is only O(ε)
away from σ, we could approximate
p(σ̃|σ) ≈ p(σ|σ̃) (1 +O(Nε))
Under the assumption σ, σ̃ are only O(ε) away from each other, we will show
W̃ = W + εΓ(σ,W ), Γ ∼ O(1)
We have Wi = νi + aiσi and W̃i = ν̃i − aiσ̃i. By taking ai in W̃i to be the same as ai in Wi, or
equivalently taking them to be of the same length,

















− σi + ενi
‖σi + ενi‖
+ σi
( σi+ενi‖σi+ενi‖ , σi)

Taylor expanding it gives




We have the estimation on
‖Γi‖2≈ (‖νi‖2σi +−aiνi)2 = ‖Wi‖4−‖Wi‖2(σi.Wi)2
Proposition B.1.1. Now we give an estimation on the difference between the backward and forward
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where A is the diagonal matrix for the coefficients ai.
To use the property of the colored noise, consider how we generate the colored noise from
standard normal random variables: W = QDZ. Q is the orthonormal basis, D represents square
root of the eigenvalues, and Z is N × 3 matrix generated from standard normal distribution. So
there is a set Sw of W such that the probability of generating W outside this set is almost zero.
The possible tangent vector matrix ν should be given by W as ν = W − sum(W. ∗ σ, 2)σ =
W −Awσ, with W ∈ Sw .
With given σ, σ̃, ν is fixed, and the noise vector could be ν + Aσ, but only the W ∈ Sw are
possible. Take
ν +Aσ = W + (A−Aw)σ
then
(ν +Aσ)TΣ−1(ν +Aσ) = W TΣ−1W + 2W TΣ−1(A−Aw)σ + (A−Aw)TσTΣ−1(A−Aw)σ
= ZTZ + 2ZTD−1QT (A−Aw)σ + ‖(A−Aw)σ‖2Σ−1 (B.1)





































W̃ = −W + εΓ,
and then in p(σ|σ̃)
W̃ TΣ−1W̃ = W TΣ−1W − 2εW TΣ−1Γ + ε2ΓTΣ−1Γ










Regarding aTΣ−1b as inner product and using Cauchy-Schwartz,

















p(σ|σ̃) could be divided into two parts, one with W̃ ∈ Sw̃ having above bound (our 1-1
correspondence forces ‖W‖= ‖W̃‖, so the estimations for Γ is still valid), and one with W̃ 6∈ Sw̃ so





























B.2 Total variation distance between true and approximate proposal
Denote q as the true proposal and q̃ our approximate one, for σ 6= σ̃,

q̃(σ̃|σ) = p(σ̃|σ)(1 ∧ e−βδH)
q(σ̃|σ) = p(σ̃|σ)
(
1 ∧ e−βH p(σ|σ̃)p(σ̃|σ)
)
The total variation bound for the difference between two proposals could now be given.
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Proposition B.2.1. With given proposal size ε,








for any η > 0
Proof. When σ̃ = σ,
q(σ|σ) = δσ





Take total variation distance as bounded the L1 norm,












∣∣∣∣1 ∧ e−βH − 1 ∧ eβH p(σ|σ̃p(σ̃|σ)
∣∣∣∣ dσ̃
When the difference between σ̃ and σ large, p(σ̃|σ) is exponentially small as shown in B.0.1, and
∣∣∣∣1 ∧ e−βH − 1 ∧ eβH p(σ|σ̃p(σ̃|σ)
∣∣∣∣ ≤ 1
When the difference between σ̃ and σ is of order ε, from B.1.1,
∣∣∣∣p(σ|σ̃)p(σ̃|σ) − 1
∣∣∣∣ ≤ CεNη+ 1+α2
and the integration of p(·|σ) is smaller than one.
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