Introduction and statement of the main theorem
In the research on classical field theory on Lorentzian manifolds, over the decades it became more and more transparent that the most appropriate geometric category for classical field theory is the one of globally hyperbolic manifolds (together with their casusal embeddings). On one hand, this is due to its relatively easy and invariant definition as the category of manifolds with compact causal diamonds and without closed causal curves (for this definition weaker than the usual one see [6] ), on the other hand to the strong statements about the well-posedness of initial-value problems of Laplace-type or normally-hyperbolic operators on them, i.e., of operators whose symbols coincide with the Lorentzian metric tensored with the identity in the configuration bundle of the respective field theory ( [1] ). Moreover, it turns out that this category is geometrically sufficiently rich, e.g. with respect to the realization of possible holonomy representations, cf. [3] . An important property of globally hyperbolic manofolds is that they admit orthogonal foliations by Cauchy surfaces ( [4] , [5] ). Now in the initial value formulation of general relativity the initial data are two 2-tensors g 0 , W on a 3-manifold representing the induced Riemannian metric on the Cauchy surface Σ with normal vector field n and the Weingarten tensor of the Cauchy surface, respectively, subject to the constraint equations R Σ + (tr g0 W ) 2 − ||W || 2 g0 = 16πT (n, n), tr 1, 3 (∇W ) − tr 1,2 (∇W ) = 8πT (n, ·)
where T is the stress-energy tensor. Thus bounds on these quantities on Cauchy surfaces are of natural interest. Given an orthogonal foliation by a time function t with g = −f 2 dt 2 + g t , then the normal vector field is n = f −1 ∂ t , and the Weingarten tensor is easily computed as W (X, Y ) = g(∇ X n, Y ) = −f Hess(t)(X, Y ). Therefore one should ask for special foliations in which these quantities are bounded. The following definition systematizes foliations with different bounds:
where S is a smooth spacelike hypersurface, t : R × S → R is the projection on the first factor, Note that these definitions are a bit stronger than simply requiring the existence of a smooth function with the corresponding properties, as the global product structure is assumed additionally. BBC decompositions have some analytic advantages as long-time existence of minimal surfaces (cf. [7] ) (note that in this paper, the definition of BBC includes that the eigenvalues of g •ġ t be bounded on every level set of t, but asġ t (X, Y ) = 2f W (X, Y ) for t-invariant vector fields, by the bound on f this property follows). The results of Antonio Bernal and Miguel Sánchez ( [4] , [5] ) showed that every globally hyperbolic manifold has an OC decomposition. In a recent article, Miguel Sánchez and the author showed the existence of a B Cauchy foliation [8] which implied some results about isometric embeddings in Minkowski spaces. In this article, we will show that Theorem 1 Let (M, g) be globally hyperbolic. Then it has a bB Cauchy decomposition.
Plan of the proof
The proof is very similar to the proof given in [4] , [5] , apart from the fact that considerations including local finiteness of sums will be replaced by concrete estimates of the number of terms, and gradient estimates will play a bigger role. Throughout the proof, we assume that (M, g) is a globally hyperbolic manifold.
The proof is divided in five steps. Many of its constructions include summing up functions instead of using partitions of unity (which is used only in Step 2). This is due to the fact that it is difficult to force partitions of unity to respect the causal character of a function they are multiplied with. In general if we have to estimate the length of gradients from infinity in a construction where we excessively use sums, it is easier to use a Riemannian metric as for h Lorentzian there are lightlike vectors v, w whose sum is timelike (alternatively, throughout the whole construction we could consider a linear quantity like the scalar product of the gradient with a fixed timelike vector field and in the end use the reverse Cauchy inequality).
Step 1: We construct a forward resp. backward local step function (FLS resp. BLS) around any point p in a level set of t, for every such level set, from the Lorentzian distance function τ . It is smooth and satisfies some technical requirements.
Step 2: By summing up appropriate locally finite collections of FLSs and BLSs, we construct weak temporal step functions τ a around t −1 (a) for every a ∈ R, whose gradient is past-time or zero and nonvanishing on the level set t −1 (a). From now on, everything is about enlarging the region, where the gradient does not vanish, as much as possible.
Step 3: For each compact set K contained in the region between two levelsets f −1 (a − 1) and f −1 (a + 1), by summing up appropriate finite collections of weak temporal step functions, we construct K-temporal step functions with past-time or zero gradient nonvanishing on K.
Step 4: By summing up a convergent sum of K-temporal step functions, we construct temporal step functions with past-time or zero gradient nonvanishing in the region t −1 ((a − 1, a + 1)) between two level surfaces of t.
Step 5: Finally, by summing up a locally finite collection of temporal step functions τ a around t −1 (a) for some values of a, we can construct a temporal function θ with overall past-time gradient and the right asymptotics, and thus the Bb decomposition.
Performing the proof
Step 1:
In the following, let a fixed steep temporal function t on the globally hyperbolic manifold (M, g) be given. We denote its level sets by S a := t −1 (a). Without restriction of generality we assume that M is simply-connected (if it is not, we take the universal Lorentzian cover which is globally hyperbolic as well). We consider the t-flip metric G t defined by Proof. If γ ′ := e 2f · γ, we have
, Theorem 1.159 (keep in mind that BESSE use the opposite sign convention ∆ γ := −tr γ (∇ γ df )). Now we put f := φ · ψ where φ : R → R, ψ : N → R and choose φ(0) = 0 = φ ′ (0), then it is easy to see that df | S = 0 and
therefore on S we have 3.
Now, let U be open and J
Remark: Note that we require a condition on the gradient at S a for the FLS but an estimate of the absolute value at S a for the BLS. 
Proof. Let us consider the forward case first. Choose a a geodesically convex neighborhood C
. This is a smooth function on J + (p ′ ) ∩ J − (S a ) as τ is continuous on M × M and smooth on pairs of points p ′ << q (cf. [9] , Lemma 5.9., Lemma 14.2). Choose a past geodesic c starting at p, then it is easy to see that there is a point p ′ = c(t) for c small with
. Now look for an r > 0 such that in B 2r (p) we have ||gradj p ′ || < 1 and Hessj p ′ < 1 and such that
. This exists as in G-normal coordinates around p the pair of metrics (G, cg) (where c is the conformal factor from G → G) approaches the pair of Euclidean and Minkowskian metric, and as the lightcones of g and cg are the same (and then use that the ratio of the radii of an inscribed and a circumscribed circle of a square is 
, and equalsĥ
, and is easily checked to satisfy the requirements.
In the backward case, choose a geodesically convex neighborhood
, and the other requirements are equally easy to see.
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Step 2: 
• S a ⊂ V a := supp(∇h a ).
Proposition 2 For every level set S a of t, there is a WTF around S a .
Proof. In the following, supp o (γ) denotes the interior of the support of γ. We will construct h a out of two functions, h + a and h − a , which will be constructed in the next lemma.
Lemma 2 There is a smooth function
Proof of the lemma. First we construct h + a . Take, for any p ∈ S a , a g-geodesically convex neighborhood C + p , and the corresponding FLS h + p with some radius r(p) < 1. Now we use Vitali's covering theorem:
Theorem 2 Let N be a metric space and {B j = B rj (p j )|j ∈ J} an arbitrary collection of balls with sup j∈J r j < ∞. Then there is a subcollection
We will apply this theorem to the collection {B G r(p)/5 (p)|p ∈ S a } completed by any covering of M \ S a . Moreover, we use a strong version of the Bishop-Gromov theorem (with the same proof which works by integration of Jacobi fields along radial geodesics): Therefore we have
therefore this quotient, or better its infimum over r ∈ (0, 1), can serve as a universal bound D of the number of nonempty intersections with other balls. Now put h 
, and it is easy to check that h a satisfies all other requirements of Definition 3 as well: note that ∇ĥ Step 3: Let a compact set K ⊂ t −1 ((a − 1, a + 1)) be given. 
Proposition 3 For every a ∈ R and every compact set K ⊂ t −1 ((a − 1, a + 1) ), there is a Ktemporal step function.
Proof. K is covered by a finite number of sets of the form V on K j , and use the Levi-Civita connection of g R to define Banach spaces C k (G j ). Then we put
We have ||∇τ a || < 2 −j ||gradτ j || < 1 as 1 = ||∇τ j || g j R ≥ | ∇τ a , ∇τ a g |. Therefore, by diagonal arguments, the above sum converges in every C k (G l ), so it is a smooth function everywhere. Observe that the asymptotics ofτ a are real constants L :=τ a (t −1 ((−∞, a−2]) and M :=τ a (t −1 ((a+2, ∞]). We can still use the additional freedom of adding a constant function toτ and multiplying it with a constant function to get a function τ with the correct asymptotics L = −1, M = 1. 2
Step 5:
Definition 6 A temporal function on M is a smooth function θ : M → R with following properties:
