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Abstract 
The main result of this Ph.D. thesis is to present conditions on the curvature and boundary 
of an orientable, compact manifold under which there is a unique global solution to the 
Dirichlet boundary value problem (BVP) for the prescribed Ricci curvature equation. This 
Dirichlet BVP is a determined, non-elliptic system of 2nd-order, quasilinear partial 
differential equations, which is supplemented with a constraint equation in the form of the 
so-called Bianchi identity. Indeed, in order to prove the main result of this Ph.D. thesis, we 
are also required to prove that the kernel of the Bianchi operator is a smooth tame Fréchet 
submanifold of the space of Riemannian metrics on a compact Riemannian manifold with 
boundary. After presenting an overview of the literature in Chapter 1 and the required 
notation and background in Riemannian geometry and geometric analysis in Chapter 2, 
the main results of this thesis are organised into the following two chapters. 
 
In Chapter 3 we present conditions under which the kernel of the Bianchi operator is 
globally a smooth tame Fréchet submanifold of the space of Riemannian metrics on a 
Riemannian compact manifold both with or without boundary. This global submanifold 
result for the kernel of the Bianchi operator is central to the proof of global existence and 
uniqueness for the Dirichlet BVP for the Ricci curvature equation, and extends the 
analogous local submanifold result by Dennis DeTurck in [18] which was fundamental to 
the proof in [18] of local existence and uniqueness of the prescribed Ricci curvature 
equation on a compact manifold without boundary. 
 
Furthermore, the material in Chapter 3 of this thesis sits more generally within the 
literature on linearisation stability of nonlinear PDE. Indeed, the method by which we prove 
that the kernel of the Bianchi operator is a global submanifold of the space of metrics on a 
compact manifold is an application of the more general technique of proving the 
linearisation stability of a system of nonlinear PDE, and yields that the Bianchi operator is 
itself linearisation stable in a sense made precise in Chapter 3. 
 
In Chapter 4 we then use the fact that the kernel of the Bianchi operator is globally a 
smooth tame Fréchet manifold, and the Nash-Moser implicit function theorem (IFT) in the 
smooth tame category, to find and conditions under which globally there is a unique 
Riemannian metric satisfying the Dirichlet BVP for the Ricci curvature equation. This global 
existence and uniqueness result is motivated by, and can be viewed as a modification of, 
an analogous result for Einstein manifolds of negative sectional curvature and convex and 
umbilical boundary presented by Jean-Marc Schlenker in [50]. Loosely speaking, in the 
context of Einstein manifolds the kernel of the Bianchi operator is the entire space of 
Riemannian metrics and thus automatically a smooth tame Fréchet manifold; however, in 
the context of the prescribed Ricci curvature equation, in which this Ph.D. thesis is 
interested, we are required to prove that the kernel is a smooth tame Fréchet submanifold 
in order to apply the Nash-Moser IFT. 
In general, global existence for the prescribed Ricci curvature equation on a manifold with 
or without boundary is difficult and results in this direction are few; the main goal of this 
thesis makes an important contribution in this area and the techniques used to prove it 
have potential applications in other areas of geometric analysis such as Yang-Mills gauge 
theory and curvature flows.
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Chapter 1
Introduction and Statement of Results
The problem of prescribing the Ricci curvature of a manifold has been closely
studied since the early 1980s; see for instance [2,5,6,36] for surveys of the literature.
As an introduction to this area, let M be a compact (m+1)-dimensional manifold
possibly with nonempty boundary ∂M , and let T be a symmetric 2-covariant
tensor on M . (In this thesis all manifolds, tensors, etc, are assumed smooth
unless otherwise stated.) Solving the prescribed Ricci curvature equation (also
often simply called the Ricci curvature equation) involves finding a Riemannian
metric g on M whose Ricci curvature, Ricc(g), satisfies
Ricc(g) = T on M.
This is a determined system of 2nd-order quasilinear partial differential equations
given locally in a chart by
∂Γkij
∂xk
− ∂Γ
k
ik
∂xj
+ ΓkijΓ
`
k` − Γki`Γ`kj = Tij,
where
Γkij =
1
2
gks
(∂gis
∂xj
+
∂gjs
∂xi
− ∂gij
∂xs
)
are the Christoffel symbols of g and Tij are the local component functions of T .
(The Einstein summation convention is used throughout this thesis.) The depen-
dence of the Ricci curvature equation on its argument, namely the Riemannian
metric g, is clearly visible via these Christoffel symbols, which may more precisely
be written as Γkij(g) to highlight this dependence.
Let S, X, Ω, andM be respectively the spaces of symmetric 2-covariant tensors,
vector fields, 1-forms, and Riemannian metrics on M . The Ricci curvature tensor
1
Ricc(g) can be viewed as a 2nd-order quasilinear partial differential operator
Ricc :M→ S
g 7→ Ricc(g).
This operator is not elliptic due to its diffeomorphism invariance, which manifests
itself in the Bianchi identity (see for instance [18]): If Ricc(g) = T then
Bian(g, T ) = δgT +
1
2
d(trgT ) = 0.
Here δg : S → Ω is the divergence operator given locally by
(δgT )k = −gij(∇iT )jk
and trgT = g
ijTij is the metric trace of T with to respect to g. Hence, the Bianchi
identity can be viewed as the constraint equation of the Ricci curvature equation:
given T , any candidate solution g to the Ricci curvature equation must necessarily
satisfy the Bianchi identity. In this light, obstructions to existence for the Ricci
curvature equation are presented in [18], namely tensors T for which there are no
metrics g satisfying the Bianchi identity (also see [17,19] for additional examples).
Given T ∈ S, the Bianchi operator is the 1st-order partial differential operator
B :M→ Ω
g 7→ B(g) = Bian(g, T ).
It is shown in [18] that when T is nonsingular, the Bianchi operator is under-
determined elliptic. The properties of under-determined elliptic operators and the
implicit function theorem for Banach spaces are then used in [18] to show the
following local submanifold property of the kernel of the Bianchi operator:
Proposition 1.1 (DeTurck [18, Theorem 2.10]). Suppose that B(g0) = 0. If the
inverse of T (0) exists, then for sufficiently small ρ > 0 the solutions of B(g) = 0
near g0 form a submanifold of the Banach manifold of metrics on the open ball
Bρ(0) ⊂M .
This local submanifold result, “DeTurck’s trick” (also see [21]), a modification
of the implicit function theorem for Banach spaces, and the proof of local existence
for determined elliptic operators are then used in [18] to arrive at the following
2
local existence result for the prescribed Ricci curvature equation (in which Ck+σ
a Ho¨lder space of tensors):
Proposition 1.2 (DeTurck [18, Theorem A]). If Tij is a C
k+σ (resp. C∞, ana-
lytic) tensor (k > 1) in a neighbourhood of a point p on a manifold of dimension
m + 1 ≥ 3, and if T−1(p) exists, then there is a Ck+σ (resp. C∞, analytic) Rie-
mannian metric g such that Ricc(g) = T in a neighbourhood of p.
Additional results for the prescribed Ricci curvature problem on a manifold
without boundary can be found in, for instance, [12–16,20,22–24,34,47].
This Ph.D. thesis first presents mild conditions under which the kernel
K = ker B
of the Bianchi operator is globally a submanifold of M, and then uses this global
submanifold result and the Nash-Moser implicit function theorem in the smooth
tame category to arrive at a global existence and uniqueness result for the Dirich-
let boundary value problem for the Ricci curvature equation. For additional
background on the Nash-Moser theorem in the smooth tame category, see for
instance [33,37] and Chapters 2 and 4 below.
The first main result of this Ph.D. thesis is the following:
Theorem 1.3. Let (M, g0) be a compact Riemannian manifold with or without
boundary and T be a nonsingular symmetric 2-covariant tensor with Bian(g0, T ) =
0 and no nontrivial v ∈ X for which the Lie derivative LvT = 0. Then K is a
Fre´chet submanifold of M.
The proof of Theorem 1.3, which is presented in Chapter 3, uses the implicit
function theorem for Banach spaces and an elliptic regularity argument in the same
way as they are used to prove linearisation stability of nonlinear partial differential
operators. Furthermore, the proof of Theorem 1.3 also implies that the Bianchi
operator is linearisation stable, a notion we make precise in Chapter 2: Let
L = DB(g0) : S → Ω
denote the linearisation of the Bianchi operator at g0, which is a 1
st-order linear
partial differential operator. Then we have the following result:
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Theorem 1.4. Given (M, g0) and T as in Theorem 1.3, then the tangent space
Tg0K satisfies Tg0K = kerL; in other words, for every S ∈ S satisfying LS = 0,
there is a curve c in K satisfying c(0) = g and c′(0) = S.
Corollary 1.5. Given (M, g0) and Ricc(g0) = T as in Theorem 1.3, then K does
not coincide with the set {tg0 | t > 0}.
For additional background on the notion of linearisation stability of nonlinear
partial differential operators see for instance [10,27–30] and the references therein.
Various results related to Theorem 1.3 can also be found in the literature; in
particular, conditions are presented in [27] under which level sets of the scalar
curvature operator are submanifolds of the space M of metrics.
There are many examples of compact Riemannian manifolds (M, g0) with non-
singular symmetric 2-covariant tensors T whose Lie derivative LvT 6= 0 for all non-
trivial v ∈ X. When T (resp. −T ) is positive definite and therefore itself a metric,
the condition in Theorem 1.3 means that there are no nontrivial Killing fields for T
(resp. −T ); when the Ricci curvature Ricc(T ) < 0 (resp. Ricc(−T ) < 0), then the
condition is satisfied. Hence, any compact Einstein manifold with Ricc(g0) = λg0
and λ < 0 has no nontrivial Killing fields, so the kernel of the Bianchi operator
g 7→ Bian(g, λg0) is a submanifold ofM. Additional examples are provided in [35].
Turning to the main result of this Ph.D. thesis, global existence and uniqueness
for the Ricci curvature equation and for boundary value problems thereof are well
studied topics but results are difficult to come by: not mentioning the work on
Ka¨hler-Einstein metrics and the Calabi conjecture, on manifolds without bound-
ary see for instance [7, 8, 13, 15, 22, 34, 43, 47], and on manifolds with nonempty
boundary see for instance [44,46,50,51], and the references therein. Indeed, strong
obstructions to global existence are presented in for instance [3, 12,24,34].
The main result of this Ph.D. thesis uses the above global submanifold result
for K from Theorem 1.3 and a form of the Nash-Moser implicit function theorem
used in [50] to prove a global existence and uniqueness result for the Dirichlet
boundary value problem (BVP) for the Ricci curvature equation:
Ricc(g) = T on M
g|T∂M = h on ∂M.
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(Here T∂M is the tangent bundle to the boundary.) In this BVP the symmetric
tensor T on M and the metric h on ∂M are given.
To state this main result we need to following notation and terminology. Denote
by H the space of metrics on ∂M . For g ∈ M we often write Riccg = Ricc(g).
The Lichnerowicz Laplacian of g is the 2nd-order elliptic linear partial differential
operator ∆L : S → S given by
∆LS = ∇∗∇S + Riccg ◦ S + S ◦ Riccg − 2R˚gS;
for background see for instance [5] and Chapter 2 below. Here R˚g : S → S is the
symmetric curvature operator given locally by
(R˚gS)st = g
jpg`qRsjt`Spq,
where Rsjt` is the Riemannian curvature of g, and the composition R ◦ S ∈ S of
symmetric, covariant tensors R and S is given by (R ◦ S)(X, Y ) = R(X,S(Y, · )])
for vector fields X and Y , where we are raising the index via the metric g. Denote
by 〈R, S〉 the L2 inner product of covariant tensors R and S (see Chapter 2 and
§3.1 below). Also let g|T∂M ∈ H denote the induced metric and Ig denote the
second fundamental form of g on ∂M . We say that (M, g) has umbilical boundary
if Ig = λg|T∂M for some λ ∈ C∞(∂M), and has strictly convex boundary if Ig is
itself a metric; hence, ∂M is both strictly convex and umbilical when Ig = λg|T∂M
for a smooth λ : ∂M → (0,∞).
Theorem 1.6. Let (M, g0) and Ricc(g0) = T < 0 be as in Theorem 1.3 such that
the boundary ∂M is strictly convex and umbilical and such that 〈R˚g0S−T◦S, S〉 ≤ 0
for any S ∈ S. Then there is a neighbourhood V of g0|T∂M in the Fre´chet space
topology on H, and a neighbourhood U of g0 in the Fre´chet space topology on K,
for which any h ∈ V has a unique metric g ∈ U satisfying
Ricc(g) = T on M
g|T∂M = h on ∂M.
Examples of Einstein manifolds satisfying the hypotheses of Theorem 1.6 ap-
pear in [49, 50]; one particular example is the hyperbolic ball. In the proof of
Theorem 1.6 we will find other ways to express the condition 〈R˚g0S−T ◦S, S〉 ≤ 0
for any S ∈ S, and will also see that a weaker, but more complicated to state,
condition can alternatively replace this condition stated above; see Remark 4.8.
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The motivation for the proof Theorem 1.6 is the following. It is shown in
[50] that if (M, g0) is Einstein with Ricc(g0) = −mg0 and strictly convex and
umbilical boundary, and if the sectional curvatures K of g0 satisfy Kmax ≤ −2m3m+1
or Kmin ≥ −4m3m+1 , then for any h ∈ H close to g0|T∂M there is an Einstein metric g
satisfying Ricc(g) = −mg and g|T∂M = h. The proof of Theorem 1.6 modifies the
application of the Nash-Moser implicit function theorem used in the proof of [50].
Indeed, it is evident that Theorem 1.6 can be viewed as an adaptation of the result
in [50] to the prescribed Ricci curvature equation, and the Nash-Moser theorem is
required in the proofs of both.
One motivation for Theorem 1.6 is that studying the Ricci curvature equation
on manifolds with nonempty boundary deepens our understanding of the Ricci
flow on these manifolds, an area in which progress is challenging to make; see
[11, 31, 32, 44, 45, 52] for some of the literature here. For instance “DeTurck’s
trick”, which was motivated by work in the prescribed Ricci curvature equation,
enabled a short and simple proof of short-time existence for the Ricci flow (see
for instance [21]). Furthermore, this Ph.D. thesis reinforces the importance of
the global Bianchi identity Bian(g, T ) = 0 as a constraint to the Ricci curvature
equation, analogously to its role in its more general form as a constraint to other
central equations of geometric analysis including the Yang-Mills equations of gauge
field theory, the Einstein field equations of general relativity, and the Ricci flow.
Indeed, the author is currently studying applications of the general technique used
in this Ph.D. thesis to the problem of global existence and uniqueness for the
Yang-Mills equations.
The remainder of this Ph.D. thesis is structured as follows. In Chapter 2 we
present the necessary background material and notation in Riemannian geometry
and geometric analysis that is used in the proofs of Theorem 1.3 and Theorem 1.6.
Then in Chapter 3 we prove Theorem 1.3 and thus also Theorem 1.4. Finally in
Chapter 4 we prove the main result of this thesis, namely Theorem 1.6.
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Chapter 2
Background and Notation
In this chapter we present the notation and background material in Riemannian
geometry that is used in the sequel. The reader is referred to, for instance, [5,
9, 38, 42] for elaboration of the material presented in this section. The Einstein
summation convention is used throughout this thesis and all geometric objects and
maps are assumed smooth unless otherwise stated.
2.1 Riemannian Manifolds
Let (M, g) be a compact Riemannian manifold. Locally we write gij and g
ij for
the component functions of the metric g and its inverse g−1 respectively.
Tensors
We denote by:
• TM → M the tangent bundle, TpM the tangent space over p ∈ M , and
X = Γ(TM) the space of vector fields (sections of the tangent bundle).
• T ∗M → M the cotangent bundle, T ∗pM the covector space over p, and Ω =
Γ(T ∗M) the space of 1-forms (sections of the cotangent bundle).
• S2M → M the vector bundle of symmetric (2-covariant) tensors, S2pM its
fibre over p, and S = Γ(S2M) its space of sections, whose members will for
simplicity also be called symmetric tensors.
• ⊗kT ∗M →M the vector bundle of k-covariant tensors, ⊗kT ∗pM its fibre over
p, and Tk = Γ(⊗kT ∗M) its space of sections, whose members will also be
called k-covariant tensors.
• M the space of Riemannian metrics, which is an open positive cone in S.
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Covariant Derivative
The Levi-Civita connection of g, which we also call the covariant derivative, is a
linear or affine connection
∇ : X→ Γ(T ∗M ⊗ TM)
Y 7→ ∇Y,
which respects the metric and is torsion-free; here ∇XY ∈ X for X ∈ X. Locally
we write
∇iY = ∇ ∂
∂xi
Y.
The Christoffel symbols of g are the locally-defined functions
Γkij =
1
2
gk`
( ∂
∂xj
gi` +
∂
∂xi
g`j − ∂
∂x`
gij
)
.
The covariant derivative generalises to k-covariant tensors as a map
∇ : Tk → Tk+1
satisfying
∇X(R⊗ T ) = ∇XR⊗ T +R⊗∇XT
for R ∈ Tk and T ∈ T`; this fact is important when calculating the formal adjoint
of a linear partial differential operator, such as the Bianchi operator. A covariant
derivative on a vector bundle V →M will generally be thought of as a map
∇ : Γ(V)→ Γ(T ∗M ⊗ V)
v 7→ ∇v,
where ∇Xv ∈ Γ(V) for X ∈ X. Hence, the covariant derivative on S is given by
∇ : S → Γ(T ∗M ⊗ S2M)
S 7→ ∇S
where ∇XS ∈ S for X ∈ X; in particular for Y, Z ∈ X we have
(∇XS)(Y, Z) = X(S(Y, Z))− S(∇XY, Z)− S(Y,∇XZ).
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We can define higher-order covariant derivatives, as follows. The ith covariant
derivative of v ∈ Γ(V) is the section ∇iv ∈ Γ(⊗iT ∗M⊗V) defined as the covariant
derivative of the section ∇i−1v ∈ Γ(⊗i−1T ∗M ⊗ V). Hence the ith-order covariant
derivative of R ∈ Tk is a section ∇iR ∈ Ti+k. The 2nd covariant derivative of
S ∈ S is the covariant derivative of ∇S ∈ Γ(T ∗M ⊗ S2M), namely the section
∇2S ∈ Γ(⊗2T ∗M ⊗ S2M) given by
(∇2S)(X, Y ) = ∇2XY S = ∇X(∇Y S)−∇∇XY S.
Below we will write this locally as ∇2ijS = ∇i(∇jS)−∇∇i ∂
∂xj
S.
Sobolev Spaces
Higher-order covariant derivatives are used to define Sobolev spaces of sections of
tensor bundles, as follows. The metric g induces an inner product, again denoted
by g, and a norm | · | on each fibre ⊗kT ∗pM over p ∈M by setting
g(R, T ) = gi1j1 . . . gikjkRi1...ikTj1...jk and |R| =
√
g(R,R).
We then get a L2 inner product 〈 · , · 〉 and L2 norm ‖ · ‖ on Tk by setting
〈R, T 〉 =
∫
M
g(R, T )νg and ‖R‖ =
√
〈R,R〉,
where νg is the volume form of g. We also then get a Sobolev inner product 〈 · , · 〉s
and Sobolev norm ‖ · ‖s on Tk by setting
〈R, T 〉s =
s∑
i=1
〈∇iR,∇iT 〉 and ‖R‖s =
√
〈R,R〉s.
We denote by Xs, Ωs, Ss, T sk , andMs the completions of respectively the spaces
X, Ω, S, Tk, and M under these Sobolev norms. When s =∞ these completions
coincide with their respective spaces of smooth sections.
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Curvature
We adopt the sign convention that the Riemann curvature
R : Γ(∧2TM ⊗ TM)→ X
is given by
R(X, Y )Z = −(∇2Z)(X, Y ) + (∇2Z)(Y,X)
= −∇X(∇YZ) +∇Y (∇XZ) +∇[X,Y ]Z
= −[∇X ,∇Y ]Z +∇[X,Y ]Z,
where
[X, Y ] = XY − Y X = ∇XY −∇YX
is the Lie bracket. Locally we write
R`ijk
∂
∂x`
= R
( ∂
∂xi
,
∂
∂xj
) ∂
∂xk
,
where the functions R`ijk are given locally by
R`ijk =
∂
∂xj
Γ`ik −
∂
∂xk
Γ`ij + Γ
s
ikΓ
`
js − ΓsijΓ`ks.
We also call the map R : Γ(∧T ∗M  ∧T ∗M)→ C∞(M) given by
R(X, Y,W,Z) = g(R(X, Y )W,Z)
(here  is the symmetric product) the Riemann curvature and locally write
Rijk` = g`pRijk
p.
Hence we are lowering the index of the Riemann curvature to the last slot.
The Ricci curvature of g is the symmetric tensor
Ricc(g) = Riccg ∈ S
whose component functions are given locally by
Rik = Rijk
j =
∂
∂xj
Γjik −
∂
∂xk
Γsij + Γ
j
ikΓ
s
js − ΓsijΓjks.
The scalar curvature of g is the metric trace of the Ricci curvature:
R = trgR = g
ijRij ∈ C∞(M).
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The Boundary
In this section let M be of dimension m + 1 with nonempty boundary ∂M 6= ∅
and q ∈ ∂M . We also denote by:
• T∂M → ∂M the tangent bundle to ∂M , Tq∂M the tangent space over q, and
X(∂M) = Γ(T∂M) the space of vector fields on ∂M .
• N∂M → ∂M the normal bundle to ∂M , Nq∂M the space of normal vectors
to ∂M over q, and N = Γ(N∂M) the space of normal fields on ∂M .
• S2∂M → M the vector bundle of symmetric (2-covariant) tensors on ∂M ,
S2q∂M its fibre over q, and R = Γ(S2∂M) its space of sections.
• H the space of Riemannian metrics on ∂M , an open positive cone in R.
• n ∈ N the outward-pointing unit normal to ∂M .
At each q ∈ ∂M the metric g induces the orthogonal decomposition
TqM = Tq∂M ⊕Nq∂M.
We note that Nq∂M = span{nq} for all q ∈ ∂M . Any orthonormal frame for the
total space TM of the tangent bundle to M can be written as
{e1, . . . , em,n},
where {e1, . . . , em} is an orthonormal frame for the total space T∂M of the tangent
bundle to ∂M . In this frame vector fields Z ∈ X(∂M) are written as Z = Ziei,
where the summation is understood to be from 1 to m. Hence, vector fields X ∈ X
are written in this frame as
X = X iei +X
m+1n.
For vector fields Z,W ∈ X(∂M), since ∇ZW ∈ X the metric g induces the
orthogonal decomposition
∇ZqW = (∇ZqW )> + (∇ZqW )⊥
for all q ∈ ∂M , where
(∇ZqW )> ∈ Tq∂M and (∇ZqW )⊥ ∈ Nq∂M.
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The first term of this orthogonal decomposition defines the covariant derivative
on ∂M , namely the map
∇˜ : X(∂M)→ Γ(T∂M ⊗ T ∗∂M)
W 7→ ∇˜W,
where ∇˜ZW = (∇ZW )> ∈ X(∂M) for Z ∈ X(∂M). The second term is the vector-
valued second fundamental form on ∂M of g, namely the N-valued symmetric
tensor ~Ig ∈ Γ(S2∂M ⊗N∂M) given by
~Ig(Z,W ) = (∇ZW )⊥ = g(∇ZW,n)n.
The second fundamental form on ∂M of g is the symmetric tensor Ig ∈ S given by
Ig(Z,W ) = g(∇ZW,n).
Hence the vector-valued second fundamental form ~Ig(Z,W ) = Ig(Z,W )n.
The mean curvature of ∂M is the metric trace of the second fundamental form:
Hg = trgIg ∈ C∞(∂M)
and the mean curvature vector of ∂M is the normal field
~Hg = Hgn ∈ N.
We say that the boundary ∂M is:
• Totally geodesic if Ig = 0.
• Umbilical if Ig = λg for some λ ∈ C∞(∂M).
• Strictly convex if Ig is a metric on ∂M .
Later we require ∂M to be strictly convex and umbilical, in which case Ig = λg
for some positive smooth function λ : ∂M → (0,∞).
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2.2 Differential Operators
We now define a number of differential operators on M that are used later on.
Formal Adjoint of Covariant Derivative and Divergence
The formal adjoint of the covariant derivative ∇ : Tk → Tk+1 is the map
∇∗ : Tk+1 → Tk
characterised by
〈∇R, T 〉 = 〈R,∇∗T 〉
when M is closed, and is seen to be the divergence operator, namely the map
δg : Tk+1 → Tk
given locally by
(δgR)i1...ik = −gij(∇iR)ji1...ik .
We can also define the divergence operator on vector fields as the map
δg : X→ C∞(M)
X 7→ δgX = (∇iX)i.
Lie Derivative and Formal Adjoint of Divergence
Given a 1-form ω ∈ Ω, the Lie derivative on k-covariant tensors is the map
Lω] : Tk → Tk
given locally by
(Lω]T )i1...ik = (∇ω]T )i1...ik +
k∑
j=1
T
( ∂
∂xi1
, . . . ,∇ijω], . . . ,
∂
∂xik
)
.
We raise and lower the indices via the musical isomorphisms induced by g. For:
• α ∈ Ω we have
(Lω]α)i = gjkωj(∇kα)i + gjk(∇iω)jαk.
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• R ∈ T2 we have
(Lω]R)ij = gk`ωk(∇kR)ij + gk`(∇iω)kR`j + gk`(∇jω)kRi`.
Hence
(Lω]g)ij = (∇iω)j + (∇jω)i.
The formal adjoint of the divergence δg : S → Ω on symmetric tensors is a map
δ∗g : Ω→ S
characterized by
〈δgS, ω〉 = 〈S, δ∗gω〉
when M is closed, and is easily calculated to be given by
δ∗gω =
1
2
Lω]g.
Hence, the divergence operator on 1-forms is the map
δg : Ω→ C∞(M)
ω 7→ δgω = −trgδ∗gω = −
1
2
trgLω]g.
Lichnerowicz Laplacian
The Lichnerowicz Laplacian is the elliptic 2nd-order partial differential operator
∆L : S → S
S 7→ ∆LS = ∇∗∇S + Riccg ◦ S + S ◦ Riccg − 2R˚gS,
whose terms we now elaborate on.
The first term ∇∗∇S is the connection or rough or Bochner Laplacian of g
acting on S, and from above we calculate that locally
∇∗∇S = −gij∇2ijS.
We raise the indices of S ∈ S to get a tensor S] ∈ Γ(TM ⊗ T ∗M) whose
component functions are locally Sij = g
ipSpj. The middle terms are symmetric
tensors given by
(Riccg ◦ S)(X, Y ) = Riccg
(
S]( · , X), Y )
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and
(S ◦ Riccg)(X, Y ) = S
(
Ricc]g( · , X), Y
)
.
Locally we have S]
( · , ∂
∂xj
)
= gpqSqj
∂
∂xp
so we get
(Riccg ◦ S)ij = gpqSpiRqj and (S ◦ Riccg)ij = gpqRpiSqj.
The last term involves the symmetric curvature operator, namely the map
R˚g : S → S,
given locally by
(R˚gS)ik = g
jpg`qRijk`Spq.
The symmetric curvature operator is viewed as the Riemannian curvature tensor
Rijk` acting on the space S of symmetric tensors, hence its name.
Hence, the Lichnerowicz Laplacian can be written locally as
(∆LS)ij = −gpq(∇2pqS)ij + gpqSpiRqj + gpqRpiSqj − 2gspgtqRisjtSpq.
Remark 2.1. The Lichnerowicz Laplacian is also commonly defined as ∆LS =
∇∗∇S + WS where W : S → S is the Weitzenbock curvature operator (see for
instance [5, 42] for elaboration). A standard Weitzenbock formula (again, see
[5, 42]) then yields the above definition of the Lichnerowicz Laplacian, which we
find more convenient to use throughout this Ph.D thesis.
2.3 Smooth Tame Fre´chet Manifolds
In this section we precisely define the notions of a smooth tame Fre´chet manifold,
a smooth tame vector bundle over a smooth tame Fre´chet manifold with a smooth
tame connection, and a smooth tame Fre´chet submanifold, all of which we need
later. We refer the reader to, for instance, [33,37,39–41,48] for elaboration on the
material presented in this section.
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Fre´chet Spaces and Manifolds
A Fre´chet space is a complete, metrisable, locally convex topological vector space.
We give the precise form of the metric on a Fre´chet space below. Hence, A Fre´chet
space is simultaneously a topological vector space and a complete metric space.
Although not all Fre´chet spaces are Banach spaces, they share useful properties
of Banach spaces such as the Hahn-Banach, open mapping, and closed graph
theorems.
The topology on a Fre´chet space F is in fact the weak topology of some count-
able separating family P = {pn}n∈N of seminorms pn : F → R. The family P
is separating when the following holds: pn(f) = 0 for all n ∈ N if and only if
f = 0 ∈ F . The complete metric on F is then given by
d(f, f ′) =
∞∑
n=1
1
2n
[
pn(f − f ′)
1 + pn(f − f ′)
]
.
Every Banach space (B, ‖ · ‖) is a Fre´chet space whose family of seminorms
contains only the norm ‖ · ‖; however. Spaces of sections of tensor bundles are
Fre´chet spaces, and are particularly important in this thesis.
Let F and G be Fre´chet spaces and U ⊂ F an open set. The (1st-order)
directional derivative or linearisation of a continuous map
P : U → G
at u ∈ U in the direction of f ∈ F is defined by
DP (u)f = lim
t→0
P (u+ tf)− P (u)
t
.
We say that P is (Gaˆteaux ) differentiable at u in the direction of f if this directional
derivative exists. We say that P is differentiable if the directional derivative exists
at all u ∈ U and in all directions f ∈ F , and in this case we define its directional
derivative to be the map
DP : U × F → G
(u, f) 7→ DP (u)f.
If P is differentiable and the derivative DP is a continuous function with respect
to the product topology on U×F , then we say that P is continuously differentiable
or of class C1 and we write P ∈ C1(U,G).
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We can define higher-order directional derivatives, as follows. The kth-order
directional derivative is defined inductively as the directional derivative of the
(k − 1)th-order directional derivative. Namely, the kth-order directional derivative
of P at the point u ∈ U in the directions of f1, . . . , fk ∈ F is defined by
DkP (u)(f1, . . . , fk) = lim
t→0
Dk−1P (u+ tfk)(f1, . . . , fk−1)−Dk−1P (u)(f1, . . . , fk−1)
t
.
If the kth-order derivative exists at all u ∈ U and f1, . . . , fk ∈ F then we get a
map
DkP : U × F × . . .× F︸ ︷︷ ︸
k times
→ G
(u, f1, . . . , fk) 7→ DkP (u)(f1, . . . , fk).
If this map is continuous with respect to the product topology on U×F × . . .× F︸ ︷︷ ︸
k times
then we say that P is k-times continuously differentiable or of class Ck and we
write P ∈ Ck(U,G). If we have P ∈ Ck(U,G) for all k ∈ N then we say that P is
smooth or of class C∞ and we write P ∈ C∞(U,G). The map P is a diffeomorphism
if it is smooth and its inverse P−1 : G→ U exists and is also smooth.
A Fre´chet manifold is a Hausdorff topological space with an atlas whose charts
have coordinate maps whose images are open sets in a Fre´chet space, and for which
the transition maps of any two coordinate maps are smooth as maps between open
sets in the Fre´chet space. More precisely, a Fre´chet manifold M modeled off a
Fre´chet space F is a Hausdorff topological space such that:
1. Every p ∈M has a coordinate chart (U, x) where U ⊂M is a neighbourhood
of p and x : U → F is a homeomorphism onto the open set x(U) ⊂ F .
2. The transition maps y ◦ x−1 : x(U ∩ V )→ y(U ∩ V ) of any two charts (U, x)
and (V, y) are diffeomorphisms between the open sets : x(U ∩ V ) ⊂ F and
y(U ∩ V ) ⊂ F .
LetM and N be Fre´chet manifolds modeled respectively off Fre´chet spaces F
and G. A map P : M → N is smooth if for every p ∈ M there is a chart (U, x)
on M at p and a chart (V, y) on N at q = P (p) such that P (U) ⊂ V and its local
representatives y ◦ P ◦ x−1 : x(U) → y(V ) are smooth as maps between open sets
x(U) ⊂ F and y(V ) ⊂ G.
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Spaces of tensors are Fre´chet spaces; one way to construct this Fre´chet space
structure is as follows. Let ∇iR ∈ Ti+k be the ith covariant derivative of R ∈ Tk.
The metric g induces a norm
|(∇iR)p| =
√
g((∇iR)p, (∇iR)p)
on ⊗i+kT ∗pM . The seminorms pn : Tk → R in the separating family P = {pn}n∈N
on Tk, whose weak topology makes Tk into a Fre´chet space, are given by
pn(R) =
n∑
i=0
sup
p∈M
|(∇iR)p|.
This weak topology coincides with the natural topology on Tk of uniform conver-
gence of all higher-order covariant derivatives of tensors.
The spaceM of metrics on a compact manifold M is a Fre´chet manifold whose
atlas contains the single chart (M, idM), since M is an open set in the Fre´chet
space S. Spaces Γ(V) of sections of vector bundles V →M are Fre´chet manifolds.
The space C∞(M) of smooth functions is a Fre´chet space.
Tame Fre´chet Spaces and Manifolds
A countable separating family P = {pn}n∈N of seminorms inducing the natural
topology on the Fre´chet space F is a grading if pn ≤ pn+1 for all n ∈ N. The pair
(F,P) is then called a graded Fre´chet space.
Let (B, ‖ · ‖) be a Banach space and define the space of exponentially-decreasing
sequences in B as
ΣB =
{
b = {bi}i∈N ⊂ B
∣∣ qn(b) = ∞∑
i=1
eni‖bi‖ <∞ for all n ∈ N
}
.
Then (ΣB,Q) is a graded Fre´chet space under the grading Q = {qn}n∈N.
We say that (F,P) is the tame direct summand of (ΣB,Q) if there are linear
maps L : F → ΣB and L′ : ΣB → F such that the composition L′ ◦ L = idF :
F → F , the identity on F . A graded Fre´chet space (F,P) is tame if there is some
Banach space (B, ‖ · ‖) such that (F,P) is the tame direct summand of (ΣB,Q).
A continuous map P : U → G between tame Fre´chet spaces (F,P) and (G,Q),
where U ⊂ F is an open set, is tame of degree k ∈ N and base N ∈ N if there
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is a constant C, which may depend on n ∈ N, and numbers k,N ∈ N satisfying
qn ◦ P ≤ C(1 + pn+k) for all n ≥ N . A map P ∈ C∞(U,G) is tame if it and all of
its derivatives are tame.
A map P :M→ N between Fre´chet manifolds is tame if its local representa-
tives y ◦P ◦ x−1 : x(U)→ y(V ) in any two charts (U, x) onM and (V, y) on N are
tame as maps between open sets in tame Fre´chet spaces.
A tame Fre´chet manifold is a Fre´chet manifoldM modeled off a tame Fre´chet
space F such that the transition maps y ◦ x−1 : x(U ∩ V ) → y(U ∩ V ) of any two
coordinate maps x : U → F and y : V → F of charts (U, x) on and (V, y) in its
atlas are tame maps between open sets in the modeling Fre´chet space F .
Spaces of sections of tensor bundles over a compact manifold are tame Fre´chet
spaces. Spaces Γ(V) of sections of vector bundles V → M are tame Fre´chet
manifolds. The space M of metrics on M is a tame Fre´chet manifold. The space
C∞(M) of smooth functions on M is a tame Fre´chet space.
Tame Vector Bundles and Sections
A Fre´chet vector bundle pi : V →M is defined as follows. The fibers Vp = pi−1(p)
over p ∈M are vector spaces linearly isomorphic to some Fre´chet space G, called
the typical fiber, via the local trivialisations: Each p ∈ M has a neighbourhood
U ⊂ M and a diffeomorphism Φ = (pi, φ) : pi−1(U) → U × G called a local
trivialisation that becomes a linear space isomorphism when restricted to fibres.
The tangent bundle TM→M is an example of a Fre´chet vector bundle.
A tame Fre´chet vector bundle is a Fre´chet vector bundle pi : V →M for which
the total V and base M spaces are tame Fre´chet manifolds, the typical fiber G is
a tame Fre´chet space, and the local trivialisations Φ = (pi, φ) : pi−1(U) → U × G
are tame maps.
A section s ∈ Γ(V) of a tame Fre´chet vector bundle V → M is tame if it is
tame as a map s :M→ V between tame Fre´chet manifolds.
Tame Connections
Let pi : V → M be a Fre´chet vector bundle and for v ∈ V let p = pi(v). The
kernel VvV = kerTvpi of the tangent map Tvpi : TvV → TpM defines the fiber over
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v of the vertical bundle V V → V whose total space V V = kerTpi. A fiber VvV is
called the vertical space over v and its members are called vertical vectors at v. A
section in Γ(V V) is a vertical vector field.
The vertical bundle is a subbundle of the tangent bundle TV → V . It is natural
to construct another subbundle of the tangent bundle over V that is complementary
to the vertical bundle in a sense we now make precise.
A connection on a Fre´chet vector bundle V → M a map that assigns to each
point v ∈ V a complementary subspace HvV ⊂ TvV in the sense that TvV =
VvV ⊕HvV . Each HvV is the fiber of horizontal vectors at v, called the horizontal
space over v, of the horizontal bundle HV → V , which is another subbundle of the
tangent bundle over V . A section in Γ(HV) is called a horizontal vector field.
Equivalently, a connection on a Fre´chet vector bundle V → M is V V-valued
1-form on V , namely a section ω ∈ Γ(T ∗M⊗V V), whose image coincides with V V
and satisfies ω ◦ ω = ω (i.e. a connection is a projection operator on TV). Hence,
the kernel kerω = HV . A connection on a tame Fre´chet vector bundle V →M is
tame if its coordinate functions in a chart on M are tame as maps between tame
Fre´chet manifolds.
Given a tame Fre´chet vector bundle V → M with tame connection ω ∈
Γ(T ∗M⊗ V V), at each v ∈ V with p = pi(v) ∈M, we have a linear space isomor-
phism ιp : VvV
∼=→ Vp. A section s ∈ Γ(V) has tangent map Tps : TpM→ Ts(p)V .
We can then define the covariant derivative of the tame connection as the map
∇ : Γ(V)→ Γ(T ∗M⊗V) given by ∇Xps = (ιp◦ω)(TpsXp) ∈ Vp, where Xp ∈ TpM.
Tame Fre´chet Submanifolds
A Fre´chet submanifold of the Fre´chet manifold M is a closed subset N ⊂ M
satisfying the following: Every point q ∈ N has a chart (U, x) in the atlas of M
whose coordinate maps x : U → F = G×H, where F is the modeling space ofM
and G,H ⊂ F are Fre´chet subspaces, satisfy x(u) ∈ G × {0} for any u ∈ U ∩ N .
The pairs (U ∩N , pG◦x), where pG : F → G is the projection of F onto G, become
the charts in the atlas and therefore defining the Fre´chet manifold structure of N .
If M is a tame Fre´chet manifold then N itself automatically becomes a tame
Fre´chet manifold due to the construction of the charts in the atlas of N .
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2.4 Linearisation Stability
In this section we define the notion of linearisation stability of a nonlinear partial
differential equation. The reader is referred to, for instance, [4, 27–30, 40, 41] for
elaboration on the material in this section.
Let f : U → Y be a map of class C1 between Banach spaces (X, ‖ · ‖X) and
(Y, ‖ · ‖Y ), where U ⊂ X is an open set. Let x0 ∈ X and f(x0) = 0. Then
the equation f(x) = 0 is linearisation stable at x0 if every solution h ∈ X of
the linearised equation Df(x0)h = 0 has a curve c : I → ker f whose derivative
c′(x0) = h.
It is easy to show that if the linearisation Df(x0) is surjective and there is a
topological direct sum X = kerDf(x0) ⊕ E for some subspace E ⊂ X, then the
equation f(x) = 0 is linearisation stable: Indeed, by the implicit function theorem
for Banach spaces the kernel K = ker f = f−1(0) is a Banach submanifold of X
whose tangent space Tx0K = kerDf(x0), so any h ∈ kerDf(x0) = Tx0K is a
tangent vector to K at x0.
A nonlinear partial differential operator P : U → Γ(F ) between spaces of
sections of tensor bundles E → M and F → M , where U ⊂ Γ(E) is an open
set, is a tame map between tame Fre´chet spaces; see, for instance, [40, 41] for
background on partial differential operators. Hence, the linearisation of P at
u ∈ U in the direction of e ∈ Γ(E) is simply the directional derivative, which
we denote by Le = DP (u)e. We consider the linear partial differential operator
L = DP (u) : Γ(E)→ Γ(F ).
At p ∈M , the principal symbol of P at u and a nonzero covector ξ ∈ T ∗pM is a
linear map σξ(L) : E → F constructed locally by taking the terms of L containing
only the highest-order covariant derivatives and replacing the covariant derivatives
with the component functions of ξ in a chart at p. The nonlinear partial differential
operator P is elliptic (resp. under-determined elliptic, over-determined elliptic) if
σξ(L) is a linear space isomorphism (resp. surjective, injective) for each p ∈M and
nonzero covectors ξ ∈ T ∗pM . Note that if L is under-determined (over-determined)
elliptic then L∗ is over-determined (under-determined) elliptic.
Since E → M and F → M are tensor bundles, we have L2 inner products on
the spaces Γ(E) and Γ(F ) of tensors. The formal adjoint of L is a linear partial
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differential operator L∗ : Γ(F ) → Γ(E) characterised by 〈Le, f〉 = 〈e, L∗f〉 when
M is closed or when at least one of the tensors e and/or f are compactly supported.
Suppose that P is a kth-order differential operator, in which case both L and
L∗ are as well. For s ∈ N, we can extend L and L∗ to the Sobolev spaces Γs(E)
and Γs(F ) of tensors as maps Ls : Γ
s(E) → Γs−k(F ) and L∗s : Γs(F ) → Γs−k(E).
Later we draw upon the following classical result, whose proof can be found in, for
instance, [4, 25, 40,41]:
Theorem 2.2. If one of the two operators L or L∗ is under-determined elliptic,
then we get the orthogonal topological splittings
Γs−k(E) = kerLs−k ⊕ imL∗s and Γs−k(F ) = imLs ⊕ kerL∗s−k.
Furthermore, we get the analogous topological splittings
Γ(E) = kerL⊕ imL∗ and Γ(F ) = imL⊕ kerL∗.
Here we recall that the direct sum A⊕B of topological vector spaces A and B is
topological if the map A×B → A⊕B given by (a, b) 7→ a+b is a homeomorphism.
Theorem 2.2 was first proved in [4] for the case in which L is elliptic, and follows
from the following classical elliptic regularity result, also proved in [4]:
Theorem 2.3. If L is self-adjoint elliptic, then for any s ≥ k we have the following
orthogonal topological splitting:
Γs−k(F ) = imLs ⊕ kerL∗s−k.
Furthermore, kerL∗s−k is finite-dimensional. In addition, if for some s > k there
is some e ∈ Γ2(E) satisfying Le ∈ Γs−k(F ), then e ∈ Γs(E). In particular, if
e ∈ Γ2(E) is a solution to Le = f ∈ Γ(F ), then e ∈ Γ(E).
Indeed, if L is under-determined (resp. over-determined) elliptic, that is, σξ(L)
is surjective (resp. injective), then LL∗ : Γ(F )→ Γ(F ) (resp. L∗L : Γ(E)→ Γ(E))
is self-adjoint and elliptic. To prove Theorem 2.2 we combine these facts about
elliptic operators with Theorem 2.3 and the following result:
Theorem 2.4. If L : X → Y is a bounded linear operator between Banach spaces
X and Y , and if the image imL admits an algebraic splitting Y = imL⊕V where
V is a closed subspace, then this algebraic splitting is in fact topological.
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Chapter 3
Kernel of the Bianchi Operator
Throughout this section (M, g0) is a Riemannian manifold satisfying the hypothe-
ses of Theorem 1.3 with volume form νg0 . When ∂M 6= ∅ we denote by σg0 the
volume form on ∂M . Furthermore, L and K are respectively the linearisation and
kernel of the Bianchi operator.
Theorem 1.3 is proved via an application of the implicit function theorem for
Banach spaces and a standard elliptic regularity argument. The general idea of the
proof of Theorem 1.3, as well as an elaboration of the elliptic regularity argument,
can be found in [27–30] and the references therin, where analogous results are
proved for the Einstein field equations of general relativity and the scalar curvature
operator. We first present some background material on under-determined elliptic
operators, then calculate the formal adjoint L∗ of the linearisation L of the Bianchi
operator, and finally proceed with the proof of Theorem 1.3 itself.
3.1 Under-Determined Elliptic Operators
The metric g0 induces a natural inner product on the space of k-covariant tensors
by setting
〈R, S〉 =
∫
M
g0(R, S)νg0 ,
where g0(R, S) = g
i1j1
0 . . . g
ikjk
0 Ri1...ikSj1...jk . When (M, g0) is closed, or when the 1-
form ω ∈ Ω or the symmetric tensor S ∈ S are compactly supported in the interior
of M , the formal adjoint of the linearisation L : S → Ω of the Bianchi operator is
the 1st-order linear partial differential operator L∗ : Ω→ S characterised by
〈LS, ω〉 = 〈S, L∗ω〉.
23
Let S2M →M be the bundle of symmetric 2-covariant tensors and T ∗M →M
the bundle of covectors. At p ∈ M , the principal symbol of the Bianchi operator
at g and a nonzero covector ξ ∈ T ∗pM is a linear map
σ = σξ(L) : S
2
pM → T ∗pM
constructed by taking the covariant derivative terms of L and replacing the covari-
ant derivatives with the component functions of ξ in a chart at p. The principal
symbol of L∗ is the formal adjoint of σ, namely a linear map
σ∗ : T ∗pM → S2pM.
The Bianchi operator is under-determined elliptic if the principal symbol σ is
surjective for all p ∈ M and nonzero covectors ξ ∈ T ∗pM . When T is nonsingular,
then this is indeed the case (see [18]); this also means that σ∗ is injective so that
L∗ is an over-determined elliptic operator.
Denote byMs, Ss, and Ωs the Sobolev spaces of metrics, symmetric 2-covariant
tensors, and 1-forms respectively of regularity s. These spaces are the completions
of M, S, and Ω under the natural Sobolev inner products
〈R, S〉s =
s∑
i=1
〈∇iR,∇iS〉
induced by the metric g0, where R and S are generic metrics, symmetric 2-covariant
tensors, or 1-forms as required and∇i is the ith power of the Levi-Civita connection
of g0. We can extend L and L
∗ to continuous linear operators Ls : Ss → Ωs−1 and
L∗s : Ω
s → Ss−1, as well as the Bianchi operator to a nonlinear partial differential
operator Bs :Ms → Ωs−1. We allow the case of s =∞ and note in this case that
M =M∞, S = S∞, and Ω = Ω∞.
We restate Theorem 2.2 in the current context:
Theorem 3.1. If L is under-determined elliptic, then the following orthogonal
splittings hold:
Ωs−1 = imLs ⊕ kerL∗s−1 and Ss = kerLs ⊕ imL∗s+1
In particular, we get the analogous splittings
Ω = imL⊕ kerL∗ and S = kerL⊕ imL∗.
Furthermore, kerL∗ is finite dimensional.
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Turning to the proof of Theorem 1.3, if we can show that kerL∗s−1 = {0}, then
Ls is surjective and the implicit function theorem for Banach spaces yields that
ker Bs is a Banach submanifold ofMs. Then the standard elliptic regularity argu-
ment of Theorem 2.3 (also see [4,27–30,40,41]) yields that K is a smooth Fre´chet
submanifold of M. Hence, to prove Theorem 1.3, we need only calculate the for-
mal adjoint L∗ of the linearisation of the Bianchi operator and find conditions
under which kerL∗s−1 = {0}.
3.2 Formal Adjoint L∗
In this section we calculate the formal adjoint L∗ of the Bianchi operator on a
compact manifold with and without boundary.
Recall that T is a nonsingular symmetric 2-covariant tensor with Bian(g0, T ) =
0. In order to calculate the formal adjoint L∗, we first note that the linearisation
of the Bianchi operator at g0 in the direction of S ∈ S is given locally by
(LS)` = −gij0 Ti`Bian(g0, S)j +Qpq` Spq
(this is calculated in for instance [15,18]), where
Qpq` = g
pi
0 g
qj
0
[
(∇iT )j` − 1
2
(∇`T )ij
]
and ∇ is the Levi-Civita connection of g0. Later we will write this linearisation
concisely as
LS = −TBian(g, S) +QS.
Remark 3.2. When g0 is Einstein with Ricc(g0) = λg0 then LS = −λBian(g0, S).
In the expression
〈LS, ω〉 =
∫
M
g0(LS, ω)νg0 ,
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we calculate that
g0(LS, ω) = −gst0 gk`0 gij0 (∇iT )ksSj`ωt − gst0 gk`0 gij0 TksSj`(∇iω)t
+
1
2
gst0 g
k`
0 (∇`T )ksωt(trg0S) +
1
2
gstgk`Tks(∇`ω)t(trg0S)
+ gst0 g
pk
0 g
q`
0 (∇`T )ksSpqωt −
1
2
gst0 g
pk
0 g
q`
0 (∇sT )k`Spqωt
− δg0α +
1
2
δg0η,
where the 1-forms α, η ∈ Ω are given locally by αj = gst0 gk`0 TksSj`ωt and ηk =
gst0 Tksωt(trg0S). The first and fifth terms cancel. Combining the second and sixth
terms yields
gst0 g
k`
0 g
ij
0 TksSj`(∇iω)t +
1
2
gst0 g
pk
0 g
q`
0 (∇sT )k`Spqωt =
1
2
g0(S,Lω]T ).
(We raise and lower indices respectively via the musical isomorphisms ] and [
induced by the metric g0.) The third term becomes
1
2
gst0 g
k`
0 (∇`T )ksωt(trg0S) = −
1
2
(δg0T )(ω
])(trg0S)
and the fourth term
1
2
gst0 g
k`
0 Tks(∇`ω)t(trg0S) =
1
4
g0(T,Lω]g0)(trg0S).
Hence we get
g0(Sh, ω) = −1
2
g0(S,Lω]T )−
1
2
(δg0T )(ω
])(trg0S)
+
1
4
g0(T,Lω]g0)(trg0S)− δg0α +
1
2
δg0η.
When (M, g0) is closed, the divergence terms δg0α and δg0η vanish under the
integral, by the divergence theorem. Hence, the inner product 〈LS, ω〉 is given by
〈LS, ω〉 =
∫
M
g0
(
S,−1
2
Lω]T −
1
2
(δg0T )(ω
])g0 +
1
4
g0(T,Lω]g0)g0
)
νg0
so the formal adjoint of the Bianchi operator is
L∗ω = −1
2
Lω]T −
1
2
(δg0T )(ω
])g0 +
1
4
g0(T,Lω]g0)g0.
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When (M, g0) is compact with ∂M 6= ∅, the inner product 〈LS, ω〉 is given by
〈LS, ω〉 = 〈S, L∗ω〉 −
∫
M
δg0α νg0 +
1
2
∫
M
δg0η νg0 .
In this case we work in an orthonormal frame {e1, . . . , em,n} with respect to g0 for
the tangent bundle, where n is the outward unit normal. The divergence theorem
yields ∫
M
δg0α νg0 =
∫
∂M
g0(α
],n)σg0 =
∫
∂M
h(n, T (ω])])σg0 ,∫
M
δg0η νg0 =
∫
∂M
g0(η
],n)σg0 =
∫
∂M
T (n, ω])(trg0h)σg0 .
Having now calculated the formal adjoint of the linearisation of the Bianchi
operator on a compact manifold with and without boundary, we turn to the proof
of Theorem 1.3.
3.3 Proof of Theorem 1.3
First let (M, g0) be closed. We seek to show that kerL
∗ = {0}. Suppose that
ω ∈ kerL∗, so L∗ω = 0. We show that ω = 0. Taking the trace yields
0 = trg0(L
∗ω) = −1
2
trg0(Lω]T )−
m
2
(δg0T )(ω
]) +
m
4
g0(T,Lω]g0).
We easily calculate that trg0(Lω]T ) = ω](trg0T ) + g0(Lω]g0, T ), so we get
0 = −1
2
ω](trg0T )−
m
2
(δg0T )(ω
]) +
m− 2
4
g0(T,Lω]g0).
By hypothesis we have Bian(g0, T ) = δg0T +
1
2
d(trg0T ) = 0, and combining this
with the immediately above displayed equation yields
0 = ω](trg0T ) + g0(T,Lω]g0).
The expression L∗ω = 0 then yields
Lω]T = 0.
By hypothesis there are no nontrivial vector fields ω] satisfying this, so ω = 0.
Now let (M, g0) be compact with ∂M 6= ∅. Here the proof follows directly
from the previous case of a closed manifold, in which most of the work has already
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been done; we just need to deal with the boundary integrals. We again show that
L is surjective by showing that kerL∗ = {0}. Suppose that ω ∈ kerL∗. The
decomposition Ω = imL⊕ kerL∗ is orthogonal under the L2 inner product, so
0 = 〈LS, ω〉 = 〈S, L∗ω〉 −
∫
∂M
S(n, T (ω])])σg0 +
1
2
∫
∂M
T (n, ω])(trg0S)σg0
= −
∫
∂M
S(n, T (ω])])σg0 +
1
2
∫
∂M
T (n, ω])(trg0S)σg0 ,
that is, the boundary integrals vanish for any S ∈ S. Since this holds for any
S and since T is nonsingular, we must have ω = 0 on ∂M (this argument is
from [1, Propositon 2.5 & Lemma 2.2]). Furthermore, the proof from the case of
a closed manifold implies that the Lie derivative Lω]T = 0 on the interior of M .
Hence Lω]T = 0 on all of M , which by hypothesis can hold only if ω = 0.
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Chapter 4
Ricci Curvature Equation
Throughout this section (M, g0) is a compact Riemannian manifold with ∂M 6= ∅
and satisfying the hypotheses of Theorem 1.6. We recall that since B(g) = 0 for
g ∈ K, the tangent space TgK = kerDB(g), where K is the kernel, and DB(g) the
linearisation at g, of the Bianchi operator.
The proof of Theorem 1.6 involves an application of the Nash-Moser implicit
function theorem in the tame category, and is motivated by the use of the Nash-
Moser theorem in [50] to prove an analogous result to Theorem 1.6 for Einstein
manifolds. We first state the form of the Nash-Moser theorem used and present
an outline of the proof of Theorem 1.6, then present some background material
and notation used in the proof, and finally present the proof itself.
4.1 Outline of the Proof of Theorem 1.6
In order to state precisely the version of the Nash-Moser implicit function theorem
used in this thesis, we define the following notation:
• Kˆ is a smooth tame Fre´chet manifold.
• H is a smooth tame Fre´chet space.
• P : Kˆ → H is a smooth tame map with tangent map TP : T Kˆ → P ∗TH ⊂
TH, where T Kˆ → Kˆ is the tangent bundle and P ∗TH → Kˆ is the pullback
bundle along P .
• B → Kˆ is a smooth tame vector bundle over Kˆ with space Γ(B) of sections.
• r ∈ Γ(B) is a smooth tame section of B → Kˆ.
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• ∇¯ : Γ(B)→ Γ(T Kˆ ⊗ B) is the covariant derivative of a smooth tame connec-
tion on the vector bundle B → Kˆ.
We use the form of the Nash-Moser theorem presented in [50], namely:
Theorem 4.1 (Nash-Moser Theorem, [33, 50]). Suppose that the map
(TP, ∇¯r) : T Kˆ → P ∗TH× B
X 7→ (TP, ∇¯r)(X) = (TPX, ∇¯Xr),
(4.1)
satisfies the following:
(i) It is a tame linear vector bundle morphism.
(ii) It is an isomorphism on fibers TgKˆ over g ∈ Kˆ satisfying r(g) = 0.
(iii) There is a tame linear vector bundle morphism
V : P ∗TH× B → T Kˆ, (4.2)
which is an approximate right and left inverse to (4.1) as follows:
– Right inverse: For all g ∈ Kˆ and (H,R) ∈ TP (g)H× Bg, we have
(TP, ∇¯r)Vg(H,R) = (H,R) +Qrg[r(g), (H,R)], (4.3)
where the right quadratic error is a (TH× B)-valued tame section
Qr ∈ Γ[B∗ ⊗ (TH× B)∗ ⊗ (TH× B)]
given by [a, (b, c)] 7→ Qr[a, (b, c)] and bilinear in its arguments a ∈ B and
(b, c) ∈ TH× B.
– Left inverse: For all g ∈ Kˆ and X ∈ TgKˆ, we have
Vg(TP, ∇¯r)X = X +Q`g[r(g), X], (4.4)
where the left quadratic error is a T Kˆ-valued tame section
Q` ∈ Γ(B∗ ⊗ T ∗Kˆ ⊗ T Kˆ)
given by (a, b) 7→ Q`(a, b) and bilinear in its arguments a ∈ B and
b ∈ T Kˆ.
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If r(g0) = 0 then there are neighbourhoods U ⊂ Kˆ of g0 and V ⊂ H of P (g0)
between which P : U → V is invertible and r(g) = 0 for all g ∈ U .
To use the Nash-Moser Theorem to prove Theorem 1.6, we let:
• Kˆ be the space of Riemannian metrics in K with negative-definite Ricci cur-
vature and convex and umbilical boundary. Note that K is automatically a
tame Fre´chet manifold since it is a Fre´chet submanifold of the tame Fre´chet
manifold M, so Kˆ is also a tame Fre´chet manifold (cf. [50, Page 7]).
• H be the space of metrics on ∂M , which is an open set in the tame Fre´chet
space R of symmetric 2-covariant tensors on ∂M .
• P be the natural restriction map taking a metric g ∈ Kˆ to its induced metric
h = P (g) = g|T∂M on the tangent bundle T∂M → ∂M . It in fact can be
defined more generally as the linear map P : S → R taking symmetric 2-
covariant tensors on M to their restriction to ∂M . The tangent spaces TSS
and TRR are linearly isomorphic to S and R: TSS ∼= S and TRR ∼= R. The
tangent map of the natural restriction is therefore given by TSP = P : S →
R. Hence we can write (4.1) as (TP, ∇¯r) = (P, ∇¯r).
• B → Kˆ be the vector bundle whose fiber Bg over g ∈ Kˆ is the set tensors in
S satisfying the Bianchi identity with respect to g, namely
Bg = {S ∈ S |Bian(g, S) = 0}.
• r ∈ Γ(B) be given by
r(g) = Ricc(g)− T.
Since g ∈ Kˆ, note that the Bianchi identity yields B(g) = Bian(g,Ricc(g))−
B(g) = 0. We can also view r as a smooth map on all of M, and will
occasionally do so.
We then prove Theorem 1.6 via the following steps, which are detailed in §4.3
and §4.4 below:
Step 1 : We construct the covariant derivative ∇¯ for sections s ∈ Γ(B) and
tangent vectors X ∈ TgKˆ by setting ∇¯Xs = pig(a′(0)), where:
• X = c′(0) for a curve c in Kˆ satisfying c(0) = g.
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• a = s ◦ c is a curve in B satisfying a(t) ∈ Bc(t) for t in the domain of c.
• The map pig : S → Bg is given by pig(S) = S + Lvg for the particular v ∈ X0
given by Lemma 4.2.
Step 2 : We construct the approximate inverse (4.2) as follows:
• For a given pair (H,R) ∈ TP (g)H × Bg, the elliptic BVP (4.5) has a unique
solution pair (S, f) ∈ S × C∞(∂M).
• Define the bundle isomorphism Fg : Bg → Tg × C∞(∂M) by Fg(S) = (S +
Lng, f) where the particular n = fn ∈ N is given by Lemma 4.3.
• The bundle morphism (4.2) is defined by Vg(H,R) = pig(S)+F−1g (0, f), where
(S, f) is the unique solution pair to (4.5) with data (H,R).
4.2 Additional Notation and Terminology
In this section let g ∈ M. We require the following additional notation and
terminology in the proof of Theorem 1.6.
The formal adjoint of the divergence operator is the linear map
δ∗g : Ω→ S
characterised by
〈δgS, ω〉 = 〈S, δ∗gω〉
when (M, g) is closed, and given locally by
2(δ∗gω)ij = (Lω]g)ij = (∇iω)j + (∇jω)i,
where ∇ is the Levi-Civita connection of g. We can define the divergence operator
on X via the map
δg : X→ C∞(M)
v 7→ δgv = (∇iv)i,
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and on Ω via the map
δg : Ω→ C∞(M)
ω 7→ δgω = trg(δ∗gω).
The formal adjoint defined on X is the map
δ∗g : X→ S
v 7→ 2δ∗gv = Lvg.
We sometimes use the operator Bg : S → Ω given by BgS = Bian(g, S). A
standard Weitzenbock formula (see for instance [5, 26]) yields that the operator
Bg ◦ δ∗g : Ω→ Ω
defined by
(Bg ◦ δ∗g)(ω) = δgδ∗gω +
1
2
d(trgδ
∗
gω) = δgδ
∗
gω −
1
2
d(δgω)
can be written as
2(Bg ◦ δ∗g)(ω) = ∇∗∇ω − Riccg(ω], · ).
We define this operator on X by setting
2(Bg ◦ δ∗g)(v) = ∇∗∇v[ − Riccg(v, · )
for v ∈ X.
We also have cause to view S ∈ S as a Ω-valued 1-form on M via the map
v 7→ S(v, · ). Denote by A` the space of Ω-valued `-forms on M and by d : A` →
A`+1 the exterior derivative. Note that A0 = Ω and S ⊂ A1. The formal adjoint
d∗ : A`+1 → A` is characterised by 〈dω, α〉 = 〈ω, d∗α〉 when (M, g) is closed. We
know that d∗S = δgS on S. The Hodge Laplacian
dd∗ + d∗d : A1 → A1
can be written on S via another standard Weitzenbock formula (see [5, 26]) as
(dd∗ + d∗d)(S) = ∇∗∇S + S ◦ Ricc(g)− R˚gS,
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where ∇∗∇ is the connection or rough Laplacian of g, and
R˚g : S → S
is the symmetric curvature operator of g given locally by
(R˚gS)st = g
jpg`qRsjt`Spq
(see for instance [5] and Chapter 2 above). Here, the formal adjoint∇∗ on covariant
tensors is characterised by 〈∇R, S〉 = 〈R,∇∗S〉 = 〈R, δgS〉 when (M, g) is closed.
We also use the following additional notation:
• X0 is the space of vector fields on M vanishing on ∂M .
• X(∂M) and Ω(∂M) are respectively the spaces of vector fields and 1-forms
on ∂M .
• N is the space of normal fields to ∂M and n is the outward unit normal field.
• Hg = trgIg ∈ C∞(∂M) is the mean curvature of ∂M .
• T → Kˆ is the vector bundle whose fiber Tg over g ∈ Kˆ is the set of tensors
in Bg whose metric trace vanishes on ∂M , namely
Tg = {S ∈ S |Bian(g, S) = 0 on M and trgS = 0 on ∂M}.
4.3 Step 1: Covariant Derivative
We draw upon the following lemma:
Lemma 4.2 (cf. [50, Lemma 1] and [1, Lemma 2.2]). Given g ∈ Kˆ and X ∈ TgKˆ,
there is a unique v ∈ X0 satisfying X + Lvg ∈ Bg. The linear map
pig : TgKˆ → Bg
X 7→ pig(X) = X + Lvg
is a tame bundle morphism.
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Proof. We show that given g ∈ Kˆ and X ∈ TgM ∼= S, there is a unique v ∈ X0
satisfying Bian(g,X + 2δ∗gv) = 0. This translates into finding a unique v ∈ X
satisfying the elliptic BVP
∇∗∇v[ − Riccg(v, · ) = −Bian(g,X) on M
v = 0 on ∂M.
The functional F : X0 → R given by
F (v) =
∫
M
g(∇v,∇v)− Riccg(v, v) + g(Bian(g,X), v[) νg
is strictly convex and coercive. It is strictly convex since Riccg(v, v) < 0, and is
coercive since
F (v) ≥
∫
M
g(∇v,∇v) + g(Bian(g,X), v[) νg
and by the Poincare´ inequality: there is a constant C > 0 such that∫
M
g(∇v,∇v)νg ≥ C
∫
M
g(v, v)νg
(cf. [50, Lemma 1]). Hence, the functional admits a unique smooth minimum in
X0 satisfying the above elliptic BVP.
The map pig is linear, and is tame since it is defined in terms of the solution to
an elliptic BVP (see [33]).
We then define the covariant derivative ∇¯ : Γ(B) → Γ(T Kˆ ⊗ B) as follows:
Let X ∈ TgKˆ and s ∈ Γ(B). Then X = c′(0) for some curve c in Kˆ satisfying
c(0) = g. Furthermore, α = s ◦ c is a curve in B satisfying α(0) = s(g). We have
a′(0) ∈ Ts(g)B ⊂ S so ∇¯Xs = pig(α′(0)) ∈ Bg is well defined. It is shown in [50]
that the connection defined by this covariant derivative is tame.
4.4 Step 2: Approximate Inverse
The linearisation of r ∈ Γ(B) at g ∈ Kˆ in the direction of S ∈ S is
Dr(g)S = DRicc(g)S =
1
2
∆LS − δ∗gBian(g, S),
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where ∆L is the Lichnerowicz Laplacian of g. Motivated by “DeTurck’s trick” (see
for instance [15,18,21]), we define the Bianchi-gauged Ricci curvature operator:
Φ :M→ S
g 7→ Φ(g) = r(g) + δ∗g [T−1Bian(g, T )].
We have that Φ(g) = r(g) when g ∈ Kˆ and from for instance [15, 18, 21] that the
linearisation of Φ at g in the direction of S ∈ S is given by
DΦ(g)S =
1
2
∆LS.
Given a pair
(H,R) ∈ TP (g)H× Bg,
consider the following BVP:
∆LS = R on M (4.5a)
Bian(g, S) = 0 on ∂M (4.5b)
trgS = 0 on ∂M (4.5c)
P (S) = H mod Ig on ∂M, (4.5d)
where ∆L is the Lichnerowicz Laplacian of g and line (4.5d) means
P (S) = H − 2fIg for some f ∈ C∞(∂M).
This BVP (4.5) is solved for an unknown pair
(S, f) ∈ S × C∞(∂M)
and it is proved in [50, Lemma 3] and [1, Part 3] that the BVP (4.5) is elliptic
with index zero.
To construct the approximate inverse (4.2) of the map (P, ∇¯r), we first show
that the elliptic BVP (4.5) is uniquely solvable locally in the space of metrics
around the metric g0, as follows: When r(g0) = 0, we show that S = 0 is the only
solution to (4.5) when H = 0, R = 0, and f = 0 (cf. [50, Lemma 4]). Then the open
mapping theorem yields a neighbourhood U ⊂ Kˆ of g0 on which (4.5) is uniquely
solvable (cf. [50, Corollary 1]). Hence, given g ∈ U and data (H,R) ∈ TP (g)H×Bg,
there is a unique solution pair (S, f) ∈ S × C∞(∂M) to (4.5).
We then draw on the following lemma, whose proof is given in [50]:
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Lemma 4.3 ( [50, Lemmas 2 & 5]). Given g ∈ Kˆ and S ∈ Bg, there is a unique
function f ∈ C∞(∂M) and therefore normal field n = fn ∈ N such that S+Lng ∈
Tg and P (Lng) = −2fIg. The map
Fg : Bg → Tg × C∞(∂M)
S 7→ Fg = (S + Lng, f)
is a tame bundle isomorphism.
The approximate inverse (4.2) of (P, ∇¯r) is then defined in terms of this bundle
isomorphism as the map
Vg : TP (g)H× Bg → TgKˆ
(H,R) 7→ Vg(H,R) = pig(S) + F−1(0, f), (4.6)
where (S, f) ∈ S×C∞(∂M) is the unique solution pair to (4.5) with data (H,R) ∈
TP (g)H× Bg. We then show that Vg is indeed an approximate inverse to (P, ∇¯r),
first by showing it is an approximate right inverse, and then an approximate left
inverse (cf. [50, Lemma 6]). In doing so, we also show when r(g) = 0 that Vg is an
inverse and therefore that (P, ∇¯r) is an isomorphism on TgKˆ. This will complete
the proof of Theorem 1.6.
4.4.1 Unique Solvability of (4.5)
In this section we show that the elliptic BVP (4.5) is uniquely solvable under the
hypotheses of Theorem 1.6. To this end, we first show the following proposition:
Proposition 4.4 (cf. [50, Proposition 6]). Suppose r(g) = 0. Let S be the sym-
metric 2-covariant tensor from a solution pair (S, f) ∈ S×C∞(∂M) to the elliptic
BVP (4.5) with data (H,R) ∈ TP (g)H× Bg. Then in fact S ∈ Bg.
To prove Proposition 4.4, we draw upon the following lemma:
Lemma 4.5 (cf. [50, Proposition 10] and [1, Corollary 2.3]). For g ∈ M, if
Φ(g) = 0 on M and Bian(g, T ) = 0 on ∂M , then Bian(g, T ) = 0 on M .
Proof. Set ω = T−1Bian(g, T ). If Φ(g) = 0 then
0 = Bian(g,Φ(g)) = −Bian(g, T ) + Bian(g, δ∗gω)
= −Bian(g, T ) + 1
2
∇∗∇ω − 1
2
Riccg(ω
], · ).
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Then integrate by parts against ω to get
0 = −
∫
M
T−1(Bian(g, T ),Bian(g, T ))νg
+
1
2
∫
M
g(∇ω,∇ω)νg − 1
2
∫
M
Riccg(ω
], ω])νg > 0,
which implies that ω = 0 and Bian(g, T ) = 0.
Proof of Proposition 4.4. Now, to prove Proposition 4.4 we linearise the steps in
the proof of Lemma 4.5 at g in the direction of S to see that S ∈ Bg (cf. [50,
Proposition 10] and [1, Corollary 2.3]), as follows. Let (S, f) be a solution pair to
(4.5) with data (H,R) ∈ TP (g)H×Bg. The linearisation of g 7→ Bian(g,Φ(g)) at g
in the direction of S ∈ Bg is
DBian(g,Φ(g))S = D1Bian(g,Φ(g)) + Bian(g,DΦ(g)S).
If r(g) = 0 then Φ(g) = 0, which is the hypothesis of Lemma 4.5, so we have that
DΦ(g)S = R ∈ Bg and therefore
DBian(g,Φ(g))S = D1Bian(g, r(g)) + Bian(g,R) = 0,
which is the linearisation of the hypothesis of Lemma 4.5. The linearisation of the
condition Bian(g, T ) = 0 on ∂M with respect to the second variable is Bian(g, S) =
0 on ∂M , which holds by line (4.5b). The linearisation of the conclusion of Lemma
4.5 is the desired result.
Recall that we are seeking to show that the elliptic BVP (4.5) is uniquely
solvable under the hypotheses of Theorem 1.6. We now prove the following Lemma:
Lemma 4.6 (cf. [50, Lemma 4]). If r(g0) = 0 then S = 0 is the only solution to
the elliptic BVP (4.5) when H = 0, R = 0, and f = 0.
Remark 4.7. Lemma 4.6 and the open mapping theorem yield a neighbourhood
U ⊂ Kˆ of g0 on which the elliptic BVP (4.5) is uniquely solvable (cf. [50, Corollary
1]), which is the desired result of this section. See for instance [39] for a proof of
the open mapping theorem in the more general context of locally convex spaces.
Proof. Let S ∈ S be a solution to (4.5) with this zero data. From above, we
immediately have that S ∈ Bg0 .
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Line (4.5a) means that the Lichnerowicz Laplacian ∆LS satisfies ∆LS = R = 0,
so taking its trace yields
0 = trg0∆LS = ∇∗∇trg0S.
Line (4.5c) is trg0S = 0 on ∂M , so integrating by parts yields
0 =
∫
M
(∇∗∇trg0S)(trg0S)νg0 =
∫
M
g0(∇trg0S,∇trg0S)νg0 .
Hence trg0S = 0 on M , and since S ∈ Bg0 we have that
0 = Bian(g0, S) = δg0S +
1
2
d(trg0S) = δg0S = d
∗S.
Since H = 0, line (4.5d) means that P (S) = −2aIg0 for some a ∈ C∞(∂M).
Since ∂M is strictly convex and umbilical, then Ig0 = bg0 for some nonnegative
smooth function b : ∂M → [0,∞). Hence, we see that there holds P (S) = cg0 for
some c ∈ C∞(∂M), which means for any q ∈ ∂M that
S(x, y) = c(q)g0(x, y) for all x, y ∈ Tq∂M.
Now, the map X(∂M) 3 x 7→ S(x,n) ∈ C∞(∂M) is a 1-form on ∂M . There is a
unique y ∈ X(∂M) satisfying
S(x,n) = g0(x, y) = y
[(x) for all x ∈ X(∂M).
The assumption ∆LS = 0 means ∇∗∇S = 2R˚g0S−Riccg0 ◦S−S ◦Riccg0 . This
combined with g0(S ◦ Riccg0 , S) = g0(Riccg0 ◦ S, S) yields
〈∇∗∇S, S〉 = 2〈R˚g0S − Riccg0 ◦ S, S〉.
Furthermore, we calculate that the Hodge Laplacian satisfies
(d∗d + dd∗)S = ∇∗∇S − R˚g0S + S ◦ Riccg0 = R˚g0S − Riccg0 ◦ S,
which implies that
〈(d∗d + dd∗)S, S〉 = 〈R˚g0S − Riccg0 ◦ S, S〉 =
1
2
〈∇∗∇S, S〉.
We now present two Weitzenbock formulas and then combine them to finish
the proof of the unique solvability of (4.5). Below let δ˜g0 : R → Ω denote the
divergence operator on ∂M with respect to g0|T∂M .
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First Weitzenbock formula: The first Weitzenbock formula is
‖∇S‖2 = 〈∇∗∇S, S〉 −
∫
∂M
g0(∇nS, S)σg0
= 2〈R˚g0S − Riccg0 ◦ S, S〉 − J1.
Here the boundary term J1 is derived in [50, Lemma 4]:
J1 =
∫
∂M
(m+ 3)cδ˜g0y − (m+ 1)2Hg0c2 + 2Hg0|y|2 + 2Ig0(y, y) σg0 .
Second Weitzenbock formula: The second Weitzenbock formula is:
‖dS‖2 = 〈d∗dS, S〉 −
∫
∂M
g0(dS(n, · ), S)σg0
= 〈(d∗d + dd∗)S, S〉 −
∫
∂M
g0(dS(n, · ), S)σg0
= 〈R˚g0S − Riccg0 ◦ S, S〉 − J2.
Here the boundary term J2 is also derived in [50, Lemma 4]:
J2 =
∫
∂M
(m− 1)cδ˜g0y − Hg0|y|2 − Ig0(y, y)σg0 .
Combining the Weitzenbock formulas : We now take the following linear com-
bination of these Weitzenbock formulas in order to make the combined boundary
terms negative:
0 ≤ (m− 1)‖∇S‖2 + (m+ 3)‖dS‖2
≤ (3m+ 1)〈R˚g0S − Riccg0 ◦ S, S〉
= (3m+ 1)〈(d∗d + dd∗)S, S〉
=
3m+ 1
2
〈∇∗∇S, S〉.
(Of course we are assuming that m > 1.)
Hence, when 〈R˚g0S − Riccg0 ◦ S, S〉 = 〈(d∗d + dd∗)S, S〉 = 12〈∇∗∇S, S〉 ≤ 0
then we have that S = 0 as required (cf. [50, Lemma 4]), so solutions to the above
elliptic BVP 4.5 with homogeneous boundary data are unique.
This completes the proof of Lemma 4.6.
Remark 4.8. Note that we only need 〈R˚g0S − T ◦ S, S〉 ≤ 0 for S satisfying the
elliptic BVP (4.5) with homogeneous boundary data, not for all of S ∈ S, so the
conditions in Theorem 1.6 can be weakened.
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4.4.2 Approximate Right Inverse
In the following two sections we seek to prove the existence of an approximate
right and left inverse (4.2) to the map (4.1) in the Nash-Moser implicit function
theorem, Theorem 4.1. This will complete the proof of Theorem 1.6.
For g ∈ Kˆ we want to show that there is a right quadratic error term satisfying
(4.3), and that Vg is a right inverse to (P, ∇¯r) when r(g) = 0. We work on each
coordinate of (P, ∇¯r) separately, starting with the first P .
Let (S, f) be the unique solution pair to the elliptic BVP (4.5) with data
(H,R) ∈ TP (g)H× Bg. If u = F−1g (0, f) ∈ Bg then
(0, f) = Fg(u) = (u+ Lng, f)
where 0 = u + Lng ∈ Tg and the unique n = fn ∈ N is from Lemma 4.3, so we
see that
F−1g (0, f) = u = −Lng.
Lemma 4.2 yields a unique v ∈ X0 satisfying pig(S) = S+Lvg, so we calculate that
Vg(H,R) = S + Lwg,
where
w = v − n ∈ N
is a normal field since v vanishes on ∂M . We also calculate that
P (pig(S)) = P (S) + P (Lvg) = P (S)
since v vanishes on ∂M . Lemma 4.3 yields that
P (F−1g (0, f)) = −P (Lng) = 2fIg.
As result, we get
P (Vg(H,R)) = P (S) + 2fIg = H.
Hence, Vg is a right inverse to (P, ∇¯r) with respect to P regardless of if r(g) = 0
or otherwise.
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Turing to the second coordinate ∇¯r, let {ϕt} be the 1-parameter family of
diffeomorphisms ϕt : M → M generated by w = v − n ∈ N from the previous
paragraph above. The diffeomorphism invariance ϕ∗tRicc(g) = Ricc(ϕ
∗
tg) yields
that the Lie derivative
LwRicc(g) = DRicc(g)Lwg.
The linearisation of r at g in the direction of Lwg is
Dr(g)Lwg = DRicc(g)Lwg = LwRicc(g).
Since Vg(H,R) = S + Lwg and S is a solution to (4.5), we see that
Dr(g)Vg(H,R) = DRicc(g)S + LwRicc(g)
= R− δ∗gBian(g, S) + LwRicc(g).
The construction of ∇¯ yields that ∇¯Xr = ∇¯XRicc for any X ∈ TgKˆ and that there
is a z ∈ X0 satisfying
∇¯Vg(H,R)r = Dr(g)Vg(H,R) + 2δ∗gz
= R + LwRicc(g) + 2δ∗gy ∈ Bg,
where
y = z − 1
2
Bian(g, S)] ∈ X0
vanishes on ∂M since z ∈ X0 and Bian(g, S) = 0 on ∂M by line (4.5b). Since
R ∈ Bg we get LwRicc(g) + 2δ∗gy ∈ Bg. Hence Lemma 4.2 and the construction of
∇¯ yield
∇¯Vg(H,R)r = R + pig(LwRicc(g)) = R + pig(DRicc(g)Lwg)
= R + ∇¯LwgRicc = R + ∇¯Lwgr,
so
∆¯LS = R = ∇¯SRicc = ∇¯Sr.
Also note that (S, 0) ∈ S × C∞(∂M) is the unique solution to (4.5) with data
(P, ∇¯r)S = (P (S), ∇¯Sr) ∈ TP (g)H× Bg. Hence, we see that Vg(P, ∇¯r)S = pig(S).
We break things down into the cases of r(g) = 0 and r(g) 6= 0.
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Case 1 : When r(g) = 0 and (S, f) solve (4.5) then S ∈ Bg so pig(S) = S and
v = 0, as well as Vg(P, ∇¯r)S = S. But from line (4.5c) we have trgS = 0 on ∂M ,
so S ∈ Tg and f = 0, that is, n = fn = 0. Hence w = v − n = 0, so from
∇¯Vg(H,R)r = R + ∇¯Lwgr
we get
∇¯Vg(H,R)r = R
and (4.2) is a right inverse to the second coordinate ∇¯r of (P, ∇¯r) when r(g) = 0.
Hence we have shown that Vg is a right inverse to (P, ∇¯r) when r(g) = 0.
Case 2 : When r(g) 6= 0, we define the right quadratic error term by
Qrg(r(g), (H,R)) = (0, ∇¯Vg(H,R)r −R),
which is a tame section since ∇¯ is the covariant derivative of a tame connection
and Vg is tame, and is bilinear in (H,R) and in r(g) since
∇¯Vg(H,R)r = pig(Dr(g)Vg(H,R)).
Recalling P (Vg(H,R)) = H, we easily calculate that
(H,R) +Qrg(r(g), (H,R)) = (P, ∇¯r)Vg(H,R),
which is (4.3). Hence Vg is an approximate right inverse of (P, ∇¯r), and a right
inverse when r(g) = 0.
4.4.3 Approximate Left Inverse
For g ∈ Kˆ, we want to show that there is a left quadratic error term satisfying
(4.4) and that Vg is a left inverse to (P, ∇¯r) when r(g) = 0.
Identify X ∈ TgKˆ with its projection
G = pig(X) ∈ Bg,
and work with G. Lemma 4.3 yelds a unique f¯ ∈ C∞(∂M) and normal field
n¯ = f¯n ∈ N satisfying
G¯ = G+ Ln¯g ∈ Tg
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and P (G¯) = P (G)−2f¯Ig. Let (Sˆ, fˆ) ∈ S×C∞(∂M) be the unique solution to the
elliptic BVP (4.5) with data (P, ∇¯r)G¯ = (P (G¯), ∇¯G¯r) ∈ TP (g)H × Bg, and write
line (4.5d) as P (Sˆ) = P (G¯) + 2fˆI. We calculate that
Vg(P, ∇¯r)G¯ = Sˆ + Lwˆg,
where wˆ = vˆ + nˆ ∈ N with vˆ ∈ X0 and nˆ = fˆn ∈ N . We also see that
P (Vg(P, ∇¯r)G¯) = P (G¯),
and since G¯ ∈ Tg we also have on ∂M that
trg(Vg(P, ∇¯r)G¯) = trgG¯ = 0,
so (Vg(P, ∇¯r)G¯, 0) satisfies (4.5) on ∂M with the data (P, ∇¯r)G¯.
We now write G = G¯ − Ln¯g, work on the RHS terms separately, and break
things down into the cases of r(g) = 0 and r(g) 6= 0.
Case 1 : Let r(g) = 0. We start with the term G¯. The linearisation of r at g
in the direction of G¯ is
Dr(g)G¯ = ∆LG¯,
since G¯ ∈ Tg. The linearisation of the map g 7→ Bian(g, r(g)) = 0 at g in the
direction of G¯ yields
0 = D1Bian(g, r(g))G¯+ Bian(g,Dr(g)G¯) = Bian(g,Dr(g)G¯),
so
∇¯G¯r = pig(Dr(g)G¯) = Dr(g)G¯ = ∆LG¯.
Hence G¯ also solves the top line of (4.5) and since solutions are unique, we have
that (Sˆ, fˆ) = (G¯, 0) and
Vg(P, ∇¯r)G¯ = G¯.
Hence, if r(g) = 0 then Vg is a left inverse of (P, ∇¯r) with respect to the first term
G¯ in G = G¯− Ln¯g.
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Turning to the term Ln¯g, recall that Lemma 4.3 yields that P (Ln¯g) = −2f¯Ig.
Hence, if r(g) = 0 then
(P, ∇¯r)(Ln¯g) = (P, 0)(Ln¯g) = (−2f¯Ig, 0).
The elliptic BVP (4.5) with data (2f¯Ig, 0) has the unique solution (0, f¯), so
Vg(P, ∇¯r)(−Ln¯g) = Vg(2f¯Ig, 0) = −Ln¯g.
Hence, if r(g) = 0 then Vg is a left inverse of (P, ∇¯r) with respect to the second
term Ln¯g in G = G¯− Ln¯g.
We have shown that Vg is an inverse to (P, ∇¯r) when r(g) = 0. In other words,
when r(g) = 0 the map (P, ∇¯r) is a bundle isomorphism, as required.
Case 2 : Now let r(g) 6= 0. We again start with the term G¯. Since (Vg(P, ∇¯r)G¯, 0)
satisfies (4.5) on ∂M with data (P, ∇¯r)G¯, we get
Vg(P, ∇¯r)G¯ ∈ Tg.
Let wˆ = uˆn ∈ N for uˆ ∈ C∞(∂M), recalling from above that
Vg(P, ∇¯r)G¯ = Sˆ + Lwˆk.
Lemma 4.3 yields that
P (Vg(P, ∇¯r)G¯) = P (Sˆ)− 2uˆIg.
From above we have
P (Vg(P, ∇¯r)G¯) = P (Sˆ)− 2fˆIg
so uˆ = fˆ . Hence
nˆ = fˆn = uˆn = wˆ = vˆ + nˆ
so vˆ = 0 and
Vg(P, ∇¯r)G¯ = Sˆ −F−1(0, fˆ) = Sˆ + Lnˆg.
It follows that Sˆ ∈ Bg because both Vg(P, ∇¯r)G¯ ∈ Bg and F−1(0, fˆ) ∈ Bg. But
since trgSˆ = 0 on ∂M , we also get Sˆ ∈ Tg so nˆ = 0 and
Vg(P, ∇¯r)G¯ = Sˆ.
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Hence Vg(P, ∇¯r)G¯ also solves line (4.5a) with the data (P, ∇¯r)G¯. Furthermore,
(G¯, 0) solves (4.5) with data (PG¯,Dr(g)G¯). Hence the map
Q`g(r(g), G¯) = Vg(P, ∇¯r)G¯− G¯
is a tame section since it is defined in terms of the solution to an elliptic BVP
(4.5), and is bilinear in r(g) and G¯. We easily calculate that
Vg(P, ∇¯r)G¯−Q`g(r(g), G¯) = G¯.
Hence, Vg is an approximate left inverse of (P, ∇¯r) with respect to the first term
G¯ in G = G¯− Ln¯g.
Turning to the second term Ln¯g, first note that ∇¯Ln¯gr is a tame bilinear function
of r(g) and Ln¯g. Let (S¯, f¯) ∈ S × C∞(∂M) be the unique solution pair to the
elliptic BVP (4.5) with data (P, ∇¯r)(Ln¯g) = (−2f¯Ig, ∇¯Ln¯gr) ∈ TP (g)H× Bg. The
projection
Q`g(r(g),Ln¯g) = pig(S¯)
is a tame section since it is defined in terms of the elliptic BVP (4.5), and is bilinear
in r(g) and Ln¯g. By definition
Vg(P, ∇¯r)(Ln¯g) = pig(S¯) + F−1g (0, f¯)
= Q`g(r(g),Ln¯g)− Ln¯g.
Hence, Vg is also an approximate left inverse of (P, ∇¯r) with respect to the second
term Ln¯g in G = G¯− Ln¯g.
This completes the proof of the main result in the Ph.D. thesis, namely Theo-
rem 1.6.
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