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Abstract
The text is an essentially self-contained introduction to four-dimensional
N=1 supergravity, including its couplings to super Yang-Mills and chiral matter
multiplets, for readers with basic knowledge of standard gauge theories and
general relativity. Emphasis is put on showing how supergravity fits in the general
framework of gauge theories and how it can be derived from a tensor calculus for
gauge theories of a standard form.
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1 Introduction
Supergravity (SUGRA) is for several reasons an interesting concept in modern high
energy physics. It raises supersymmetry (SUSY) to a gauge symmetry and thus combines
two principles of major interest, namely gauge invariance which underlies our present
models of fundamental interactions, and SUSY, one of the most promising theoretical
concepts for extending these models. In addition SUGRA includes and extends general
relativity (GR) which makes it an interesting framework for describing gravitational
interactions in high energy physics. In particular SUGRA theories arise in string theory,
one of the presently most favoured approaches in the field of “quantum gravity”.
SUGRA had an important impact on the development of general concepts in the field
of gauge theories, such as the reformulation and refinement of the BRST-approach, be-
cause it exhibited properties which are not encountered in more familiar gauge theories,
such as Yang-Mills (YM) theories or standard GR. Such properties are gauge transfor-
mations whose commutator algebra does not close off-shell or involves field dependent
structure functions. Therefore SUGRA can serve as an instructive example to illustrate
the general structure of gauge theories.
As SUGRA is a generalization of GR, it may be worthwhile to compile further
differences from standard GR. The most fundamental difference is that SUGRA theories
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have more gauge symmetries than standard GR. In particular they have of course local
SUSY and contain corresponding gauge fields, so-called gravitinos (Rarita-Schwinger
fields) which are spinor fields. Owing to the presence of spinor fields, SUGRA theories
are formulated in the vielbein formulation (Cartan formulation) of GR rather than in
the metric formulation, and therefore they are always invariant under local Lorentz
transformations. Many SUGRA theories, especially in higher dimensions, contain in
addition p-form gauge fields which generalize the electromagnetic gauge potential and
are invariant under corresponding gauge transformations of these fields.
Fields which occur typically in SUGRA theories are thus the vielbein which we
denote by eaµ (µ is a “world index” of the same as type as the indices of the metric
in GR, a is a Lorentz vector index), the gravitino(s) ψµ (whose spinor index has been
suppressed), p-form gauge fields Aµ1...µp which are totally antisymmetric in their world
indices (the electromagnetic gauge field and YM gauge fields are 1-form gauge fields in
this terminology), and standard matter fields such as spacetime scalar fields φ or ordinary
spinor fields λ (again the spinor index has been suppressed). A standard SUGRA theory
contains always the vielbein and at least one gravitino. Whether and which other fields
are present depends on the particular SUGRA theory.
An important restriction on the possible field content is that the number of bosonic
degrees of freedom and the number of fermionic degrees of freedom must coincide on-
shell (for SUGRA theories of standard type). This is required by SUSY because SUSY
relates bosonic fields and fermionic fields in a particular way. The number of degrees of
freedom (DOF) relevant here is the number of linearly independent plane wave solutions
of the free field equations with given Fourier-momentum, up to linearized gauge trans-
formations. The free field equations are the linearized equations of motion (EOM) in
a flat gravitational background. For the standard fields, with standard free field equa-
tions, these DOF are compiled in (1.1) and (1.2) where D is the spacetime dimension
and f is the real dimension of the smallest nontrivial irreducible spinor representation
(for Minkowski signature of the metric). Details of the derivation of the numbers in
(1.1) and (1.2) can be found, for example, in [1] and [2], some elementary facts about
spinors in various dimensions are provided in appendix A.
field DOF off-shell DOF on-shell (D ≥ 3)
vielbein eaµ D(D − 1)/2 D(D − 3)/2
gravitino ψµ f(D − 1) f(D − 3)/2
p-form gauge field Aµ1...µp
(D−1
p
) (D−2
p
)
real scalar field φ 1 1
spinor field λ f f/2
(1.1)
f =


2D/2−1 for D mod 8 = 2 Majorana-Weyl spinors
2⌊D/2⌋ for D mod 8 = 0, 1, 3, 4, 6 Weyl or Majorana spinors∗
2(D+1)/2 for D mod 8 = 5, 7 Dirac spinors
(1.2)
∗ Weyl spinors only if D = 2k, no Majorana spinors if D mod 8 = 6.
(1.1) contains also the number of DOF off-shell given by the number of independent
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components of the respective field up to gauge transformations (taking reducibility rela-
tions into account, if any). These numbers are relevant for so-called off-shell formulations
of SUGRA theories, i.e., formulations where the commutator algebra of the gauge trans-
formations closes off-shell. Namely in such formulations the number of bosonic DOF
and the number of fermionic DOF must coincide both on-shell and off-shell (again, for
SUGRA theories of standard type).
An additional restriction on possible SUGRA theories of standard type is the upper
bound on the number of real SUSYs. This upper bound is 32 when one requires that
dimensional reduction to D = 4 must not yield fields with spin ≥ 5/2 (this requirement
reflects that theories with spin ≥ 5/2 are believed to be inconsistent or physically un-
acceptable). The number of SUSYs is often given in terms of the number N of sets of
SUSYs where each set has f elements with f as in (1.2) [i.e., the corresponding gauge
parameters sit in an irreducible spinor representation]. Hence, if in this terminology one
says that a theory has N SUSYs, it has thus actually Nf real SUSYs. The bound of at
most 32 SUSYs limits standard SUGRA theories, which can be characterized in this way
by a value of N , to spacetime dimensions D ≤ 11 because for D ≥ 12 one has f ≥ 64.1
Therefore, SUGRA theories of standard type exist only up to eleven dimensions.
In (1.3) the values of f and the on-shell DOF for some fields are spelled out explicitly
for 4 ≤ D ≤ 11. In addition the maximal value Nmax of N is given. One sees from these
numbers, for example, that in D = 4 it might be possible to construct an N = 1 SUGRA
theory whose only fields are the vielbein eaµ (called “vierbein” inD = 4) and one gravitino
ψµ (N is also the number of gravitinos because these sit in spinor representations with
dimension f). This theory does indeed exist and will be presented in some detail later.
Other possibilities would be, for example, a D = 4, N = 2 SUGRA theory with vierbein
eaµ, two gravitinos ψµ, ψ
′
µ, and one “photon” Aµ, or a D = 11, N = 1 SUGRA theory
with “elfbein” eaµ, one gravitino ψµ and one 3-form gauge field Aµνρ. Both SUGRA
theories do also exist.
D 4 5 6 7 8 9 10 11
f 4 8 8 16 16 16 16 32
Nmax 8 4 4 2 2 2 2 1
DOF of ψµ on-shell 2 8 12 32 40 48 56 128
DOF of eaµ on-shell 2 5 9 14 20 27 35 44
DOF of Aµ on-shell 2 3 4 5 6 7 8 9
DOF of Aµν on-shell 1 3 6 10 15 21 28 36
DOF of Aµνρ on-shell 0 1 4 10 20 35 56 84
(1.3)
The remainder of this text is devoted to D = 4, N = 1 SUGRA. It aims at giving
an essentially self-contained introduction to the structure of this theory at a non-expert
level, for readers with basic knowledge of GR and standard gauge theories (in particular,
some knowledge of YM theory might be helpful). The text is limited to basic material. In
particular it does not cover more technical stuff, such as the use of superspace techniques,
1In “non-standard theories” the number of SUSYs need not be an integer multiple of f .
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or a discussion of phenomenological aspects, which may be found in textbooks or reviews
on SUGRA, such as [3, 4, 5, 6, 7, 8, 1, 9]. Rather I have tried to emphasize that and how
SUGRA fits in with general principles of gauge theories. These principles are briefly
reviewed in section 2. Section 3 presents in some detail the simplest D = 4, N = 1
SUGRA theory mentioned above, whose only fields are the vierbein and the gravitino.
Section 4 introduces the concept of a tensor calculus for a class of standard gauge
theories. This calculus is used in section 5 as a framework to present the “old minimal”
and the “new minimal” off-shell formulations of D = 4, N = 1 SUGRA including the
coupling to matter multiplets (super YM multiplets, chiral multiplets). Conventions,
especially concerning spinors, and the explicit verification that the SUGRA actions
given in the text are indeed supersymmetric are relegated to the appendix.
2 Gauge symmetries in the jet space approach
This section assembles the general definition and basic properties of Lagrangean gauge
theories, using the jet space approach.
2.1 Jet spaces
The concept of jet-spaces originates from the theory of partial differential equations (see,
for example, [10, 11, 12, 13, 14]). It provides a mathematically rigorous, simple and gen-
eral framework for the discussion of many aspects of symmetries. For our purposes it
suffices to know that jet spaces are spaces whose coordinates are the ordinary coordi-
nates xµ of a base space M (in our case: spacetime), and additional variables ∂µ1...µkφ
i
representing fields φi (k = 0) and their first and higher order derivatives (k = 1, 2, . . .)2.
The fields and their derivatives are thus regarded as algebraic objects. The conception
of fields as functions of the coordinates xµ, or as mappings from M to some space F
arise only as sections s of the corresponding jet bundle over M where the jet variables
∂µ1...µkφ
i turn into functions M → F according to
∂µ1...µkφ
i|s = ∂
kφi(x)
∂xµ1 . . . ∂xµk
. (2.1)
As the partial derivatives commute on smooth functions, we identify jet coordinates
∂µ1...µkφ
i which differ only by permutations of the derivative indices:
∀r, s : ∂µ1...µr ...µs...µkφi = ∂µ1...µs...µr ...µkφi. (2.2)
One may either work with a set of independent jet coordinates, such as {xµ, ∂µ1...µkφi :
µi ≤ µi+1, k = 0, 1, . . .}, or with the redundant set of all jet variables. We prefer the
second option because it allows one to avoid inconvenient combinatorical factors. The
partial derivatives are then represented in the infinite jet space by algebraic operations
∂µ defined by
∂µ =
∂
∂xµ
+
∑
k≥0
∂µµ1...µkφ
i ∂
S
∂∂µ1...µkφ
i
, (2.3)
2Henceforth we shall work in the infinite jet space, containing all derivatives.
4
where the derivatives ∂S/∂∂µ1...µkφ
i act on the jet variables according to
∂S∂ν1...νkφ
j
∂∂µ1...µkφ
i
= δji δ
µ1
(ν1
. . . δµkνk) , k 6= r :
∂S∂ν1...νrφ
j
∂∂µ1...µkφ
i
= 0. (2.4)
Here the round parantheses denote symmetrization with weight one, such as δρ(µδ
σ
ν) =
1/2(δρµδσν + δ
ρ
νδσµ). With these definitions the derivatives ∂µ have indeed the same alge-
braic properties as the partial derivatives of smooth functions – as they should, in order
that (2.1) makes sense. In particular they satisfy
∂µ∂µ1...µkφ
i = ∂µµ1...µkφ
i (2.5)
and they commute,
[∂µ, ∂ν ] = 0. (2.6)
A basic and important fact is that a function f on the jet space is a total divergence
if and only if it has vanishing Euler-Lagrange derivatives with respect to all fields on
which it depends,
f(x, [φ]) = ∂µK
µ(x, [φ]) ⇔ ∂ˆf(x, [φ])
∂ˆφi
= 0 ∀φi, (2.7)
where ∂ˆf/∂ˆφi denotes the Euler-Lagrange derivative of f with respect to φi,
∂ˆf(x, [φ])
∂ˆφi
=
∑
k≥0
(−)k∂µ1 . . . ∂µk
∂Sf(x, [φ])
∂∂µ1...µkφ
i
. (2.8)
Here [φ] indicates local dependence on the fields (which usually means dependence on
derivatives up to some arbitrary but finite order).
2.2 Gauge symmetries of a Lagrangian
An (infinitesimal) gauge transformation is a transformation of the fields involving lin-
early “gauge parameters” or their derivatives. The gauge parameters are arbitrary fields
and therefore these parameters and their derivatives are also treated as jet variables.
Hence, when dealing with gauge symmetries, we work in an enlarged jet space involving
also these extra variables in addition to the coordinates xµ and the “fields” φi and their
derivatives. The basic difference between the gauge parameters and the fields is that the
former do not occur in the Lagrangian and the field equations (Euler-Lagrange equations
of motion) derived from it. Hence the Lagrangian is a function on the “original” jet space
with coordinates xµ and ∂µ1...µkφ
i. Each jet variable (including the gauge parameters
and their derivatives) has a Grassmann parity which is 0 for “bosonic” (commuting)
fields or 1 for “fermionic” (anticommuting) fields, cf. appendix A for our conventions in
the SUGRA context. By assumption, the Lagrangian is a Grassmann even function on
the jet space and the gauge transformations are Grassmann even operations.
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Gauge transformations δξφ
i of the fields are given by operators RiM which act on
gauge parameters ξM and may depend on the fields and their derivatives:
δξφ
i = RiMξ
M , RiM =
m∑
k=0
riµ1...µkM (x, [φ])∂µ1 . . . ∂µk . (2.9)
These transformations are extended to derivatives of the fields and to local functions on
jet spaces according to
δξ =
∑
k≥0
(∂µ1 . . . ∂µkδξφ
i)
∂S
∂∂µ1...µkφ
i
. (2.10)
In particular this gives
[δξ, ∂µ] = 0, (2.11)
δξx
µ = 0, (2.12)
δξ(ab) = (δξa)b+ a(δξb). (2.13)
(2.11) means simply that the gauge transformations of the derivatives of the fields
are so-called ‘prolongations’ of the gauge transformations of the undifferentiated fields
(δξ∂µφ
i = ∂µ(δξφ
i) etc). (2.12) means that explicit coordinates xµ are never trans-
formed, i.e., when evaluated on a section of the jet bundle, (δξφ
i)(x) represents the
transformation of φi(x) as a function of its arguments but not of the arguments them-
selves (it represents thus the Lie derivative of φi). (2.13) is the Leibniz rule and means
that the gauge transformations are derivations on the jet space. We can now define
gauge symmetries of a Lagrangian:
Definition. A gauge transformation δξ is called a gauge symmetry of a Lagrangian
L(x, [φ]) if it leaves the Lagrangian invariant up to a total divergence:
δξL(x, [φ]) = ∂µK
µ(x, [φ, ξ]). (2.14)
2.3 Noether identities and gauge symmetry of the EOM
Owing to (2.7), the gauge invariance condition (2.14) imposes
∂ˆδξL(x, [φ])
∂ˆξM
= 0 ∀ξM (2.15)
and
∂ˆδξL(x, [φ])
∂ˆφi
= 0 ∀φi. (2.16)
(2.15) are the Noether identities corresponding to the gauge symmetry. Explicitly they
read
(−)|φi|Ri+M
∂ˆL(x, [φ])
∂ˆφi
= 0 (2.17)
6
where |φi| is the Grassmann parity of φi and Ri+M is the operator adjoint to the operator
RiM which defines the gauge symmetry according to (2.9). This adjoint operator is given,
on all functions f on the jet space, by
Ri+M f =
∑
k≥0
(−)k∂µ1 . . . ∂µk [f riµ1...µkM (x, [φ])]. (2.18)
(2.16) yields the gauge transformations of the EOM. Explicitly one obtains (see, for
example, formula (6.43) of [15]):
δξ
∂ˆL(x, [φ])
∂ˆφi
= −
∑
k≥0
(−)k∂µ1 . . . ∂µk
[ ∂Sδξφj
∂∂µ1...µkφ
i
∂ˆL(x, [φ])
∂ˆφj
]
. (2.19)
Remark. Actually (2.17) is equivalent to (2.14) (Noether’s second theorem [16]).
The reason is that every term in δξL is linear in the ξ’s (or their derivatives) which
implies
δξL(x, [φ]) = ξ
M ∂ˆδξL(x, [φ])
∂ˆξM
+ ∂µK
µ(x, [φ, ξ]).
Hence (2.17) implies indeed (2.14), and thus it also implies (2.16).
2.4 Trivial gauge symmetries
Consider the transformations
δtrivφi =
∑
k,m≥0
(−)k∂µ1 . . . ∂µk
[
M j(ν1...νm)i(µ1...µk)(x, [φ, ξ])∂ν1 . . . ∂νm
∂ˆL
∂ˆφj
]
, (2.20)
where
M j(ν1...νm)i(µ1...µk)(x, [φ, ξ]) = −(−)|φi| |φj |M i(µ1...µk)j(ν1...νm)(x, [φ, ξ]). (2.21)
The transformation (2.20), extended to the whole jet space as in (2.10), is a gauge
symmetry of L according to our definition because of
δtrivL ∼M j(ν1...νm)i(µ1...µk)(x, [φ, ξ])
[
∂µ1 . . . ∂µk
∂ˆL
∂ˆφi
][
∂ν1 . . . ∂νm
∂ˆL
∂ˆφj
]
= 0
where ∼ denotes equality up to a total divergence and the last equality (= 0) holds
because of the graded antisymmetry of the M ’s as in (2.21). For obvious reasons, such
transformations are called trivial gauge symmetries. They exist for every Lagrangian
and vanish on-shell, i.e., they vanish on all solutions of the EOM. Conversely one can
prove under fairly general assumptions (regularity conditions) that a gauge symmetry
which vanishes on-shell takes necessarily the form (2.20) [17, 15].
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2.5 Generating set of gauge symmetries
When trying to characterize the gauge symmetries of a model satisfactorily one faces
two complications. On the one hand, one has to deal with the trivial gauge symmetries
which one wants to “mod out”. On the other hand one has to take the following
fact into account: whenever δξφ
i = RiMξ
M is a gauge symmetry, then δˆξˆφ
i = RˆiAξˆ
A
with RˆiA = R
i
MK
M
A is also a gauge symmetry, for any (possibly field dependent) local
operators KMA : indeed, when δξ is a gauge symmetry, it satisfies (2.14) for all ξ’s and
thus in particular for ξM = KMA ξˆ
A, whatever operators KMA we choose and for arbitrary
ξˆA. Notice that even the range of the index A may differ from the range of the index
M . But clearly δˆξˆ is not a new gauge symmetry as it arises from δξ just by substituting
fM(x, [φ, ξˆ]) = KMA ξˆ
A for ξM . This motivates the following definition: we say a set of
operators {RiM} provides a generating set of the gauge symmetries of a Lagrangian if
any gauge symmetry of the Lagrangian can be generated through them according to
δξL = ∂µK
µ ⇒ δξφi = RiMfM (x, [φ, ξ]) + δtrivφi, (2.22)
for some local functions fM(x, [φ, ξ]).
The concept of a generating set of gauge symmetries is of fundamental importance
for the theory of gauge symmetries. It is somewhat analogous to the concept of a basis of
a vector space although the analogy must be used with great care because a generating
set evidently is not a basis of gauge symmetries in the vector space sense. Within
the analogy, (2.22) corresponds to the completeness of a basis of a vector space. The
independence of the elements of a basis also has a counterpart: it is the irreducibility
of a generating set. The latter requires that the operators RiM have no nontrivial ‘zero
mode’, i.e.,
RiMf
M(x, [φ, ξ]) = δtrivφi ⇒ fM(x, [φ, ξ]) ≈ 0 (irreducibility) (2.23)
where ≈ is equality on-shell,
f ≈ g :⇔ f − g =M i ∂ˆL(x, [φ])
∂ˆφi
(2.24)
for some local operators M i. However, unlike the situation in the case of (finite di-
mensional) vector spaces, it is not always possible to choose an irreducible set because
locality may obstruct this. So, one sometimes has to deal with reducible generating sets
of gauge transformations.
The choice of a generating set of gauge transformations is by no means unique;
switching from one generating set to another one corresponds in the above analogy to
changing the basis of a vecor space, albeit the freedom in the choice of a generating set
evidently exceeds by far the freedom in the choice of a basis of a vector space. The
relation between two generating sets {RiM} and {RˆiA} is of the type discussed above,
RˆiA ≈ RiMKMA , RiM ≈ RˆiAKˆAM , (2.25)
for some local, generally field dependent operators KMA and Kˆ
A
M . Again, the ranges of
the indices M and A may differ; in particular one may switch from an irreducible to a
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reducible set. Notice that switching between different generating sets is accompanied
by redefinitions of the corresponding sets of gauge parameters because (2.25) yields
δˆξˆ = δKξˆ + δ
triv, (Kξˆ)M = KMA ξˆ
A,
δξ = δˆKˆξ + δ
triv, (Kˆξ)A = KˆAM ξ
M . (2.26)
Example. Let us consider 3-dimensional abelian Chern-Simons theory with La-
grangian
L = ǫµνρAµ∂νAρ.
The set of fields φi is in this case given by the components of the gauge field,
{φi} ≡ {Aµ}.
It can be proved that a generating set of gauge symmetries of the abelian Chern-Simons
Lagrangian is given by the abelian gauge transformations
δξAµ = ∂µξ.
The corresponding set of operators RiN is thus given just by the derivatives ∂µ:
{RiN} ≡ {∂µ}.
Now, if this provides really a generating set, it must be possible to express every gauge
symmetry of the abelian Chern-Simons Lagrangian in terms of these operators up to
trivial gauge symmetries, as in (2.22). Let us verify that this holds for the spacetime
diffeomorphisms [the latter are indeed gauge symmetries because the Chern-Simons
Lagrangian is a scalar density with weight one under spacetime diffeomorphisms]:
δdiffeoAµ = ξ
ν∂νAµ + ∂µξ
νAν
= ξν(∂νAµ − ∂µAν) + ξν∂µAν + ∂µξνAν
=
1
2
ξνǫνµρ
∂ˆL
∂ˆAρ
+ ∂µ(ξ
νAν).
Note that the first term in the last line is a trivial symmetry as in (2.20) (with M ji ≡
1
2 ξ
νǫνµρ), while the second term is of the form R
i
Mf
M (ξ, φ) (with fM ≡ ξνAν).
2.6 Algebra of gauge symmetries
The concept of a generating set of gauge symmetries allows one to derive the gen-
eral form of the commutator algebra of gauge symmetries. The commutator of two
gauge symmetries δξ1 and δξ2 is again a gauge symmetry because it leaves the La-
grangian invariant (simply because δξL = ∂µK
µ(x, [φ, ξ]) and [δξ, ∂µ] = 0 imply
δξ1δξ2L = δξ1∂µK
µ(x, [φ, ξ2]) = ∂µδξ1K
µ(x, [φ, ξ2])) and is a derivation (because the
commutator of two derivations is again a derivation). Owing to (2.22) it can thus be
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expressed through the operators RiM of the generating set and a trivial gauge symmetry.
In particular one has
δξ1φ
i = RiMξ
M
1 , δξ2φ
i = RiM ξ
M
2 ⇒ [δξ1 , δξ2 ]φi = RiMfM (x, [φ, ξ1, ξ2]) + δtrivφi. (2.27)
Notice that RiMf
M is a gauge transformation δf as δξ1φ
i and δξ2φ
i but with “composite”
(possibly field dependent) parameter fM(x, [φ, ξ1, ξ2]). Owing to (2.19), the commuta-
tor of a trivial gauge symmetry and any other gauge symmetry (trivial or non-trivial)
vanishes on-shell,
[δtriv, δξ]φ
i ≈ 0 ∀φi. (2.28)
As already remarked at the end of section 2.4 this implies under fairly general assump-
tions that this commutator is again a trivial gauge symmetry,
[δtriv, δξ ] = δ˜
triv. (2.29)
Hence the only possibly nontrivial part of the commutator algebra of gauge symmetries
is made up of the terms RiMf
M(x, [φ, ξ1, ξ2]) in the commutators of two nontrivial gauge
symmetries as in (2.27). If these commutators involve a nonvanishing δtriv on the right
hand side, the commutator algebra is called an “open gauge algebra”. Notice that it
may depend on the choice of the generating set whether or not the algebra is open.
3 D=4, N=1 pure SUGRA
This section presents the Lagrangian and gauge transformations of the simplest four-
dimensional SUGRA theory [18, 19] (N = 1 SUGRA without matter multiplets) in
the basic formulation with open gauge algebra, using the Weyl-spinor notation as in
appendix A.
3.1 Lagrangian
Vielbein formulation. Owing to the presence of spinor fields, SUGRA theories are
constructed in the vielbein formulation (Cartan formulation) of general relativity. In D
dimensions the vielbein is a real D × D-matrix field denoted by eaµ and related to the
spacetime metric gµν according to
gµν = e
a
µe
b
νηab (3.1)
where ηab is the Minkowski metric. In order that the metric be invertible, the vielbein
must be invertible. We denote its inverse by Eµa ,
eaµE
µ
b = δ
a
b , e
a
µE
ν
a = δ
ν
µ . (3.2)
In contrast to the standard (metric) formulation of general relativity, the metric is thus
not treated as an elementary field but constructed from the vielbein according to (3.1).
Conversely, given a metric (with the same signature as the Minkowski metric), one can
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always construct a vielbein satisfying (3.1): as the metric is symmetric, it can at each
point be diagonalized by some orthogonal matrix O and one may choose the vielbein
as DO where D = diag(|r1|1/2, . . . , |rD|1/2) is a diagonal matrix and the r’s are the
eigenvalues of the metric. Of course, both O and the r’s in general depend on the
point, i.e., they are fields, and so is the vielbein. Actually this choice of the vielbein is
not unique because (3.1) determines the vielbein only modulo arbitrary local Lorentz
transformations as these leave the Minkowski metric invariant. Hence GR has in the
vielbein formulation more gauge symmetries than in the metric formulation because it
is also invariant under local Lorentz transformations in addition to the diffeomorphism
invariance.
SUGRA Lagrangian in first order formulation. In four dimensions the vielbein
is called vierbein. The gravitino is denoted by ψαµ where α are Weyl spinor indices, see
appendix A. Hence, for each value of µ, ψαµ is a complex 2-component Weyl spinor field.
Its complex conjugate is denoted by ψ¯α˙µ . Our index notation is thus: Greek indices from
the beginning of the alphabet denote Weyl spinor indices, Greek indices from the middle
of the alphabet denote world indices and lower case Latin indices from the beginning of
the alphabet denote Lorentz vector indices. The spinor indices and the Lorentz vector
indices indicate the transformation properties under local Lorentz transformations, the
world indices the transformation properties under spacetime diffeomorphisms.
In addition to the vielbein and the gravitino one may introduce the so-called spin
connection ωµ
ab = −ωµba as an independent field. It serves as the gauge field for the
local Lorentz transformations. However, it is only an auxiliary field, i.e., it can be
eliminated by solving algebraically its EOM. The formulation with the spin connection
as an auxiliary field is called first order formulation, the one which uses from the very
beginning only the vielbein and the gravitino is called second order formulation. We
shall first introduce the first order formulation and then focus on the second order
formulation.
In the first order formulation, the Lagrangian is a function of the vielbein, gravitino,
spin connection and their derivatives, given by
L = 12eE
µ
b E
ν
aRµν
ab + 2(∇µψνσρψ¯σ + ψσσρ∇µψ¯ν)ǫµνρσ (3.3)
where:
e = det(eaµ),
Rµν
ab = ∂µων
ab − ∂νωµab + ωµacωνcb − ωνacωµcb (field strength of ωµab),
∇µψαν = ∂µψαν − 12ωµab(ψνσab)α (Lorentz-covariant derivative of ψµ),
∇µψ¯α˙ν = ∂µψ¯α˙ν + 12ωµab(σ¯abψ¯ν)α˙ (Lorentz-covariant derivative of ψ¯µ),
σραα˙ = e
a
ρ σaαα˙ (field dependent!),
ǫµνρσ = eEµaE
ν
bE
ρ
cE
σ
d ǫ
abcd︸ ︷︷ ︸
∝det(Eµa )=1/e
∈ {0, 1,−1} (field independent!).
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Remarks:
• The Lorentz-covariant derivative ∇µ is built in the standard manner (cf. electro-
dynamics, YM theory, GR, . . . ) by means of the gauge field ωµ
ab. It is defined
not only on spinor fields, but also on any other Lorentz-covariant fields by
∇µ = ∂µ − 12ωµablab (conventional factor 1/2 because of lab = −lba).
• Eµb EνaRµνab is a spacetime curvature scalar built from Rµνab,
R = Eµb E
ν
aRµν
ab (“curvature scalar”).
• Because of the antisymmetry of ǫµνρσ , the derivatives of ψµ and ψ¯µ occur only
through the combinations
∇µψν −∇νψµ (“field strength of ψµ”),
∇µψ¯ν −∇νψ¯µ (“field strength of ψ¯µ”).
• In terms of Majorana-spinors Ψµ (see appendix A), one has
(∇µψνσρψ¯σ + ψσσρ∇µψ¯ν)ǫµνρσ = −Ψµγˆγν∇ρΨσǫµνρσ
= i eΨµγ
[µγνγρ]∇νΨρ, Ψµ =
(
ψµα
ψ¯α˙µ
)
.
• Notice that e = ±√− det(gµν) because of (3.1).
• The definition of σµ illustrates the general rule how one converts Lorentz-indices
into world-indices and vice versa by means of the vierbein and its inverse:
Xµ = e
a
µXa, Xa = E
µ
aXµ, Xµν = e
a
µe
b
νXab etc.
Determination of ωµ
ab from its EOM and second order formulation. Varying
ωµ
ab in the Lagrangian (3.3) yields
L([e, ψ, ω + δω]) − L([e, ψ, ω]) = e
2
Eµb E
ν
a(∇µδωνab −∇νδωµab)
− δωµabǫµνρσψν (σabσρ + σρσ¯ab)︸ ︷︷ ︸
=iǫabρcσ
c
=ieEλaE
κ
b
Eτc ǫλκρτ σ
c
ψ¯σ
⇒ ∂ˆL([e, ψ, ω])
∂ˆωµab
= 12∇ν(eEµb Eνa − eEµaEνb ) + 6eiEµ[aEνbEσc]ψνσcψ¯σ
= 12∂ν(eE
µ
b E
ν
a − eEµaEνb ) + eω[ab]µ − eωcc[aEµb] + 6eiEµ[aEνbEσc]ψνσcψ¯σ
where [. . .] denotes complete antisymmetrization with “weight one”, and the above rules
for conversion of world and Lorentz indices were used, e.g.:
ω[ab]
µ = 12(ωab
µ − ωbaµ), ωabµ = EνaωνcdηbcEµd .
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The EOM for the ωµ
ab are ∂ˆL/∂ˆωµ
ab = 0. They can be solved algebraically for the
ωµ
ab (the ωµ
ab appear only linearly and undifferentiated in ∂ˆL/∂ˆωµ
ab). To do so, one
may first determine ωab
a by contracting the equation ∂ˆL/∂ˆωµ
ab = 0 with eaµ, then insert
the result into ∂ˆL/∂ˆωµ
ab = 0 and solve the latter for ω[ab]
µ (hint: use the identity
∂µe = eE
ν
a∂µe
a
ν). The result is, written in convenient form:
ω[µν]
a = ∂[µe
a
ν] − 2iψ[µσaψ¯ν]. (3.4)
This yields ωµ
ab because ωµνρ = −ωµρν implies
ωµνρ = ω[µν]ρ − ω[νρ]µ + ω[ρµ]ν ⇒ ωµab = ω[νρ]c(2δνµEρ[aδb]c − eµcEνaEρb).
Using (3.4), we obtain:
ωµ
ab = Eνa∂[µe
b
ν] − Eνb∂[µeaν] − eµcEνaEρb∂[νecρ] + 2i(ψµσ[aψ¯b] + ψ[aσb]ψ¯µ + ψ[aσµψ¯b]).
(3.5)
The Lagrangian in the second order formulation is given by (3.3) with ωµ
ab as in (3.5).
3.2 EOM
From now on we shall always work in the second order formulation, i.e., with ωµ
ab as in
(3.5). The Euler-Lagrange derivatives of the second order Lagrangian (3.3) with respect
to the vierbein and gravitino are (one may apply the “1.5 order formalism” here, see
appendix B.1):
∂ˆL
∂ˆeaµ
= e(12E
µ
aR−RρνbcEρaEνbEµc ) + 2ǫµνρσ(∇νψρσaψ¯σ + ψσσa∇νψ¯ρ), (3.6)
∂ˆL
∂ˆψαµ
= −4ǫµνρσ(σν∇ρψ¯σ)α, ∂ˆL
∂ˆψ¯α˙µ
= 4ǫµνρσ(∇ρψσσν)α˙. (3.7)
The EOM are thus obtained by setting the Euler-Lagrange derivatives in (3.6) and
(3.7) to zero. In particular (3.6) yields Einstein’s field equations with a stress-energy
tensor containing the gravitino and its derivatives. Notice that Rµν
ab contains gravitino
dependent terms via the gravitino dependence of ωµ
ab. Hence, in order to cast Einstein’s
field equations in the familiar form, one not only has to divide by e and convert the
Lorentz index a into a world index by means of the vierbein, but in addition one has
to separate the gravitino dependent terms contained in Rµν
ab from those terms which
depend only on the vierbein (the latter give rise to the standard Einstein tensor on the
“left hand side” of Einstein’s field equations).
3.3 Gauge symmetries
The nontrivial gauge symmetries of the SUGRA action (3.3) may be grouped into three
types:
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1. Invariance under spacetime diffeomorphisms with four real gauge parameters ξµ:
δdiffeoe
a
µ = ξ
ν∂νe
a
µ + ∂µξ
νeaν , (3.8)
δdiffeoψµ = ξ
ν∂νψµ + ∂µξ
νψν , (3.9)
δdiffeoψ¯µ = ξ
ν∂ν ψ¯µ + ∂µξ
ν ψ¯ν . (3.10)
The invariance under these transformations can be deduced from the fact that the
Lagrangian is by construction a scalar density with weight one under spacetime
diffeomorphisms, as is familiar from standard GR (the induced transformation of
the spin connection (3.5) is δdiffeoωµ
ab = ξν∂νωµ
ab + ∂µξ
νων
ab).
2. Invariance under local Lorentz transformations with six real gauge parameters
ξab = −ξba:
δLorentze
a
µ = ξb
aebµ, (3.11)
δLorentzψ
α
µ =
1
2ξ
ab(ψµσab)
α, (3.12)
δLorentzψ¯
α˙
µ = −12ξab(σ¯abψ¯µ)α˙. (3.13)
The Lagrangian is invariant under local Lorentz transformations because it is
composed of Lorentz-covariant objects whose Lorentz-vector and spinor indices
are “correctly contracted” (the induced transformation of the spin connection is
δLorentzωµ
ab = ∇µξab = ∂µξab − ωµcaξcb − ωµcbξac, i.e., ωµab transforms indeed as
a gauge field for Lorentz transformations; Rµν
ab is Lorentz-covariant because it is
the field strength of ωµ
ab, and ∇µ is the Lorentz-covariant derivative).
3. Local SUSY with gauge parameters ξα that are complex Weyl spinors (and thus
make up four real gauge parameters):
δsusye
a
µ = 2iξσ
aψ¯µ − 2iψµσaξ¯, (3.14)
δsusyψ
α
µ = ∇µξα = ∂µξα − 12ωµab(ξσab)α, (3.15)
δsusyψ¯
α˙
µ = ∇µξ¯α˙ = ∂µξ¯α˙ + 12ωµab(σ¯abξ¯)α˙. (3.16)
The invariance under these transformations is explicitly demonstrated in appendix
B.1 using the “1.5 order formalism”.
3.4 Algebra of gauge transformations
Let us first compute the commutator of two SUSY transformations on the vierbein. We
shall use the notation δsusy(ξ) meaning a SUSY transformation with parameters ξ
α, and
analogous notation for diffeomorphism and local Lorentz transformations.
[δsusy(ξ1), δsusy(ξ2)]e
a
µ = δsusy(ξ1)(2iξ2σ
aψ¯µ − 2iψµσaξ¯2)− (1↔ 2)
= 2iξ2σ
a∇µξ¯1 − 2i∇µξ1σaξ¯2 − 2iξ1σa∇µξ¯2 + 2i∇µξ2σaξ¯1
= ∇µ(2iξ2σaξ¯1 − 2iξ1σaξ¯2). (3.17)
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Notice that this expression does not contain derivatives of the gravitino and at most first
order derivatives of the vierbein. Hence, in the second order formulation it cannot con-
tain a trivial gauge transformation discussed in section 2.4 because the Euler-Lagrange
derivatives (3.6) and (3.7) contain second order derivatives of the vierbein and first or-
der derivatives of the gravitino, respectively. Therefore the commutator (3.17) should
be a combination of the gauge transformations (3.8), (3.11) and (3.14) with composite
parameters depending on the fields and the gauge parameters ξα1 , ξ
α
2 (and their deriva-
tives). To verify that this is indeed the case, we examine a general gauge transformation
of the vierbein (diffeomorphism + local Lorentz + SUSY transformation):
δgauge e
a
µ = ξ
ν∂νe
a
µ + ∂µξ
νeaν + ξb
aebµ + 2iξσ
aψ¯µ − 2iψµσaξ¯
= ξν (∂νe
a
µ − ∂µeaν)︸ ︷︷ ︸
(3.4)
= ωνµa−ωµνa
+2i(ψνσaψ¯µ−ψµσaψ¯ν)
+ ξν∂µe
a
ν + ∂µξ
νeaν︸ ︷︷ ︸
∂µ(ξν e
a
ν )
=∇µ(ξνe
a
ν )+ωµb
aebνξ
ν
+ ξb
aebµ + 2i(ξσ
aψ¯µ − ψµσaξ¯)
= ∇µ(ξνeaν) + (ξba + ξνωνba)ebµ + 2i(ξ + ξνψν)σaψ¯µ − 2iψµσa(ξ¯ + ξν ψ¯ν).
Hence we have
δgauge e
a
µ = ∇µξˆa + ξˆbaebµ + 2iξˆσaψ¯µ − 2iψµσa ¯ˆξ (3.18)
where
ξˆa = ξνeaν , ξˆ
ab = ξab + ξνων
ab, ξˆα = ξα + ξνψαν ,
¯ˆ
ξ α˙ = ξ¯α˙ + ξνψ¯α˙ν . (3.19)
Consider now gauge transformations with ξˆab = 0 and ξˆα = 0. These are combinations
of diffeomorphism transformations of eaµ with parameters ξ
ν , Lorentz transformations
of eaµ with composite parameters ξ
ab = −ξνωνab (as this is equivalent to ξˆab = 0), and
SUSY transformations of eaµ with composite parameters ξ
α = −ξνψαν (⇔ ξˆα = 0). Since
the right hand side of (3.18) reduces for ξˆab = ξˆα = 0 to ∇µξˆa, one has thus:
δdiffeo(ξ
ν) eaµ + δLorentz(−ξνωνab) eaµ + δsusy(−ξνψαν ) eaµ = ∇µξˆa. (3.20)
Using this in (3.17) we obtain that, on the vielbein, [δsusy(ξ1), δsusy(ξ2)] is the sum of
a diffeomorphism transformation with parameters ξν1,2 = 2i(ξ2σ
ν ξ¯1 − ξ1σν ξ¯2), a local
Lorentz transformation with parameters −ξν1,2ωνab and a SUSY transformation with
parameters−ξν1,2ψαν . On the gravitino this holds only on-shell as can be explicitly verified
but the computation is cumbersome because one must compute δsusyωµ
ab with ωµ
ab given
by (3.5), and use the EOM of the gravitino. We shall not perform this computation here
because its result can be obtained more elegantly from the supercovariant tensor calculus
to be discussed later. One obtains thus
[δsusy(ξ1), δsusy(ξ2)] = δdiffeo(ξ
ν
1,2) + δLorentz(−ξν1,2ωνab) + δsusy(−ξν1,2ψαν ) + δtriv
with ξν1,2 = 2i(ξ2σ
ν ξ¯1 − ξ1σν ξ¯2),
(3.21)
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where δtriv is a trivial gauge transformation as in section 2.4 involving the Euler-Lagrange
derivatives (3.7). The remaining part of the algebra is quite standard and can be easily
derived:
[δdiffeo(ξ1), δdiffeo(ξ2)] = δdiffeo(ξ1,2) with ξ
µ
1,2 = ξ
ν
2∂νξ
µ
1 − ξν1∂νξµ2 , (3.22)
[δLorentz(ξ1), δLorentz(ξ2)] = δLorentz(ξ1,2) with ξ
ab
1,2 = ξ
ac
1 ξ2c
b − ξac2 ξ1cb, (3.23)
[δdiffeo(ξ1), δLorentz(ξ2)] = δLorentz(ξ1,2) with ξ
ab
1,2 = −ξµ1 ∂µξab2 , (3.24)
[δdiffeo(ξ1), δsusy(ξ2)] = δsusy(ξ1,2) with ξ
α
1,2 = −ξµ1 ∂µξα2 , (3.25)
[δLorentz(ξ1), δsusy(ξ2)] = δsusy(ξ1,2) with ξ
α
1,2 = −12ξab1 (ξ2σab)α. (3.26)
Owing to the trivial gauge transformations in (3.21) the algebra is open. This is
one difference as compared to simpler gauge theories such as YM theory or standard
GR. Another difference is that the composite parameters of the gauge transformations
which occur on the right hand side of (3.21) are field dependent, whereas in YM theory
or standard GR one has [δξ1 , δξ2 ] = δξ1,2 with ξ1,2 depending only on ξ1, ξ2 and their
derivatives, as in (3.22)–(3.26).
Remark: Note that the ξˆ in (3.19) are related to the ξ by gauge parameter redef-
initions of the type discussed already in section 2.5, namely ξˆN = KNMξ
M with field
dependent KNM . We are free to use the ξˆ as gauge parameters instead of the ξ. As
explained in section 2.5, this is equivalent to changing the generating set of gauge trans-
formations. This alternative form of the gauge transformations arises naturally within
an approach to SUGRA based on a supercovariant tensor calculus to be discussed in
the following sections. The gauge transformations of the vierbein in terms of these
parameters are given by (3.18), the corresponding transformations of the gravitino read:
δgauge ψ
α
µ = ξ
ν∂νψ
α
µ + ∂µξ
νψαν +
1
2(ξˆ
ab − ξνωνab)(ψµσab)α +∇µ(ξˆα − ξνψαν )
⇔ δgaugeψαµ = ξˆaEνa(∇νψµ −∇µψν)α + 12 ξˆab(ψµσab)α +∇µξˆα (3.27)
4 Tensor calculus for standard gauge theories
So far we discussed pure D = 4, N = 1 SUGRA with field content made up only of the
vierbein and gravitino fields. In that basic formulation the gauge transformations form
an open algebra in the terminology of section 2.5. There is an alternative formulation
[20, 21], often called “off-shell formulation” because in that formulation the commutator
algebra of the gauge transformations closes off-shell. This is made possible by the
inclusion of additional fields which do not carry physical degrees of freedom and can
be eliminated algebraically using their equations of motion (analogously to the spin
connection ωµ
ab in the first order fomulation, see section 3.1). Therefore they are called
auxiliary fields. Elimination of the auxiliary fields reproduces the “on-shell formulation”
of pure D = 4, N = 1 SUGRA discussed in section 3. An off-shell formulation does not
only exist for pure D = 4, N = 1 SUGRA but also for its coupling to standard “matter
multiplets” which is of great help for the construction of matter couplings to D = 4,
N = 1 SUGRA.
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These off-shell formulations can be derived within a scheme that is not restricted to
D = 4, N = 1 SUGRA but extends to a more general class of gauge theories. I refer
to this class of gauge theories as standard gauge theories because it is characterized by
properties familiar from YM theories or GR. The scheme itself may be called “tensor
calculus for standard gauge theories” and is presented in this section3. In section 5 we
shall specify how it can be used to derive the off-shell formulation of D = 4, N = 1
SUGRA.
4.1 Basic input
The tensor calculus centers round the notion of gauge covariance, in particular gauge
covariant quantities and operations, such as tensor fields and covariant derivatives. Its
structure resembles properties familiar from YM theories and GR. However we shall
introduce it in a somewhat unfamiliar manner which starts off from formulae for the
gauge transformations and the “partial derivatives” (∂µ) of tensor fields. The formula for
the gauge transformations characterizes tensor fields through a certain transformation
law and is thus analogous to the definition of tensor fields in GR through transformation
properties under general coordinate transformation, for instance. The formula for the
derivatives of tensor fields is an unusual but quite useful way to introduce gauge covariant
derivatives.
We denote the gauge parameters by ξˆM . The hat on ξ indicates that these parameters
might correspond to an unusal formulation of the gauge transformations. For instance, in
pure SUGRA this formulation corresponds to the parameters in equation (3.19) rather
than to those used in section 3.3. At the end of section 4.2 we shall cast the gauge
transformations in more standard form with “unhatted” parameters. Tensor fields are
now characterized as follows: a tensor field T is a local function of the fields whose
gauge transformations do not contain derivatives of gauge parameters ξˆM and thus take
the form δξˆT = ξˆ
MXM , for some local functions XM . Moreover we require that these
functions are themselves tensor fields and that they can be written in terms of operators
∆M (graded derivations, see below) according to ∆MT = XM . Basically, the latter
just means that we can define ∆M on T through ∆MT := XM . Hence, tensor fields
transform in this setting according to
δξˆT = ξˆ
M∆MT. (4.1)
This is the formula for the gauge transformations of tensor fields announced above. The
formula for the derivatives of tensor fields takes a similar form. In terms of the exterior
derivative on the jet space, d = dxµ∂µ, it reads
dT = AM∆MT. (4.2)
This expresses the exterior derivative of a tensor field as a linear combination of the
operations ∆M with coefficients that are 1-forms A
M (because d has form-degree 1). In
3Actually the scheme can be extended to rather general gauge theories and thus to a general tensor
calculus [22, 23] but the explanation of this extension is beyond the scope of this work.
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general these 1-forms will not be tensor fields because dT = dxµ∂µT is a combination of
the derivatives of T which are usually not tensor fields (cf. GR or YM theories). Rather
we shall see that the AM should be interpreted as “connections” built of gauge fields
AMµ according to
AM = dxµAMµ . (4.3)
(4.2) will now be used to introduce gauge covariant derivatives. To that end we assume
that a subset of the gauge fields AMµ forms a field dependent invertible matrix (in
the SUGRA case this will be the vierbein). We denote that subset by {V aµ }, and the
remaining gauge fields by AMˆµ where we have split the index set {M} into subsets {a}
and {Mˆ}:
{M} = {a, Mˆ}, {AMµ } = {V aµ , AMˆµ }, a ∈ {0, . . . ,D − 1}. (4.4)
Equation (4.2) can now be interpreted as a definition of the operators ∆a:
∆aT = (V
−1)µa (∂µ −AMˆµ ∆Mˆ)T. (4.5)
Notice that ∆a has a form analogous to covariant derivatives in YM theory or GR.
Therefore we interpret it as a gauge covariant derivative. It is indeed gauge covariant if
∆MT is a tensor field for any M and every tensor field T , as we have assumed. Let us
elaborate in some more detail on this assumption. It demands that the ∆’s are graded
derivations in the space of tensor fields, i.e., they map tensor fields to tensor fields and
satisfy the Leibniz rule
∆M (T1T2) = (∆MT1)T2 + (−)|M | |T1|T1(∆MT2), (4.6)
where |M | denotes the Grassmann parity of the gauge parameter ξˆM . (4.6) must hold
because the gauge transformations are to be Grassmann even derivations, cf. (2.13), and
shows that ∆M has the same Grassmann parity as the corresponding gauge parameter;
moreover ∆a should have even Grassmann parity (the same as ∂µ),
|∆M | = |ξˆM | = |M |, |∆a| = |ξˆa| = |a| = 0. (4.7)
Owing to (4.2) (and because d is Grassmann odd, as it contains the differentials dxµ),
this also fixes the Grassmann parities of the gauge fields:
|AM | = |M |+ 1 (mod 2), |AMµ | = |M |. (4.8)
Remark: (4.1) and (4.2) establish a formal similarity of the gauge transformations
and the derivatives of tensor fields which might be surprising at first glance. However,
at a second glance it makes quite some sense: from a purely algebraic point of view
(in particular in the jet space approach) the gauge transformations and the derivatives
are actually quite similar and differ basically only in their commutation relations (the
derivatives are required to commute among themselves and with the gauge transforma-
tions, whereas the latter in general do not necessarily commute among themselves, see
equations (4.9) through (4.11) below). Furthermore, it may be worthwhile to compare
with the fiber bundle formulation of YM theories: there the gauge transformations and
the partial derivatives are also similar operations in the sense that the former correspond
to displacements in the fiber, the latter to displacements in the base manifold.
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4.2 Consistency requirements
We proceed by working out the consistency conditions which must be satisfied in order
that (4.1) and (4.2) can provide an off-shell formulation of a gauge theory. These consis-
tency conditions arise from the algebra of gauge transformations and partial derivatives
which is to read
[δξˆ1 , δξˆ2 ] = δf , f
M = fM (x, [ξˆ1, ξˆ2, φ]), (4.9)
[d, δξˆ ] = 0, (4.10)
d2 = 0. (4.11)
In (4.9), δf is to be a gauge transformation of the same form as δξˆ1 and δξˆ2 , but with
“composite parameters” fM , in order that the commutator algebra of the gauge trans-
formations closes off-shell. (4.10) is equivalent to [∂µ, δξˆ] = 0 and thus expresses (2.11).
(4.11) is equivalent to [∂µ, ∂ν ] = 0 and is included because (4.2) is to be consistent with
these basic commutation relations of the derivatives.
We start with the commutator of two gauge transformations on tensor fields. Using
(4.1) and that the ∆MT are tensor fields, we obtain
[δξˆ1 , δξˆ2 ]T = δξˆ1(ξˆ
N
2 ∆NT )− (1↔ 2) = ξˆN2 ξˆM1 ∆M∆NT − ξˆN1 ξˆM2 ∆M∆NT
= ξˆN2 ξˆ
M
1 [∆M ,∆N ]T, (4.12)
where [ , ] is the graded commutator
[X,Y ] = XY − (−)|X| |Y |Y X. (4.13)
On a tensor field, the right hand side of (4.9) must again be a gauge transformation
of the form (4.1) when we impose off-shell closure of the gauge algebra, i.e., it must
be a combination of the ∆MT with certain coefficient functions f
M . Since the gauge
transformations of a tensor field do not involve derivatives of the gauge parameters,
these coefficient functions do not involve derivatives of the ξˆ’s, cf. (4.12). Hence we
require
[δξˆ1 , δξˆ2 ]T = ξˆ
M
1 ξˆ
N
2 FNMP∆PT, (4.14)
for some tensor fields FMNP [that these must be tensor fields is also seen by comparing
with (4.12), since ∆MT is to be a tensor field whenever T is]. As [δξˆ1 , δξˆ2 ] is skew-
symmetric under exchange of ξˆ1 and ξˆ2, these tensor fields are subject to the symmetry
property
FMNP = −(−)|M | |N |FNMP . (4.15)
Since (4.12) and (4.14) must coincide for all gauge parameters and all tensor fields, we
require that the ∆’s satisfy the graded commutator algebra4
[∆M ,∆N ] = −FMNP∆P . (4.16)
4Note that (4.16) is a sufficient condition for the compatibility of (4.12) and (4.14). In special cases
it might not be a necessary condition. Analogously, equations (4.21) and (4.23) are only sufficient for
consistency, but in general not necessary.
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[The minus sign is due to ξˆM1 ξˆ
N
2 FNMP = −ξˆN2 ξˆM1 FMNP .] This algebra implies consis-
tency conditions for the tensor fields FMNP and their ∆-transformations. These follow
from the following identity for graded commutators:
∑
MNP
◦ [∆M , [∆N ,∆P ]] = 0 (4.17)
where the graded cyclic sum was used defined by
∑
MNP
◦ XMNP = (−)|M | |P |XMNP + (−)|N | |M |XNPM + (−)|P | |N |XPMN . (4.18)
(4.16) and (4.17) yield
∑
MNP
◦ (∆MFNPQ + FMNRFRPQ) = 0. (4.19)
As we shall see, these equations are the crucial consistency requirements.
Next we consider the commutators of the exterior derivative and gauge transforma-
tions on tensor fields. Using (4.1), (4.2), (4.16) and that the ∆MT are tensor fields, we
obtain
[d, δξˆ ]T = d(ξˆ
M∆MT )− δξˆ(AM∆MT )
= (dξˆM )∆MT + (−)|M |ξˆMd(∆MT )− (δξˆAM )∆MT −AMδξˆ(∆MT )
= (dξˆM )∆MT + (−)|M |ξˆMAN∆N∆MT − (δξˆAM )∆MT −AM ξˆN∆N∆MT
= (dξˆM − δξˆAM )∆MT −AM ξˆN [∆N ,∆M ]T
= (dξˆM − δξˆAM +AP ξˆNFNPM )∆MT. (4.20)
According to (4.10), these commutators must vanish for all T . Therefore we require
that the sum of the terms in parantheses in the last line of (4.20) vanishes for each M .
This fixes the gauge transformations of the connections:
δξˆA
M = dξˆM +AP ξˆNFNPM (4.21)
i.e., for the gauge fields:
δξˆA
M
µ = ∂µ ξˆ
M +APµ ξˆ
NFNPM . (4.22)
Last but not least we compute d2 on tensor fields using (4.2). We obtain
d2T = d(AM∆MT )
= (dAM )∆MT + (−)|M |+1AMd(∆MT )
= (dAM )∆MT + (−)|M |+1AMAN∆N∆MT
= (dAM )∆MT +
1
2 (−)|M |+1(AMAN + (−)(|M |+1)(|N |+1)ANAM )∆N∆MT
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= (dAM )∆MT +
1
2 (−)|M |+1AMAN∆N∆MT + 12(−)(|M |+1)|N |ANAM∆N∆MT
= (dAM )∆MT +
1
2 (−)|M |+1AMAN∆N∆MT + 12(−)(|N |+1)|M |AMAN∆M∆NT
= (dAM )∆MT +
1
2 (−)|M |+1AMAN (∆N∆M + (−)(|N |+1)|M |+|M |+1∆M∆N )T
= (dAM )∆MT +
1
2 (−)|M |+1AMAN (∆N∆M − (−)|N | |M |∆M∆N )T
= (dAM )∆MT +
1
2 (−)|M |+1AMAN [∆N ,∆M ]T
= (dAM − 12(−)|P |+1APANFNPM )∆MT
where we used (4.2), (4.8), (4.16) and, again, that the ∆MT are tensor fields [note
that (4.8) implies AMAN = (−)(|M |+1)(|N |+1)ANAM ]. As d2T must vanish for all T we
require
dAM + 12(−)|P |APANFNPM = 0. (4.23)
This equation looks at first glance like a differential equation for AM .5 However, actually
it determines the curvatures of the covariant derivatives [this is similar – and related –
to the fact that (4.2) is no differential equation for tensor fields but the definition of the
covariant derivatives]. To see this we spell it out in components. Using
dAM = dxµ∂µA
M = dxµdxν∂µA
M
ν =
1
2dx
µdxν(∂µA
M
ν − ∂νAMµ )
and
APAN = dxµAPµ dx
νANν = (−)|P |dxµdxνAPµANν
we obtain from (4.23)
∂µA
M
ν − ∂νAMµ +APµANν FNPM = 0. (4.24)
[One has APµA
N
ν FNPM = −APν ANµ FNPM owing to (4.8) and (4.15).] Now, APµANν FNPM
contains V aµ V
b
νFbaM , cf. (4.4). We can thus write (4.24) as
V aµ V
b
ν FabM = ∂µAMν − ∂νAMµ +APˆµANˆν FNˆ PˆM + V aµANˆν FNˆaM − V aν ANˆµ FNˆaM (4.25)
where we used FaNM = −FNaM which follows from (4.15) owing to |a| = 0, see (4.7).
As V is assumed to be invertible, (4.25) can be solved for FcdM by contracting it with
(V −1)µc and (V −1)νd . Hence (4.23) can be viewed as an equation for the FabM which can
indeed be interpreted as curvatures or torsions for the covariant derivatives, as (4.16)
reads for M = a and N = b:
[∆a,∆b]T = −FabM∆MT.
This ends the discussion of (4.9) through (4.11) on tensor fields. What about the
gauge fields? It turns out that (4.9) through (4.11) do automatically hold also on the
5Notice also that it looks formally like a Maurer-Cartan equation, or a “zero-curvature condition”.
Actually it is indeed a zero-curvature condition, but just for the derivatives as it expresses [∂µ, ∂ν ]T = 0.
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gauge fields as a consequence of (4.19), with the same fM as in (4.14) (note that the
latter is required because the commutator algebra of the gauge transformations must of
course coincide on tensor field and gauge fields in an off-shell formulation). Indeed one
obtains, using the formulae derived so far:
[δξˆ1 , δξˆ2 ]A
M = δξˆ1(dξˆ
M
2 +A
P ξˆN2 FNPM )− (1↔ 2)
= (δξˆ1A
P )ξˆN2 FNPM +AP ξˆN2 (δξˆ1FNP
M )− (1↔ 2)
= (dξˆP1 +A
QξˆR1 FRQP )ξˆN2 FNPM +AP ξˆN2 ξˆQ1 ∆QFNPM − (1↔ 2)
= d(ξˆP1 ξˆ
N
2 FNPM ) +AP ξˆQ1 ξˆR2 FRQPFNPM
+(−)|Q| |P |AP ξˆN2 ξˆQ1
∑
MNP
◦ (∆QFNPM + FQNRFRPM ), (4.26)
[d, δξˆ ]A
M = d(dξˆM +AP ξˆNFNPM )− δξˆ(−12(−)|P |APANFNPM ) = . . .
= 12(−)|P |(1+|Q|)APAN ξˆQ
∑
MNP
◦ (∆QFNPM + FQNRFRPM ), (4.27)
d2AM = d(−12(−)|P |APANFNPM ) = . . .
= −16(−)|N |+|Q| |P |APANAQ
∑
MNP
◦ (∆QFNPM + FQNRFRPM ). (4.28)
Hence (4.9) through (4.11) are indeed satisfied on AM when (4.19) holds. This empha-
sizes the central importance of (4.19). Furthermore, we can now specify (4.9):
[δξˆ1 , δξˆ2 ] = δf , f
P = ξˆM1 ξˆ
N
2 FNMP . (4.29)
Let us finally rewrite the gauge transformations in terms of parameters ξµ, ξMˆ related
to the ξˆM analogously to (3.19):
ξˆa = ξµV aµ , ξˆ
Mˆ = ξMˆ + ξµAMˆµ . (4.30)
For the gauge transformations of tensor fields we have
δξˆT = ξˆ
M∆MT = ξ
µV aµ∆aT + ξˆ
Mˆ∆MˆT = ξ
µ(∂µ −AMˆµ ∆Mˆ )T + ξˆMˆ∆MˆT
where we used V aµ∆aT = (∂µ − AMˆµ ∆Mˆ )T which is nothing but a rewriting of (4.2).
Hence the gauge transformations of tensor fields read in terms of the ξ’s:
δξT = ξ
µ∂µT + ξ
Mˆ∆MˆT (4.31)
For the gauge transformations of the gauge fields AMˆµ we obtain from (4.22):
δξˆA
Mˆ
µ = ∂µ ξˆ
Mˆ +APµ ξˆ
NFNP Mˆ
= ∂µ(ξ
Mˆ + ξνAMˆν ) +A
P
µ (ξ
Nˆ + ξνANˆν )FNˆP Mˆ +APµ ξνV aν FaP Mˆ
= ∂µξ
Mˆ + ∂µξ
νAMˆν + ξ
ν(∂µA
Mˆ
ν − ∂νAMˆµ ) + ξν∂νAMˆµ
+APµ (ξ
Nˆ + ξνANˆν )FNˆP Mˆ +APµ ξνV aν FaP Mˆ .
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Using now equation (4.24), i.e., ∂µA
Mˆ
ν − ∂νAMˆµ = −APµANν FNP Mˆ , we obtain
δξA
Mˆ
µ = ξ
ν∂νA
Mˆ
µ + ∂µξ
νAMˆν + ∂µ ξ
Mˆ +APµ ξ
NˆFNˆP Mˆ . (4.32)
An analogous computation for V aµ yields
δξV
a
µ = ξ
ν∂νV
a
µ + ∂µξ
νV aν +A
P
µ ξ
NˆFNˆP a. (4.33)
Notice that the right hand sides of equations (4.31), (4.32) and (4.33) involve ξµ only
via the “Lie derivative terms” ξµ∂µT and ξ
ν∂νA
M
µ + ∂µξ
νAMν , respectively.
Remark: Formally the formulae above look quite familiar. For instance, (4.21)
looks formally like the gauge transformations of a gauge field in YM theory if the FNPM
were the structure constants of a Lie algebra. However, in general (and in particular in
SUGRA) the FNPM are not constant but rather they are tensor fields, and therefore the
algebra (4.16) is not a (graded) Lie algebra but a more general structure. In fact, Lie
algebras are just the simplest examples of this structure, because in these examples the
FNPM are constants and (4.19) turns into the Jacobi identity for the structure constants
of a Lie algebra. Hence (4.19) generalizes the Jacobi identity for Lie algebras to the more
general algebras (4.16).
5 Off-shell formulations of D=4,N=1SUGRA with matter
5.1 Supercovariant tensor calculus
We shall now outline how an off-shell formulation of D=4, N=1 SUGRA and its coupling
to matter is obtained within the scheme described in section 4. The gauge symmetries to
be implemented are in this case the spacetime diffeomorphisms, local Lorentz symmetry,
SUSY and YM gauge symmetry. The corresponding “hatted” gauge parameters ξˆ are
{ξˆM} = {ξˆa, ξˆα, ¯ˆξ α˙, ξˆab, ξˆi} (5.1)
where the ξˆi are the hatted Yang-Mills gauge parameters, i.e., the index i refers to some
basis of the Lie algebra of a YM gauge group (for pure SUGRA, {ξˆi} is simply the empty
set). The other gauge parameters and indices have already been introduced in section
3. The gauge fields AMµ are the vierbein e
a
µ, the gravitino ψ
α
µ and its complex conjugate
ψ¯α˙µ , the spin connection ωµ
ab and Yang-Mills gauge fields Aiµ,
{AMµ } = {eaµ, ψαµ , ψ¯α˙µ , ωµab, Aiµ}. (5.2)
The vierbein is in this case identified with the gauge fields V aµ in (4.4),
V aµ ≡ eaµ. (5.3)
The ∆-operations are denoted by
{∆M} = {Da,Dα, D¯α˙, lab, δi}. (5.4)
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Concerning summations over the indices M , we employ the following convention:
XMYM ≡ XaYa +XαYα + 12XabYab +XiYi, XαYα = XαYα +Xα˙Y α˙. (5.5)
For instance, (4.2) reads thus explicitly in this case:
∂µT = (e
a
µDa + ψαµDα + ψ¯µα˙D¯α˙ + 12ωµablab +Aiµδi)T.
The covariant derivatives (4.5) are thus given by
Da T = Eµa (∂µ − ψαµDα − ψ¯µα˙D¯α˙ − 12ωµablab −Aiµδi)T. (5.6)
Notice that these covariant derivatives involve not only the spin connection and Yang-
Mills gauge fields, but in addition also the gravitino. They are thus covariant also with
respect to local SUSY transformations. To distinguish them from the more familiar
covariant derivatives in standard GR, we shall refer to them as supercovariant deriva-
tives and to the corresponding tensor fields as supercovariant tensor fields. Notice also
that Da does not contain a connection Γµνρ for world indices. The reason is that all
supercovariant tensor fields must be scalar fields with regard to spacetime diffeomor-
phisms because otherwise their gauge transformations would contain derivatives of the
diffeomorphism parameters, in contradiction to the definition of tensor fields according
to (4.1). Hence, according to this definition, supercovariant tensor fields do not carry
world indices, and therefore a term with Γµν
ρ is not needed in Da. For the same rea-
son the supercovariant derivatives themselves must be scalar operators with regard to
diffeomorphisms which explains why the carry a Lorentz index instead of a world index.
5.2 Bianchi identities
D = 4, N = 1 SUGRA arises now by a suitable specification of the tensor fields FMNP
occurring in (4.16). This has to be done such that the consistency conditions (4.19) are
satisfied. To describe this specification, we introduce the index sets {A} = {a, α, α˙} and
{I} = {[ab], i} so that (5.4) becomes
{∆M} = {DA, δI}, {DA} = {Da,Dα, D¯α˙}, {δI} = {lab, δi}. (5.7)
The graded commutator algebra (4.16) for an off-shell formulation of D = 4, N = 1
SUGRA reads
[DA,DB ] = −TABCDC − FABIδI , (5.8)
[δI ,DA] = −gIABDB , (5.9)
[δI , δJ ] = fIJ
KδK . (5.10)
Note that this is not the most general form that the algebra of the DA and δI could have
because the right hand side of (5.9) contains no term with a δI while the right hand side
of (5.10) contains no term with a DA. Furthermore we impose that the fIJK and gIAB
are constants (whereas the TAB
C and FAB
I are in general field dependent),
fIJ
K = constant , gIA
B = constant .
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The conditions (4.19) read then for the various index pictures MNP
Q:
IJK
L : fIJ
MfMK
L + fJK
MfMI
L + fKI
MfMJ
L = 0, (5.11)
IJK
A : 0 = 0, (5.12)
IJA
K : 0 = 0, (5.13)
IJA
B : gIA
CgJC
B − gJACgICB = fIJKgKAB , (5.14)
IAB
C : δITAB
C = −gIADTDBC − gIBDTADC + TABDgIDC , (5.15)
IAB
J : δIFAB
J = −gIACFCBJ − gIBCFACJ − fIKJFABK , (5.16)
ABC
I :
∑
ABC
◦ (DAFBCI + TABDFDCI) = 0, (5.17)
ABC
D :
∑
ABC
◦ (DATBCD + TABETECD + FABIgICD) = 0. (5.18)
(5.11) is the Jacobi identity for structure constants of Lie algebra. It just reflects that,
according to (5.10), the δI are to form a Lie algebra with structure constants fIJ
K . This
Lie algebra is denoted by g and chosen to be the direct sum of the Lorentz group and
the Lie algebra gYM of a YM gauge group, g = so(1, 3) ⊕ gYM.
(5.14) imposes that the constants gIA
B are the entries of matrices gI representing
g on the D’s because in matrix notation it reads just [gI , gJ ] = fIJKgK . To fulfill it,
we choose the only nonvanishing gI to be those for the Lorentz algebra and, possibly,
for two abelian elements δ(R), δ(W ) ∈ gYM which belong to so-called R-transformations
(these are U(1)-transformations which do not commute with SUSY transformations) and
Weyl-transformations [Weyl-transformations are included here for the sake of generality;
we shall drop them later again]:
[lab,Dc] = ηcbDa − ηcaDb, [lab,Dα] = −σabαβDβ , [lab, D¯α˙] = σ¯abβ˙α˙D¯β˙,
[δ(R),Da] = 0, [δ(R),Dα] = −iDα, [δ(R), D¯α˙] = i D¯α˙,
[δ(W ),Da] = −Da, [δ(W ),Dα] = −12Dα, [δ(W ), D¯α˙] = −12D¯α˙.
(5.19)
(5.15) and (5.16) require that the “torsions” TAB
C and “curvatures” FAB
I transform
under g according to linear representations characterized by their index pictures. They
are thus fulfilled when the TAB
C and FAB
I are ordinary tensor fields with regard to the
Lorentz group and the YM gauge group.
(5.17) and (5.18) are conditions on the TAB
C and FAB
I and their DA-
transformations. They provide in particular in part the SUSY-transformations of these
tensor fields (recall that the gauge transformations of a tensor fields are δξˆT = ξˆ
M∆MT
whose “SUSY-part” is thus ξˆαDαT + ¯ˆξα˙D¯α˙T ). (5.17) and (5.18) are called the Bianchi
identities of D = 4, N = 1 SUGRA because they generalize the Bianchi identities of GR
and YM theory (the latter are obtained from (5.17) for ABC = abc by setting all fields
with spinors indices to zero). A set of tensor fields {TABC , FABI} which satisfies these
equations is called a “solution of the Bianchi identities”. It was shown in [24] that the
Bianchi identities (5.17) follow from (5.18) [using (4.16) and (5.15)].
Different solutions of the Bianchi identities lead to different formulations of D =
4, N = 1 SUGRA. However, two such ‘different’ formulations can actually still be
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equivalent because they may only differ by redefinitions of the fields or gauge parameters.
Indeed, consider redefinitions of the gauge parameters of the form ξˆ′M = ξˆNXMN where
XMN is a local invertible matrix whose entries are tensor fields. Such redefinitions of the
gauge parameters correspond to redefinitions ∆′M = (X
−1)NM∆N of the ∆’s (as these
yield the same gauge transformations: on tensor fields one has ξˆM∆MT = ξˆ
′M∆′MT for
all tensor fields). Hence, two solutions of the Bianchi identities differing only by such
redefinitions (which preserve (5.9) and (5.10)) must be considered equivalent, since such
redefinitions of gauge parameters can always be made in gauge theories (cf. section 2.5).
By such redefinitions one can always achieve [25] that
Tαα˙
a = 2iσaαα˙, Tαα˙
β = Tαα˙
β˙ = Tαβ
γ = Tα˙β˙
γ˙ = Tab
c = Fαα˙
i = 0. (5.20)
Hence (5.20) can be assumed without loss of generality. These choices are therefore called
“conventional constraints”. The constraint Tab
c = 0 determines the spin connection
because (4.25) yields for M = c:
eaµe
b
ν Tab
c = ∂µe
c
ν − ∂νecµ + ψ
β
µψ
α
ν Tαβ
c + (eaµψ
α
ν − eaνψαµ)Tαac + (eaµAIν − eaνAIµ)gIac(5.21)
where {ψαµ} = {ψαµ , ψ¯α˙µ} and summation convention as in (5.5). Using (5.19), the term
eaµA
I
νgIa
c which occurs in (5.21) reads explicitly
eaµA
I
νgIa
c = ωνµ
c + ecµA
(W )
ν .
Hence, for Tab
c = 0 we obtain from (5.21):
ω[µν]
c = ∂[µe
c
ν] +
1
2ψ
β
µψ
α
ν Tαβ
c + ea[µψ
α
ν]Tαa
c + ec[µA
(W )
ν] . (5.22)
Note that this is analogous to (3.4) and determines ωµ
ab analogously to (3.5), using
ωµνρ = ω[µν]ρ − ω[νρ]µ + ω[ρµ]ν .
Constraints in addition to (5.20) yield different off-shell formulations of D = 4,
N = 1 SUGRA. The additional constraints cannot be arbitrarily chosen because the
Bianchi identities (5.17) and (5.18) must be satisfied. The simplest solutions to the
Bianchi identities are spelled out in the next subsections.
5.3 Old minimal SUGRA
We shall now present the so-called “old minimal” SUGRA theory which is certainly
the most popular off-shell formulation of D = 4, N = 1 SUGRA. We shall start from
the corresponding solution of the Bianchi identities (5.17) and (5.18) in presence of
super-YM multiplets without discussing how one derives this solution systematically
(for details see, e.g., [26]). Then we shall introduce chiral matter multiplets, spell out
the gauge transformations and finally the construction of invariant actions, including
the higher order invariants.
26
5.3.1 Old minimal solution of the Bianchi identities
We shall present the solution for the case that R-transformations are possibly gauged
(the version without gauged R-transformation is obtained simply by setting all fields
with an index (R) to zero), but without gauged Weyl-transformations,
δ(W ) 6∈ {δi}.
The torsions and curvatures are, except for those that can be obtained from the others
using the graded symmetry in AB, or the following relations
Tαa
β = −(Tα˙aβ˙)∗, Tαaβ˙ = −(Tα˙aβ)∗, FαaI = (Fα˙aI)∗, Fαβab = −(Fα˙β˙ab)∗,
or (4.25) (with Tab
c = 0):
AB = α˙b AB = α˙β˙ AB = αβ˙
TAB
c 0 0 2iσc
αβ˙
TAB
γ i
8Mǫ
γασb αα˙ 0 0
TAB
γ˙ −i (δγ˙α˙Bb +Bcσ¯cbγ˙ α˙) 0 0
FAB
i iλi ασbαα˙ 0 0
FAB
cd iT cdασb αα˙ − 2iσ[cαα˙T d]bα −Mσ¯cdα˙β˙ 2iǫabcdσaαβ˙Bb
(5.23)
Here M is a complex scalar field and Ba is a real vector field. These fields are the
auxiliary fields of the old minimal SUGRA multiplet [of course, that these fields are
indeed auxiliary ones can not really be seen at this point but only from the action to be
constructed later; however, one may anticipate it by counting the DOF off-shell and by
inspecting the dimensions of these fields]. The λiα are the fermions (“gauginos”) of the
super-YM multiplets, i.e., the “superpartners” of the YM gauge fields. Explicitly this
yields:
[Da,Db] = −12Fabcdlcd − Fabiδi − TabαDα − Tabα˙D¯α˙
[Dα,Da] = −12Fαacdlcd + iσaαα˙λ¯α˙iδi + i(Baδβα −Bbσbaαβ)Dβ − i8M¯σaαα˙D¯α˙
[D¯α˙,Da] = −12Fα˙acdlcd − iσaαα˙λαiδi − i(Baδβ˙α˙ +Bbσ¯baβ˙α˙)D¯β˙ + i8Mσaαα˙Dα
[Dα, D¯α˙] = −2iσaαα˙Da − iǫabcdσaαα˙Bblcd = −2iDαα˙ + 2Bβα˙lαβ − 2Bαβ˙ l¯α˙β˙
[Dα,Dβ] = 12M¯σabαβ lab = M¯lαβ
[D¯α˙, D¯β˙] = 12Mσ¯abα˙β˙ lab = −Ml¯α˙β˙
(5.24)
where lαβ and lα˙β˙ are the Lorentz (sl(2,C)) generators acting on undotted and dotted
spinor indices according to
lαβXγ = −ǫγ(αXβ), lαβX¯α˙ = 0, l¯α˙β˙X¯γ˙ = −ǫγ˙(α˙X¯β˙), l¯α˙β˙Xα = 0. (5.25)
They are related to the lab by
lab = σab
αβ lαβ − σ¯abα˙β˙ l¯α˙β˙ . (5.26)
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Furthermore the Bianchi identities yield
DαM = 163 (Sα − iλ(R)α ), (5.27)
DαM¯ = 0, (5.28)
DαBββ˙ = 13ǫβα(S¯β˙ + 4iλ¯
(R)
β˙
)− U¯αββ˙, (5.29)
Dαλiβ = iǫαβDi +Gαβi, (5.30)
Dαλ¯iα˙ = 0. (5.31)
DαDi = Dαα˙λ¯iα˙ + 3i2Bαα˙λ¯iα˙ . (5.32)
where Di are real auxiliary fields of the super-YM multiplets and Sα, Uα˙β˙γ and Gαβ
i
are given by
Sα = Tab
βσabαβ , Uα˙β˙γ = Tabγ σ¯
ab
α˙β˙, Wαβγ = Tab(ασ
ab
βγ), Gαβ
i = −Fabiσabαβ. (5.33)
Notice that the fields Di do not occur in any of the torsions or curvatures. They arise
only ‘indirectly’ from the Bianchi identities because the latter determine Dαλiβ only up
to the piece which is antisymmetric in α and β and purely imaginary. That piece is
written as iǫαβD
i which introduces thus additional fields Di. That these fields are really
needed, i.e., that they cannot be set to zero off-shell is then seen by imposing the algebra
(5.24) on the λi and λ¯i with the result given in (5.32) (the right hand side of (5.32) does
not vanish off-shell and therefore the Di cannot be set to zero off-shell either).
The tensor fields (5.33) arise when one decomposes Tab
α and Fab
i into Lorentz-
irreducible parts by expressing them in terms of spinor indices (using Fαα˙ ββ˙
i =
σaαα˙σ
b
ββ˙
Fab
i etc) and then decomposing the resulting expressions into pieces which are
totally symmetric in all undotted and all undotted spinor indices, respectively (splitting
off ǫ’s):
Tαα˙ ββ˙ γ = ǫαβUα˙β˙γ + ǫβ˙α˙(Wαβγ +
2
3ǫγ(αSβ))
⇔ Tabγ = 12 σ¯abα˙β˙Uα˙β˙γ + 12σabαβWαβγ − 13σabαγSα, (5.34)
Fαα˙ ββ˙
i = ǫαβG¯α˙β˙
i + ǫα˙β˙Gαβ
i
⇔ Fabi = 12 σ¯abα˙β˙G¯α˙β˙ i − 12σabαβGαβi. (5.35)
For the sake of completeness, and for later use, let me also give the corresponding
decomposition of the supercovariant version of the Riemann tensor Fab
cd:
Fαα˙ ββ˙ γγ˙ δδ˙ = ǫα˙β˙ǫγ˙δ˙[Xαβγδ − 16(ǫαγǫβδ + ǫβγǫαδ)R]− ǫαβǫγ˙δ˙Yγδα˙β˙ + c.c.
Xαβγδ = σ
ab
(αβσ
cd
γδ)Fabcd, Yαβα˙β˙ = σ¯
ab
α˙β˙σ
cd
αβFabcd, R = Fabba. (5.36)
Xαβγδ , Yαβα˙β˙ and R are the supercovariant versions of the Weyl tensor, traceless Ricci
tensor and Riemann curvature scalar, respectively (in spinor notation). I also note for
later use another important result:
DαDαM = 83R+ 323 D(R) + 2MM¯ − 16BaBa + 16iDaBa. (5.37)
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Using the torsions in the table (5.23), one obtains from (5.22):
ω[µν]
a = ∂[µe
a
ν] − 2iψ[µσaψ¯ν] . (5.38)
This is precisely the same expression as (3.4). Hence the spin connection of the old
minimal formulation is given again by (3.5).
5.3.2 Chiral matter multiplets
Next we discuss so-called chiral matter multiplets. These consist of tensorial matter
fields ϕ, χα, F where ϕ and F are complex scalar fields and χα are Weyl spinor fields.
These fields may carry additional indices which refer to the YM gauge group (more
precisely, a representation thereof), which we shall suppress. So, one should think of ϕ
as a column vector on which representation matrices Ti of the YM-Lie algebra gYM act,
and the same applies to χα and F . These representation matrices Ti agree on ϕ, χα, F
for all i except for i = (R) (this exception will become clear below),
i 6= (R) : δiφ = −Tiφ, δiχα = −Tiχα, δiF = −TiF ;
i = (R) : δ(R)ϕ = −T(R)ϕ, δ(R)χα = −(T(R) + i)χα, δ(R)F = −(T(R) + 2i)F ;
[Ti, Tj ] = fij
kTk. (5.39)
The Lorentz group acts on ϕ, χα, F in the standard way,
labϕ = 0, labχα = −(σabχ)α, labF = 0. (5.40)
Then (5.9), (5.10) are satisfied on the ϕ, χα, F . (5.24) is satisfied with the following
transformations:
Dαϕ = χα , D¯α˙ϕ = 0,
Dαχβ = −ǫαβF, D¯α˙χα = −2iσaαα˙Daϕ,
DαF = −12M¯χα , D¯α˙F = −2iDαα˙χα − 4λ¯iα˙δiϕ+Bαα˙χα.
(5.41)
This explains in particular the relations for δ(R) in (5.39), as Dα carries R-weight 1, cf.
(5.19).
The field content of chiral matter multiplets and the transformations (5.41) can be
found as follows. We start just with the field ϕ, which is chosen to be the “lowest”
component field of the multiplet to be constructed (i.e., it has lowest dimension). We
impose D¯α˙ϕ = 0 which may be viewed as the simplest possible D¯α˙-transformation one
may choose6 (that choice is possible because (5.24) requires [D¯α˙, D¯β˙ ]ϕ = 12Mσ¯abα˙β˙ labϕ
which vanishes owing to labϕ = 0). Dαϕ is then defined to be a new field denoted by χα
which thus becomes the second member of the multiplet.
We have thus fixed the Dα-transformations of ϕ (and also of ϕ¯ by complex conjuga-
tion) and introduced new fields χα. Next we have to define the transformations of these
fields. Let us first consider Dαχβ. Using χβ = Dβϕ we obtain
Dαχβ = DαDβϕ = 12 (DαDβ +DβDα)ϕ+ 12(DαDβ −DβDα)ϕ.
6In accordance with standard SUSY terminology, D¯α˙-invariant fields are called “chiral fields”. Hence,
ϕ is a chiral field and that explains why the whole multiplet is termed “chiral multiplet”.
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Up to the factor 1/2, the first term on the right hand side is the graded commutator
[Dα,Dβ ] (since Dα and Dβ are Grassmann odd their graded commutator is the anticom-
mutator). (5.24) imposes that this term must vanish (owing to labϕ = 0). The second
term is antisymmetric in α and β and thus proportional to ǫαβ. We define it to be
−ǫαβF where F is a new field (an additional member of the multiplet). This yields the
transformations Dαχβ = −ǫαβF in (5.41). To define D¯α˙χα we proceed similarly:
D¯α˙χα = D¯α˙Dαϕ = (D¯α˙Dα +DαD¯α˙)ϕ−DαD¯α˙ϕ.
The first term on the right hand side is the graded commutator [Dα, D¯α˙]ϕ. According
to (5.24) it should be equal to −2iσaαα˙Daϕ (owing to labϕ = 0). The second term must
vanish because of D¯α˙ϕ = 0. This yields the transformations D¯α˙χα = −2iσaαα˙Daϕ in
(5.41). Note that this really defines D¯α˙χα completely because, using (5.6), we obtain:
Daϕ = Eµa (∂µ − ψαµDα − ψ¯µα˙D¯α˙ − 12ωµablab −Aiµδi)ϕ
= Eµa (∂µϕ− ψαµχα −Aiµδiϕ). (5.42)
As we have introduced a new field F , we must now determine its transformations.
Dαχβ = −ǫαβF gives 2F = Dβχβ. Using this, we obtain
DαF = 12DαDβχβ = 12 [Dα,Dβ]χβ − 12DβDαχβ. (5.43)
Using the algebra (5.24), we obtain for the first term on the right hand side of (5.43):
1
2 [Dα,Dβ]χβ = 12M¯lαβχβ = −34M¯χα.
Using once again Dαχβ = −ǫαβF , the second term on the right hand side of (5.43) is:
−12DβDαχβ = −12Dβ(δβαF ) = −12DαF.
Bringing this term to the left hand side of (5.43) we obtain the transformation DαF =
−12M¯χα in (5.41). Finally we compute D¯α˙F starting again from 2F = Dβχβ and then
using the results for D¯α˙χα and Dαϕ:
D¯α˙F = 12 D¯α˙Dαχα
= 12 [D¯α˙,Dα]χα − 12DαD¯α˙χα
= 12 [D¯α˙,Dα]χα + iσaαα˙DαDaϕ
= 12 [D¯α˙,Dα]χα + iσaαα˙[Dα,Da]ϕ+ iσaαα˙DaDαϕ
= 12 [D¯α˙,Dα]χα + iσaαα˙[Dα,Da]ϕ+ iσaαα˙Daχα
[D¯α˙,Dα]χα and σaαα˙[Dα,Da]ϕ can be worked out using the algebra (5.24): the former
yields terms proportional to Dαα˙χα and Bαα˙χα, the latter terms proportional to λ¯iα˙δiϕ
and Bαα˙χ
α. Working out the precise coefficients one obtains the result for D¯α˙F given
in (5.41). This time we did not introduce any new field and therefore this ends the
derivation of the multiplet and the transformations (5.41). The fields F are the auxiliary
fields of the chiral matter multiplets.
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5.3.3 Gauge transformations
We can now spell out the gauge transformations of old minimal SUGRA coupled to
super-YM multiplets and chiral matter multiplets with field content
eaµ, ψ
α
µ ,M,Ba; A
i
µ, λ
i
α,D
i; ϕ,χα, F. (5.44)
(eaµ, ψ
α
µ ,M,Ba) is called the old minimal SUGRA multiplet, (A
i
µ, λ
i
α,D
i) the super-YM
multiplet(s), (ϕ,χα, F ) the chiral matter multiplet(s). The gauge transformations of M ,
Ba, D
i, ϕ, χα and F are obtained from (4.1) using (5.27) through (5.32) and (5.41)
and their complex conjugates, the gauge transformations of the gauge fields from (4.22)
using the torsions and curvatures of old minimal SUGRA:
δξˆe
a
µ = ∂µξˆ
a + 12(e
b
µξˆ
cd − ωµcdξˆb)g[cd]ba + ψαµ ξˆβTβαa
= ∂µξˆ
a − ωµbaξˆb + ξˆbaebµ + 2iξˆσaψ¯µ − 2iψµσa ¯ˆξ (5.45)
δξˆψ
α
µ = ∂µξˆ
α + 12(ψ
β
µ ξˆ
ab − ωµabξˆβ)g[ab]βα + (ψβµ ξˆ(R) −A(R)µ ξˆβ)g(R)βα
+(eaµξˆ
β − ψβµ ξˆa)Tβaα + eaµξˆbTbaα
= ∂µξˆ
α − 12ωµab(ξˆσab)α − iA(R)µ ξˆα + 12 ξˆab(ψµσab)α + iψαµ ξˆ(R)
+(eaµξˆ
β − ψβµ ξˆa)Tβaα − (eaµ ¯ˆξβ˙ − ψ¯β˙µ ξˆa)Tβ˙aα + eaµξˆbTbaα (5.46)
δξˆM = ξˆ
aDaM + 163 ξˆα(Sα − iλ(R)α ) + 2iξˆ(R)M (5.47)
δξˆBαα˙ = ξˆ
bDbBa − σaαα˙ξˆabBb + [−13 ξˆα(S¯α˙ + 4iλ¯
(R)
α˙ ) + ξˆ
βU¯βαα˙ + c.c.] (5.48)
δξˆA
i
µ = ∂µξˆ
i −Ajµξˆkfkji + (ψαµ ξˆa − eaµξˆα)Faαi + eaµξˆbFbai
= ∂µξˆ
i −Ajµξˆkfkji − iξˆσµλ¯i + iλiσµ ¯ˆξ
+iξˆa(ψµσaλ¯
i − λiσaψ¯µ) + eaµξˆbFbai (5.49)
δξˆλ
i
α = ξˆ
aDaλiα − 12 ξˆab(σabλi)α + ξˆjλkfkji + iξˆ(R)λiα − iξˆαDi + ξβGβαi (5.50)
δξˆD
i = ξˆaDaDi + ξˆjDkfkji + (ξˆαDαα˙λ¯iα˙ + 3i2 ξˆαBαα˙λ¯iα˙ + c.c.) (5.51)
δξˆϕ = ξˆ
aDaϕ+ ξˆiδiϕ+ ξˆχ (5.52)
δξˆχα = ξˆ
aDaχα − 12 ξˆab(σabχ)α + ξˆiδiχα + ξˆαF + 2i(σa
¯ˆ
ξ)αDaϕ (5.53)
δξˆF = ξˆ
aDaF + ξˆiδiF − 12χξˆM¯ − 2iDaχσa
¯ˆ
ξ − 4λ¯i ¯ˆξδiϕ+Baχσa ¯ˆξ. (5.54)
The gauge transformation (5.45) of the vierbein agrees entirely with the transformation
given in equation (3.18). The gauge transformations (5.46) of the gravitino involve the
torsions Tβa
α, Tβ˙a
α given in table (5.23), and Tba
α obtained from (4.25). If one sets
M , Ba, A
(R)
µ and ξˆ(R) to zero, Tab
α reduces to EµaEνb (∇µψαν − ∇νψαµ) and the whole
expression (5.46) collapses to the transformation given in equation (3.27). This reflects
that the auxiliary fields M and Ba vanish on-shell in the off-shell formulation of pure
D = 4, N = 1 SUGRA when R-transformations are not gauged, as we shall see below.
Let us also indicate how the transformations (5.45) through (5.54) read in terms of the
parameters ξ. According to (4.31) the transformations of M , Ba, λ
i
α, D
i, ϕ, χα, F are
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obtained from those given above simply by the replacements ξˆaDa → ξµ∂µ, ξˆα → ξα,
ξˆab → ξab, ξˆi → ξi. For the transformations of the gauge fields one obtains from (4.32)
and (4.33):
δξe
a
µ = ξ
ν∂νe
a
µ + ∂µξ
νeaν + ξb
aebµ + 2iξσ
aψ¯µ − 2iψµσaξ¯ (5.55)
δξψ
α
µ = ξ
ν∂νψ
α
µ + ∂µξ
νψαν + ∂µξ
α − 12ωµab(ξσab)α − iA(R)µ ξα
+12ξ
ab(ψµσab)
α + iψαµξ
(R) + eaµξ
βTβa
α − eaµ ξ¯β˙Tβ˙aα
= ξν∂νψ
α
µ + ∂µξ
νψαν +
1
2ξ
ab(ψµσab)
α + iψαµξ
(R)
+∇µξα − iξαBµ + iBν(ξσνµ)α + i8M(ξ¯σ¯µ)α (5.56)
δξA
i
µ = ξ
ν∂νA
i
µ + ∂µξ
νAiν + ∂µξ
i −Ajµξkfkji − iξσµλ¯i + iλiσµξ¯. (5.57)
5.3.4 Action
It was proved in [25, 27] that the most general local function invariant up to a to-
tal divergence under the gauge transformations given in section 5.3.3 is, up to a total
divergence:
Lold = e (D¯2 − 4iψµσµD¯ − 3M + 16ψµσµνψν)A+ c.c. ,
A = P (W¯ , λ¯, ϕ¯) + (D2 − M¯)Ω(T ) (5.58)
where W¯α˙β˙γ˙ is the complex conjugate of Wαβγ in (5.33), D¯2 and D2 are shorthand
notations for D¯α˙D¯α˙ and DαDα respectively,
D2 = DαDα, D¯2 = D¯α˙D¯α˙,
Ω is invariant under all δI , P is invariant under all δI except under R-transformations
and has R-weight 2,
δIΩ = 0 ∀I, δIP = 0 ∀I 6= (R), δ(R)P = −2iP. (5.59)
Of course the conditions imposed by δ(R) are present only if we require R-invariance.
The invariance of (5.58) under local SUSY transformations up to a total divergence
is explicitly demonstrated in appendix B.2 (the invariance under the remaining gauge
transformations is evident). I emphasize that P , as indicated by its arguments, depends
only on the W¯α˙β˙γ˙ , λ¯
i
α˙ and ϕ¯ but no (covariant) derivatives thereof. In contrast, Ω is
an arbitrary function of the tensor fields only subject to (5.59). Let us now spell out
various contributions to the Lagrangian obtained from (5.58).
Pure SUGRA action. The off-shell version of the pure SUGRA action arises when
A is proportional to M¯ (i.e., P = 0 and Ω = constant ). Then (5.27) and (5.37) (resp.
their complex conjugates) yield straightforwardly:
A = 332M¯ ⇒
Lold = e [
1
2R− 2iψµσµ(S¯ + iλ¯(R)) + 2i(S − iλ(R))σµψ¯µ + 2D(R)
− 3BaBa − 316MM¯ + 32(M¯ψµσµνψν +Mψ¯µσ¯µν ψ¯ν)] (5.60)
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where λ(R) and D(R) contribute of course only if R-transformations are gauged – other-
wise these fields simply have to be set to zero. In fact the Lagrangian (5.60) by itself is
inconsistent in presence of these fields as one sees, for instance, from the EOM for D(R)
which would read 2e = 0. This is cured when the YM Lagrangian LYM given below is
added as it contains terms which are quadratic and of higher order in A
(R)
µ , λ(R) and
D(R). The locally R-symmetric SUGRA Lagrangian was first constructed in [28]. When
R-transformations are not gauged, (5.60) reduces to the old minimal version of the pure
SUGRA action (3.3) as given first in [20, 21]:
Lpure = e (
1
2R− 3BaBa − 316MM¯) + 2ǫµνρσ(∇µψνσρψ¯σ + ψσσρ∇µψ¯ν) (5.61)
with R = Eµb E
ν
aRµν
ab as in (3.3). (5.61) arises from (5.60) by working out the su-
percovariant tensor fields R and Sα explicitly. For instance, the supercovariant curva-
ture scalar R contains gravitino dependent contributions that combine with the term
2iSσµψ¯µ+ c.c. to the familiar kinetic term for the gravitino in (5.61). Furthermore, the
terms linear in B, M and M¯ , i.e. those contained in R, S and S¯ and the last two terms
in (5.60), cancel out exactly. Notice that the EOM deriving from (5.61) set indeed both
M and Ba to zero.
Locally supersymmetric YM action. The locally supersymmetric YM Lagrangian
arises from the contribution 116 λ¯
iλ¯i to P (nonabelian indices i are lowered with the
Cartan–Killing metric of the Yang–Mills gauge group and Abelian ones with the unit
matrix). It reads
e−1LYM = −14 FµνiFµνi − i2 (λiσµ∇µλ¯i + λ¯iσ¯µ∇µλi) + 12 DiDi + 32 λiσµλ¯iBµ
−12 e−1Fµνiǫµνρσ(ψρσσλ¯i + λiσσψ¯ρ) + ψµσµνψν λ¯iλ¯i + ψ¯µσ¯µν ψ¯νλiλi (5.62)
where ∇µ is the usual covariant derivative (not the super-covariant one),
∇µ = ∂µ −Aiµδi − 12 ωµablab , (5.63)
and Fµν
i is the supercovariant Yang–Mills field strength,
Fµν
i = ∂µA
i
ν − ∂νAiµ + fjkiAjµAkν + 2i (λiσ[µψ¯ν] + ψ[µσν]λ¯i). (5.64)
Contributions with chiral matter multiplets and Ka¨hler structure. Kinetic
terms for the chiral matter multiplets arise from a contribution to Ω of the form K(ϕ, ϕ¯)
with K invariant under all δi. To see this observe that
D¯2D2K(ϕ, ϕ¯) = (D¯2D2ϕs) ∂K(ϕ, ϕ¯)
∂ϕs
+ . . .
where we have introduced an index s labelling the chiral multiplets (instead of inter-
preting ϕ as a “column vector” in the representation space of gYM as before) and have
omitted a bunch of terms. Using (5.41) it is easy to verify that
D¯2D2ϕs = −16DaDaϕs + . . .
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where again we omitted many other terms. This shows that a contribution K(ϕ, ϕ¯) to
Ω leads to a contribution to the Lagrangian of the form
Lmatter = −16e ∂K(ϕ, ϕ¯)
∂ϕs
gµν∂µ∂νϕ
s − 16e ∂K(ϕ, ϕ¯)
∂ϕ¯s¯
gµν∂µ∂ν ϕ¯
s¯ + . . .
∼ 32e ∂
2K(ϕ, ϕ¯)
∂ϕs∂ϕ¯s¯
gµν∂µϕ
s∂νϕ¯
s¯ + . . . (5.65)
I shall not spell out Lmatter in more detail. It has quite a number of terms. I only note
that it also involves a term proportional to
eK(ϕ, ϕ¯)R (5.66)
which originates from D¯2M¯K(ϕ, ϕ¯)+ c.c. owing to (5.37). Hence one actually obtains a
Brans-Dicke type action from (5.58) in presence of chiral matter multiplets. To bring this
action to the standard (Einstein) form one has to do a redefinition (“Weyl rescaling”)
of the vierbein according to
eˆaµ ∝
√
K eaµ ⇒ e gµν ∝ K−1eˆ gˆµν .
[In order to get a standard form of the action, one usually also redefines similarly the
fermion fields.] In terms of the redefined vierbein, (5.65) reads
Lmatter ∝ eˆ Gss¯(ϕ, ϕ¯) gˆµν∂µϕs∂ν ϕ¯s¯ + . . . (5.67)
where we have introduced a Ka¨hler metric in the space of the scalar fields ϕs and ϕ¯s¯
given by
Gss¯(ϕ, ϕ¯) =
∂2 lnK(ϕ, ϕ¯)
∂ϕs∂ϕ¯s¯
(Ka¨hler metric). (5.68)
It turns out that the other terms in Lmatter can also be expressed nicely in terms of quan-
tities related to the Ka¨hler structure (for instance, there are 4-fermion-terms containing
the curvature of Gss¯). I refer to the textbooks for the details and only add the remark
that geometrical structures related to scalar fields are typical of SUGRA theories, also
for higher N or D. Of course, they are not always Ka¨hler structures as above but of a
similar type.
Notice that Lmatter can be viewed as a generalization of the pure SUGRA action
(5.61) because the latter arises from the special choice K = constant . The YM part
(5.62) of the Lagrangian can also be generalized in presence of chiral matter multiplets.
Namely a contribution (−1/2)fij(ϕ¯)λ¯iλ¯j to P , with fij(ϕ¯) a symmetric 2-tensor of the
YM group, results in a contribution to the Lagrangian of the form
L′YM = e [fij(ϕ¯) + c.c.]Fµν
iFµνj + . . . (5.69)
This generalizes indeed (5.62) which is just the special case of a constant fij.
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Further invariants. Of course (5.58) can be also used to construct other invariants.
In particular, a constant contribution m to P gives rise to
e−1Lcosmo = −3mM + 16mψµσµνψν + c.c. (5.70)
which, when included, contributes to the cosmological constant. Note however that
Lcosmo is neither locally nor globally R-invariant and is thus forbidden when global or
local R-invariance is imposed. Furthermore (5.58) can be used to construct higher order
invariants containing terms with more than two derivatives. For instance, a contribu-
tion of the form W 2W¯ 2X2nX¯2n to Ω results in an invariant containing a contribution
eX2(n+1)X¯2(n+1), i.e. a term of order 4(n + 1) in the Weyl tensor. Such invariants are
candidate counterterms in a perturbative quantum field theoretical approach to SUGRA.
5.4 New minimal SUGRA
Actually new minimal SUGRA [29] is not fully described by the framework of section
5.1 because it contains a 2-form gauge potential and is thus a reducible gauge theory.
Nevertheless it can be obtained within this framework – it only gives rise to additional
formulas for the gauge transformations and Bianchi identities of the 2-form gauge po-
tential and its field strength. The solution to the Bianchi identities is very similar to
that of old minimal SUGRA; the differences are that the complex auxiliary field M is
zero and the consequences thereof. These consequences arise because M = 0 requires
that the transformations of M must also be zero by consistency. (5.27) and the real
part of the right hand side of (5.37) show that this imposes the identifications
M ≡ 0, λ(R)α ≡ −iSα, D(R) ≡ −14R+ 32BaBa. (5.71)
The imaginary part of the right hand side of (5.37) imposes in addition
DaBa = 0. (5.72)
(5.71) shows that in new minimal SUGRA R-transformations must be included among
the gauge transformations and that λ
(R)
α andD(R) disappear from the list of independent
fields. (5.72) must hold as an identity in elementary fields (off-shell). Hence, Ba cannot
be an independent field either. Rather we must replace it by an expression that satisfies
(5.72) identically in the fields and their derivatives. To get an idea how this might work,
note that (5.72) is reminiscent of the equation dω3 = 0 because of
dω3 = 0, ω3 =
1
6dx
µdxνdxρfµνρ ⇔ ∂µhµ = 0, hµ = ǫµνρσfνρσ. (5.73)
We know that dω3 = 0 is identically solved by
ω3 = dω2, ω2 =
1
2dx
µdxνfµν ⇔ fµνρ = 3∂[µfνρ], (5.74)
where fνρ are arbitrary functions. Notice that ω2 is by no means unique because, owing
to d2 = 0, it can be shifted by dω1 with an arbitrary 1-form ω1. It turns out that
(5.72) can be solved similarly even though it is much more complicated. In particular, it
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contains gravitino dependent terms through the ωµ
ab occuring in the covariant deriva-
tives Da and through the terms EµaψαµDαBa present in DaBa. Notice that the latter
terms involve in particular derivatives of the gravitino because, according to (5.29), the
transformations DαBa contain the torsions Tabα which are obtained from (4.25). It is
therefore by no means obvious whether or not (5.72) can be satisfied but an explicit
computation shows that this is indeed the case. The solution is surprisingly simple:
Ba ≡ e−1eaµǫµνρσ(12∂νAρσ + iψνσρψ¯σ), (5.75)
where Aµν are arbitrary antisymmetric real fields analogous to the fµν in (5.74). Obvi-
ously they are determined only up to redefinitions of the form
A′µν = Aµν + ∂µων − ∂νωµ (5.76)
for arbitrary ωµ (this is completely analogous to the arbitrary shifts ω2 → ω2 + dω1 in
the example above). This indicates that Aµν is a 2-form gauge potential. The gauge
transformations are reducible because the gauge parameters ωµ can be shifted by ∂µω
with arbitrary ω without altering (5.76).
Having “solved” (5.72) by (5.75), it is still not clear whether this solution is consistent
in the sense that we can assign supersymmetry transformations to Aµν consistently:
namely the expression on the right hand side of (5.75) is to transform exactly as Ba in
old minimal SUGRA with the identifications (5.71) and (5.75). It is not obvious that this
is possible because the SUSY transformations of Ba in old minimal SUGRA are quite
complicated. But, again, this turns out to be the case and the solution is very simple.
Together with the diffeomorphism transformations and the gauge transformations (5.76)
one obtains the following general gauge transformations of Aµν :
δξ,ωAµν = ∂µων − ∂νωµ + ξρ∂ρAµν + ∂µξρAρν + ∂νξρAµρ
−i (ξσµψ¯ν − ξσνψ¯µ + ψµσν ξ¯ − ψνσµξ¯). (5.77)
It follows that the expression on the right hand side of (5.75) is a supercovariant tensor
field because in old minimal SUGRA Ba is a tensor field. The supercovariant field
strength of Aµν can thus be identified with the expression dual to (5.75):
Habc = E
µ
aE
ν
bE
ρ
c (3∂[µAνρ] + 6iψ[µσνψ¯ρ]). (5.78)
In terms of Habc, (5.72) reads ǫ
abcdDaHbcd = 0, i.e.,
D[aHbcd] = 0
which can be interpreted as the Bianchi identity for Habc.
The gauge transformations of the other fields are obtained from those given in section
5.3.3 using the identifications (5.71) and (5.75). Together with (5.77) they make up the
gauge transformations of new minimal SUGRA with field content
eaµ, ψ
α
µ , Aµν , A
(R)
µ ; A
i
µ, λ
i
α,D
i (i 6= (R)); ϕ,χα, F. (5.79)
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(eaµ, ψ
α
µ , Aµν , A
(R)
µ ) is the new minimal SUGRA multiplet. Notice that it consists solely
of gauge fields. Both Aµν and A
(R)
µ have three DOF off-shell, and thus the number
of bosonic and fermionic DOF match off-shell. As the number of DOF of eaµ and ψµ
match on-shell, neither Aµν nor A
(R)
µ must have DOF on-shell, i.e., these fields must not
propagate (in particular, their DOF on-shell are thus not obtained from (1.1)). This is
indeed the case because the pure new minimal SUGRA action reads
Lpure,new =
1
2eR+ 2ie(Sσµψ¯µ − ψµσµS¯) + 12eHabcHabc − 2ǫµνρσA(R)µ ∂νAρσ
= 12 eR+ 2ǫ
µνρσ(∇µψνσρψ¯σ + c.c.) + 12eHabcHabc − 2ǫµνρσA(R)µ ∂νAρσ (5.80)
where ∇µ is covariant with respect to Lorentz and R-transformations,
∇µψαν = ∂µψαν − 12ωµab(ψνσab)α − iA(R)µ ψαν .
The EOM for A
(R)
µ derived from Lpure,new set Habc to zero (notice that A
(R)
µ occurs
in ∇µψν and ∇µψ¯ν). The EOM for Aµν set the ordinary (non-supercovariant) field
strength of A
(R)
µ proportional to ∂ρH
µνρ and thus, together with the EOM for A
(R)
µ , this
field strength vanishes on-shell. Hence A
(R)
µ and Aµν carry indeed no physical DOF.
It was proved in [27] that the most general local function invariant up to a total
divergence under the gauge transformations of new minimal SUGRA described above
is, up to a total divergence:
Lnew = µ(R)Lpure,new + LFI + L2
LFI =
∑
ia
µia(eD
ia + eλiaσµψ¯µ + eψµσ
µλ¯ia + ǫµνρσAiaµ ∂νAρσ) (5.81)
L2 = e(D¯2 − 4iψµσµD¯ + 16ψµσµνψν)A + c.c. ,
A = P (W¯ , λ¯, ϕ¯) +D2Ω(T ) (5.82)
where ia are the abelian i different from (R) and the µ’s are arbitrary constants. LFI is
the Fayet-Iliopoulos contribution (redefining the abelian super-YM multiplets by intro-
ducing appropriate linear combinations of them, one can achieve that at most one µia is
different from zero). Actually Lpure,new is of the same type as the contributions to LFI :
in fact it might be viewed as the “Fayet-Iliopoulos contribution” of the R-transformation
because of (5.71). Ω and P are again subject to (5.59). The discussion of L2 proceeds
as the discussion of (5.58) in old minimal SUGRA.
A Lorentz algebra, spinors, Grassmann parity
A.1 Lorentz algebra
D-dimensional Minkowski metric:
ηab = diag(1,−1, . . . ,−1), a, b ∈ {0, . . . ,D − 1}.
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Lorentz algebra:
[lab, lcd] = ηadlbc − ηaclbd − (a↔ b), lab = −lba.
Vector representation of the Lorentz algebra:
labVc = ηcbVa − ηcaVb, labV c = δcbVa − δcaVb.
A.2 Spinor representation in even dimensions
Dirac algebra (γa: complex 2
D/2 × 2D/2-matrices):
{γa, γb} = 2ηab1.
The Dirac algebra implies that the matrices
Σab =
1
4 [γa, γb]
form a matrix representation R of the Lorentz algebra (spinor representation):
[Σab,Σcd] = ηadΣbc − ηacΣbd − (a↔ b).
Spinors Ψ are complex “column vectors” on which the γ-matrices act.
The Dirac algebra implies that the matrix
γˆ = (−i)1+D/2γ0γ1 . . . γD−1
satisfies
γˆ2 = 1, {γˆ, γa} = 0, [γˆ,Σab] = 0.
Owing to γˆ 6∝ 1 and [γˆ,Σab] = 0, R is reducible (Schur’s lemma). It decomposes
into two inequivalent irreducible representations R+ and R− of the Lorentz algebra,
R = R+ ⊕R−. The corresponding spinors Ψ+, Ψ− are called Weyl spinors,
Ψ = Ψ+ +Ψ−, γˆΨ± = ±Ψ±.
Projectors P+, P−: owing to γˆ
2 = 1, one has
P± =
1
2 (1± γˆ), P 2± = P±, P+P− = 0 = P−P+, P+ + P− = 1, Ψ± = P±Ψ.
Dirac conjugation, Majorana conjugation, charge conjugation (the terminology used in
the literature varies a bit):
−κ η γ†a = AγaA−1, Ψ = Ψ†A (Dirac conjugation);
κγ∗a = B
−1γaB, Ψ
c = BΨ∗ (Majorana conjugation);
−η γTa = C−1γaC, Ψ˜cT = ΨTC−1 (charge conjugation)
where κ, η ∈ {1,−1}. Majorana spinors: Ψ = BΨ∗.
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A.3 Spinor representation in odd dimensions
Can be obtained from a spinor representation in D = 2k by choosing γ0,. . . ,γ2k−1 as in
D = 2k and γ2k = ±iγˆ with the γˆ of the representation in D = 2k. There are no Weyl
spinors in D = 2k + 1 (in particular one has γ0γ1 . . . γ2k ∝ γ22k = −1).
For further details see, e.g., [2].
A.4 Spinors in 4 dimensions
Weyl representation of γ-matrices:
γa =
(
0 σa
σ¯a 0
)
, γa = ηabγ
b, a, b ∈ {0, 1, 2, 3},
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
,
σ¯0 = σ0, σ¯1 = −σ1, σ¯2 = −σ2, σ¯3 = −σ3
Properties:
1. γˆ is diagonal: γˆ =
(
1 0
0 −1
)
⇒ P+ =
(
1 0
0 0
)
, P− =
(
0 0
0 1
)
⇒ Weyl spinors reduce to 2-component spinors: Ψ+ =
(
ϕ+
0
)
, Ψ− =
(
0
χ−
)
2. Σab =
(
σab 0
0 σ¯ab
)
, σab =
1
4 (σaσ¯b − σbσ¯a), σ¯ab = 14 (σ¯aσb − σ¯bσa)
3. all γ-matrices are unitary: γ−1a = γ
†
a
4. A = γ0, B =
(
0 −ǫ
ǫ 0
)
, C =
( −ǫ 0
0 ǫ
)
, ǫ =
(
0 1
−1 0
)
5. Majorana spinors: Ψ =
(
ϕ+
ǫϕ∗+
)
Infinitesimal Lorentz transformations of Ψ:
labΨ = −ΣabΨ.
Finite Lorentz transformations with real parameters ξab = −ξba:
Ψ′ = exp(−12ξabΣab)Ψ =
(
Λ+ϕ+
Λ−χ−
)
,
Λ+ = exp(−12ξabσab) ∈ SL(2,C) [SL(2,C) because of σab ∈ {±12σi,± i2σi}],
Λ− = exp(−12ξabσ¯ab)
σ¯ab=−σ
†
ab= exp(12ξ
abσab)
† = (Λ+)
−1† ∈ SL(2,C).
In general: if D(g) is a matrix representation of a group G, i.e., D(g1)D(g2) = D(g1g2)
for all g1, g2 ∈ G, then [D(g)]∗, [D(g)]−1T and [D(g)]−1† are also matrix representations
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of G (owing to M∗N∗ = (MN)∗ and M−1TN−1T = (MN)−1T for all matrices M,N).
Therefore: in addition to Λ+ and Λ− = (Λ+)
−1† one automatically has two further
representations of the Lorentz group given by (Λ+)
−1T and (Λ+)
∗ = (Λ−)
−1T . However,
the latter are equivalent to Λ+ and Λ− = (Λ+)
−1†, respectively:
∀M ∈ SL(2,C) : M−1T = ǫM ǫ−1 = −ǫM ǫ.
Hence, ǫϕ+ and ǫχ− transform under the Lorentz group according to (Λ+)
−1T and
(Λ+)
∗, respectively.
Remark: the last equation is equivalent to ǫ =MǫMT , i.e., ǫ is SL(2,C)-invariant tensor.
Change of notation: undotted and dotted spinor indices: indices α ∈ {1, 2},
α˙ ∈ {1˙, 2˙} indicating the transformation properties under the Lorentz group:
new notation old notation representation transformation
ϕα ϕ+ Λ+ labϕα = −(σabϕ)α = −σabαβϕβ
ϕα ǫ ϕ+ (Λ+)
−1T labϕ
α = (ϕσab)
α = ϕβσabβ
α
χ¯α˙ χ− Λ− = (Λ+)
−1† labχ¯
α˙ = −(σ¯abχ¯)α˙ = −σ¯abα˙β˙χ¯β˙
χ¯α˙ −ǫ χ− (Λ−)−1T = (Λ+)∗ labχ¯α˙ = (χ¯σ¯ab)α˙ = χ¯β˙σ¯abβ˙α˙
Indices of σ-matrices:
σa ≡ σaαα˙, σ¯a ≡ σ¯aα˙α, σab ≡ σabαβ, σ¯ab ≡ σ¯abα˙β˙, σa = ηabσb ≡ σaαα˙ etc.
Raising and lowering of spinor indices with ǫ (“spinor metric”):
ϕα = ǫαβϕβ, ϕα = ǫαβϕ
β , χ¯α˙ = ǫα˙β˙χ¯
β˙, χ¯α˙ = ǫα˙β˙χ¯β˙, σa
α
α˙ = ǫ
αβσaβα˙ etc,
ǫαβ = −ǫβα, ǫαβ = −ǫβα, ǫ12 = ǫ21 = 1,
ǫα˙β˙ = −ǫβ˙α˙, ǫα˙β˙ = −ǫβ˙α˙, ǫ1˙2˙ = ǫ2˙1˙ = 1,
⇒ ǫαγǫγβ = δαβ , ǫα˙γ˙ǫγ˙β˙ = δα˙β˙ .
Complex conjugation:
(ψα)
∗ = ψ¯α˙, (ψ
α)∗ = ψ¯α˙, (ψ¯α˙)
∗ = ψα, (ψ¯
α˙)∗ = ψα, (ψαβγ˙)
∗ = ψ¯α˙β˙γ etc.
Dirac and Majorana spinors:
Dirac spinor:
(
ϕα
χ¯α˙
)
, Majorana spinor:
(
ψα
ψ¯α˙
)
.
Notation for contraction of undotted and dotted spinor indices:
ψχ ≡ ψαχα, ψ¯χ¯ ≡ ψ¯α˙χ¯α˙, σaσ¯b ≡ (σaσ¯b)αβ ≡ σaαα˙σ¯bα˙β etc.
Vector indices → spinor indices:
Vαα˙ = σ
a
αα˙Va, V
α˙α = σ¯a
α˙αV a.
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Remark. Since every vector index can be converted to a pair of spinor indices, vector
indices are actually superfluous and so are γ-matrices and σ-matrices. In particular,
every Lagrangian, EOM, transformation etc can be written in terms of objects carrying
only spinor indices, without γ-matrices or σ-matrices. When this is done, an expression
is only Lorentz invariant if all undotted spinor indices are contracted with ǫαβ, ǫ
αβ or
δβα, and all dotted spinor indices are contracted with ǫα˙β˙, ǫ
α˙β˙ or δβ˙α˙.
Even though vector indices are superfluous, they are nevertheless still useful, and so
are the σ-matrices (for instance, the use of vector indices may reduce the total number
of indices of an object, because one vector index can substitute for two spinor indices).
For dealing with the σ-matrices, the following identities are often useful:
σ¯a
α˙α = σa
αα˙ = ǫαβǫα˙β˙σaββ˙ , σaαα˙ = σ¯aα˙α = ǫαβǫα˙β˙σ¯a
β˙β,
σab
αβ = σab
βα, σabαβ = σabβα, σ¯ab
α˙β˙ = σ¯ab
β˙α˙, σ¯abα˙β˙ = σ¯abβ˙α˙,
(σaσ¯b)α
β = ηabδβα + 2σ
ab
α
β, (σ¯aσb)α˙β˙ = η
abδα˙
β˙
+ 2σ¯abα˙β˙,
σaαα˙σ
a
ββ˙ = 2ǫαβǫα˙β˙, σ¯
aα˙ασ¯β˙βa = 2ǫ
α˙β˙ǫαβ , σaαα˙σ¯a
ββ˙ = 2δβαδ
β˙
α˙,
ǫabcdσcd = 2iσ
ab, ǫabcdσ¯cd = −2iσ¯ab, ǫ0123 = 1,
σabσc = 12(η
bcσa − ηacσb + iǫabcdσd),
σcσ¯ab = 12(−ηbcσa + ηacσb + iǫabcdσd),
σ¯abσ¯c = 12(η
bcσ¯a − ηacσ¯b − iǫabcdσ¯d),
σ¯cσab = 12(−ηbcσ¯a + ηacσ¯b − iǫabcdσ¯d).
A.5 Grassmann parity
Generalization of wedge product for differential forms:
XY = (−)|X| |Y |Y X, |T α˙1...α˙mα1...αn | = (m+ n+ form-degree) mod 2,
where X, Y , T are fields or differential forms. |X| is called the Grassmann parity (or
simply the parity) of X.7
Complex conjugation of products:
(XY )∗ = (−)|X| |Y |X∗Y ∗.
Simple consequences:
ψχ = ψαχα = ǫ
αβψβχα = −ǫαβχαψβ = ǫβαχαψβ = χψ,
(ψχ)∗ = (ψαχα)
∗ = −ψ¯α˙χ¯α˙ = +χ¯α˙ψ¯α˙ = χ¯ψ¯.
7In the BRST approach the definition of the Grassmann parity involves the ghost number in addition
to the number of spinor indices and the form-degree.
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B Explicit verification of local SUSY
B.1 Local SUSY of (3.3)
1.5 order formalism. This is a “trick” to simplify the variation of a second order
action if it derives from a first order one. The argument is simple and general: suppose
a Lagrangian L(φ,H) involves fields φi and HA such that the EOM for the HA have
the algebraic solution HA = HA(φ).8 Let us now consider the second order Lagrangian
L(φ,H(φ)) and vary the fields φi. We obtain
δL(φ,H(φ)) ∼
[
δφi
∂ˆL(φ,H)
∂ˆφi
+ δHA(φ)
∂ˆL(φ,H)
∂ˆHA
]
H=H(φ)
=
[
δφi
∂ˆL(φ,H)
∂ˆφi
]
H=H(φ)
.
Here L(φ,H) is the first order Lagrangian, ∼ denotes equality up to a total divergence,
and δHA(φ) = HA(φ+ δφ)−HA(φ) is the variation of HA(φ). The terms with δHA(φ)
on the right hand side vanish (no matter what the δHA(φ) are) because the HA(φ)
algebraically solve the EOM of the H’s which means
∂ˆL(φ,H)
∂ˆHA
∣∣∣
H=H(φ)
= 0 (identically).
We observe that, up to a total derivative, the variation of the second order Lagrangian
L(φ,H(φ)) is obtained from varying only the φi (but not the HA) in the first order
Lagrangian L(φ,H) and substituting HA(φ) for HA afterwards. Hence, one uses the
first order action to compute the variation of the second order one. This motivates the
term “1.5 order formalism”. Notice that the argument applies to all variations δ. In
particular it shows that the EOM of the second order formulation can be obtained from
those of the first order formulation according to
∂ˆL(φ,H(φ))
∂ˆφi
=
∂ˆL(φ,H)
∂ˆφi
∣∣∣
H=H(φ)
. (B.1)
Furthermore it can be used to verify invariance of the second order Lagrangian under
symmetry transformations.
Verification of SUSY. Using the 1.5 order formalism, we shall now demonstrate
the SUSY of the Lagrangian (3.3) in the second order formulation under the SUSY
transformations (3.14) through (3.16). The advantage of the 1.5 order formalism is that
we do not need to transform the spin connection ω but only the vierbein and gravitino,
using the first order Lagrangian. In fact, we can further simplify the calculation by
using only the part δ+ of the SUSY transformations of the vierbein and gravitino which
involve the SUSY parameters ξα but not their complex conjugates ξ¯α˙:
δ+e
a
µ = 2iξσ
aψ¯µ, δ+ψ
α
µ = ∇µξα, δ+ψ¯α˙µ = 0, δ+ωµab = 0.
8To simplify formulae, we use here the notation L(φ,H) and H(φ) in place of L([φ,H ]) and H([φ]).
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The reason is that the other part δ−, involving the ξ¯
α˙, is the complex conjugate of δ+,
and thus, since the Lagrangian is real:
δ−L = (δ+L)
∗.
Hence [δ+L(e, ψ, ω)]ω=ω(e,ψ) = ∂µK
µ
+ implies [δ−L(e, ψ, ω)]ω=ω(e,ψ) = ∂µK
µ
− with K
µ
− =
(Kµ+)
∗. Conversely, [δsusyL(e, ψ, ω)]ω=ω(e,ψ) = ∂µK
µ requires that [δ+L(e, ψ, ω)]ω=ω(e,ψ)
be a total divergence [remember that local SUSY requires invariance up to a total di-
vergence for arbitrary complex parameters, i.e., we may consider ξ and ξ¯ as independent
fields (instead of their real and imaginary parts)]. Hence [δ+L(e, ψ, ω)]ω=ω(e,ψ) ∼ 0
is necessary and sufficient for δsusyL ∼ 0 (again, “∼” denotes equality up to a total
divergence).
Transformation of the “Einstein-part”:
1
2δ+[eE
µ
b E
ν
aRµν
ab(ω)] = 12 (δ+e)︸ ︷︷ ︸
eEρc δ+ecρ
Eµb E
ν
aRµν
ab(ω) + e (δ+E
µ
b )︸ ︷︷ ︸
−EρbE
µ
c δ+ecρ
EνaRµν
ab(ω)
= e(δ+e
c
ρ)(
1
2E
ρ
cR−Rcρ) = ie(ξσµψ¯µR− 2ξσaψ¯µRaµ)︸ ︷︷ ︸
1
, (B.2)
where Ra
µ = Rρν
bcEρaEνbE
µ
c . Transformation of the “gravitino-part”:
2ǫµνρσδ+(∇µψνσρψ¯σ + ψσσρ∇µψ¯ν) = 2ǫµνρσ(∇µδ+ψν)σρψ¯σ︸ ︷︷ ︸
2
+2ǫµνρσ∇µψν(δ+σρ)ψ¯σ︸ ︷︷ ︸
3
+2ǫµνρσ(δ+ψσ)σρ∇µψ¯ν︸ ︷︷ ︸
4
+2ǫµνρσψσ(δ+σρ)∇µψ¯ν︸ ︷︷ ︸
5
.
Individual terms: ∇[µδ+ψν] = ∇[µ∇ν]ξ = 12 [∇µ,∇ν ]ξ = −14Rµνab(ω)labξ ⇒
2 = −12ǫµνρσRµνab(ω)ξσabσρψ¯σ
δ+σραα˙ = σaαα˙δ+e
a
ρ = 2iσaαα˙ξσ
aψ¯ρ = 4iξαψ¯ρα˙ ⇒
3 = 8iǫµνρσ ξ∇µψν ψ¯ρψ¯σ︸ ︷︷ ︸
=ψ¯(σψ¯ρ)
= 0, 5 = 8iǫµνρσ ξψσ ψ¯ρ∇µψ¯ν .
Fourth term: “integration by parts” to remove derivatives from ξ:
4 = ∇σ(2ǫµνρσξσρ∇µψ¯ν)︸ ︷︷ ︸
∂σ(2ǫµνρσξσρ∇µψ¯ν)
−2ǫµνρσξ(∇σσρ)∇µψ¯ν︸ ︷︷ ︸
4a
−2ǫµνρσξσρ∇σ∇µψ¯ν︸ ︷︷ ︸
4b
,
4a |ω=ω(e,ψ) = −2ǫµνρσ(∇|[σeaρ]) ξσa∇|µψ¯ν
(3.4)
= −4iǫµνρσ(ψσσaψ¯ρ) ξσa∇|µψ¯ν
= −8iǫµνρσ ξψσ ψ¯ρ∇|µψ¯ν where ∇|µ = ∂µ − 12ωµab(e, ψ)lab,
4b = −2ǫµνρσξσρ 12 [∇σ,∇µ]ψ¯ν = −12ǫµνρσξσρRσµab(ω)σ¯abψ¯ν .
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Terms 1, 2 and 4b cancel out [computation is similar to a computation before (3.4)]:
2 + 4b = −12ǫµνρσRµνab(ω)ξ (σabσρ + σρσ¯ab)︸ ︷︷ ︸
=iǫabρcσc
ψ¯σ = . . . = − 1
⇒ [δ+L(e, ψ, ω)]ω=ω(e,ψ) ∼
[
1 + 2 + 4b︸ ︷︷ ︸
=0
+ 3︸︷︷︸
=0
+ 4a + 5
]
ω=ω(e,ψ)︸ ︷︷ ︸
=0
= 0, qed.
B.2 Local SUSY of (5.58)
Let us verify explicitly the invariance of (5.58) up to a total divergence under the local
SUSY-transformations given in section 5.3.3 (using unhatted parameters). Let us start
with the terms coming from the transformation of e which is given by
δsusye = eE
µ
a δsusye
a
µ = eE
µ
a (2iξσ
aψ¯µ − 2iψµσaξ¯) = 2ie(ξσµψ¯µ − ψµσµξ¯).
This gives:
(δsusye)(D¯2 − 4iψµσµD¯ − 3M + 16ψµσµνψν)A
= 2ie(ξσρψ¯ρ − ψρσρξ¯)(D¯2 − 4iψµσµD¯ − 3M + 16ψµσµνψν)A. (B.3)
To evaluate the other contributions we shall use that A by construction is antichiral:
DαA = 0. (B.4)
This holds because P is antichiral, as it is a function of antichiral tensor fields,
DαW¯α˙β˙γ˙ = 0, Dαλ¯iα˙ = 0, Dαϕ¯ = 0,
and because (D2− M¯)Ω(T ) is also antichiral, since (D2− M¯)f(T ) is antichiral for every
lαβ-invariant function f(T ):
lαβf(T ) = 0 ⇒ Dα(D2 − M¯ )f(T ) = 0 (B.5)
(B.5) can be deduced from the calculation of DαF in section 5.3.2, see (5.43) and the
equations subsequent to it: namely, the result of that calculation was DαF = −12M¯χα
which can also be written as −12DαD2ϕ = −12M¯Dαϕ or, equivalently, as Dα(D2−M¯)ϕ =
0. As one can check, the derivation given in section 5.3.2 made only use of the (anti-
)commutators [Dα,Dβ ] = M¯lαβ and of lαβϕ = 0. Hence, it actually goes also through
with ϕ replaced by any lαβ-invariant function of tensor fields, which yields (B.5).
Let us now consider eδsusyD¯2A. Since D¯2A is a (composite) tensor field, we have
e δsusyD¯2A = e(ξαDα + ξ¯α˙D¯α˙)D¯2A.
By the complex conjugate of (B.5) the second term on the right hand side is
eξ¯α˙D¯α˙D¯2A = eMξ¯α˙D¯α˙A.
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The evaluation of eξαDαD¯2A requires more work. We treat it as follows: we use the
graded commutator algebra (5.24) to pass Dα through D¯2 until it hits A where it pro-
duces a 0 because of (B.4). Furthermore we bring the covariant derivatives which arise
to the left of the spinor transformations, using again the graded commutator algebra:
e ξαDαD¯2A = e ξα([Dα, D¯α˙]D¯α˙ − D¯α˙[Dα, D¯α˙])A
= e ξα(−2iDαα˙D¯α˙ − 2Bαβ˙ l¯α˙β˙D¯α˙ − 2iD¯α˙Dαα˙)A
= e ξα(−2iDαα˙D¯α˙ + 3Bαα˙D¯α˙ − 2i[D¯α˙,Dαα˙]− 2iDαα˙D¯α˙)A
= e ξα(−2iDαα˙D¯α˙ + 3Bαα˙D¯α˙ + 8λ(R)α δ(R) − 5Bαα˙D¯α˙ − 2iDαα˙D¯α˙)A
= e ξα(−4iDαα˙D¯α˙ − 2Bαα˙D¯α˙ − 16iλ(R)α )A,
where we used (B.4) and (5.59). Finally we evaluate analogously the gravitino dependent
terms of the supercovariant derivative in the last line:
Dαα˙D¯α˙A = σµαα˙(∇µ − ψβµDβ − ψ¯µβ˙D¯β˙)D¯α˙A
= σµαα˙(∇µD¯α˙ − ψβµ [Dβ, D¯α˙] + 12 ψ¯α˙µ D¯2)A
= σµαα˙(∇µD¯α˙ − 2iψµβ σ¯να˙β(∇ν − ψ¯νD¯) + 12 ψ¯α˙µ D¯2)A
= (σµαα˙∇µD¯α˙ − 2i(σµσ¯νψµ)α(∇ν − ψ¯νD¯) + 12(σµψ¯µ)αD¯2)A
where ∇µ is covariant with regard to Lorentz and R-transformations. Collecting all
terms we obtain
e δsusyD¯2A = e (−4iξσµ∇µD¯ − 8ξσµσ¯νψµ∇ν + 8ξσµσ¯νψµψ¯νD¯
−2iξσµψ¯µD¯2 − 2BaξσaD¯ − 16iξλ(R) +Mξ¯D¯)A. (B.6)
Next we compute the SUSY transformation of −4ieδsusy(ψµσµD¯A). We obtain, using
δsusyE
µ
a = −Eµb Eνaδsusyebν and manipulations as above:
−4ieδsusy(ψµσµD¯A)
= −4ie[(δsusyψµ)σµD¯ + (δsusyEµa )ψµσaD¯ + ψαµσµαα˙(ξβDβ + ξ¯β˙D¯β˙)D¯α˙]A
= −4ie(∇µξ − iBµξ + iBνξσνµ + i8Mξ¯σ¯µ)σµD¯A
+4ieEµb E
ν
a(2iξσ
bψ¯ν − 2iψνσbξ¯)ψµσaD¯A
+8eψµσ
µσ¯νξ(∇ν − ψ¯νD¯)A+ 2ieψµσµξ¯D¯2A
= −4ie∇µξσµD¯A+ 2eBµξσµD¯A+ 2eMξ¯D¯A
+8e(ψνσ
µξ¯ − ξσµψ¯ν)ψµσνD¯A
+8eψµσ
µσ¯νξ(∇ν − ψ¯νD¯)A+ 2ieψµσµξ¯D¯2A. (B.7)
To compute −3e δsusy(MA) we use that (4.25) gives explicitly:
Sα = −(σabTab)α = (−2σµν∇µψν + 3i2Bµψµ − 3i8Mσµψ¯µ)α. (B.8)
This yields:
−3e δsusy(MA) = −16e(ξS − iξλ(R))A− 3eMξ¯D¯A
= e(32ξσµν∇µψν − 24iBµξψµ + 6iMξσµψ¯µ + 16iξλ(R) − 3Mξ¯D¯)A. (B.9)
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Finally we compute 16eδsusy(ψµσ
µνψνA):
16e δsusy(ψµσ
µνψνA)
= 32e [(δsusyψµ)σ
µνψν + (δsusyE
µ
a )ψµσ
aνψν +
1
2ψµσ
µνψν ξ¯D¯]A
= e (32∇µξσµνψν + 24iBµξψµ − 6iMψµσµξ¯
+64iψµσ
ρνψν(ψρσ
µξ¯ − ξσµψ¯ρ) + 16ψµσµνψν ξ¯D¯)A. (B.10)
Summing up (B.3), (B.6), (B.7), (B.9) and (B.10) one sees that indeed all terms cancel
out except for terms containing∇µ and terms at least quadratic in the gravitino. Playing
a bit with spinor indices and using (5.38), one can check that these therms combine to
a total divergence:
δsusyLold = ∂µ(32e ξσ
µνψνA− 4ie ξσµD¯A) + c.c. (B.11)
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