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General Abstract 
 
Three Papers on the Role of Information in Online Consumer Reviews 
Jorge Eduardo Fresneda Fernández 
David Gefen Supervisor, Ph.D. 
 
 
 
This dissertation is comprised of three papers. The first two papers investigate how the various 
informational elements of online reviews, including their textual portion, impact the perceived 
helpfulness of those reviews. The third paper proposes a methodological refinement to improve 
the process by which reviews and reviewers are ranked with respect to their helpfulness and has 
potential applicability in fake review detection. These three papers utilize natural language 
processing methods, including Latent Semantic Analysis (LSA), which allows for the automatic 
analysis of large amounts of text with minimal human intervention. 
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CHAPTER 1: GENERAL INTRODUCTION 
 
This dissertation is comprised of three independent papers on the role of information in 
online consumer reviews. The first two papers investigate how information impacts the 
helpfulness of reviews, as assessed by consumer votes – the so-called “helpfulness in the wild” 
identified in previous literature. The third paper suggests a new analytical methodology to 
account for the information provided by reviews and reviewers. In these three papers, both 
numerical and textual sources of information are studied jointly. The combination of both types 
of sources of information is possible due to the proposed information entropy framework and the 
integration of Latent Semantic Analysis (LSA), as part of the methodological approach to the 
textual analysis. The qualitative information contained in each review is quantitatively measured 
by Shannon’s entropy. LSA allows for the automatic identification and quantification of high 
entropy words. 
Paper 1 and Paper 2 include three types of entropy from review text – recommendation, 
corroboration, and experience entropies – and integrates a numerical variable – the number of 
stars – to study their impact on review helpfulness. Corroboration information contains high 
entropy words that appear in the seller’s site to describe the product and are mentioned by the 
poster. Their purpose is to somehow validate or refute the retailers’ claims. Recommendations 
are words associated with actual endorsements to buy the product or suggestions on how to use 
it. Experience words are the remaining high entropy words in the review.  
Paper 1 validates the theoretical and methodological approach of this dissertation and 
adds two new elements to the analysis: product novelty and the verification that the reviewer 
purchased the product. Paper 2 extends the analysis to 17 different product categories and studies 
the specific types of information that increase review helpfulness for each of those product 
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categories (labeled as search, experience, or mixed product categories). Paper 3 addresses the 
limitations of the helpfulness votes approach to evaluate the quality of the information conveyed 
by online reviews. This paper also suggests a new methodology to rank reviews and reviewers – 
and has potential applicability to fake review detection. The methodology is based on 
recommendation, corroboration, and experience entropies – as a measure of the information 
content – and the readability of the text in the review – as a measure of the ability to convey 
information. Figure 1 summarizes the structure of this dissertation as well as the specific 
research questions considered in this dissertation. 
 
 
 
Paper 1
Paper 2
Paper 3
RQ: What specific elements of individual online reviews 
make them helpful for potential customers?
RQ: How does the impact of those elements on review 
helpfulness  vary across different product categories 
(experience, search, and mixed type of products)?
RQ: How can information entropy and the readability of the 
text be employed to classify reviews and reviewers (and 
possibly to detect fake reviews)?
Helpfulness “in the wild”
Structure of the Dissertation
 
Figure 1. Dissertation Structure 
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CHAPTER 2: GAZING AT THE STARS IS NOT ENOUGH, LOOK AT THE SPECIFIC 
WORDS TOO 
 
Abstract 
 
Research shows that the helpfulness of online reviews depends on numerical star 
ratings and on their textual portion. This study examines what exactly in the 
textual portion contributes so. The study applies Latent Semantic Analysis (LSA) 
to separate the high entropy words in the textual portion into corroboration, 
recommendation, and experience information. Corroboration information are high 
entropy words that appear in both the poster and the seller’s site that describe the 
product. Recommendations are words associated with actual recommendations to 
buy the product or how to use it. Experience are the other high entropy words in 
the review. The results show that experience information, but not corroborative 
information, increased review helpfulness evaluation. Recommendation 
information increased review helpfulness, but only in novel products. The number 
of stars, as in previous research, also contributed to review helpfulness. 
Implications for theory about what constitutes valuable online content as well as 
practical recommendations for sellers are discussed, in light of the ability of the 
method proposed to distinguish among corroboration and experience information 
and reviewer’s recommendations in the text portion.  
  
 
 
Keywords 
 
Online consumer reviews, e-WOM, e-commerce, review helpfulness, latent semantic analysis, 
information entropy 
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Introduction 
 
Online consumer reviews are an increasingly important source of information in purchase 
decisions, complementing and sometimes substituting other forms of business-to-consumer and 
consumer-to-consumer information (Chevalier & Mayzlin, 2006). Online reviews provide 
information based on the posted personal experience of previous buyers of a specific product 
working as free "sales assistants" to help other consumers identify the product that best matches 
their needs and tastes (Chen & Xie, 2008). The development of websites whose primary focus is 
to provide purchase information through consumer reviews – e.g. Consumeraffairs.com or 
Angieslist.com – exemplifies their growing popularity as relevant product information providers 
(Anderson & Simester, 2014). A 2012 survey conducted by Nielsen among 28,000 Internet users 
from 56 countries reported that 70% of respondents considered online consumer reviews a 
trustworthy source of information, ranking them as the second most trusted form of advertising 
among 19 different choices (Nielsen, 2012). Online product reviews impact sales (Chevalier & 
Mayzlin, 2006; Chintagunta, Gopinath, & Venkataraman, 2010; Floyd, Freling, Alhoqail, Cho, 
& Freling, 2014; Liu, 2006; Zhu & Zhang, 2010), especially helpful reviews (Chen, 
Dhanasobhon, & Smith, 2008). 
Clearly, online reviews are important, as is their textual portion (see Appendix A for a list 
of some of the most relevant papers on online consumer reviews). But what exactly in those 
words do readers look for? This study set out to answer that question with a new approach to 
analyzing their text based on text-mining techniques that include Latent Semantic Analysis 
(LSA) to differentiate the high entropy words in the text portion into corroboration, 
recommendation, and experience information. The importance of these three types of purchase 
18 
 
information included in the text of online reviews is suggested by previous literature (e.g. Lee & 
Bradlow, 2011; Lu, Li, Zhang, & Rai, 2014; Moe & Trusov, 2011; Mudambi & Schuff, 2010). 
Corroboration information are high entropy words that appear in the seller’s site and are 
mentioned by reviewers. By addressing retailers’ product descriptions, reviewers may be able to 
confirm or dispute sellers’ claims. Experience are all the other high entropy words different from 
explicit recommendations from the review writer. Experience information accounts for the 
personal experience of previous buyers. This method and hypotheses are tested on product 
reviews of 16 types of light bulbs (LEDs and incandescent light bulb) available for purchase at 
Amazon.com. 
The results show that experience information, but not so corroboration information, 
contributes to review helpfulness, and does so beyond the contribution of the number of stars. 
Recommendations provided by the reviewer are important to increase the perceived helpfulness 
of the review, but only for the novel product category. The degree of helpfulness that potential 
customers assign to a review is a commonly used measure of its information value (e.g. 
Mudambi & Schuff, 2010), and represents a public endorsement by peer consumers (Metzger, 
Flanagin, & Medders, 2010). Putting the new approach into context, past research into what 
makes online consumers reviews helpful concentrated on the easily accessible numeric 
characteristics, such as the number of stars and the number of words included in the textual 
portion (e.g. Mudambi & Schuff, 2010; Pan & Zhang, 2011). Specifically, the textual part of 
consumer reviews has been the focus of limited research in marketing, possibly because of a lack 
of an appropriate methodology (Chevalier & Mayzlin, 2006), leaving previous attempts to 
process text with noisy results (Godes & Mayzlin, 2004). Adding a textual analysis of the kind 
proposed in this study is important because research suggests that the textual part of product 
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reviews may allow for richer descriptions of the interaction of buyers with the product (King, 
Racherla, & Bush, 2014). 
The contributions of this study are in: (1) proposing a new methodology based on LSA to 
identify different types of information in online reviews, (2) showing how information entropy 
can be applied to quantify the amount of qualitative information provided by online reviews, (3) 
developing a framework to assess the impact of the informational elements available, and (4) 
showing that the relative importance of the informational elements differ depending on whether 
the product is novel or established.  
The remainder of the paper is organized as follows. The second section presents the 
theoretical background, leading to the research hypotheses. The third section introduces the 
conceptual model. The fourth section explains the methodology. The fifth section is the data 
analysis. The sixth section discusses the findings, limitations, and avenues for future research. 
 
Theoretical Development 
 
The Context. Electronic Word-of-Mouth and Review Helpfulness 
 
Online consumer reviews are a form of word-of-mouth (WOM). WOM is a term that 
includes different types of informal communications among consumers about products, services, 
or companies (Liu, 2006). WOM is a source of purchasing information that influences potential 
customers’ behavior (Brown & Reingen, 1987; McFadden & Train, 1996). It is often considered 
by consumers to be a reliable and valid source of information that can reduce purchase risks 
(Bickart & Schindler, 2001; Godes & Mayzlin, 2004; Mayzlin, 2006). Possibly, this is because 
of its non-commercial nature and because consumers generally trust other peer consumers more 
than they trust marketers or advertisers (Sen & Lerman, 2007). The electronic counterpart of 
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WOM (e-WOM) is defined as “any positive or negative statement made by potential, actual or 
former consumers about a product or company, which is made available to a multitude of people 
and institutions via the Internet” (Hennig-Thurau, Gwinner, Walsh, & Gremler, 2004, p.39). 
Typically, e-WOM interactions take place among people who have no previous connection or 
relationship. This constitutes a major difference compared to traditional WOM (Dellarocas, 
2003). E-WOM includes a broad range of elements in addition to online reviews such as blogs, 
social networking sites, online forums, and electronic bulletin boards (Floyd et al., 2014). 
Although there is no standard e-WOM structure, online consumer reviews usually include 
several informational elements. These elements include: (1) review valence (frequently referred 
to as ‘number of stars’); (2) review text (where reviewers provide further qualitative 
information); (3) the verification that the reviewer actually purchased the product or service; and 
(4) an overall summary helpfulness score of the review. In the case of Amazon.com this 
helpfulness score is implemented by answering the question “was this review helpful to you?” 
with a dichotomous “yes” or “no” answer (thumb up/thumb down). The helpfulness assessment 
is reported by people other than the person who posted elements (1) and (2). This helpfulness 
evaluation is the dependent variable in the conceptual model of this study. 
Review helpfulness is “the extent to which consumers perceive the product review as 
being capable of facilitating judgment or purchase decisions” (Li, Huang, Tan, & Wei, 2013, 
p.103). Helpful product reviews provide potential buyers with pertinent information from 
previous consumers with the purpose of informing the purchasing decision process (Mudambi & 
Schuff, 2010). Review helpfulness can be understood as a principal tool to assess how potential 
customers evaluate the quality of the information provided in each individual review. 
Information quality can reduce purchase uncertainty, which can be crucial within the e-
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commerce context (Mudambi & Schuff, 2010). This is important because helpfulness ratings can 
impact sales (Chen et al., 2008; Chen & Xie, 2008; Ghose, Ipeirotis, & Li, 2012), presumably by 
certifying to the value of the information they provide (Ghose & Ipeirotis, 2011). As a prominent 
example of the relevance of the helpfulness ratings, Spool (2009) estimated that Amazon.com 
added $2.7 billion to its annual revenue by requesting that potential customers assess the 
perceived helpfulness of the review, and, through these evaluations, making the more ‘helpful’ 
reviews more visible to potential customers. Additionally, helpfulness ratings allow consumers 
to filter the overwhelming amount of information available on popular e-commerce sites. This 
may allow potential customers to make purchase decisions even in situations of information 
overload (Cao, Duan, & Gan, 2011). The availability of product reviews can also increase the 
time that potential buyers spend on a particular website, thanks to the so called “stickiness” 
effect of product reviews (Mudambi & Schuff, 2010). This time spent on a site can be increased 
even more if the information provided actually aids consumers in their decision making, i.e. if 
the information provided is in fact ‘helpful.’ 
What Do People Talk About in Online Reviews? 
 
Online consumer reviews contain many types of information. Li and Huang (2013) and 
Mudambi and Schuff (2010) found that reviews provide information about the usage experience 
and about product features. Likewise, Lee and Bradlow (2011), Ghose et al. (2012), and 
Sanchez-Franco et al. (2016) looked at product features elicited from online reviews. (See Table 
1 in Moon and Kamakura (2016) for a complete list of studies focused on product features 
elicited from online consumer reviews). Moe and Trusov (2011) and Min and Park (2012) 
suggest that the textual portion of online reviews describes the customers’ personal experience 
with both the product that was bought and with the whole purchase process. The textual portion 
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of online reviews have also been studied as recommendations to potential new buyers (Duan, Gu, 
& Whinston, 2008; Vermeulen & Seegers, 2009). 
Supporting the importance of experience in online reviews, in a content analysis of text 
reviews about digital cameras on Taobao.com, Lu et al. (2014) found that an overwhelming 
86.4% of the reviews includes information about what the reviewer learned from the whole 
transaction process. This type of information also includes service attitude, congruity between 
seller’s claims and real products, shipping, and order fulfillment time. The focus on information 
about the transaction process has also been suggested in the microeconomics literature (Resnick 
& Zeckhauser, 2002). 7.1% of the reviews on Taobao included content related to interactive 
cues, such as tips or recommendations to other buyers (Lu et al., 2014). This may allow to 
provide further insights about what people talk about in online consumer reviews and to 
complement empirically what previous literature suggests. 
Theory Base and Hypotheses  
 
The model that will be developed in this section will incorporate those types of 
information with other known contributors to online review helpfulness. However, little research 
has looked at how to assess the value of the textual portions of online reviews, even in the form 
of subjective helpfulness assessments. This scarce attention may be due to a lack of appropriate 
methodologies to analyze large amounts of textual data (Chevalier & Mayzlin, 2006) and due to 
costly analyses and noisy results (Godes & Mayzlin, 2004). Although the numerical part of 
product reviews conveys valuable information, the textual part could arguably allow for richer 
description (King et al., 2014). The text may also convey additional helpful information that may 
have nothing to do with the actual interaction with the product such as customer experience. 
Moreover, analyzing a numeric value rather than analyzing its related textual review ignores the 
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possibility that the description may deal with more than one aspect of the quality construct or the 
uniformity of consumer preferences (Archak, Ghose, & Ipeirotis, 2011). As the previous section 
suggests, online reviews provide information about both the product and the purchase and post-
purchase experience. Information entropy is suggested as the theoretical foundation to quantify 
the impact of the different types of information. 
Information Entropy as Uncertainty Reduction 
 
Entropy is an established method for calculating information. The concept of information 
entropy was suggested by Shannon (1948). Entropy, in the context of information systems, is 
defined as a “measure of the amount of information the system contains” (Belzer, 1973, p.301). 
What this definition refers as ‘system’ corresponds in this study to the qualitative portion of each 
online review. One of the major contributions of Shannon’s seminal work in information systems 
is the idea that information is quantitatively measurable and has an additive property. If a textual 
message contains different elements that are statistically independent of each other, then the 
information contained in the whole message is the sum of the information content of the 
individual elements (Machta, 1999; Shannon, 1948). 
The Shannon’s entropy of a categorical random variable with size p and with associated 
probabilities θ1,...,θp with θk > 0 and ∑k θk = 1 in natural units is given by (Hausser & Strimmer, 
2009): 
𝐻𝐻 =  −�𝛩𝛩𝑘𝑘𝑝𝑝
𝑘𝑘=1
𝑙𝑙𝑙𝑙𝑙𝑙(𝛩𝛩𝑘𝑘)                    (1) 
Information entropy is closely related to the concept of uncertainty reduction (Klir, 2004). In this 
sense, Ross (2016) defines information as “knowledge, after which one receives and processes, 
that changes, in an uncertainty changing way, their ex ante probability distribution regarding a 
set of propositions or states” (p.5). Information reduces uncertainty (Shannon, 1948; Zadeh, 
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2005), and so the amount of information that a system provides can be measured by the amount 
of uncertainty that it reduces (Belzer, 1973). Therefore, an outcome that can be predicted with 
high certainty contains little information. As an example, predicting that the sky will turn dark 
tonight would convey very little information because that prediction has a very high probability 
of occurrence; predicting that the sky will turn daylight-bright tonight because of the fall of a 
meteorite would provide a great deal of information. Knowledge that is informative should 
change a user’s probability distribution regarding a set of propositions in an uncertainty 
reduction way (Ross, 2016). 
In e-commerce, potential customers lack the possibility of physically interacting with the 
product before the purchase (Tan, 1999). This lack of physical cues creates uncertainty in buyers 
and makes harder than in regular ‘bricks-and-mortar’ stores to anticipate if the product will fulfil 
their expectations. Information provided by reviewers can reduce that uncertainty. However, a 
high information content does not imply that this information is necessarily helpful to make a 
purchase decision (Machta, 1999). Information is not an objective comparative measure, such as 
temperature, and it cannot be considered apart from the context to which it relates. “Information 
only assumes any kind of reality when we specify what the information is about” (Kendall, 1973, 
p.63). This suggests the need to not only quantify the amount of qualitative information 
contained in online reviews, but also identify different types of information and their differential 
impact on the reduction of uncertainty. The next section provides the fundamental background 
information of the major technique employed to analyze the textual data in this research, LSA. 
LSA as a Tool to Identify Information Type  
 
The information in online reviews often corroborates, or contradicts, the claims made by 
the seller (Lu et al., 2014). In the case of this study that information relates to the technical 
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details of a light bulb, such as the color temperature of a light bulb being ‘2,700K.’ We label this 
information as “corroboration.” Online reviews often also contain recommendations. This is 
what in Lu et al. (2014) was labeled as “interactive cues.” Examples from the data in this study 
are “I would recommend staying away from the 100 watt [light bulb]”, or “I highly recommend 
this bulb for its economy and quality.” In this paper, this type of information is labeled as 
“recommendation.” After removing these two types of information from each review, the 
remaining information is ascribed to the customers’ experience. The experience category 
provides information beyond what the website details. This experience type of information also 
includes three of the informational elements suggested by Lu et al. (2014): service attitude, 
shipping, and order fulfillment time. In this paper, all this type of information is labeled as 
“experience.” Specific examples of this type of information may include testimonials about how 
pleasant the light produced by a light bulb is and how it allowed the person writing the review to 
see nuanced colors in paintings better. 
Before discussing the hypotheses, some background discussion of LSA is necessary to 
clarify operationally what constitutes experience, corroboration, and recommendation 
information in this context. What LSA does, more on that in the next sections, is to identify 
through singular value decomposition (SVD), a process somewhat equivalent to a two-way 
principal component analysis (PCA), what terms (e.g. words) and what documents (in this case, 
the online product reviews) factor together in a Document-to-Terms frequency Matrix (DTM). In 
analyzing terms, LSA supports both the analysis of single words as well as phrases. (Typically, 
and also in this study, terms are only single words.) Terms that factor together are assumed to 
carry some latent shared meaning, much as factors are assumed to do in a PCA. And, as in a 
PCA, only those factors that explain high degrees of the variance are typically retained. The 
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resulting retained factors identify the words that carry the most weight in explaining the variance 
in the DTM.  
In the specific analysis run in this study some of those factors contained words that were 
the same words as the manufacturers’ websites used to describe the products. The words 
associated with those factors were determined to be corroboration terms and the corroboration 
entropy of each review is calculated through their count. Note that LSA drops commonly used 
words such as "the", so the retained words in this category are primarily technical in nature. 
After identifying and quantifying recommendations – this process is explained in the 
methodology section – the words associated with other factors were treated as experience terms 
and the experience entropy of each review is calculated through their count. In other words, LSA 
allowed the classification of commonly occurring high eigenvalue words in the online reviews as 
either replicating words that appear in the manufacturers’ websites or other information that the 
authors of those online reviews posted. Because of this process, it was possible to count the 
number of recommendations and to identify how many corroboration terms and how many 
experience terms appeared in each online product review. This process allows to estimate the 
entropy of the three types of information through the count of those terms. Conceptually, this 
process could be thought of as the equivalent of asking human raters to identify the most 
influential words in the online product reviews and count the number of times each review has 
what seems to them subjectively as experience, recommendation, or as corroboration terms. LSA 
does this automatically and objectively. 
The Importance of the Experience Type of Information 
 
Exploring product information allows consumers to make better purchase decisions 
(Kohli, Devaraj, & Mahmood, 2004). Online reviews can contribute to making more informed 
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decisions by providing additional information from what is delivered by sellers and 
manufacturers in e-commerce sites. As a specific type of additional information, online reviews 
can describe previous buyers’ experiences. This experience type of information is generally not 
easy to access through other means different from e-WOM, and it is a distinguishing feature of 
online reviews. Presumably, the higher entropy ascribed to the experience category there are, the 
more helpful the review should be as a response to the need of a more informed purchase 
decision. Higher experience entropy translates into a higher reduction of purchase uncertainty. 
Higher experience entropy may also be the result of adding words that load on other factors, 
adding additional facets of information, i.e. rich nuances to the consumer experience. This is a 
distinguishing feature of LSA from word frequency techniques, since it is potentially capable of 
capturing additional nuances about buyers’ experiences. Rationally, if people reading the post are 
seeking information, and if, as LSA contends, terms are facets of that information, then the more 
such information is provided (as estimated through information entropy), the more helpful the 
online review should be and the lower the uncertainty about the product should be. Consistent 
with this, the first hypothesis posits: 
H1: The higher the experience entropy in a review is, the more it is perceived as helpful 
 
The Importance of the Corroboration Type of Information 
 
Terms ascribed to the corroboration type of information also add to the helpfulness of the 
review by reducing uncertainty. Consumers lack physical cues to evaluate products in electronic 
marketplaces. This lack of cues creates uncertainty since customers cannot anticipate if the 
purchase will result in the expected benefits. To reduce this uncertainty, individuals rationally 
seek to verify the claims that manufacturers make from other sources (Racherla, Mandviwalla, & 
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Connolly, 2012; Ramirez, Walther, Burgoon, & Sunnafrank, 2002). Online reviews can be one 
such source of verification, and, vice versa, they may also question claims manufacturers make 
(Lee, Lee, & Tan, 2015). Research suggests that consumers largely trust other consumers more 
than they trust claims made by sellers (Sen & Lerman, 2007). And so, if the terms a 
manufacturer uses in its website to describe the product, such as describing a bulb as efficient or 
its light as warm, are repeated in the online review then it would at least somewhat confirm what 
the manufacture claims. Applying the same logic as in the previous hypothesis, the higher the 
corroboration entropy, the stronger the message of confirmation or disconfirmation with the 
claims the manufacturer makes should be. Hence, a greater reduction in uncertainty can be 
achieved by an increased value of corroboration entropy. Reducing purchase uncertainty should 
make the review more helpful. Accordingly, the second hypothesis is as follows. 
H2: The higher the corroboration entropy in a review is, the more it is perceived as helpful 
 
The Importance of Explicit Recommendations from Reviewers 
 
Previous literature found that potential buyers assign more value to recommendations 
from peer buyers because potential customers perceive those recommendation to be less biased 
and because they perceive other buyers’ recommendations easier to relate to (Bickart & 
Schindler, 2001). Potential buyers employ these recommendations as decision-making heuristics, 
even irrespective of reviewer’s personal characteristics (Smith, Menon, & Sivakumar, 2005). 
Online buyers seek explicit recommendations to effectively manage the amount of information 
available during the online search process (Smith et al., 2005). This is potentially helpful due to 
the greater likelihood of information overload within online settings (e.g. Shapiro & Varian, 
1999) and especially in the case of lengthy reviews. An explicit recommendation can be a stand-
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alone element as well and does not depend on other informational elements. The entire textual 
portion of the review can just contain a recommendation and no other type of information, such 
as “I highly recommend this bulb for its economy and quality.” Potential buyers can reduce 
uncertainty by relying on tips and suggestions of others, as estimated through recommendation 
entropy. Recommendation entropy should also contribute to the helpfulness of the review, as 
brought in the next hypothesis.  
H3: The higher the recommendation entropy in a review is, the more it is perceived as helpful 
 
Other Sources of Information in Individual Consumer Reviews 
 
Customer ratings, such as the number of stars, are known to be important quantitative 
informational elements of e-WOM, assisting potential customers in learning about the quality of 
a product (Filieri, 2015). However, the literature reports contradictory results about how 
customer ratings affect the decision-making process. Pan and Zhang (2011) found that positive 
ratings are more influential than negative ones and are rated as more helpful. In other words, 
those authors suggest that there is a positive correlation between the number of stars and review 
helpfulness. If that is the case, then the number of stars might be considered as a surrogate 
recommendation (Alex & Prendergast, 2009). Furthermore, from a practical standpoint, the 
existence of a market for artificially inflating ratings and fake reviews (e.g. News, 2013) also 
suggests that there should be a positive relationship between the number of stars and perceived 
helpfulness. The next hypothesis tests the positive relationship reported previously by Pan and 
Zhang (2011). 
H4: The more stars a review has, the more it is perceived as helpful 
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Potential customers are not perfectly informed about all the available product or service 
choices in the market (Biswas, 2004). The literature suggests that this problem can be lessened 
by the provision of product information by third-parties (Faulhaber & Yao, 1989). Product 
reviews are suitable to mitigate this lack of market knowledge if their information is pertinent, 
but only if their source is believable (Forman, Ghose, & Wiesenfeld, 2008). Filieri (2015) found 
that if the information source in e-WOM is assessed as credible, it will be perceived as more 
helpful. One such aspect of credibility is that the person posting the online product review 
actually bought the product. Conversely, if that person did not buy the product, the credibility in 
making claims about it may be questionable. Perhaps indicating how strong that indication can 
be, many sites – such as Amazon.com – include a verification that the reviewer actually 
purchased the product. Consequently, it might be expected that a verification that the review 
writer bought the product should increase the perceived helpfulness of the review: 
H5: Confirmation that the reviewer purchased the product will make the review perceived as 
more helpful 
 
Conceptual Model 
 
Summarizing the hypotheses, the conceptual model (Figure 1) expands previous research 
about what determines the perceived helpfulness of a review (e.g. Mudambi & Schuff, 2010; Pan 
& Zhang, 2011) by integrating three types of information entropy available in the review. 
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Figure 1. Conceptual model 
 
 
 
Two control variables were added. The number of previous helpfulness evaluations 
(Number of Evaluations) that each review received, was added to Figure 1. This variable is 
included in the theoretical model for two main reasons. First, the algorithm employed by 
Amazon.com to rank the most helpful reviews is based on the aggregated number of evaluations 
that each review received. This feature has an “anchoring effect,” leading to more helpful 
reviews receiving more votes since they are made more salient for potential buyers (Cao et al., 
2011; Wan & Nakayama, 2014). Second, previous literature shows that consumers rely on the 
recommendations of other online consumers when making purchasing decisions (e.g. Forman et 
al., 2008; Li & Zhan, 2011). This social persuasion can also impact the helpfulness assessment of 
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a review. The number of previous helpfulness assessments can have an impact on the subsequent 
evaluations, as potential customers may follow the recommendations of others regarding the 
helpfulness perception of the review (Cialdini & Goldstein, 2004; Deutsch & Gerard, 1955). 
Previous literature also controlled for the number of helpfulness evaluations (Mudambi & 
Schuff, 2010). 
The second control is product novelty. Novel products are relatively less known to 
potential consumers, and so consumers might seek more information about those products to 
reduce their perceived risk in purchase (Dowling & Staelin, 1994; Hawkins & Mothersbaugh, 
2010; Wasson, 1978; Wind & Robertson, 1983). Because customers seek more information in 
the case of novel products, it follows that when such information is available, reviews will be 
more helpful. Information about what the buyers do not know much about, as with a novel 
product, should be more helpful than telling the buyers what they presumably already know, as 
with an established one (Berger, 2013; Wu, 2013). 
The model also includes a weighting criterion, which is the total number of words in the 
textual portion (Number of Words). Previous research (e.g. Chevalier & Mayzlin, 2006) suggests 
that the length of the text also affects consumers. Various measures of text length have been 
employed, such as the number of characters, the number of words, and the number of sentences 
(e.g. Pan & Zhang, 2011; Salehan & Kim, 2016). The literature on online reviews also suggests 
that a positive relationship exists between the length of the textual part and review helpfulness 
(Pan & Zhang, 2011). This finding would call for the inclusion of this variable in our model as 
an independent variable. (This was tested. Adding the number of words as a control variable 
instead of as a weight did not significantly affect perceived helpfulness and was not selected for 
entry in a stepwise regression. This is important, since it highlights that the actual content of the 
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information, classified as experience, corroboration, and recommendation, may have a more 
relevant impact on review helpfulness than the raw number of words.) However, the inclusion of 
the number of words as an independent variable may bias the analysis. Many e-commerce sites 
such as Amazon.com do not provide reviewers with the ability to leave the textual portion blank, 
forcing them to add at least the number of stars in a textual format –i.e. “five stars.” This feature 
may call for the inclusion of the number of words as a weighting criterion to correct for this 
potential source of bias. More weight should be put on the review helpfulness of longer reviews, 
which avoid reporting just the number of stars in a textual format and provide further qualitative 
information. Figure 2 shows the variables included in the conceptual model as they were 
extracted from each of the product reviews in the database: 
 
 
 
 
Figure 2. Variables extracted from reviews included in the conceptual model 
 
 
 
Methodology 
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Analyzing the text portion of the online reviews to count the number of recommendation, 
corroboration, and experience terms in each review – and subsequently being able to estimate the 
entropy of the three of them – was performed with term-frequency analysis and LSA. LSA is a 
fully automatic statistical method that determines the similarity of meanings across words 
(named “terms” in LSA) and documents (in this case online consumer reviews) by analyzing 
large bodies of text. Because LSA applies SVD, terms can be associated with each other even if 
they do not co-occur together. It is enough for two terms to both co-occur with a third term to 
make the former two terms close in meaning (Landauer, Foltz, & Laham, 1998). LSA has been 
argued to approximate some aspects of human learning from vast amounts of text, as well as 
human discrimination of meaning similarity between words (Landauer, McNamara, Dennis, & 
Kintsch, 2013). Those characteristics make it especially suitable for the kind of analysis 
performed in this study. Another advantage of the usage of LSA is that it allows for the analysis 
of many documents, in this case product reviews, with minimal human intervention. This ability 
to analyze large amounts of textual data has been highlighted in previous literature as a relevant 
area for further research (e.g. Archak et al., 2011; Ghose et al., 2012). The application of LSA in 
this study was to identify factors that best describe corroboration and experience terms. 
The dataset analyzed consisted of 759 product reviews relating to 16 types of light bulbs 
available for purchase at Amazon.com (8 incandescent light bulb packs and 8 LED light bulbs). 
Those reviews were published online from the time the product was released until February 11, 
2015. The selection of this specific category is based on three main reasons: (1) lack of 
seasonality; (2) lack of heavy marketing activity, e.g. advertising, which reduces potential noise 
during the analysis; and (3) fewer reviews than other very popular products, which reduces the 
potential impact of other variables associated with the review – such as its posting order. The 
35 
 
two types of products, LED and incandescent light bulbs, differ in that LEDs were relatively new 
in the period of the data collection. They were introduced in the market only after 2008 (Energy 
2013). All incandescent light bulbs are established, mostly functionally equivalent products. 
For each of these 16 products the variables collected were product ID, review ID, review 
valence, review text, number of words included in the review text, verified purchase, number of 
helpfulness evaluations, and the helpfulness rating of the review. At the time of the data 
collection, these 759 reviews were assessed by 1,632 potential buyers on their perceived 
helpfulness. Additionally, a helpfulness score was calculated for each review by summing the 
number of positive votes minus the number of negative votes. For instance, a review with “1 of 3 
people found this helpful” received a score of -1 (+1 for one potential buyer assessing the review 
as helpful, -2 for two potential buyers assessing the review as non-helpful). See the Review 
Helpfulness clause in Figure 2. 
Recommendations terms were identified through seeking synonyms in the lexical 
database WordNet (University, 2010). WordNet provided synonyms for the word 
“recommendation” or “recommend” (such as “advise”) and “buy” (such as “acquire”), as many 
of the recommendations whether suggest to buy the product or not to buy it. Potentially 
conflictive words were discarded, such as “get” as one of the synonyms suggested for “buy.” 
Past tense forms of the verbs suggested by WordNet were discarded as well, e.g. “acquired” was 
discarded – as potentially narrating the product experience – but the present tense “acquire” was 
kept – as potentially suggesting to buy the product or not.1 “Acquire,” “advise,” “buy,” 
“procure,” “propose,” “recommend,” “suggest,” “tip,” and “warn” and all the remaining terms 
                                                          
1 Note the difference between “bought” as part of the product experience narration (as an example in the dataset:  
“this is why I bought this item and it has worked well for many hours”) and “buy”, related with the reviewer 
recommendation (as an example in the dataset: “the price from the current seller on Amazon is inflated, and I would 
not buy from them”). 
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associated with them after the filtering process were assigned to the list of recommendation 
words. This list of words will be employed to identify recommendations and estimate 
recommendation entropy from the text of each review. 
Product descriptions provided by the seller/manufacturer were collected (as shown in 
Figure 3) to identify the corroboration type of information included in the textual portion of 
reviews. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
Figure 3. Operationalization of corroboration terms 
 
 
 
 Standard text-mining techniques were applied to the text collected. Stop words (such as 
“the” or “a”), numbers, and punctuation were removed from the body of the text. Then, a 
Document-Term Matrix (DTM) was constructed from the remaining words in the product 
description. Instead of working with raw frequencies, a transformation called “weighting” was 
employed. The goal of this transformation is to significantly reduce the influence of very 
frequent words that carry little meaning and give more weight to those that convey more 
information (Landauer et al., 2013). The default most common weighting approach, term 
frequency-inverse document frequency (tf-idf), was applied (Dumais, 2004). This approach 
entails the multiplication of the log of the local term frequencies (localWeight) by the inverse of 
the entropy of the word in the text body (globalWeight): 
 
𝑃𝑃𝑖𝑖𝑖𝑖 = 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  ;             𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 =  𝑙𝑙𝑙𝑙𝑙𝑙2(𝑤𝑤𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑤𝑤𝑙𝑙𝑤𝑤 + 1) ; 
 
𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 = 1 +  ∑ 𝑃𝑃𝑖𝑖𝑖𝑖 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙2𝑃𝑃𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑛𝑛𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖 log𝑤𝑤𝑙𝑙𝑙𝑙𝑤𝑤𝑡𝑡𝑙𝑙𝑛𝑛𝑡𝑡𝑛𝑛  ;          𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 
 
Where:   
i = term number   
j = document number 
wordLocalFrequency = number of appearances of term i in document j 
wordGlobalFrequency = total number of appearances of term i in all the documents 
ncontexts = total number of documents 
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This entire process generated a list of potential corroboration terms. These words will be 
employed to identify corroboration information and estimate corroboration entropy from the text 
of each review. 
The textual portion of the online reviews in the dataset is a much larger body of text that 
demands additional processing. The same weighted DTM was calculated over the text of the 
reviews. But in addition to that, a reduced-rank Singular Value Decomposition (SVD) was 
calculated over the DTM. SVD retained the k-largest singular values of this matrix and the 
remainders were set to 0. This results in a reduced-dimension SVD representation, which was the 
best k-dimensional approximation to the original matrix employing least-squares. After applying 
SVD, each document and each term was represented as a k-dimensional vector in a semantic 
space. Specifically, in this research, as a vector of 121 dimensions (the number of dimensions 
was automatically selected by the R function lsa). 
Similarities and associations were then computed on this reduced-dimension semantic 
space. Since both documents and terms were represented as vectors in this space, document-
document, term-term, and document-term similarities and associations could be calculated 
(Dumais, 2004). From this semantic space, cosine measures of “closeness in meaning” were 
computed by collecting the 20 terms closest to every one of the original 759 reviews. Choosing 
the 20 closets terms allows to somehow summarize the meaning of the information contained in 
each review. This generated a pool of terms from the online reviews in the dataset.  
Recommendation and corroboration words were identified in this pool of terms from the 
recommendation and corroboration lists generated previously. Specifically, 6 recommendation 
terms and 269 corroboration terms were identified as mentioned by reviewers in the text. The 
number of times that any of the 6 recommendation terms appeared in the text of the review was 
40 
 
calculated and added for each review. Likewise, the number of times that any of the 269 
corroboration terms was included in the text of the review was counted and added for each 
review. From the pool of terms of online reviews all of those terms that were previously assigned 
to the recommendation or the corroboration information category were removed. The 1048 terms 
remaining were ascribed to the experience information category. The number of times that any of 
these experience terms appeared in the textual portion of each review was calculated and 
summed for each of the 759 reviews. 
The entropy values of the recommendation, corroboration, and experience information 
were calculated as the number of terms for each review in these categories added beyond the 
number of words provided by the seller/manufacturer in the product description. By doing so, the 
actual contribution of the reviewer to reduce the uncertainty about the suitability of the product 
through recommendation, corroboration, and experience can be estimated. It also allows to study 
the contribution of the individual review and connects it to the information already provided by 
sellers. The entropy for each category is estimated using the Maximum Likelihood (ML) method 
(Hausser & Strimmer, 2009) of the number of terms in each information category beyond the 
number of terms in the description. This method is selected for two main reasons 1) it doesn’t 
assume any prior distribution of the variable and 2) it estimates entropy from discrete counts. 
The underlying probability mass function of a discrete random variable is in practice unknown, 
hence H and θk in Equation (1) need to be estimated from observed counts yk ≥ 0. The ML 
estimator derived from Equation (1) is as follows: 
𝐻𝐻�𝑀𝑀𝑤𝑤 = −�𝜃𝜃�𝑘𝑘𝑀𝑀𝑤𝑤log (𝜃𝜃�𝑘𝑘𝑀𝑀𝑤𝑤𝑝𝑝
𝑘𝑘=1
)                    (2) 
Equation (2) is constructed by plugging the ML frequency estimates: 
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Θ�𝑘𝑘
𝑀𝑀𝑤𝑤 = 𝑤𝑤𝑘𝑘
𝑤𝑤
                    (3) 
into Equation (1), with 𝑤𝑤 = ∑ 𝑤𝑤𝑘𝑘𝑝𝑝𝑘𝑘=1  as being the total number of counts. (For instance, the text 
of the fifth review in the dataset contains 2 terms ascribed to recommendations, 3 terms ascribed 
to corroboration, and 16 terms ascribed to experience. The product description of the fifth light 
bulb contains 51 words. The entropy values of the fifth review in the dataset 
are 𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙𝑟𝑟𝑟𝑟𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝑤𝑤 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤(51,2) = 0.160681, 𝑙𝑙𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑔𝑔𝑙𝑙𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝑤𝑤 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤(51,3) =0.2145592, 𝑙𝑙𝑛𝑛𝑒𝑒𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤(51,16) =  0.5496997.) Figure 4 summarizes the complete 
methodology for the text analysis of the reviews in this study. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
Figure 4. Summary of the text analysis of the study 
 The following linear model was run to test the research hypotheses: 
𝑤𝑤 =  𝛽𝛽0 + 𝛽𝛽1𝑛𝑛1 + 𝛽𝛽2𝑛𝑛2 + 𝛽𝛽3𝑛𝑛3 + 𝛽𝛽4𝑛𝑛4 + 𝛽𝛽5𝑛𝑛5 + 𝛽𝛽6𝑛𝑛6 + 𝛽𝛽7𝑛𝑛7                    (4) 
 
Where: 
y = Helpfulness score 
x1 = Experience entropy 
x2 = Corroboration entropy 
x3 = Recommendation entropy 
x4 = Number of stars 
x5 = Verification of purchase: yes = 1/ no = 0. This is a classification variable 
x6 = Product novelty: LED = 1 / incandescent = 0. This is a classification and control variable 
x7 = Number of Evaluations. This is a control variable 
If ordinary least squares minimizes the residual sum of squares: 
�(𝑤𝑤𝑖𝑖𝑤𝑤
𝑖𝑖−1
− 𝑛𝑛𝑖𝑖𝛽𝛽)2 
The weighting criterion, number of words (wi), is incorporated so the weighted sum of 
squares is minimized: 
�𝑤𝑤𝑖𝑖(𝑤𝑤𝑖𝑖𝑤𝑤
𝑖𝑖−1
− 𝑛𝑛𝑖𝑖𝛽𝛽)2 
 
Analysis 
 
Descriptive statistics are shown in Table 1. Model 1 shows analysis results for all the 
data, Model 2 for incandescent bulbs only, and Model 3 for LED only. Table 1 shows that LED 
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reviews were more helpful, had more words, and higher values of entropies, but fewer stars. 
LED, however, had fewer confirmed purchases. 
 
 
 
Table 1. Descriptive statistics of the complete dataset 
 
  
  
  
  
  
  
Review is about 
T test 
comparing 
Incandescent 
bulbs with 
LED 
Model 1 Model 2  Model 3 
Both 
Established and 
Novel Product 
Categories 
Established 
Product 
Category 
(Incandescent 
bulbs) only 
Novel 
Product 
Category 
(LED) 
only 
Helpfulness Score 
Mean 1.28 .57 2.2 
-4.70*** Std 4.51 3.31 5.58 
N 759 431 328 
Experience 
Entropy 
Mean .45 .43 .48 
-4.55*** Std .16 .14 .17 
N 759 431 328 
Corroboration 
Entropy 
Mean .35 .30 .42 
-8.34*** Std .20 .17 .21 
N 759 431 328 
Recommendation 
Entropy 
Mean .02 .02 .03 
-2.45* Std .06 .05 .07 
N 759 431 328 
Number of Stars 
in the Review 
Mean 4.09 4.26 3.87 
3.74*** Std 1.39 1.28 1.5 
N 759 431 328 
Mean .85 0.96 .72 8.93*** 
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Verification of 
Purchase 
Std .35 .21 .45 
N 759 431 328 
Number of Words 
Mean 55.18 33.57 83.59 
-8.21*** Std 77.8 28.08 107.56 
N 759 431 328 
Number of 
Helpfulness 
Evaluations 
Mean 2.15 1.30 3.27 
-4.85*** Std 5.26 3.65 6.65 
N 759 431 328 
Significance levels *** at .001, ** at .01, * at .05 
 
 
 
The research model in Figure 1 was tested with GLM, adding the number of words as a 
weight and specifying that product novelty and purchase verification are classification variables 
(i.e. are nominal rather than rational numbers). Results are shown in Table 2 as they refer to the 
three models in Table 1. To verify the analyses, the models were run in a linear regression model 
too, producing equivalent results. The Durbin Watson statistic at 1.988 was not significant. 
Significant coefficients in Table 2 are emphasized in bold. The results of the linear regression 
with standardized betas (to enable comparison among the independent variables) are shown as 
Model 4 in Table 2. Note that the standardized betas of the Experience Entropy (standardized 
β=.15) and the Number of Stars (standardized β=.17) are close in size, suggesting that the 
narration of the experience is as important as the number of stars. (A quadratic model was also 
tested by including in the GLM model (1) the quadratic values of the independent variables. 
None of these new quadratic variables were significant, and none were selected automatically for 
entry by stepwise regression.) 
Table 1 (continued) 
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Table 2. GLM and Standardized Linear Regression Analyses Results 
 
Hypothesis 
Model 1 
(all the data) 
Model 2 
(only 
incandescent 
bulbs) 
Model 3 
(only LED 
bulbs) 
Model 4 
Standardized 
Linear 
Regression 
 Estimate (Std. Err) 
 Intercept -4.42(.64)*** -4.55(1.07)*** -4.57(.80)***  
H1 
Experience 
Entropy 4.19(1.17)*** 4.26(1.60)** 6.14(1.66)*** .15*** 
H2 
Corroboration 
Entropy -1.01(1.01) .70(1.33) -2.83(1.44) -.04 
H3 
Recommendati
on Entropy 4.11(1.30)** -.70(2.73) 4.96(1.49)*** .05** 
H4 
Number of 
Stars .54(.08) *** .56(.13)*** .51(.09)*** .17*** 
H5 
Verification of 
Purchase 
(Bought = 1) 
-.19(.27) -.13(.70) -.11(.30) -.02 
Contr
ol 
Number of 
Evaluations  .76(.01)*** .48(.04)*** .80(.01)*** .89*** 
Contr
ol 
Product 
Novelty  (LED 
= 1) 
.16(.26)   .02 
 R square .83 .35 .91 .83 
Significance levels *** at .001, ** at .01, * at .05 
 
 
 
As shown, the more information provided in the review about the previous customer 
experience, the more helpful the review is evaluated, supporting H1. H2, that having more 
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corroboration type of information in the review will increase its helpfulness score, was not 
supported. It seems that buyers reading the review are not interested in other buyers confirming 
what the manufacturer says. Including recommendations increase the helpfulness of a review, but 
interestingly only in the novel product category. This could be directly related with the two 
purposes of recommendations. As summarizing information, they can be especially helpful for 
LED reviews, which were shown to be lengthier than the incandescent ones. Or, simply, review 
users can make better use of recommendations within a product category that they are less 
knowledgeable about. H4, that more stars will increase helpfulness, was supported in both 
categories. H5, that verification of purchase will increase helpfulness, is not supported. As 
expected, reviews with more evaluations (the first control variable) were assessed as more 
helpful. Overall, reviews are more helpful if the product being reviewed is an LED as shown in 
Table 1. According to Table 2, product novelty is not statistically significant. It is also noticeable 
the difference in fit of Model 2 and Model 3 (R2 of .35 and .91 respectively). The incandescent 
light bulb model has a much lower capability to explain the variation in the helpfulness score 
than the LED model. The discussion section of this study provides potential reasons for this 
finding.  
As one of the major implications of this study, that it is the entropy of specific 
information types rather than the number of words altogether that determines helpfulness, was 
verified by running a post hoc analysis. In that post hoc analysis a stepwise linear regression was 
run with all the terms in conceptual model in Figure 1 and including beyond those also the 
number of words. The stepwise AIC-criterion regression was significant (F8,750 =120.0, p-
value<.0001, R2=.56). Using the default entry and retaining values of .05, the stepwise procedure 
included only Experience Entropy, Recommendation Entropy, the Number of Stars, and the 
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control variables Number of Evaluations and Product Novelty. The variable Number of Words 
was not chosen by the stepwise procedure to be entered. 
Due to the common problem of model choice in linear regression, the model depicted in 
Figure 1 was also analyzed through a Bayesian Adaptive Sampling (BAS) algorithm using 
Number of Words as a weighting criterion. BAS samples models without replacement using the 
initial sampling probabilities from the space of all possible models, i.e. the posterior distributions 
(Clyde, Ghosh, & Littman, 2011). The algorithm sampling routine is implemented by using the 
initial sampling probabilities, and will update the sampling probabilities using the estimated 
marginal inclusion probabilities (Amini & Parmeter, 2011). No specific distribution was 
assumed over both the regression coefficients and the prior distribution on the models – 
uninformative priors were selected. Figure 5 shows the inclusion probabilities estimated for the 
variables included in the analysis. Table 3 shows, for the five highest probability models 
represented by their inclusion indicators, which variables are included, the Bayes Factors (BF) of 
each model, the posterior probability of each model, their R2, dim (note that it includes the 
intercept), and the log of the marginal likelihood. The BAS method confirms the inclusion of 
Experience Entropy, Recommendation Entropy, Number of Stars, and Number of Evaluations as 
shown in Figure 5. Table 3 shows that by removing one of the variables selected for inclusion, 
Recommendation Entropy, the Bayes Factor decreases significantly as well as the posterior 
probability – as moving from Model 1 to Model 2 in Table 3. 
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Figure 5. Inclusion probabilities of the variables in the theoretical model 
 
 
 
Table 3. BAS analysis summary for the top five highest probability models 
 
 Model 1 Model 2 Model 3 Model 4 Model 5 
Intercept ✓ ✓ ✓ ✓ ✓ 
Ent_Exp ✓ ✓ ✓ ✓ ✓ 
Ent_Cor ✘ ✘ ✘ ✓ ✘ 
Ent_Rec ✓ ✘ ✓ ✓ ✓ 
Stars ✓ ✓ ✓ ✓ ✓ 
Verified ✘ ✘ ✓ ✘ ✘ 
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LED ✘ ✘ ✘ ✘ ✓ 
N_Eval ✓ ✓ ✓ ✓ ✓ 
BF 1.00 .11 .05 .04 .04 
PostProbs .78 .09 .04 .03 .03 
R2 0.86 0.86 0.86 0.86 0.86 
dim 5 4 6 6 6 
logmarg -4843.78 -4845.97 -4846.84 -4846.91 -4846.94 
 
 
 
Discussion 
 
Online reviews are clearly important to consumers and their helpfulness score does 
increase as their number of stars increases as Pan and Zhang (2011) suggested. The results of this 
study support that the number of stars does so but suggest no support to the hypothesis that 
verification of purchase contributes to making the review more helpful. It may be that if there are 
sufficient cues in the review about the actual interaction with the product, reporting this element 
could be irrelevant.  
Adding to theory and practice beyond previous studies of online reviews, this study 
shows that also the written component of the online reviews can contribute to their helpfulness, 
but in a perhaps less than an obvious manner. Classifying the written portion of the reviews into 
experience, corroboration, and recommendations type of information (and studying their 
contribution to reduce the uncertainty about the suitability of a product through information 
entropy), shows that experience type of information and recommendations strongly contributes 
to the assessed helpfulness of the review. Corroboration type of information, in contrast, seem to 
Table 3 (continued) 
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be detrimental in making the review helpful, and significantly so with the novel product 
category. Buyers assessing the helpfulness of the review seem to assess as immaterial the terms 
in online reviews that replicate terms that the manufacturers use to describe the product. 
The importance of recommendations and experience information, rather than the overall 
number of words, suggests that it is not the length of the review that makes it helpful, but what 
these terms are used for. Moreover, the classification of the written portion of the reviews into 
recommendations, corroboration, and experience information adds insight into what increases 
helpfulness. Apparently, some kinds of information, in this case identified as corroboration, are 
at least in these data, of little value. This suggests that encouraging reviewers to describe specific 
experiences during the whole purchase process should be considered as well as providing 
recommendations or tips about the product or the purchase process. People access online reviews 
because they want to learn from other consumers, but, apparently, selectively. Therefore, telling 
people who access online reviews about consumer experiences is seemingly helpful. Telling 
them what they already know, or at least what they can learn directly from the manufacturer, add 
little vale, at least in these data. 
Contribution to Theory 
Online reviews are clearly helpful. Discovering what exactly makes them helpful is the 
topic of this study. Specifically, what is the contribution of different types of information, as 
measured through information entropy, embedded in the review to make it helpful, and 
presumably how do they influence the decision-making process of other interested customers? 
And, relatively, how important are different types of information in the textual part of the review 
relative to its numerical stars rating? The approach this study took, analyzing experience, 
corroboration, and recommendations, rather than number of words as done by previous research, 
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sheds new light on these questions. Putting this approach into context, past research that looked 
at the written portion of online reviews examined text length (Pan & Zhang, 2011), the impact of 
linguistic styles (Ludwig et al., 2013), the role of emotions (e.g. Felbermayr & Nanopoulos, 
2016; Li & Zhan, 2011), and the influence of very specific features of the product included in the 
textual part of the review (e.g. Archak et al., 2011). This study focused on the information 
provided in the text and its categorization and quantification, it is automatic, objective, and 
numeric. The type of information to be searched in the qualitative part of reviews is provided by 
previous literature (e.g. Lee & Bradlow, 2011; Lu et al., 2014; Mudambi & Schuff, 2010). 
The theoretical framework to quantify these different types of information and 
understand their function as reducing uncertainty is provided by entropy of information. While 
this is not the first paper to apply entropy of information in marketing (e.g. Punj, 2013), this 
theory could possibly by applied to shed light also to e-commerce research, and specifically to 
the role of information within this field. Indeed, among the online review studies listed in 
Appendix A none of them included information entropy in their theoretical framework. 
Classifying terms into recommendation, experience, and corroboration type of information and 
being able to quantify their contribution to reduce uncertainty, and assessing essentially 
equivalent functionality over novel and established products, adds new insight into what makes 
reviews helpful. For example, our data shows that novel product reviews have more information 
about experience than the established product category (see Table 1), more recommendations, 
and significantly, novel product reviews provide much more information in the corroboration 
category. Within both product categories, the average estimated entropy of the corroboration 
information is smaller than the experience one. This may be because information about features 
and characteristics – as the most common information provided in the product description – may 
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be easier to convey with fewer terms, due to their more objective nature (such as the color 
temperature of the light being '2700K'). Information on how previous buyers used the product, 
the description of the usage context, and other additional experiences, such as how long it took 
the package to be delivered, will be more varied and hence demand more words. But this 
theoretical framework allows to go beyond word counts, it allows to explain the variation in 
review helpfulness through the reduction of uncertainty. The lack of physical interactions in e-
commerce poses additional uncertainty in buyers to ascertain if the product will fit their needs 
(Tan, 1999). More entropy means less uncertainty. And this study contrasts the individual 
contribution of recommendation, corroboration, and experience types of information in reducing 
that uncertainty, as assessed by potential buyers through review helpfulness. Within this 
theoretical framework, experience information shows the strongest ability among the three types 
to reduce that purchase uncertainty. Experience entropy and the number of stars are shown to be 
strong predictors of the helpfulness evaluations. 
The approach to assess review helpfulness suggested in this study expands previous 
research on the topic. The results suggest that is not only the “raw” number of words, i.e. how 
much is written, that may increase the helpfulness perception of the review – an approach 
common in the early literature (e.g. Chevalier & Mayzlin, 2006) – but, rather, what type of 
information is provided. It is not that previous research did not recognize the importance of what 
versus how much, but rather that apparently previous research did not have the tools to 
objectively do so. Indeed, Filieri (2015) suggested that potential buyers are more influenced by 
the quality of the information (information quality being defined by information depth and 
breadth, relevance, credibility, and factuality) than by information quantity. Mudambi and Schuff 
(2010) also suggested that information depth is an important predictor of review helpfulness. Cao 
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et al. (2011) found that semantic characteristics (related to the ‘substance’ of the text) are the 
most important in determining helpfulness votes. The addition of different types of information 
quantified by their entropy allows the analysis of the text portion through perhaps more nuanced 
lenses. This new perspective might also apply to the emerging literature in marketing that diverts 
from employing just review ratings – such as the number of stars – in the analyses (Wang, Liu, & 
Fang, 2015; Wu, Che, Chan, & Lu, 2015). Review ratings have been widely employed in 
previous literature – for a meta-analysis on the impact of the number of stars and the volume of 
reviews on sales see Floyd et al. (2014). Nevertheless, recent literature reports important 
shortcomings of relying solely on these reviews ratings (De Langhe, Fernbach, & Lichtenstein, 
2016).  
Previous research recognized the importance of providing product information for novel 
products (e.g. Wasson, 1978; Wind & Robertson, 1983) in order to overcome the perceived risk 
that is due to the lack of knowledge about the product (Hawkins & Mothersbaugh, 2010). 
Research also acknowledges that consumers’ interest switches from different aspects of 
information depending on whether the product is a novel or an established one (Park & Kim, 
2008). The analyses presented suggest that this intrinsic attribute of the product, its novelty, does 
not, by itself, increase the assessed helpfulness of the review, at least in this case. The novelty of 
the product, however, does determine the importance of recommendations and tips on increasing 
the perception of helpfulness of the review. For established products those recommendations do 
not contribute to review helpfulness and they seem to strongly help potential buyers in the LED 
category. The lack of knowledge about a novel product may boost the reliance of potential 
buyers on recommendations. If these buyers lack the ability to evaluate what characteristics of a 
product are relevant, they may rely more heavily on recommendations from other buyers that 
55 
 
they perceive as easier to relate to (Bickart & Schindler, 2001) and therefore may compensate for 
their lack of knowledge. 
Interestingly, Table 2 shows a relevant difference between the fit values of model 2 and 
model 3. The R2 value for the incandescent light bulbs model (Model 2 in Table 2) is .35 while 
the value for the LED one (Model 3 in Table 2) is .91. This difference in model fit may be 
related with the nature of both product categories – novel versus established products – and the 
types of customers that buy and review those products. Previous literature suggests that products 
which were recently released receive more homogeneous reviews through their ‘early adopters’ 
than already established products (Li & Hitt, 2008). The longer that those novel products are 
available in the market, the more that they are adopted by a wider variety of customers (Godes & 
Silva, 2012). This fact might have an impact on the messages conveyed by online consumer 
reviews, as being much more heterogeneous, and on the helpfulness evaluations of those 
messages as well. When the product is relatively novel, early adopters may evaluate information 
about ‘cutting-edge’ features of a product as more helpful. Once the product is adopted by the 
general population, these innovative features may not be as interesting for this general population 
as they are for the early adopters. A different type of information may be evaluated as helpful by 
the general population, such as products’ ‘ease-of-use’ (Li & Hitt, 2008). Therefore, as products 
are available in the market for longer periods of time, customers, messages, and the evaluations 
of the helpfulness of those evaluations may become more heterogeneous. This may explain the 
observed divergence between the fit of both models, and the decrease in the capability of Model 
3 in Table 2 to explain the variation of review helpfulness. 
To the best of our knowledge, this is the first attempt to address the inquiry from King et 
al. (2014) on how the textual content relates to numerical ratings. In our data, for both 
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established and novel products, more stars and more information about the experiences of 
previous customers increase the helpfulness ratings of the review. Both variables move in the 
same direction. Likewise, more stars and more recommendations increase the helpfulness of the 
review for the LEDs reviewed. The inclusion of the terms using by the seller in the review, as 
referring essential features and characteristics, may not be helpful in verifying claims made by 
manufacturers as suggested. Conversely, the inclusion of this corroboration type of information 
may signal some kind of manipulation of the review from the vendor or manufacturer (Qi, 
Zhang, Jeon, & Zhou, 2016; Singh, Nishant, & Kitchen, 2016). Potential customers may expect 
reviewers to express their personal experiences with the product (Hu, Bose, Koh, & Liu, 2012) 
rather than report features, as vendors and manufacturers usually do. 
For both product categories Verified Purchase did not significantly contribute to review 
helpfulness. This may be consistent with previous research. The literature on e-WOM has found 
contrasting results regarding the influence of different aspects of source credibility. Filieri (2015) 
suggested that the review will be perceived as more helpful if the information source is 
considered credible. Willemsen et al. (2011) found a weak positive relationship between the 
perception of helpfulness of the information and the claims of expertise from the reviewers. 
Other research found no impact of source credibility over perceived information helpfulness 
(Cheung, Lee, & Rabjohn, 2008). That helpfulness is not significantly impacted by the validation 
that the reviewer purchased the product may be because 1) online reviews are considered a 
trustworthy source of purchase information per se (Nielsen, 2012), 2) previous literature shows 
that customers trust other peer consumers’ information more than the information provided by 
marketers and advertisers (Sen & Lerman, 2007) and 3), the textual portion can provide enough 
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cues and signals about the product itself and the purchase experience that can assure the user that 
it was actually bought by the reviewer.  
Contribution to Methodology 
LSA is a natural language processing tool that can factor statistically influential terms 
across large bodies of text. Previous literature allows to classify information into different types 
of information. Information entropy allows to quantify the information as reducing uncertainty, 
in this case about the suitability of the product with potential buyers’ needs. Adding these three 
elements, as done in this study, allows to perform an automatic and objective detection, 
quantification, and analysis of the impact of information on review helpfulness. This 
methodological framework might have potential beyond the context of online consumer reviews 
and e-commerce. Social scientists may be able to apply this methodology to study considerably 
larger bodies of text than the traditional qualitative approaches, especially as it requires no 
human coders or raters. The marketing field has employed extensively external independent 
raters to code textual information from individuals. This textual information is usually provided 
in a great variety of forms, such as open-ended responses, descriptions, or thoughts after a 
marketing stimuli (Braunsberger, Buckler, & Ortinau, 2005). Despite widely used, previous 
research in marketing (Wright, 1980) questioned the internal validity of research designs in 
marketing based on independent raters due to the “moderate to poor agreement” (p. 160). The 
methodology presented in this study constitutes a potential alternative for social scientists since it 
is objective and automatic. 
The application of LSA as well as other natural language processing techniques for text 
analysis offers new avenues of research within online contexts. A similar methodology as the 
one presented in this paper could be applied to analyze other sources of online data, such as 
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social media or specialized blogs data. Likewise, LSA can provide new insights about the 
learning process from textual information online. LSA has been argued to approximate how 
people learn from text and how they discern the similarity of meaning among words (Landauer et 
al., 2013). LSA may be adequate to simulate ‘what’ potential buyers can learn from the textual 
data available online, e.g. from product reviews. This research avenue differs from previous 
studies in marketing that focused more on ‘how’ consumers learn from online reviews (Zhao, 
Yang, Narayan, & Zhao, 2013). As a potential application of this simulation, LSA could provide 
additional insights on how to develop better ways to overcome information overload in online 
settings. 
Limitations and Avenues for Future Research 
The data analyzed contained 16 products from two different categories that were 
deliberately chosen because they are essentially functionally equivalent: both product categories 
are used for the same purpose of producing artificial light. As research suggests that product type 
may play an important role in determining the perceived helpfulness of online reviews (e.g. 
Moore, 2015; Mudambi & Schuff, 2010; Pan & Zhang, 2011), replicating the study with a 
broader scope of products may reveal new insight. This may be especially relevant in the case of 
experience type of information, which may be much contextualized. What is perceived as helpful 
within a specific setting may not be perceived as such within a different one. In this sense, 
marketers may be interested in characterizing and making more accessible those reviews that are 
considered more helpful. Marketers could also be interested in making less helpful reviews less 
accessible or even deleting them. A potential way to achieve this goal is through an extensive 
characterization of how the informational elements impact the perceived helpfulness of a review 
across different product categories.  
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The methodology presented in this paper is focused on information and the different 
sources of information available on individual online reviews. It does not address other non-
strictly informational variables that may impact review helpfulness, such as sentiments. An 
actual limitation of this study is that it does not address claims of expertise or social cues as 
potentially being part of the text included in online reviews. Despite previous literature find that 
these two elements are not commonly found in online review (Lu et al., 2014) and that they may 
have a weak impact over review helpfulness (Willemsen et al., 2011), future research might 
study the role of these two elements as well.  
Conclusions 
New methodological approaches are needed to achieve a comprehensive understanding of 
the role of the different informational elements available online, especially in the case of textual 
data that, nowadays, is ubiquitous for online users. Textual data is readily available to influence 
the purchase intentions of potential customers anytime. In the U.S. just mobile connections to the 
Internet generate more than 18 million megabytes of data every minute (James, 2016). This 
research proposes and illustrates how LSA, in connection with a guidance and quantification 
framework, can advance the current marketing methodological approaches to achieve that 
comprehensive approach. The method proposed in this study can identify some aspects of what 
information from reviews is considered important and when it is important. This could open new 
avenues into the study of online reviews, determining what information is important and when. 
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CHAPTER 3: WORDS THAT HELP: HOW INFORMATION IN ONLINE CONSUMER 
REVIEWS VARIES ACROSS PRODUCT CATEGORIES 
 
Abstract 
 
This study provides a comprehensive understanding of the role of various sources 
of information, both numerical and textual, over the assessed helpfulness of 
online consumer reviews. By applying Latent Semantic Analysis (LSA) and 
information entropy, the study concurrently evaluates the contribution of two very 
different informational elements in nature, across a dataset containing 17 different 
product categories classified into predominantly search, predominantly 
experience, or mixed attributes. The results show that different combinations of 
information types contribute to increasing the assessed helpfulness of the online 
reviews across those product categories. Based on this finding, a typology is 
developed to classify product categories based on their specific combinations of 
relevant information sources. Finally, we discuss the theoretical and practical 
implications for the methodology presented and the information typology   
proposed in this research. 
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Online consumer reviews, e-WOM, e-commerce, attribute-based classification, review 
helpfulness 
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Introduction 
 
Online consumer reviews of products are an important means of building trust in the 
seller (Pavlou & Dimoka, 2006). One of the key ways in which trust is applied in ecommerce is 
through electronic Word-of-Mouth (e-WOM), including online reviews (Dellarocas, 2003). 
Accordingly, interest in online reviews has increased among both academics and practitioners as 
a valuable source of information for consumers making online buying decisions (e.g. Archak, 
Ghose, & Ipeirotis, 2011). These decisions are influenced by the negative and positive 
information about a product or service posted online by other consumers (Forman, Ghose, & 
Wiesenfeld, 2008).  
Previous literature on online consumer reviews focused on aggregated variables such as 
the average number of stars or the number of reviews for each product, or on other variables such 
as the length of the textual portion (the number of words), the readability of this textual portion, 
or the perceived diagnosticity of the information contained (Filieri, 2015; Korfiatis, García-
Bariocanal, & Sánchez-Alonso, 2012; Mudambi & Schuff, 2010; Pan & Zhang, 2011). Despite 
this body of research, the existing literature lacks a clear understanding of the weight that 
potential buyers allocate to the different sources of information available through individual 
reviews when making purchase decisions. In particular, the importance of the written portion of 
the reviews is uncertain as well as how that allocation process varies across different product 
categories. This work studies how different types of information available in individual online 
reviews make those reviews more helpful by analyzing data across a comprehensive list of 
product categories. This research studies what specific informational elements contribute to 
make them more helpful for potential customers.  
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Among the information sources available, the words included in the textual portion of the 
review are potential contributors to its helpfulness, despite limited attention in existing literature 
(King, Racherla, & Bush, 2014). This study applies Latent Semantic Analysis (LSA) to identify 
and classify high entropy words into three types of information: corroboration, recommendation, 
and reviewer’s experience. Corroboration information consists of high entropy words included in 
the description of the product by the retailer that are mentioned in the text portion of the review. 
Experience information includes the remaining high entropy words once the terms ascribed to 
corroboration and the explicit recommendations from reviewers – which constitute the 
recommendation category – were removed from the body of the text of each review. This 
approach is tested over 17 different categories of products available for purchase on 
Amazon.com. 
Specifically, this paper studies how textual information – through recommendation, 
corroboration, and experience – in combination with numerical information – through the 
number of stars – impact the assessed helpfulness of online consumer reviews. The present 
research studies how the different sources of information can be evaluated differently in regards 
to the intrinsic attributes of the product reviewed. Understanding what sources of information 
increase the assessed helpfulness for different types of products is important, since previous 
research suggests that review helpfulness impacts sales (e.g. Chen & Xie, 2008; Ghose, Ipeirotis, 
& Li, 2012). Mudambi and Schuff (2010) suggested that providing easier access to the most 
helpful reviews may have a significant strategic value for businesses as an additional source of 
differentiation. Increasing the helpfulness of online reviews can increase the time that buyers 
spend on an e-commerce site and their overall satisfaction with the online channel (Kohli, 
Devaraj, & Mahmood, 2004; Mathwick & Rigdon, 2004; Mudambi & Schuff, 2010). This study 
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contributes to determining what specific information is evaluated as more helpful for a range of 
products with different attributes. 
To develop appropriate research hypotheses, these product categories were ascribed to 
either dominant search, dominant experience, or mixed attribute products as rated by human 
coders. Attribute-based classification theory (Nelson, 1974) allows for the location of products 
on a continuum based on the difficulty to assess their characteristics and qualities by consumers 
prior to the actual purchase. Products range from ‘easy’ (search type of products) to ‘hard’ 
(experience type of products) with respect to their pre-purchase evaluation difficulty. Despite the 
fact that the attribute-based classification has been applied extensively in varying research fields, 
their use in online reviews research has resulted in inconsistent results (De Maeyer, 2012). This 
may be due to the unique set of features introduced by e-commerce, which changed consumers’ 
information search behavior (e.g. Alba, Lynch, Weitz, Janiszewski, & et al., 1997; Lynch Jr & 
Ariely, 2000). 
The results of this study suggest that potential buyers rely on the number of stars 
regardless of the intrinsic attributes of the product. The results also suggest that customers find 
different combinations of textual information in addition to the number of stars to be helpful, 
except in the case of car electronics. Within this product category customers seem to only find 
the numerical information provided by the number of stars to be helpful. Our results are 
consistent with previous literature that found either numerical or textual information were used at 
different stages of the purchase process (e.g. McGuire, 1976). This study develops a typology in 
which different product categories are grouped with respect to the specific combination of types 
of information that were suggested by the results to increase review helpfulness.  
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The contributions of this study are in: (1) suggesting a new methodology based on LSA 
and information entropy to identify and quantify different types of textual information included 
in online reviews, (2) applying this methodology over a comprehensive dataset of 17 product 
categories and almost 220,000 online reviews, (3) showing that different combinations of 
information types are assessed as helpful throughout the product categories studied, (4) 
developing an information typology of the product categories based on those combinations of 
information types, and (5) contributing to clarify the role of the number of stars as impacting 
review helpfulness. Practitioners may benefit also from this research as well. Marketers may be 
interested in identifying those elements that contribute to make the review helpful as a potential 
way to offer greater value to customers. The typology presented here can assist them on what 
type of information they might suggest reviewers to report. Additionally, the finding of this study 
may provide them with some guidance on the amount of information that they might provide as 
describing the product. 
The remainder of this study is organized as follows. Section two provides the theoretical 
background leading to the research hypotheses. Section three introduces the conceptual model 
tested over the different product categories. Section four describes the methodology employed. 
Section five presents the data analysis and results. The study concludes in section six by 
discussing the findings, limitations, and areas of future research. 
 
Theoretical Development 
 
Online Consumer Reviews and Review Helpfulness 
 
Online consumer reviews are a form of e-WOM. E-WOM is defined as “any positive or 
negative statement made by potential, actual or former consumers about a product or company, 
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which is made available to a multitude of people and institutions via the Internet” (Hennig-
Thurau, Gwinner, Walsh, & Gremler, 2004, p.39). E-WOM has a very distinctive set of 
characteristics as a means of communication, and it is considered to be an effective and 
influential element of communication about products and services because it can be accessed 
anywhere and at any time through the Internet (Bakos & Dellarocas, 2011; Duan, Gu, & 
Whinston, 2008). It is considered as balanced and counterweighted by divergent opinions, given 
that completely opposing views from different consumers are allowed to be posted together (Lee, 
Park, & Han, 2008; Senecal & Nantel, 2004). Online consumer reviews can include both textual 
and numeric information, which makes it suitable for different purchasing stages (Petty & 
Cacioppo, 1979; Weinberg & Davis, 2005).  
Within e-WOM platforms, the interactions among users can be anonymous, allowing 
consumers to post their opinions confidently, without the need of disclosing their identities 
(Goldsmith & Horowitz, 2006). Despite the advantages of e-WOM, some authors have raised 
concerns about the alleged ‘freedom’ of e-WOM. Frequently, the entire posting system is hosted 
on the seller’s e-commerce site. As a result, it can controlled by retailers, deciding who can 
participate in these forums, the type of information that can be included, and how the 
information is managed (Dellarocas, 2003). The anonymity of reviewers can also make it 
difficult for potential buyers to determine the credibility of the information provided (Chatterjee, 
2001). This anonymity, coupled with the ease of posting information online through e-WOM, 
triggered the phenomenon of fake reviews, which has been shown to increase consumer 
uncertainty (Zhao, Yang, Narayan, & Zhao, 2013). Despite the fact that online reviews can be 
manipulated, previous research suggests that even in the presence of those manipulations, they 
are still very informative (Dellarocas, 2006), since providing information is the main purpose of 
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online interactions and the suitability of that information to make a purchase decision is assessed 
mostly through review helpfulness.  
Online consumer reviews usually include many elements. These elements include the 
‘number of stars’ (also referred to as review valence), a textual portion (where reviewers provide 
further qualitative information), and an overall helpfulness score of the review. In the case of 
Amazon.com, this helpfulness score is implemented by answering the question “was this review 
helpful to you?” with “yes” or “no” as the possible answers (thumb up/thumb down). From this 
helpfulness assessment, this paper develops a helpfulness score that constitutes the dependent 
variable under study. 
Review helpfulness is “the extent to which consumers perceive the product review as 
being capable of facilitating judgment or purchase decisions” (Li, Huang, Tan, & Wei, 2013, 
p.103). Helpful product reviews can provide potential new buyers with relevant information from 
previous buyers with the purpose of easing the purchasing decision process. Review helpfulness 
can be understood as the principal tool to assess how readers evaluate the quality of the 
information provided in each of those individual reviews (Mudambi & Schuff, 2010). Previous 
literature suggests that review helpfulness can also have an important impact on product sales 
(Chen, Dhanasobhon, & Smith, 2008; Chen & Xie, 2008; Ghose et al., 2012; Hu, Zhang, & 
Pavlou, 2009) through the provision of information of the product and/or the vendor to potential 
customers (Ghose & Ipeirotis, 2011). Helpfulness ratings also allow consumers to filter the 
overwhelming amount of product information available online (Cao, Duan, & Gan, 2011). 
Helpful reviews may have additional strategic value for practitioners. Previous research suggests 
that online reviews can increase the time that potential buyers spend on a particular website, 
thanks to their so called “stickiness” effect (Mudambi & Schuff, 2010). This time spent on a site 
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can be further increased if the information provided can actually aid consumers in their decision 
making and in their trust determinations, i.e. if the information provided is in fact helpful. 
One of the potential limitations of incorporating the textual portion of each review into 
the analysis of what increases review helpfulness is that specific words may be helpful within 
one product category, but not helpful in another different category. This study employs 
information entropy to correct for this potential pitfall. 
Information Entropy and Uncertainty Reduction 
 
Information entropy, as an overarching theory, may be useful in overcoming the potential 
limitations of textual analysis. For instance, a word such as “resolution” may be relevant when 
referring to the screen resolution of a laptop, but it is probably meaningless when the product 
category under study is musical instruments. This is where the concept of information entropy 
developed by Shanon (1948) can be a valuable tool. Within information systems, entropy is 
defined as a “measure of the amount of information the system contains” (Belzer, 1973, p.301). 
Specifically, a system in this paper corresponds to the textual portion of each review. This study 
focuses the textual analysis on the amount of information provided in each review, for the three 
different types of information, instead of accounting for specific words that may be explanatory 
within only one product category. Therefore, this study extends beyond previous research in 
which text-mining techniques identified specific words – such as features of a product – (e.g. Lee 
& Bradlow, 2011). In his seminal work, Shannon (1948) suggested that the amount of 
information included within a system can be measured and has an additive property. By applying 
the additive property, if a textual piece includes different elements that are statistically 
independent from each other, the total information contained in that piece is the sum of the 
information content of the individual elements included (Machta, 1999; Shannon, 1948). This 
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study shows how three different types of information included in the text of each review can be 
identified, regardless of the product category, through a novel methodological approach. Once 
identified, the three types of information can be quantified using the additive property of 
Shannon’s entropy and their impact on review helpfulness can be studied along with numerical 
ratings. The Shannon’s entropy measure of a categorical random variable with size p and with 
associated probabilities θ1,...,θp with θk > 0 and ∑k θk = 1 in natural units is given by (Hausser & 
Strimmer, 2009): 
𝐻𝐻 =  −�𝛩𝛩𝑘𝑘𝑝𝑝
𝑘𝑘=1
𝑙𝑙𝑙𝑙𝑙𝑙(𝛩𝛩𝑘𝑘)                    (1) 
Shannon’s entropy adds not only to the methodology of this study, but it also has 
important implications for its conceptual approach. The information included in the textual 
portion of online reviews, as measured through its entropy, is related to the concept of 
uncertainty reduction (Klir, 2004). Online buyers lack the physical interaction with the product 
of the offline stores (Tan, 1999). This absence of physical cues of the product generates 
uncertainty in online buyers about the fit of the product with their actual requirements and needs. 
Information can reduce this uncertainty (Shannon, 1948; Zadeh, 2005). The amount of 
information that a system provides is also a measure of the amount of uncertainty that it reduces 
(Belzer, 1973). Ross (2016) connects uncertainty reduction with information by defining the 
latter as “knowledge, after which one receives and processes, that changes, in an uncertainty 
changing way, their ex ante probability distribution regarding a set of propositions or states” 
(p.5). As such, the amount of information provided may be a good measure of how much of the 
purchase uncertainty it reduces. 
Despite its strengths, it is important to note that high entropy values do not necessarily 
imply that the information provided is necessarily helpful to make a purchase decision (Machta, 
69 
 
1999). For instance, an abundance of information regarding screen resolution may be useless for 
a musical instrument buyer. Information is linked to the context to which it relates, since it is not 
an objective comparative measure, such as temperature. As Kendall (1973) put it “information 
only assumes any kind of reality when we specify what the information is about” (p.63), 
suggesting that the information content is context-dependent as is the corroboration, 
recommendation, and experience information. Accounting for this link of information to its 
context, the textual analyses are run independently for each product category included in the 
dataset. The connection of information to a specific context suggests the need to not only 
quantify the amount of qualitative information contained in online reviews, but also identify 
different types of information and their differential impact on review helpfulness for different 
product categories.  
Identifying Information Type through LSA 
 
In a content analysis of online reviews, Lu et al. (2014) found that information often 
corroborates, or contradicts, claims made by manufacturers and sellers. That information 
frequently relates to technical details of a product as the seller describes its most relevant 
features and characteristics (Irmak, Wakslak, & Trope, 2013). For instance, reviewers can 
dispute or corroborate that the resolution of a computer screen is in fact what the manufacturer 
claimed to be. This type of information is labeled as “corroboration” in this study. Online 
consumer reviews also contain explicit recommendations to potential new buyers of a product 
(Lu et al., 2014). Examples from the data in this study are “I highly recommend this for all 
tanners, especially those who hate the smell of bronzer tanning lotions” – regarding a lotion – or 
“I would recommend it highly to everyone, but particularly to those of you who find it tedious to 
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go through a book” – regarding a guitar lesson DVD. This type of information is labeled as 
“recommendation” in this paper.  
Once these two types of information are labeled in each review, the remaining 
information is labeled as customers’ experience. Customers’ experience provides information 
beyond what sellers detail on the e-commerce site. This experience type of information also 
includes aspects of their interaction with the product, such as service attitude, shipping, and order 
fulfillment time (Lu et al., 2014). In this study, this type of information is labeled as 
“experience.” Previous research suggested that experience and corroboration are the two most 
common types of information included in the text of online reviews (e.g. Ghose et al., 2012; Moe 
& Trusov, 2011; Mudambi & Schuff, 2010). This study adds recommendation, based on 
previous research which found that 7.1% of reviews contain these explicit recommendations 
from reviewers (Lu et al., 2014). 
This study makes use of LSA to overcome methodological shortcomings for the analysis 
of textual information referred to in previous literature (Chevalier & Mayzlin, 2006; Godes & 
Mayzlin, 2004). LSA identifies what terms (e.g. words) and what documents (in this study, the 
textual part of online product reviews) factor together in a Document-to-Terms frequency Matrix 
(DTM). This process is similar to a two-way principal component analysis (PCA) in a few ways. 
In LSA, terms that occur together are assumed to carry some latent shared meaning, as factors 
are assumed to do in PCA. As in the case of PCA, only factors that explain high degrees of the 
variance are retained in LSA. As a result of this process, the retained factors identify the terms 
that carry the most weight in explaining the variance in the DTM. 
In this study, some of those factors contain terms that were used by sellers on the e-
commerce site to describe the product and that were mentioned by reviewers in the text. Terms 
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associated with those factors were ascribed to the corroboration category and the corroboration 
entropy of each review was calculated through their count. The retained words in this category 
were mostly technical in nature, because product descriptions commonly include their most 
relevant features and characteristics (see Figure 4 as an example). Once the recommendation 
terms were identified and the recommendation entropy was estimated from the text of the review 
– as described in the methodology section – the words remaining were treated as experience 
terms. To estimate the experience entropy of each review, those experience terms remaining 
were counted. LSA allows the classification of commonly occurring high eigenvalue words in 
the online reviews as either replicating words that appear in the manufacturers’ websites or other 
information that the reviewer posted. Since the same process was applied to the seventeen 
product categories independently, the relevant terms for each of those product categories were 
selected through LSA from the category itself. Conceptually, this process could be thought of as 
the equivalent of asking human raters to identify the most influential words in the online product 
reviews and count the number of times that each review has recommendation, experience, or 
corroboration terms. From those counts recommendation, corroboration, and experience entropy 
can be estimated. The methodological approach presented automatically classifies terms 
objectively and does not depend on the product category reviewed. 
Attribute-Based Product Classification 
 
Following Nelson (1970, 1974) and Darby and Karni (1973), all goods can be located on 
a continuum of the difficulty to evaluate their attributes and characteristics prior to purchase. 
Products range from ‘easy’ to ‘hard’ to be evaluated by consumers, labeling them as search and 
experience ones respectively (Hsieh, Chiu, & Chiang, 2005). As a result, the attribute-based 
classification is implemented through the use of the increasing/decreasing availability of 
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information, its associated uncertainty, and the difficulty that customers face to obtain and assess 
the informational attributes of these products (Girard & Dion, 2010). Search attributes conform 
the level of the continuum where good characteristics can be evaluated accurately prior to the 
purchase (Swaminathan & Till, 2002). As an example, clothing and furniture were considered in 
previous literature as goods that are high in search attributes (Zeithaml & Bitner, 2000). 
Subsequent to search attributes on this continuum, experience attributes are those qualities of 
products that need to be experienced in order to be evaluated (Arora, 2006). Previous research 
suggests that for products in which experience attributes dominate, the information search is 
more difficult and costly (Klein, 1998). The intangible nature of vacations, telecommunications, 
or restaurants qualify them as examples of experience types of goods and services (Brush & 
Artz, 1999; Klein, 1998). Accordingly, products can be classified as search products when search 
attributes are more salient for consumer choice or classified as experience products when choice 
is mostly influenced by experience attributes (Hong, Chen, & Hitt, 2014). 
Products for which search attributes dominate demand different levels of information 
than products for which experience attributes dominate because of the different levels of 
difficulty to evaluate their intrinsic attributes (Huang, Lurie, & Mitra, 2009; Maute & Forrester 
Jr, 1991; Mitra, Reiss, & Capella, 1999). There is a need to expand the literature to better 
differentiate between how these different levels of information need are related to the attributed-
based classification framework, showing contrasting and opposing results within e-commerce 
settings (De Maeyer, 2012). As an example, it is widely accepted that experience products 
demand more information gathering prior to purchase than search products (Huang et al., 2009; 
Maute & Forrester Jr, 1991; Mitra et al., 1999). Previous research also found that information 
available online is more relevant for utilitarian products – such as computer software and 
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hardware – than for hedonic type of products – such as movies or music (Cheema & Papatla, 
2010). Contrasting with these findings, Wang (2013) suggested that information provided by 
online reviews is capable of impacting the sales of experience products more than sales of search 
products. 
Information Type and Attribute-Based Product Classification 
 
Focusing on the specific informational elements associated with online consumer 
reviews, the existing literature has failed to provide unified results. Cui et al. (2010) found that 
the number of stars has a significant higher impact on search type products. Other authors found 
that reviews that include more subjective information are more relevant for experiential goods; 
reviews that reinforce the information provided by sellers and manufacturers are more relevant 
for search types of products (Archak et al., 2011). Contrary to Archak’s et al. findings, other 
authors suggested that, for pure search products, the numerical ratings convey enough 
information to implement the product evaluation, and therefore there is no need to read much of 
the textual portion of reviews (Hong et al., 2014). Differing from Hong et al., Pan and Zhang 
(2011) suggested that the length of the textual portion of online reviews has a greater impact on 
utilitarian products than on experiential products. Mudambi and Schuff (2010) suggested that, for 
experience type of products, moderate reviews are more helpful than extreme ones, but this is not 
the case for search type of goods. These authors also found that longer reviews are generally 
assessed as more helpful, but this effect increases for search goods, which is also contradicts 
Hong’s et al.  
Other authors suggested that balanced reviews that include positive and negative 
comments, citing the personal experience with the product, portraying how it was employed, 
contrasting the product with other brands, and developing agreement with other reviews increase 
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the assessed helpfulness of the review for experience goods more than for the search type goods. 
Furthermore, listing features of the product increases the assessment of the helpfulness of 
reviews for search type products, but only if those features are not evaluated (Weathers, Swain, 
& Grover, 2015). These authors also suggested that reviews are assessed as more helpful for 
experience goods when they contain more positive evaluative sentences than in the case of the 
search type of products. Negative evaluative sentences decrease the assessed helpfulness of 
reviews for experience products, but does not affect the assessment of the helpfulness of the 
search products. None of these studies contrasted the role of different types of textual 
information together with numerical ratings – such as the number of stars – that may provide 
further explanation of these contrasting findings. Some of these studies also lack a 
comprehensive scope of product categories and the textual analyses are restricted to a limited 
number of documents. As a result, this research contributes to understanding the role of 
information in online reviews. How the numerical ratings and textual information contribute 
together to increase the evaluated helpfulness of each review. And how the role of this 
information varies across a comprehensive set of product categories. 
Another potential explanation of these conflicting results can be attributed to the changes 
introduced by e-commerce, departing from the traditional offline approaches. The emergence of 
the Internet changed many of the dimensions of the consumer information gathering process, and 
many of those modifications are associated with the richness of the information that is presented 
to potential buyers in online settings as a combination of text, graphics, audio, and video (Klein, 
1998; Wang, 2013), but also with the lack of physical cues. Therefore, this new perspective may 
have modified the nature of those products and their intrinsic characteristics (Hong et al., 2014; 
Wang, 2013), i.e. their classification as search or experience products. As an example, some 
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products can be sampled online prior to their purchase, such as music from a CD, other items, 
however, like clothes, cannot be tried on. This implies that products that previously were 
classified as search products for bricks-and-mortar settings, now turn to have more experience 
attributes in e-commerce settings and vice-versa (Wang, 2013). Consequently, these changes may 
cast doubt on the validity of the traditional product classifications, such as the one developed by 
Nelson (1970, p.319). To avoid this potential pitfall, this study classifies the seventeen product 
categories available in the dataset into search attributes versus experience attributes products 
using human coders. This classification task is implemented by employing actual examples of 
products included in the sample data, as shown in Appendix A. 
Hypotheses Development 
 
Previous research suggests that online consumer reviews contain important information 
in the qualitative part of the review. This paper studies the categories and impact of that 
qualitative information on review helpfulness together with the number of stars, across different 
product categories. Product reviews includes features and characteristics of those products 
discussed by their writers (e.g. Archak et al., 2011; Ghose et al., 2012). In this research, this type 
of information is what corroboration entropy attempts to capture and quantify. According to Lu 
et al. (2014) reviews also contain tips and explicit recommendations to potential new buyers. 
These tips and recommendations and the information they provide are captured by the variable 
recommendation entropy. The literature also found that the reviewers describe their personal 
experiences during the purchase and post-purchase stages (e.g. Min & Park, 2012; Moe & 
Trusov, 2011), narrating their interactions with the product as well as other purchase-related 
experiences such as packaging, shipping, or customer service. This type of information is 
represented by the variable experience entropy. 
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The Importance of Experience Information 
 
Online reviews can reduce the uncertainty of buying products online by providing 
complementary information to that which is provided directly from retailers. Previous research 
suggests that reviews that include more subjective information are more relevant for the purchase 
decision making process of experiential goods (Archak et al., 2011; Weathers et al., 2015). 
Information about the purchasing experience can provide insight into the feasibility of the 
product consumption (Irmak et al., 2013), such as how buyers interacted with the product and 
their experiences during its use. This characteristic, as conveying subjective information, may 
allow experience entropy to fulfill the informant role for experiential goods.  
The existing literature suggests that the information provided by online reviews is 
capable of having a greater impact on the sales of experience products than the sales of search 
products (Wang, 2013), potentially through the subjective information provided by these high 
entropy experience words. Experience information may be thought as adding little to the decision 
making process of search products, since the attributes of this type of products can be evaluated 
prior to consumption (Swaminathan & Till, 2002). However, the information conveyed by high 
entropy experience words can include details about how customers employed the search product, 
as well as other secondary features that may not be reported by vendors. The experience category 
includes information about customer service, shipping, packaging, and order fulfillment (Lu et 
al., 2014). This study hypothesizes that this additional information may benefit new buyers of 
both types of products, as evidenced by more helpful evaluations for reviews that include it. The 
first two hypotheses are stated as follows: 
H1: The higher the experience entropy in a review of an experience product, the more it is 
assessed as helpful 
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H2: The higher the experience entropy in a review of a search product, the more it is assessed as 
helpful 
 
The Importance of Corroboration Information 
 
The lack of physical cues in e-commerce settings makes it difficult for online buyers to 
corroborate that sellers’ descriptions of products are accurate and that the product actually meets 
the needs of those buyers. This lack of physical cues creates uncertainty and the confirmation or 
rejection of sellers’ claims by previous buyers may add to the helpfulness of the review. 
Differing from experiential products for which subjective information was suggested to be more 
relevant, Archak et al. (2011) find that reviews that reinforce the information provided by sellers 
and manufacturers are more relevant for search types of products. As high entropy corroboration 
words are mainly associated to manufacturers’ and sellers’ description of the product, their 
inclusion in the textual portion of the review may positively impact the evaluation of the 
assessed helpfulness for search products. Corroboration information allows consumers to 
validate that the characteristics and features advertised by sellers and manufacturers are accurate. 
The inclusion of high entropy corroboration words in the textual portion of online 
reviews can also benefit users during the purchase decision making process for experience type 
of products. The verification that the claims made by manufacturers are accurate, which allows 
consumers to build trust in those claims, should not vary by the type of product. The fact that 
consumers trust other consumers more than what is advertised by sellers (Sen & Lerman, 2007), 
allows potential experience buyers to contrast the accuracy of vendors’ claims through high 
entropy corroboration words as well. The next two hypotheses state this: 
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H3: The higher the corroboration entropy in a review of an experience product, the more it is 
assessed as helpful 
H4: The higher the corroboration entropy in a review of a search product, the more it is assessed 
as helpful 
 
The Importance of Recommendations 
 
Recommendations from previous buyers are perceived by new customers as less biased, 
since they can feel more related to the recommendations made by those previous buyers (Bickart 
& Schindler, 2001). Recommendations are sought by new customers to understand and manage 
the large amount of information available online during the search process. This is potentially 
helpful due to the prevalence of information overload within online settings (e.g. Shapiro & 
Varian, 1999) and especially in the case of lengthy reviews, as these recommendations can be 
employed as decision-making heuristics (Smith, Menon, & Sivakumar, 2005).  
An explicit recommendation can be helpful for both types of products, search and 
experience, due to the nature of these recommendations. They include tips and suggestions on 
purchasing the product or not (such as “it's a bargain for the price. As soon as I run out I will buy 
more,” or” I strongly recommend testing Parallels before you buy”) and other additional 
recommendations (such as “I highly suggest that if you purchase this album - make certain to 
download Revolution in the Heart,” or ”my only suggestion, besides getting one, is to choose 
your color carefully”). Reducing uncertainty by relying on others (as estimated through their 
information entropy), can also add to the helpfulness of the review regardless of the search or 
experience attribute of products, as suggested in the next two hypotheses:  
79 
 
H5: The higher the recommendation entropy in a review is of an experience product, the more it 
is assessed as helpful 
H6: The higher the recommendation entropy in a review is of a search product, the more it is 
assessed as helpful 
 
Additional Sources of Information in Online Reviews 
 
Numerical ratings, such as the number of stars, have a significantly higher impact on 
products with dominant search attributes (Cui et al., 2010). Even in the case of pure search 
products, Hong et al. (2014) suggest that those numerical ratings convey enough information to 
implement the product assessment and as a result, there’s no necessity to read much of the 
textual portion included in each review. Since the number of stars is considered in previous 
literature as a single-dimension indicator of product quality (Alex & Prendergast, 2009), this 
may lead to a positive impact on the evaluation of the helpfulness of reviews for both types of 
products, experience and search. Pan and Zhang (2011) suggest that consumers evaluating online 
review helpfulness find positive ratings – i.e. more stars – as more influential than negative ones 
– i.e. less stars – and are rated as more helpful. In other words, the number of stars and review 
helpfulness may exhibit a positive relationship. The existence of a market for artificially inflating 
the number of stars for both search and experience types of products also shows that there should 
be a positive relationship between number of stars and the perceived helpfulness, independently 
of the intrinsic characteristics of the product.2 
H7: The more stars a review of an experience product has, the more its assessed helpfulness 
                                                          
2 https://www.forbes.com/sites/nikkibaird/2015/10/19/amazon-sues-customers-over-fake-reviews-are-online-
reviews-in-trouble/#728a36f076d5 
http://fortune.com/2016/10/27/amazon-lawsuit-fake-reviews/  
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H8: The more stars a review of a search product has, the more its assessed helpfulness 
 
An interaction effect between the four sources of information – experience, 
corroboration, recommendation, and number of stars – and product type – experience, search, 
and mixed – was tested. The results concluded that there is no such interaction. The results of the 
interaction analysis are shown in Appendix C. 
 
Conceptual Model 
 
The conceptual models in Figure 1 and Figure 2 summarize the hypotheses of the 
previous section. The approach of the present study expands previous research on what elements 
increase the assessed helpfulness of a review (e.g. Mudambi & Schuff, 2010) by incorporating 
the qualitative information available in the textual portion of online consumer reviews. 
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Figure 1. Hypotheses as related to the conceptual model (experience type of products) 
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Figure 2. Hypotheses as related to the conceptual model (search type of products) 
 
 
 
 
This study employs a control variable, Number of Evaluations, as reflected in both Figure 
1 and Figure 2. Previous literature shows that consumers rely heavily on the recommendations of 
peer online consumers when making buying decisions (e.g. Forman et al., 2008; Li & Zhan, 
2011). This social persuasion can also impact the helpfulness assessment of a review and the 
number of previous helpfulness assessments can have an impact on the subsequent evaluations. 
Potential customers may follow the recommendations of others regarding the helpfulness 
perception of the review (Cialdini & Goldstein, 2004; Deutsch & Gerard, 1955). Accounting for 
this potential impact, previous literature also controlled for the number of helpfulness 
evaluations by including this variable in the research design (Mudambi & Schuff, 2010). In 
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addition, the algorithm employed by Amazon.com to rank reviews uses the aggregated number 
of helpfulness evaluations – i.e. Number of Evaluations – to rank and present reviews to online 
buyers. This approach to rank reviews creates an “anchoring effect,” which leads reviews with 
more helpful votes to be more salient and receive more additional votes from new potential 
buyers (Cao et al., 2011; Wan & Nakayama, 2014). Hence, this study controls for the total 
number of helpfulness evaluations to account for both the social persuasion and the anchoring 
effect. 
The models in Figures 1 and 2 also include the total number of words in the textual 
portion (Number of Words) as a weighting criterion. Past research claimed that the length of the 
review affects consumers (e.g. Chevalier & Mayzlin, 2006) and various measures of text length 
have been employed in the literature to test this, such as the number of characters, the number of 
words, and the number of sentences (e.g. Pan & Zhang, 2011; Salehan & Kim, 2016). Previous 
research also found a positive relationship between the length of the text and review helpfulness 
(Pan & Zhang, 2011). These findings suggest the inclusion of the number of words as an 
independent variable in the research models. In this work, the variable Number of Words is 
included as a weighting criterion during the data analysis to avoid multi-collinearity with 
experience, corroboration, and recommendation entropy. The inclusion of Number of Words as 
an independent variable may bias the analysis, since e-retailers such as Amazon.com do not 
provide reviewers with the ability to leave the textual portion blank, forcing them to add at least 
the number of stars in a textual format –i.e. “five stars.” The number of words is included to 
correct for this potential source of bias. More weight is given to longer reviews that provide 
more textual information and avoid just reporting the number of stars. Figure 3 shows the 
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variables included in the conceptual models (Figure 1 and Figure 2) as extracted from each of 
product reviews in the database: 
 
 
 
 
Figure 3. Variables extracted from reviews included in the conceptual model 
 
 
 
Methodology 
 
The methodological approach for the textual analysis of online consumer reviews 
employs LSA. LSA allows for the analysis of a large number of documents, in this case reviews, 
with minimal intervention, approximating human learning from large amounts of textual 
information, as well as human discrimination of meaning similarity between words (Landauer, 
McNamara, Dennis, & Kintsch, 2013). LSA makes it feasible to analyze large datasets 
containing qualitative information, as is the case of this study. The ability to analyze large 
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amounts of textual data was highlighted in previous research as a relevant area for future 
research (Archak et al., 2011; Ghose et al., 2012; King et al., 2014). The application of LSA to 
the text included in reviews was used to identify factors that best describe experience and 
corroboration terms. 
The dataset analyzed consists of 219,890 reviews corresponding to 41,047 different 
products divided into 17 product categories, as shown in Table 1.3 The dataset was collected in 
2014 and updated in 2016 by Dr. Julian McAuley and it has been already used in previous 
scholarly research (McAuley, Pandey, & Leskovec, 2015; McAuley, Targett, Shi, & van den 
Hengel, 2015). The variables available in this dataset are: ID of the reviewer, ID of the product, 
name of the reviewer, helpfulness rating of the review, text of the review, review valence, 
heading of the review, time of the review (unix time), and date of the review (regular format). 
The dataset contains 70 different categories, but only a sample of 17 of those was used in the 
analyses. The remaining 53 categories were not included in the analysis because they lack the 
textual portion of the review.  
A random sample without replacement of 16,381 reviews was chosen for 11 of the 
product categories selected. The selection of a random sample for these 11 categories was based 
on the size of the complete data, which was not manageable by a standard desktop computer.4 
Appendix B shows the descriptive statistics for these 17 product categories. These descriptive 
statistics presents that for two product categories, GPS and navigation and especially car 
electronics, the product descriptions provided by the retailer are much longer than for the 
remaining categories. The descriptive statistics included in Appendix B also show that beauty 
product reviews are assessed as the most helpful among the 17 product categories included in 
                                                          
3 The classification into different product categories is the one employed by Amazon.com on its own online store 
4 Intel Core i5-3470S CPU: 2.90 GHz, Memory: 16.0 GB 
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this study. Interestingly, the descriptive statistics shows that the length of the product description 
and the length of the textual portion of the review are positively correlated (ρ = 0.49). From a 
practical standpoint, this fact is intuitive. As sellers provide more information to potential buyers, 
they are also providing more topics and themes for reviewers to comment on, and therefore, 
longer online reviews can be expected. 
 
 
 
Table 1. Number of reviews and product reviewed in the dataset 
 
Amazon Product Categories Number of Reviews Number of Individual Products Reviewed 
Amazon Fashion 16,381* 5,429 
Appliances 16,381* 2,995 
Appstore Android 13,978 141 
Beauty 16,381* 1,642 
Camera & Photo 2,531 330 
Car Electronics 8,007 355 
Computers 16,381* 2,600 
GPS & Navigation 3,590 309 
Industrial & Scientific 16,381* 6,464 
Kitchen & Dining 16,381* 1,353 
Luxury Beauty 16,381* 954 
Magazines 16,381* 756 
MP3 & Accessories 16,381* 972 
Musical Instruments 16,381* 8,860 
Office & School Supplies 9,656 2,810 
Software 16,381* 4,176 
Wine 1,937 901 
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TOTAL 219,890 41,047 
   
* = A random sample without replacement from the entire category was selected 
 
 
 
For each of the reviews included in the dataset, a helpfulness score was calculated based 
on the votes from Amazon users, as the sum of the positive and negative evaluations of those 
reviews. Thus, every positive vote regarding the evaluation of the content of the review received 
a value of +1 and, every negative evaluation provided received a value of -1. For instance, a 
review with “3 of 5 people found this helpful” received a score of +1 (+3 for three readers 
assessing the review as helpful, -2 for two readers assessing the review as non-helpful). See the 
Review Helpfulness clause in Figure 3. 
The process of identifying recommendations in the text of the reviews began by using the 
lexical database WordNet (University, 2010). In this database, words are classified into sets of 
cognitive synonyms, which are interconnected and presented to the user by semantic relations, 
i.e. by words that share meaning. WordNet provided a set of synonyms for the word 
“recommendation” or “recommend” (such as “suggest”) and for the word “buy” (such as 
“procure”). Potentially conflictive words suggested were discarded, such as “get” as one of the 
synonyms for “buy.” Past tense forms of the verbs suggested were discarded as well, i.e. 
“procured” was discarded – as potentially narrating the product experience – but its present tense 
Table 1 (continued) 
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“procure” was kept – as potentially suggesting to buy the product or not.5 The words “acquire,” 
“advise,” “buy,” “procure,” “propose,” “recommend,” “suggest,” “tip,” and “warn” and all the 
remaining terms associated with them after the filtering process were assigned to the list of 
recommendation words. This list of recommendation words was employed to identify 
recommendations in the text of the review and subsequently, to estimate recommendation 
entropy. 
Product descriptions provided by the retailers were collected to identify the corroboration 
information included in the text of the review (as shown in Figure 4) for all the products included 
in the dataset. The ID of each product (Amazon’s ASIN number) was employed to scrape the 
product description available on Amazon.com and match it with the variables already available 
in the dataset.  
 
 
 
                                                          
5 Note the difference between “bought” as part of the product experience narration (as an example in the dataset: “I 
LOVE this money belt. I bought it for my first trip to Europe”) and “buy”, related with the reviewer 
recommendation (as an example in the dataset: “I would definitely buy this again”). 
89 
 
 
Figure 4. Operationalization of corroboration terms 
 
 
 
Stop words (such as “the” or “a”), numbers, and punctuation were removed from the 
body of the text. Additionally, all the characters were reduced to a lowercase format. A 
Document-to-Term Matrix (DTM) was constructed from the remaining words in the product 
description through a standard LSA function in R. Instead of working with raw frequencies, LSA 
employs a transformation called “weighting.” The goal of this transformation is to significantly 
reduce the influence of very frequent words that carry little meaning and give more weight to 
those that are less frequent but convey more information (Landauer et al., 2013). This study 
employed the default most common weighting approach (Dumais, 2004): term frequency-inverse 
document frequency (tf-idf). This weighting process entails the multiplication of the log of the 
local term frequencies (localWeight) by the inverse of the entropy of the word in the text body 
(globalWeight): 
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𝑃𝑃𝑖𝑖𝑖𝑖 = 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  ;             𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 =  𝑙𝑙𝑙𝑙𝑙𝑙2(𝑤𝑤𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑤𝑤𝑙𝑙𝑤𝑤 + 1) ; 
 
𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 = 1 +  ∑ 𝑃𝑃𝑖𝑖𝑖𝑖 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙2𝑃𝑃𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑛𝑛𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖 log𝑤𝑤𝑙𝑙𝑙𝑙𝑤𝑤𝑡𝑡𝑙𝑙𝑛𝑛𝑡𝑡𝑛𝑛  ;          𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 
 
Where:   
i = term number   
j = document number 
wordLocalFrequency = number of appearances of term i in document j 
wordGlobalFrequency = total number of appearances of term i in all the documents 
ncontexts = total number of documents 
 
This process yielded a list of product description words that was employed to identify 
corroboration information included in reviews and to estimate the corroboration entropy of each 
of the reviews included in the dataset. The entire process was repeated for the 17 product 
categories independently. For instance, descriptions of beauty products may include very 
different terms from those employed in descriptions of appliance products. Therefore, applying 
the whole analyses to the complete dataset generated 17 different lists of words for each of the 
17 different product categories. Working with 17 smaller lists of words (instead of using a 
unique large one) allows us to lower the computational burden and does not affect the 
identification process.  
The text included in each online review is a larger body of text than the product 
descriptions and therefore, it demands additional processing. The same weighted DTM was 
calculated over the textual portion of all the reviews. Additionally, a reduced-rank Singular 
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Value Decomposition (SVD) was calculated over the weighted DTM. SVD retains the k-largest 
singular values of this weighted matrix and the remainders were set to 0. This process resulted in 
a reduced-dimension SVD representation, which is the best k-dimensional approximation to the 
original weighted matrix employing least-squares. After applying SVD, each document and each 
term was represented as a k-dimensional vector in a semantic space (the number of dimensions 
of this vector was automatically selected by the R function lsa). 
Similarities and associations can then be computed on this reduced-dimension space of 
meaning. Nevertheless, since both documents and terms are represented as vectors in the 
semantic space, the similarities and associations can be calculated at the document-document 
level, term-term level, and document-term level (Dumais, 2004). Next, the closest 20 terms in 
meaning to each individual review were computed in this semantic space using cosine measures 
of “closeness in meaning.” Collecting the 20 terms that are the closest in meaning to each review 
is a way to somehow summarize the textual information content of each review and reach 
enough saturation of those terms. This process generated a pool of terms from the text in online 
reviews. As in product descriptions, this process was repeated independently for each of the 17 
product categories. Terms used by reviewers in one product category may differ from terms 
employed in another one, making the use of a single, larger space inappropriate.  
Recommendation words were identified in the 17 pools of words employing the 
previously generated recommendation list. The number of times that any of the recommendation 
terms appeared in the text of a review was counted and added. Corroboration terms were 
identified in each pool of terms, within each category, employing the corresponding 
corroboration list generated previously. The number of times that any of the corroboration terms 
appeared in the text of a review was counted and summed. From each of the 17 pools of words, 
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all the terms identified as corroboration and recommendation information were removed. The 
remaining terms were ascribed to the experience information category. The number of times that 
any of the experience terms appeared in the text of a review was counted and added. (Note that 
recommendations generated a unique list of words that was employed to identify 
recommendation terms in reviews. For corroboration and experience words, 17 independent lists 
were generated.) 
The values of entropy of the recommendation, corroboration, and experience types of 
information were estimated as the number of terms for each review in these three information 
categories added beyond the number of words provided by the seller/manufacturer in the product 
description. By doing so, the true contribution of the reviewer to reduce uncertainty about the 
product purchase through recommendation, corroboration, and experience can be estimated. This 
approach allows us to study the contribution of individual reviews and connects it to the 
information already provided by sellers. Information entropy was estimated using the Maximum 
Likelihood (ML) method (Hausser & Strimmer, 2009) of the number of terms in each 
information category beyond the number of terms in the product description. This method was 
selected for two main reasons 1) it doesn’t assume any specific prior distribution of the variable 
and 2) it estimates entropy from discrete counts. The underlying probability mass function of a 
discrete random variable is in practice unknown, hence H and θk in Equation (1) need to be 
estimated from observed counts yk ≥ 0 – i.e. the number of times that recommendation, 
corroboration, or experience terms were used in each review. The ML estimator derived from 
Equation (1) is: 
𝐻𝐻�𝑀𝑀𝑤𝑤 = −�𝜃𝜃�𝑘𝑘𝑀𝑀𝑤𝑤log (𝜃𝜃�𝑘𝑘𝑀𝑀𝑤𝑤𝑝𝑝
𝑘𝑘=1
)                    (2) 
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Equation (2) is constructed by plugging the ML frequency estimates: 
Θ�𝑘𝑘
𝑀𝑀𝑤𝑤 = 𝑤𝑤𝑘𝑘
𝑤𝑤
                    (3) 
into Equation (1), with 𝑤𝑤 = ∑ 𝑤𝑤𝑘𝑘𝑝𝑝𝑘𝑘=1  as the total number of counts. (For instance, if a 
review in the dataset contains 2 terms ascribed to recommendations and its product description 
contains 121 words. The recommendation entropy of this review 
is 𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙𝑟𝑟𝑟𝑟𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝑤𝑤 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤 (121, 2) = 0.083103. If a review in the dataset contains 9 terms 
ascribed to corroboration and its product description contains 35 words. The corroboration 
entropy of this review is 𝑙𝑙𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑔𝑔𝑙𝑙𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝑤𝑤 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤(35, 9) = 0.50664. If a review in the dataset 
contains 5 terms ascribed to experience and its product description contains 49 words. The 
recommendation entropy of this review is 𝑙𝑙𝑛𝑛𝑒𝑒𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤(49, 5) = 0.3084955.) Figure 5 
summarizes the complete methodology for the text analysis of the reviews in this study
  
 
 
 
Figure 5. Summary of the text analysis of the study 
  
 In order to test the research hypotheses, the following linear model was independently 
implemented for each of the 17 product categories: 
(1)                                    𝑤𝑤 =  𝛽𝛽0 + 𝛽𝛽1𝑛𝑛1 + 𝛽𝛽2𝑛𝑛2 + 𝛽𝛽3𝑛𝑛3 + 𝛽𝛽4𝑛𝑛4 + 𝛽𝛽5𝑛𝑛5 
 
Where: 
y = Helpfulness score 
x1 = Experience entropy 
x2 = Corroboration entropy 
x3 = Recommendation entropy 
x4 = Number of stars 
x5 = Number of Evaluations. This is a control variable 
Ordinary Least Squares (OLS) minimizes the residual sum of squares: 
�(𝑤𝑤𝑖𝑖𝑤𝑤
𝑖𝑖−1
− 𝑛𝑛𝑖𝑖𝛽𝛽)2 
The weighting criterion, number of words in the review (wi), was incorporated so the 
weighted sum of squares is minimized: 
�𝑤𝑤𝑖𝑖(𝑤𝑤𝑖𝑖𝑤𝑤
𝑖𝑖−1
− 𝑛𝑛𝑖𝑖𝛽𝛽)2 
The inclusion of the number of helpfulness evaluations leads to significant endogeneity 
for some of the product categories included in this research, as corroborated by the Wu-Hausman 
test. In order to obtain reliable estimates, a valid instrumental variable (review posting order) was 
introduced in the analysis only for those categories that exhibit a potential problem of 
endogeneity – as shown in Figure 1 and Figure 2. Through the use of a regular instrumental-
variable regression function in R, the weak instrument test validates review posting order as a 
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valid instrument for the number of helpfulness evaluations in those cases that was used. As an 
additional advantage of the use of the instrumental-variable regression function in R, the variable 
Number of Words can be also be employed as a weighting criterion, resulting in comparable 
results to the one obtained through OLS. 
The different product categories were coded as having mostly search, experience, or 
mixed attributes by human raters as being ‘easy’ or ‘hard’ to be evaluated before purchase with 
the information provided by the seller. Three PhD students from three different Departments at 
the LeBow College of Business - Drexel University were provided with 3 random examples of 
each of the 17 product categories in the dataset. These examples were also selected as close as 
possible to the average length of the product description as reported in the descriptive statistics – 
Appendix B. Therefore, 51 products were rated by the PhD students by using the instrument 
included as the Appendix A to this study. 
 
Analysis 
 
The results of the product category classification are shown in Table 2. This table shows 
that, by employing just the product description of the review, many of the product categories are 
labeled as mixed attributes, therefore it is hard to discern if their attributes are predominantly of 
search or experience. 10 categories were labeled as either predominantly search or experience 
types.  
 
 
 
Table 2. Product category classification in regards to dominant attributes 
 
Amazon Product Categories Attribute Type (Score Median) 
Agreement of Ratings 
Identical or Adjacent 
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Amazon Fashion Mixed (3) 66% 
Appliances Predominantly Search (2) 66% 
Appstore Android Predominantly Search (2) 100% 
Beauty Mixed (3) 100% 
Camera & Photo Mixed (3) 66% 
Car Electronics Mixed (3) 100% 
Computers Mixed (3) 100% 
GPS & Navigation Predominantly Search (2) 100% 
Industrial & Scientific Predominantly Search (2) 33% 
Kitchen & Dining Predominantly Search (2) 100% 
Luxury Beauty Predominantly Search (2) 100% 
Magazines Predominantly Search (2) 100% 
MP3 & Accessories Predominantly Search (2) 100% 
Musical Instruments Predominantly Experience (4) 100% 
Office & School Supplies Predominantly Search (2) 100% 
Software Mixed (3) 100% 
Wine Mixed (3) 100% 
   
 TOTAL 90.06% 
 
 
 
Table 3 reports the results for the analyses of equation (1) for the 17 product categories 
included in the dataset – significant variables are highlighted in bold. Table 3 also relates the 
variables included with the hypothesis suggested in this study. For those product categories 
Table 2 (continued) 
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found to be as of mixed attributes, the hypotheses shown are both the search and experience 
ones. Appendix B shows the complete results for these 17 analyses. 
 
 
 
Table 3. Results for the linear model analysis of the 17 product categories 
 
  Intercept Experience Entropy 
Corrob. 
Entropy 
Recomm. 
Entropy Stars 
Number 
Evals. 
Amazon Fashion 
Estimate -1.18 .08 .43 -1.12 .23 .78 
Std. Error .07 .10 .09 .17 .01 .01 
p-value < 2e-16 .46 6.65e-07 1.18e-10 < 2e-16 < 2e-16 
Hypothesis –  H3, H4  H7, H8 – 
 R2 = .89  F5,16370 = 2.76e+04 p-value<2.2e-16 
Appliances 
Estimate -2.93 .58 .43 -2.15 .55 .90 
Std. Error .15 .24 .23 .48 .03 .01 
p-value < 2e-16 .0178 .0593 7.66e-06 < 2e-16 < 2e-16 
Hypothesis – H2   H8 – 
 R2 = .95  F5,16372 = 5.86e+04 p-value<2.2e-16 
Appstore Android 
Estimate -1.29 1.47 3.46 -.30 .23 .46 
Std. Error .34 .81 .86 1.91 .08 .05 
p-value 1.34e-04 .07 6.11e-05 -.16 3.33e-03 < 2e-16 
Hypothesis –  H4  H8 – 
 R2 = .81 Wald test: 239.5 on 5 and 13972 DF p-value<2.2e-16 
Beauty 
Estimate -1.36 -1.53 -1.26 1.18 0.21 .92 
Std. Error .14 .22 .19 .47 .03 .01 
p-value < 2e-16 3.60e-12 7.07e-11 .01 6.66e-15 < 2e-16 
Hypothesis –   H5, H6 H7, H8 – 
 R2 = .98  F5,16372 = 9088 p-value<2.2e-16 
Camera & Photo 
Estimate -3.18 -.29 2.10 3.93 .56 .81 
Std. Error .32 .64 .62 1.09 .07 .01 
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p-value < 2e-16 .64 .01 .01 3.78e-16 < 2e-16 
Hypothesis –  H3, H4 H5, H6 H7, H8 – 
 R2 = .95  F5,2525 = 1.33e+04 p-value<2.2e-16 
Car Electronics 
Estimate -1.91 1.02 -.20 -.89 .41 .76 
Std. Error .17 .66 .44 1.04 .04 .03 
p-value < 2e-16 .12 .64 .40 < 2e-16 < 2e-16 
Hypothesis –    H7, H8 – 
 R2 = .96 Wald test: 750.6 on 5 and 8001 DF p-value<2.2e-16 
Computers 
Estimate -2.57 2.57 .87 -.17 .50 .65 
Std. Error .17 1.00 .36 .42 .03 .08 
p-value < 2e-16 9.85e-03 .02 .68 < 2e-16 6.61e-16 
Hypothesis – H1, H2 H3, H4  H7, H8 – 
 R2 = .86 Wald test: 820.3 on 5 and 16360 DF p-value<2.2e-16 
GPS & 
Navigation 
Estimate -5.18 -1.21 9.87 -3.10 .93 .73 
Std. Error .56 1.31 3.10 2.62 .12 .08 
p-value < 2e-16 .35 1.51e-03 .23 7.66e-14 < 2e-16 
Hypothesis –  H4  H8 – 
 R2 = .93 Wald test: 366.9 on 5 and 3584 DF p-value<2.2e-16 
Industrial & 
Scientific 
Estimate -3.20 .02 .20 1.13 .62 .85 
Std. Error .10 .20 .14 .39 .02 .01 
p-value < 2e-16 .93 .17 .01 < 2e-16 < 2e-16 
Hypothesis –   H6 H8 – 
 R2 = .88 Wald test: 438.3 on 5 and 16369 DF p-value<2.2e-16 
Kitchen & Dining 
Estimate -3.60 7.44 .44 2.69 .72 .75 
Std. Error .30 1.48 .48 .88 .06 .04 
p-value < 2e-16 5.3e-07 .36 2.32e-03 < 2e-16 < 2e-16 
Hypothesis – H2  H6 H8 – 
 R2 = .94 Wald test: 2068 on 5 and 16375 DF p-value<2.2e-16 
Luxury Beauty Estimate -2.72 2.96 -.02 -1.53 .54 .62 
100 
 Table 3 (continued) 
Std. Error .17 .90 .27 .54 .04 .08 
p-value < 2e-16 1.00e-03 .95 4.59e-03 < 2e-16 6.09e-16 
Hypothesis – H2   H8 – 
 R2 = .87 Wald test: 496.6 on 5 and 16375 DF p-value<2.2e-16 
Magazines 
Estimate -8.89 1.42 6.67 -.01 1.55 .64 
Std. Error .38 .58 .70 .93 .08 .02 
p-value < 2e-16 .01 < 2e-16 .99 < 2e-16 < 2e-16 
Hypothesis – H2 H4  H8 – 
 R2 = .82 Wald test: 1031 on 5 and 16375 DF p-value<2.2e-16 
MP3 & 
Accessories 
Estimate -4.38 9.28 -1.71 -.06 .94 .64 
Std. Error .61 2.86 1.02 1.84 .12 .08 
p-value 9.02e-13 1.15e-03 0.1 .97 8.30e-15 5.22e-16 
Hypothesis – H2   H8 – 
 R2 = .86 Wald test: 496.2 on 5 and 16375 DF p-value<2.2e-16 
Musical 
Instruments 
Estimate -5.48 -0.99 1.80 -3.84 1.02 .84 
Std. Error .17 .24 .18 .33 .03 .01 
p-value < 2e-16 2.72e-05 < 2e-16 < 2e-16 < 2e-16 < 2e-16 
Hypothesis –  H3  H7 – 
 R2 = .90  F5,16374 = 3.11e+04 p-value<2.2e-16 
Office & School 
Supplies 
Estimate -1.03 -.11 1.05 .32 .30 .43 
Std. Error .18 .28 .25 .51 .04 .01 
p-value 4.47e-09 .70 2.20e-05 .53 < 2e-16 < 2e-16 
Hypothesis –  H4  H8 – 
 R2 = .37  F5,9650 = 1129 p-value<2.2e-16 
Software 
Estimate -3.53 4.11 .45 5.61 .56 .78 
Std. Error .44 1.41 .80 1.26 .09 .04 
p-value 1.98e-15 3.59e-03 .57 9.22e-06 2.14e-10 < 2e-16 
Hypothesis – H1, H2  H5, H6 H7, H8 – 
 R2 = .89 Wald test: 762.7 on 5 and 16373 DF p-value<2.2e-16 
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Wine 
Estimate -2.10 .06 -.07 .63 .46 .58 
Std. Error .16 .13 .14 .05 .03 .01 
p-value < 2e-16 .64 .62 .01 < 2e-16 < 2e-16 
Hypothesis –   H5, H6 H7, H8 – 
 R2 = .53  F5,1931 = 436 p-value<2.2e-16 
 
 
 
Table 3 shows that consumers rely on the number of stars for all the product categories 
included in the dataset (supporting hypotheses H7 and H8). For Amazon fashion products, review 
users find the review more helpful if the text includes corroboration terms (supporting 
hypotheses H3 and H4). In the case of the appliances product category, potential new buyers seem 
to rely more on the words that narrate the experiences of previous buyers when assessing the 
helpfulness of a review (supporting hypothesis H2). For the Android appstore category, 
consumers find corroboration terms more helpful than other types of terms such as experience or 
recommendation (supporting hypothesis H4). In the beauty product category, review users 
assessed recommendation terms as the most helpful among the three types (supporting 
hypotheses H5 and H6). For camera and photo products, the most helpful terms, as evaluated by 
review users, are both corroboration terms and recommendations (supporting hypotheses H3, H4, 
H5, and H6).  
Car electronics is the only product category in the dataset in which potential new buyers 
seem to rely only on numerical information and they do not assess as helpful any of the textual 
information types. Within the computers category, the results suggest that review users find 
helpful both corroboration terms and terms that explain the experience of previous buyers 
(supporting hypotheses H1, H2, H3, and H4). GPS and navigation customers seem to rely more on 
corroboration terms to make a purchase decision as a potential mean to confirm or refute sellers’ 
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claims (supporting hypothesis H4). In the case of industrial and scientific, potential buyers seem 
to rely upon the explicit recommendations of previous buyers (supporting hypothesis H6). 
Likewise, review users in the kitchen and dining category also seem to rely on recommendations 
and also on experience terms (supporting hypotheses H2 and H6). Luxury beauty, like appliances, 
is a product category in which customers assess as more helpful information that is related with 
the experience of previous customers (supporting hypothesis H2).  
The results of the analyses suggest that experience and corroboration terms are evaluated 
as helpful to make a purchase decision within the magazine product category (supporting 
hypotheses H2 and H4). Terms related to the narration of previous customers’ experiences seems 
to be assessed as the most helpful in the case of the MP3 and accessories category (supporting 
hypothesis H2). For musical instruments and office and school supplies, corroboration type of 
information increases the helpfulness of the review as suggested by the analyses (supporting 
hypothesis H3). Within the software product category, review users seem to rely on both 
experience terms and explicit recommendations of previous buyers (supporting hypotheses H1, 
H2, H5, and H6). For the wine product category, recommendation terms are suggested by the 
analyses results as increasing the assessed helpfulness of the review (supporting hypotheses H5 
and H6). 
 
Discussion 
 
This research studies how textual information – through recommendations, 
corroborations, and experience – and numerical information – through the number of stars – 
impact the assessed helpfulness of online consumer reviews. To better understand its findings, 
this paper implements a typology of product categories regarding the informational elements that 
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were found in the analyses as positively impacting review helpfulness. This information 
typology is shown in Table 4. 
 
 
 
Table 4. Relevant informational elements as related to product categories 
 
Profile Type Amazon Product Categories 
Relevant 
Informational 
Elements 
Attribute Type 
1 
Amazon Fashion 
Corroboration 
Entropy, Number of 
Stars 
Mixed 
Appstore Android Search 
GPS & Navigation Search 
Musical Instruments Experience 
Office & School 
Supplies Search 
2 
Appliances 
Experience Entropy, 
Number of Stars 
Search 
Luxury Beauty Search 
MP3 & Accessories Search 
3 
Beauty 
Recommendation 
Entropy, Number of 
Stars 
Mixed 
Industrial & 
Scientific Search 
Wine Mixed 
4 Camera & Photo 
Corroboration 
Entropy, 
Recommendation 
Entropy, Number of 
Stars 
Mixed 
5 
Computers Experience Entropy, 
Corroboration 
Entropy, Number of 
Stars 
Mixed 
Magazines Search 
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6 
Kitchen & Dining Experience Entropy, 
Recommendation 
Entropy, Number of 
Stars 
Search 
Software Mixed 
7 Car Electronics Number of Stars Mixed 
 
 
 
As shown in this table, potential new buyers evaluate different sources of information as 
helpful. In this study, car electronics is the only category in which online customers only rely on 
numerical information. Otherwise, online consumers employ different combinations of elements 
of numerical nature – the number of stars – and textual nature – experience, corroboration, and 
explicit recommendations – to reduce the uncertainty about the suitability of the product. For 
Amazon fashion, appstore Android, GPS & navigation, musical instruments, and office & school 
supplies a combination of the number of stars and the inclusion of terms in the text that 
corroborate or refute sellers’ claims seem to increase the assessed helpfulness of the review. 
Appliances, luxury beauty, and MP3 & accessories buyers evaluated as more helpful those 
reviews that include terms associated with previous buyers’ experiences in addition to the 
number of stars. Beauty, industrial & scientific, and wine are categories in which explicit 
recommendations are important to increase the assessed helpfulness of the review together with 
the number of stars reported in the review. For Camera & Photo, review users seem to consider 
corroboration and experience terms and number of stars as increasing the perception of the 
helpfulness of the review. Within the computers and magazines categories, a combination of 
experience and corroboration terms included in the text, in addition to the number of stars 
reported, seems to raise the number of positive votes that the helpfulness of the review receives. 
Table 4 (continued) 
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For kitchen and dining and software, the number of stars and experience and recommendation 
terms increase the helpfulness perception of a review. 
Contribution to Theory 
 
Online reviews are helpful for consumers making purchase decisions (e.g. Mudambi & 
Schuff, 2010). It is the purpose of this study to contribute to clarifying what specific information 
assists consumers better – as assessed by review helpfulness – on that decision making task 
across different product categories. Information reduces uncertainty (Shannon, 1948; Zadeh, 
2005). Therefore, the findings of this research contribute to elucidating which types of 
information reduce online purchase uncertainty. 
As a first element, the number of stars positively impact the helpfulness of the review, as 
Pan and Zhang (2011) suggested across all of those categories. The number of stars is a relevant 
informational element to assist consumers on the task of learning about the quality of a product 
(e.g. Filieri, 2015). As previous literature suggests, numerical information, such as the number of 
stars, may be employed by consumers during the early stages of the buying process (Petty & 
Cacioppo, 1979). While in these early stages, consumers face a variety of products and they are 
not committed to any of them. Consumers make use of heuristics – such as numerical ratings – to 
reduce the number of choices and make product evaluations easier (Jacoby, 1984; McGuire, 
1976). Therefore, this informational element may be useful for all the product categories as it can 
help in the early stages of the purchase process of all types of products. The existing literature 
seems to lack agreement consensus on how the number of stars influences potential new buyers. 
Several authors found that a very low number of stars is more influential over review users, 
while other authors suggested that is actually a high number of stars that is more influential (e.g. 
Hu et al., 2009; Kuan, Hui, Prasarnphanich, & Lai, 2015; Pan & Zhang, 2011; Sen & Lerman, 
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2007; Wu, 2013). By analyzing a large amount of online reviews, this study contributes to this 
stream of research, finding support for Pan and Zhang’s proposition.  
In practical terms, this strong positive relationship between the number of stars and 
review helpfulness may be one of the reasons behind the existence of a market of inflated 
ratings. Sellers and manufacturers face the challenge of the loss of control over product 
communications, due to the information shared among peer buyers through e-WOM (Mayzlin, 
Dover, & Chevalier, 2014). The anonymity of posting online reviews made it easier for dishonest 
manufacturers and sellers to try to manipulate the information propagated through review sites 
by publishing fake reviews strategically biased in their favor (Dellarocas, 2006; Heydari, 
Tavakoli, & Salim, 2016). The results of this study support the underlying motivation to do so, as 
more stars increase the assessed helpfulness of the review. 
In the later stages of the purchase process, consumers are committed to a narrower set of 
choices, are more involved in the buying process, and more motivated to read the text included in 
the review and assess the review helpfulness (Pan & Zhang, 2011). In this sense, previous 
research suggested that consumers are more likely to systematically process information from e-
WOM if they already have purchase intentions (Weinberg & Davis, 2005). The results of this 
study supports the relevance of textual information to help buyers make decisions, suggesting 
that specific types of textual information contribute to an increase in the assessed helpfulness of 
reviews as well. For some of the product categories studied, the textual information is equally as 
important as the number of stars. (Note in Appendix B that the standardized betas for the number 
of stars and for the three types of information entropies are frequently of the same size. This 
suggests a similarity of the importance between textual and numerical ratings such as the number 
of stars.)  
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The information search has been characterized as an iterative process for online shopping 
(Punj & Moore, 2009), therefore a strict separation between when heuristics are used – such as 
the number of stars – and when textual information is used – such as experience, corroboration, 
and recommendation terms – cannot be established. Despite this limitation, numerical variables 
are more likely to influence the early stages of the buying process and the textual part of the 
review is more likely to influence the actual purchase intention (Jacoby, 1984). The iterative 
process associated with online shopping has additional consequences, since it allows all these 
different informational means, i.e. numeric and textual information, to be evaluated together on 
their helpfulness. The results of this study strongly support this notion.  
Previous research highlighted the scarcity of empirical research on the applicability of the 
search/experience framework (Girard & Dion, 2010; Klein, 1998). Several authors implemented 
product classifications in regards of the intrinsic search vs. experience attributes to address this 
gap in the literature. Franke et al. (2004) implemented an updated version of Nelson’s original 
classification (1974), including a comprehensive variety of product categories. Due to the 
changes that the emergence of the Internet and online shopping brought, other authors 
implemented a classification that shares the e-commerce settings of the present work. These 
authors themselves defined their work as an “online product review-based classification” (Hong 
et al., 2014, p. 36). In the case of this study, the classification was implemented by human 
coders, rating how ‘easy’ or ‘hard’ it is to evaluate the suitability of the product before buying it 
by using the information provided by the seller. Attribute-based classifications allow us to 
discover patterns in the type of textual information that is assessed as helpful by potential new 
customers.  
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The profile type 1 in Table 4, for which corroboration terms are relevant predictors of 
helpfulness, is mostly of the search attribute type following the classification implemented in this 
study. This result supports the findings of previous literature. Reviews that reinforce the 
information provided by sellers was found to be more relevant for search types of products 
(Archak et al., 2011) and assessed as more helpful to reduce purchase uncertainty. Other authors 
classified the attributes of the products in these categories as mixed – Franke et al. (2004) – and 
experience – Hong et al. (2014). 
The profile number 2 in Table 4, for which high entropy words of the experience type are 
relevant, was labeled by coders as belonging to predominant search attributes – according to the 
information provided by retailers. Experience information may provide feedback about shipping, 
packaging, or customer services (Lu et al., 2014), in addition to the actual interaction with the 
product. This characteristic of the experience information may be beneficial for buyers of search 
products, as reflected by the unanimity of product labeled as search within this second profile 
type. Previous literature labeled these product categories (appliances, luxury beauty, and MP3 
and accessories) mostly as experience type of products, possibly reflecting the relevance of those 
experiences for these product categories. This finding warrants further investigation.  
Profiles 3 and 4 in Table 4 were labeled as of mixed attributes by coders. 
Recommendations are the most relevant textual element for profile 3; and corroboration and 
recommendation terms are the most relevant for profile number 4. The undefined attributes of 
these product categories, labeling them as “mixed,” may lead review users to assess the explicit 
recommendations of previous buyers as helpful. An explicit recommendation can be employed 
as a heuristics to make a purchase decision in situations where search or experience attributes are 
not enough salient. The results of this study suggest that recommendation information 
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contributes to reduce uncertainty, as assessed by buyers through review helpfulness. Both 
approaches utilized in previous literature – Franke et al. (2004) and Hong et al. (2014) – 
evaluated these product categories mostly as experience attributes.  
Profiles 5 and 6 are similar in that coders labeled them as of half-way between search and 
mixed attributes. More of one type of entropy was found significant for both profiles, experience 
and corroboration for profile 5 and experience and recommendations for profile 6. This validates 
again one of the major findings of this study: buyers of different product categories find different 
combinations of information types helpful. A common pattern in the results of this study is that 
product categories labeled as having mixed attributes or half-way between search and mixed 
attributes (profiles 3, 4, 5, and 6) exhibit recommendations or two different types of textual 
information (corroboration and recommendation, corroboration and experience, or 
recommendation and experience) as relevant predictors of helpfulness. The undefined attributes 
of these 8 product categories – mixed attributes – may explain this specific pattern. Previous 
literature reported profile 5 as being mostly of experience attributes – Franke et al. (2004) – and 
mixed attributes – Hong et al. (2014). For profile 6 the categorization was reverted, as Frank et 
al. (2004) evaluated these products as of mixed attributes and Hong et al. (2014) as of experience 
attributes.  
Profile 7 includes only one product category, car electronics, for which no single textual 
type of information was found as contributing to increasing review helpfulness. This study 
labeled this category as mixed and Franke et al. (2004) as experience type of attributes. As 
exhibited in Appendix B, this product category contains the longest product descriptions out of 
all of the 17 product categories included (282.98 words for car electronics vs. 91.95 words for 
the remaining 16 categories). This amount of information can lead consumers to rely on 
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numerical ratings – such as the number of stars – to make product evaluations and avoid a 
potential information overload (Jacoby, 1984; Lee & Lee, 2004; McGuire, 1976). It also suggests 
that retailers might balance the amount of information provided to consumers. Previous literature 
found that an inverse quadratic distribution of the number of words included in the textual 
portion of the review more accurately explains the number of helpfulness votes that it receives 
(Kuan et al., 2015) and suggest the benefits of moderate review length (Schindler & Bickart, 
2012). The number of words in the description of the product may provide topics and themes to 
reviewers to talk about and therefore, justify the positive correlation between the product 
description length and the review length. After certain number is surpassed, however, adding too 
many words may have the effect of information overload, causing consumers to rely only on 
numerical heuristics. 
Contribution to Methodology 
 
This study develops an information typology based on (1) numerical ratings such as the 
number of stars; (2) the identification and quantification of specific terms included on the textual 
part of the review, as implemented by LSA; and (3) the estimation of the contribution of those 
terms in reducing uncertainty through information entropy. The methodological approach 
suggested in this study can potentially have applicability beyond the context of online reviews. 
The methodology performs an objective analysis of numerical and textual sources of information 
together and it is also capable of performing this analysis over a large amount of data. Social 
scientists and practitioners may equally benefit from this objective and automatic methodology 
applied to analyze large sources of combined numerical and textual data. 
The use of LSA brings additional advantages over regular text-mining analyses, such as 
term-frequency counts. LSA allows researchers to extract information, even if that information is 
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not explicitly conveyed in the text of the review. Words and combinations of words included in 
the text convey implicit knowledge that can be extracted with LSA (Gefen, Endicott, Fresneda, 
Miller, & Larsen, Forthcoming). The ability to account for implicit information may not be 
relevant when researchers are interested in information that is explicitly expressed in the text – 
such as the computer memory being 16 GB. Explicit information may be easily attained by term-
frequency counts. The ability to reveal implicit knowledge may be relevant when the type of 
information that interests researchers cannot be easily accessed in the text. In this study, this 
characteristic was particularly helpful to account for recommendation information. 
Recommendations can be explicitly expressed in the text, such as “I recommend not to buy this 
product from Amazon, because it is clearly overpriced.” However, recommendations are 
sometimes implied in the text and can potentially be captured by LSA, such as “in my opinion 
you should look for another product.” Within the marketing field, the task of uncovering implicit 
information embedded in text has commonly been implemented by raters and coders 
(Braunsberger, Buckler, & Ortinau, 2005). The ability of coders and raters to uncover that 
implicit knowledge has been extensively considered in previous research (e.g. Wright, 1980). 
The methodology presented in this research can potentially account for both explicit and implicit 
information. 
Limitations and Avenues for Future Research 
 
Future research may be interested in the use of the informational elements studied here, 
especially the textual ones, as new pieces in the research design can be used to answer relevant, 
unanswered questions. For instance, can the identification and quantification of these 
informational elements lead to a better classification of reviews than the ranks based on 
helpfulness votes as currently implemented by Amazon.com? Can the identification and 
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quantification of these informational elements lead to a better classification of reviewers, based 
on their level of expertise, instead of the common approach of quantifying the number of reviews 
written by the reviewer? Finally, can the identification and quantification of these informational 
elements lead to a better identification of fake reviews? 
This study focuses on information and the sources of information available at the 
individual review level. Previous research evaluated the importance of aggregated variables such 
as the variance of the stars and the volume of reviews (e.g. Khare, Labrecque, & Asare, 2011; 
Purnawirawan, Eisend, De Pelsmacker, & Dens, 2015) and other non-informational variables 
such as sentiments (e.g. Salehan & Kim, 2016) on the assessment of the review helpfulness. 
Aggregated variables and non-informational variables are not included in this study. Future 
research may be interested in developing a complete study of all the informational variables 
(aggregated and non-aggregated) together with non-informational variables over the assessed 
helpfulness of online product reviews. 
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CHAPTER 4: ALL THAT GLITTERS IS NOT GOLD: IDENTIFICATION, 
EXTRACTION, AND APPLICATIONS OF PRODUCT INFORMATION FROM 
ONLINE CONSUMER REVIEWS 
 
Abstract 
 
Previous research shows that the helpfulness of online reviews may not be the 
most appropriate evaluation measure of the quality of the information provided by 
those reviews. This methodological paper suggests a new approach to rank online 
consumer reviews based on three variables of information content of the textual 
portion of each review in addition to the readability of that text. Furthermore, this 
study extends that approach to the evaluation the contributions of the reviewers 
and suggests the potential application of this new methodology for the detection 
of fake online reviews. The methodology demonstrated in this research is tested 
using 49,143 online reviews from three different product categories available on 
Amazon.com: appliances, computers, and luxury beauty. This study concludes by 
testing the prediction capabilities of the information conveyed in each review by 
employing the textual portion as their only input using twelve different methods. 
Finally, the implications of the methodology and its applicability is discussed, in 
addition to suggested areas of future research. 
 
 
 
 
Keywords 
 
Online consumer reviews, e-WOM, e-commerce, review helpfulness, reviewer expertise, fake 
reviews, natural language processing, information entropy 
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Introduction 
 
E-retailers acknowledge the importance of consumer reviews for online sales, since 
customers cannot physically touch those products before purchasing them. Online reviews are a 
relevant source of purchase information that helps overcoming this lack of physical interaction 
(Chevalier & Mayzlin, 2006) assisting consumers in their purchase decisions (Chen & Xie, 
2008). Previous research has extensively studied the link between product reviews and sales, 
somehow recognizing their role as influencing consumer’s behaviors (e.g. Chevalier & Mayzlin, 
2006; Floyd, Freling, Alhoqail, Cho, & Freling, 2014; Wang, Liu, & Fang, 2015; Wang, Li, Ye, 
& Law, 2016), finding that those reviews assessed as ‘helpful’ have a greater impact on product 
sales (Chen, Dhanasobhon, & Smith, 2008). Despite the importance of online reviews as a source 
of pre-purchase information, the existing literature has questioned their ability to accurately 
reflect the experience of previous buyers with products (e.g. De Langhe, Fernbach, & 
Lichtenstein, 2016; Li & Hitt, 2008; Wan & Nakayama, 2014). This concern about the accuracy 
and validity of the information contained in online reviews has also gained mass media attention 
(Gani, 2015; News, 2013). Consumer skepticism toward online reviews has grown, as online 
buyers question the credibility of the information provided and reviewer’s motivation to share 
information (Shan, 2016). To address those concerns, online retailers have started to implement 
diverse actions to reassure review readers and attest to the validity of the information in online 
reviews. Presumably, by doing so, retailers attempt to ensure – or even increase – customers’ 
trust in online reviews as a reliable source of pre-purchase information. The actions undertaken 
by online sellers include legal retaliation against fake reviewers, improving the process of 
developing a product review, or improving the way that reviews are ranked and presented to 
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users (Aral, 2014; Gani, 2015; Kim, 2013; Rubin, 2015). The present research suggests a new 
methodology that can contribute mainly to the latter of these actions. 
This methodological paper analyzes the textual portion of online reviews using text-
mining techniques including Latent Semantic Analysis (LSA), to identify and quantify high 
entropy words into three types of information: corroboration, experience, and explicit 
recommendations. Corroboration information is related to high entropy words used by sellers to 
describe their product and are also employed by reviewers in the text. After accounting for 
explicit recommendations made by the reviewer, experience information accounts for the 
remaining high entropy words in the textual portion of the product review. This study proposes a 
method to classify reviews based on their information content, using a combination of LSA and 
Principal Component Analysis (PCA). The difference between review rankings based on 
helpfulness assessments – such as those provided on Amazon.com – and the ranking suggested 
in this research is estimated through Kendall’s τ and Spearman’s ρ.  
Furthermore, the methodological approach presented – as an objective measure of the 
textual information content – can potentially be employed for two more purposes. As the first 
one, to identify and rank reviewers based on the textual information that they provide. Previous 
literature acknowledges the influence and persuasive power of ‘expert’ online reviewers (e.g. 
Senecal & Nantel, 2004; Zhang, Zhang, & Yang, 2016). Many e-commerce and online review 
sites developed rankings of their reviewers based on the number of reviews posted – such as 
TripAvisor.com – or on the aggregated number of ‘helpfulness’ votes received by a reviewer – 
such as Amazon.com – as an attempt to identify their more active and involved contributors.  
This paper suggests a new method to classify reviewers based on the textual information 
provided in their reviews. The correlation between reviewer rankings based on helpfulness 
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assessments – e.g. Amazon.com – and on the number of reviews posted – e.g. TripAdvisor – and 
the ranking suggested in the present research is estimated through Kendall’s τ and Spearman’s ρ. 
And second, the methodology presented is also suggested as a potential mean to identify ‘fake 
reviews,’ which is recognized as one of the more prevalent and serious issues associated with 
online consumer reviews (e.g. Dellarocas, 2006; Heydari, Tavakoli, & Salim, 2016; Mayzlin, 
Dover, & Chevalier, 2014). The paper concludes by testing 12 classification methods to assess 
their predictive ability using the information contained in the text of the review. All of the 
methods are semantic methods of text classification – they employ word meaning – widely 
available through the statistical software R (CRAN, 2017), which can be employed to assess both 
the information content of future reviews or the information provided by new reviewers. 
The methodology suggested is tested using 49,143 reviews of three dissimilar product 
categories – appliances, computers, and luxury beauty – available for purchase at Amazon.com. 
The dissimilarity of the three product categories highlights the wide ranging applicability of the 
methodology presented. The major contributions of this research are: (1) proposing and 
demonstrating a new methodology to identify and quantify information in individual online 
reviews and rank both reviews and reviewers, (2) suggesting a potential application of the 
methodology for fake review detection, and (3) testing the predictive capabilities of 12 semantic 
methods on the textual information content of the reviews in the dataset. 
The remainder of this research is organized as follows. The second section provides the 
theoretical foundation for this research. The third section develops the new methodology based 
on text-mining (LSA), information entropy, and PCA. The fourth section shows its potential 
application for review classification. The fifth section shows its potential application for 
developing reviewer rankings. The sixth section suggests a potential application for fake review 
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detection. The seventh section tests the semantic methods for prediction. And section eight is the 
discussion. 
 
Theoretical Development 
 
Online Reviews and the Current Measures of Review Helpfulness 
 
Online consumer reviews are a type of electronic Word of Mouth (e-WOM) (Floyd et al., 
2014). E-WOM is “any positive or negative statement made by potential, actual or former 
consumers about a product or company, which is made available to a multitude of people and 
institutions via the Internet” (Hennig-Thurau, Gwinner, Walsh, & Gremler, 2004, p.39). 
Marketers recognize the important role of previous buyers as a source of purchasing information 
that influences new buyers’ behavior (e.g. Brown & Reingen, 1987; McFadden & Train, 1996). 
The early literature on online reviews suggested that consumers consider the information 
provided by other peer consumers as valid and reliable (Bickart & Schindler, 2001; Godes & 
Mayzlin, 2004; Mayzlin, 2006) due to its non-commercial nature (Sen & Lerman, 2007). Online 
reviews are effective and more influential than other sources of information about products and 
services, since they can be accessed anywhere and at any time through the Internet (Bakos & 
Dellarocas, 2011; Duan, Gu, & Whinston, 2008). 
There are several elements that are commonly found in each individual online consumer 
review, including the number of stars, a textual field for reviewers to provide additional 
qualitative information, and a helpfulness evaluation of the review.6 This helpfulness evaluation 
is provided by potential new buyers assessing the quality of the information included in each 
review (Mudambi & Schuff, 2010). Review helpfulness is defined as “the extent to which 
                                                          
6 Amazon.com implements the helpfulness evaluation by asking review readers “was this review helpful to you?” 
and providing “yes” or “no” (thumb up/thumb down) as the only possible answers 
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consumers perceive the product review as being capable of facilitating judgment or purchase 
decisions” (Li, Huang, Tan, & Wei, 2013, p.103). Hence, helpful reviews can provide consumers 
with information from previous buyers that can ease the purchase decision process and reduce 
the uncertainty associated with the lack of physical cues from the product (Tan, 1999). 
Highlighting the relevance of review helpfulness, previous literature suggested that review 
helpfulness can impact sales (Chen & Xie, 2008; Ghose, Ipeirotis, & Li, 2012). Aware of this 
impact, retailers developed rankings based on the assessed helpfulness of the review to allow 
consumers to filter the increasing amount of product information available online (Cao, Duan, & 
Gan, 2011). Several findings in the literature have put into question the suitability of helpfulness 
ratings to assess the actual quality of the information provided. 
Wan and Nakayama (2014) and Li and Hitt (2008) found that, for those reviews labeled 
as the “most helpful,” the helpfulness ratings were exaggerated and much higher than the 
evaluations of online reviews collected from a random population. Previous research also 
suggested that the helpfulness votes of product reviews are not strongly correlated with objective 
measures of review quality (Danescu-Niculescu-Mizil, Kossinets, Kleinberg, & Lee, 2009; Liu, 
Cao, Lin, Huang, & Zhou, 2007). These findings led some authors to address two different 
meanings of “helpfulness”: helpfulness in the narrow sense – as a sales assistant helping in 
making an informed purchase decision – or helpfulness “in the wild” – as defined by the way 
users of sites such as Amazon.com evaluate reviews in practice – (Danescu-Niculescu-Mizil et 
al., 2009). Previous research identified several types of biases as a potential reason for the 
difference between these two meanings of review helpfulness. This study will try to identify 
potential sources of bias, define variables that can account for bias, and will attempt to control 
for them in its methodology. 
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Potential Sources of Bias in Online Reviews 
 
Liu at al. (2007) identified three types of biases in the evaluation of review helpfulness: 
imbalanced vote bias, winner cycle bias, and early bird bias. The imbalanced vote bias suggests 
that Internet users tend to rate others’ opinions positively rather than negatively. The winner 
cycle bias indicates that reviews awarded a lot of helpfulness votes will continue to attract more 
votes because the reviews that are top ranked are more easily accessible to users. Finally, the 
early bird bias suggests that the earlier a review is posted, the more votes it will receive. This 
“first-mover” effect has been observed in other areas, such as Online Sourcing Markets (OSM) 
(Gefen & Carmel, 2013). The posting order of the online review accounts for the early bird bias 
and potentially, to a great extent, for the imbalanced vote bias and for the winner cycle bias. 
Since early reviews get more helpfulness votes than late ones (Liu et al., 2007), they are more 
likely to receive more future helpfulness votes through the winner cycle bias. Early reviews gain 
default authority to users (Liu et al., 2007), eventually influencing the objectivity of the 
helpfulness votes due to the imbalance vote bias – as earlier reviews’ helpfulness may be 
evaluated more positively rather than negatively. Hence, review posting order may suitably to 
account for the accessibility of the online review. These three sources of bias may lead to the 
earliest reviews being more accessible than late reviews.  
Additionally, the algorithm employed by Amazon.com to rank the most helpful reviews 
is based on the aggregated number of evaluations that the reviews received. This feature has an 
“anchoring effect”, leading to more helpful reviews receiving more votes since they are made 
more salient for potential buyers (Cao et al., 2011; Wan & Nakayama, 2014). This research 
employs the number of evaluations of the helpfulness of a review to account for this anchoring 
effect and the possible divergences with review posting order.  
120 
 
Figure 1 presents an example of this divergence as extracted from Amazon.com on 
04/22/2017. The helpfulness assessment determines the order in which online reviews are 
presented to review users. The first reviews shown are more likely to influence buyers’ purchase 
decisions since they are more accessible to users. According to Amazon’s system, those reviews 
with higher helpfulness ratings are shown first. Previous literature suggests that the date of the 
reviews presented first is unlikely to be close to the current time (Liu et al., 2007), as it is 
illustrated in this example; however, the reviews shown are not the first available for this 
product. This divergence is intended to be captured by employing the number of helpfulness 
evaluations of a review in addition to the posting order. 
 
 
 
 
Figure 1. Reviews on Amazon.com as ordered by the number of helpfulness votes 
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Several studies have addressed the impact of negative or positive valence (number of 
stars) on the evaluation of the information provided by reviews, as leading to a negativity or 
positivity bias (e.g., Hu, Zhang, & Pavlou, 2009; Kuan, Hui, Prasarnphanich, & Lai, 2015; Pan 
& Zhang, 2011; Sen & Lerman, 2007; Wu, 2013). These studies found that negative or positive 
star ratings are more influential over variables, such as sales or review helpfulness. 
Corroborating this, De Langhe et al. (2016) found a relevant lack of consistency between star 
ratings and ‘more objective’ measures of product quality obtained from ConsumerReports.org 
scores. By incorporating the number of stars variable, this study corrects for the negativity and 
positivity bias suggested in previous research (Wu, 2013; Wu, Van Der Heijden, & Korfiatis, 
2011). Previous studies also suggests that the number of stars may not reflect product 
performance accurately, since its distribution follows a J-shaped pattern (Hu et al., 2009) – with 
very few reviews rating products with 2 or 3 stars. Ullah et al. (2016) suggest that review ratings, 
such as the number of stars, can be better understood as a sort of catharsis, i.e. emotional release. 
These authors also find that on the extreme positive side of the review ratings, reviews 
encompass a greater balance of positive emotional content in contrast to the extreme negative 
side of the review ratings, where the negative emotional content is smaller. This finding may 
help to explain the aforementioned J-shaped distribution of the number of stars. Based on this 
literature, this study contends that the number of stars is more closely related to a potential 
source of bias impacting the actual evaluation of the information content, and as a sort of 
catharsis, also potentially closer to the sentiments included in the textual part of the review. 
Sentiments included in the text were consistently found to impact the assessed 
helpfulness of online consumer reviews, regardless of the actual information content of the 
review (e.g. Chong, Li, Ngai, Ch'ng, & Lee, 2016; Hu, Bose, Koh, & Liu, 2012; Salehan & Kim, 
122 
 
2016). Therefore, it is reasonable to posit that they can bias the helpfulness evaluation as well. A 
sentiment analysis over each of the reviews included in the dataset will be implemented to 
account for this potential source of bias. This sentiment analysis provides a sentiment score that 
may be a good representation of the emotional balance of the content included in each review. 
The sentiment score may be helpful to control for this potential source or bias and it may be 
helpful as well for the fake review detection as addressed further on.  
These sources of bias suggest that more objective measures of information quality should 
be developed beyond the current helpfulness assessment. This study controls for the potential 
sources of bias suggested in previous literature by incorporating three variables: the number of 
stars, the review posting order, and a sentiment score for each review. The methodology 
proposed shows that these potential sources of bias can be separated, to a great extent, from the 
information included in online reviews. If that is the case, the methodology suggested may be a 
suitable alternative to review helpfulness to evaluate the information content of each individual 
review. 
Accounting for Information Content with Information Entropy 
 
The length of the text is a variable widely employed in previous literature as a measure of 
information content in online reviews, even in the early attempts of processing the textual data 
included in each review (Godes & Mayzlin, 2004). Some authors found a positive relationship 
between the length of the text and review helpfulness (e.g. Mudambi & Schuff, 2010). 
Nevertheless, a limiting issue of using textual length, as a measure of information content, is that 
specific words that can be informative for one product category may not be informative for 
another. Even more important, more words may not imply more information or better 
information. Previous literature found that new buyers are more influenced by the quality of 
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information –defined as information breadth and depth, credibility, relevance, and factuality – 
than by information quantity (Filieri, 2015). This study employs information entropy as a 
theoretical approach to overcome these limitations. The Shannon’s entropy of a categorical 
random variable with size p and with associated probabilities θ1,...,θp with θk > 0 and ∑k θk = 1 in 
natural units is given by (Hausser & Strimmer, 2009): 
𝐻𝐻 =  −�𝛩𝛩𝑘𝑘𝑝𝑝
𝑘𝑘=1
𝑙𝑙𝑙𝑙𝑙𝑙(𝛩𝛩𝑘𝑘)                    (1) 
Information entropy was suggested by Shannon (1948) in his seminal work “A 
Mathematical Theory of Communication.” Entropy of information is defined as a “measure of 
the amount of information the system contains” (Belzer, 1973, p.301). In the case of online 
consumer reviews, the term ‘system’ refers to the textual portion included in each review. Two 
of the most important contributions of the seminal work from Shannon are related to the 
properties of information: information can be actually measured and has an additive property. 
Therefore, if a message contains elements that are statistically independent of each other, the 
total information contained is the sum of the information content of the individual elements 
(Machta, 1999; Shannon, 1948). 
Entropy of information is related to the concept of uncertainty reduction (Klir, 2004). 
This should be highly relevant in e-commerce, since the lack of physical cues from products 
creates additional uncertainty in buyers to discern whether the product will fulfill their needs or 
not (Tan, 1999). If information reduces uncertainty (Shannon, 1948; Zadeh, 2005), a measure of 
information content can also be understood as a measure of uncertainty reduction (Belzer, 1973). 
Following this idea, Ross (2016) defined information as “knowledge, after which one receives 
and processes, that changes, in an uncertainty changing way, their ex ante probability distribution 
regarding a set of propositions or states” (p.5). Specifically, the information provided by online 
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reviews can reduce purchase uncertainty in new buyers, as measured by information entropy. 
Therefore, the estimation of information entropy for each review, instead of measures of text 
length, may be a more appropriate and objective measure of its information content. 
The methodology suggested accounts for three types of information included in online 
reviews as reducing purchase uncertainty: corroboration, experience, and explicit 
recommendations from previous reviewers. These three types of information are suggested in 
previous literature as the most relevant types included in online consumer reviews (e.g. Lee & 
Bradlow, 2011; Lu, Li, Zhang, & Rai, 2014; Moe & Trusov, 2011; Mudambi & Schuff, 2010; 
Sánchez-Franco, Navarro-García, & Rondán-Cataluña, 2016). Corroboration is information 
provided by manufacturers and sellers that is validated or refuted by reviewers in the textual 
portion. To reduce purchase uncertainty, individuals rationally seek to verify the claims that 
manufacturers make from other sources, such as peer consumers (Racherla, Mandviwalla, & 
Connolly, 2012; Ramirez, Walther, Burgoon, & Sunnafrank, 2002). An additional content in 
online reviews is the description of previous buyers’ experiences. This is a distinguishing 
characteristic of online reviews from traditional business-to-consumer communications. 
Experience information is generally not easy to access through other means other than e-WOM 
(Li et al., 2013; Mudambi & Schuff, 2010). In a content analysis of online reviews, previous 
research found that 7.1% of online reviews contain recommendations or tips from previous 
buyers (Lu et al., 2014). Accounting for this, this research estimates the information entropy 
associated with those recommendations as well.  
In addition to measures of information content, this study also employs a readability 
index to account for the ability of the reviewer to convey the information in the review. Due to 
the open and available nature of online reviews, the way the information is conveyed may impact 
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the ability of new buyers to understand and use the information. In this sense, previous research 
suggested that higher readability has a positive effect on variables such as review helpfulness 
(Ghose & Ipeirotis, 2011; Korfiatis, García-Bariocanal, & Sánchez-Alonso, 2012). As one of the 
most standard measures of readability, this study employs the Automated Readability Index 
(ARI) developed by Senter and Smith (1967). Therefore, the study estimates measures of 
information content through information entropy and of text readability through ARI, as related 
to how well the information is conveyed, while controlling for the aforementioned sources of 
bias. These variables are applied to rank online reviews, but can also be employed to identify the 
most active reviewers and to assess their contribution in terms of the information that they 
provided.  
Reviewer Expertise as an Element of Source Credibility 
 
Reviewers are assessed on their credibility as reliable/unreliable sources of information 
as potential new buyers search for cues and signs that those reviewers have credibility 
(Mackiewicz, 2010). Bennett (1999) asserted that online messages are evaluated through the 
question “Who is telling me this?” (p. 4). Credible sources are critical in e-commerce as the 
anonymity of reviewers can make difficult for potential buyers to determine the credibility of the 
information provided (Chatterjee, 2001). In the context of product reviews, source credibility is 
the extent to which the reviewer is perceived as a reliable source of product information and can 
be trusted as giving objective opinions about products (Goldsmith, Lafferty, & Newell, 2000; 
Shan, 2016). Credible sources of information induce more positive attitudes toward products 
than other less credible sources. Sources evaluated as credible can also increase the purchase 
intention of consumers through the adoption of the messages that they conveyed (Shan, 2016). 
Source credibility is closely related to expertise (Ohanian, 1990). 
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Expertise is the extent to which the source of information is perceived as capable of 
making accurate and valid assertions, based on the knowledge and skills that he or she possesses 
(Homer & Kahle, 1990; Ohanian, 1990). Experts are more persuasive over information recipients 
than non-experts (Petty, Cacioppo, & Goldman, 1981) and their messages influence other 
consumers more (Senecal & Nantel, 2004). These two facts, increased ability of persuasion and 
increased ability of influence, may justify why practitioners are interested in identifying their 
most important contributors.  
Different review sites developed systems to identify and rank reviewers on their 
contribution as information providers. Some of those sites allow users to evaluate reviewers on 
the perceived helpfulness of the information provided – e.g. Amazon.com as shown in Figure 2. 
Other sites simply account for the number of reviews posted. As an example, Figure 3 shows the 
Top Reviewers list from TripAdvisor.com. Accounting for the importance of recognizing their 
best reviewers, other sites provide financial incentives to those of them who have proven 
themselves as credible reviewers – e.g. Epinions.com.  
  
  
 
 
 
Figure 2. Amazon.com Top Reviewer ranking  
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Figure 3. TripAdvisor Top Reviewers list  
 
 
 
 A common practice among sites is to recognize their most important contributors as “top 
reviewers” as shown in Figure 2 and Figure 3 or by assigning “badges” to their best reviewers. 
Previous research suggested that potential buyers are more receptive to messages conveyed by 
reviews that exhibit these signals of quality reviewers (Baek, Ahn, & Choi, 2012; Ghose & 
Ipeirotis, 2011). Based on this theoretical background, the task of evaluating the contribution of 
reviewers seems to be especially relevant. As previous literature suggested, publicly recognizing 
the best contributors provides “good reason” for consumers to trust the review of a complete 
stranger (Willemsen, Neijens, & Bronner, 2012). The next section addresses one of the most 
relevant problems derived from the growing popularity of online consumer reviews as a source 
of purchase information. 
The pervasive problem of fake reviews 
 
The increasing propensity of consumers to use and share information through online 
product reviews has created a challenging situation for manufacturers and retailers (Dellarocas, 
2000). One of the most important threats posed by online reviews is the loss of control over the 
information provided about a product. Through traditional methods of business-to-consumer 
communication – e.g. advertising – firms oversaw what information was conveyed to consumers 
about products (e.g. Hu et al., 2012). Online reviews constitute a potentially effective and 
efficient mechanism for regulating the marketplace (Malbon, 2013) as providing a 
communication channel for product information shared among peer consumers with – allegedly 
– no firm control. Nevertheless, the ease and relative anonymity with which consumers can share 
product information (Dellarocas, 2006) and the threat of losing control over business 
communications triggered the phenomenon of ‘fake reviews.’ 
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Dishonest manufacturers and sellers were tempted to control and optimize the 
information propagated through review sites by anonymously publishing fake reviews that were 
strategically biased in their favor (Dellarocas, 2006; Heydari et al., 2016). Review manipulations 
are defined as “vendors, publishers, writers, or any third-party consistently monitoring the online 
reviews and posting non-authentic online reviews on behalf of customers when needed, with the 
goal of boosting the sales of their products” (Hu et al., 2012, p.674). These manipulations can 
take place over numerical ratings – such as the number of stars – and/or the text posted in a 
review (Hu et al., 2012). As a consequence of these manipulations, previous literature suggested 
two important effects of fake reviews (Mayzlin et al., 2014). First, consumers who were deceived 
by what they believed to be truthful information may make suboptimal choices. Second, the 
likelihood of reading manipulated reviews may create new uncertainty and lead consumers to 
mistrust the information provided by online reviews. 
Despite being raised as a possible future issue in early literature (e.g. Dellarocas, 2000), 
there are several things that may have contributed to making review manipulations pervasive. 
First, e-retailers do not publicly discuss to what extent this issue may impact their businesses or 
how they specifically fight this type of fraud (Hu et al., 2012). Furthermore, there is no clear 
definition of what constitutes a fake review. This hampers the ability of e-retailers to mandate 
legal actions against review manipulators (Hu et al., 2012; Malbon, 2013). Finally, technically, it 
is very difficult to distinguish fake reviews from the real ones (Jindal & Liu, 2008). This 
identification task is even more complicated due to the lack of reliably labeled data that can be 
used to test the potential approaches that are available (Hernández-Fusilier, Montes-y-Gómez, 
Rosso, & Guzmán-Cabrera, 2015). This study suggests the combination of two variables to 
potentially spot fake reviews: sentiments and information.  
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Previous research suggested that sentiments are commonly employed by manipulators to 
bias reviews with the intention of influencing potential buyers’ behavior (Hu et al., 2012). This 
type of manipulation through sentiments was observed in other areas beyond online reviews, 
such as advertising, public relations, lobbying, or professional writing (Gurun & Butler, 2012; 
Kahn & Kenney, 2002). Manipulators tend to employ positive emotive language to influence 
customer’s behaviors – i.e. positive sentiments – (Hu et al., 2012; Peng & Zhong, 2014). 
Information content was suggested in previous research as an additional variable that potentially 
can be used to spot fake reviews (Ong, Mannino, & Gregg, 2014). Based on Oliver (1974), Ong 
et al. contend that the reward from the act of manipulating reviews is not high and therefore, fake 
reviewers may not spend time incorporating information to their manipulated reviews. This 
suggests that the information content of these reviews may be very low. The lack of information 
in manipulated reviews is consistent with studies about criminal behavior. These studies found 
that the expected reward of the criminal act determines the intensity of the criminal action 
(Viscusi, 1986). Based on this literature, we suggest the fact that a review containing positive 
sentiments and virtually no information may be employed as a cue to tag it as a potential fake 
review. Section six of this study shows the application of our methodology and a few examples 
of reviews extracted from the dataset that were tagged as potentially manipulated. 
 
Methodology 
 
The dataset employed in this research consists of 49,143 reviews from Amazon.com 
corresponding to three product categories: appliances, computers, and luxury beauty (16,381 
reviews per category). The dataset was collected in 2014 and updated in 2016 by Dr. Julian 
McAuley and it has previously been used in scholarly research (McAuley, Pandey, & Leskovec, 
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2015; McAuley, Targett, Shi, & van den Hengel, 2015). The variables available are: ID of the 
reviewer, ID of the product (Amazon’s ASIN number), text of the review, number of stars, 
helpfulness votes, the number of helpfulness evaluations of each review, and the posting date of 
the review. The date of the review combined with the ID of the product allows us to calculate the 
posting order of each review. The sentiment score was calculated for each of the reviews in the 
dataset following and standard lexicon-based sentiment analysis (Hu & Liu, 2004; Taboada, 
Brooke, Tofiloski, Voll, & Stede, 2011). Vocabulary-based techniques classify text by affect 
categories based on the presence of affect words such as “happy,” “sad,” “afraid,” or “bored” – 
detected from a dictionary – and provides a global score as reflecting the negative, positive, or 
neutral polarity of a given text (Ortony, Clore, & Collins, 1988).  
Text-mining techniques, and specifically LSA, were employed to analyze the textual part 
of each of the 49,143 online reviews of the dataset. LSA is employed to identify and quantify the 
number of terms ascribed to recommendation, corroboration, and experience types of 
information in the text of each review. The terms belonging to the three types of information will 
be employed to estimate the recommendation, corroboration, and experience entropy embedded 
in the text of each individual review. LSA is an automatic statistical method that defines the 
similarity of meanings across words (named “terms” in LSA) and documents (online consumer 
reviews) by analyzing large bodies of text. LSA identifies through singular value decomposition 
(SVD) what terms (e.g. words) and what online product reviews factor together in a Document-
to-Terms frequency Matrix (DTM). Terms that factor together are assumed to carry some latent 
shared meaning, as factors are assumed to do in a PCA. As in PCA, factors that explain high 
degrees of variance are retained. The retained factors identify terms that carry the most weight in 
explaining the variance in the DTM. As LSA applies SVD, the terms in the text can be 
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associated with each other even if they do not co-occur together. It is enough for two terms to 
both co-occur with a third term to make the former two terms close in meaning (Landauer, Foltz, 
& Laham, 1998). Previous research suggests that LSA approximates some aspects of human 
learning from vast amounts of text and human discrimination of meaning similarity between 
words (Landauer, McNamara, Dennis, & Kintsch, 2013). LSA allows for the analysis of many 
documents – online product reviews – with minimal human intervention. All of these 
characteristics make LSA especially suitable for the kind of analysis performed in this paper. 
Explicit recommendations in the text of the review were identified by using the lexical 
database WordNet (University, 2010). WordNet classifies words into groups of cognitive 
synonyms, which are presented to the user by their semantic relations – by words that share 
meaning. WordNet provided synonyms for the words “recommend” and “recommendation” 
(such as “suggest”) and “buy” (such as “acquire”), since many of the recommendations are 
associated with suggestions about buying or not buying a product. Potentially conflictive words, 
such as “get” – as one of the suggested words for “buy” – were discarded. Past tenses were 
discarded as well, as potentially narrating the experience with the product, such as “I bought this 
washing machine and it worked well for many loads.” The resulting list contained the words 
“acquire,” “advise,” “buy,” “procure,” “propose,” “recommend,” “suggest,” “tip,” and “warn” 
and the associated words to them – such as “recommendations,” “warning,” or “suggestions.” 
The list of words allowed us to identify recommendations in the qualitative portion of the review 
and estimate the recommendation entropy of each of those review. 
Product descriptions provided by the retailer/manufacturer were collected by using the 
ASIN number of each of the products reviewed as a reference (as shown in Figure 4). These 
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product description were employed to identify corroboration terms, as reviewers confirm or deny 
these claims from the sellers in the text of the review. 
 
 
 
 
Figure 4. Operationalization of corroboration terms 
 
 
 
Product descriptions provided a large body of text, so additional text-mining operations 
were required. As a first step, stop words (such as “the,” “a,” or “an”), numbers, and punctuation 
marks were removed from the text. The remaining words were included in a DTM where each 
term had a frequency for each of the documents included. But instead of working with raw 
frequencies, a transformation called “weighting” was used. This transformation reduces the 
influence of frequent words, which carry very little meaning, and gives more weight to those 
words that convey more information (Landauer et al., 2013). One of the most common weighting 
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transformation, tfidf – local weight term frequency, global weight inverse document frequency – 
, was applied (Dumais, 2004). This approach requires the multiplication of the log of the local 
term frequencies (localWeight) by the inverse of the entropy of the word in the text body 
(globalWeight): 
 
𝑃𝑃𝑖𝑖𝑖𝑖 = 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤  ;             𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 =  𝑙𝑙𝑙𝑙𝑙𝑙2(𝑤𝑤𝑙𝑙𝑤𝑤𝑤𝑤𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑤𝑤𝑙𝑙𝑤𝑤 + 1) ; 
 
𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 = 1 +  ∑ 𝑃𝑃𝑖𝑖𝑖𝑖 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙2𝑃𝑃𝑖𝑖𝑖𝑖𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑛𝑛𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑖𝑖 log𝑤𝑤𝑙𝑙𝑙𝑙𝑤𝑤𝑡𝑡𝑙𝑙𝑛𝑛𝑡𝑡𝑛𝑛  ;          𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 ∗ 𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑡𝑡 
 
Where:   
i = term number   
j = document number 
wordLocalFrequency = number of appearances of term i in document j 
wordGlobalFrequency = total number of appearances of term i in all the documents 
ncontexts = total number of documents 
 
This entire process was repeated independently for the three product categories included 
in the dataset. As a consequence, three different lists of product description words were 
generated and were employed later to identify corroboration terms in reviews. Working with 
three different product description lists allowed us to reduce the computational burden of 
working with a unique large list of product description words and it does not affect the 
identification process of those words in the text of reviews. 
The analysis of the text included in each online review started by generating a weighted 
DTM. The weighted DTM was calculated over the textual portion of all the reviews. This is a 
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very large body of text, so this case called for the use of LSA and the use of dimension-reduction 
methods. A reduced-rank SVD was calculated over the weighted DTM. SVD kept the k-largest 
singular values of the weighted matrix and all the remaining values were set to 0. This process 
resulted in a SVD reduced-dimension representation, which was the best k-dimensional 
approximation to the original weighted DTM by using least-squares. After this process, each 
term and each document was represented in a semantic space as a k-dimensional vector (the 
number of dimensions of this vector is automatically selected by the lsa function in R). This 
reduced-dimension space of meaning allowed us to compute similarities and associations 
between terms, between documents, and between documents and terms, since both documents 
and terms were represented as vectors in the semantic space (Dumais, 2004). To summarize the 
information available, the closest 20 terms in meaning to each of the 49,143 reviews in the 
dataset were computed using this semantic space. Selecting 20 terms allows to achieve enough 
saturation as well. 
This process was repeated for the three product categories, independently, with the same 
purpose of lowering the computation burden. As a result, three different pools of terms included 
in each review were generated. (Note that recommendations generated a single list of words, 
while product descriptions and the text of reviews generated three independent lists.)  
Recommendation terms were labeled in the three pools of review words using the 
original list of recommendation words. The number of times that any of the recommendation 
terms was mentioned in the text of the review was counted and summed. Likewise, corroboration 
terms were identified in the three pools of review words from the three lists of product 
description words. The number of times that any of the corroboration terms appeared in the text 
of the review was counted and added. From the three pools of review words, all the terms that 
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were previously ascribed to recommendation or corroboration were removed. The remaining 
words were labeled as experience terms. The number of times that any of those experience terms 
was mentioned in the text of the review was counted and summed. 
After this identification process, the entropy of the recommendation, corroboration, and 
experience types of information was estimated as the number of terms for each review added 
beyond the number of words included in the product description by the seller. In this way, the 
contribution of the reviewer to reduce the uncertainty about the product aptitude to potential new 
buyers can be estimated. It also allows us to study the contribution of individual reviews, beyond 
the information that is provided by sellers. Information entropy is estimated using the Maximum 
Likelihood method (Hausser & Strimmer, 2009) of the number of terms of the recommendation 
type added beyond the number of terms in the product description provided by the seller. The 
Maximum Likelihood method is selected for two reasons (1) it doesn’t assume any type of prior 
distribution for the variables and (2) it estimates entropy from discrete counts – as the 
methodology counts the number of recommendation terms in each review. The underlying 
probability mass function of a discrete random variable is in practice unknown, hence H and θk 
in Equation (1) need to be estimated from observed counts yk ≥ 0 – i.e. the number of times that 
recommendation, corroboration, or experience terms were used in each review. The ML 
estimator derived from Equation (1) is: 
𝐻𝐻�𝑀𝑀𝑤𝑤 = −�𝜃𝜃�𝑘𝑘𝑀𝑀𝑤𝑤log (𝜃𝜃�𝑘𝑘𝑀𝑀𝑤𝑤𝑝𝑝
𝑘𝑘=1
)                    (2) 
Equation (2) is constructed by plugging the ML frequency estimates: 
Θ�𝑘𝑘
𝑀𝑀𝑤𝑤 = 𝑤𝑤𝑘𝑘
𝑤𝑤
                    (3) 
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into Equation (1), with 𝑤𝑤 = ∑ 𝑤𝑤𝑘𝑘𝑝𝑝𝑘𝑘=1  as the total number of counts. (For instance, a 
review in the dataset that contains 3 terms ascribed to recommendations and 53 words in the 
product description would have a value of recommendation entropy of 
𝑤𝑤𝑙𝑙𝑙𝑙𝑙𝑙𝑟𝑟𝑟𝑟𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝑤𝑤 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤(53, 3) = 0.2088998. If the review also includes 15 terms ascribed 
to corroboration terms, the corroboration entropy of this review 
is 𝑙𝑙𝑙𝑙𝑤𝑤𝑤𝑤𝑙𝑙𝑔𝑔𝑙𝑙𝑤𝑤𝑙𝑙𝑡𝑡𝑙𝑙𝑙𝑙𝑤𝑤 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤(53, 15) = 0.5276515. And if the review provides 9 terms ascribed 
to experience terms, the experience entropy of this review is 𝑙𝑙𝑛𝑛𝑒𝑒𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙 𝑙𝑙𝑤𝑤𝑡𝑡𝑤𝑤𝑙𝑙𝑒𝑒𝑤𝑤(53, 9) =0.4142232.) Figure 5 summarizes the text analysis implemented as part of our methodology. 
 
  
  
 
 
 
Figure 5. Summary of the text analysis of the study 
 
 
  
 As a measure of the readability of the text, the ARI score is calculated through the 
following standard formula (Senter & Smith, 1967) for each of the reviews in the dataset (as 
using the number of characters, the number of words, and the number of sentences in each 
individual review): 
𝐴𝐴𝐴𝐴𝐴𝐴 𝑆𝑆𝑙𝑙𝑙𝑙𝑤𝑤𝑙𝑙 =  4.71 �𝑤𝑤𝑤𝑤𝑟𝑟𝑔𝑔𝑙𝑙𝑤𝑤 𝑙𝑙𝑜𝑜 𝑙𝑙ℎ𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙𝑡𝑡𝑙𝑙𝑤𝑤𝑛𝑛
𝑤𝑤𝑤𝑤𝑟𝑟𝑔𝑔𝑙𝑙𝑤𝑤 𝑙𝑙𝑜𝑜 𝑤𝑤𝑙𝑙𝑤𝑤𝑤𝑤𝑛𝑛 �  +  0.5 � 𝑤𝑤𝑤𝑤𝑟𝑟𝑔𝑔𝑙𝑙𝑤𝑤 𝑙𝑙𝑜𝑜 𝑤𝑤𝑙𝑙𝑤𝑤𝑤𝑤𝑛𝑛𝑤𝑤𝑤𝑤𝑟𝑟𝑔𝑔𝑙𝑙𝑤𝑤 𝑙𝑙𝑜𝑜 𝑛𝑛𝑙𝑙𝑤𝑤𝑡𝑡𝑙𝑙𝑤𝑤𝑙𝑙𝑙𝑙𝑛𝑛�  −  21.43 
The presented methodology and the dataset provided yielded the eight variables 
employed for the development of the review rank, the reviewer rank, and a suggested new 
approach for fake review detection.  
 
A Suggested New Review Method of Classification 
 
The current helpfulness vote rankings of reviews – e.g. Amazon.com – raise several 
issues as addressed in the theoretical background of this study. This section suggests a new 
approach by employing recommendation entropy, corroboration entropy, and experience 
entropy, in addition to the readability of the review, to rank reviews. As a starting point, a PCA 
with Varimax rotation was run over these four information-related variables and the previous 
four variables suggested to account for the different sources of bias: number of stars, review 
posting order, number of helpfulness evaluations, and sentiment score. Running a PCA analysis 
over the three product categories allows to see patterns of associations among variables as well 
as a dimensionality reduction of those variables. The Varimax rotation is considered as superior 
to other orthogonal factor rotation methods to achieve a more simplified factor structure (Hair, 
Black, Babin, & Anderson, 2010, p.94). Table 1, Table 2, and Table 3 shows the results of the 
PCA analyses of the three product categories using Eigenvalue ≥ 1 (in red loadings > .40) as 
extraction criterion. 
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Table 1. PCA analysis for the appliances category (Varimax rotation) 
 
 
 
 
 
 
 
 
1 2 3
Number of Stars -0.185 0.812 0.153
ARI 0.534 0.005 -0.261
Posting Order 0.105 0.112 0.792
Sentiment Score 0.069 0.868 -0.088
Corrob. Entropy 0.765 -0.016 -0.057
Exper. Entropy 0.701 -0.156 -0.145
Recom. Entropy 0.594 0.015 0.219
Number Help. Eval. 0.219 0.052 -0.587
Rotated Component Matrixa
Component
Extraction Method: Principal Component Analysis. 
 Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 4 iterations.
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Table 2. PCA analysis for the computers category (Varimax rotation)
 
 
 
 
Table 3. PCA analysis for the luxury beauty category (Varimax rotation) 
 
 
1 2 3
Number of Stars -0.049 -0.029 0.965
ARI 0.587 -0.016 0.095
Posting Order -0.293 0.744 -0.087
Sentiment Score 0.317 0.710 0.085
Corrob. Entropy 0.767 0.094 -0.008
Exper. Entropy 0.751 -0.012 -0.017
Recom. Entropy 0.519 -0.067 -0.114
Number Help. Eval. 0.310 0.153 0.186
Rotated Component Matrixa
Component
Extraction Method: Principal Component Analysis. 
 Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 4 iterations.
1 2 3
Number of Stars -0.167 0.845 0.093
ARI 0.563 -0.023 -0.280
Posting Order 0.051 -0.109 0.819
Sentiment Score 0.348 0.742 -0.061
Corrob. Entropy 0.779 0.168 -0.133
Exper. Entropy 0.795 -0.070 -0.078
Recom. Entropy 0.539 0.075 0.291
Number Help. Eval. 0.177 -0.121 -0.505
Rotated Component Matrixa
Component
Extraction Method: Principal Component Analysis. 
 Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 5 iterations.
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As shown in these tables, there is a clear pattern of association among the information-
related variables, which seems not to interfere with the variables associated with potential 
sources of bias. Interestingly, in two of the three product categories, the number of stars shows 
relevant loadings in the same factor as the sentiment score – and those loadings are of the same 
sign as well. This may support the suggested role of the number of stars as more reflecting the 
emotions of reviewers than conveying actual information (Ullah et al., 2016). The pattern of the 
loadings of the information variables on the three PCA analysis shown in Tables 1, Table 2, and 
Table 3 suggests that the first factor may be adequate as a measure of the information content in 
the review and as a measure of how well the information is conveyed. (Note that the four 
information-related variables have all positive loadings and the values of those loadings exceed 
.5 in all cases.) Therefore, this work employs the value of the scores of factor 1 to implement the 
review rank of the three product categories. The information ranking was developed by ordering 
the reviews within the three product categories, from the largest to the smallest value of the score 
of factor 1.  
To compare the results of our approach with the current ranking based on helpfulness 
votes, a helpfulness score was developed for each of the reviews in the dataset. This helpfulness 
score was calculated by adding the number of positive helpfulness votes and subtracting the 
negative ones. For instance, in the case of Amazon.com, a review with “1 of 5 people found this 
review helpful” received a score of -3 (+1 for one potential customers assessing the review as 
helpful, -4 for 4 potential customers assessing the review as non-helpful). The resulting 
helpfulness score was employed to develop a helpfulness ranking of the reviews.  
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At first glance both approaches exhibits important differences. The helpfulness ranking 
contains old reviews in the very first positions, while the information ranking contains more 
recent reviews in its top positions. As an illustration, Figure 6 shows the 15 first reviews ordered 
through both approaches, helpfulness votes and the information score, for the appliances product 
category. The difference between the dates in the fifth column is noticeable, as well as the 
number of helpfulness evaluations as shown in the last column. 
  
  
 
 
 
Figure 6. Fifteen first reviews of the appliances category ordered by helpfulness votes and information scores 
 
 
 
  
ASIN Helpful Score Product Name Helpfulness Rank Posting Date Number Eval
B000O3I2CG 540 SPT SU-4010 Ultrasonic Dual-Mist Warm/Cool Humidifier with Ion Exchange Filter - Blue 1 01 17, 2009 552
B0014X7B54 410 Waste King Legend Series 1/2 HP Continuous Feed Operation Garbage Disposal - (L-2600) 2 02 20, 2009 422
B0006MQCA4 307 KAZ INC. PUR 2-stage Dispenser - DS-1800Z 3 12 31, 2006 427
B002QUAPSO 290 Breathing Mobile Washer Classic - Portable Clothes Washing Machine - Handheld - Manual - Mobile         4 04 30, 2011 306
B000O3I2CG 218 SPT SU-4010 Ultrasonic Dual-Mist Warm/Cool Humidifier with Ion Exchange Filter - Blue 5 01 16, 2009 294
B000FFS0V6 206 Danby DDW496W Countertop Dishwasher 6 11 26, 2007 206
B001FDV410 204 Haier HLP23E Electronic 1-1/2-Cubic-Foot Touch Pulsator Top-Loading Portable Washing Machine 7 09 8, 2010 210
B003JN13S8 203 Samsung WF210ANW 3.5 cu. Ft. High Efficiency Front-Load Washer - White 8 03 13, 2011 209
B002C8HR9A 191 The Laundry Alternative Wonderwash Non-electric Portable Compact Mini Washing Machine 9 08 3, 2009 199
B0002KXMT4 157 Haier HLP21N 6.6-Pound Pulsator Wash with Stainless Steel Tub 10 03 20, 2008 163
B003O4QDWS 157 Speed Queen AWN412 3.3 Cu. Ft. White Top Load Washer 11 12 12, 2009 175
B000G837TW 127 InSinkErator Evolution Compact 3/4 HP Household Garbage Disposer 12 02 29, 2008 129
B002GEDBIG 124 Centrifugal Clothes Portable Spin Dryer 13 09 26, 2009 134
B0011YOEGA 121 LG WM3431HW 24", 2.44 Cu. Ft. Washer/Dryer Combo (White) 14 03 14, 2006 129
B00005O64S 118 Haier HDT18PA Space Saver Compact Countertop Dishwasher 15 01 11, 2010 136
ASIN Information Score Product Name Information Rank Posting Date Number Eval
B0029CZQIS 5.14355 LG 5231JA2006A Refrigerator Water Filter 1 09 12, 2013 0
B000AST3AK 5.07341 General Electric MWF Refrigerator Water Filter 2 03 13, 2014 1
B001FDV410 5.05065 Haier HLP23E Electronic 1-1/2-Cubic-Foot Touch Pulsator Top-Loading Portable Washing Machine 3 09 8, 2010 210
B002QUAPSO 4.87006 Breathing Mobile Washer Classic - Portable Clothes Washing Machine - Handheld - Manual - Mobile         4 04 30, 2011 306
B003LB86W4 4.74469 LG LFX28978ST27.6 Cu. Ft. Stainless Steel French Door Refrigerator - Energy Star 5 04 3, 2013 6
B000FFS0V6 4.71536 Danby DDW496W Countertop Dishwasher 6 11 26, 2007 206
B000AST3AK 4.54844 General Electric MWF Refrigerator Water Filter 7 05 2, 2013 0
B002GQQWYY 4.5216 Samsung DMR78AHS 24 Integrated Console Tall Tub Dishwasher In Stainless Steel 8 12 3, 2010 3
B003RCBX4K 4.48903 Samsung DMT400RHS 400 24" Stainless Steel Fully Integrated Dishwasher - Energy Star 9 05 21, 2011 36
B003XRA3CM 4.43321 Whirlpool 4391960 Element 10 04 27, 2014 0
B001AAEGB8 4.40235 Whirlpool 8212490RC 7-Foot Industrial Braided Ice Maker Hose 11 10 28, 2012 5
B0009793KC 4.3692 EveryDrop by Whirlpool Refrigerator Water Filter 5 (Pack of 1) 12 06 4, 2012 0
B001DTB2GI 4.32838 Countertop Portable Dishwasher with Digital Controls - White 13 05 25, 2011 0
B0021JYYMI 4.32679 LG : WM2301HR 27 Front-Load Washer with 4.2 cu. ft. Capacity Wild Cherry Red 14 12 6, 2010 7
B0053Y2XJ4 4.25554 Whirlpool 61004441 Actuator Pad for Refrigerator 15 08 8, 2012 1
 Spearman’s ρ and Kendall’s τ, two of the most common measures of rank correlation, are 
employed to get a better idea of the differences between both rankings. The Spearman's rank 
correlation coefficient or Spearman's ρ is a nonparametric measure of rank correlation for the 
estimation of the statistical dependence between the rankings of two different variables (Daniel, 
1990). The Kendall rank correlation coefficient or Kendall’s τ is a statistic employed to estimate 
the ordinal association between two measured quantities. It is also a measurement of rank 
correlation, as quantifying the similarity of the orderings of the data when ranked (Kendall, 
1938). The results of these two tests for the three product categories are shown in Table 4. This 
table suggests that there is a very small positive correlation between the two ranking approaches. 
Therefore, both methodologies, helpfulness rankings and information rankings seem to differ 
significantly. 
 
 
 
Table 4. Spearman’s ρ and Kendall’s τ correlation coefficients for the three product 
categories 
 
Product 
Category 
Spearman’s 
rank 
correlation ρ 
p-value Kendall’s rank 
correlation τ p-value 
Appliances .175 < 2.2e-16 .118 < 2.2e-16 
Computers .273 < 2.2e-16 .183 < 2.2e-16 
Luxury Beauty .118 < 2.2e-16 .079 < 2.2e-16 
 
 
 
A Suggested New Reviewer Method of Classification 
 
Similar to the classification of reviews, the ranking of reviewers raise comparable issues, 
since they are based on helpfulness votes or on the number of contributions – number of reviews 
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posted – with no reference or evaluation of the actual content. This section suggests an analogous 
approach to the one shown for individual review. In this case, the eight variables – i.e. 
recommendation entropy, corroboration entropy, experience entropy, ARI, posting order, 
sentiment score, number of helpfulness evaluations, and number of stars – are consolidated at the 
reviewer level for the 49,143 reviews available in the dataset together. The 49,143 reviews in the 
dataset were developed by 46,701 reviewers. Putting the reviews of different categories together 
allows the study to reproduce the ability of reviewers to contribute to different product categories 
at the same time. Over the consolidated variables, a PCA analysis using a Varimax rotation was 
implemented. The results of this analysis are shown in Table 5 – an extraction criterion of 
Eigenvalues ≥ 1 was employed. Loadings higher than .40 are highlighted in red. 
 
 
 
Table 5. PCA analysis for the consolidated variables (Varimax rotation) 
 
 
 
 
 
1 2 3 4
N_Eval 0.125 -0.055 0.928 -0.008
Stars -0.004 -0.005 -0.005 0.999
ARI 0.707 0.061 0.159 0.016
Order -0.116 0.893 -0.099 -0.013
Sent 0.486 0.475 0.158 0.021
EntHL 0.825 0.057 0.086 -0.001
EntLL 0.765 -0.043 0.089 -0.008
EntRecom 0.557 -0.146 -0.277 -0.024
Rotated Component Matrixa
Component
Extraction Method: Principal Component Analysis. 
 Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 5 iterations.
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This analysis suggests four factors instead of the previous three. The pattern of 
association among the information variables is observed again but in this case the sentiment 
score loadings are shared between factors 1 and 2. None of the remaining variables that 
potentially account for the sources of bias interfere with the variables with relevant loadings in 
factor 1. The scores of factor 1 will be employed again as a measure of information content as 
well as a measure of how well that information is conveyed. (The four information-related 
variable loadings are positive and with values over .5). The reviewer ranking was developed by 
ordering reviewers from the largest to the smallest value of the score of factor 1. 
To compare the reviewer ranking based on information with the helpfulness rankings, we 
simulated the approach employed by Amazon.com.7 This approach prioritize the total number of 
helpfulness votes, the percentage of helpfulness votes that are positive, and the total number of 
contributions for each reviewer. The helpfulness score calculated in the previous section is 
employed, accounting for the total number of helpfulness votes as well. These variables were 
aggregated at the individual reviewer level. Therefore, our simulated Amazon ranking of 
reviewers ranks the 46,701 unique reviewers available in the dataset on the same factors as the 
company announces on its website. Similarly, a third ranking was implemented by aggregating 
the total number of reviews developed by each reviewer. This approach is common for other 
review sites such as TripAdvisor.8 Figure 7 shows the ten first reviewers as ranked by the 
helpfulness vote method (Amazon Rank), the number of reviews method (TripAdvisor Rank), 
and the information method suggested (Info Rank).
                                                          
7 https://www.amazon.com/gp/customer-reviews/guidelines/top-reviewers.html 
8 http://ir.tripadvisor.com/releasedetail.cfm?releaseid=950074 
  
 
 
 
Figure 7. Ten first reviewers ordered by helpfulness vote method, number of reviews posted, and information score 
 
 
 
Unique Reviewer ID Reviews Written Helpful Votes Number Help Evaluations Percent Helpful Amazon Rank
A1F7YU6O5RU432 3 557 565 98.5840708 1
A32LOEG2S0BD64 1 546 552 98.91304348 2
A39CQO1AISXQ1U 1 416 422 98.57819905 3
A166NG79D1R17U 1 367 427 85.94847775 4
ACUJG57WAQKZA 1 305 308 99.02597403 5
A39TCW4S6OSYAY 1 298 306 97.38562092 6
A3R7R8ARVN2P3D 1 275 282 97.5177305 7
A1U4EWOYUV0JVW 1 265 274 96.71532847 8
A1I3HQUHZC5KYO 1 260 279 93.18996416 9
A3ECB49N14C5TN 1 256 294 87.07482993 10
Unique Reviewer ID Reviews Written Helpful Votes Number Help Evaluations Percent Helpful TripAdvisor Rank
ATDE9JYCPI0L1 22 74 93 79.56989247 1
A3KEZLJ59C1JVH 19 28 42 66.66666667 2
A2KSBMNVDCCTYH 15 37 59 62.71186441 3
A1M04H40ZVGWVG 11 8 25 32 4
A34BZM6S9L7QI4 11 19 19 100 5
AZWXG6KBXXC2N 10 2 2 100 6
A3ATKSR23880M1 9 1 3 33.33333333 7
A3R9H6OKZHHRJD 9 8 8 100 8
A3T6HX48F66512 9 3 5 60 9
A1IBKN1GXYJ3K4 8 219 225 97.33333333 10
Unique Reviewer ID Factor 1 Score Info Rank
ATDE9JYCPI0L1 38.02263 1
A3KEZLJ59C1JVH 25.0233 2
A2V5R832QCSOMX 21.69998 3
A34BZM6S9L7QI4 21.58639 4
ATLA5CJH0ZZHP 16.44855 5
A231WM2Z2JL0U3 16.3158 6
A1IBKN1GXYJ3K4 16.12409 7
A2KSBMNVDCCTYH 15.93635 8
A3T6HX48F66512 15.76935 9
A1S1SSE7HQDZEW 15.57789 10
 The three approaches also exhibit relevant differences, despite the second and third 
method in Figure 7 rank the same two reviewers first. Spearman’s ρ and Kendall’s τ analyses are 
employed to study the similarity of the rankings using the helpfulness vote method (Amazon 
Rank), the total number of reviews (TripAdvisor Rank), and the information method proposed 
(Info Rank). Table 6 shows the results for this analysis. This table suggests that there is a very 
small positive correlation between the information ranking developed in this study and the 
ranking method based on helpfulness votes – used on the Amazon.com site. The table also 
suggests that there is virtually no correlation between the information ranking and ranking 
employing the raw number of reviews posted by individual users. 
 
 
 
Table 6. Spearman’s ρ and Kendall’s τ correlation coefficients for the three ranking 
methods 
 
Ranking 1 Ranking 2 
Spearman’s 
rank 
correlation ρ 
p-value 
Kendall’s 
rank 
correlation τ 
p-value 
Amazon 
Rank Info Rank .220 < 2.2e-16 .147 < 2.2e-16 
TripAdvisor 
Rank Info Rank .083 < 2.2e-16 .056 < 2.2e-16 
 
 
 
A Potential New Approach for Fake Review Detection 
 
Previous literature suggested that sentiment and information can provided relevant cues 
to identify fake online reviews (Hu et al., 2012; Ong et al., 2014). The vocabulary-based 
sentiment analysis provided a score for each of the reviews in the database. This can be an actual 
reflection of the sentiments included by reviewers in the textual portion. The values of factor 1 – 
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as reflected in Table 1, Table 2, and Table 3 – may be a good representation of the information 
content of the review. The 16,381 reviews in each product category were ordered employing the 
values of the scores of factor 1 and the sentiment scores. First, the reviews were ordered using 
factor 1 scores – smallest to largest – to reflect the lack of information content suggested in the 
literature (Ong et al., 2014). Afterwards, a second level of filtering was added by ordering the 
reviews using the sentiment scores – largest to smallest – to reflect the positive emotive language 
employed to influence potential customer’s behaviors (Hu et al., 2012). The lack of labeled data 
and benchmarks prevent the analysis of the performance of our approach. Nevertheless, the 
methodology suggested yields some interesting results relating to the content of the first reviews 
ordered by factor 1 scores and sentiment scores. Figure 7, Figure 8, and Figure 9 shows three of 
the reviews ordered in the first positions attending to these criteria. Figure 7 shows a review of 
the appliances category, Figure 8 shows a review of the computers category, and Figure 9 shows 
a review of the luxury beauty category. (Note that none of the reviews even mention the product 
itself and that the review in Figure 9 doesn’t have a verified purchase, variable that is not 
available in the dataset). 
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Figure 7. Potential fake review in the appliances category 
 
 
 
 
Figure 8. Potential fake review in the computers category 
 
 
 
153 
 
 
Figure 9. Potential fake review in the luxury beauty category 
 
 
 
Predicting the Information Content in Online Reviews 
 
This section introduces the methodology tested to predict the information contained in the 
textual portion of online reviews. This prediction may be useful to assess the information content 
of new reviews, the information provided by new reviewers, or as a first step to label reviews as 
being potentially manipulated. All the methods tested are semantic methods of text classification 
that can be divided into supervised learning and unsupervised learning techniques. Supervised 
Learning is a sub-area of Machine Learning that implements the task of deducing a function 
from a set of labeled training data (Mohri, Rostamizadeh, & Talwalkar, 2012). In other words, 
different Supervised Learning algorithms will be tested on their ability to predict the information 
content of a set of online reviews using a training set as a model. The Supervised Learning 
methods include: Support Vector Machines (SVM), Scaled Linear Discriminant Analysis 
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(SLDA), Logitboost (BOOSTING), Bagging (BAGGING), Random Forest (RF), Generalized 
Linear Model via Penalized Maximum Likelihood (GLMNET), Decision Tree (TREE), Neural 
Network (NNET), Maximum Entropy Model (MAXENT), and Naïve Bayes (NB). Due to the 
broad scope of Supervised Learning techniques presented and tested here, a formal definition of 
each of them is not provided; however, Appendix A provides a short list of recommended 
readings on the topic. 
Unsupervised Learning techniques do not employ a training dataset to implement the text 
classification. Instead, these models estimate categories and category membership from the 
documents themselves (Bishop, 2006; Munzert, Rubba, Meißner, & Nyhuis, 2015). This 
characteristic is the basis for the main shortcoming of these techniques, since researchers cannot 
provide a categorization pattern in advance (Munzert et al., 2015). The Unsupervised Learning 
techniques under study includes Spherical k-Means (S k-Means) with a hard and a soft partition 
(fuzzy c-means clustering). S k-means clustering employs cosine dissimilarities, in a similar way 
to LSA, to perform partitions of word/term representations of the documents without assuming 
any particular distribution of the data, as it is the case of other algorithms – e.g. EM – (Hornik, 
Feinerer, Kober, & Buchta, 2012). 
Using the scores of factor 1, all the reviews in each of the three datasets were classified as 
belonging to type 1, type 2, or type 3. The 33rd and 66th percentiles were calculated over the 
scores of factor 1. All the reviews with factor 1 scores lower than the 33rd percentile were labeled 
as type 1 (low information). All the reviews with factor 1 scores greater than the 33rd percentile 
and lower than the 66th percentile were labeled as type 2 (medium information). And all the 
reviews with factor 1 scores greater than the 66th percentile were labeled as type 3 (high 
information). The 16,381 reviews in each dataset were randomly assigned to a training subset 
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and a testing subset of equal sizes for the Supervised Learning algorithms. For the Unsupervised 
Learning methods this operations is not needed. The prediction capability of these 12 methods 
over type 1 and type 3 reviews are the most relevant, as detecting potentially manipulated 
reviews (type 1) and the most informative reviews and reviewers (type 3). Therefore the analyses 
also show the combined predictive capability for type 1 and type 3. Table 7, Table 8, and Table 9 
shows the results for the predictions over the three product categories as % of right predictions 
(in red values greater than 70%). These tables also exhibit two additional columns labeled as 
“BEST” and “BESTPROB,” which represent the predictive capabilities of the ensemble of all the 
Supervised Learning algorithms together excepting NB – BEST uses the median of the 
predictions of the algorithms and BESTPROB employs the selection of each algorithm with its 
associated probability and optimizes the selection through the combination of those probabilities. 
  
  
 
 
Table 7. Prediction results for the appliances category 
 
 
 
  
Partial Performance
MAXENT SVM GLMNET SLDA TREE BAGGING BOOSTING RF NNET BEST BESTPROB NB SK_SOFT SK_HARD
Total #1
% 50.31 53.97 54.34 46.77 78.17 73.62 92.57 68.86 52.09 72.37 72.66 40.89 20.78 40.09
Total #2
% 30.95 26.52 21.45 27.85 0.00 28.85 14.94 34.39 6.10 14.72 14.31 29.88 35.27 23.34
Total #3
% 64.99 72.08 70.17 69.20 54.05 58.62 30.08 65.74 82.01 71.14 74.67 73.12 61.69 63.12
Total #1#3
% 57.75 63.14 62.36 58.13 65.95 66.02 60.92 67.28 67.24 71.75 73.68 57.22 41.24 51.61
Total Performance
MAXENT SVM GLMNET SLDA TREE BAGGING BOOSTING RF NNET BEST BESTPROB NB SK_SOFT SK_HARD
% 48.89 51.04 48.84 48.12 44.17 53.74 45.73 56.41 47.05 52.91 54.06 48.18 39.25 42.19
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Table 8. Prediction results for the computers category 
 
 
 
  
Partial Performance
MAXENT SVM GLMNET SLDA TREE BAGGING BOOSTING RF NNET BEST BESTPROB NB SK_SOFT SK_HARD
Total #1
% 39.24 42.31 36.87 35.66 11.00 61.94 78.72 61.01 39.64 52.28 54.21 45.54 40.30 31.40
Total #2
% 36.88 27.85 24.99 28.65 62.25 38.48 34.96 34.02 5.96 27.92 21.37 40.89 31.48 28.91
Total #3
% 54.47 76.02 75.74 72.22 54.04 68.17 40.53 76.88 83.25 75.45 76.59 55.76 39.89 67.08
Total #1#3
% 45.25 55.63 52.23 50.10 28.00 64.41 63.63 67.28 56.87 61.44 63.05 49.58 40.10 49.23
Total Performance
MAXENT SVM GLMNET SLDA TREE BAGGING BOOSTING RF NNET BEST BESTPROB NB SK_SOFT SK_HARD
% 42.31 45.89 42.68 42.58 39.99 55.31 53.58 55.62 39.03 49.68 48.44 46.52 37.23 42.46
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Table 9. Prediction results for the luxury beauty category 
 
 
 
 
  
Partial Performance
MAXENT SVM GLMNET SLDA TREE BAGGING BOOSTING RF NNET BEST BESTPROB NB SK_SOFT SK_HARD
Total #1
% 56.25 60.43 58.41 56.94 50.09 63.93 90.85 74.85 58.16 72.00 70.20 50.81 30.62 37.12
Total #2
% 32.25 27.33 21.06 28.32 53.97 50.91 27.22 40.09 6.05 26.97 27.11 30.50 26.56 33.04
Total #3
% 54.06 65.14 70.98 58.18 37.96 58.48 40.47 68.96 77.39 65.93 69.90 63.57 23.45 11.67
Total #1#3
% 55.18 62.74 64.58 57.55 44.14 61.26 66.14 71.96 67.59 69.02 70.05 57.07 27.04 24.39
Total Performance
MAXENT SVM GLMNET SLDA TREE BAGGING BOOSTING RF NNET BEST BESTPROB NB SK_SOFT SK_HARD
% 47.49 50.87 49.99 47.74 47.42 57.78 53.09 61.27 46.96 54.92 55.65 48.16 26.88 27.27
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As shown in these three tables, several Supervised Learning methods surpass the 
threshold of 70% accuracy in their predictions. Logitboost (BOOSTING) seems to be the best 
algorithm for the type 1 (low information reviews) and Neural Network (NNET) seems to be the 
best algorithm for the type 3 (high information reviews). The ensemble of the nine algorithms 
together seems to be the most appropriate for the combined prediction of types 1 and 3. More 
research is needed on the optimization of the prediction process. 
 
Discussion 
 
Through different measures of information content, this methodological paper suggests a 
new approach to evaluate online reviews, reviewers, and potentially to contribute to the detection 
of fake reviews. There are additional reasons to improve the process of review helpfulness 
evaluation in addition to building trust in online reviews as conveying valid information to make 
informed purchase decisions. Making more informative reviews more accessible and spotting 
good reviewers may contribute in new additional ways. High quality information derived from 
online reviews can be employed in product development or for the improvement of processes 
(Decker & Trusov, 2010). Better information could lead to better ways to overcome information 
overload, especially for very popular sites with literally thousands of reviews (e.g., Filieri, 2015; 
Wan & Nakayama, 2014). As major source of Business Intelligence, high quality information 
derived from online reviews can help managers and marketers understand customers’ concerns 
and interests better (Chung & Tseng, 2012). Previous research suggests that, because of their 
information content, every review posted might have an intrinsic economic value (Wu, Che, 
Chan, & Lu, 2015), higher for “truly” helpful reviews.  
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If high quality information is presented to customers through online consumer reviews, 
this may offer increased potential value to customers and provide a source of differentiation for 
e-retailers (Mudambi & Schuff, 2010). As Yin, Bond, and Zhang (2014, p.540) suggest “if more 
helpful reviews can be identified earlier, then they can be utilized more proactively by 
manufacturers, retailers, and third-parties providers.”  
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CHAPTER 5: GENERAL DISCUSSION 
 
This dissertation contributes to both theory and methodology. As one of the most relevant 
theoretical contributions, this dissertation develops a theoretical framework around the concept 
of information entropy. Information serves as a means of uncertainty reduction. In the case of 
online consumer reviews, information reduces purchase uncertainty. Information entropy is a 
suitable theoretical approach to account for the lack physical interaction with products in e-
commerce, which increases uncertainty in buyers. Information entropy allows us to quantify how 
much the textual portion of each review contributes to reduce that uncertainty.  
This theoretical approach has, at least, two advantages. First, it allows us to add measures 
of textual information content to numerical ratings – such as the number of stars – on the 
analysis of what makes a review more helpful. Due to this ability of information entropy, some 
of the unique aspects of that textual information – i.e. recommendation, corroboration, and 
experience entropy – were found to be of the same importance as numerical ratings to increase 
the assessed helpfulness of a review. Second, it allows us to study the importance of three 
different aspects of the information independently, instead of previous approaches in the 
literature that employed the total number of words. As a consequence, Paper 2 shows that 
different sources of information are relevant for different types of product categories, and 
develops a profile of product categories in regard to those combinations of information sources 
that increase the helpfulness of online reviews. 
By incorporating LSA into the textual analyses, researchers are allowed to account for 
both explicit and implicit information embedded in the text. The ability to account for 
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information that is not explicitly stated in the text proved to be especially useful in the case of 
recommendations. Social scientist and marketers can benefit from the capability of LSA to 
uncover specific types of information that may be implied in the text in contexts beyond e-
commerce. The methodology presented in the three papers of this dissertation has the potential to 
account for both explicit and implicit information in addition to being automatic, and objective.  
New methodological and theoretical approaches are necessary to understand how 
customers process and use textual information. Businesses can benefit from a better 
understanding of the textual sources of information available online: the requests, concerns, and 
interests of their current and prospective customers expressed on those sources. Companies 
should learn what information to prioritize and what information may not be as important. The 
ability of predicting which information can financially impact a firm – at least in the very short-
term – may be essential as a means to counteract the loss of control over product 
communications and information dispersion. 
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Appendix A. Paper 1 
 
Table 4. Most relevant literature on online consumer reviews (key findings as reported by the authors) 
 
Authors 
(year) Title Journal 
Vol. 
(Issue) 
Key Findings Sample 
Anderson, E. 
T., & 
Simester, D. I. 
(2014) 
Reviews Without a 
Purchase: Low Ratings, 
Loyal Customers, and 
Deception 
Journal of 
Marketing 
Research 
51 (3) 
Deceptive reviews may not be limited to the strategic actions of firms. Instead, 
the phenomenon may be far more prevalent, extending to individual customers 
who have no financial incentive to influence product ratings 
330,975 reviews 
from a prominent 
retailer  
Archak, N., 
Ghose, A., & 
Ipeirotis, P. G. 
(2011) 
Deriving the Pricing 
Power of Product 
Features by Mining 
Consumer Reviews 
Management 
Science 57 (8) 
This paper demonstrates how textual data can be used to learn consumers’ 
relative preferences for different product features and also how text can be used 
for predictive modeling of future changes in sales 
Sales data and 
review data for 
digital cameras and 
camcorders from 
Amazon 
Awad, N. F., 
& Ragowsky, 
A. (2008) 
Establishing Trust in 
Electronic Commerce 
through Online Word of 
Mouth: An 
Examination across 
Genders 
Journal of 
Management 
Information 
Systems 
24 (4) 
The effect of trust on intention to shop online is stronger for women than for 
men. Men value their ability to post content online, whereas women value the 
responsive participation of other consumers to the content they have posted. 
Online word-of-mouth quality affects online trust differently across genders 
Survey focused on 
asynchronous online 
forums, 1,561 usable 
responses 
Bao, T., & 
Chang, T. S. 
(2014) 
Finding disseminators 
via electronic word of 
mouth message for 
effective marketing 
communications 
Decision 
Support 
Systems 
67 
The authors identify three types of opinion leaders through e-WOM using a 
message-based approach. They demonstrate that e-WOM of opinion leaders 
drives product sales due to their product experience and knowledge background 
Amazon review 
dataset. Sample of 
350,122 book, 
music, video and 
DVD titles 
Cao, Q., Duan, 
W., & Gan, Q. 
(2011) 
Exploring determinants 
of voting for the 
“helpfulness” of online 
Decision 
Support 
Systems 
50 (2) 
The findings show that the semantic characteristics are more influential than 
other characteristics in affecting how many helpfulness votes reviews receive. 
The findings also suggest that reviews with extreme opinions receive more 
helpfulness votes than those with mixed or neutral opinions 
Data from CNET 
Download.com for 
software programs in 
184 
 Table 4 (continued) 
user reviews: A text 
mining approach 
Enterprise 
Computing 
Chen, C. C., & 
Tseng, Y.-D. 
(2011) 
Quality evaluation of 
product reviews using 
an information quality 
framework 
Decision 
Support 
Systems 
50 (4) 
The authors treat the evaluation of review quality as a classification problem 
and employ an effective information quality framework to extract representative 
review features 
The first 150 reviews 
were collected for 
ten digital cameras 
and ten mp3 players 
on Amazon 
Chen, Y., & 
Xie, J. (2008) 
Online Consumer 
Review: Word-of-
Mouth as a New 
Element of Marketing 
Communication Mix 
Management 
Science 54 (3) 
The results reveal that if the review information is sufficiently informative, the 
seller-created product attribute information and buyer-created review 
information will interact with each other 
Third-party reviews 
from CNET.com, 
consumer reviews 
from Amazon.com, 
product attributes 
from CNET.com 
Cheung, C. M. 
K., & Lee, M. 
K. O. (2012) 
What drives consumers 
to spread electronic 
word of mouth in 
online consumer-
opinion platforms 
Decision 
Support 
Systems 
53 (1) 
The authors focus on the factors that drive consumers to spread positive eWOM 
in online consumer-opinion platforms. They identified a number of key motives 
of consumers' eWOM intention and developed an associated model 
203 members of a 
consumer review 
community 
Cheung, C. M. 
K., & Thadani, 
D. R. (2012) 
The impact of 
electronic word-of-
mouth communication: 
A literature analysis 
and integrative model 
Decision 
Support 
Systems 
54 (1) 
The authors used the social communication framework to summarize and 
classify prior eWOM studies. They identified key factors related to the major 
elements of the social communication literature and built an integrative 
framework explaining the impact of eWOM communication on consumer 
behavior 
No empirical test 
Chevalier, J. 
A., & Mayzlin, 
D. (2006) 
The Effect of Word of 
Mouth on Sales: Online 
Book Reviews 
Journal of 
Marketing 
Research 
43 (3) 
Reviews are overwhelmingly positive; an improvement in a book's reviews 
leads to an increase in relative sales at that site; the impact of one-star reviews is 
greater than the impact of five-star reviews; and customers read review text 
rather than relying only on summary statistics 
Book characteristics 
and user reviews 
from Amazon.com 
and bn.com 
Chintagunta, 
P. K., 
Gopinath, S., 
& 
The effects of online 
user reviews on movie 
box office performance: 
accounting for 
sequential rollout and 
Marketing 
Science 29 (5) 
The authors find that it is the valence of reviews that seems to matter and not 
the volume. When the authors carry out the analysis with aggregated national 
data, they obtain the same results as previous studies that volume matters but 
not the valence. Using various market-level controls in the national data model, 
the authors attempt to identify the source of this difference 
Daily box office 
ticket sales data for 
148 movies along 
with user review data 
from Yahoo! Movies 
185 
 Table 4 (continued) 
Venkataraman, 
S. (2010) 
aggregation across local 
markets 
Clemons, E. 
K., Gao, G. G., 
& Hitt, L. M. 
(2006) 
When Online Reviews 
Meet 
Hyperdifferentiation: A 
Study of the Craft Beer 
Industry 
Journal of 
Management 
Information 
Systems 
23 (2) 
They find that the variance of ratings and the strength of the most positive 
quartile of reviews play a significant role in determining which new products 
grow fastest in the market-place 
281,868 ratings for 
1,159 U.S. craft 
brewers from 6,212 
reviewers from 
Ratebeer.com 
De Langhe, B., 
Fernbach, P. 
M., & 
Lichtenstein, 
D. R. (2016) 
Navigating by the Stars: 
Investigating the Actual 
and Perceived Validity 
of Online User Ratings 
Journal of 
Consumer 
Research 
42 (6) 
Average user ratings (1) lack convergence with Consumer Reports scores, (2) 
are often based on insufficient sample sizes which limits their informativeness, 
(3) do not predict resale prices in the used-product marketplace, and (4) are 
higher for more expensive products and premium brands, controlling for 
Consumer Reports scores 
1272 products across 
120 vertically 
differentiated 
product categories 
de Matos, C., 
& Rossi, C. 
(2008) 
Word-of-mouth 
communications in 
marketing: a meta-
analytic review of the 
antecedents and 
moderators 
Journal of 
the 
Academy of 
Marketing 
Science 
36 (4) 
WOM valence is a significant moderator, cross-sectional studies show a 
stronger influence of satisfaction and loyalty on WOM activity than longitudinal 
studies, studies of WOM behavior show a weaker link between loyalty and 
WOM activity than studies of WOM intentions, and satisfaction has a stronger 
relationship with positive WOM than loyalty, whereas (dis)loyalty has a 
stronger relationship with negative WOM than does (dis)satisfaction 
127 studies, which 
produced 162 
independent samples, 
348 effect sizes, and 
a cumulated N of 
64,364 subjects 
Dellarocas, C. 
(2003) 
The Digitization of 
Word of Mouth: 
Promise and Challenges 
of Online Feedback 
Mechanisms 
Management 
Science 
49 
(10) 
The paper provides an overview of relevant work in game theory and economics 
on the topic of reputation. It discusses how this body of work is being extended 
and combined with insights from computer science, management science, 
sociology, and psychology to take into consideration the special properties of 
online environments 
eBay's Case Study 
Dellarocas, C. 
(2006) 
Strategic Manipulation 
of Internet Opinion 
Forums: Implications 
for Consumers and 
Firms 
Management 
Science 
52 
(10) 
The authors' result implies the existence of settings where online forum 
manipulation benefits consumers. If the precision of honest consumer opinions 
that firms manipulate is sufficiently high, firms of all types, as well as society, 
would be strictly better off if manipulation of online forums was not possible 
Econometric Model 
Dellarocas, C., 
Gao, G., & 
Narayan, R. 
(2010) 
Are Consumers More 
Likely to Contribute 
Online Reviews for Hit 
or Niche Products? 
Journal of 
Management 
Information 
Systems 
27 (2) 
The authors' findings suggest that online forum designers who wish to increase 
the contribution of user reviews for lesser-known products should make 
information about the volume of previously posted reviews a less-prominent 
feature of their sites 
Reviews posted on 
Yahoo! Movies, 
production and 
weekly box office 
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 Table 4 (continued) 
Duan, W., Gu, 
B., Whinston, 
A.B. (2008) 
Do online reviews 
matter? — An 
empirical investigation 
of panel data 
Decision 
Support 
Systems 
45 (4) 
The result shows that online user reviews have little persuasive effect on 
consumer purchase decisions. Nevertheless, the authors find that box office 
sales are significantly influenced by the volume of online posting, suggesting 
the importance of awareness effect 
Data from Yahoo! 
Movies, 
Variety.com, and 
BoxOfficeMojo.com 
Duhan, D. F., 
Johnson, S. D., 
Wilcox, J. B., 
& Harrell, G. 
D. 
(1997) 
Influences on consumer 
use of word-of-mouth 
recommendation 
sources 
Journal of 
the 
Academy of 
Marketing 
Science 
25 (4) 
The authors present a model that proposes two routes of influence on the choice 
of recommendation sources. The model proposes that the prior knowledge level 
of the consumer, the perceived level of task difficulty, and the type of evaluative 
cues sought by consumers influence their choice of recommendation sources 
245 questionnaires 
Floyd, K., 
Freling, R., 
Alhoqail, S., 
Cho, H. Y., & 
Freling, T. 
(2014) 
How Online Product 
Reviews Affect Retail 
Sales: A Meta-analysis 
Journal of 
Retailing 90 (2) 
Online product reviews have a significant impact on sales elasticity. Our 
research also provides interesting insights about important variables which 
augment or diminish the influence that online product reviews exert on retailer 
performance 
Meta-analysis of 26 
empirical studies 
yielding 443 sales 
elasticities 
Ghose, A., 
Ipeirotis, P. 
G., & Li, B. 
(2012) 
Designing Ranking 
Systems for Hotels on 
Travel Search Engines 
by Mining User-
Generated and 
Crowdsourced Content 
Marketing 
Science 31 (3) 
The authors propose to generate a ranking system that recommends products 
that provide, on average, the best value for the consumer’s money 
U.S. hotel 
reservations through 
Travelocity, 
supplemented with 
data from social 
media sources 
Godes, D., & 
Mayzlin, D. 
(2004) 
Using online 
conversations to study 
word-of-mouth 
communication 
Marketing 
Science 23 (4) 
Online conversations may offer an easy and cost-effective opportunity to 
measure word of mouth. The authors show that a measure of the dispersion of 
conversations across communities has explanatory power in a dynamic model of 
TV ratings 
44 TV US shows, 
data from Nielsen 
ratings, and Usenet 
newsgroup 
Godes, D., & 
Silva, J. C. 
(2012) 
Sequential and 
Temporal Dynamics of 
Online Opinion 
Marketing 
Science 31 (3) 
The authors find that, once controlling for calendar date, the residual average 
temporal pattern is increasing. With respect to sequential dynamics, they find 
that 
ratings decrease: the nth rating is, on average, lower than the n−1th when 
controlling for time, reviewer effects, and book effects 
Book review data 
gathered from 
Amazon.com. 
Reviews for each of 
the top 350 selling 
titles 
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 Table 4 (continued) 
Hu, N., Bose, 
I., Koh, N. S., 
& Liu, L. 
(2012) 
Manipulation of online 
reviews: An analysis of 
ratings, readability, and 
sentiments 
Decision 
Support 
Systems 
52 (3) 
The authors discover that around 10.3% of the products are subject to online 
reviews manipulation. Consumers are only able to detect manipulation taking 
place through ratings, but not through sentiments 
The dataset consisted 
of 4490 books, with 
610,713 online 
reviews 
Hu, N., Koh, 
N. S., & 
Reddy, S. K. 
(2014) 
Ratings lead you to the 
product, reviews help 
you clinch it? The 
mediating role of online 
review sentiments on 
product sales 
Decision 
Support 
Systems 
57 
Ratings do not have a significant direct impact on sales but have an indirect 
impact through sentiments. Sentiments, however, have a direct significant 
impact on sales. The two most accessible types of reviews – most helpful and 
most recent – play a significant role in determining sales 
Panel of data on over 
4000 books from 
Amazon.com 
Huang, L., 
Tan, C.-H., 
Ke, W., & 
Wei, K.-K. 
(2013) 
Comprehension and 
Assessment of Product 
Reviews: A Review-
Product Congruity 
Proposition 
Journal of 
Management 
Information 
Systems 
30 (3) 
The two matching conditions, (1) attribute-based reviews describing a search 
product and (2) experience-based reviews describing an experience product, 
could lead consumers to perceive higher review helpfulness and lower cognitive 
effort to comprehend the reviews 
Experimental 
settings 
Jin, L., Hu, B., 
& He, Y. 
(2014) 
The Recent versus The 
Out-Dated: An 
Experimental 
Examination of the 
Time-Variant Effects of 
Online Consumer 
Reviews 
Journal of 
Retailing 90 (4) 
Although recent online reviews are more influential in shifting consumer 
preferences towards near-future consumption decisions, the relative influence of 
out-dated online reviews in shifting consumer preferences increases when 
consumers are making distant-future consumption decisions 
Experimental 
Settings 
Khare, A., 
Labrecque, L. 
I., & Asare, A. 
K. (2011) 
The Assimilative and 
Contrastive Effects of 
Word-of-Mouth 
Volume: An 
Experimental 
Examination of Online 
Consumer Ratings 
Journal of 
Retailing 87 (1) 
High volume accentuates or assimilates perceptions of positivity or negativity of 
WOM targets. Depending upon how high volume interacts with WOM 
consensus and consumer decision precommitment, it can contrast preference 
away from the valence of a target also. Consumers differ in their susceptibility 
to the influence of high volume 
Experimental 
Settings 
Kozinets, R. 
V., de Valck, 
K., Wojnicki, 
A. C., & 
Networked Narratives: 
Understanding Word-
Journal of 
Marketing 74 (2) 
The findings indicate that the network of communications offers four social 
media communication strategies—evaluation, embracing, endorsement, and 
Data from 83 blogs, 
representing 
approximately 
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 Table 4 (continued) 
Wilner, S. J. S. 
(2010) 
of-Mouth Marketing in 
Online Communities 
explanation. Each is influenced by character narrative, communications forum, 
communal norms, and the nature of the marketing promotion 
1,376,000 words and 
6722 postings 
Liu, Y. (2006) 
Word of Mouth for 
Movies: Its Dynamics 
and Impact on Box 
Office Revenue 
Journal of 
Marketing 70 (3) 
WOM activities are the most active during a movie's prerelease and opening 
week and that movie audiences tend to hold relatively high expectations before 
release but become more critical in the opening week. WOM information offers 
significant explanatory power for box office revenue, most comes from the 
volume of WOM and not from its valence 
WOM data collected 
from the Yahoo 
Movies message 
board  
Ludwig, S., de 
Ruyter, K., 
Friedman, M., 
Brüggen, E. 
C., Wetzels, 
M., & Pfann, 
G. (2013) 
More Than Words: The 
Influence of Affective 
Content and Linguistic 
Style Matches in Online 
Reviews on Conversion 
Rates 
Journal of 
Marketing 77 (1) 
The influence of positive affective content on conversion rates is asymmetrical. 
No such tapering-off effect occurs for changes in negative affective content in 
reviews. Furthermore, positive changes in affective cues and increasing 
congruence with the product interest group’s typical linguistic style directly and 
conjointly increase conversion rates 
Sample of 591 books 
available for sale on 
Amazon.com with 
18,682 customer 
reviews 
Ma, X., 
Khansa, L., 
Deng, Y., & 
Kim, S. S. 
(2013) 
Impact of Prior 
Reviews on the 
Subsequent Review 
Process in Reputation 
Systems 
Journal of 
Management 
Information 
Systems 
30 (3) 
Male reviewers or those who lack experience, geographic mobility, or social 
connectedness are more prone to being influenced by prior reviews. The authors 
also found that longer and more frequent reviews can reduce online reviews’ 
biases 
Panel data set of 744 
individual consumers 
collected from Yelp 
Mayzlin, D. 
(2006) 
Promotional Chat on 
the Internet 
Marketing 
Science 25 (2) 
The authors find a unique equilibrium where online word of mouth is persuasive 
despite the promotional chat activity by competing firms. In this equilibrium, 
firms spend more resources promoting inferior products, in striking contrast to 
existing advertising literature 
Econometric Model 
Moe, W. W., 
& Schweidel, 
D. A. (2012) 
Online Product 
Opinions: Incidence, 
Evaluation, and 
Evolution 
Marketing 
Science 31 (3) 
Across individuals, the results show that positive ratings environments increase 
posting incidence, whereas negative ratings environments discourage posting. 
The authors' results also indicate important differences across individuals in 
how they respond to previously posted ratings. These dynamics affect the 
evolution of online product opinions 
Data from 
BazaarVoice. 10,460 
ratings across 1,811 
products 
Moe, W. W., 
& Trusov, M. 
(2011) 
The Value of Social 
Dynamics in Online 
Product Ratings 
Forums 
Journal of 
Marketing 
Research 
48 (3) 
The results show that although ratings behavior is significantly influenced by 
previously posted ratings and can directly improve sales, the effects are 
relatively short lived once indirect effects are considered 
Sample of 500 
beauty products with 
3801 ratings posted 
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 Table 4 (continued) 
Moore, S. G. 
(2015) 
Attitude Predictability 
and Helpfulness in 
Online Reviews: The 
Role of Explained 
Actions and Reactions 
Journal of 
Consumer 
Research 
42(1) 
Results show that review writers explain their actions more than their reactions 
for utilitarian products, but they explain their reactions more than their actions 
for hedonic products 
Experimental 
Settings 
Mudambi, S. 
M., & Schuff, 
D. (2010) 
What Makes a Helpful 
Online Review? A 
Study of Customer 
Reviews on 
Amazon.com 
MIS 
Quarterly 34 (1) 
Review extremity, review depth, and product type affect the perceived 
helpfulness of the review. Product type moderates the effect of review extremity 
on the helpfulness of the review 
1,587 reviews from 
Amazon.com across 
six products 
Pan, Y., & 
Zhang, J. Q. 
(2011) 
Born Unequal: A Study 
of the Helpfulness of 
User-Generated Product 
Reviews 
Journal of 
Retailing 87 (4) 
Both review valence and length have positive effects on review helpfulness, but 
the product type moderates these effects. A curvilinear relationship exists 
between expressed reviewer innovativeness and review helpfulness 
Experimental 
Settings 
Salehan, M., & 
Kim, D. J. 
(2016) 
Predicting the 
performance of online 
consumer reviews: A 
sentiment mining 
approach to big data 
analytics 
Decision 
Support 
Systems 
81 
The authors' findings show that reviews with higher levels of positive sentiment 
in the title receive more readerships. Sentimental reviews with neutral polarity 
in the text are also perceived to be more helpful. The length and longevity of a 
review positively influence both its readership and helpfulness 
35,000 online 
reviews of 20 
different products 
from Amazon.com 
Senecal, S., & 
Nantel, J. 
(2004) 
The influence of online 
product 
recommendations on 
consumers’ online 
choices 
Journal of 
Retailing 80 (2) 
Results indicate that subjects who consulted product recommendations selected 
recommended products twice as often as subjects who did not consult 
recommendations 
Experimental 
Settings 
Sun, M. 
(2012) 
How Does the Variance 
of Product Ratings 
Matter? 
Management 
Science 58 (4) 
A high average rating indicates a high product quality, whereas a high variance 
of ratings is associated with a niche product, one that some consumers love and 
others hate 
667 books available 
from Amazon and 
BN 
Ullah, R., 
Amblee, N., 
Kim, W., & 
Lee, H. (2016) 
From valence to 
emotions: Exploring the 
distribution of emotions 
Decision 
Support 
Systems 
81 
The authors find that there is a difference in the emotional content of reviews 
across search and experience goods in the early stages of product launch. 
However, these differences disappear over time as the addition of reviews 
reduces the information asymmetry gap 
15,849 online 
customer reviews 
from Amazon.com 
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 Table 4 (continued) 
in online product 
reviews 
Villanueva, J., 
Yoo, S., & 
Hanssens, D. 
M. (2008) 
The Impact of 
Marketing-Induced 
versus Word-of-Mouth 
Customer Acquisition 
on Customer Equity 
Growth 
Journal of 
Marketing 
Research 
45 (1) Marketing-induced customers add more short-term value, but word-of-mouth customers add nearly twice as much long-term value to the firm. 
Internet firm 
provided free Web 
hosting to registered 
users during a 70-
week observation 
period 
Wang, F., Liu, 
X., & Fang, E. 
(2015) 
User Reviews Variance, 
Critic Reviews 
Variance, and Product 
Sales: An Exploration 
of Customer Breadth 
and Depth Effects 
Journal of 
Retailing 91 (3) 
After recognizing a high variance in user reviews, many potential buyers may 
simply exclude the focal product from their consideration sets for fear that it 
does not match their needs and preferences. High user reviews variance, in 
combination with high critic reviews variance, can elicit a sense of uniqueness 
and enhance purchase intentions of some consumers. Quality signals can 
strengthen the positive customer depth effect 
Secondary data and 
experimental settings 
combined 
Wang, Z., Li, 
H., Ye, Q., & 
Law, R. 
(2016) 
Saliency effects of 
online reviews 
embedded in the 
description on sales: 
Moderating role of 
reputation 
Decision 
Support 
Systems 
87 
This study explores the effects of online reviews embedded in the product 
description (OED) on sales. Results indicate that OED has a positive effect on 
sales, and a high reputation strengthens the impact of OED on sales 
Secondary data and 
experimental settings 
combined 
Weathers, D., 
Swain, S. D., 
& Grover, V. 
(2015) 
Can online product 
reviews be more 
helpful? Examining 
characteristics of 
information content by 
product type 
Decision 
Support 
Systems 
79 
The authors find that, while review content affects helpfulness in complex ways, 
these effects are well explained by the proposed framework. The data suggest 
that review writers who explicitly attempt to enhance review diagnosticity or 
credibility are often ineffective or systematically unhelpful 
Over 8000 
helpfulness ratings 
from reviews posted 
on Amazon.com 
Wu, C., Che, 
H., Chan, T. 
Y., & Lu, X. 
(2015) 
The Economic Value of 
Online Reviews 
Marketing 
Science 34 (5) 
The authors conduct a series of counterfactual experiments and find that the 
value from Dianping is about 7 CNY for each user, and about 8.6 CNY from 
each user for the reviewed restaurants. The majority of the value comes from 
reviews on restaurant quality, and contextual comments are more valuable than 
numerical ratings in reviews 
User browsing and 
user dining choices 
collected from 
Dianping.com 
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 Table 4 (continued) 
Xu, K., Liao, 
S. S., Li, J., & 
Song, Y. 
(2011) 
Mining comparative 
opinions from customer 
reviews for Competitive 
Intelligence 
Decision 
Support 
Systems 
50 (4) 
The authors proposed a novel graphical model to extract and visualize 
comparative relations between products from customer reviews, with the 
interdependencies among relations taken into consideration, to help enterprises 
discover potential risks and further design new products and marketing 
strategies 
Data from: 1) online 
shopping sites; 2) 
review sites; 3) 
blogs; 4) social 
network sites; and 5) 
emails in CRM 
Ya, Y., 
Vadakkepatt, 
G. G., & Joshi, 
A. M. (2015) 
A Meta-Analysis of 
Electronic Word-of-
Mouth Elasticity 
Journal of 
Marketing 79 (2) 
The analysis reveals that electronic word-of-mouth volume (valence) elasticity 
is .236 (.417). Volume and valence elasticities are studied under different 
contexts  
51 studies  
Yang, J., 
Sarathy, R., & 
Lee, J. (2016) 
The effect of product 
review balance and 
volume on online 
Shoppers' risk 
perception and purchase 
intention 
Decision 
Support 
Systems 
89 
The four proposed risk concerns are good predictors of online shoppers' overall 
risk in e-commerce; perceived risk is a major determinant of online shoppers' 
attitude toward purchasing, which in turn determines their purchase intention. 
No significant causal effect between perceived uncertainty and purchase 
intention was found 
302 questionnaires 
Yin, D., Bond, 
S. D., & 
Zhang, H. 
(2014) 
Anxious or Angry? 
Effects of Discrete 
Emotions on the 
Perceived Helpfulness 
of Online Reviews 
MIS 
Quarterly 38 (2) 
The findings demonstrate the importance of examining discrete emotions in 
online word-of-mouth, and they carry important practical implications for 
consumers and online retailers 
Experimental 
Settings 
Ying, Y., 
Feinberg, F., 
& Wedel, M. 
(2006) 
Leveraging Missing 
Ratings to Improve 
Online 
Recommendation 
Systems 
Journal of 
Marketing 
Research 
43 (3) 
Recommendation quality is improved substantially by jointly modeling 
"selection" and "ratings," both whether and how an item is rated. Accounting for 
missing ratings and various sources of heterogeneity offers a rich portrait of 
which items are rated well, which are rated at all, and how these processes are 
intertwined 
72,916 customers' 
numerical ratings for 
1628 different 
movies from 
EachMovie 
Yubo, C., & 
Jinhong, X. 
(2008) 
Online Consumer 
Review: Word-of-
Mouth as a New 
Element of Marketing 
Communication Mix 
Management 
Science 54 (3) 
The authors show when and how the seller should adjust its own marketing 
communication strategy in response to consumer reviews. The authors also 
identify product/market conditions under which the seller benefits from 
facilitating such buyer-created information 
The sample includes 
120 digital camera 
models reviewed by 
CNET.com 
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 Table 4 (continued) 
Zhang, K. Z. 
K., Zhao, S. J., 
Cheung, C. M. 
K., & Lee, M. 
K. O. (2014) 
Examining the 
influence of online 
reviews on consumers' 
decision-making: A 
heuristic–systematic 
model 
Decision 
Support 
Systems 
67 
Argument quality of online reviews, which is characterized by perceived 
informativeness and perceived persuasiveness, has a significant effect on 
consumers' purchase intention. In addition, the authors find that source 
credibility and perceived quantity of reviews have direct impacts on purchase 
intention 
The model is 
empirically tested 
with 191 users of an 
existing online 
review site 
Zhao, Y., 
Yang, S., 
Narayan, V., 
& Zhao, Y. 
(2013) 
Modeling Consumer 
Learning from Online 
Product Reviews 
Marketing 
Science 32 (1) 
Consumers learn more from online reviews of book titles than from their own 
experience with other books of the same genre 
Panel data set of 
1,919 book 
purchases by 243 
consumers 
Zhou, S., & 
Guo, B. (2017) 
The order effect on 
online review 
helpfulness: A social 
influence perspective 
Decision 
Support 
Systems 
93 
The study explores why the order of a review will affect review helpfulness 
from a social influence perspective. The order of a review negatively relates to 
review helpfulness. The negative effect of review order on review helpfulness is 
weakened when the reviewer has more social connectedness or higher levels of 
expertise, or when the review is more negative in content or more recently 
posted 
70,610 restaurant 
reviews collected 
from Yelp.com 
Zhu, F., & 
Zhang, X. 
(2010) 
Impact of Online 
Consumer Reviews on 
Sales: The Moderating 
Role of Product and 
Consumer 
Characteristics 
Journal of 
Marketing 74 (2) 
Online reviews are more influential for less popular games and games whose 
players have greater Internet experience. The article shows differential impact 
of consumer reviews across products in the same product category and suggests 
that firms' online marketing strategies should be contingent on product and 
consumer characteristics 
Data on console 
sales and game sales 
from NPD. Review 
data from 
GameSpot.com  
 
  
  
Appendix B. Paper 1 
 
Exploratory Study of the Qualitative Data 
 
This section performs an exploratory study of the content of the textual portion of the 
reviews included in the dataset employed. This exploratory study is adapted and updated from 
Chapters 3 and 4 in “Data Mining Applications with R” (Zhao & Cen, 2014). As a first approach, 
Table 5 reports the most frequent words included in the dataset and Table 6 provides the 
associated words to the term ‘bulb’ and the strength of the association. Frequency and 
association analyses are simple and revealing. Although their focus on strong associations leads 
to low sensitivity to less common patterns in text pieces. To investigate these rarer patterns, 
Figure 6 shows a hierarchical clustering method (Suzuki & Shimodaira, 2006), employed to 
produce a visualization of the distances between less common terms in online reviews. 
 
 
 
Table 5. Most frequent words included in the dataset (minimum frequency=50) 
 
Better Bought Bright Bulb Bulbs Buy 
Color Cree Dimmer Even Far Find 
Fine First Five Fixture Fixtures Fridge 
Get Good Great Home Incandescent Just 
Lamp Last LED LEDs Less Light 
Lighting Lights Like Long Months Much 
Need Needed Nice Now One Oven 
Perfect Price Product Quality Really Replacement 
Room Say See Stars Still Time 
Two Use Used Warm Watt Way 
Well White Work Worked Working Works 
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Years      
 
 
 
Table 6. Associated words and strength of the association to the term ‘bulb’ 
 
Dimmed 
0.44 
LED 
0.44 
Light 
0.43 
Side-by-
side 
0.43 
Cree 
0.42 
Either 
0.41 
Huge 
0.41 
Notice 
0.41 
Incandesce
nt 
0.40 
Coating 
0.39 
New 
0.39 
Distributed 
0.38 
Ear 
0.38 
Dust 
0.37 
Say 
0.37 
Thin 
0.37 
Alongside 
0.36 
Among 
0.36 
Attract 
0.36 
Beats 
0.36 
Became 
0.36 
Becomes 
0.36 
Breakable 
0.36 
Bulbs 
0.36 
Buzz-free 
0.36 
Caveats 
0.36 
Collect 
0.36 
Contrast 
0.36 
Directions 
0.36 
Distinguish 
0.36 
Drawback 
0.36 
Durable 
0.36 
Experimen
ted     
0.36 
Fixtures          
0.36 
Freeze 
0.36 
Full      
0.36 
Gracefully          
0.36 
Louder            
0.36 
Mild     
0.36 
Non-
dimmable       
0.36 
Occasions       
0.36 
Orangered 
0.36 
Overpower
ingly            
0.36 
Pass     
0.36 
Preferences        
0.36 
Quietest       
0.36 
Red-orange        
0.36 
Remedied         
0.36 
Sliding 
0.36 
Yellow-
green                     
0.36 
Chair         
0.35 
Company        
0.35 
Compared 
0.35 
Dimming            
0.35 
Dims         
0.35 
Equally           
0.35 
Lower           
0.35 
Makes           
0.35 
Shape            
0.35 
LEDs 
0.34 
Making       
0.34 
Packaging          
0.34 
Bought       
0.33 
Depending            
0.33 
Even          
0.33 
Lowest          
0.33 
Sticky 
0.33 
Times         
0.33 
America         
0.32 
Appears            
0.32 
Ball          
0.32 
Bouncy          
0.32 
Cheesy          
0.32 
Dimmer 
0.32 
Discretion         
0.32 
Gumball         
0.32 
Hassles             
0.32 
Kid     
0.32 
Machine         
0.32 
Old          
0.32 
Table 5 (continued) 
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Poorer 
0.32 
Real         
0.32 
Someone       
0.32 
Uniformly       
0.32 
Utility         
0.32 
Weasels       
0.32 
Apartment 
0.31 
Brightness 
0.31 
Fixtures            
0.31 
Give          
0.31 
Hassle          
0.31 
Higher          
0.31 
Levels            
0.31 
Like 
0.31 
Much 
0.31 
One 
0.31 
Can       
0.30 
Complaint        
0.30 
Included            
0.30 
Less            
0.30 
Slim 
0.30 
Spread         
0.30 
Testing      
0.30 
Thankfully 
0.30 
   Thinking     
       0.30 
 
 
Table 6 (continued) 
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Figure 6. Hierarchical clustering to visualize distances between terms in the text 
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This exploratory analysis confirms the content suggested in previous literature. Some of 
the words can be directly associated with features and characteristics of the product reviewed 
such as “watt”, “color”, “dim”, or “buzz-free”. Other words can be associated with the personal 
experience of the reviewer during the purchase and post-purchase process or the evaluation of 
that experience such as “great”, “good”, “fine”, “use”, ‘bought”, “poorer”, “packaging”, or 
“drawback”. Finally, the word “buy” can be associated with reviewers’ purchase or not-purchase 
recommendations. Figure 6 reveals three main clusters. Cluster 1 can be related with an 
evaluation of the product since it includes terms such as “fine”, “perfect”, “better”, “quality”, or 
“great”. Cluster 2 can be associated with more technical features since it includes the type of 
light bulb (incandescent or LED) and terms like “color”, “bright”, or “watt”. Finally, Cluster 3 
seems to be focused on how long the product lasted, including terms such as “years”, “last”, 
“long”, or “months”. 
As an additional method to rule out other possible themes addressed in the text, topic 
modeling is tested over the online reviews included in the dataset. “Topic models are generative 
models that aim to discover the hidden thematic structures in large numbers of text documents” 
(Zhao & Cen, 2014, p. 86). As a major contribution of this method, it can identify topics that are 
characterized by key terms that may not appear next to each other in the document. This method 
can distinguish from a minimum of two topics to a theoretically unlimited number of them. The 
log-likelihood between two and fifty topics was calculated to identify the number of topics for 
the online reviews included in the dataset. This analysis is shown in Figure 7. 
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Figure 7. Log-likelihood of the dataset for different numbers of topics 
 
 
 
As suggested by Figure 7, this dataset includes no more than two topics, as the maximum 
value of the log-likelihood corresponds to two topics. The impossibility of detecting if the data 
contains one or two topics can be alleviated by studying the most important terms associated to 
each of these two topics. This is represented in Table 7, as well as the weights of those associated 
terms (Zhao & Cen, 2014).  
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Table 7. Most relevant terms associated with Topic 1 and Topic 2 and the weights of those 
associations 
 
 Topic 1       
Get 
-6.340517     
Home 
-5.826070      
Way 
-5.807830      
Bought 
-5.680846     
Use 
-5.647955           
Time 
-5.418380              
Also 
-5.378459     
Works 
-5.368186     
Incandescent 
-5.359814     
Even 
-5.336827     
Much 
-5.305882                    
Years 
-5.293660           
Color 
-5.230542     
Lighting 
-5.203507     
First 
-5.186709     
Far 
-5.074259     
Find 
-4.982753                    
Less 
-4.920367     
Just 
-4.893947   
Last 
-4.885378     
Needed 
-4.881673     
Cree 
-4.867202 
White 
-4.851377 
Replacement 
-4.772212     
Quality 
-4.721908     
Months 
-4.715233     
Fridge 
-4.694385     
Nice 
-4.630646     
See 
-4.565876                                 
Perfect 
-4.521771
Better 
-4.520592     
Really 
-4.504944     
Still 
-4.497442     
Say 
-4.438234     
Five 
-4.413072             
 Long 
 -4.371600 
LED 
-4.346231 
Two 
-4.339436 
Now 
-4.304406 
Product 
-4.297683 
Worked 
-4.253458     
Stars 
-4.212966     
Fine 
-4.201722     
Watt 
-4.156664     
Used 
-4.144699     
Price 
-4.140144                                        
Buy 
-4.014587     
Work 
-3.969646     
Oven 
-3.871930     
Well 
-3.796276     
Lights 
-3.772083     
Bright 
-3.645409                               
Like 
-3.495456  
Lamp 
-3.451217     
One 
-3.367744       
Great 
-3.321680     
Good 
-3.195244       
Bulb 
-2.829154     
Bulbs 
-2.504330     
Light 
-2.267919             
    
 Topic 2       
Fine 
-6.201180     
Used 
-6.129195     
Well 
-6.084592     
Say 
-5.955063     
Buy 
-5.876378           
Oven 
-5.767316     
Worked         
-5.719793     
Lamp 
-5.705250     
Good 
-5.553575     
Like 
-5.542035   
Really 
-5.273453          
Quality 
-5.162757     
Still 
-5.148678     
Now 
-5.113947     
Nice 
-5.049302         
Better 
-5.025649 
Needed 
-4.958732     
Work 
-4.951159     
Product 
-4.934427     
Long 
-4.908023     
Less 
-4.884858     
Lights 
-4.881282 
Perfect 
-4.879909     
First 
-4.831966     
Find 
-4.797554     
Far 
-4.728337     
Even 
-4.683313            
Months 
-4.658192 
Fridge 
-4.651016     
Also 
-4.636015     
Price 
-4.631520     
Lighting 
-4.620923     
White 
-4.570404     
Watt 
-4.555801          
Bright 
-4.497368     
See 
-4.476959     
Replacement 
-4.465447     
Two 
-4.438465     
Years 
-4.415196 
Last 
-4.370334 
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Home 
-4.277080     
Five 
-4.165229     
Much 
-4.017144     
Get 
-4.011490     
Color 
-3.866623     
Way 
-3.853371           
Time 
-3.836067     
Incandescent 
-3.790396     
Stars 
-3.737276     
Bought 
-3.735546 
Cree 
-3.538791                           
Use 
-3.469706  
Just 
-3.464643     
Works 
-3.448765     
Great 
-3.313056     
One 
-3.276691 
LED 
-3.107268                    
Light 
-2.916795     
Bulbs 
-2.711352     
Bulb 
-2.189627       
    
 
 
 
Table 7 reveals that Topic 1 and Topic 2 have the same relevant terms associated. Only 
the weights of those terms differ between Topic1 and Topic2. Since the dataset consists of more 
than 4,800 unique words and these topics have the same relevant words, the analysis can 
conclude that the dataset consists of only one topic. Despite the freedom provided by sites such 
as Amazon.com to reviewers, they chiefly report information related to features and 
characteristics of the product as well as the personal experience of buyers, as suggested by 
previous literature. 
Recent literature has focused on the role of the sentiments reflected on online reviews 
(e.g. Agnihotri & Bhattacharya, 2016; Salehan & Kim, 2016). As part of the exploratory study, a 
dictionary-based sentiment analysis (Hu & Liu, 2004) is implemented to determine the sentiment 
score (also referred as “polarity” by some authors) of each of the reviews included in the 
database. Figure 8 suggests that, at least in the database employed in this study, the sentiment 
scores are close to 0 with the most frequent value of +1. This result suggests that the reviews 
included in the dataset are mostly sentiment-neutral. Without ruling out the possibility that other 
elements than the ones addressed in this research can impact review helpfulness, this exploratory 
analysis of the text content noticeably reduces that likelihood. 
Table 7 (continued) 
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Figure 8. Histogram of the sentiment score of reviews in the dataset 
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Appendix A. Paper 2 
 
Amazon Product Coding  
  
Thank you very much for agreeing to label the following set of products! 
Instructions 
The task is simple. There are 17 product categories available to be purchased on Amazon. 
We will provide you with 3 examples for each of those 17 categories. Therefore, 51 
products will be shown to you. You will be asked to label these 51 products on how 
easy/hard it is to anticipate if the product will fulfill your needs by considering the textual 
information provided by the seller. In other words, imagine that you want to buy all of 
these 51 products through an e-commerce retailer. On a scale from 1 to 5, how easy/hard is 
to anticipate that this is the right product for you using a textual description of it?      
Thanks again and let's start! 
 
Imagine that you want to buy the following 3 products from Amazon belonging to 
the Fashion category. For each of them, how easy/hard is it to anticipate that this is the 
right product for you based on the textual information? (1 being very easy and 5 being very 
hard to anticipate) 
 
Q3 Satin Witch Hat (Adult)     
Rubie's Costume Company has designed quality costume and fun clothing for decades. Trusted 
to be the leader of cosplay, Halloween, and general decor items, Rubie's does not sacrifice 
quality for price. Expect the highest in costume design and material with Rubie's. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q4 Bon Jovi - Heart T-shirt, XL     
Bon Jovi Heart T-shirt. This brand new, officially licensed Bon Jovi shirt is pre-shrunk and 
100% cotton. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q5 Zero Unisex Christmas Xmas Gifts Leather Sleeves Luxury T Shirts (XL (US Size L), 
No.1)     
Size S Shoulder: 42cm Bust: 49cm; Size M Shoulder: 44cm Bust: 51cm; Size L Shoulder: 46cm 
Bust: 53cm; Size XL Shoulder: 48cm Bust: 55cm; Size XXL Shoulder: 50cm Bust: 57cm 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Appliances category. For each of them, how easy/hard is it to anticipate that this is the right 
product for you based on the textual information? (1 being very easy and 5 being very hard 
to anticipate) 
 
Q7 Coleman Cable 3531 14/3 General-Use Appliance Extension Cord, 3-Foot     
MAJOR APPLIANCE CORD - UL Listed - Meet OSHA Specifications. Three conductor heavy 
duty flat vinyl. Right angle male plug. Sturdy cord for use with air conditioners, power tools and 
major appliances. Grounded, right-angle, male plugs guard against accidental disconnection. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q8 Certified Appliance WM96SS Braided Washing Machine Connector, Stainless Steel 
(3/4"FGH X 3/4"FGH, 8 Ft)     
Certified Appliance Big96wa Braided Stainless Steel Washing Machine Connector (8-feet, ½ 
inch Id); 3/4 inch X 3/4 inch Female Hose Thread. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q9 Whirlpool W10190965 Icemaker for Refrigerator     
This is a brand new, genuine Whirlpool ice maker. This item is an Original Equipment 
Manufacturer (OEM) part and is compatible with many Whirlpool, Kenmore, KitchenAid, and 
other brands. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Appstore Android category. For each of them, how easy/hard is it to anticipate that this is 
the right product for you based on the textual information? (1 being very easy and 5 being 
very hard to anticipate) 
 
Q11 Word Frenzy     
Connect with Scoreloop to track your high scores. Discover over 12 000 levels of word 
unscrambling fun Play on a physical keyboard or use your touch-screen. Lookup definitions for 
words you don't know. Customize the difficulty from easy to hard puzzles-and-trivia-game-
genre. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q12 Awesome Miniature Pro - Tilt Shift     
Take a photo and Load a photo. Environmental settings. Crop and Rotate 3 types of blur: Linear, 
Radial, and Oval. Blur strength control 30 awesome filter effects with real-time control. Color, 
Contrast, Saturation, Exposure, White Balance, and Tint Different styles and opacity control of 
Vignetting. Useful stylish Borders. Compare with an original photo anytime. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q13 6 Solitaire Card Games Free     
6 solitaire games in 1! Addictive gameplay! Simple controls easy to learn! *Powered by 
Dolby®* Casual-game-genre.  
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Beauty category. For each of them, how easy/hard is it to anticipate that this is the right 
product for you based on the textual information? (1 being very easy and 5 being very hard 
to anticipate) 
 
Q15 New Benefit Waterproof Automatic Eyeliner Pen - Black - BAD Gal Liner     
Length: 13.5 cm. Color: Black100% Brand new and unused. Smudge free. Fine-tip. Easy to 
blend and smooth to apply. Can make fine and bold eyeline with new texture and furnishing. 
Provide rich and consistant colour. Long wearing and waterproof. Fregrance Free. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q16 Body Toolz Cuticle Pusher     
Dual-ended pusher will not scratch the natural nail. Curve conforms to the natural nail for 
pushing cuticles. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q17 Michel Vanilla Pumpkin Liquid Soap 16.9 Fl.Oz.     
Michel Vanilla Pumpkin Liquid Soap 16.9 Fl.Oz. Special foaming formula with Shea Butter, 
Aloe Vera, Vitamin E & Jojoba Oil to gently cleanse and moisturize. Use in the Bathroom or 
Kitchen area. Orange bow tied to liquid pump container. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Camera and Photo category. For each of them, how easy/hard is it to anticipate that this is 
the right product for you based on the textual information? (1 being very easy and 5 being 
very hard to anticipate) 
 
Q19 Polaroid i-zone Pocket Instant Camera, Maroon     
The Polaroid I-Zone pocket camera is Polaroid's latest format instant camera. It produces 
postage-stamp-size photographs, available with either a sticky or nonsticky backing, and offers a 
selectable built-in flash that automatically shuts off after each shot to conserve batteries. Loading 
the Polaroid I-Zone is simple, and using it is even simpler. There is no need to focus, the built-in 
flash fires automatically, and the camera is small enough to slip into a purse or the small pocket 
on a backpack. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q20 Contour Bike Handlebar Mount Cameras     
Get your sick jumps and fast rides through rock gardens on video by attaching your 
ContourHD1080p camera to your bike with the ContourHD Handlebar Mount. Compatible with 
the slide and lock TRail Mounts already on the camera, this easy-to-use accessory makes it easy 
to record you most incredible two-wheeled feats. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q21 GOcase H3 Case for GoPro HERO3 and HERO3+     
Custom molded for the GoPro HERO3 and accessories. Water-resistant hard shell and 
waterproof zipper. Memory foam and microsuede-lined interior protect your gear Removable 
microsuede zippered pouch to store accessories. Included carabiner, loop, and handle to carry or 
clip your GOcase. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the Car 
Electronics category. For each of them, how easy/hard is it to anticipate that this is the right 
product for you based on the textual information? (1 being very easy and 5 being very hard 
to anticipate) 
 
Q23 Cobra HG S100 Dynamic External CB Speaker     
Cobra's high gear external speakers are designed to offer an exceptional combination of 
unsurpassed power handling, great sound, rugged construction and stunning looks. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q24 XO Vision XD102 FM/AM MP3 Stereo Receiver with USB Port SD Card Slot     
The FM/AM MP3 Stereo Receiver delivers high quality sound at 200 Watts of Max Power. 
Playback your favorite music from removable storage devices using the USB Port and SD Card 
Slot. The AUX in even lets you play music directly from your MP3 Player! 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q25 Kicker 41KMLC Marine LED Controller     
Compatible with the following Kicker marine coaxial speakers and subwoofers: KM654LCW, 
KM8LCW, 41KMW102LC, and 41KMW104LC 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard 
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Computers category. For each of them, how easy/hard is it to anticipate that this is the right 
product for you based on the textual information? (1 being very easy and 5 being very hard 
to anticipate) 
 
Q27 Princeton Eo2010 21" Monitor (Pc/Mac)     
The EO2010 21-inch (20.1-inch viewable) display from Princeton aims to please the most 
discriminating professional user of high level graphics, CAD/CAM/CAE, PrePress, desktop 
publishing and much more. With its 117-kHz chassis, superfine 0.25-millimeter diagonal dot 
pitch, and superfast 230-MHz video dot clock, this powerhouse of a monitor displays an 
astounding, crystal-clear maximum resolution of 1920 x 1440 at a 75 Hz vertical refresh rate. 
The EO2010 is TCO '95 compliant to meet the strict industry standard for reduced 
electromagnetic emissions and recyclability of materials. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q28 Premium USB 2.0 to SATA / IDE HDD Hard Drive Convertor Adapter Cables Kit + Free 
DreamBargains Neckstrap / Lanyard     
Pick up this great adapter kit today! Convert your 2.5" or 3.5" devices with this all-in-one kit! 
UPC: 846755000014 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q29 IBM Lenovo ThinkCentre M55 Intel Core 2 Duo. 1800 MHz, 80Gig, Serial ATA HDD 
2048mb DDR2 Memory. DVD ROM. Genuine Windows XP Professional + 15" Flat Panel LCD 
Monitor. Desktop PC Computer. Professionally Refurbished by a Microsoft Authorized 
Refurbisher 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the GPS 
and Navigation category. For each of them, how easy/hard is it to anticipate that this is the 
right product for you based on the textual information? (1 being very easy and 5 being very 
hard to anticipate) 
 
Q31 Garmin Swiveling Automotive Mount for GPS 72 and GPS 76 (010-10305-00)     
Package Type: Standard Packaging. This adjustable automotive mounting bracket holds your 
GPS in place on the dash of your vehicle. Bracket swivels and tilts for optimum viewing and has 
a locking mechanism to keep unit secure. Accepts optional external power adapter for quick 
connection to a DC power supply. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q32 Bluetooth GPS 20 Channel Receiver w/Sirf Star III     
Add GPS (Global Positioning System) technology to your Bluetooth enabled devices! This GPT-
801 Bluetooth GPS (Global Positioning System) Receiver is powered by the SiRF Star III 
chipset and features built-in low noise high sensitivity patch antenna and offers 20 channels all in 
view tracking! The GPT-801 lightweight design easily fits in your hand and connects easily with 
your mobile devices, so you can track your route anywhere! 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q33 NEEWER ® Windshield Car Dash Magnetic Mount Holder For TomTom GO 2405 2505 
2435 2535 TM LIVE M WTE     
Windshield Car Dash Magnetic Mount Holder For TomTom GO 2405 2505 2435 2535 TM 
LIVE M WTE 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Industrial and Scientific category. For each of them, how easy/hard is it to anticipate that 
this is the right product for you based on the textual information? (1 being very easy and 5 
being very hard to anticipate) 
 
Q35 Mirka 23-615-060 Bulldog Gold 5-Inch 8-Hole 60 Grit Grip Vacuum Discs, 50-pack     
Bulldog Gold's grip (hook-and-loop) and PSA sanding discs have a special sharp, durable 
aluminum oxide grain that gives you a fast and exceptionally long-lasting cut. Durable aluminum 
oxide, combined with urea resin over glue bonds, and an open coat create a high performance 
sandpaper that's the envy of the industry. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q36 SMALL TEST TUBE BRUSH 8"     
For cleaning test tubes and narrow mouth glassware. Rounded tuft at tip facilitates cleaning and 
protects glassware. Natural bristles. Twisted wire handle. Brush diameter 1.3cm (1/2 inch), 
Brush Head Length 7.6cm (3 inches), Total Length 20cm (8 inches) 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q37 Rubbermaid Commercial Tile and Grout Brush, Black, FG9B5600BLA     
The Rubbermaid Commercial Plastic Bristle Tile and Grout Brush has natural and synthetic 
bristles. This Rubbermaid brush is great for scrubbing grout lines, floors, countertops, and much 
more. The black bristles help hide dirt. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Kitchen and Dining category. For each of them, how easy/hard is it to anticipate that this is 
the right product for you based on the textual information? (1 being very easy and 5 being 
very hard to anticipate) 
 
Q39 OXO Good Grips Pizza Wheel and Cutter     
Slicing pizza is easy with our sharp, stainless steel Pizza Wheel. A thumb guard keeps fingers 
away from the blade for added safety, and a soft handle absorbs pressure while you slice up your 
favorite pizza. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q40 Tovolo 3-Quart Colander, Yellow     
Our 3-Quart colanders combine art and functionality to bring a splash of color to your kitchen 
that won't be a waste of space. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q41 DeLonghi,Delonghi 24-in. Double Oven.     
DeLonghi Upper Electric Oven: 1650W, Interior Light, Volume: 1.2 Cu. ft. Lower Gas Oven 
with Infrared Broiler: Thermostatic Gas Oven 200F to 550F - 11,000Btu/hr, Infrared Gas Broil 
7,000 Btu/Hr, Electronic Ignition, Safety Devices on Oven/Broil, Interior Light, Closed door 
broiling, Volume: 2.0 cu. ft. Digital Clock Timer. DeLonghi Durastone Coating. Cooling Fan. 
Accessories: 3 wire shelves, 2 broiler pans. Weight: 450.0 lbs. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Luxury Beauty category. For each of them, how easy/hard is it to anticipate that this is the 
right product for you based on the textual information? (1 being very easy and 5 being very 
hard to anticipate) 
 
Q43 AHAVA Bath Salts, 32 oz.     
If you haven't experienced the pleasures of bathing in the Dead Sea, Bath Crystals are the next 
best thing. Rich in health-inducing minerals including magnesium, calcium, sodium, potassium 
and more, they soothe your body with relaxation, easing muscle tension and softening your skin. 
Immerse yourself in the waters of well-being. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q44 butter LONDON Horse Power Nail Fertilizer     
Get longer, stronger nails in just one month. Nail Fertilizer harnesses horsetail, a powerful herb 
rich in nutrients, high in silica, and proven to grow nails. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q45 L'Occitane Shea Butter Ultra Rich Body Lotion, 8.4 fl. oz.     
This lotion has 15% Shea Butter, natural honey, and apricot oil to nourish, moisturize and 
protect. Lifts the senses with subtle essences of jasmine and ylang-ylang. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Magazines category. For each of them, how easy/hard is it to anticipate that this is the right 
product for you based on the textual information? (1 being very easy and 5 being very hard 
to anticipate) 
 
Q47 Reason [Print + Kindle]     
REASON is edited for people interested in economic, social, and international issues. Viewpoint 
stresses individual liberty, private responsibility, and limited government. Some emphasis on 
Pacific Rim, local/state issues with national impact, science/technology. Regular departments 
include news/trends, book reviews (mostly history, politics, and economics), and cultural 
commentary. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
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Q48 Men's Journal     
This magazine is edited for active men with an interest in participatory sports, travel, fitness and 
adventure. It provides practical, informative articles on how to spend quality leisure time. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q49 EatingWell     
A delicious balance of cooking and must-have nutrition features, EatingWell is the award-
winning magazine where good taste meets good health on every page. Each issue is filled with 
dozens of delicious and nutritious recipes, smart shopping tips, healthy-in-a-hurry menus and 
much more! Beautiful color images illustrate never-fail, full-flavored recipes for healthful 
everyday eating and entertaining. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the MP3 
Players and Accessories category. For each of them, how easy/hard is it to anticipate that 
this is the right product for you based on the textual information? (1 being very easy and 5 
being very hard to anticipate) 
 
Q51 RCA Lyra (tm) Portable MP3 Player (RD1070)     
Listen to the best digital tunes whenever and wherever you want. The k@zoo! player is a 
portable digital audio player that features skipless audio playback from its 128 MB internal flash 
memory, along with MP3 and WMA compatibility. To keep your tunes organized, the player 
comes with the music-management software program MusicMatch Jukebox. The package also 
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includes a multifunctional LCD display, a USB connection cable for fast downloads, and cool 
wraparound X-Phone stereo headphones. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q52 Dexin DCA021 Car Charger For iPhone 4/3GS/3G/iPod     
Keep your iPhone or iPod charged with this portable car/vehicle charger. LED light indicates 
when device is being charged. Coiled cable provides 3 feet (1 meter) in length. White, Car 
Charger Compatible with:  iPhone 4, 3GS, 3G, and All models iPod (except shuffle!) 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q53 AIDE Mini Bomb speaker compatible with Ipad Ipone any model, computers--Black smile     
Compatible With: 3.5mm, Apple: iPhone 4G/4GS/3G/3GS, iPod, iPad etc. Blackberry: 
83xx/8520/8900/9000/9530/9630 etc. Motorola: Razr VE20, Rokr E8 etc. Nokia: N95/N97 etc. 
Palm: Pre, Treo850 etc. Tablet, MP3/MP4, CD, PC, Video Game and More. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Musical Instruments category. For each of them, how easy/hard is it to anticipate that this is 
the right product for you based on the textual information? (1 being very easy and 5 being 
very hard to anticipate) 
 
Q55 First Act MGT02 Guitar Auto Chromatic Digital Tuner     
With accurate and speedy pitch recognition, our auto chromatic digital tuner has a slim, 
contemporary design that makes it a perfect companion for any player. Suitable for use with 
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acoustic, electric or bass guitars, this compact tuner features an easy to read LED that guides the 
user to the correct pitch every time. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q56 Hohner 532BX-A Blues Harp, Key Of A Major     
Blues Harp MS. Dark, Dirty, Hard Rockin' Sound. The preeminent harp on the market designed 
for blues music, this harp is engineered for consistent volume and tone when used for intense 
blues playing. It can hang with the toughest players on their most serious gigs. Highly bendable 
with a dirty, dark, hard rockin' sound, this harmonica emphasizes all the best qualities of blues 
harmonica playing. It has a wood comb for full tone and is available in 12 keys. Replacement 
parts are available. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q57 Carbon Fiber Cello Bow 4/4, Ebony Frog, Natural Horse Hair     
Finest Carbon Fiber Natural Mongolian Horse Hair; Round Stick, Ebony Frog, Well Balanced. 
Weight: ~2.90 OZ, Length: 27 1/2". 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard 
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Office and School Supplies category. For each of them, how easy/hard is it to anticipate that 
this is the right product for you based on the textual information? (1 being very easy and 5 
being very hard to anticipate) 
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Q59 3M PP2500 Plain Paper Copier Transparency Film     
Recycled Transparency Film for Plain Paper Copiers 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q60 3/4" Locking Channels - 4FT Black     
Routing wires, covering cables, keeping a tidy area, this sounds like a job for Locking Channels. 
These surface raceways come with pre-installed adhesive tape that mounts to walls, baseboards, 
and desks. After mounting, a Locking Latch Design allows for easy installation and access to 
your cables. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q61 Cartoon Adventure Time 003 Rectangle Mouse Pad by eeMuse     
The mouse pad could be used in your office and home. The surface is smooth and soft, put your 
mouse on this pad, you could feel it. It presents your mouse and your computer have a good 
connection. Durable and no harm to your health. Now, choose one mouse pad to decorate your 
desk and PC. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Software category. For each of them, how easy/hard is it to anticipate that this is the right 
product for you based on the textual information? (1 being very easy and 5 being very hard 
to anticipate) 
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Q63 Barbie Magic Hair Styler - PC     
You can make Barbie look like she's never looked before. Give Barbie and her friends new looks 
for different occasions. Make a different look every time you play. With Barbie Magic Hair 
Styler you can create the Barbie of your dreams. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q64 Word Perfect 12     
Corel Wordperfect Version 12 OEM Full Version of WordPerfect Version 12. Perfect for an 
upgrade to a newer version or a new install. Works great for all office and home environments. A 
very affordable alternative to more expensive word processing packages. Offers the ability to 
open and operate in Word compatibility modes. Includes everything you need for the install - CD 
and unique serial number. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q65 Professor Teaches Office 2010 and Windows 8     
Professor Teaches, the leading brand of training, provides realistic and interactive training for 
Microsoft Windows 8 and Office 2010. Learn the features of Office 2010, and the hard to 
understand Windows 8 operating system. Build your skills quickly with interactive tutorials and 
practical exercises. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Imagine that you want to buy the following 3 products from Amazon belonging to the 
Wine category. For each of them, how easy/hard is it to anticipate that this is the right 
product for you based on the textual information? (1 being very easy and 5 being very hard 
to anticipate) 
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Q67 2011 Conundrum White Wine 750ml     
Conundrum White - a great wine for a fun night out or a lazy afternoon by the pool - it's made 
for food and friends! This wine is pure California at heart with a blend of grapes that makes the 
taste so special and unique - always the completely enjoyable Conundrum. Served chilled, it is a 
perfect wine, any time. Country California 
 1 - Very easy  
 2  
 3 - Neither easy nor hard 
 4  
 5 - Very hard 
 
Q68 2011 Tudor Wines Hook Vineyard Pinot Noir Santa Lucia Highlands 750 mL     
Cedar and spice tones dominate the aroma as well as dry earthieness. There are cola and feral 
notes as well. The palate is thick, layered with flavor and delicious. 
 1 - Very easy  
 2  
 3 - Neither easy nor hard  
 4  
 5 - Very hard  
 
Q69 NV Georgetown Vineyards Lake Erie Niagara 750ml     
Georgetown Vineyards sits high atop a scenic ridge overlooking the city of Cambridge, Ohio. 
The winery is surrounded by 5 acres of vineyards. Our winery is family owned and operated and 
specializes in a varied selection of award-winning wines, from dry California styles to sweet 
Ohio varietals. 
 1 - Very easy 
 2 
 3 - Neither easy nor hard 
 4 
 5 - Very hard 
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Appendix B. Paper 2 
 
Amazon Fashion 
*Descriptive Statistics* 
                       n           mean            sd         median       
Help_Score            16376   .77          3.83   .00  
Stars                 16381   4.18    1.22   5.00   
N_Eval               16381   1.18          4.53   .00  
EntCorr             16381   .29          .23   .26  
EntExp              16381   .06          .15   .00  
EntRecom            16381   .03          .09   .00 
Words in Prod Descrip       16381   62.61          71.20   45.00  
Words in Review         16381   57.77         53.63   41.00  
Review Posting Order             16381   12.09         21.22   3.00 
 
 
 
*Analysis* 
Coefficients: 
              Estimate  Standardized  Std. Error  t value  Pr(>|t|)     
(Intercept)  -1.18      .00     .07   -17.01    < 2e-16 *** 
Stars         .23       .07     .01    16.11    < 2e-16 *** 
N_Eval        .78       .93     .01   367.53   < 2e-16 *** 
EntCorr         .43       .03     .09     4.97   6.65e-07 *** 
EntExp         .08       .01        .10     .73      .46     
EntRecom     -1.12     -.03     .17    -6.45   1.18e-10 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 17.16 on 16370 degrees of freedom 
Multiple R-squared:  0.894,     Adjusted R-squared:  0.894  
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F-statistic: 2.761e+04 on 5 and 16370 DF, p-value: < 2.2e-16 
 
 
 
Appliances 
*Descriptive Statistics* 
                        n           mean            sd         median       
Help_Score             16378   1.57           9.72   .00  
Stars                  16381   4.03          1.43   5.00 
N_Eval                16381   2.33         11.00   .00 
EntCorr               16381   .31          .23   .30  
EntExp               16381   .09          .16   .00  
EntRecom            16381   .04          .08   .00 
Words in Prod Descrip      16381   71.36         94.38   43.00  
Words in Review                16381   78.78        100.37  45.00  
Review Posting Order        16381   3.65         71.13   7.00 
 
 
 
*Analysis* 
Coefficients: 
              Estimate  Standardized  Std. Error  t value  Pr(>|t|)     
(Intercept)  -2.93      .00     .15   -19.01   < 2e-16 *** 
Stars         .55       .08     .03    19.18    < 2e-16 *** 
N_Eval        .90       1.01     .01   528.13   < 2e-16 *** 
EntCorr         .43       .01     .23     1.89     .06 .   
EntExp         .58       .01     .24     2.37     .018 *   
EntRecom     -2.15     -.02     .48    -4.48   7.66e-06 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 50.37 on 16372 degrees of freedom 
Multiple R-squared:  0.947,     Adjusted R-squared:  0.947  
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F-statistic: 5.855e+04 on 5 and 16372 DF, p-value: < 2.2e-16 
 
 
 
Appstore Android 
*Descriptive Statistics* 
                        n           mean            sd         median       
Help_Score             13978   1.03          14.71   .00 
Stars                  13978   4.20           1.23   5.00  
N_Eval                13978   2.05          20.87   .00 
EntCorr                13978   .10           .12   .07  
EntExp                13978   .09          .12   .07   
EntRecom             13978   .01           .03   .00  
Words in Prod Descrip      13978   104.16          45.14   139.00  
Words in Review                13978   37.80          30.36   30.00  
Review Posting Order        13978   2504.87       2594.28  1164.5 
 
 
 
*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  -1.29     .34    -3.82   .000134 *** 
Stars         .23      .08     2.94   .003330 ** 
EntCorr         3.46      .86     4.01    6.11e-05 *** 
EntExp         1.47      .81     1.81    .070355 .     
EntRecom     -.30      1.91    -.16    .87     
N_Eval        .46      .05     9.97    < 2e-16 *** 
Diagnostic tests: 
                     df1    df2   statistic   p-value     
Weak instruments      1  13972      47.55   5.60e-12 *** 
Wu-Hausman            1  13971      52.59   4.33e-13 *** 
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Sargan                0     NA         NA        NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 54.67 on 13972 degrees of freedom 
Multiple R-Squared: 0.8142,     Adjusted R-squared: 0.8141  
Wald test: 239.3 on 5 and 13972 DF, p-value: < 2.2e-16 
 
 
 
Beauty 
*Descriptive Statistics* 
                        n   mean            sd         median       
Help_Score             16381   33.79       4113.89  .00  
Stars                  16381   4.17           1.32   5.00  
N_Eval                16381   2.66          17.31   .00  
EntCorr                16381   .30          .22   .28  
EntExp                16381   .07          .14   .00  
EntRecom             16381   .03          .07   .00  
Words in Prod Descrip      16381   61.17         47.96   50.00  
Words in Review                 16381   67.21         68.75   45.00 
Review Posting Order  16381   41.15         67.58   14.00 
 
 
 
*Analysis* 
Coefficients: 
              Estimate  Standardized  Std. Error  t value  Pr(>|t|)     
(Intercept)  -1.36      .00     .14    -9.91    < 2e-16 *** 
Stars         .21       .02     .03     7.80   6.66e-15 *** 
N_Eval        .92       1.00     .01   810.60   < 2e-16 *** 
EntCorr        -1.26     -.02      .19    -6.52   7.07e-11 *** 
EntExp        -1.53     -.01     .22    -6.96   3.60e-12 *** 
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EntRecom      1.18      .01     .48     2.46     .014 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 38.54 on 16375 degrees of freedom 
Multiple R-squared:  0.976,     Adjusted R-squared:  0.976  
F-statistic: 1.334e+05 on 5 and 16375 DF, p-value: < 2.2e-16 
 
 
 
Camera & Photo 
*Descriptive Statistics* 
                       n           mean            sd         median       
Help_Score            2531   2.50         10.76   .00  
Stars                  2531   4.00           1.34   5.00  
N_Eval                2531   3.72         12.48   1.00 
EntCorr               2531   .23          .21   .17  
EntExp            2531   .13           .18   .06  
EntRecom            2531   .03           .06   .00         
Words in Prod Descrip     2531   122.60          97.47   94.00  
Words in Review               2531   88.96        100.81  58.00  
Review Posting Order         2531   21.91        30.93   9.00 
 
 
 
*Analysis* 
Coefficients: 
              Estimate  Standardized  Std. Error  t value  Pr(>|t|)     
(Intercept)  -3.18      .00     .32    -10.00   < 2e-16 *** 
Stars         .56       .07     .07     8.20   3.78e-16 *** 
N_Eval        .81       .94     .01   208.99   < 2e-16 *** 
EntCorr         2.11      .04     .62     3.39   .000716 *** 
EntExp        -.30      -.01     .64    -.46   .64     
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EntRecom      3.94      .02     1.09     3.63   .000292 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 42.64 on 2525 degrees of freedom 
Multiple R-squared:  0.9474,    Adjusted R-squared:  0.9473  
F-statistic:  9088 on 5 and 2525 DF, p-value: < 2.2e-16 
 
 
 
Car Electronics 
*Descriptive Statistics* 
                       n          mean            sd         median       
Help_Score             8007  .65           9.68   .00 
Stars                  8007  4.04           1.36   5.00  
N_Eval                8007  1.19         11.27   .00 
EntCorr                8007  .14           .16   .08  
EntExp                8007  .09           .14   .03  
EntRecom             8007  .02          .05   .00  
Words in Prod Descrip      8007  282.98         173.76  429.00  
Words in Review                8007  88.28         98.45   57.00  
Review Posting Order       8007  1351.25       1399.49  848.00 
 
 
 
*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  -1.91     .17    -10.78    < 2e-16 *** 
Stars         .40      .04     10.36    < 2e-16 *** 
EntCorr         -.20      .43     -.46     .64     
EntExp         1.02      .66     1.54     .12  
EntRecom     -.89      1.04    -.86     .40     
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N_Eval        .76      .03     25.51    < 2e-16 *** 
Diagnostic tests: 
                    df1   df2   statistic   p-value     
Weak instruments     1  8001      16.17   5.83e-05 *** 
Wu-Hausman           1  8000      14.69   0.000128 *** 
Sargan               0    NA         NA        NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 39.71 on 8001 degrees of freedom 
Multiple R-Squared: 0.9648,     Adjusted R-squared: 0.9648  
Wald test: 750.6 on 5 and 8001 DF, p-value: < 2.2e-16 
 
 
 
Computers 
*Descriptive Statistics* 
                        n           mean            sd         median       
Help_Score             16366   1.12           7.35   .00  
Stars                  16381   3.92    1.44   5.00  
N_Eval                16381   2.08           8.36   .00 
EntCorr                16381   .32           .23   .29  
EntExp                16381   .11          .18   .00  
EntRecom             16381   .04           .09   .00  
Words in Prod Descrip      16381   80.80          79.61   65.00  
Words in Review                16381   90.88         101.92  57.00  
Review Posting Order     16381   134.91         297.51  14.00 
 
 
 
*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
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(Intercept)   -2.57      .17    -15.21   < 2e-16 *** 
Stars          .50       .03     16.01   < 2e-16 *** 
EntCorr          .87       .36     2.42    .01540 * 
EntExp          2.57      1.00     2.58    .00985 **  
EntRecom       -.17       .42     -.42    .68     
N_Eval         .65       .08     8.09   6.61e-16 *** 
Diagnostic tests: 
                     df1    df2   statistic   p-value     
Weak instruments      1  16360     27.013  2.04e-07 *** 
Wu-Hausman            1  16359      4.929    0.0264 *   
Sargan                0     NA         NA        NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 53.75 on 16360 degrees of freedom 
Multiple R-Squared: 0.859,      Adjusted R-squared: 0.859  
Wald test: 820.3 on 5 and 16360 DF, p-value: < 2.2e-16 
 
 
 
GPS & Navigation 
*Descriptive Statistics* 
                       n           mean            sd         median       
Help_Score            3590   2.78          16.81   .00  
Stars                  3590   3.85           1.43   4.00  
N_Eval                3590   4.28          18.13   1.00 
EntCorr               3590   .20           .20   .13  
EntExp               3590   .11           .17   .03 
EntRecom            3590   .02          .07   .00  
Words in Prod Descrip     3590   240.94         210.47  160.00  
Words in Review       3590   109.71         138.22  68.00  
Review Posting Order    3590   86.40        133.26  21.00  
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*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)   -5.18      .56    -9.24   < 2e-16 *** 
Stars          .93       .12     7.51    7.66e-14 *** 
EntCorr          9.87      3.11     3.18   .00151 **  
EntExp          -1.21       1.31     -.93   .35     
EntRecom      -3.10       2.62   -1.18   .24     
N_Eval         .73       .08     8.93    < 2e-16 *** 
Diagnostic tests: 
                    df1   df2  statistic   p-value     
Weak instruments     1  3584    12.950  0.000324 *** 
Wu-Hausman           1  3583  7.773   0.005333 **  
Sargan               0    NA     NA        NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 106.2 on 3584 degrees of freedom 
Multiple R-Squared: 0.9268,     Adjusted R-squared: 0.9267  
Wald test: 366.9 on 5 and 3584 DF, p-value: < 2.2e-16 
 
 
 
Industrial &Scientific 
*Descriptive Statistics* 
                        n           mean            sd         median       
Help_Score             16375   1.28           8.67   .00 
Stars                  16380   4.20           1.28   5.00 
N_Eval                16380   2.10          10.17   .00  
EntCorr                16380   .25           .21   .21  
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EntExp                16380   .05           .11   .00  
EntRecom           16380   .02           .06   .00 
Words in Prod Descrip      16380   100.86         104.37  66.00  
Words in Review                16380   67.15          72.44   44.00  
Review Posting Order          16380   15.80          59.02   2.00 
 
 
 
*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  -2.21     .23    -9.67    < 2e-16 *** 
Stars         .42      .04    10.63    < 2e-16 *** 
EntCorr         .78      .24     3.32   .000906 *** 
EntExp         .39      .59    .66   .51     
EntRecom      .21      .42     .51   .613119     
N_Eval        .72      .07    10.78    < 2e-16 *** 
Diagnostic tests: 
                     df1    df2   statistic   p-value     
Weak instruments      1  16369     20.039  7.64e-06 *** 
Wu-Hausman            1  16368      1.694     0.193     
Sargan                0     NA         NA        NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 3.014 on 16369 degrees of freedom 
Multiple R-Squared: 0.8792,     Adjusted R-squared: 0.8792  
Wald test: 438.3 on 5 and 16369 DF, p-value: < 2.2e-16 
 
 
 
Kitchen & Dining 
*Descriptive Statistics* 
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                        n           mean            sd         median       
Help_Score             16381   1.83          13.49   .00  
Stars                  16381  4.07           1.38   5.00  
N_Eval                16381   2.64          14.49   .00  
EntCorr                 16381   .27          .21   .24  
EntExp                 16381   .07           .14   .00  
EntRecom              16381   .03           .07   .00  
Words in Prod Descrip      16381   82.00          62.34   78.00  
Words in Review                16381   71.20          72.85   48.00  
Review Posting Order      16381   192.49         288.13  67.00 
 
 
 
*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  -3.60     .30   -11.81   < 2e-16 *** 
Stars         .72      .06     12.12    < 2e-16 *** 
EntCorr         .44      .49     .91   .36 
EntExp         7.44      1.48     5.02   5.3e-07 *** 
EntRecom      2.69      .88     3.05     .00232 **   
N_Eval        .75      .04    18.90    < 2e-16 *** 
Diagnostic tests: 
                     df1    df2   statistic   p-value     
Weak instruments      1  16375      63.54   1.67e-15 *** 
Wu-Hausman            1  16374      88.16    < 2e-16 *** 
Sargan                0     NA         NA        NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 78.28 on 16375 degrees of freedom 
Multiple R-Squared:  0.94,      Adjusted R-squared:  0.94  
Wald test:  2068 on 5 and 16375 DF, p-value: < 2.2e-16 
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Luxury Beauty 
*Descriptive Statistics* 
                        n           mean            sd        median       
Help_Score             16381   .85           5.84  .00  
Stars                  16381   4.20           1.24  5.00  
N_Eval                16381   1.71           6.66  .00  
EntCorr               16381   .27           .21  .24  
EntExp               16381   .13           .18  .00  
EntRecom            16381   .03           .08  .00  
Words in Prod Descrip      16381   63.74          42.41  56.00  
Words in Review                16381   73.59          71.33  50.00  
Review Posting Order         16381   52.75          93.06  19.00 
 
 
 
*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  -2.72     .17   -15.70   < 2e-16 *** 
Stars         .54      .04    14.18    < 2e-16 *** 
EntCorr         -.02      .27     -.06   .95 
EntExp         2.96      .90     3.29   .00100 ** 
EntRecom     -1.53      .54    -2.84   0.00459 **     
N_Eval        .62      .08     8.10    6.09e-16 *** 
Diagnostic tests: 
                     df1    df2   statistic   p-value     
Weak instruments      1  16375      77.68    < 2e-16 *** 
Wu-Hausman            1  16374      34.99   3.38e-09 *** 
Sargan                0     NA         NA        NA     
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--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 48.74 on 16375 degrees of freedom 
Multiple R-Squared: 0.8652,     Adjusted R-squared: 0.8652  
Wald test: 496.6 on 5 and 16375 DF, p-value: < 2.2e-16 
 
 
 
Magazine 
*Descriptive Statistics* 
                        n           mean             sd         median       
Help_Score             16381   3.47           17.37   .00  
Stars                  16381   3.98            1.44   5.00  
N_Eval                16381   6.87           20.79   1.00  
EntCorr               16381   .27            .22   .25 
EntExp               16381   .17            .20   .09 
EntRecom            16381   .03            .08   .00 
Words in Prod Descrip      16381   46.67           28.03   43.00 
Words in Review                16381   77.30           84.55   48.00 
Review Posting Order       16381   83.02          110.46  37.00 
 
 
 
*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  -8.89     .38   -23.22   < 2e-16 *** 
Stars         1.55      .08    19.56    < 2e-16 *** 
EntCorr         6.67      .70     9.53    < 2e-16 *** 
EntExp         1.42      .58     2.43   0.015 * 
EntRecom      -.01      .02     31.96     .99   
N_Eval        .64      .02    31.96    < 2e-16 *** 
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Diagnostic tests: 
                     df1    df2   statistic  p-value     
Weak instruments      1  16375     278.31   <2e-16 *** 
Wu-Hausman            1  16374      71.01    <2e-16 *** 
Sargan                0     NA         NA       NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 106.5 on 16375 degrees of freedom 
Multiple R-Squared: 0.8177,     Adjusted R-squared: 0.8177  
Wald test:  1031 on 5 and 16375 DF,  p-value: < 2.2e-16 
 
 
 
MP3 & Accessories 
*Descriptive Statistics* 
                        n           mean            sd         median      
Help_Score             16381   1.42         20.99   .00  
Stars                  16381   3.76           1.50   4.00  
N_Eval                16381   2.68          22.93   .00  
EntCorr                16381   .26           .21   .22  
EntExp                16381   .11           0.17   .00  
EntRecom             16381   .03           0.07   .00 
Words in Prod Descrip      16381   90.01          73.77   70.00  
Words in Review                16381   94.20         118.09  57.00  
Review Posting Order        16381   541.41         787.66  114.00 
 
 
 
*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  -4.38     .61    -7.15   9.02e-13 *** 
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Stars         .94      .12     7.77   8.30e-15 *** 
EntCorr         -1.71      1.03     -1.67     0.09526 .     
EntExp         9.28      2.86     3.25   .00115 ** 
EntRecom      -.06      1.84     -.03      .98     
N_Eval        .65      .08     8.11   5.22e-16 *** 
Diagnostic tests: 
                     df1    df2   statistic   p-value     
Weak instruments      1  16375       34.2   5.06e-09 *** 
Wu-Hausman            1  16374       15.9   6.71e-05 *** 
Sargan                0     NA         NA        NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 193.4 on 16375 degrees of freedom 
Multiple R-Squared: 0.8641,     Adjusted R-squared: 0.8641  
Wald test: 469.2 on 5 and 16375 DF,  p-value: < 2.2e-16 
 
 
 
Musical Instruments 
*Descriptive Statistics* 
                        n           mean            sd         median       
Help_Score             16380   1.49           9.36   .00    
Stars                  16381   4.26           1.19   5.00          
N_Eval               16381   2.52          10.32   .00 
EntCorr                16381   .30           .22   .27  
EntExp                16381   .04           .12   .00  
EntRecom             16381   .03           .09   .00       
Words in Prod Descrip      16381   104.87         130.92  70.00  
Words in Review                16381   93.21         114.99  56.00  
Review Posting Order        16381   5.01          14.31   1.00 
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*Analysis* 
Coefficients: 
              Estimate  Standardized  Std. Error  t value  Pr(>|t|)     
(Intercept)  -5.476411      0.000000    0.167308  -32.732   < 2e-16 *** 
Stars         1.022986      0.129664    0.033457   30.576   < 2e-16 *** 
N_Eval        0.844818      0.931643    0.002164  390.406   < 2e-16 *** 
EntCorr         1.795971      0.042925    0.184654    9.726    < 2e-16 *** 
EntExp        -0.989849     -0.012436    0.235872   -4.197   2.72e-05 *** 
EntRecom     -3.841037     -0.036760    0.327141  -11.741   < 2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 48.75 on 16374 degrees of freedom 
Multiple R-squared:  0.9047,    Adjusted R-squared:  0.9047  
F-statistic: 3.108e+04 on 5 and 16374 DF, p-value: < 2.2e-16 
 
 
 
Office & School Supplies 
*Descriptive Statistics* 
                       n           mean            sd         median       
Help_Score             9656   .84           3.87   .00 
Stars                  9656   4.11           1.35   5.00  
N_Eval                9656   1.63           6.53   .00  
EntCorr                9656   .28           .23   .24  
EntExp                9656   .10           .17   .00  
EntRecom             9656   .03           .08   .00  
Words in Prod Descrip      9656   68.05          63.79   51.00  
Words in Review                9656   64.04         63.35   43.00  
Review Posting Order          9656   19.75          43.90   4.00 
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*Analysis* 
Coefficients: 
              Estimate  Standardized  Std. Error  t value  Pr(>|t|)     
(Intercept)  -1.029616      0.000000    0.175370   -5.871   4.47e-09 *** 
Stars         0.297828      0.103519    0.035549    8.378    < 2e-16 *** 
N_Eval        0.427198      0.720780    0.005786   73.837   < 2e-16 *** 
EntCorr         1.050871      0.061783    0.247526    4.245   2.20e-05 *** 
EntExp        -0.108862     -0.004858    0.275721   -0.395     0.693     
EntRecom      0.315105      0.006892    0.500906    0.629     0.529     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 38.12 on 9650 degrees of freedom 
Multiple R-squared:  0.3691,    Adjusted R-squared:  0.3688  
F-statistic:  1129 on 5 and 9650 DF, p-value: < 2.2e-16 
 
 
 
Software 
*Descriptive Statistics* 
                        n           mean             sd         median       
Help_Score            16379   3.70           20.12   .00  
Stars                  16381   3.42            1.63   4.00  
N_Eval                16381   6.20           22.45   2.00  
EntCorr                16381   .32            .23   .30  
EntExp                16381   .04            .11   .00  
EntRecom             16381   .03            .08   .00  
Words in Prod Descrip      16381   133          158.28  96.00  
Words in Review                16381   123.89          143.10  79.00  
Review Posting Order       16381   12.64           23.42   4.00 
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*Analysis* 
Coefficients: 
             Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  -3.53     .44    -7.95   1.98e-15 *** 
Stars         .56      .09     6.35   2.14e-10 *** 
EntCorr         0.45      .80     .56   .57 
EntExp         4.11      1.41     2.91   .00359 ** 
EntRecom      5.61      1.26     4.44   9.22e-06 ***   
N_Eval        .78      .04    20.99    < 2e-16 *** 
Diagnostic tests: 
                     df1    df2   statistic  p-value     
Weak instruments      1  16373     92.363   <2e-16 *** 
Wu-Hausman            1  16372      7.676    0.0056 **  
Sargan                0     NA         NA       NA     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 163 on 16373 degrees of freedom 
Multiple R-Squared: 0.8884,     Adjusted R-squared: 0.8884  
Wald test: 762.7 on 5 and 16373 DF, p-value: < 2.2e-16 
 
 
 
Wine 
*Descriptive Statistics* 
                       n           mean            sd         median       
Help_Score             1937   .60           1.71   .00  
Stars                  1937   4.59           .91   5.00  
N_Eval                1937   .98           2.06   .00 
EntCorr                1937   .34           .26   .38  
EntExp                1937   .20           .25   .00  
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EntRecom             1937   .06           .13   .00  
Words in Prod Descrip      1937   38.30         47.77   11.00  
Words in Review                1937   56.82          46.42   43.00  
Review Posting Order     1937   3.48           4.76   2.00 
 
 
 
*Analysis* 
Coefficients: 
              Estimate  Standardized  Std. Error  t value  Pr(>|t|)     
(Intercept)  -2.10      .00     .16   -12.71   < 2e-16 *** 
Stars         .46       .25     .03    13.85    < 2e-16 *** 
N_Eval        .58       .70     .01    45.41    < 2e-16 *** 
EntCorr        -.07      -.01     .14    -.50    .62     
EntExp         .06       .01     .13     .47    .64     
EntRecom      .63       .05     .22     2.89    .00385 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
Residual standard error: 9.884 on 1931 degrees of freedom 
Multiple R-squared:  0.5303,    Adjusted R-squared:  0.529  
F-statistic:   436 on 5 and 1931 DF, p-value: < 2.2e-16 
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Appendix C. Paper 2 
 
Interaction Analysis 
 
This section analyzes the potential interaction effect between the four sources of 
information and the product type. Experience entropy, corroboration entropy and 
recommendation entropy together with the product type values of Table 2 were used to 
operationalize this interaction effect. The conceptual model in Figure 2 was modified to include 
the interaction effect. The modified conceptual model is shown in Figure 5. 
 
 
 
 
Figure 5. Conceptual model including the product type interaction effect 
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The results of the analyses suggest that there is no interaction effect as the value of R2 
does not change when moving from Model 1 (no interaction variables included) to Model 2 
(including the interaction variables) as shown in Model Summary. 
  
  
Interaction Analyses results 
 
 
 
 
 
 
 
 
 
 
Variables Entered Variables Removed Method
1 ProductType, N_Eval, 
Stars, EntRecom, 
EntCorrob, EntExp c
Enter
2 EntRecom_ProductType, 
EntExp_ProductType, 
EntCorrob_ProductType, 
Stars_ProductType c
Enter
Variables Entered/Removeda,b
Model
a. Dependent Variable: Use_Score
b. Weighted Least Squares Regression - Weighted by Words
c. All requested variables entered.
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R Square 
Change F Change df1 df2
Sig. F 
Change
1 .961a 0.924 0.924 73.671 0.924 447217.854 6 219851 0.000
2 .961b 0.924 0.924 73.623 0.000 73.155 4 219847 0.000 1.910
Model Summaryc,d
Model R R Square
Adjusted R 
Square
Std. Error of the 
Estimate
Change Statistics
Durbin-
Watson
a. Predictors: (Constant), ProductType, N_Eval, Stars, EntRecom, EntCorrob, EntExp
b. Predictors: (Constant), ProductType, N_Eval, Stars, EntRecom, EntCorrob, EntExp, EntRecom_ProductType, EntExp_ProductType, EntCorrob_ProductType, 
c. Dependent Variable: Use_Score
d. Weighted Least Squares Regression - Weighted by Words
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Sum of Squares df Mean Square F Sig.
Regression 14563552379.119 6 2427258729.853 447217.854 .000c
Residual 1193233353.266 219851 5427.464
Total 15756785732.386 219857
Regression 14565138478.454 10 1456513847.845 268712.237 .000d
Residual 1191647253.931 219847 5420.348
Total 15756785732.386 219857
ANOVAa,b
Model
1
2
a. Dependent Variable: Use_Score
b. Weighted Least Squares Regression - Weighted by Words
c. Predictors: (Constant), ProductType, N_Eval, Stars, EntRecom, EntCorrob, EntExp
d. Predictors: (Constant), ProductType, N_Eval, Stars, EntRecom, EntCorrob, EntExp, EntRecom_ProductType, 
E tE P d tT  E tC b P d tT  St P d tT
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Standardized 
Coefficients
B Std. Error Beta Tolerance VIF
(Constant) -4.541 0.103 -44.028 0.000
N_Eval 0.875 0.001 0.963 1622.566 0.000 0.978 1.022
Stars 0.734 0.012 0.035 58.949 0.000 0.989 1.011
EntCorrob -0.110 0.090 -0.001 -1.222 0.222 0.778 1.285
EntExp -0.196 0.102 -0.001 -1.923 0.054 0.681 1.469
EntRecom -0.171 0.189 -0.001 -0.902 0.367 0.879 1.138
ProductType 0.275 0.033 0.005 8.428 0.000 0.912 1.096
(Constant) -7.233 0.304 -23.795 0.000
N_Eval 0.875 0.001 0.963 1622.764 0.000 0.977 1.023
Stars 1.511 0.062 0.072 24.462 0.000 0.040 24.941
EntCorrob -0.522 0.430 -0.004 -1.214 0.225 0.034 29.411
EntExp -3.573 0.453 -0.025 -7.896 0.000 0.034 29.125
EntRecom 5.319 0.817 0.018 6.508 0.000 0.047 21.211
ProductType 1.316 0.116 0.025 11.360 0.000 0.072 13.816
Stars_ProductType -0.300 0.023 -0.044 -12.850 0.000 0.029 34.605
EntCorrob_Product 0.161 0.157 0.003 1.030 0.303 0.030 32.908
EntExp_ProductTyp 1.360 0.170 0.024 8.008 0.000 0.038 26.009
EntRecom_Product
Type
-2.063 0.294 -0.019 -7.026 0.000 0.046 21.519
Coefficientsa,b
Model
Unstandardized Coefficients
t Sig.
Collinearity Statistics
1
2
a. Dependent Variable: Use_Score
b. Weighted Least Squares Regression - Weighted by Words
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Tolerance VIF
Minimum 
Tolerance
Stars_ProductType -.047c -13.840 0.000 -0.030 0.029 34.224 0.029
EntCorrob_ProductType .011c 3.609 0.000 0.008 0.035 28.490 0.035
EntExp_ProductType .022c 8.431 0.000 0.018 0.048 20.659 0.044
EntRecom_ProductType -.012c -4.606 0.000 -0.010 0.051 19.564 0.051
Excluded Variablesa,b
Collinearity Statistics
1
a. Dependent Variable: Use_Score
b. Weighted Least Squares Regression - Weighted by Words
c. Predictors in the Model: (Constant), ProductType, N_Eval, Stars, EntRecom, EntCorrob, EntExp
Model Beta In t Sig.
Partial 
Correlation
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(Constant) N_Eval Stars EntCorrob EntExp EntRecom
ProductTy
pe
Stars_Pro
ductType
EntCorrob
_ProductT
ype
EntExp_Pr
oductType
EntRecom
_ProductT
ype
1 4.516 1.000 0.00 0.00 0.00 0.01 0.01 0.01 0.00
2 0.959 2.170 0.00 0.87 0.00 0.00 0.01 0.02 0.00
3 0.792 2.388 0.00 0.10 0.01 0.00 0.06 0.58 0.00
4 0.466 3.115 0.00 0.03 0.01 0.01 0.55 0.38 0.00
5 0.168 5.183 0.00 0.00 0.13 0.81 0.25 0.00 0.00
6 0.081 7.455 0.04 0.00 0.72 0.17 0.02 0.00 0.17
7 0.019 15.528 0.95 0.00 0.12 0.00 0.09 0.01 0.83
1 7.095 1.000 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 1.490 2.182 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.01
3 1.004 2.659 0.00 0.54 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
4 0.854 2.882 0.00 0.45 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.00
5 0.344 4.545 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00
6 0.101 8.362 0.01 0.00 0.01 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00
7 0.078 9.537 0.00 0.00 0.01 0.02 0.02 0.04 0.01 0.01 0.01 0.04 0.03
8 0.019 19.401 0.01 0.00 0.01 0.01 0.01 0.76 0.01 0.01 0.01 0.01 0.77
9 0.011 25.228 0.01 0.00 0.02 0.00 0.72 0.19 0.01 0.02 0.00 0.73 0.19
10 0.004 44.827 0.01 0.00 0.13 0.87 0.23 0.00 0.01 0.13 0.86 0.20 0.00
11 0.001 81.547 0.96 0.00 0.81 0.10 0.01 0.00 0.95 0.82 0.11 0.01 0.00
Collinearity Diagnosticsa,b
Model Eigenvalue
Condition 
Index
Variance Proportions
1
2
a. Dependent Variable: Use_Score
b. Weighted Least Squares Regression - Weighted by Words
247 
 
 
 
 
 
 
 
 
 
 
Minimum Maximum Mean
 
Deviation N
Predicted 
Value
-4.85 1474.01 1.55 13.093 219858
Residual -920.421 132.295 0.081 5.840 219858
Std. 
Predicted 
Valuec
0
Std. 
Residualc
0
a. Dependent Variable: Use_Score
b. Weighted Least Squares Regression - Weighted by Words
c. Not computed for Weighted Least Squares regression.
Residuals Statisticsa,b
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