AbBtract-A new neural network architecture is proposed and applied in classification of remote sensing/geographic data from multiple sources. The new architecture is called the parallel consensual neural network and its relation to hierarchical and ensemble neural networks is discussed. The parallel consensual neural network architecture is based on statistical consensus theory. The input data are transformed several times and the different transformed data are applied as if they were independent inputs and are classified using stage neural networks. Finally, the outputs from the stage networks are then weighted and combined to make a decision. Experimental results based on remote sensing data and geographic data are given. The performance of the consensual neural network architecture is compared to that of a two-layer (one hidden layer) conjugate-gradient backpropagation neural network. The results with the proposed neural network architecture compare favorably in terms of classification accuracy to the backpropagation method.
I. INTRODUCTION
In previous papers [1], [2] , it has been shown that neural networks compared well to statistical classification methods in classification of multisource remote sens- ing/geographic data and very-high-dimensional data. The neural network models were superior to the statistical methods in terms of overall classification accuracy of training data. However, statistical methods based on consensus from several data sourcea outperformed the neural networks in terms of overall classification accuracy of test data. This led us to the conclusion that it would be very desirable to combine certain aspects of the statistical consensus theory approaches and the neural network models.
In this paper, parallel consensual neural networks (PCNN) are proposed and implemented as stage-wise neural network algorithms. These network models do not use prior statistical information but are somewhat analogous to the statistical consensus theory approaches. In the paper a short overview of consensus theory is given. The PCNN is then discussed, followed by a discussion of related neural network structures. Finally, experimental results are given.
CONSENSUS THEORY Consensus theory [3]
, [4] is a well-established research field involving procedures for combining single probability distributions to summarize estimates from multiple data sources under the usual assumption that the data sources are Bayesian. In most consensus theoretic methods, the data from each source are at first classified into a sourcespecific number of data classes [l] . The information from the sources is then aggregated by a global membership function and the data are classified according to the usual maximum selection rule into a user-specified number of information classes. The combination formula obtained in consensus theory is called a consensus rule. Several consensus rules have been proposed. Probably the most commonly used consensus rule is the linear opinion pool which has the form n for the information class w, if n data sources are used.
Here X = [XI,. . . , z,] is a pixel, p ( w j I z i ) is a sourcespecific posterior probability and a i ' s (i = 1 , . . . , n) are source-specific weights which control the influence of the data sources. The weights are associated with the sources in the global membership function to express quantitatively our confidence in each source [l] . The linear opinion pool is simple but has several shortcomings, e.g., it is not externally Bayesian [4] , i.e., it does not obey Bayes' rule (it is not derived from class-conditional probabilities using that rule). Another consensus rule which overcomes the shortcomings of the linear opinion pool is the logarithmic opinion pool, given by
which has been shown to perform well in classification of data from multiple sources [1], [3] . It is desirable to implement consensus theoretic approaches in neural networks since consensus theory has the goal of combining several opinions. A collection of different neural networks should be more accurate than a single network in classification. It is important to note that neural networks have been shown to approximate classconditional probabilities, p (wj Izi), at the output in the mean square sense [5] . Thus, the responses at the outputs of single stage neural networks can be used to approximate the conditional probabilities in equations (1) and (2).
PARALLEL CONSENSUAL NEURAL NETWORKS

A . The Proposed Method
Implementing consensus theory in neural networks involves using a collection of neural networks with parallel stages. The data are used as separate inputs obtained through non-linear transformations of the input data and the total network is based on consensus theory.
A schematic block diagram for the proposed parallel consensual neural network (PCNN) architecture is shown in Figure 1 . Each stage in the figure can be a particular neural network, here referred to as a stage neural network (SNN). Unlike a multilayer network, each SNN is essentially independent of the other SNNs in the sense that each SNN does not receive its input directly from the previous SNN. Each SNN is trained for a fixed number of (1) and (2). Error detection is then performed and the consensual classification error is computed. Stages are added in the PCNN as long as the consensual classification error decreases or a tolerance limit is reached. If the consensual classification error is not decreasing or is lower than the tolerance limit, the training is stopped. This property of the PCNN makes it self-organizing. The PCNN is guaranteed to do no worse than single stage networks in terms of classification accuracy of training data. To be able to guarantee such a performance in classification of test data, cross-validation methods can be used [6]. Also, it is easy to show [7] that if all the networks in a collection of neural networks arrive at the correct classification with a certain likelihood 1 -p and the networks make independent errors, the chances of seeing exactly k errors among n copies of the network is according to the binomial distribution:
which gives the following likelihood of a sum of network outputs being in error:
This implies that using a collection of networks reduces the expected classification error if the networks have equal weights and make independent errors.
Two versions of the P C N N are proposed here: 1) the P C N N -Sum (PCNNS) which is a consensual neural network version of the linear opinion pool (Fig. l) , and
2) the P C N N -Product ( P C N N P ) which is a consensual neural network version of the logarithmic opinion pool. The P C N N P architecture is similar to the PCNNS. The difference is that the weights in the P C N N P are exponents and a product is used at the output instead of the summation in the PCNNS. Both P C N N s combine the information from separate input "sources." In contrast to the data sources usually referred to in multisource classification, the inputs here consist of non-linearly transformed data which have been transformed several times from the raw data. The consensual method attempts to average over the results from the several input representations. By looking at n networks which have been trained with the same data in different input representations] the consensual classification error will be the weighted average error from the networks. The better the representation, the lower the classification error in a particular SNN. Also, in the consensual neural networks, classification can be done in parallel with all the stages receiving data simultaneously, which makes this method attractive for implementation on parallel machines. The selection of non-linear transformations and weights for the P C N N s are discussed below.
A . l . Non-Linear Transformations
The major source of classification error in single stage neural networks is the linear nonseparability of the classes. To reduce or eliminate classification errors it is desirable to find a transformation which maps the input vectors into another sets of vectors that are easier to separate. A variety of schemes can be used in the P C N N s to transform the data. There are two cases that need to be considered, the binary input data case and the continuous input data case.
In the binary case, input vectors can be represented by the Gray-code. The Gray-code representation can be derived from the binary code representation in the following manner: If bl, . . . , bm is a code word in an m-digit binary code, the corresponding Gray-code word 9 1 , . . . , gm is obtained by
where @ is modulo-two addition. One simple possibility for a non-linear transformation is to use bit shuffling, e.g., the Grey code scheme successively for the stages that follow. This is done by looking at the Gray-coded input of the 
A.&. Weight Selection Schemes
The weight vectors in the P C N N ai, should reflect the goodness of the separate input data, i.e., relatively high weights should be given to input data that can be classified with good accuracy. There are at least two possible weight selection schemes. The first one is to select the weights such that they weight the individual stages. In this case one possibility is to use equal weights for all the outputs of the SNNs and effectively take the average of the outputs from the SNNs. Another possibility is to use reliability measures which rank the SNNs according t o their goodness. These reliability measures are, e.g., stage-specific classification accuracy of training data, overall separability and equivocation [l] . The second scheme is to choose the weights such that they not only weight the individual stages but also the classes within the stages. In the case of the P C N N S the combined output response y can be written in a matrix form as y = sa where S is a matrix containing the output of all the SNNs and cr contains all the weights. Assuming that S has full column rank, the above equation can be solved for [Y using pseudo-inverse of S or a simple delta rule. In the case that S is not of full column rank, a dummy augmentation can be used to make S a full column rank matrix in a higher dimensional space.
B. Related Networks
The parallel, self-organizing hierarchical neural network (PSHNN) proposed by Ersoy and Hong [lo] is a neural network which is related to the P C N N in the sense that both algorithms use stage networks. However, there are two major differences between the P C N N and the PSHNN. First, the P C N N non-linearly transform all the data whereas the P S H N N only propagates misclassified samples to the next stage and non-linearly transforms those samples. Secondly, the P C N N weight the outputs of the different SNNs whereas no weighting is done in the PSHNN. These properties of the P C N N are important since the PCNN need no rejection scheme at the outputs of the SNNs but weights the outputs instead. Co"ittee machines which were proposed by N i h o n in ward neural networks are computationally more efficient However, the committee machines differ fromthe PC" in original input data were Gray-coded and the non-linear network makes the final
IV. EXPERIMENTAL RESULTS
The two PCNNs were used to classify a data set consisting of the following 4 data sources: 1) Landsat MSS data (4 data channels), 2) Elevation data (in 10 m contour intervals, 1 data channel), 3) Slope data (0-90 degreea in 1 degree increments, 1 data channel) and 4) Aspect data (1-180 degrees in 1 degree increments, 1 data channel). Each channel comprised an image of 135 rows and 131 columns, all channels were co-registered. The area used for classification was a mountainous area in Colorado (same area as in [l3]). It has 10 ground-cover classes which are listed in Table 1 . One class is water; the others are forest types. It is very difficult to distinguish between the forest types using the Landsat MSS data alone since the forest classes show very similar spectral response. With the help of elevation, slope and aspect data, they can be better distinguished. The PCNNs were implemented using one-layer coqjugate-gradient delta rule neural networks Looking at the training results in Table 2 .a it is seen that the CGBP algorithm does a little better job than the PCNNs during training both in terms of overall accuracy (OA) which is weighted by the number of pixels in each class and average (over the classes) accuracy (AVE). By contrast, the test results in Table 2 .b show that the PCNNP with 4 stages is better than the CGBP algorithm both in terms of overall and average accuracies for these data. The PCNNP achieved around 0.7% better overall accuracy and about 0.1% better average accuracy for the test data. The test classification accuracies of the PCNNS with 3 stages and CGBP were very similar.
The training data used in the experiment above were selected in such a way that one field for each class was used for training and the others as test data. In order to see how well the PCNNs compared to the CGBP with a more representative training sample another experiment so ntr was conducted. In this second experiment training samples were selected uniformly spaced apart. Around 50% of the samples were used for training and the rest to test the neural networks (see Table 3 ).
The results of the second experiment are shown in Table 4 .a it can be seen that all the neural networks gave similar overall and average accuracies. With more representative training samples the training performance of all the networks is almost the same. However, the test results in Table 4 .b show that the three-stage PCNNs outperform the two-layer CGBP by more than 3.5%. It is important to note that these results are also better than the best statistical result achieved in [3] . Therefore, the results are very satisfying and showed that the PCNNs generalized extremely well with representative training samples.
The results in both experiments showed that the PCNN can be considered a desirable choice in multisource classification especially if training samples are representative. This architecture can also be used for other difficult classification problems. Although the CGBP algorithm showed superior performance in training accuracy it did not generalize as well as the PCNNs. These results were achieved by an architechture consisting of a collection of one-layer networks whereas the CGBP network is a twolayer network. Individual one-layer networks can only separate linearly separable data in contrast to the two-layer networks which can separate non-linearly separable data. Using multilayer stage networks in the PCNN architecture is also a possibility, but it is more time consuming.
V. CONCLUSIONS
Our experiments have shown the PCNN architecture to be a desirable alternative to conjugate-gradient backpropagation for multisource classification. Two versions of the architecture, the PCNNS and the PCNNP, were tested on a multisource data set consisting of Landsat MSS data, elevation data, slope data, and aspect data. The PCNNs outperformed the method of conjugate-gradient backpropagation in terms of test accuracy for this data set. The PCNNs needed no more than 4 stages but were a little time consuming in training and classification than the CGBP.
At this point, the PCNN requires to be tested extensively on different data sets. Different non-linear transformations and various weight-selection schemes need to be explored. Equal weights were used in the experiments reported here. Other weights could further improve the accuracy of the PCNNs. The PCNNs were trained on binary input data. Using continuous inputs for the PCNN is a subject of current research. Also, different types of PCNN architectures are being explored. These architectures include PCNNs with different non-linear transforms for each stage and different number of iterations for the st ages.
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