In this paper we compare two recently proposed methods, FGMRES 5] and GMRESR 7], for the iterative solution of sparse linear systems with an unsymmetric nonsingular matrix. Both methods compute minimal residual approximations using preconditioners, which may be di erent from step to step. The insights resulting from this comparison lead to better variants of both methods.
Introduction
Recently two new iterative methods, FGMRES 5] and GMRESR 7] have been proposed to solve sparse linear systems with an unsymmetric and nonsingular matrix. Both methods are based on the same idea: the use of a preconditioner, which may be di erent in every iteration. However, the resulting algorithms lead to somewhat di erent results.
In 5] the GMRES method is given for a xed preconditioner. Thereafter, it is shown that a slightly adapted algorithm: FGMRES can be used in combination with a variable preconditioner. Finally a wide class of possible preconditioners is given.
In 7] GMRESR is presented as a slightly adapted version of the GCR method 2]. Again a variable preconditioner can be used. A special choice of the preconditioner, m steps of GM- RES 6] or one LSQR step 4] , is investigated in more detail. In 9] GMRESR is compared with other iterative methods. For the given class of problems in 9] GMRESR is feasible if the matrix vector product is expensive with respect to a vector update and the number of iterations is not too large.
1
A short comparison of FGMRES and GMRESR has been given in 9]. The results of this comparison may be summarized as follows. FGMRES may break down, and can only be restarted in the outer loop. GMRESR does not break down and can be restarted and truncated. In general, the search directions used in both methods are di erent, but the convergence behaviour is approximately the same. The required amount of memory and work for a given number of iterations without restarting or truncation are comparable. In this paper we give a more detailed comparison of FGMRES and GMRESR. We describe both methods in Section 2, and compare them in Section 3.1. In Section 3.2 we specify another method called FFOM and show that the FGMRES search directions are constructed from the FFOM residuals. This relation can be used to avoid breakdown and to stop in the inner loop. In Section 4 an FGMRES variant is given which is equal to GMRESR. In Section 5.1 the reverse is shown: a GMRESR variant, which is equal to FGMRES. Finally in Section 5.2 a cheaper implementation of GMRESR is given.
FGMRES and GMRESR
In this section we describe the FGMRES 5] and the GMRESR method 7] . These are iterative solution methods for the non singular linear system Ax = b. Furthermore 
Again the operator M k is an approximation of A ?1 .
In 7] this method is analysed for a special choice of M k :
The search direction u (1) k is obtained as an approximation to the solution of Ay = r k?1 using m steps of GMRES. This inner iteration is always started with y 0 = 0 as initial guess. In order to avoid breakdown we use an LSQR switch: if u ( In the Example 1 we show that FGMRES and GMRESR have di erent properties with respect to breakdown. In this example FGMRES breaks down in the second iteration, whereas kr GR 2 k 2 = 0. Finally we apply FGMRES and GMRESR to a linear system obtained from a discretization of the following pde:
? @ 2 u @x 2 + @ 2 u @y 2 ! + @u @x + @u @y = f on ; uj @ = 0; where is the unit square. The exact solution u is given by u(x; y) = sin( x) sin( y). In the discretization we use the standard ve point nite di erence approximation. The stepsizes in x-and y-direction are equal to h. As innerloop we take one step of GMRES (10) .
Conclusions
We have seen that if the operators M k are all equal to the same linear operator M, then FGMRES is equal to GMRES and GMRESR is equal to GCR. In this case the computed solutions are the same but GCR may have a breakdown and is more expensive than GMRES with respect to work and memory.
In the general case, M k variable and nonlinear, the results are di erent for k 2. Moreover the costs of FGMRES and GMRESR are approximately the same. From the given example it appears that FGMRES breaks down, whereas GMRESR converges. The relation given in Lemma 1 can be used to specify a termination criterion for the innerloop, such that the outer loop residual has a prescribed accuracy. implies that if x FG k?1 6 = x and c k 6 = 0 then H k is non singular ( 6] , p. 864).
Lemma 3
Suppose that c 1 6 = 0; :::; c k 6 = 0 and x FG k 6 = x. If the search direction z k+1 is such that kAz k+1 ? v k+1 k 2 < jc k j then H k+1 is non singular.
Proof
Forx k+1 = x FF k + (s 1 :::s k kr 0 k 2 =c k )z k+1 we obtain kr k+1 k < kr FG k k 2 (compare the proof of Lemma 2). This together with the optimality property of FGMRES gives Az k+1 = 2 span fAz 1 ; :::; Az k g: We shall now prove that the assumption "H k+1 is singular" leads to a contradiction. If H k+1 is singular, there is a vector u 2 IR k+1 such that u 6 = 0 and H k+1 u = 0. From the de nition of H k+1 it follows that V T k+1 AZ k+1 u = 0:
Since H k is non singular and Az k+1 = 2 span fAz 1 ; :::; Az k g the vectorũ := AZ k+1 u 2 span fv 1 ; :::; v k+1 ; Az k+1 g is not equal to zero. Equation (3.3) implies v T iũ = 0 for i = 1; :::; k + 1, so there is a nonzero vectorũ 2 span fv 1 ; :::; v k+1 ; Az k+1 g perpendicular to span fv 1 ; :::; v k+1 g, and thus h k+2;k+1 6 = 0. This implies that x FG k+1 exists and kr FG k+1 k 2 kr k+1 k 2 < kr FG k k 2 . This leads to s k+1 < 1, and thus c k+1 6 = 0. So H k+1 is nonsingular, which is a contradiction.
2 This inequality implies that the norm of the nal residual of the inner loop is jc k j times the norm of the initial residual. Choosing GMRES in the inner loop, this inequality is easily satis ed for a large class of problems.
4 FGMRES with the search directions of GMRESR
In this section we show that it is possible to compute the GMRESR search directions in a cheap way during the FGMRES process. A consequence of this is that we can use a combination of FGMRES and GMRESR search directions in the FGMRES method. we can use the same termination criterion in the inner loop as GMRESR ( 7] ; Lemma 3).
In the following lemma we show that breakdown of FGMRES can be avoided by using an LSQR switch (for LSQR see 4]).
De nition 2
The LSQR switch is de ned as follows: if the FGMRES search direction z k+1 leads to a singular matrix H k+1 , then use the following search direction z k+1 = A T w k+1 : Lemma 
New results for GMRESR
In Subsection 5.1 we consider a variant of GMRESR, where the search directions can be chosen equal to the FGMRES search directions. Thereafter we specify in Subsection 5.2 a slightly cheaper implementation of the GMRESR method.
GMRESR with the search direction of FGMRES
In this subsection the expression x "is equal to" y means x 6 = 0 and x 2 span fyg. Furthermore we assume that no breakdown occurs. Considering the FGMRES algorithm we note that v k+1 "is equal to" the component of Az k perpendicular to span fr 0 ; Az 1 ; :::; Az k?1 g. If we choose u (i) k "equal to" z k it follows that c k "is equal to" the component of Au ( .2) it appears that GMRESR can also use a combination of FGMRES and GMRESR search directions. GMRESR combined with (5.1), (5.2) and truncation is a new method because there is no truncated FGMRES variant.
A faster implementation of GMRESR
Comparing FGMRES and GMRESR it appears that the number of vector updates in the outer loop of GMRESR is two times as large as for FGMRES. In this subsection we give a GMRESR version, where the number of vector updates in the outer loop is halved, and thus comparable with FGMRES.
We give an implementation of GMRESR, such that in the outer loop only the vectors u (1) k and c k are calculated. In the nal iteration the approximate solution is calculated using the vectors u (1) k . This implementation can be used in combination with restarting and the trunc rst truncation strategy (see 9]; Section 3). The number of vectors used in the truncation is denoted by: ntrunc. This enables us to calculate k;j . Finally we give a relation to calculate the approximation x l from the vectors u (1) k . From the GMRESR algorithm it appears that
13 Substituting the relation given in De nition 3 into this equation leads to:
This can be implemented using the following extra memory: one n-vector to storeũ k , three vectors with length ntrunc for k;i ; k and k and a 2-dimensional array with dimensions ntrunc to store k;j . Besides the work to calculate c k in the outer loop we use for l ntrunc two vectorupdates to calculateũ k and update x 0 per outer iteration. Finally the approximation is formed by ntrunc vectorupdates. Note that the amount of memory and work of this GMRESR variant is comparable with FGMRES. This approach seems not feasible for other truncation strategies. To illustrate this we look at the trunclast strategy ( 9] , Section 3). In this strategy u 1 and c 1 are discarded after ntrunc iterations. However, since u 1 is used in the construction of u 2 ; ::; u ntrunc these vectors should be adapted. This costs ntrunc extra vectorupdates, which is as expensive as the original GMRESR algorithm.
In the order to compare the original FGMRES method and both GMRESR variants (where the original GMRESR search directions are used) we apply the methods to the test problem given in Section 3.1. In the following experiments we take h = 1=50 and = 1. The new version, without calculation of the vectors u k , is denoted by GMRESR ? new. We always apply one GMRES(m) step as inner iteration process. The results are given in In both experiments the number of iterations and the approximations of GMRESR and GMRESR ? new are the same.
Conclusions
We describe and compare the FGMRES and GMRESR methods. To facilitate the comparison we describe a new method, FFOM, related to FGMRES. This method is used to show that the FGMRES search directions are constructed from the FFOM residuals. This insight can be used to avoid breakdown and to give a termination criterion for the inner loop. Furthermore it enables us to give a detailed comparison of FGMRES and GMRESR. It appears that if the convergence of FGMRES is fast then the convergence behaviour of both methods is comparable.
A variant of FGMRES is given which uses the search directions of GMRESR and vice versa. Both methods can also use a combination of search directions, for instance the rst iterations GMRESR search directions and then FGMRES search directions. Furthermore, if one method is implemented then a small change is su cient to obtain results for the other method.
In the original GMRESR method one uses two times as much vector updates in the outer loop as FGMRES. We give a new implementation of GMRESR, which uses the same amount of work in the outer loop as FGMRES. This implementation can be combined with restarting and the trunc rst truncation strategy.
