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Abstract
Estimating copulas with discrete marginal distributions is challenging, es-
pecially in high dimensions, because computing the likelihood contribution of
each observation requires evaluating 2J terms, with J the number of discrete
variables. Our article focuses on the estimation of Archimedian copulas, for
example, Clayton and Gumbel copulas. Currently, data augmentation meth-
ods are used to carry out inference for discrete copulas and, in practice, the
computation becomes infeasible when J is large. Our article proposes two new
fast Bayesian approaches for estimating high dimensional Archimedian copulas
with discrete margins, or a combination of discrete and continuous margins.
Both methods are based on recent advances in Bayesian methodology that
work with an unbiased estimate of the likelihood rather than the likelihood it-
self, and our key observation is that we can estimate the likelihood of a discrete
Archimedian copula unbiasedly with much less computation than evaluating
the likelihood exactly or with current simulation methods that are based on
augmenting the model with latent variables. The first approach builds on the
pseudo marginal method that allows Markov chain Monte Carlo simulation
from the posterior distribution using only an unbiased estimate of the likeli-
hood. The second approach is based on a Variational Bayes approximation to
the posterior and also uses an unbiased estimate of the likelihood. We show
that the two new approaches enable us to carry out Bayesian inference for
high values of J for the Archimedian copulas where the computation was pre-
viously too expensive. The methodology is illustrated through several real and
simulated data examples.
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1 Introduction
Copula models provide a flexible approach for modeling multivariate distributions
by capturing the joint dependence structure by a copula and modeling the marginal
distributions of the variables separately and flexibly (see, for example, Trivedi and
Zimmer, 2005; Smith and Khaled, 2012). There are now a number of copula models
that allow for a wide range of dependence.
In many applications in the literature, multivariate data are modeled as para-
metric copulas and unknown copula parameters are often estimated by maximum
likelihood. However, for high dimensional data with discrete variables, maximum
likelihood estimation (MLE) is expensive as it requires 2J evaluations of a J dimen-
sional cumulative distribution function to compute the probability mass function
(pmf) at a single data point. Recently, Bayesian methods have been developed
which offer, to some extent, solutions to this problem, in particular for Gaussian
copula model. Pitt et al. (2006) propose an efficient Bayesian data augmentation
method to estimate the parameters of a Gaussian copula model with all its margins
discrete. They introduce latent variables to the model and generate these latent
variables within an MCMC scheme. Murray et al. (2013) use data augmentation
together with a parameter expansion approach to estimate Gaussian copula factor
model with discrete margins, or a combination of discrete and continuous margins.
Recently, Pakman and Paninski (2014) proposed an exact Hamiltonian Monte Carlo
approach to sample from truncated multivariate Gaussian. This exact Hamiltonian
Monte Carlo approach can be used to sample the latent variables together with
parameter expanded Gibbs sampling of Murray et al. (2013) to obtain an efficient
algorithm for the Gaussian copula for discrete margins, or a combination of discrete
and continuous margins.
There is much less literature on how to estimate other copula models for discrete
data, for example the Archimedian copulas (see Hofert (2008); Hofert et al. (2012)).
Smith and Khaled (2012) extend the data augmentation approach to the (discrete) D-
vine copula, which is constructed from a sequence of bivariate “pair-copulas”. They
consider Archimedean and elliptical copulas as the building blocks of the (discrete) D-
vine copula. They also extend the method to combinations of discrete and continuous
marginals and give a two dimensional example. There are currently some issues with
the existing Bayesian data augmentation methods for high dimensional Archimedian
copulas. As the number of latent variables is of the same size as the data, i.e. a
matrix of size n × J , with n being the number of observations and J the number
of dimensions, these methods suffer from computational issues when either n or
J is large. This is because generating these latent variables for the Archimedean
copulas is very expensive since the inverses of the conditional distributions for the
Archimedian copula model are usually unavailable in closed form and need to be
computed numerically. Furthermore, for the Archimedean copula, the conditional
copula distribution functions and their densities are also expensive to compute for
large J . Another problem with data augmentation approaches is that for large J
they are likely to induce high correlations in the MCMC iterates because the copula
parameter is generated conditional on the latent variable using the Metropolis within
Gibbs step. This is very inefficient if the latent variables are highly correlated with
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the copula parameter; see Section 4.2.
Our article introduces several methodological innovations for Bayesian inference
in high dimensional discrete and mixed marginal for the Archimedian copulas to
overcome the problems experienced when using the latent variable data augmentation
approach. We note, however, that our methods can be applied to any parametric
copulas including Gaussian copulas. Our key observation is that the likelihood of a
copula model is a product of terms each of which is expensive to evaluate, but it is
relatively cheap to estimate each term, and hence the likelihood, unbiasedly. Based
on this insight, we adapt to the discrete and mixed margin Archimedian copulas,
two recent approaches to Bayesian inference which work with unbiased estimates of
the likelihood. The first approach is based on the pseudo marginal (PM) method of
Andrieu and Roberts (2009) and the second (approximate) approach is based on the
Variational Bayes with intractable likelihood (VBIL) method of Tran et al. (2017).
Section 3 discusses these approaches.
In particular, our first contribution is to introduce into the copula literature the
pseudo marginal (PM) approaches. These approaches include the standard PM and
the correlated PM approaches discussed in section 3.2.1 and the block sampling
method discussed in section 3.2.2. Second, we introduce into the copula literature a
variational Bayes approach that works with an unbiased estimate of the likelihood
and is much faster than the PM approaches. Although this approach is approximate,
we show in our applications that the approximations are very accurate. There are
other alternatives of variational inference method that can be used, in particular,
the so called reparameterization trick of Kingma and Welling (2014). However,
the reparameterization trick requires unbiased estimates of the gradient of the log-
likelihood instead of the unbiased estimate of the likelihood. It is in general even
more difficult to obtain an accurate estimate of gradient of the log-likelihood than it
is to obtain accurate estimate of the likelihood (Sherlock et al. (2015)).
The attraction of the proposed approaches is that: (i) they can be used for high
dimensional problems (large J) and for large data sets (large n), where computa-
tion based on latent variable methods is prohibitively expensive or infeasible; see
Section 4. Our article considers 50 dimensional real discrete data examples and sim-
ulated data examples with up to 100 dimensions. To the best of our knowledge,
the highest dimension handled in the literature is less than 30; see, for example, 16-
dimension in Smith and Khaled (2012)), 20-dimension in Panagiotelis et al. (2012),
and 6-dimension in Panagiotelis et al. (2017). (ii) As we show in Section 4 that the
PM approaches are also much more efficient than data augmentation because they
generate the copula parameter with the latent variables integrated out.
An online supplement to our article gives further technical and empirical results.
All equations, lemmas, tables, etc in the article are referred to as equation (1), lemma
1, table 1, etc, and in the supplement they are referred to as equation (S1), lemma
S1 and table S1, etc.
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2 The Copula Model
2.1 Definition
Let X = (X1, ..., XJ)
> be a vector of J random variables, and F (x) with x =
(x1, ..., xJ)
> be the joint cumulative distribution function (cdf) of X with marginal
cdf Fj(xj), j = 1, ..., J . We are interested in modeling F (x). A copula C(u) of
dimension J is a joint cdf defined on [0, 1]J , that has each of its margins uniformly
distributed on [0, 1]. In copula modeling (Sklar, 1959), the joint cdf F (x) is modeled
as
F (x) = C (F1 (x1) , F2 (x2) , ..., FJ (xJ)) . (1)
Assume that C(·) has the density c(·). If the Xj are continuous, then
Pr(X ∈
J∏
j=1
(aXj , b
X
j ]) =
ˆ b1
a1
· · ·
ˆ bJ
aJ
c(u)du (2)
where aj := Fj(a
X
j ) and bj := Fj(b
X
j ), for j = 1, . . . , J . If the Xj are discrete random
variables, then
Pr(X = x) =
ˆ b1
a1
· · ·
ˆ bJ
aJ
c(u)du
=
( J∏
j=1
(bj − aj)
) ˆ 1
0
· · ·
ˆ 1
0
c
(
(b1 − a1)v1 + a1, . . . , (bJ − aJ)vJ + aJ
)
dv (3)
with uj = (bj − aj)vj + aj, v := (v1, . . . , vJ)> and bj = Fj(xj), aj = Fj(x−j ). See,
e.g., Smith and Khaled (2012). We can now apply Monte Carlo (MC) to estimate
the integral unbiasedly.
We can simplify the integrals (2) and (3) when some of the aj are 0, which can
be useful in terms of MC simulation as the dimension of the integral is reduced.
Without loss of generality, suppose that a1, · · · , aK 6= 0 and aK+1, . . . , aJ = 0. Then,ˆ b1
a1
· · ·
ˆ bJ
aJ
c(u) du =
ˆ b1
a1
· · ·
ˆ bK
aK
D(u1:K , bK+1:J) du1:K , (4)
where u1:K := (u1, . . . , uK), bK+1:J := (bK+1, . . . , bJ) and
D(u1:K , bK+1:J) := ∂u1 · · · ∂uKC(u1:K , bK+1:J) :=
∂KC(u1:K , bK+1:J)
∂u1 · · · ∂uK . (5)
We can rewrite the integral (4) as
ˆ b1
a1
· · ·
ˆ bK
aK
D(u1:K , bK+1:J) du1:K =
( K∏
j=1
(bj − aj)
)
×
ˆ 1
0
· · ·
ˆ 1
0
D((b1 − a1)v1 + a1, . . . , (bK − aK)vK + aK , bK+1:J) dv1:K (6)
with uj = (bj − aj)vj + aj, j = 1, ..., K, and we can now estimate it unbiasedly using
MC. This leads to faster and more stable MC estimation as long as we can evaluate
D(u1:K , bK+1:J).
4
2.2 Examples
This section gives some details on the Clayton copula that we consider in this paper.
See Section S1.1 for the Gumbel copula case. The Clayton copula is
C(u) :=
(
J∑
j=1
u−θj − J + 1
)− 1
θ
, θ > 0, (7)
and its density is
c(u) = ∂u1 · · · ∂uJC(u) =
J−1∏
k=0
(θk + 1)
(
J∏
j=1
uj
)−(1+θ)( J∑
j=1
u−θj − J + 1
)−(J+ 1
θ
)
.
(8)
We use (4) to evaluate the integral (3) if aj = 0, for j = K+1, . . . , J and aj > 0, j =
1, . . . , K, in (3). It is readily checked that
D(u1:K , bK+1:J) =
K−1∏
k=0
(θk+1)
(
K∏
j=1
uj
)−(1+θ)( K∑
j=1
u−θj +
J∑
j=K+1
b−θj − J + 1
)−(K+ 1
θ
)
.
This integration (4) is preferable since D(u1:K , bK+1:J) is bounded on the domain of
integration and the dimension of the integration is reduced.
2.3 Mixed continuous and discrete marginals
We now extend the copula framework to accommodate the case where X has both
discrete and continuous marginals, with the distribution of X generated by the
copula C(·) with density c(·). Without loss of generality, suppose that X1, ..., Xr are
the discrete marginals and Xr+1, ..., XJ are the continuous marginals with cdf Fj(xj)
and pdf fj(xj). Then, similarly to (2)
Pr(X1:r = x1:r|xr+1:J)p(xr+1:J) =
ˆ b1
a1
· · ·
ˆ br
ar
c(u1, ..., ur, ur+1, ..., uJ)du1:r
J∏
j=r+1
fj(xj)
(9)
where uj = Fj(xj) for j = r + 1, · · · , J .
3 Bayesian inference
This section discusses Bayesian estimation and inference using the PM and VBIL
methods. In the statistical literature, Beaumont (2003) was the first to propose
the PM approach, and Andrieu and Roberts (2009) studied some of its theoretical
properties. The PM methods carry out Markov chain Monte carlo (MCMC) on
an expanded space and use an unbiased estimate of the likelihood, instead of the
likelihood. Pitt et al. (2012) and Doucet et al. (2015) show that the variance of
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the log of the estimated likelihood should be around 1 for the optimal performance
of the standard PM method (defined more precisely in section 3.2.1), and that the
performance of the standard PM deteriorates exponentially as the variance of the
log of the estimated likelihood increases beyond 1. Thus, a serious drawback of the
standard PM method is that it is highly sensitive to the variability of the log of the
estimated likelihood (see, e.g., Flury and Shephard, 2011). It may therefore be very
computationally demanding to ensure that the variance of the log of the estimated
likelihood is around 1 for the high dimensional discrete Archimedian copulas. As a
remedy, Deligiannidis et al. (2018) modify the standard PM method by correlating
the pseudo-random numbers used in constructing the estimators of the likelihood at
the current and proposed values of the Markov chain. This correlated PM approach
helps the chain to mix well even if highly variable estimates of the likelihood are
used. Thus, the correlated PM requires far fewer computations at every iteration
than the standard PM. Tran et al. (2016) propose an alternative to the correlated
PM approach which samples the pseudo-random numbers in blocks and show that
for some problems it can be more efficient than the correlated PM approach of
Deligiannidis et al. (2018).
The VBIL method, developed by Tran et al. (2017) and described in section
3.3, provides a fast variational approximation of the posterior distribution when the
likelihood is intractable, but can be estimated unbiasedly. Tran et al. (2017) show
both theoretically and empirically that the VBIL method still works well when only
highly variable estimates of likelihood are available.
3.1 Estimating the likelihood unbiasedly
This section describes how to obtain unbiased estimates of the likelihood in copula
estimation, which are required by the PM and VBIL approaches. Suppose that we
have n observations xt, t = 1, . . . , n. Define Lt(θ) := Pr(xt|θ), where θ is the vector
of parameters in the copula model, and Pr(xt|θ) is defined as in (3). The likelihood
is L(θ) :=
∏n
t=1 Lt(θ). We can estimate each Lt(θ) unbiasedly by MC as
L̂t(θ) =
(
J∏
j=1
(bj − aj)
)
× 1
M
M∑
i=1
c
(
(b1 − a1)u(t,i)1 + a1, . . . , (bJ − aJ)u(t,i)J + aJ
)
,
(10)
where the u(t,i) := (u
(t,i)
1 , . . . , u
(t,i)
J ) are uniformly distributed random numbers, i =
1, ...,M with M the number of samples. A similar estimator can be obtained for the
integral in (6). We define the likelihood estimate as L̂M(θ) :=
∏n
t=1 L̂t(θ). Given that
the sets u(t) := {u(t,i), i = 1, . . . ,M} are independent across t, it is clear that L̂M(θ)
is an unbiased estimator of L(θ), i.e. E(L̂M(θ)) = L(θ). To indicate that L̂M(θ)
also depends on the random variates u := {u(t), t = 1, . . . , n}, we will sometimes
write L̂M(θ) as L̂M(θ,u).
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3.2 The Pseudo Marginal methods
This section discusses the PM approaches. Let pU (u) be the density function of u
and pΘ(θ) the prior for θ. We define the joint density of θ and u as
pi (θ,u) := L̂M(θ,u)pΘ (θ) pU(u)/L, (11)
where L :=
´
L(θ)pΘ(θ)dθ is the marginal likelihood. Clearly,
pi(θ) =
ˆ
pi(θ,u)du = L(θ)pΘ(θ)/L = pi(θ)
is the posterior of θ, because
´
L̂M(θ,u)pU(u)du = L(θ) by unbiasedness. Hence,
we can obtain samples from the posterior density pi(θ) by sampling θ and u from
pi(θ,u).
Let qΘ (θ
′;θ) be a proposal density for θ′ with current state θ and qU(u′;u) the
proposal density for u′ given u. We assume that qU(u′;u) satisfies the reversibility
condition
qU(u
′;u)pU(u) = qU(u;u′)pU(u′), (12)
which is clearly satisfied in the standard PM where qU(u
′;u) = pU(u′). Then,
we generate a proposal θ′ from qΘ (θ′;θ) and u′ from qU (u′;u), and accept these
proposals with the acceptance probability
α(θ,u;θ′,u′) := min
{
1,
L̂M(θ
′,u′)pΘ(θ
′
)pU(u
′)
L̂M(θ,u)pΘ(θ)pU(u)
qΘ(θ;θ
′)qU(u;u′)
qΘ(θ′;θ)qU(u′;u)
}
= min
{
1,
L̂M(θ
′,u′)pΘ(θ
′
)
L̂M(θ,u)pΘ(θ)
qΘ(θ;θ
′)
qΘ(θ′;θ)
}
(13)
using (12).
In the standard PM method, qU(u
′;u) = pU(u′) so that a new set of pseudo-
random numbers u′ is generated independently of u each time we estimate the like-
lihood. The performance of the PM approach depends on the number of samples M
used to estimate the likelihood. Pitt et al. (2012) suggest selecting M such that the
variance of the log of the estimated likelihood to be around 1 to obtain an optimal
trade-off between computing time and statistical efficiency. However, in many appli-
cations such as the high dimensional copula modelling considered in this paper, it is
computationally very expensive to ensure that the variance of the log-likelihood is
around 1.
3.2.1 The correlated PM approaches
The correlated PM proposed by Deligiannidis et al. (2018) correlates the MC ran-
dom numbers, u, used in constructing the estimators of the likelihood at the cur-
rent and proposed values of the parameters to reduce the variance of the differ-
ence log L̂M(θ
′,u′)− log L̂M(θ,u) appearing in the MH acceptance ratio (13). This
method tolerates a much larger variance of the likelihood estimator without the
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MCMC chain getting stuck. The correlated PM approach is given in Algorithm 1.
It is easy to check that the reversibility condition (12) is satisfied under this scheme
in terms of z.
Algorithm 1 Correlated PM
1. Sample θ′ from qΘ (θ′;θ)
2. Sample z∗ ∼ N (0, I) and set z′ = φz +√1− φ2z∗, where φ is the correlation
between z = Φ−1(u) and z′ and is set close to 1. Set u′ = Φ (z′). Here, Φ
denotes the standard normal cdf.
3. Compute the estimate L̂M(θ
′,u′).
4. Accept the proposal (θ′,u′) with probability given in (13).
3.2.2 The block PM approach
The block PM approach of Tran et al. (2016) is an alternative to the correlated PM
by updating u in blocks. Suppose that u is partitioned into G blocks u(1), ...,u(G).
We write the target density in θ and u as
pi (θ,u) := L̂M(θ,u(1), . . . ,u(G))pΘ(θ)pU(u(1), u(2), . . . ,u(G))/L (14)
Instead of updating the full set of (θ,u) at each iteration of the PM algorithm,
the block PM algorithm updates θ and a block u(k) at a time. Block PM always
takes less CPU time in each MCMC iteration than the standard and correlated PM
approaches as it does not generate the entire set of random numbers u. The block
index k is selected at random from 1, ..., G with Pr (K = k) > 0 for every k = 1, ..., G.
Our article uses Pr (K = k) = 1/G. Using this scheme, the acceptance probability
becomes
min
{
1,
L̂M(θ
′,u(1), . . . ,u(k−1),u′(k),u(k+1), . . . ,u(G))pΘ(θ)
L̂M(θ,u(1), . . . ,u(k−1),u(k),u(k+1), . . . ,u(G))pΘ(θ)
× qΘ(θ;θ
′)
qΘ(θ′;θ)
}
.
3.3 Variational Bayes with Intractable Likelihood (VBIL)
Variational Bayes (VB) is a fast method to approximate the posterior distribution
pi (θ) by a distribution qλ (θ) within some tractable class, such as an exponential
family, where λ is a variational parameter which is chosen to minimise the Kullback-
Leibler divergence between qλ (θ) and pi (θ) (Ormerod and Wand, 2010)
KL (λ) = KL (qλ (θ) ||pi (θ)) :=
ˆ
log
qλ (θ)
pi (θ)
qλ (θ) dθ.
Most current VB algorithms require that the likelihood L(θ) is computed analytically
for any θ. Tran et al. (2017) proposed the VBIL algorithm that works with an
unbiased estimate of the likelihood. Define z := log L̂M(θ,u) − logL(θ) so that
L̂M(θ,u) = L(θ) exp(z), and denote by g(z|θ) the density of z given θ. The reason
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for introducing z is that it is easier to work with a scalar z rather than the high
dimensional random numbers u. In this section we also write L̂M(θ,u) as L̂M(θ, z).
Due to the unbiasedness of the estimator L̂M(θ,u), we have
´
exp (z) g (z|θ) dz = 1.
We now define the corresponding target joint density of θ and z as
pi(θ, z) := L(θ)pΘ(θ) exp(z)g(z|θ)/L = pi(θ) exp(z)g(z|θ)
which admits the posterior density pi (θ) as its marginal. Tran et al. (2017) ap-
proximate pi (θ, z) by qλ (θ, z) := qλ(θ)g (z|θ) , where λ is the vector of variational
parameters that are estimated by minimising the Kullback-Leibler divergence be-
tween qλ (θ, z) and pi (θ, z) in the augmented space, i.e.,
KL (λ) = KL (qλ (θ, z) ||pi (θ, z)) :=
ˆ
qλ(θ)g (z|θ) log qλ(θ)g (z|θ)
pi (θ, z)
dzdθ.
The gradient of KL (λ) is
∇λKL (λ) = Eqλ
{
∇λ [log qλ (θ)]
(
log qλ (θ)− log
(
pΘ (θ) L̂M(θ, z)
))}
, (15)
where the expectation is with respect to qλ (θ, z). See Tran et al. (2017) for details.
We obtain an unbiased estimator ∇̂λKL (λ) of the gradient ∇λKL (λ) by generating
θ ∼ qλ (θ) and z ∼ g (z|θ) and computing the likelihood estimate L̂M(θ, z). MC
method can be used to estimate the gradient unbiasedly and stochastic optimization
is then used to find the optimal λ.
Algorithm 2 gives general pseudo code for the VBIL method. We note that each
iteration of the algorithm can be parallelized because the gradient is estimated by
importance sampling. The performance of VBIL depends mainly on the variance of
the noisy gradient estimator. Following Tran et al. (2017), we employ a range of
methods, such as control variates and factorisation, to reduce this variance.
The VB approximation density qλ(θ) for the Archimedean copulas in our article
is the inverse gamma discussed in section S1.2.
4 Simulation studies
4.1 Performance of the PM and VBIL
This section studies the performance of the two new approaches PM and VBIL
for estimating high dimensional Clayton and Gumbel copulas in various simulation
settings. Data are generated from both Clayton and Gumbel copulas with all the
discrete margins following a Bernoulli distribution. Various simulation scenarios
are considered: J ∈ {10, 25, 50} with n ∈ {250, 500, 1000} and J = 100 with n ∈
{250, 500}. The true value of θ for the Gumbel was 1.25 and for the Clayton it was
1. The posterior distribution of θ is estimated using the correlated and block PM
and VBIL methods. Each MCMC chain consisted of 11000 iterates with the first
1000 iterates used as burnin. We set G = 100 blocks and φ = 0.9999 for the block
and correlated PM, respectively. Tran et al. (2016) show that the optimal number
of points M is selected such that the variance of the log of the likelihood estimate
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Algorithm 2 The VBIL algorithm
Initialise λ(0) and let S be the number of samples used to estimate the gradient (15).
1. Initialisation: Set t = 0
(a) Generate θ
(t)
s ∼ qλ (θ) and z(t)s ∼ g (z|θ), for s = 1, ..., S
(b) Denote ĥ (θ, z) = log
(
pΘ (θ) L̂M (θ, z)
)
and set
c(t) =
Ĉov
(
ĥ (θ, z)∇λ log qλ(θ),∇λ log qλ(θ)
)
V̂
(∇λ log qλ(θ)) ,
where Ĉov(·) and V̂ (·) are sample estimates of covariance and variance
based on the samples
(
θ
(t)
s , z
(t)
s
)
, for s = 1, ..., S. The control variate c(t)
is employed to reduce the variance in the gradient estimation.
2. Cycle: Repeat the following until a stopping criterion is satisfied.
(a) Set t = t+ 1 and generate θ
(t)
s ∼ qλ (θ) and z(t)s ∼ g (z|θ), for s = 1, ..., S
(b) Estimate the gradient
∇λKL (λ)(t) = 1
S
S∑
s=1
∇λ log qλ
(
θ(t)s
) (
log qλ
(
θ(t)s
)− ĥ (θ(t)s , z(t)s )− c(t−1)) .
(c) Estimate the control variate c(t) as in step 1(b).
(d) Update the variational parameter λ by
λ(t+1) = λ(t) − atIF
(
λ(t)
)−1∇λKL (λ)(t)
The learning rate sequence {at, t ≥ 1, at > 0} satisfies the Robbins-Monro
conditions
∑
t at = ∞ and
∑
t a
2
t < ∞ (Robbins and Monro, 1951), and
IF (λ) = Cov (∇λ log qλ (θ)).
10
σ2opt is approximately 2.16
2/ (1− ρ̂2) where ρ̂ is the estimated correlation between
log L̂M (θ
′,u′) and log L̂M (θ,u). We used the adaptive random walk method with
automatic scaling of Garthwaite et al. (2016) to ensure that the overall acceptance
rate was around 0.44 (Roberts et al., 1997). For VBIL, we used the inverse gamma
distribution for qλ (θ) and we set S = 140, the learning rate at =
1
10+t
, where t is the
iteration number, and fix the number of VBIL iterations to 50. In this example, the
parameters of the marginal distributions are set to their true values. The PM and
VBIL methods are implemented in Matlab and are run on 28 CPU-cores of a high
performance computer cluster.
To define our measure of the inefficiency of a PM scheme that takes into account
the computing time, we first define the Integrated Autocorrelation Time (IACT).
For a univariate parameter θ, the IACT is defined as
IACTθ = 1 + 2
∞∑
t=1
ρθ (t) , (16)
where ρθ (t) are the autocorrelations of the iterates of θ in the MCMC after the chain
has converged. A large value of IACT indicates that the chain does not mix well.
We estimate IACTθ based on R iterates of MCMC θ
[1], ..., θ[R] after convergence as
ÎACTθ = 1 + 2
L∗∑
t=1
ρ̂θ (t) , (17)
where ρ̂θ (t) is the estimate of ρθ (t), L
∗ = min (1000, L) and L = mint≤R|ρ̂θ (t) | <
2/
√
R because 1/
√
R is approximately the standard error of the autocorrelation
estimates when the series is white noise. Our measure of the inefficiency of a sampler
is the time normalised variance (TNV) defined as
TNV = ÎACTθ × CT, (18)
where CT is the computing time.
Tables 1 to 4 summarize the simulation results for J = {10, 25, 50} with n =
{250, 500, 1000} and J = 100 with n ∈ {250, 500} for both Gumbel and Clayton
copulas. Overall, they show that both correlated and block PM estimates of the
posterior mean of θ are close to the true values, as are the VBIL estimates. The
tables also show that the IACT’s for parameter θ are small, which indicates that
the chains mixed well. The block PM approach is always better than the correlated
PM in terms of TNV. Block PM takes less CPU time in each MCMC iteration as
it only updates a block of u(k) whereas the correlated PM updates the entire set
of random numbers u. The VBIL approach is the best in terms of CPU time for
all simulation settings. In this simulation example, we fix the number of iteration
of VBIL to 50, the CPU time of the VBIL approach can be much lower as it often
converges less than 20 iterations. Figures 1 and 2 plot some of the estimates of the
posterior marginal densities pi (θ) of θ for the PM methods and VBIL. The MCMC
density estimates are obtained using the Matlab kernel density function ksdensity.
The posterior estimates for both PM methods are very similar. The VBIL estimates
are also very close to the PM estimates, even for J = 50 and 100 for the Gumbel
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copula. However, there is more of a discrepancy between VBIL estimates and the
PM estimates for J = 100 for the Clayton copula.
Table 1: Estimates of the posterior mean (with posterior standard deviation in paren-
theses) for a Clayton and Gumbel copula with J = 10 with n = {250, 500, 1000}.
The rel TNV = TNVmethod/TNVblock. The CPU time is in minutes.
Clayton Gumbel
n Corr Block VBIL Corr Block VBIL
250 Est. 1.175
(0.122)
1.178
(0.117)
1.167
(0.129)
1.344
(0.0464)
1.347
(0.0451)
1.343
(0.050)
M 50 50 50 50 50 50
CPU time 38.500 34.833 0.425 45.100 38.500 0.478
IACT 5.644 4.992 7.550 6.034
TNV 217.294 173.886 340.505 232.309
Rel. TNV 1.250 1 1.466 1
500 Est. 0.966
(0.073)
0.964
(0.073)
0.957
(0.0773)
1.2790
(0.0289)
1.2777
(0.0287)
1.278
(0.032)
M 50 50 50 50 50 50
CPU time 40.133 37.217 0.692 47.666 40.333 0.977
IACT 5.020 4.555 8.425 6.320
TNV 201.468 169.523 401.586 254.905
Rel. TNV 1.188 1 1.575 1
1000 Est. 1.080
(0.057)
1.091
(0.057)
1.077
(0.062)
1.2378
(0.0188)
1.2349
(0.0196)
1.237
(0.020)
M 50 50 50 50 50 50
CPU time 42.167 38.500 1.238 49.500 40.333 1.805
IACT 7.094 5.351 5.709 5.293
TNV 299.133 206.014 282.596 213.483
Rel. TNV 1.452 1 1.324 1
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Table 2: Estimates of the posterior mean (with posterior standard deviation in paren-
theses) for a Clayton and Gumbel copula with J = 25 with n = {250, 500, 1000}.
The rel TNV = TNVmethod/TNVblock. The CPU time is in minutes.
Clayton Gumbel
n Corr Block VBIL Corr Block VBIL
250 Est. 1.077
(0.091)
1.065
(0.092)
1.072
(0.094)
1.337
(0.022)
1.333
(0.021)
1.333
(0.025)
M 250 250 250 250 250 250
CPU time 49.500 38.702 1.453 34.833 20.333 1.805
IACT 7.916 7.209 5.569 7.578
TNV 391.842 279.003 193.985 154.083
Rel. TNV 1.404 1 1.259 1
500 Est. 0.959
(0.062)
0.957
(0.058)
0.948
(0.065)
1.272
(0.019)
1.274
(0.019)
1.278
(0.021)
M 250 250 250 250 250 250
CPU time 62.333 40.165 2.741 69.667 42.442 3.929
IACT 6.815 4.713 6.801 6.204
TNV 424.799 189.298 473.805 263.310
Rel. TNV 2.244 1 1.799 1
1000 Est. 0.944
(0.041)
0.951
(0.041)
0.954
(0.053)
1.2317
(0.013)
1.2303
(0.012)
1.233
(0.013)
M 250 250 250 250 250 250
CPU time 91.666 42.167 5.315 102.667 47.666 4.943
IACT 4.618 5.576 5.131 6.656
TNV 423.313 235.123 526.784 317.265
Rel. TNV 1.800 1 1.660 1
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Table 3: Estimates of the posterior mean (with posterior standard deviation in paren-
theses) for a Clayton and Gumbel copula with J = 50 with n = {250, 500, 1000}.
The rel TNV = TNVmethod/TNVblock. The CPU time is in minutes.
Clayton Gumbel
n Corr Block VBIL Corr Block VBIL
250 Est. 0.982
(0.079)
0.981
(0.078)
1.008
(0.086)
1.279
(0.020)
1.276
(0.021)
1.282
(0.022)
M 500 500 500 500 500 500
CPU time 83.783 40.517 5.294 86.167 44.917 3.864
IACT 8.850 5.449 5.352 4.969
TNV 741.480 220.777 461.166 223.192
Rel. TNV 3.359 1 2.066 1
500 Est. 1.066
(0.064)
1.040
(0.059)
1.079
(0.070)
1.2508
(0.0134)
1.247
(0.0134)
1.252
(0.016)
M 500 500 500 500 500 500
CPU time 133.833 45.833 10.391 133.833 47.666 12.345
IACT 7.120 6.671 5.143 6.365
TNV 952.891 305.752 688.303 303.394
Rel. TNV 3.117 1 2.269 1
1000 Est. 0.964
(0.040)
0.955
(0.040)
0.978
(0.045)
1.281
(0.011)
1.279
(0.010)
1.281
(0.011)
M 500 500 500 500 500 500
CPU time 247.867 62.333 18.794 238.333 78.933 24.944
IACT 5.507 5.859 5.347 6.927
TNV 1365.004 365.209 1274.367 477.499
Rel. TNV 3.738 1 2.668 1
Table 4: Estimates of the posterior mean (with posterior standard deviation in paren-
theses) for a Clayton and Gumbel copula with J = 100 with n = {250, 500}. The
rel TNV = TNVmethod/TNVblock. The CPU time is the time in minutes.
Clayton Gumbel
n Corr Block VBIL Corr Block VBIL
250 Est. 1.055
(0.083)
1.010
(0.073)
1.083
(0.0854)
1.313
(0.017)
1.311
(0.018)
1.314
(0.019)
M 1000 1000 1000 2500 2500 2500
CPU time 207.167 62.883 19.876 524.333 187.583 70.054
IACT 11.500 5.910 4.751 7.128
TNV 2382.421 371.639 2491.106 1337.972
Rel. TNV 6.411 1 1.862 1
500 Est. 0.950
(0.051)
0.951
(0.053)
1.020
(0.066)
1.254
(0.011)
1.248
(0.011)
1.252
(0.011)
M 2500 2500 1000 2500 2500 2500
CPU time 968 229.71 34.471 957 288.966 125.391
IACT 6.364 8.272 4.922 8.359
TNV 6160.352 2129.871 4710.354 2415.467
Rel. TNV 2.892 1 1.950 1
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Figure 1: Kernel smoothing density estimates of the posterior density of the Clayton
copula parameter θ for J = {10, 25, 50} dimensions with n = 1000 observations and
J = 100 dimensions with n = 500 observations estimated using block PM, correlated
PM and VBIL methods
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Figure 2: Kernel smoothing density estimates of the posterior density of the Gumbel
copula parameter θ for J = {10, 25, 50} dimensions with n = 1000 observations and
J = 100 dimensions with n = 500 observations estimated using block PM, correlated
PM and VBIL methods
4.2 Comparison of the PM and data augmentation
This section compares the pseudo marginal and data augmentation approaches. Pitt
et al. (2006) proposed Algorithm 3 as an efficient Bayesian data augmentation (DA)
method to estimate the parameters of a Gaussian copula with discrete marginals
and Smith and Khaled (2012) generalized it to other copulas. Section S3 gives more
details of the algorithm.
We now compare the block PM method to the data augmentation method. Data
are generated from both Clayton and Gumbel copulas with all the discrete mar-
gins following a Bernoulli distribution. Various simulation scenarios are considered:
J ∈ {5, 10, 15} with n ∈ {250, 500}. Each of the MCMC chain consisted of 11000
iterates with the first 1000 iterates used as burnin. The parameters of the marginal
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Algorithm 3 Data Augmentation
• Generate the j marginal u(j), j = 1, . . . , J , from p
(
u(j)|θ,u(k 6=j),x
)
for j =
1, . . . , J .
• Generate θ from p (θ|u)
distributions were set to their true values.
Tables 5 to 7 summarise the simulation results and show that (i) The estimates
from the two methods are close to each other; (ii) the PM method is much faster
than the data augmentation method; (iii) the PM method has a much smaller IACT
value. The data augmentation approach generates the parameter θ conditioned on
the latent variables u in a Metropolis within Gibbs step. As shown, this is very
inefficient because the latent variables u is highly correlated with the parameter θ.
The PM method is much more efficient because it generates the parameter θ by
integrating out the latent variables u; (iv) the time normalised variance of the PM
method is much smaller than that of the data augmentation method.
Table 5: Estimates of the posterior mean (with posterior standard deviation in paren-
theses) for a Clayton and Gumbel copula with J = 5 with n = {250, 500}. The
rel TNV = TNVmethod/TNVblock. The CPU time is the time in minutes.
Clayton Gumbel
n Data Aug. Block PM Data Aug. Block PM
250 Est. 0.922
(0.121)
0.837
(0.113)
1.236
(0.053)
1.226
(0.052)
M - 50 - 50
CPU time 185.166 32.083 221.833 34.283
IACT 102.606 4.764 21.239 4.872
TNV 18999.143 152.843 4711.511 167.027
Rel. TNV 124.304 1 28.208 1
500 Est. 1.116
(0.101)
1.130
(0.104)
1.272
(0.040)
1.217
(0.035)
M - 50 - 50
CPU time 201.667 34.484 245.667 35.750
IACT 69.823 5.230 20.680 5.479
TNV 14080.995 180.351 5080.394 195.874
Rel. TNV 78.076 1 25.937 1
17
Table 6: Estimates of the posterior mean (with posterior standard deviation in paren-
theses) for a Clayton and Gumbel copula with J = 10 with n = {250, 500}. The
rel TNV = TNVmethod/TNVblock. The CPU time is the time in minutes.
Clayton Gumbel
n Data Aug. Block PM Data Aug. Block PM
250 Est. 1.092
(0.109)
1.171
(0.116)
1.263
(0.039)
1.268
(0.038)
M - 50 - 50
CPU time 385.183 32.251 517.000 34.833
IACT 85.556 4.670 24.628 5.826
TNV 32954.717 150.613 12732.676 202.937
Rel. TNV 218.804 1 62.742 1
500 Est. 0.959
(0.068)
0.955
(0.070)
1.298
(0.032)
1.270
(0.029)
M - 50 - 50
CPU time 419.833 34.651 806.300 35.200
IACT 51.779 5.063 35.457 4.690
TNV 21738.533 175.438 28588.979 165.088
Rel. TNV 123.910 1 173.174 1
Table 7: Estimates of the posterior mean (with posterior standard deviation in paren-
theses) for a Clayton and Gumbel copula with J = 15 with n = {250, 500}. The
rel TNV = TNVmethod/TNVblock. The CPU time is the time in minutes.
Clayton Gumbel
n Data Aug. Block PM Data Aug. Block PM
250 Est. 1.134
(0.095)
1.074
(0.098)
1.328
(0.038)
1.298
(0.032)
M - 50 − 50
CPU time 598.217 33.251 1079.833 35.254
IACT 98.925 5.612 37.317 5.299
TNV 59178.616 186.605 40296.128 186.811
Rel. TNV 317.133 1 215.705 1
500 Est. 1.012
(0.068)
1.014
(0.067)
1.283
(0.024)
1.275
(0.023)
M - 50 - 50
CPU time 652.667 35.201 1413.500 35.456
IACT 69.031 5.906 28.946 7.276
TNV 45054.256 207.897 40915.171 257.978
Rel. TNV 216.714 1 158.599 1
5 Real-data examples
5.1 HILDA data
The data used in the examples is obtained from the Household, Income, and Labour
Dynamics in Australia (HILDA) survey for the year 2013. We use 50 categorical
18
variables which include a range of well-being attributes, such as health (items 1-
36), income (item 50), education (item 49), and life satisfaction (item 37), and a
range of major life-shock events, such as getting married (item 38), separated from
spouse (item 39), getting back together with the spouse (item 40), serious personal
injury (item 41), death of spouse or child (item 42), death of a close friend (item
43), being a victim of a property crime (item 44), promotion at work (item 45),
major improvement (item 46) and major worsening in personal finances (item 47),
and change of residence (item 48). We transformed the response of each person to
each item into a 0 or 1. Thus, for questions on health we classified a person as
healthy (0) or unhealthy (1). Similarly, for income (item 50), education (item 49),
and life satisfaction variables (item 37), we classified people into rich (0) or poor
(1), high education (0) or low education (1), and high life satisfaction (0) or low life
satisfaction (1). In this example, the unit of analysis was a male aged above 45, who
has non-missing information on all the variables being considered, and who is not
in the labour force and married, resulting in n = 1210 individuals. Section S2 gives
further details on this dataset.
5.1.1 Discrete Clayton and Gumbel copulas
We estimated the joint binary distribution of the well-being attributes and life shock
events by fitting Clayton and Gumbel copula models using the correlated and blocked
PM methods and the VBIL method. In this example, the parameters of the marginal
distributions were set to their sample estimates. Each MCMC chain consisted of
11,000 iterates with the first 1000 iterates used as burnin. For VBIL, the variational
distribution qλ (θ) was the inverse gamma distribution IG (a, b), with S = 140 sam-
ples used to estimate the gradient of the lower bound. We fix the number of VBIL
iterations to 25.
Table 8 shows the variance of the log of the estimated likelihood for different
numbers of samples M for the 50 dimensional Clayton and Gumbel copulas. In
particular, the table shows that even with M = 16384 standard PM would get stuck.
We therefore do not report results for the standard PM method in this section and
the next as their TNV would be much higher than that of the correlated or block
PM methods. We can not even use the data augmentation method in this example
as it is so computational expensive to do so.
Table 9 summarizes the estimation results and show that: (i) The block PM
is better than that of the correlated PM method in terms of the time normalized
variance TNV, (ii) The VBIL method is at least five times as fast as the block PM
method. (iii) All the estimates are close to each other.
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Table 8: The variance of log of the estimated likelihood, evaluated at a posterior
mean estimate, for the discrete Clayton copula, discrete Gumbel copula and the
mixed marginal Gumbel copula as a function of the number of points M .
M Clayton Gumbel M Mixed Gumbel
256 88.75 250.71 64 47.90
512 51.40 151.92 128 37.70
1024 41.56 131.22 256 17.03
2048 20.95 106.31 512 12.36
8192 11.49 52.86 1024 11.03
16384 8.51 33.77 16384 2.55
Table 9: Estimates of the posterior mean (with posterior standard deviation in paren-
theses) for the Clayton and Gumbel copula with J = 50 with n = 1210. The
rel TNV = TNVmethod/TNVblock. The CPU time is in minutes.
Clayton Gumbel
Corr Block VBIL Corr Block VBIL
Est. 0.389
(0.011)
0.395
(0.011)
0.386
(0.012)
1.208
(0.010)
1.204
(0.010)
1.200
(0.008)
M 1024 1024 1024 2048 2048 2048
CPU time 471.167 119.166 22.162 1001.520 264.325 37.280
IACT 4.310 5.240 20.530 4.930
TNV 2030.729 624.430 20561.206 1303.202
Rel. TNV 3.252 1 15.778 1
5.1.2 Mixed marginals
The data used in this example is also obtained from the HILDA survey for the year
2014. We use 50 variables consisting of 30 categorical variables and 20 continuous
variables. The continuous variables include income, SF36 continuous health score,
weight in kg, height in cm, and hours/mins per week for the following activities:
paid employment, travelling to/from paid employment, household errands, house-
work, outdoor tasks, playing with the children, playing with other people children,
volunteer work, and caring for disabled relatives. The categorical variables include
community participation activities (11 variables), personal satisfaction variables (8
variables), satisfaction with financial situation, personal safety, employment oppor-
tunities, questions about the current job situation (10 variables), and a question
about the availability of internet at home. In this example, we fit a Gumbel copula
model for the first n = 1000 individuals.
Table 10 summarises the estimation results and shows that: (i) The block PM
sampler is better than the correlated PM in terms of the time normalized variance
TNV. (ii) The VBIL is at least five times faster than the PM approaches. (iii) All
estimates are close to each other.
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Table 10: Estimates of the posterior mean (with posterior standard deviation in
parentheses) for a 50 dimensional Gumbel copula model with n = 1000 for the well-
being example with mixed marginals. The rel TNV = TNVmethod/TNVblock. The
CPU time is the time in minutes.
Gumbel
Corr Block VBIL
Est. 1.012
(0.001)
1.013
(0.001)
1.012
(0.001)
M 128 128 128
CPU time 139.333 97.166 17.314
IACT 4.812 5.987
TNV 670.470 581.733
Rel. TNV 1.153 1
6 Online supplementary material
The online supplementary material gives further technical details.
7 Summary and conclusions
Our article proposes several computationally efficient methods for estimating high-
dimensional Archimedian copulas, such as Clayton and Gumbel copulas, with dis-
crete or mixed marginals. The proposed methods are based on recent advances in
Bayesian computation and work with an unbiased estimate of the likelihood. The
empirical results suggest that for a high nJ : (a) The PM and VBIL approaches
are appreciably more efficient than the data augmentation approach, which can be-
come computationally infeasible for a large J or n; (b) The correlated and block
PM samplers are much more efficient than the standard PM sampler; (c) The block
PM sampler always performs better than the correlated PM sampler; (d) The VBIL
method is the fastest method, and usually produces good approximations of the
posterior.
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Online supplementary material
All equations, lemmas, tables, etc in the main paper are referred to as equation
(1), lemma 1, table 1, etc, and in this supplement they are referred to as equation
(S1), lemma S1 and table S1, etc.
S1 Some further technical results for the Gumbel
and Clayton copulas
S1.1 The Gumbel copula
The J-dimensional Gumbel copula is another popular example of Archimedean cop-
ulas. Its cdf C (u) and density c (u) are
C (u) := exp
−
[
J∑
j=1
(− log (uj))θ
]1/θ
c (u) := θJ exp
−
[
J∑
j=1
(− log (uj))θ
] 1
θ

×
∏J
j=1 (− log (uj))θ−1(∑J
j=1 (− log (uj))θ
)J∏J
j=1 uj
× PGJ,θ
[ J∑
j=1
(− log (uj))θ
] 1
θ
 ,
where
PGJ,θ (x) =
J∑
k=1
aGmk (θ)x
k,
and
aGmk (θ) =
J !
k!
k∑
j=1
(
k
j
)(
j/θ
J
)
(−1)J−j .
The dependence parameter θ is defined on [1,∞), where a value of 1 represents the
independence case. The Gumbel copula is an appropriate choice if the data exhibit
weak correlation at lower values and strong correlation at higher values.
If some of the aj are zero, then directly estimating the integral (3) is computa-
tionally inefficient for the same reasons as given in section 2.2 for the Clayton copula.
It can be readily checked that
D (u1:K , bK+1:J) := θ
K exp
−
[
K∑
j=1
(− log (uj))θ +
J∑
j=K+1
(− log (bj))θ
] 1
θ

×
∏K
j=1 (− log (uj))θ−1(∑K
j=1 (− log (uj))θ +
∑J
j=K+1 (− log (bj))θ
)K∏K
j=1 uj
× PGK,θ
[ K∑
j=1
(− log (uj))θ +
J∑
j=K+1
(− log (bj))θ
] 1
θ
 .
S1
Then, we can rewrite the integral as
ˆ b1
a1
...
ˆ bK
aK
D (u1:K , bK+1:J) du1:K =
K∏
j=1
(bj − aj)
×
ˆ 1
0
...
ˆ 1
0
D ((b1 − a1) v1 + a1, ..., (bK − aK) vK + aK , bK+1:J) dv1:K .
S1.2 The VBIL approximation distribution
For the Clayton copula, the VB approximation to the posterior of θ is the inverse
gamma density
qλ (θ) =
ab
Γ (a)
(θ)−1−a exp (−b/θ) , θ > 0,
and for the Gumbel copula
qλ (θ) =
ab
Γ (a)
(θ − 1)−1−a exp (−b/ (θ − 1)) , θ > 1,
with the natural parameters a and b. The Fisher information matrix for the inverse
gamma is
IF (a, b) =
( ∇aa [log Γ (a)] −1/b
−1/b a/b2
)
with gradient
∇a [log qλ (θ)] = − log (θ) + log (b)−∇a [log Γ (a)] and ∇b [log qλ (θ)] = −1
θ
+
a
b
.
S2 Further description and analysis of the well-
being and life-shock events dataset
This section gives further details of the of the well-being and life-shock events dataset
(abbreviated to ‘well-being dataset’) described in section 5.1. The health data used in
this paper is obtained from the SF-36 data collected by the HILDA survey. The SF-
36 (Medical Outcome Trust, Boston, MA) is a multipurpose and short form health
survey with 36 items. Each item provides multiple choice answers for respondents
to select from in regard to different aspects of their health. SF-36 is one of the most
widely used generic measures of health-related quality of life (HRQoL) in clinical
research and general population health. It is a standardised questionnaire used to
assess patient health across eight attributes (Ware et al., 1993). These are physical
functioning (PF, items 3 to 12), role-physical (RP, items 13 to 16), bodily pain (BP,
items 21 and 22), general health (GH, items 1, 2, 33-36), vitality (VT, items 28-31),
social functioning (SF, items 20 and 32), role-emotional (RE, items 17 to 19), and
mental health (MH, items 23-27). The details of the survey questions can be found
in Ware et al. (1993).
S2
S3 Details of the data augmentation approach
This section gives further details of Algorithm 3. The conditional distribution of
p
(
u(j)|θ,u(k 6=j),x
)
is given by
p
(
u(j)|θ,u(k 6=j),x
) ∝ p (x|θ,u) p (u(j)|θ,u(k 6=j))
∝
n∏
i=1
I (ai,j ≤ ui,j < bi,j) c (ui;θ)
∝
n∏
i=1
I (ai,j ≤ ui,j < bi,j) cj|k 6=j (ui,j|ui,k 6=j;θ)
The latents ui,j are generated from the conditional densities cj|k 6=j constrained
to [ai,j, bi,j) and an iterate of u(j) obtained. In this sampling scheme, the copula
parameter θ is generated conditional on u from
p (θ|u,x) = p (θ|u) ∝
n∏
i=1
c (ui;θ) p (θ)
The following algorithm is used to generate the latent variables one margin at a
time.
For j = 1, ..., J and for i = 1, ..., n
• Compute
Aij = Cj|{1,...,J}\j (ai,j| {ui1, ..., uiJ} \ uij,θ)
and
Bij = Cj|{1,...,J}\j (bi,j| {ui1, ..., uiJ} \ uij,θ)
• Generate wi,j ∼ Uniform (Ai,j, Bi,j)
• Compute ui,j = C−1j|{1,...,J}\j (wi,j| {ui1, ..., uiJ} \ uij,θ)
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