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Abstract
The main factors contributing to the cost of system-on-a-chip (SOC) manufacturing test are the required number
of tester pins, the test application time, the tester memory requirements and the area overhead required by the
test resources. These factors contribute with di®erent weights, depending on the cost model of each SOC. Several
methods have been recently proposed to optimize each of these factors, however none of the existing methods employs
an objective function derived from the actual cost model of each product. This paper proposes a Genetic Algorithm-
based test cost optimisation method, which enables the test designer to target directly the solutions matching the
test cost model speci¯c to each SOC.
1 Introduction
A signi¯cant fraction of the manufacturing costs of high-end integrated circuits goes towards the testing, nec-
essary for satisfying the high quality requirements imposed by today's extremely competitive market. The main
factors contributing to the cost of test are: test application time (TAT), tester channel count (TCC) [1] and area
overhead (AO) required by the rest resources [2]. Several test resource partitioning (TRP) methods aiming to
deliver low cost test solutions have been proposed and summarised recently [3]. These methods include various
test access mechanism (TAM) design and test scheduling (order of core test execution) solutions, which facilitate
on-chip test data transport and shorten test times in core-based SOCs by sharing tester channels between several
embedded cores of the SOC [4, 5], as well as test data compression (TDC) methods [3], which reduce the amount
of data to be transferred between the tester and the chip under test and the tester memory requirements at the
cost of additional hardware needed for compressing/decompressing the test data. TDC can be carried out atchip level (one compressor/decompressor pair per chip), at core level (each embedded core has it's own compres-
sor/decompressor core), or at TAM level (a compressor/decompressor pair can be shared by multiple embedded
cores, thus reducing the area overhead [6], see Fig. 1). A common characteristic of the existing TRP methods
[3, 4, 5] is that they assume a ¯xed cost model for all SOCs in terms of TAT, AO, TCC. However, di®erent SOC
are produced in di®erent volumes, have di®erent complexities, hence requiring di®erent amounts of test data and
tester channels. This means that the relative contribution of each of these factors to the overall cost of test varies
from one SOC to another, as reported recently [7]. Consequently, methods assuming a ¯xed cost model cannot
guarantee the best solution in terms of the overal cost of test for every SOC, as shown in this paper. This is
important because reducing cost of test is essentially the ultimate goal for DFT. This paper proposes a Genetic
Algorithm-based test cost optimisation method, which enables the test designer to target directly the solutions
matching the test cost model speci¯c to each product.
2 Proposed Genetic Algorithm for Test Resource Partitioning
The proposed cost model driven TRP method is implemented using genetic algorithms (GA). For background
information on GAs see [8]. The basic idea of the proposed method is to derive the ¯tness{function driving
the GA from the target cost model. To make this possible, we propose the phenotype (or potential solution):
P(C;D) =: P, where C, D are two chromosomes. Each gene in C := (Ci)i=1;¢¢¢;ncores (ncores equals the number of
cores) represents exactly one core, whereas the genes in D := (Di)i=1;¢¢¢;m point to available compression methods.
Rectangle packing formulations have been commonly used for solving TAM design problems [4, 5]. The TAM is
represented as a bin with given height (equal to the number of TAM-wires) and in¯nite width (representing the
TAT). A test of a core can be represented as a rectangle with the height is given by the necessary test data inputs,
and the length of the rectangle is given by the testing time of the speci¯c core. In order to reduce area overhead,
the proposed method allows multiple cores to share one compatible decompressor ( for example cores C2,C4,C6,C7
and C8 shown in Fig. 2 share a 25X decompressor, while each of the other cores has its own decompressor). This
way, the time for testing all cores and the the number of tester channels connected to the decompressor de¯ne a
decompressor-rectangle. Algorithm 1 shows how a given phenotype P(C,D) is mapped to its corresponding TRP
solution. To obtain a test schedule, the test rectangles are added to the test schedule according to the following
two rules: (i) place the rectangle as early (i.e. as left) as possible, without overlapping already placed rectangles.
(ii) place the rectangle as far down (i.e. close to TAM wire 0) as possible.
The generic cost model description used in the proposed method has the following form: Ctest = F(TAT;AO;TCC),
where F can be any function based on these parameters. Since the GA ¯tness function has inverse relationship to
a cost function (the higher the value of the ¯tness function the better the solution), the ¯tness function is de¯nedas 1/Ctest. This way, a high value of the ¯tness function will correspond to a low cost value.
3 Experimental Results
The proposed cost model driven TRP method was experimentally validated using 10 hypothetical SoCs, contain-
ing between 8 and 15 cores and TAM widths w ranging between 8 and 15 lines. The following parameters were used
in the GA. For each setup, the length of C := (Ci)i=1;¢¢¢;ncores equals the number of cores and the length of D was set
to 40. 60 generations are processed to obtain the desired solution. Each generation contains a population of 100 phe-
notypes. The crossover-rates were PC
£ := 0:9 and PD
£ := 0:3, and the mutation-rates MC := 0:07 and MD := 0:01.
Table 2 shows the comparison between the test costs produced by the proposed method and the method presented
in [5] combined with core-level TDC for three di®erent cost models. The TAM design method proposed in [5] com-
bined with core-level TDC leads to the shortest TAT since each core has it's own compressor/decompressor pair
and therefore, the corresponding tests are compressed to the maximum achievable. This represents a typical ¯xed
objective test design °ow, in this case the optimization objective being the TAT. The following cost function was
used for the proposed method: Cost = TAT ¤WeightTAT +AO¤WeightAO+TCC¤WeightTCC where the weights
(see Table 1 for three examples) are speci¯ed by the test designer as the cost per second of test (WeightTAT), the
cost per mm2 of silicon (WeightAO) and the cost per tester channel (WeightTCC) respectively. For example, cost
model 1 depicts a scenario where TCC is the main contributor to the cost of test (50 cents per test pin), while AO
and TAT have much lower contributions (0.1 cent per mm2 and 1 cent per second of test respectively). This can
happen for example for chips produced in very low volumes and when the number of available pins is very limited,
and extra test pins may require upgrading to a higher pin count, and hence more expensive, chip package. The
results reported in columns 2 to 4 of Table 2 show cost improvements over the ¯xed objective approach of up to
nearly 35% for SOC s9. Cost model 2 illustrates a case where area overhead is the most expensive component of
the cost of test (10 cents per mm2), while TAT and TCC contribute with only 1 cent per second of test and 0.05
cents per tester channel. Cost reductions in this case are even higher, going up to 73% (SOC s3). Cost model
3 uses the TAT as the only optimization objective, just like the TAM-design from [5] combined with core-level
TDC. In this case, the cost model driven method, due to its heuristic nature, under-performs the ¯xed objective
method, the average cost increase is < 10%. This is however a very unrealistic cost model since it does not take
into account other factors which contribute to the overall cost of test, such as TCC and AO. These experiments
show that by driving the TRP optimization using a customizable objective function, as the case with the proposed
method, derived from the actual cost model of the SOC can lead to signi¯cant reductions in the overall cost of
test.4 Conclusion
A new test cost optimisation method for SOC manufacturing test with user speci¯ed cost model has been
proposed. This method provides better solution in terms of overall cost of test when compared with existing ¯xed
objective methods. The proposed method makes a contribution towards the need to develop low cost SOC solution,
as highlited by the ITRS'03.
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Figure 1. TRP using test data compression￿
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Figure 2. Potential TRP solution for a hypothetical SOCList of Algorithms
1 Mapping a GA phenotype to a TRP solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9Data: (Ci)i=1;¢¢¢ ;ncores, (Di)i=1;¢¢¢ ;m
Result: P
foreach Core in (Ci)i=1;¢¢¢ ;ncores do
Decompressor Ã GetNext((Di)i=1;¢¢¢ ;m)
if Decompressor = None then
break
else if Compatible(Core,Decompressor) then
Assign(Core ! Decompressor)
if not Decompressor in TAM then
Assign(Decompressor ! TAM)
end
end
end
foreach D in (Dj)j=1;:::;k do
foreach C in D do
Place(C,TAMD)
end
Place(D,TAM)
end
Algorithm 1: Mapping a GA phenotype to a TRP solutionList of Tables
1 Cost model examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Comparison between the cost model driven method and a ¯xed objective method [5] . . . . . . . . 12Cost model
Weights
TAT (cents/s) AO (cents/mm
2) TCC(cents/pin)
Cost model 1 1 0.1 50
Cost model 2 1 10 0.5
Cost model 3 1 0 0
Table 1. Cost model examplesSoC
Cost model 1(TCC) Cost model 2(AO) Cost model 3(TAT)
[5] Proposed Improvement(%) [5] Proposed Improvement(%) [5] Proposed Improvement(%)
"s1" 79.92 63.69 20.30 156.35 75.47 51.72 8.45 8.45 0
"s2" 86.91 72.62 16.43 164.58 70.95 56.89 10.37 12.31 -18.72
"s3" 57.79 50.99 11.76 179.59 47.64 73.46 11.43 12.74 -11.48
"s4" 86.64 74.47 14.04 167.16 66.72 60.08 9.81 11.43 -16.53
"s5" 70.93 66.52 6.21 202.99 62.93 68.99 13.95 13.99 -0.25
"s6" 89.13 80.70 9.45 233.22 83.20 64.32 16.98 21.46 -26.38
"s7" 51.22 46.51 9.17 119.33 37.27 68.76 10.13 10.20 -0.75
"s8" 78.59 74.24 5.53 198.40 83.48 57.92 11.86 13.18 -11.14
"s9" 75.79 49.46 34.74 100.74 51.32 49.05 4.84 4.84 0
"s10" 49.814 44.06 11.53 111.39 42.10 62.19 8.79 9.52 -8.29
"Average improvement" 13.92 61.34 -9.35
Table 2. Comparison between the cost model driven method and a ﬁxed objective method [5]