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COARSE RICCI CURVATURE ON THE SPACE OF
PROBABILITY MEASURES
YU KITABEPPU
Abstract. In this paper we study the coarse Ricci curvature on the space of
probability measures on a metric space. We consider the p-coarse Ricci cur-
vature for p ≥ 1, which is a slight generalization of the coarse Ricci curvature
defined by Ollivier. We get a natural random walk on the Lp-Wasserstein space
if the underlying space has a random walk. The infimum of the p-coarse Ricci
curvature on the Lp-Wasserstein space coincides with that with respect to the
original random walk. Considering a random walk as a map, we investigate
the relation between Gromov-Hausdorff convergence and the p-coarse Ricci
curvature. We also study the concentration of measure phenomenon related
to the coarse Ricci curvature.
1. Introduction
Ollivier defined a notion of the coarse Ricci curvature on a metric space with
a random walk in [10]. In this paper we study a notion of the p-coarse Ricci
curvature and investigate it on the space of probability measures. We call a metric
space (X, d) a Polish metric space if it is a complete separable metric space. Let
(X, d, {mx}x∈X) be a Polish metric space with a random walk, where a random
walk is a family of Borel probability measures parametrized by x ∈ X . Suppose
that mx ∈ Pp(X) for any x ∈ X , p ≥ 1, where Pp(X) is the L
p-Wasserstein space
(see Definition 2.3).
Definition 1.1. Let (X, d, {mx}x∈X) be a Polish metric space with a random walk
and 1 ≤ p ≤ ∞. We define the p-coarse Ricci curvature along xy by
κp(x, y) := 1−
Wp(mx,my)
d(x, y)
(1.1)
for distinct points x, y ∈ X , where Wp is the L
p-Wasserstein metric (see Definition
2.3).
Considering the random walk as a map from X to Pp(X), we define a map
m˜ : Pp(X) ∋ µ 7→ m˜µ ∈ P(Pp(X)) as∫
Pp(X)
f(σ) m˜µ(dσ) :=
∫
X
f(mx)µ(dx)(1.2)
for any f ∈ Cb(Pp(X)), where Cb(Pp(X)) is the set of all bounded continuous
functions on Pp(X). We prove the following theorem.
Theorem 1.2. Let (X, d, {mx}x∈X) be a metric space with a random walk. Let
κmp , 1 ≤ p < ∞, be the p-coarse Ricci curvature with respect to a random walk
{mx}x∈X. Then we have
inf
x,y∈X
κmp (x, y) = inf
µ,ν∈Pp(X)
κm˜p (µ, ν).(1.3)
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By Theorem 1.2, we have a contrasting difference between the curvature-dimension
condition ([9,13,14]) and the p-coarse Ricci curvature. In fact, Chodosh [4] proved
that the L2-Wasserstein space over a unit interval with an entropic measure never
satisfy the curvature-dimension condition CD(K,∞) for any K ∈ R.
We observe what happens on the Lp-Wasserstein space provided that a contrac-
tion semigroup converges to an invariant distribution. We show that the conver-
gence of the contraction semigroup to a unique invariant distribution leads to the
convergence of the flow to the Dirac measure of the invariant distribution and the
convergent rate coincides (see Remark 4.3).
It is important to investigate the relation between a version of a notion of Ricci
curvature and the Gromov-Hausdorff convergence. We prove the stability of the
p-coarse Ricci curvature with respect to the Gromov-Hausdorff convergence in the
following sense.
Theorem 1.3. Let {(Xn, ∗n, dn, {m
n
x}x∈Xn)}n∈N be a sequence of locally compact,
geodesic, Polish pointed metric spaces with random walks such that (Xn, ∗n, dn)→
(X, ∗, d) in the Gromov-Hausdorff sense. Suppose that the following three conditions
(1), (2) and (3) are satisfied:
(1) There exists a constant κ0 such that infn infx,y∈Xn κ
mn
p (x, y) ≥ κ0 holds;
(2) For any sequence {xn ∈ Xn}n∈N with xn → x ∈ X (see Definition 5.5 be-
low), and for any positive number ǫ > 0, there exist compact sets Knǫ ⊂
Xn with xn ∈ K
n
ǫ such that m
n
xn(Xn \ K
n
ǫ ) ≤ ǫ for any n ∈ N and
supnDiam(K
n
ǫ ) <∞ ;
(3) For any sequence {xn ∈ Xn}n∈N with xn → x ∈ X, the uniform bounded-
ness condition for mnxn,
sup
n∈N
∫
Xn
d(∗n, y)
pmnxn(dy) <∞,
is satisfied.
Then, there exist a subsequence {(Xnk , dnk , {m
nk
x }x∈Xnk )}k and a random walk
{mx}x∈X on X such that {m
nk
x }x∈Xnk converges to {mx}x∈X as a map (see Def-
inition 5.9). In particular, the p-coarse Ricci curvature with respect to {mx}x∈X
satisfies
inf
x,y∈X
κmp (x, y) ≥ κ0.
Remark 1.4. The condition (2) in Theorem 1.3 is necessary. For example, let
(Xn, ∗n) = (R, 0). We take the random walks {m
n
x}x∈R, n = 1, 2, . . ., on R of which
each measure mnx is the uniform measure on the closed interval [x + n, x + n+ 1].
Although the p-coarse Ricci curvature is always 0 for (R, {mnx}x∈R), the sequence
of random walks {mnx}x∈R, n = 1, 2 . . ., does not converge.
Ollivier introduced a notion of the Gromov-Hausdorff convergence with random
walks and proved the stability of a lower bound of the coarse Ricci curvature with
respect to that convergence (see [10, Definition 55 and Proposition 56]). There
he assumed the existence of the limit random walk on the limit space. Our result
claims the existence of the random walk and gives another proof of the existence of
a lower bound of the coarse Ricci curvature on the limit space. Ollivier’s result and
Theorem 1.3 are equivalent to each other if all of metric spaces in the sequence and
the limit space are compact. See Proposition 5.11 for more precise information.
We also show a relation between the concentration of measure phenomenon and a
lower bound of a coarse Ricci curvature. The concentration of measure phenomenon
is deeply related to a lower bound of the Ricci curvature bound in a Riemannian
manifold [5, 7].
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Theorem 1.5. Let {(Xn, dn, νn)}n be a Le´vy family (see Definition 6.2). Suppose
that there exists random walks mn : Xn → P1(Xn) with a uniform lower bound of
the 1-coarse Ricci curvature. Then {(P1(Xn),W1, (m˜n)νn)}n is also a Le´vy family.
2. Preliminaries
Let (X, d) be a Polish metric space and B(X) the set of all Borel sets in X . We
denote by P(X) the set of all Borel probability measures on X equipped with the
weak topology. The following well-known proposition is a characterization of the
relative compactness of the family of probability measures.
Proposition 2.1 ([1, Theorem 5.1]). A family of probability measures {µn}n∈N is
relatively compact in P(X) if and only if {µn}n∈N is tight, that is, for given ǫ > 0
there exists a compact subset Kǫ ⊂ X such that µn(X \Kǫ) ≤ ǫ for any n ∈ N.
We use the following proposition later.
Proposition 2.2 ([1, Theorem 2.1]). Let µn, n = 1, 2, 3 . . . and µ be Borel probabil-
ity measures on X such that µn converges to µ weakly. Then for any closed subset
C ⊂ X and any open subset G ⊂ X, we have
lim sup
n→0
µn(C) ≤ µ(C),(2.1)
lim inf
n→0
µn(G) ≥ µ(G).(2.2)
For any µ, ν ∈ P(X), we call a measure π ∈ P(X × X) a coupling between µ
and ν if
π(A×X) = µ(A), π(X ×A) = ν(A) for any A ∈ B(X).(2.3)
We denote by Π(µ, ν) the set of all couplings between µ and ν. We define a metric
on P(X) that induces a topology stronger than the weak topology.
Definition 2.3. For µ, ν ∈ P(X), 1 ≤ p ≤ ∞, the Lp-Wasserstein distance
Wp(µ, ν) between µ and ν is defined by
Wp(µ, ν) := inf
{
‖d‖Lp(π);π ∈ Π(µ, ν)
}
.(2.4)
Wp is finite on
Pp(X) :=
{
µ ∈ P(X); ‖d(o, ·)‖Lp(µ) <∞ for some o ∈ X
}
.
It is a known fact that the metric space (Pp(X),Wp) is a Polish metric space. It
is compact if X is compact. We characterize the convergence in Pp(X).
Theorem 2.4 ([16, Definition 6.8, Theorem 6.9]). Let µn, n = 1, 2, . . ., and µ be
Borel probability measures on X. The following conditions (1)-(5) are all equivalent
to each other:
(1) Wp(µn, µ)→ 0 as n→∞.
(2) µn → µ weakly as n→∞ and for some x0 ∈ X
lim sup
n→∞
∫
d(x0, x)
p µn(dx) ≤
∫
d(x0, x)
p µ(dx).(2.5)
(3) µn → µ weakly as n→∞ and for some x0 ∈ X∫
d(x0, x)
p µn(dx)→
∫
d(x0, x)
p µ(dx).
(4) µn → µ weakly as n→∞ and for some x0 ∈ X
lim
R→∞
lim sup
n→∞
∫
d(xo,x)≥R
d(x0, x)
p µn(dx) = 0.
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(5) For all continuous functions φ with |φ(x)| ≤ C(1 + d(x0, x)
p), C ∈ R, one
has
∫
φ(x)µn(dx)→
∫
φ(x)µ(dx).
The following theorem is well known.
Theorem 2.5 (Kantorovich duality, [15, Theorem 1.3]). Let µ, ν ∈ P(X) and
Φdp(µ, ν) be the set of all pairs of measurable functions (φ, ψ) ∈ L
1(µ) × L1(ν)
satisfying
φ(x) + ψ(y) ≤ dp(x, y)
for µ-a.e. x ∈ X and ν-a.e. y ∈ X. Then we have
Wp(µ, ν)
p = sup
(φ,ψ)∈Φdp(µ,ν)
{∫
X
φdµ+
∫
X
ψ dν
}
.(2.6)
Remark 2.6. If p = 1, we may replace (φ, ψ) ∈ Φd by (φ,−φ), where φ is a 1-
Lipschitz function [15].
Assume that there exists a lower bound κ0 ∈ R of the p-coarse Ricci curvature
for a metric space with a random walk (X, d, {mx}x∈X). Then by (1.1), we get
Wp(mx,my) ≤ (1− κ0)d(x, y) (also see Proposition 2.7). This means that the map
m : X → Pp(X), x 7→ mx, is a (1 − κ0)-Lipschitz map. This point of view is very
important in this paper.
Set µ ∗ m(dx) :=
∫
X mx(dy)µ(dx) for µ ∈ P(X). We call a measure ν ∈
P(X) an invariant measure if ν = ν ∗ m. An invariant measure ν is reversible
if mx(dy)ν(dx) = my(dx)ν(dy). The following properties are useful.
Proposition 2.7 ([10, Proposition 20]). Let (X, d, {mx}x∈X) be a metric space
with a random walk, κ0 a real number and 1 ≤ p < ∞. Then, infx,y κp(x, y) ≥ κ0
if and only if
Wp(µ ∗m, ν ∗m) ≤ (1− κ0)Wp(µ, ν)
holds for any µ, ν ∈ Pp(X).
Corollary 2.8 ([10, Corollary 21]). Let (X, d, {mx}x∈X) be a metric space with a
random walk and 1 ≤ p < ∞. Assume that the p-coarse Ricci curvature satisfies
κp(x, y) ≥ κ0 > 0 for any x, y ∈ X and for a constant κ0. Then there exists a
unique invariant measure ν ∈ Pp(X).
3. Extension of Lipschitz maps
Proof of Theorem 1.2. We assume that both infx,y κ
m
p (x, y) and infµ,ν κ
m˜
p (µ, ν) are
finite value. Let κ0 ∈ R such that infx,y κ
m
p (x, y) = κ0. Set C := 1− κ0. We know
that the p-coarse Ricci curvature is bounded below by κ0 if and only if the map
m : X → Pp(X) is C-Lipschitz. We prove that the map m˜ is a C-Lipschitz map from
Pp(X) to Pp(Pp(X)) to show infµ,ν κ
m˜(µ, ν) ≥ infx,y κ
m(x, y). Let µ, ν ∈ Pp(X)
and (φ, ψ) ∈ ΦWpp (m˜µ, m˜ν). Since the map m is a C-Lipschitz function, the image
of m, m(X), is a universal measurable set on P(Pp(X)) ([2, Theorem 7.4.1]). Then
we obtain m˜µ(m(X)) =
∫
X
µ(dx) = 1 and m˜ν(m(X)) = 1. From the above claim,
the inequality
φ(mx) + ψ(my) ≤W
p
p (mx,my) ≤ C
pdp(x, y)(3.1)
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holds for µ-almost every x ∈ X and ν-almost every y ∈ X . By (3.1), we have
(φ ◦m/Cp, ψ ◦m/Cp) ∈ Φdp(µ, ν). Then by using (2.6) we have
∫
Pp(X)
φ(σ) m˜µ(dσ) +
∫
Pp(X)
ψ(σ) m˜ν(dσ) =
∫
X
φ(mx)µ(dx) +
∫
X
ψ(mx) ν(dx)
= Cp
{∫
X
φ(mx)
Cp
µ(dx) +
∫
X
ψ(mx)
Cp
ν(dx)
}
≤ CpW pp (µ, ν) <∞.
Taking the supremum over all (φ, ψ) ∈ ΦWpp (m˜µ, m˜ν), we get Wp(m˜µ, m˜ν) ≤
CWp(µ, ν), which implies m˜µ ∈ Pp(Pp(X)) for any µ ∈ Pp(X) and inf κ
m˜(µ, ν) ≥
inf κm(x, y).
It is easy to prove the converse implication. Indeed, We assume infµ,ν κ
m˜
p (µ, ν) =
κ0. Since m˜δx = mx for any x ∈ X , we have
Wp(mx,my) =Wp(m˜δx , m˜δy ) ≤ (1 − κ0)Wp(δx, δy) = (1− κ0)d(x, y).
When either infx,y κ
m
p (x, y) or infµ,ν κ
m˜
p (µ, ν) is not finite, the above arguments
lead infiniteness of the other. In this sense, we get (1.3). 
4. Convergence to invariant measure
We first show a relation between the invariant distribution of {m˜µ}µ on Pp(X)
and of {mx}x∈X on X .
Proposition 4.1. Let (X, d, {mx}x∈X) be a metric space with a random walk and
ν an invariant distribution for {mx}x∈X. Then m˜ν is an invariant distribution for
{m˜µ}µ∈Pp(X). Moreover, if ν is reversible, then m˜ν is also reversible.
Proof. For any f ∈ Cb(Pp(X)) we have
∫
Pp(X)
∫
Pp(X)
f(σ) m˜µ(dσ)m˜ν(dµ)
=
∫
X
∫
Pp(X)
f(σ) m˜mx(dσ)ν(dx)
=
∫
X
∫
X
f(my)mx(dy)ν(dx)
=
∫
X
f(mx) ν(dx)
=
∫
Pp(X)
f(σ) m˜ν(dσ).
This shows that m˜ν is an invariant measure for {m˜µ}µ.
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Supposing ν is reversible, we prove the reversibility of m˜ν . We denote m˜ν by ν˜
for simplicity. We have∫
Pp(X)
∫
Pp(X)
f(σ)g(τ) m˜σ(dτ)ν˜(dσ) =
∫
X
∫
Pp(X)
f(mx)g(τ) m˜mx(dτ)ν(dx)
=
∫
X
∫
X
f(mx)g(my)mx(dy)ν(dx)
=
∫
X
∫
X
f(mx)g(my)my(dx)ν(dy)
=
∫
X
∫
Pp(X)
f(σ)g(my) m˜my (dσ)ν(dy)
=
∫
Pp(X)
∫
Pp(X)
f(σ)g(τ) m˜τ (dσ)ν˜(dτ)
for any f, g ∈ Cb(Pp(X)). This completes the proof. 
Fix 1 ≤ p < ∞. Let (X, d) be a compact metric space and {mtx}x∈X, t>0 ⊂
Pp(X) a familly of random walks. Assume that {m
t
x}x∈X, t>0 is a contraction
semigroup, i.e.,
ms+tx = m
t
x ∗m
s
x,
Wp(σ ∗m
t, τ ∗mt) ≤ f(t)Wp(σ, τ)(4.1)
holds for any x, y ∈ X, t, s > 0, where f : (0,∞) → (0, 1) is a non-increasing
function such that f(t) → 0 as t → ∞. By Proposition 2.7, we have Wp(σ ∗
mt+s, τ ∗mt+s) ≤ f(t)Wp(σ ∗m
s, τ ∗ms). The contraction property (4.1) yields the
existence of a unique invariant distribution ν. We have a random walk {m˜tµ}µ∈Pp(X)
as in (1.2). By Proposition 4.1, we have a unique invariant distribution ν˜t for
{m˜tµ}µ∈Pp(X).
Proposition 4.2. The measures ν˜t converges to δν on Pp(X) as t→∞.
Proof. Take s > t > 0. Let (φ, ψ) ∈ ΦWpp (ν˜
t, ν˜s). By Proposition 4.1, ν˜t = m˜tν for
any t > 0. Since supp ν˜t = mt(supp ν) and supp ν˜s = ms(supp ν), it is clear that
φ(mtx) + ψ(m
s
y) ≤ W
p
p (m
t
x,m
s
y) holds for ν-a.e. x ∈ X and ν-a.e. y ∈ X . Then we
have ∫
Pp(X)
φ(σ) ν˜t(dσ) +
∫
Pp(X)
ψ(σ) ν˜s(dσ)
=
∫
X
φ(mtx) ν(dx) +
∫
X
ψ(msx) ν(dx)
=
∫
X
φ(mtx) + ψ(m
s
x) ν(dx)
≤
∫
X
W pp (m
t
x,m
s
x) ν(dx)
≤ f(t)p
∫
X
W pp (δx,m
s−t
x ) ν(dx)
≤ Diam(X)pf(t)p → 0 as t→∞.
By the completeness of Pp(X) and the Kantorovich duality (2.6), we getWp(ν˜
t, ν˜s)→
0 as t → ∞. Then {ν˜t}t>0 is a convergent family. The limit measure of {ν˜
t}t>0
denotes by ν˜. Let B be an arbitrary closed set in Pp(X) with ν ∈ B. By using
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Fatou’s Lemma and (2.1), we have
ν˜(B) ≥ lim sup
t→∞
ν˜t(B)
≥ lim inf
t→∞
∫
Pp(X)
χB(σ) ν˜
t(dσ)
= lim inf
t→∞
∫
X
χB(m
t
x) ν(dx)
≥
∫
X
lim inf
t→∞
χB(m
t
x) ν(dx)
= 1,
which implies ν˜ = δν . 
Remark 4.3. By the proof of Proposition 4.2, we see that ν˜t converges to δν with the
same rate for mtx converging to ν. Adding the assumption that Wp(δx,m
t
x) → 0
as t → 0 uniformly, it follows that the family {ν˜t}t>0 is a continuous curve in
Pp(Pp(X)).
Remark 4.4. Let (M, g) be a compact Riemannian manifold with the heat kernel
{ptx}x∈X . Suppose that the Ricci curvature is bounded below by a constant K > 0.
Then the same conclusion as above holds, since Wp(p
t
x, p
t
y) ≤ e
−Ktd(x, y) holds for
all t ≥ 0, x, y ∈M and 1 ≤ p ≤ ∞ (see [12]).
5. Coarse Ricci curvature and Gromov-Hausdorff topology
We define the notion of the Gromov-Hausdorff convergence.
Definition 5.1. Let X and Y be two metric spaces. We call a map f : X → Y an
ǫ-approximation map if the following two conditions are satisfied :
|dY (f(x), f(y))− dX(x, y)| ≤ ǫ for any x, y ∈ X,(5.1)
Y ⊂ Bǫ (f(X)) := { y ∈ Y | dY (f(X), y) ≤ ǫ } .(5.2)
Let {Xn}n∈N be a sequence of compact metric spaces and X a compact metric
space. We say that Xn converges to X as n → ∞ in the sense of the Gromov-
Hausdorff topology if there exist a decreasing sequence of positive numbers {ǫn}n∈N
tending to 0 and maps fn : Xn → X such that fn is an ǫn-approximation map for
any n.
Remark 5.2. For any ǫ-approximation map, there exists a Borel measurable ǫ-
approximation map close to the original map. Hence we always assume that an
approximation map is Borel measurable in this paper.
Remark 5.3. Let Xn, n = 1, 2, . . ., and X be compact metric spaces. We see that
Xn converges to X in the sense of the Gromov-Hausdorff topology if and only
if there exist a compact metric space Z and isometric embeddings φn : Xn → Z,
φ : X → Z such that dH(φn(Xn), φ(X))→ 0 as n→∞, where dH is the Hausdorff
distance on Z (see [3]).
Remark 5.4. Let (X, dX), (Y, dY ) be two metric spaces and f an ǫ-approximation
map from X to Y . Then there exists a 3ǫ-approximation map f ′ from Y to X such
that
dY (y, f(f
′(y))) ≤ ǫ(5.3)
and
dX(x, f
′(f(x))) ≤ 2ǫ(5.4)
holds (see [9]).
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A metric space X is said to be proper if any bounded closed set in X is compact.
It is known that a locally compact complete geodesic metric space is proper. In
this paper, we denote by Br(x) the closed ball centered at x and of radius r. We
define the pointed Gromov-Hausdorff convergence of proper metric spaces.
Definition 5.5 (cf. [3, Definition 8.1.1]). Let {(Xn, ∗n)}n∈N be a sequence of
proper pointed metric spaces and (X, ∗) a proper pointed metric space. We say that
(Xn, ∗n) converges to (X, ∗) as n → ∞ in the pointed Gromov-Hausdorff topology
if for any R > 0, there exist a sequence ǫn → 0 and pointed ǫn-approximation
maps fn : BR+ǫn(∗n) → BR(∗), where a pointed approximation map means an
approximation map with fn(∗n) = ∗.
Let x ∈ X and xn ∈ Xn, n = 1, 2 . . ., be points. We say that xn converges to x
as n→∞ if Xn → X in the pointed Gromov-Hausdorff topology and if fn(xn)→ x
in X , where fn is an ǫn-approximation map with ǫn → 0.
Remark 5.6. Combining Definition 5.5 and the assumption that Xn and X are
all geodesic metric spaces implies the following condition (see [3, Exercise 8.1.4]).
There exist a sequenceRl →∞, a sequence ǫn → 0 and the pointed ǫn-approximation
map f ln : BRl(∗n)→ BRl(∗).
We also define the local Gromov-Hausdorff convergence, which is a notion of the
convergence of a family of metric spaces being even not locally compact.
Definition 5.7 ([16, Definition 27.11]). Let {Xn}n∈N be a family of geodesic Polish
spaces and X a Polish space. We say that Xn converges to X in the local Gromov-
Hausdorff topology if there exist nondecreasing sequences of compact sets {K
(l)
n }l∈N
in each Xn and {K
(l)}l∈N in X such that the following two conditions are satisfied:
(1)
⋃
K(l) is dense in X ;
(2) For each fixed l ∈ N, K
(l)
n converges to K(l) in the Gromov-Hausdorff sense
as n→∞.
Proposition 5.8. Let (Xn, ∗n), n = 1, 2 . . . and (X, ∗) be locally compact pointed
Polish geodesic metric spaces. Assume that (Xn, ∗n) converges to (X, ∗) in the
pointed Gromov-Hausdorff topology. Then Pp(Xn) converges to Pp(X) in the local
Gromov-Hausdorff topology.
Proof. Proposition 5.8 is proved in a similar way as in Theorem 28.13 in [16]. For
the completeness we show the detail of the proof. Let Rl → ∞ be an increasing
sequence of positive numbers. Without loss of generality, we assume Rl > 2 for any
l ∈ N. Define
K(l) := Pp(BRl(∗)) ⊂ Pp(X),
K(l)n := Pp(BRl(∗n)) ⊂ Pp(Xn).
Since BRl(∗) is compact, so is K
(l). We take any µ ∈ Pp(X) and fix it. Take l0 > 0
with µ(BRl0 (∗)) ≥ 1/2. Set µl = χBRl (∗)µ/µ(BRl(∗)) for l ≥ l0, where χA is the
characteristic function of A ⊂ X . For any f ∈ Cb(X), we have∣∣∣∣
∫
X
f dµl −
∫
X
f dµ
∣∣∣∣ =
∣∣∣∣∣ 1µ(BRl(∗))
∫
BRl (∗)
f dµ−
∫
X
f dµ
∣∣∣∣∣
≤
(
1
µ(BRl(∗))
− 1
) ∣∣∣∣
∫
X
f dµ
∣∣∣∣+ 1µ(BRl(∗))
∫
X\BRl (∗)
|f | dµ
≤ 4supx∈X |f |µ(X \BRl(∗))→ 0 as l→∞.
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This implies that µl → µ weakly. Let us prove that, for any ǫ > 0, there exists
l1 ∈ N such that ∫
X
d(∗, x)p µl(dx) ≤
∫
X
d(∗, x)p µ(dx) + ǫ
holds whenever l ≥ l1. Indeed, let M :=
∫
X d(∗, x)
p µ(dx) and let η be a real
number such that 0 < η < ǫ/M . Take l1 ∈ N such that 1/µ(BRl1 (∗)) ≤ 1 + η. For
any l ≥ l1, we have∫
X
d(∗, x)p µl(dx) =
1
µ(BRl(∗))
∫
BRl (∗)
d(∗, x)pµ(dx)
≤
1
µ(BRl(∗))
∫
X
d(∗, x)p µ(dx) ≤ (1 + η)
∫
X
d(∗, x)p µ(dx)
<
∫
X
d(∗, x)p µ(dx) + ǫ.
This means that the condition (2.5) in Theorem 2.4 holds. Therefore,Wp(µl, µ)→ 0
as l → ∞, so that ∪K(l) is dense in Pp(X). It suffices to prove that K
(l)
n →
K(l) in the Gromov-Hausdorff sense. For given 0 < ǫ < 1/10, there exist an
ǫ-approximation map f : BRl(∗n) → BRl(∗) and a 3ǫ-approximation map f
′ :
BRl(∗)→ BRl(∗n) as in Remark 5.4 for sufficiently large n. Let µ, ν ∈ K
(l)
n . For an
optimal coupling π1 ∈ Π(µ, ν) between µ and ν ∈ K
(l)
n , the push forward measure
π2 := (f × f)∗π1 is a coupling between f∗µ and f∗ν ∈ K
(l). Let
A := { (x, y) ∈ BRl(∗n)×BRl(∗n) ; d(x, y) ≥ ǫ
1/2Rl/2 },
B := BRl(∗n)×BRl(∗n) \A.
We get
Wp(f∗µ, f∗ν)
p
≤
∫
BRl (∗)×BRl (∗)
d(y1, y2)
p π2(dy1, dy2)
=
∫
BRl (∗n)×BRl (∗n)
d(f(x1), f(x2))
p π1(dx1, dx2)
=
∫
A
d(f(x1), f(x2))
p π1(dx1, dx2) +
∫
B
d(f(x1), f(x2))
p π1(dx1, dx2)
≤
∫
A
(d(x1, x2) + ǫ)
p π1(dx1, dx2) +
∫
B
(d(x1, x2) + ǫ)
p π1(dx1, dx2)
=
∫
A
d(x1, x2)
p(1 + ǫ/d(x1, x2))
p π1(dx1, dx2) +
∫
B
(d(x1, x2) + ǫ)
p π1(dx1, dx2)
≤
∫
A
d(x1, x2)
p(1 + pǫ1/2/Rl)π1(dx1, dx2) +
∫
B
ǫp/2
(
Rl
2
+ ǫ1/2
)p
π1(dx1, dx2)
≤Wp(µ, ν)
p +O(ǫ1/2).
Then we have
Wp(f∗µ, f∗ν) ≤Wp(µ, ν) +O(ǫ
1/2p).(5.5)
The same argument leads to
Wp(f
′
∗(f∗µ), f
′
∗(f∗ν)) ≤Wp(f∗µ, f∗ν) +O(ǫ
1/2p).(5.6)
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Using (5.4), we also get
Wp((f
′ ◦ f)∗µ, µ) ≤
{∫
BRl (∗n)
d(f ′(f(x)), x)p µ(dx)
}1/p
≤ 2ǫ
and
Wp((f
′ ◦ f)∗ν, ν) ≤ 2ǫ.
By the triangle inequality and (5.6), we get
Wp(µ, ν) ≤Wp(f∗µ, f∗ν) +O(ǫ
1/2p).(5.7)
The inequalities (5.5) and (5.7) imply the condition (5.1) for f∗ : K
(l)
n → K(l).
Moreover by (5.3),
Wp(σ, (f ◦ f
′)∗σ) ≤ ǫ(5.8)
holds for any σ ∈ K(l). The inequality (5.8) implies the condition (5.2) for f∗ :
K
(l)
n → K(l). Then f∗ : K
(l)
n → K(l) is an O(ǫ1/2p)-approximation map. This
completes the proof of Proposition 5.8. 
We define a notion of convergence of maps. We omit the base point of a pointed
metric space if there is no confusion.
Definition 5.9. Let X,Y,Xn, Yn, n = 1, 2, . . ., be proper pointed metric spaces
and φn : Xn → Yn maps. Suppose that Xn → X and Yn → Y in the pointed
Gromov-Hausdorff topology. Let fn : Xn → X, gn : Yn → Y be approximation
maps. We say that the sequence of maps {φn}n converges to φ : X → Y if for any
sequence {xn}n∈N with fn(xn)→ x, we have gn(φn(xn))→ φ(x).
Proof of Theorem 1.3. We use the same notation as in the proof of Proposition
5.8. We assume Rl+1 − Rl > 1 for any l ≥ 1 without loss of generality. Let
Xn ∋ xn → x ∈ X as n → ∞ and let fj,n : BRj (∗n) → BRj (∗) be an ǫn-
approximation map for a sequence of real numbers 0 < ǫn < 1 tending to 0.
For any ǫ > 0, there exist compact subsets Lnǫ ⊂ Xn with xn ∈ L
n
ǫ such that
mnxn(Xn \ L
n
ǫ ) ≤ ǫ and supnDiam L
n
ǫ = rǫ < ∞ by the assumption of Theorem
1.3. Then Lnǫ ⊂ Brǫ+d(xn,∗n)(∗n) ⊂ Brǫ+d(x,∗)+1(∗n) holds for sufficiently large n.
Let {µnj ∈ K
(j)
n }j be an approximation of m
n
xn as in Proposition 5.8, that is, µ
n
j =
χBRj (∗n)m
n
xn/m
n
xn(BRj(∗n)). By taking i, j such that Rj > Ri ≥ rǫ + d(x, ∗) + 1,
we get Lnǫ ⊂ BRi(∗n) ⊂ BRj (∗n). Then we have
(fj,n)∗µ
n
j (X \BRi+1(∗)) ≤ µ
n
j (BRj (∗n) \BRi(∗n))
= 1− µnj (BRi(∗n))
≤ 1− µnj (L
n
ǫ )
= 1−
1
mnxn(BRj (∗n))
mnxn(BRj (∗n) ∩ L
n
ǫ )
≤ 1−mnxn(L
n
ǫ )
= mnxn(X \ L
n
ǫ )
≤ ǫ.
This means that the family of probability measures {(fj,n)∗µ
n
j }n∈N is tight. Set
fn := f
n
j,n for simplicity. By extracting a subsequence of {(fn)∗µ
n
j }n (we denote it
by k := nk), we have a probability measure µj(x) ∈ K
(j) with (fk)∗µ
k
j → µj(x)
weakly by using Proposition 2.1. We may take a sufficiently large j that satisfies
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1/mkxk(BRj (∗k)) ≤ 2. Since the diameter of L
k
ǫ ⊂ Brǫ+d(x,∗)+1(∗k) is independent
of k, we are able to take such j being independent of the choice of k by (2) of the
assumption of the theorem. Then, for given R > 0, we have∫
d(∗,y)≥R
d(∗, y)p (fk)∗µ
k
j (dy) ≤
∫
d(fk(∗k),fk(y))≥R−ǫk
d(fk(∗k), fk(y))
p µkj (dy)
=
1
mkxk(BRj (∗k))
∫
R−ǫk≤d(fk(∗k),fk(y))≤Rj+ǫk
d(fk(∗k), fk(y))
pmkxk(dy)
≤ 2
∫
R−ǫk≤d(fk(∗k),fk(y))≤Rj+ǫk
d(fk(∗k), fk(y))
pmkxk(dy)
≤ 2
∫
R−2ǫk≤d(∗k,y)
(d(∗k, y) + ǫk)
pmkxk(dy).
Hence by (3) of the assumption of the theorem,
lim
R→∞
lim sup
k→∞
∫
d(∗,y)≥R
d(∗, y)p (fk)∗µ
k
j (dy) = 0(5.9)
holds. We conclude Wp(µj(x), (fk)∗µ
k
j )→ 0 by Theorem 2.4. By (2.2), we get
µj(x)(X \BRi+1(∗)) ≤ lim inf
k→∞
(fk)∗µ
k
j (X \BRi+1(∗))
≤ lim inf
k→∞
µkj (Xk \BRi(∗k)) ≤ 2ǫ.
Since the sequence {µj(x)}j is tight, there exists a probability measure µx ∈ P(X)
such that, by extracting subsequence, µj(x) → µx weakly by Proposition 2.1. A
similar argument of (5.9) leads to Wp(µj(x), µx) → 0. For the dense subset D :=
{xi}i of X , we are able to take families of dense subset {x
i
k}i of Xk such that
fk(x
i
k) → x
i. By using the above argument, we define the map µ : D ∋ xj →
µxj ∈ Pp(X). Take x, y ∈ D. Let xk, yk ∈ Xk be convergence sequences such that
xk → x and yk → y. For any ǫ > 0, there exist sufficiently large ix, iy ∈ N such
that
Wp(µ
xk
i ,m
k
xk
) ≤ ǫ for any i ≥ ix,
Wp(µ
yk
i ,m
k
xk
) ≤ ǫ for any i ≥ iy,
where µxki is an approximation measure for m
k
xk
as in Proposition 5.8 and we are
able to take both ix, iy independent of k. Then we have
Wp(µx, µy) = lim
i→∞
Wp(µi(x), µi(y))
= lim
i→∞
lim
k→∞
Wp((fk)∗µ
xk
i , (fk)∗µ
yk
i )
≤ lim
i→∞
lim sup
k→∞
Wp(µ
xk
i , µ
yk
i )
≤ lim
i→∞
lim sup
k→∞
(
Wp(µ
xk
i ,m
k
xk) +Wp(m
k
xk ,m
k
yk) +Wp(m
k
yk , µ
yk
i )
)
≤ lim
i→∞
lim sup
k→∞
(
Wp(µ
xk
i ,m
k
xk
) + (1− κ0)d(xk, yk) +Wp(m
k
yk
, µyki )
)
≤ (1 − κ0)d(x, y).
We are able to define a map m : X → Pp(X) that is a continuous extension of the
map µ. This completes the proof of Theorem 1.3. 
Ollivier defined a notion of the Gromov-Hausdorff convergence with random
walks.
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Definition 5.10 (cf. [10, Definition 55]). Let (X, {mx}x∈X) and (X
n, {mnx}x∈Xn),
n = 1, 2, . . ., be compact metric spaces with randomwalks. We say that (Xn, {mnx}x∈Xn)
converges to (X, {mx}x∈X) if for any ǫ > 0, there exists Nǫ ∈ N such that the fol-
lowing conditions (1) and (2) are satisfied:
(1) There exist a compact metric space (Z, d) and isometric embeddings φn :
Xn → Z, φ : X → Z.
(2) For any x ∈ X there exists xn ∈ X
n with d(φn(xn), φ(x)) ≤ ǫ such that
Wp((φn)∗m
n
xn , (φ)∗mx) ≤ 2ǫ whenever n ≥ Nǫ, and likewise xn ∈ X
n.
It is clear that Xn Gromov-Hausdorff converges to X if (Xn, {mnx}x) converges
to (X, {mx}x) as long as X
n and X are compact.
Proposition 5.11. (Xn, {mnx}x∈Xn) converges to (X, {mx}x∈X) is equivalent to
mn → m as a map provided that the p-coarse Ricci curvature is bounded below
uniformly, and Xn, X are compact.
Proof. Suppose that (Xn, dn, {mnx}x∈Xn) → (X, d, {mx}x∈X) in Ollivier’s sense
and there exists a uniform lower bound of the p-coarse Ricci curvature κ0 ∈ R. We
fix an arbitrary positive constant ǫ > 0. Assume xn ∈ X
n converges to x ∈ X
in the sense of the Gromov-Hausdorff topology. Then there exists Nǫ > 0 such
that d(φ(x), φn(xn)) ≤ ǫ for any n ≥ Nǫ, where φ, φn are isometric embeddings
into a compact metric space. At the same time, there exists x′n ∈ X
n such that
d(φ(x), φn(x
′
n)) ≤ ǫ andWp(φ∗mx, (φn)∗m
n
x′n
) ≤ 2ǫ for any n ≥ Nǫ by the definition
of the convergence of metric spaces with random walks. Then we have
Wp(φ∗mx, (φn)∗m
n
xn) ≤Wp(φ∗mx, (φn)∗m
n
x′n
) +Wp((φn)∗m
n
x′n
, (φn)∗m
n
xn)
≤ 2ǫ+Wp(m
n
x′n
,mnxn)
≤ 2ǫ+ (1− κ0)d(x
′
n, xn)
= 2ǫ+ (1− κ0)d(φn(x
′
n), φn(xn))
≤ 2ǫ+ (1− κ0) (d(φn(x
′
n), φ(x)) + d(φ(x), φn(xn)))
≤ 2(2− κ0)ǫ.
Since ǫ is an arbitrary number, we get mn → m as maps.
Suppose mn → m as maps. We fix ǫ > 0 and take a sufficiently large n such
that fn : X
n → X be an ǫ-approximation map. Let φ : X → Z and φn :
Xn → Z be isometric embeddings into a compact metric space Z. It is easy to get
d(φn(q), φ(fn(q))) ≤ 2ǫ for any q ∈ X
n. By the assumption, we are able to take
x ∈ X and xn ∈ X
n such that d(φ(x), φn(xn)) ≤ 2ǫ and Wp(mx, (fn)∗mxn) ≤ 2ǫ.
Then
Wp(φ∗mx, (φn)∗m
n
xn) ≤Wp(φ∗mx, φ∗(fn)∗m
n
xn) +Wp(φ∗(fn)∗m
n
xn , (φn)∗m
n
xn)
=Wp(mx, (fn)∗m
n
xn) +Wp(φ∗(fn)∗m
n
xn , (φn)∗m
n
xn)
holds. We have
Wp(φ∗(fn)∗m
n
xn , (φn)∗m
n
xn)
p =
∫
Xn
d(φ(fn(q)), φn(q))
pmnxn(dq) ≤ (2ǫ)
p.
Then we obtain
Wp(φ∗mx, (φn)∗m
n
xn) ≤ 4ǫ.
This completes the proof. 
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6. Concentration of measure phenomenon
We show Theorem 1.5 in this section. We call (X, d, ν) a metric measure space
if (X, d) is a complete separable metric space and ν ∈ P(X).
Definition 6.1. Let (X, d, µ) be a metric measure space. We define the partial
diameter of µ by
Diam(µ, 1− κ) := inf {Diam(A);µ(A) ≥ 1− κ, A ∈ B(R)} .(6.1)
We also define
ObsDiam(X ;−κ) := sup {Diam(f∗µ, 1− κ); f : X → R : 1-Lipschitz map} .
We define the observable diameter of (X, d, µ) to be
ObsDiam(X) := inf
κ∈(0,1)
max {ObsDiam(X ;−κ), κ}(6.2)
Definition 6.2. A sequence of metric measure spaces {Xn}n∈N is called a Le´vy
family if
ObsDiam(Xn)→ 0 as n→∞.(6.3)
Remark 6.3. There exist various definitions of the Le´vy family (see [6, 8]).
Proof of Theorem 1.5. Let C be a uniform Lipschitz constant of maps {mn}n. It
suffices to prove the following two claims
ObsDiam(CX ;−κ) ≤ CObsDiam(X ;−κ) for any κ ∈ (0, 1),(6.4)
ObsDiam(P1(X)) ≤ ObsDiam(CX),(6.5)
where CX := (X,CdX , µX). Indeed
ObsDiam(P1(Xn)) ≤ ObsDiam(CXn) ≤ CObsDiam(Xn)→ 0
provided (6.4) and (6.5) hold.
For any ǫ > 0 there exists a 1-Lipschitz map f : X → R and a Borel set A ⊂ R
such that
f∗µX(A) ≥ 1− κ
Diam(A) ≥ ObsDiam(X ;−κ)− ǫ.
We define B := (1/c)A = {a/c; a ∈ A}. Then we have(
1
c
f
)
∗
µX(B) = µX(A)
Diam(B) =
1
c
Diam(A).
Hence ObsDiam(CX ;−κ) ≤ CObsDiam(X ;−κ) holds for any κ ∈ (0, 1). (6.4) is
satisfied. Since
{Diam(f∗(m∗µX); 1− κ); f : P1(X)→ R : 1-Lipschitz}
⊂ {Diam(f∗µX ; 1− κ); f : CX → R : 1-Lipschitz},
(6.5) holds clearly. 
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