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Abstract
In control engineering, models of the system are commonly used for controller
design. A standard control design problem consists of steering the given sys-
tem output (or states) towards a predefined reference. Such a problem can be
solved by employing feedback control strategies. By utilizing the knowledge
of the model, these strategies compute the control inputs that shrink the error
between the system outputs and their desired references over time. Usually,
the control inputs must be computed such that the system output signals
are kept in a desired region, possibly due to design or safety requirements.
Also, the input signals should be within the physical limits of the actuators.
Depending on the constraints, their violation might result in unacceptable
system failures (e.g. deadly injury in the worst case). Thus, in safety-critical
applications, a controller must be robust towards the modelling uncertainties
and provide a priori guarantees for constraint satisfaction.
A fundamental tool in constrained control application is the robust control
invariant sets (RCI). For a controlled dynamical system, if initial states belong
to RCI set, control inputs always exist that keep the future state trajectories
restricted within the set. Hence, RCI sets can characterize a system that never
violates constraints. These sets are the primary ingredient in the synthesis
of the well-known constraint control strategies like model predictive control
(MPC) and interpolation-based controller (IBC). Consequently, a large body
of research has been devoted to the computation of these sets. In the thesis,
we will focus on the computation of RCI sets and the method to generate
control inputs that keep the system trajectories within RCI set. We specifi-
cally focus on the systems which have time-varying dynamics and polytopic
constraints. Depending upon the nature of the time-varying element in the
system description (i.e., if they are observable or not), we propose different
sets of algorithms.
The first group of algorithms apply to the system with time-varying, bounded
uncertainties. To systematically handle the uncertainties and reduce conser-
vatism, we exploit various tools from the robust control literature to derive
novel conditions for invariance. The obtained conditions are then combined
with a newly developed method for volume maximization and minimization
in a convex optimization problem to compute desirably large and small RCI
sets. In addition to ensuring invariance, it is also possible to guarantee desired
closed-loop performance within the RCI set. Furthermore, developed algo-
i
rithms can generate RCI sets with a predefined number of hyper-planes. This
feature allows us to adjust the computational complexity of MPC and IBC
controller when the sets are utilized in controller synthesis. Using numerical
examples, we show that the proposed algorithms can outperform (volume-
wise) many state-of-the-art methods when computing RCI sets.
In the other case, we assume the time-varying parameters in system de-
scription to be observable. The developed algorithm has many similar char-
acteristics as the earlier case, but now to utilize the parameter information,
the control law and the RCI set are allowed to be parameter-dependent. We
have numerically shown that the presented algorithm can generate invariant
sets which are larger than the maximal RCI sets computed without exploiting
parameter information.
Lastly, we demonstrate how we can utilize some of these algorithms to
construct a computationally efficient IBC controller for the vehicle motion
control. The devised IBC controller guarantees to meet safety requirements
mentioned in ISO 26262 and the ride comfort requirement by design.
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RCI: Robust Control Invariant
MRCI: Maximal Robust Control Invariant
mRCI: minimal Robust Control Invariant
LC-RCI: Low-Complexity RCI
PI: Positive Invariant
RPI: Robust Positive Invariant
MPC: Model Predicitve Control
IBC: Interpolation Based Control
SDP: Semi-Definite Program
QCQP: Quadratically Constrained Quadratic Program
QP: Quadratic Program
LP: Linear Program
LMI: Linear Matrix Inequality
LTI: Linear Time Invariant
LPV: Linear Parameter Varying
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Dynamical models can describe a wide variety of engineering systems and
processes. These models describe the dynamic relations between the system
input and output signals. One could use these models to study various system
properties, e.g., controllability, observability and stability, as well as they can
be used for the controller synthesis. However, it may not always be possible
to model every system detail precisely. This is the case, for instance, when
physical parameters in the model are unknown. Or when the model is too
complex to be used in a control design framework. Thus, there might be a
mismatch between the output of a model and the real system. Usually, these
mismatches can be treated as bounded static or time-varying uncertainties,
and then added to the system description to model the worst-case system be-
haviour. Overall, uncertainties are an inherent part of the system description,
and a reasonable assumption should be made about their properties to be able
to synthesize robust controllers.
A standard controller design problem involves stabilizing the given dynam-
ical system towards a predefined reference using feedback control strategies.
3
Chapter 1 Overview
By utilizing the available knowledge of the model, these strategies compute
input that shrinks the error between the system outputs and their desired
references over time. Usually, the control inputs must be computed such that
the system output signals are kept in a desired region, possibly due to design
or safety requirements. Also, the input signals should be within the physical
limits of the actuators. Depending on the constraints, their violation might
result in unacceptable system failures (e.g. deadly injury in the worst case).
Thus, in safety-critical applications, a controller must be robust towards the
modelling uncertainties and provide a priori guarantees for constraint satis-
faction.
A fundamental tool in constrained control application is the robust control
invariant sets (RCI). For a controlled dynamical system, if initial states belong
to RCI set, control inputs always exist that keep the future state trajectories
restricted within the set. Hence, RCI sets can characterize a system that
never violates constraints. In the thesis, we will focus on the computation
of RCI sets and the method to generate control inputs that keep the system
trajectories within RCI set. In the next sections, we will learn about RCI sets
in more detail.
1.2 Invariant Sets
Consider a control problem in which we want to control a discrete time non-
linear system described by the model
x(k + 1) = f(x(k), u(k), w(k)), (1.1)
where x(k), u(k) and w(k) are the current state vector, control input and
the unmeasured disturbance (or uncertainty) vectors, and x(k + 1) is the
successor state vector, subject to the constraints x(k) ∈ X and u(k) ∈ U for
all w(k) ∈W and for all k ≥ 0.
We can now formally define RCI sets as [1]
Definition 1: A set Ω ⊆ X is an RCI set for the system (1.1) if
x(k) ∈ Ω⇒ ∃u(k) ∈ U : x(k + 1) ∈ Ω,∀w(k) ∈W . (1.2)
Roughly speaking, for the states in Ω, an admissible control input can be
found such that the system evolves within Ω.
4
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An another type of set, which is closely related to the RCI set is the λ-
Contractive set. For some λ ∈ (0, 1], we say a set Ωλ is λ-Contractive if
x(k) ∈ Ωλ ⇒ ∃u(k) ∈ U : x(k + 1) ∈ λΩλ,∀w(k) ∈W . (1.3)
For λ = 1, Ω1 = Ω i.e., Ω1 is RCI. However, for 0 < λ < 1, λ-Contractiveness
becomes a stronger condition than invariance since it requires the system
trajectories to move into the interior of the set Ωλ at the subsequent time
step. Note that similar sets can be defined for the autonomous systems by
removing the existence condition on the input. Nevertheless, the autonomous
systems are not the focus of the thesis.
RCI and λ-Contractive sets are widely used in various control applications.
Mostly, we are interested in the largest (maximal) and smallest (minimal) RCI
set for a given system due to their various properties, some of which are listed
below
1.2.1 Applications of RCI sets
• Stability Analysis:The maximal RCI set contains all the initial states
x(0) whose future trajectories can be restricted within the constraint
set and possibly converge towards the equilibrium point. Further, λ-
Contractive sets (with 0 < λ < 1) characterize all the initial states for
which convergence towards the equilibrium point is guaranteed [1].
Apart from characterizing initial states from where the system can be
stabilized, these sets can also be utilized to construct Lyapunov func-
tions. Lyapunov functions are widely used to analyze the stability prop-
erties of a system, [2]–[4]. However, it is not always easy to construct
Lyapunov functions itself for a given system. An early link between
the Lyapunov functions and the invariance sets was investigated by
J.P. LaSalle in his famously known result, LaSalle’s invariance principle
[5]. From [1], it is known that the level sets of Lyapunov functions are
in fact invariant set. Thus, if we can compute RCI set for the system,
we can also construct Lyapunov functions (see, [1], [6]–[8]).
In the presence of additive disturbance in the system dynamics, the sys-
tem trajectories may never stay at the equilibrium point. Thus, anal-
ogous to asymptotic stability, instead of a unique point, the system
trajectories converge to a set, which is also known as the minimal RCI
5
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set or ultimate bounded set [9]–[11]. For the controlled system, it is
desirable to have this set as small as possible.
• Controller Synthesis: In the control schemes like model predictive
control (MPC), RCI sets are used as a terminal constraint to guarantee
the persistent feasibility of the underlying optimization problem [12],
[13]. These sets directly impact the various properties of the MPC con-
troller. For example, the size of the feasibility set of the controller is
directly proportional to the volume of the RCI set. Also, since these
sets are used as a constraint in MPC optimization problem, they di-
rectly affect the computational complexity of the MPC controller [14].
The RCI set with the minimum volume also has an essential role in ro-
bust control. For example, in [15]–[17], it is used to generate an invariant
tube around a nominal trajectory. In such an application, the goal is to
keep the actual trajectory of the system within a tube centered at the
nominal trajectory, and the cross-section of the tube is error-invariant.
Since it is desirable to have actual trajectories of the system closer to the
nominal trajectory, the error-invariant set should have desirably small
cross-section.
An another control strategy, which uses RCI sets for constraint control
are the interpolation-based control (IBC) strategies [18]–[22]. As the
name suggests, an IBC controller interpolates between two (or more)
local controllers, to guarantee constraint satisfaction and specific perfor-
mance. Since RCI sets are used as a constraint within the optimization
problem to compute control input, the computational complexity of the
IBC controller depends on the representational complexity of the RCI
set.
• Other Applications: RCI sets are also employed to predict constraint
violation in reference governor systems for constrained tracking [23],
[24]. Recently, [25] showed that RCI sets could be used to solve the
measurement scheduling problem for dynamical systems. In the mea-
surement scheduling problem, RCI sets are used to understand how long
the system can evolve without measurements while satisfying state and
input constraints. Furthermore, RCI can be used as a supervisory level




Due to their properties and vast applicability, RCI sets have been an area of
interest within the controls community for the past six decades [1], [6], [9], [27].
Consequently, a lot of research has been devoted to the computation of the
maximal and the minimal RCI sets, a comprehensive survey on the existing
approaches can be found in [9], [27]. We next briefly survey the most recent
methods and classify them based on the system type they are applicable.
1.2.2 Survey of Existing Methods
Linear Systems
The algorithms to compute an RCI set for a linear system with polytopic con-
straints are well established in the literature [1], [9], [28], [29]. A widely used
algorithm to compute an RCI set for linear systems belongs to the class of the
so-called geometric approach, in which a recursive method based on the calcu-
lation of one-step backward reachable set is employed until some termination
condition is matched. At each iteration, set operations like Minkowski sum,
projection and finding minimal set representation are performed on polytopes,
which can be computationally very demanding [1], [30], [31]. Depending upon
the choice of the initial set, the result of such a recursive method is the ar-
bitrarily close outer/inner approximation of the maximal RCI set [30], [32].
For polytopic linear systems, the overall computational complexity of the ge-
ometric approach grows exponentially with each additional system vertex and
dimension [1], [33], [34]. Although effective, the geometric approach does
not guarantee finite time termination. Also, the obtained set may have a
very high representational complexity (i.e., large number of intersecting hy-
perplanes) [9], [28], [30], [32], which may be not suitable for the controller
synthesis.
Hence approaches have been proposed aiming at reducing the computational
complexity of the algorithms that are used to calculate the maximal/minimal
RCI set and finding an approximation of these sets with a relatively less com-
plex representation; see [11], [35], [36] and the references therein. A commonly
used candidate RCI set descriptions that would facilitate computation in a fi-
nite number of steps are the ellipsoidal sets. The main advantage of using
ellipsoidal sets is that only one quadratic inequality is required for the set




Closely related work proposes computation of semi-ellipsoidal RCI sets [40],
[41]. These sets are represented by the intersection of a polytopic and an
ellipsoidal set. In [7], a new approach is proposed for the computation of the
RCI sets described by some higher-order polynomial, which is applicable to
LTI systems. For linear systems with polytopic constraints, it is well known
from the literature that the maximal RCI set is also polytopic [1]. Therefore,
using a polytopic candidate RCI set would qualify to be an obvious choice.
However, due to the quadratic nature of the constraints, an ellipsoidal or
quasi-ellipsoidal RCI set would not be convenient for use in online control
strategies like MPC [42], [43]. Indeed, the overall optimization problem would
become a quadratically constrained quadratic problem (QCQP), which is com-
putationally more demanding when compared with a linear program (LP) or
quadratic program (QP). Thus, various recent methods shifted their focus
towards the computation of polytopic RCI set represented by a number of
inequalities defined beforehand.
In [44], [45], approaches are proposed to calculate a control-invariant set
for linear systems of desired complexity in terms of the number of vertices.
Since vertices are involved, a main drawback of the approach is the expo-
nential growth in the computational complexity of the algorithm with the
system dimension. Hence, a recent body of works deal with polytopic low-
complexity RCI (LC-RCI) sets identified by their edges [42], [46], [47]. In all
of these works, the considered LC-RCI set is symmetric around the origin,
and the number of the associated affine inequalities is equal to twice the state
dimension. In [48], [49], an improved algorithm is proposed, which allows the
complexity of the RCI set to be predefined.
Nonlinear Systems
Computing RCI sets for general nonlinear systems is still an open problem,
i.e., even if the RCI sets for a system exist, it may not be possible to compute
them using existing approaches. Over the years, there have been some meth-
ods which calculate the RCI sets for the nonlinear systems. For example, [50]
proposes an approach which computes polytopic RCI sets and applies to sys-
tems which can be approximated by so-called DC functions. Methods which
can be applied to a system with sectored nonlinearity can be found in [39].
We can use the algorithm proposed in [51], [52] to compute invariant sets for
polynomial systems. Because of the relaxation technique used, the approach
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in [52] can even handle polynomial constraints and can generate nonconvex
RCI sets.
Nevertheless, these approaches are computationally demanding and unable
to generate sets with predefined complexity and lack systematic handling of
modelling uncertainties. Thus, a common practice is to approximate nonlinear
systems with an uncertain linear system and use linear systems tools. The
resulting RCI set obtained would be conservative or in the worst case could be
empty due to the additional uncertainties added to system description while
making linear approximations. [46].
Based on the above survey, we next summarize some of the main challenges
faced when computing the RCI sets for a given system. Further, we explain
how some of these challenges can be addressed using the various approach
proposed in the thesis.
1.3 Challenges and Contributions
1. Finite Time Termination Guarantees: This is a well-known draw-
back of the geometric approach, especially if the linear system’s eigen-
values corresponding to uncontrollable states are close to the unitary
circle [28], [53]. In our work [54]–[58], we present iterative algorithms
based on the solution of an optimization problem, more specifically, a
semi-definite problem (SDP) to compute RCI sets. These algorithms
were formulated in such a way that, every iteration, a new RCI set is
computed of monotonically increasing volume until convergence. Hence,
the procedure can be terminated at any iteration without needing a ter-
mination condition to be satisfied to obtain a desirably large RCI set
eventually.
2. Representational Complexity: For the synthesis of controllers like
MPC and IBC, it is desirable to have RCI sets that are polytopic and
flexible representational complexity. We attack this problem in [54]–
[58],where we propose a method to calculate centrally symmetric RCI
sets. Specifically, the approach in [54], [56], computes RCI sets of fixed
complexity, i.e., the same number of hyperplanes as twice the dimension
of the state vector, and the one in [55], [57], [58] computes RCI sets with
predefined number of hyperplanes.
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3. Systematic Handling of Parametric Uncertainties: As discussed
earlier, modelling uncertainties are unavoidable when constructing a
model for real engineering systems and processes. These uncertainties
can be partially known or completely unknown. For computation of RCI
sets, we typically approximate the uncertain systems with an uncertain
polytopic system, which overbounds the trajectories of the original sys-
tem. Such an approximation disregards how the uncertainties enter the
system dynamics and thus the obtained RCI sets would be conservative.
To reduce the conservatism, we propose algorithms which are directly
applicable to rationally parameter-dependent systems in [55]–[57]. Note
that, we can represent a wider class of uncertain systems using rational
parameter-dependent systems, and polytopic or affine system descrip-
tions are just a special case of it [59].
If modelling uncertainties are large then RCI set for it can be empty.
Thus, in such a case, we may need to estimate these uncertainties. We
can then use the approach presented in [58], to compute RCI sets for
such systems.
4. Nonlinear Systems: From [60], it is well known that a wide variety
of nonlinear systems can be approximated by LPV systems, with the
nonlinearity embedded in the time-varying scheduling parameters. Thus
to compute RCI sets for nonlinear systems, we can use the approach
proposed in [58], which is directly applicable to linear parameter varying
(LPV) systems.
1.4 Thesis Outline
The remainder of thesis is structured as follows
Chapter 2:
We will discuss the mathematical tools needed to derive the algorithms pre-





This chapter proposes two algorithms to find a low-complexity robust control
invariant (LC-RCI) set along with a state-feedback gain. These algorithms
apply to rational parameter-dependent systems, which are subject to polytopic
state and input constraints. The candidate RCI set is a polytope with fixed
complexity of twice the system dimension and symmetric around the origin.
The effectiveness of the proposed algorithm is illustrated by comparing it with
many existing methods a number of examples.
Chapter 4:
The results proposed in the Chapter 3 are extended in this chapter to com-
pute RCI sets with a arbitrary complexity, and thus not restricted to twice
the system dimension. Moreover, we derive performance constraints, which
can be included in the algorithm. By including the performance constraints,
the algorithm will generate an RCI set which guarantees certain quadratic
performance level for all the initial states within the RCI set. As before, we
include examples to demonstrate the applicability of the proposed approach.
Chapter 5:
The algorithms in the Chapter 3-4 compute the RCI along with a static linear
controller, which can be prohibitive. Thus, we propose an algorithm which
directly computes the RCI sets without imposing any restrictive state feedback
controller. The outcomes of the proposed algorithm can be thus used to
construct a piecewise-affine controller based on offline computations. The
algorithm relies upon novel LMI feasibility conditions for invariance and newly
developed method for volume maximization.
Chapter 6:
In this chapter, we deviate from the rational parameter-dependent uncertain
system and focus on LPV systems. We assume that the real-time measure-
ments of the time-varying parameters are available; thus, we allow the RCI
set description along with the invariance-inducing controller to be schedul-
ing parameter dependent. This enables computing the RCI sets which can
be possibly larger than the maximal RCI sets computed without exploiting
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parameter information. Numerical examples are included to illustrate the
advantages of the proposed method.
Chapter 7:
We demonstrate how we can utilize the algorithms presented in Chapters 4
and 5 to construct a controller for a vehicle motion control application. For
high-level autonomous vehicles, the controller has to guarantee the satisfaction
of hard constraint on the deviation from the desired path. For the purpose,
we propose a constrained control strategy which ensures safety by design.
Chapter 8:
We conclude the thesis with some reflection on the presented work and explain




In this chapter, we recall some known mathematical tools and results, which
will support the development of the algorithms proposed in the thesis. Specif-
ically, we will focus on the LMIs and various related result. For detailed
discussion and proofs of the results, one can refer to the monographs [59],
[61], [62] and references therein.
2.1 Semi-Definite Program
SDPs have vast application in control theory as well as other fields such as
combinatorial and robust optimization. An SDP problem is a convex opti-




subject to: F (y)  0
(2.1)
where c, y ∈ Rm, y = [y1, . . . , ym]T , F (y) = F0 + y1F1 + · · · + ymFm and
F0, Fi ∈ Rn×n are symmetric matrices. The inequality F (y)  0 involves
matrix variables, and thus in the literature, such inequalities are commonly
13
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known as linear matrix inequality (LMI). There are various algorithms to
solve the problem (2.1) efficiently, for instance, using interior-point methods
[61], [63]. Furthermore, many freely or commercially available solvers such
as SeDuMi [64], SDPT3 [65] or MOSEK [66] can be used together with the
Yalmip interface [67] or the CVX interface [68] to solve SDP problems.
2.2 Linear Matrix Inequalities
A LMI is an inequality condition of the form
F (y) = F0 + y1F1 + · · ·+ ymFm  0, (2.2)
where, y = [y1, y2, . . . , ym] are called the decision variables and y ∈ Rm.
Further, F0, Fi ∈ Rn×n are symmetric matrix i.e., Fi = FTi . In general,
a feasible solution to an inequality of the form (2.2), is the vector y which
makes F (y) positive definite or uTF (y)u > 0, ∀u 6= 0.
Using LMIs, we can represent a variety of convex sets S = {y|F (y)  0}.
For example, the set formed intersection of various convex constraints like
linear inequalities, quadratic inequalities and matrix norm inequalities, which
are commonly encountered in control theory, can be represented by LMIs
[61]. The earliest use of LMI can be traced back to more than 100 years, when
Lyapunov showed that for the stability of the given linear system ẋ = Ax(t), a
necessary and sufficient condition is the existence of a matrix P  0 satisfying
ATP + PA ≺ 0. (2.3)
Note that (2.3) is an LMI and we can always rewrite it in the standard form
(2.2).

































Then by selecting F0 = 0 and y = [p1, p2, p3], we can rewrite (2.4) in the form
(2.2).
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Moreover, if we have multiple LMI constraints F 1(y)  0, . . . , F q(y)  0 on
an unknown variable y then they can be an equivalently expressed as single
LMI constraint Diag(F 1(y), . . . , F q(y))  0. Though the stability condition
(2.3) is a LMI from start, in reality, we rarely arrive at LMI conditions when
working on control-theoretic problems. Most of the derived conditions are
nonlinear, which are practically intractable for solving. Thus, we next discuss
a few known results applicable to matrix inequality conditions, using which
we may recast them as LMIs.
2.2.1 Known Results in LMIs
Congruence Transform
If A is a square matrix and M is non-singular, then the product MTAM is
called a congruence transformation of A. A known property of congruence
transform of a symmetric matrix is that it does not change the number of
positive and negative eigenvalues. Thus,
A  0 ⇔MTAM  0 (2.5)
Schur Complement Lemma
Many nonlinear inequalities are converted to LMI form using the Schur com-
plement. The basic idea is to re-express the matrix inequality condition in
one of the equivalent ways given in the following lemma.
Lemma 1 (Schur Complement[61]): Let us consider the matrices Q ∈








ii. Q  0 and R− STQ−1S0.
iii. R  0 and Q− SR−1ST0.
Finsler’s Lemma
This lemma states equivalent ways of expressing the positive definiteness of
a quadratic form subject to a linear constraint. Apart from linearization,
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this lemma is widely used to dilate LMI condition with additional variables
(see, e.g., [69]), which can provide extra degrees of freedom when executing
numerical procedures.
Lemma 2 (Finsler’s Lemma[61], [70]): Let the matrix Q ∈ Rn×n and B ∈
Rm×n, then following statements are equivalent:
i. yTQy  0, ∀By = 0, y 6= 0.
ii. (B⊥)TQB⊥  0, where BB⊥ = 0.
iii. ∃X ∈ Rn×m such that Q+XB +BTXT  0.
iv. ∃µ ∈ R such that Q− µBTB  0.
Often a condition rank(B) < n is also included, however [71] showed that
this condition is not necessary.
The S-Procedure
We often encounter mathematical problems where a quadratic function f0(x)
should be positive over a domain of x defined by another set of quadratic
inequalities fi(x) ≥ 0, for i = 1, . . . , q. Then using S-procedure, we can design
LMI conditions for such problems. The obtained LMI condition can be a
conservative, but often it is a useful approximation of the constraint. This
lemma has found great application in many problem areas within control
theory, and we widely use them in the thesis. The S-procedure can formally
be defined as follows
Lemma 3 (S-Procedure[72]): Let f0, . . . , fq be quadratic functions in x ∈
Rn, where
fi(x) , xTQix+ 2uTi x+ vi, i = 0, . . . , q. (2.6)
where Qi = QTi . We consider the following condition on f0, . . . , fq
f0(x) ≥ 0 for all x satisfying fi(x) ≥ 0, for i = 1, . . . , q. (2.7)




τifi(x) ≥ 0, ∀x (2.8)
Note (2.8) can be equivalently expressed in a matrix inequality form as
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The converse statement in the Lemma 3 is not true unless q = 1, provided
that there is some x0 such that f1(x0) > 0.
Young’s Inequality
In the thesis, we will face matrix inequality condition of the form LTM−1L 
0, where both the matrices L and M are variable matrices. Such inequality
can be linearized with the help of the following lemma.
Lemma 4 ([56]): Let L ∈ Rm×n be any arbitrary matrix and M ∈ Rm×m
be a positive definite matrix then following relation always holds for any arbi-
trary matrix Y ∈ Rm×n
LTM−1L  LTY + Y TL− Y TMY (2.10)
Proof.
LTM−1L = (L−MY )TM−1(L−MY ) + LTY + Y TL− Y TMY
 LTY + Y TL− Y TMY.
Linearization of the term on the l.h.s of (2.10) can be achieved by replacing
it with its lower bound on the r.h.s. The resulting condition will be linear for
a fixed Y . An ideal choice would be Y = M−1L since this makes the residual
term (L−MY )TM−1(L−MY ) = 0. Nevertheless, the lower bound in (2.10)
would then be unchanged.
Remark 1: Though Y can be any arbitrary matrix of compatible dimen-
sion, to reduce conservatism in iterative linearization procedures (as explained
in [56]), an appropriate choice would be to select Y = M−10 L0, where M0, L0
are the values of M , L from the previous iteration. Thus the nonlinearity can
be resolved by using successive linearization technique in which the residual
term shrinks at each iteration until convergence (see, [56] for details). No-
tice that (2.10) holds with equality if L = L0 and M = M0. This will be a





Robust stability analysis or controller synthesis problems commonly result in
SDP problems where the data matrices are a function of some real or complex
parameter δ. The actual value of the parameter δ is not available but known




subject to: F (y, δ)  0, ∀δ ∈ δ,
(2.11)
where, F (y, δ) , F0(δ) +y1F1(δ) + · · ·+ymFm(δ). The constraint F (y, δ)  0
is an LMI for a given value of δ, hence for each δ ∈ δ, the inequality in (2.11)
represents infinite LMI constraints. The optimization problem (2.11) is also
referred to as a semi-infinite problem, which is known to be intractable.
Example: For an uncertain system ẋ = A(δ)x, where δ ∈ δ, the sufficient
Lyapunov stability condition is the existence of a matrix P  0 satisfying
A(δ)TP + PA(δ) ≺ 0, ∀δ ∈ δ (2.12)
We can express the inequality in (2.12) in the form F (y, δ)  0. The interested
readers is referred to [59], [61], [62] for further details about LMIs involving
uncertainties.
It is straightforward to see that (2.12) can be equivalently replaced by
finitely many LMIs if F (y, δ) is affine in δ, and the set δ is polytopic. This
is because when the set δ is polytopic, it can be represented by finitely many
generators δv = {δ1, . . . , δr}, and thus the equivalent condition for F (y, δ)  0
is given by
F (y, δi)  0, ∀δi ∈ δv. (2.13)
Unfortunately, in the robust control design problems often result in matrix
inequalities conditions which are nonlinear in the parameter δ. Furthermore,
the parameter set δ can be non-polytopic. Thus, we cannot equivalently
replace the robust LMI with (2.13). In many cases, we can perform an affine
approximation of these nonlinear parameter-dependent LMIs. For instance,
we can over-bound the non-polytopic uncertainty sets with polytopic sets to
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use (2.13). Obviously, such an approximation would result in conservative
conditions, and possibly the resultant feasibility set could be empty.
Depending upon the type of nonlinearity and the parameter set δ, we can
use various relaxation methods in the literature. A careful choice of the re-
laxation methods can help obtain the least conservative sufficient (possibly
necessary) LMI conditions for the given parameter-dependent matrix inequal-
ity. A non-exhaustive list of various relaxation methods can be found in [59],
[62], [73]. We will next discuss some of these methods which will be used in
this thesis.
2.3.1 Pólya’s Relaxation Theorem
The Pólya’s relaxation method is one of the important tools available to deal
with the homogeneous polynomial parameter-dependent LMIs where the pa-
rameters belong to a set δ described by unit-simplex. The relaxation gives
tractable sufficient LMI conditions (independent of parameters) for the given
parameter-dependent matrix inequality.
To state the result, we first need to introduce some additional notation. Let
r ∈ Z+, we define J (d) as the lexically ordered set of r-tuples obtained as
all possible combinations of β = β1β2 · · ·βr, βi ∈ Z+, i = 1, . . . , r such that
β1 + β2 + · · ·+ βr = d. Jq(d) is the q-th element of J (d), q = 1, . . . ,L(d, r),
where L(d, r) = (r + d − 1)!/(d!(r − 1)!). For a given Jq(d), the associ-
ated standard multinomial coefficient is Xq(d) = d!/(β1!β2! · · ·βr!), where
β1β2 · · ·βr = Jq(d).
For clarity of notations, we use an example in which d = 3 and r = 3. This
gives L(d, r) = 10 and J (d) = {003, 012, 021, 030, 102, 111, 120, 201, 210, 300}.
For some q = 2, we have Jq(d) = 012 and Xq(d) = d!/(β1!β2!β3!) = 3!/(0!1!2!) =
3. Now we are ready to state the Pólya’s Relaxation theorem.






2 · · · δβrr , (2.14)
be a homogeneous matrix-valued polynomial function of degree g which is pos-
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itive on the simplex,
δ =
{
δ ∈ Rr :
r∑
k=1
δk = 1, δk ≥ 0
}
. (2.15)








are positive for a sufficiently large Pólya degree d ∈ R+.
Broadly speaking, the Pólya relaxation gives a sufficient LMI condition (free
of parameters) for the positive definiteness of the matrix-valued polynomial
R(δ), ∀δ ∈ δ. The sufficient condition require all the matrix coefficients
of the extended polynomial Rd(δ) in (2.16) to be positive definite for some
d ≥ 0. With increased d ∈ {0, 1, 2, . . .} choices, we could obtain potentially
less conservative conditions at the cost of a combinatorial increase in the
number of LMIs. The relaxed conditions are asymptotically exact (i.e. as
d → ∞), provided that R(δ)  0 is strictly feasible for all δ ∈ δ; see [73].
Note that in the original form, the Pólya relaxation theorem was proposed for
a scalar-valued homogeneous polynomial and can be found in [76].
We next consider a scalar-valued homogeneous polynomial to get some in-
tuitive idea behind the relaxation.
Example: Consider a scalar valued polynomial R(δ) = aδ21 + bδ1δ2 + aδ22 ,
where δ = [δ1, δ2]T belong to a unit simplex set δ, i.e.,
∑2
k=1 δk = 1 and
δ1, δ2 ≥ 0. The task here is to find feasible values of the scalar variables a, b
for which R(δ) > 0, ∀δ ∈ δ.
By looking at the expression of the polynomial R(δ), it is obvious that for
any values of a, b in the first quadrant of the (a, b)-space, R(δ) > 0,∀δ ∈ δ,
since δ1, δ2 ≥ 0. This is the same condition obtained when we use Polya’s
relaxation order d = 0. However, it would be more interesting to see if we can
find some values of a, b, which can be negative but still R(δ) > 0 holds for all
δ. For this, we next use higher-order Polya’s relaxation of order d = 1. The
extended polynomial (2.16) is then given by R1(δ) = aδ31 + (a+ b)δ21δ2 + (a+
b)δ1δ22 + aδ22 . In this case, the sufficient conditions are a > 0 and a + b > 0,
which includes all the values of a and b in the first quadrant and half of the
second quadrant (where b ≤ 0). Thus by increasing order of the relaxation,
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a larger and larger feasible set of solutions is obtained until convergence to
a final set. This also implies, the relaxation becomes less conservative by
increasing the order of the relaxation.
2.3.2 Full-Block S-Procedure
Another form of parametric nonlinearity we will see in this thesis is when
F (y, δ) in (2.11) has a rational dependence on the uncertain/varying param-
eter δ. We handle the rational parameter-dependent LMIs using Full-Block
S-procedure proposed originally in [77].
For understanding the full-block S-procedure, we first introduce a function









, Y22 + Y21∆(I − Y11∆)−1Y12. (2.17)
The LFT (2.17) is said to be well-posed when I−Y11∆ is non-singular ∀∆ ∈∆.
If F (y, δ) is rationally dependent on the parameter δ and is symmetric then
it can be re-written as
F (y, δ) = ∆ ? Y + (∆ ? Y)T  0 (2.18)
We next present a lemma, which gives sufficient conditions (possibly necessary
as well, if the set ∆ is compact) for (2.18). The lemma was derived in [56]
and is a corollary of the more general full-block S-procedure in [77].
Lemma 5: The LFT ∆ ? Y is well-posed and
He{∆ ? Y} , ∆ ? Y + (∆ ? Y)T  0, ∀∆ ∈∆ (2.19)

















Y21RYT21 + He{Y22} Y21RYT11+Y21ST +YT12
∗ Q+Y11RYT11 + He{Y11ST }
]
 0. (2.21)
Proof. We only provide sufficiency proof as this is enough for our purposes in
the thesis. By multiplying (2.21) from the left with Ψ=
[
I Y21∆ (I − Y11∆)−1
]










(I −∆Y11)−T YT21 +He{∆?Y}  0.
(2.22)
This clearly implies (2.19) since M is required to satisfy (2.20). To establish
well-posedness, we assume that there exists a nonzero vector ρ and a specific
∆◦ ∈ ∆ for which ρT (I − Y11∆◦) = 0, i.e. I − Y11∆◦ is singular, and show
that this leads to a contradiction. With ρT = ρTY11∆◦, let us now multiply








]T YT11ρ = ρT (Q+ Y11RYT11 + He{Y11ST }) ρ,
≤ 0.
This contradicts the fact that the (2, 2) block of the matrix in (2.21) is neces-
sarily positive-definite.
For a compact set ∆, we can even prove necessity by adapting the proof
given in [77] for the more general case. Lemma 5 allows us to replace the
matrix inequality (2.19) that has rational parameter dependence with condi-
tions consisting of two LMIs which are easier to deal with. Indeed (2.21) is
a single (i.e. parameter-independent) matrix inequality, while (2.20) has only
quadratic parameter dependence. Nevertheless, (2.20) has to be satisfied for
all possible values of ∆ ∈∆, which results in infinitely many LMI conditions.
Hence, in order to obtain tractable sufficient conditions for (2.19), we need to
employ some relaxation methods to derive finitely many LMI conditions that
ensure (2.20). Various relaxation methods in the literature serve this purpose
depending upon the type of the uncertainty region. For polytopic regions, one
can consider the so-called convex-hull relaxation or Pólya’s method, while for
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regions described by polynomial inequalities one might use the sum-of-squares
(SOS) approach (see e.g. [59], [73], [78] and the references therein).
In the thesis, we will limit our interest in an uncertain/varying parameter,
which belongs to a polytopic regions defined as







αj = 1, αj ≥ 0
. (2.23)
Thus, next we present relaxation of the condition (2.20) using Polya’s re-
laxation theorem, since the convex-hull relaxation are known to be relatively
conservative.
Relaxation based on Pólya’s Method
These conditions are adapted from [78]. Let the set of all legitimate multipliers






Our goal is to characterize an inner approximation Mpol ⊆ M based on











, i, j = 1, · · · , κ. (2.25)
As explained in Theorem 1, the key idea behind the Pólya approach is to
express the left-hand side of (2.20) as a polynomial matrix that is homogeneous













With αj ∈ [0, 1], we can now state a set of sufficient LMI conditions for (2.20)
by using zeroth order Polya’s relaxation as follows:
Ωjj(M) 4 0, j = 1, ..., κ












As explained in in Theorem 1, it is possible to obtain potentially less con-
servative conditions by using higher order Polya’s relaxation ie., by first mul-
tiplying (2.26) with (
∑κ
j=1 αj)d = 1 and then enforcing that all coefficient
matrices are non-negative definite. Note that with increased d ∈ {0, 1, 2, . . .}
choices, we could potentially reduce conservatism at the cost of a combinato-
rial increase in the number of LMIs.
Next, we discuss an important but naive relaxation technique known as
gridding. Such a relaxation technique can be useful if parameter-dependent
LMIs are not necessarily required to be satisfied for all parameter values.
2.3.3 Relaxation of Parameter-Dependent LMIs via Gridding
Gridding approach is the simplest and the most intuitive relaxation approach.
The approach simply proposes to grid the uncertainty region δ in (2.11) into
a sufficiently dense set of points δg and verify the positivity of the LMI in
(2.11) for all δ ∈ δg. The main advantage of the approach is that for the
grid points if there is no feasible solution found, then we can conclude that
there is no feasible solution for the original problem. Since the feasibility of
the LMI is only verified for the finite set of points δg, the feasibility is then
only a necessary condition for the feasibility of the original problem and not
sufficient. The computational complexity of the gridding problem can be very
high and suffer from the curse of dimensionality. For instance, if the number
of parameters is Np, and we take N number of samples for each parameter,
then the number of LMIs to consider is equal to NNp .
2.3.4 Finsler’s Lemma (parameter-dependent)
Lastly, we would also like state the parameter-dependent version of the Finsler’s
Lemma, which in its original version, was already discussed in Lemma 2.
Lemma 6 (Finsler’s Lemma[71]): Let δ ∈ δ ⊆ RNδ , Q : δ → Rn×n and
B : δ → Rm×n. Then the following statements are equivalent:
i. For each δ ∈ δ, yTQ(δ)y  0, ∀B(δ)y = 0, y 6= 0.
ii. (B(δ)⊥)TQB(δ)⊥  0, where B(δ)B(δ)⊥ = 0.
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iii. For each δ ∈ δ, ∃X(δ) ∈ Rn×m such that
Q(δ) +X(δ)B(δ) +B(δ)TX(δ)T  0.
iv. For each δ ∈ δ, ∃µ(δ) ∈ R such that Q(δ)− µ(δ)B(δ)TB(δ)  0.
Note: In this chapter, though we present all the result with just strict








Low-Complexity Control-Invariant Sets for Uncertain
Systems
3.1 Introduction
In this chapter, we will present a set of algorithms to compute low-complexity
RCI (LC-RCI) sets along with associated static linear state-feedback laws
for uncertain systems. The RCI set is assumed to be symmetric around the
origin and described by the same number of affine inequalities as twice the
dimension of the state vector. These algorithms will form the base for some
of the algorithms proposed later in the thesis. The results presented in this
chapter have been presented in [54], [56].
3.2 Brief Literature Survey and Comparison
A recent body of works deal with polytopic LC-RCI sets identified by their
edges [42], [46], [47]. In all of these works, the considered LC-RCI set is sym-
metric around the origin, and the number of the associated affine inequalities
is equal to twice the state dimension. In [42], [46], an iterative approach is
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proposed to find an LC-RCI set for an uncertain parameter-dependent sys-
tem, with the parameter vector assumed to lie in a known polytopic region.
An SDP is solved to find an RCI set with a desirably large volume together
with an associated state-feedback gain. Due to the polytopic uncertainty
description, the number of LMIs for the invariance condition could grow ex-
ponentially. In [47], a system with norm-bounded uncertainty is considered.
The parameter-dependent conditions resulting from the state and input con-
straints, and invariance condition were relaxed using the D-G scales in the
way commonly employed within the robust control literature. The block-
diagonal, norm-bounded uncertainty characterization is somewhat restrictive
as it disregards any possible correlation between different parameters. More-
over, relaxation with block-diagonal D-G scales is potentially conservative for
multiple blocks if compared to full-block scaling matrices. Another limitation
of [47] is that the derivations are restricted to systems with affine parameter
dependence.
In this chapter, we consider the LC-RCI set computation problem for a
broader class of uncertain systems, compared to [42], [46], [47]. The sup-
posed system depends rationally on the uncertain parameters which are al-
lowed to vary arbitrarily within a known polytopic region. Our derivations
are based on a state transformation which facilitates an equivalent expression
of state and control input constraints as simple scalar inequalities. On the
other hand, the invariance condition is relaxed into two alternative sets of
(standard and dilated) matrix inequality conditions with rational parameter
dependence. Sufficient conditions are then derived in the form of finitely many
LMIs by an application of the full-block S-procedure Lemma 5. Tractable
formulations of the system constraints and invariance condition are then used
to develop one-step as well as iterative algorithms for the computation of LC-
RCI sets of desirably large/small volumes. The proposed algorithms rely on
novel methods for maximization (or minimization) of the determinant of a
non-symmetric matrix under LMI conditions.




3.3.1 System and Constraints
Consider a discrete-time uncertain system whose dynamics is described by
x(k + 1) = A(∆(k))x(k)+B(∆(k))u(k)+E(∆(k))w(k), (3.1)
where x, u and w the are the state, control input and disturbance vectors
respectively. The system matrices are assumed to depend rationally on an
uncertain (possibly) time-varying parameter matrix ∆ that satisfies
∆(k) ∈∆,∀k ≥ 0, (3.2)
where ∆ is a known compact uncertainty set. We restrict our interest to a
polytopic uncertainty region that is expressed as the convex-hull of a given
set of finitely many matrices ∆c =
{
∆1, . . . ,∆κ
}
:







αj = 1, αj ≥ 0
. (3.3)
The dependence of the system matrices on the parameter matrix is expressed













where A, B, E, Ad, Bd, Ed, Bp and Dp are known system matrices of ap-
propriate dimensions. We assume (I − Dp∆)−1 is well-posed (i.e. I − Dp∆
must be invertible for all ∆ ∈ ∆ ) for a meaningful problem formulation.
Note that affine parameter dependence, as considered in e.g. [47], is just a
special case that corresponds to Dp = 0 in (3.4). There are systematic meth-
ods for obtaining an LFT as in (3.4) (see e.g. [59]; Chapter 6), which usually
lead to structured (block-diagonal) ∆ matrices. We can also use some freely
available tools like [79] to compute the LFT representation with diagonal ∆
matrices. Nevertheless, in our formulation, we do not require matrix ∆ to be
in a particular form since we employ the full-block S-procedure Lemma 5.
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The system (3.4) is subjected to a number of state as well as control in-
put constraints and the disturbances are assumed to be bounded. These are
expressed concisely as
X = {x ∈ Rn : Hx ≤ 1} ,
U = {u ∈ Rm : Gu ≤ 1} ,
W =
{




where H ∈ Rnx×n, G ∈ Rnu×m, D ∈ Rnw×d are given matrices and 1 rep-
resents the vector of ones. The inequalities in (3.5) are to be interpreted as
element-wise.
3.3.2 Candidate RCI set and Invariance Inducing Controller
The synthesis goal in this chapter is to ensure invariance in an LC-RCI set
via a static state feedback controller as
u(k) = Kx(k), (3.6)
where K ∈ Rm×n is a gain matrix to be found. The resulting closed-loop
dynamics can be expressed as
x+ = (A(∆) + B(∆)K)x+ E(∆)w, (3.7)
where the k dependence is dropped and x(k + 1) is represented by x+ for
simplicity. Along the lines of the recent works [42], [46], [47], [54], we assume
the LC-RCI set to be symmetric with respect to origin and to be described as
C =
{
x ∈ Rn : −1 ≤W−1x ≤ 1
}
, (3.8)
where W ∈ Rn×n is a square matrix to be found. For now, we assume W
is invertible, which would in fact be guaranteed by the LMI conditions for
invariance. Note that, once the set is constrained to be symmetric with respect
to the origin, the normalization of the lower/upper bounds to ∓1 in (3.8) does
not lead to a loss of generality.
Since the state and control input constraints are to be satisfied by the
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elements of C, this implies C ⊆ X and KC ⊆ U , which can be expressed as
x ∈ C ⇒ x ∈ X , (3.9)
x ∈ C ⇒ u = Kx ∈ U . (3.10)
Let us now recall the definition of robust invariance and express the corre-
sponding condition in a similar way. A subset C of the state-space is referred
to as robustly invariant for the system (3.7), if
x ∈ C ⇒ x+ ∈ C, ∀w ∈W , ∀∆ ∈∆. (3.11)
The problem of finding an RCI set together with a static state-feedback gain
can now be formulated as follows:
Problem 1: Given the discrete-time system in (3.1) subject to the con-
straints (3.5) for the polytopic uncertainty set described by (3.3), find (W,K)
such that:
1. all elements of the set C in (3.3.2) satisfy (3.9) and (3.10);
2. the controlled system in (3.7) satisfies (3.11).
We opted for a formulation in the form of a feasibility problem solely for
the convenience of our presentation. In fact, our ultimate goal is to develop
iterative algorithms for maximizing the volume of the computed LC-RCI set.
3.4 Tractable Formulations of System Constraints
and Invariance Conditions
In this section, we derive tractable feasibility conditions for the solvability of
Problem 1. We first derive scalar inequality conditions for the system con-
straints (3.9) and (3.10). This is followed by the derivation of two alternative
sets of matrix inequality conditions for invariance (3.11).
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3.4.1 System Constraints
To derive conditions for the system constraints of (3.9) and (3.10), we first
introduce a state transformation as
θ = W−1x⇔ x = Wθ. (3.12)
According to (3.12) the LC-RCI set in (3.8) can be expressed as
C = {Wθ ∈ Rn : θ ∈ Θ} , (3.13)
where Θ is a hyper-rectangular region defined as follows:
Θ , {θ ∈ Rn : −1 ≤ θ ≤ 1} . (3.14)








Since the state and input constraints in (3.5) are affine in x = Wθ, their
satisfaction at θj imply that they are satisfied over the whole set Θ. Due to
the symmetry of Θ, we can always order θj to have
θj+2
n−1
= −θj , j = 1, . . . , 2n−1. (3.16)
This allows us to express (3.9) in terms of W as follows:
HWθ ≤ 1,∀θ ∈ Θ⇔−1 ≤ HWθj ≤ 1, j = 1, . . . , 2n−1. (3.17)
In order to express the control input constraints in a similar way, we first
introduce a new matrix variable as
N , KW ⇔ K = NW−1. (3.18)
The control input constraints in (3.10) then read as
GNθ ≤ 1,∀θ ∈ Θ ⇔ −1 ≤ GNθj ≤ 1, j = 1, . . . , 2n−1. (3.19)
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We stress that both (3.17) and (3.19) read as (respectively nx×2n and nu×2n)
scalar inequality conditions that are equivalent to (3.9) and (3.10), respec-
tively.
3.4.2 Standard LMI Conditions for Invariance
In this section, we derive standard LMI conditions for invariance. We first
use (3.12) and (3.18) to express the closed-loop system dynamics in (3.7) as
follows:
x+ = (A(∆)W + B(∆)N)︸ ︷︷ ︸
F(∆,W,N)
θ + E(∆)w. (3.20)
Note that the term F(∆,W,N) is introduced in (3.20). In the sequel, to
simplify the notation, we suppress the arguments in F and E .
Let us express the system dynamics in the θ-state-space as follows:
Wθ+ = Fθ + Ew. (3.21)
From (3.11) and (3.13), each element θ+i , i = 1, . . . , n of the vector θ+ must
satisfy the following to ensure invariance:
1− (θ+i )
2 = 1− (eTi θ+)2 ≥ 0,∀θ ∈ Θ, i = 1, . . . , n. (3.22)
Here, ei represents the i’th column of the identity matrix of size n×n. A suf-
ficient condition for (3.22) can be obtained by first multiplying this inequality
with a positive scalar variable φi and then imposing this product to be greater
than or equal to an expression that is known to be non-negative within the
region Θ and for a disturbance input that satisfies w ∈ W . In this fashion,







Fθ + Ew −Wθ+
)︸ ︷︷ ︸
0
+ (1 + θ)TΛi(1− θ)︸ ︷︷ ︸
≥0




φi ∈ R+, Λi = diag(λi1, .., λin) < 0,Γi = diag(γi1, .., γin) < 0. (3.24)
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It is straightforward to verify, based on (3.5) and (3.14), that the last two
terms in the right hand side of the inequality (3.23) are both non-negative.
On the other hand, the first term in the right hand side of (3.23) is identically
















where ∗’s represent entries that can be identified from symmetry. In order
to ensure invariance, (3.25) needs to be satisfied for any κ. With κ = 0, we
must then have
φi ≥ 1TΛi1 + 1TΓi1, i = 1, ..., n. (3.26)
To ensure (3.25) for any κ, it is then necessary and sufficient to impose (3.26)
together with Λi 0 ∗0 DTΓiD ∗
F(∆) E(∆) W +WT − φieieTi
 < 0,∀∆ ∈∆, (3.27)
where parameter dependence of F and E is recalled for emphasis.
We have thus arrived at a parameter-dependent LMI condition as in (3.27),
for which tractable (i.e. finitely many and sufficient) conditions need to be
derived. To this end, we employ Lemma 5 in the Chapter 2 to arrive at a
sufficient condition for (3.27). As the key ingredient in this procedure, we first
recall (2.20), in which the scaling (or multiplier) matrix M is introduced and













4 0, ∀∆ ∈∆. (3.28)
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It is possible to obtain inner approximations of this set as Mpol ⊆M based
on finitely many LMI conditions, presented in Chapter 2 (in Section 2.3.2) as
(2.27) for the polytopic uncertainty region of (2.23). An application of the
full-block S-procedure to (3.27) then leads us to an LMI-based solution to
Problem 1 as follows:
Theorem 2: Problem 1 is feasible, if there exist W ∈ Rn×n, N ∈ Rm×n
and φi ∈ R+, Λi ∈ Rn×n, Γi ∈ Rnw×nw as in (3.24), Mi ∈ Mpol, for
i = 1, ..., n satisfying (3.17), (3.19), (3.26) and (3.30). A state-feedback gain
that solves the problem can be constructed as in (3.18).
Λi 0 ∗ ∗
0 DTΓiD ∗ ∗
AW+BN E W+WT−φieieTi +BpRiBTp ∗
AdW+BdN Ed SiBTp +DpRiBTp Φi
  0. (3.30)
where, Φi = Qi +DpSTi + SiDTp +DpRiDTp and i = 1, ..., n
Proof. We first express the strict inequality version of (3.27) as in (2.19) with
















By now applying the full-block S-procedure as in Lemma 5, with a scaling
matrix Mi associated with the i’th-invariance condition, we get the LMI con-
dition as in (3.30). Thus a (W,N) couple satisfying (3.17), (3.19), (3.26) and
(3.30) together with the matrices Mi ∈Mpol serve as a solution to Problem
1. It follows from the strict version of (3.27) that W +WT  0. This implies
that W is invertible, since we would otherwise have ϕT (W +WT )ϕ = 0 for a
vector ϕ from the null-space of W .
At this point, it is worth commenting on the conditions for state and in-
put constraints satisfaction (3.17) and (3.19), respectively, and the invariance
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condition (3.26), (3.30) in reference to the recent works [47], [80]. Starting
from the system constraints (3.5), we obtained equivalent conditions (3.17)
and (3.19) as simple scalar inequalities in terms of N and W . On the other
hand, [47], [80] provide alternative conditions that are expressed in terms of
additional variables introduced via an application of the S-procedure. In our
LMI conditions for invariance, the parameter-dependent LMIs (3.27) are re-
laxed by using full-block scaling matrices (by favor of Lemma 5 and Pólya’s
method) as opposed to D-G scales used in [47]. The D-G scales are constructed
as block-diagonal multipliers of commuting structure for block-diagonal ∆’s
with norm-bounded sub-blocks. We can note two drawbacks in connection
with the use of D-G scales: (i) restriction to hyper-rectangular uncertainty
regions, which disregards possible correlations among the parameters; (ii) re-
stricting the choices of Pi’s in Theorem 2 to satisfy Ri = −Qi 4 0 and
Si = −STi in addition to the block-diagonal structure. In conclusion our re-
sult not only offers potential reduction in conservatism but also facilitates the
consideration of possible correlation among the uncertain parameters. Our
approach also allows using higher order Pólya relaxations as discussed in Sec-
tion 2.3.2 for possible further reduction of conservatism. However, with two
consecutive applications of the S-procedure, it does not seem possible to make
a generic exactness statement about Theorem 2.
3.4.3 Dilated Conditions for Invariance
In this section, we present alternative conditions for invariance in the form of
dilated matrix inequalities. As the first step, we associate the i’th invariance
condition with a new matrix variable Vi ∈ Rn×n and new vector ξi , V −1i x+
for i = 1, ..., n. With x+ = Viξi, it then follows from the system dynamics
(3.20) that
Fθ + Ew − Viξi = 0. (3.32)





≥ 2ξTi (Fθ + Ew − Viξi)︸ ︷︷ ︸
0
+ (1 + θ)TΛi(1− θ)︸ ︷︷ ︸
≥0
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Along similar lines to the previous subsection, we can obtain the i’th matrix
inequality condition for invariance that accompanies (3.26) as follows:Λi 0 ∗0 DTΓiD ∗
F E Vi+V Ti −φiV Ti W−T eieTi W−1Vi
 < 0. (3.34)
Note that, if we select Vi = W, ∀i = 1, · · · , n in (3.34), we get (3.27). This
shows that (3.34) is potentially less conservative than (3.27), meaning that
when (3.27) is feasible, (3.34) is necessarily feasible as well. This motivates
us to state an alternative solution to Problem 1 as follows:
Theorem 3: Problem 1 is feasible, if there exist W ∈ Rn×n, N ∈ Rm×n
and φi ∈ R+, Λi ∈ Rn×n, Γi ∈ Rnw×nw as in (3.24), Xi = XTi ∈ Rn×n,
Vi ∈ Rn×n, Pi ∈ Ppol, for i = 1, ..., n satisfying (3.17), (3.19), (3.26), (3.35)
and (3.36). A state-feedback gain that solves the problem can be constructed




 0, i = 1, ..., n, (3.35)

Λi 0 ∗ ∗ ∗
0 DTΓiD ∗ ∗ ∗
AW+BN E Vi+V Ti +BPRiBTp ∗ ∗
0 0 Vi Xi ∗
AdW+BdN Ed SiBTp +DpRiBTp 0 Φi
  0, (3.36)
where, Φi = Qi+DpSTi +SiDTp +DpRiDTp and i = 1, ..., n.
Proof. With the intention to resolve the nonlinear variable dependence in the






−1  0. (3.37)
Then by applying the Schur complement to this inequality followed by a con-
gruence transformation, we obtain the equivalent condition (3.35). With Xi
satisfying (3.37), a condition that implies (3.34) can be formulated asΛi 0 ∗0 DTΓiD ∗
F E Vi + V Ti − V Ti X−1i Vi
  0. (3.38)
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Again, by a standard application of the Schur complement, (3.38) can be
expressed equivalently as
Λi 0 ∗ ∗
0 DTΓiD ∗ ∗
F(∆) E(∆) Vi + V Ti ∗
0 0 Vi Xi
  0,∀∆ ∈∆. (3.39)









AdW+BdN Ed 0 0
1
2Λi 0 0 0
0 12D
TΓiD 0 0
AW+BN E Vi 0
0 0 Vi 12Xi
 . (3.40)
This application leads to the condition in (3.36).
Note that Theorem 3 is still not an LMI feasibility problem since the (1, 1)
block of (3.35) depends nonlinearly on (W,Xi). In Section 3.5.1, we propose
a successive linearization approach to handle this nonlinearity, where it will
be integrated into an iterative scheme.
3.5 Iterative Algorithms for the Computation of
LC-RCI Sets
We develop two iterative algorithms to obtain LC-RCI sets of desirably large
volumes. Our presentation is built on the dilated invariance conditions (3.26),
(3.35) and (3.36). We hence start by linearizing (3.35) within an iterative
scheme. A lemma is then formulated as the basis of the iterative volume
maximization algorithms presented at the end of the section. In order to
clearly present our iterative algorithms, we add a superscript k to the solutions
obtained from the k’th iteration, e.g. W is the generic matrix variable, W k is
its value obtained from the k’th iteration.
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3.5.1 Linearization
To linearize the (1, 1) block of (3.35), we make use of Lemma 4, which gives
WTX−1i W < Y
T
i W +WTYi − Y Ti XiYi︸ ︷︷ ︸
Ni
, (3.41)
where Yi is an arbitrary matrix of compatible dimension. This inequality
allows us to obtain a sufficient condition for (3.35) by replacing its (1, 1) block
with Ni. The sufficient condition that we obtain in this fashion will be an LMI
only if Yi is a fixed matrix. Based on Remark (1), we propose choosing Yi at
the k + 1’st iteration based on the solutions at the k’th iteration as follows:





Hence, a sufficient LMI condition for (3.35) can be used at the k+1’st iteration
of an iterative scheme as follows:[





 0, i = 1, .., n. (3.43)
As explained in Lemma 4, such an iterative scheme will alleviates the con-
servatism introduced by (3.41) iteratively. Note that (W,Xi) = (W k, Xki ) is
a feasible solution for (3.43), this is a crucial property and will used next to
prove the recursive feasibility of the iterative schemes. Lastly, we also note
that (3.41) and (3.43) together imply that W is invertible.
3.5.2 Iterative Procedure for Volume Maximization
We now formulate a lemma that will form the basis of the proposed iterative
volume maximization algorithms. For a concise and general formulation, we
express the system constraints and invariance condition at the k+1’st iteration
(via block-diagonal concatenation) as a single LMI
L(W,L, Y k)  0, (3.44)
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where L represents all the variables other thanW and Y k = diag(Y k1 , · · · , Y kn )
introduced in (3.42). We emphasize that
L(W k, Lk, Y k)  0, (3.45)
for the system constraints and invariance conditions. This follows directly
from the fact that (W,Xi) = (W k, Xki ) is a feasible solution for (3.43).
The volume of C is proportional to |det(W )| as noted in [42]. In order to
obtain an RCI set with a desirably large volume, we hence need to solve a
determinant maximization problem under LMI conditions. Nevertheless, such
a problem can be easily solved only when W is imposed to be symmetric;
[81]. Enforcing symmetry on W would typically introduce conservatism and
is hence undesirable.
The main motivation behind an iterative scheme is to avoid the requirement
that W is symmetric. For this, we formulate our determinant maximization
problem in such a way that the consecutive solutions fulfill the condition
|det(W k+1)| ≥ |det(W k)|. (3.46)
To this end, we introduce a new matrix variable Z required to satisfy
WTW < Z  0. (3.47)
It follows from Minkowski determinant inequality that
det(WTW ) = |det(W )|2 ≥ det(Z). (3.48)
Since (3.47) is not an LMI, we consider replacing it with
WTW k + (W k)TW − (W k)TW k < Z  0. (3.49)
By showing that (3.49) is a sufficient condition for (3.47), we can provide
an iterative solution to the determinant maximization problem under LMI
constraints as follows:
Lemma 7: Consider an optimization problem formulated at the k + 1’st
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iteration of an iterative scheme as follows:
maximize log det(Z)
W,L,Z
subject to : (3.44) and (3.49)
The solutions of this optimization problem satisfy the determinant condition




(W −W k)T (W −W k)
+ (W −W k)TW k + (W k)T (W −W k) + (W k)TW k︸ ︷︷ ︸
WTWk+(Wk)TW−(Wk)TWk
, (3.50)
it directly follows that (3.49) implies (3.47). From (3.48), the solution of the
k + 1’st iteration satisfies
|det(W k+1)|2 ≥ det(Zk+1). (3.51)
On the other hand, as (3.45) is known to be true, (W,L,Z) = (W k, Lk, (W k)TW k)
will be a feasible solution of the k + 1’st optimization problem since (3.49)
would then also hold true with equality. With the problem formulated as the
maximization of det(T ), this implies that
det(Zk+1) ≥ det((W k)TW k) = |det(W k)|2. (3.52)
Condition (3.46) is clearly ensured by (3.51) and (3.52).
3.5.3 Algorithms with Dilated and Standard LMIs
In order to formulate two iterative volume maximization problems, we simply
apply Lemma 7 by specifying the conditions summarized in (3.44). The lemma
is applicable with dilated as well as standard LMI conditions, since (3.45) is
valid in both cases (and trivially so with standard LMIs in which Y k is absent).
Algorithm 1 (based on dilated LMIs)
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Optimization at k + 1’st iteration:
maximize log det(Z)
W,N,Z,Xi, Vi, Pi ∈ Ppol,Λi,Γi < 0, φi
subject to: (3.17), (3.19), (3.26), (3.36), (3.43), (3.49)
Initial Optimization to Compute W 0: Condition (3.49) is removed and
log det(Z) is changed to log det(W ) or log det(W+WT ) (to avoid conservatism
due to symmetric W ); (3.43) is imposed with Y ki → I.
Algorithm 2 (based on standard LMIs)
Optimization at k + 1’st iteration:
maximize log det(Z)
W,N,Z, Pi ∈ Ppol,Λi,Γi < 0, φi
subject to: (3.17), (3.19), (3.26), (3.30), (3.49)
Initial Optimization to Compute W 0: Condition (3.49) is removed and
log det(Z) is changed to log det(W ) or log det(W+WT ) (to avoid conservatism
due to symmetric W ).
Termination: |det(W k+1)|/|det(W k)| ≤ 1 + ε with a desirably small ε > 0
or when k > ηite.
Remark 2: At each iteration of our algorithms, we need to solve a general-
ized SDP, which can be solved efficiently; [81]. Lemma 7 guarantees recursive
feasibility (i.e. existence of a solution at each iteration) and iterative volume
increase. Hence both algorithms would converge to stationary points, which
need not be a global (or even local) optimum of the volume maximization
problem under system and invariance constraints. In practice, the termina-
tion criterion needs to be adjusted in a way to avoid numerical problems as
well as an early termination.
Remark 3: We can modify Algorithm 1 and Algorithm 2 to com-
pute desirably small RCI sets. This can be achieved by minimizing |det(W )|
iteratively in a similar fashion as done in the algorithm above. However deter-
minant minimization problems are concave and are not tractable for solving.






< 0 in the algorithms. For further details, we




3.6.1 4−D Vehicle Lateral Dynamics
In this section, the proposed algorithms are demonstrated with a standard
bicycle model for vehicle lateral dynamics; see [82]. The continuous-time
model is described by
ẋ =















































where ey [rad] is the lateral error wrt a reference path, ẏ [m/s] is the lateral
velocity, eψ [rad] is the orientation error, ψ̇ [rad/s] is the yaw rate, δ [rad] is
the steering angle, µb = 10−3 ·Mb where Mb [Nm] is the braking yaw mo-
ment and Vw [m/s] is the wind velocity. The longitudinal velocity is assumed
to vary around the nominal value V0 = 60/3.6 [m/s] as Vx = V0 + δ1 with
|δ1| ≤ 10/3.6 [m/s]. Notice that the matrix Ac has rational dependence on
Vx and thereby on the uncertain parameter δ1. The state and control input
constraints are expressed as
|ey| ≤ 0.4 m, |ẏ| ≤ 3 m/s, |eψ| ≤ 10·π180 rad,
|δ| ≤ 5·π180 rad, |Mb| ≤ 10
3 Nm, |Vw| ≤ 10 m/s.
(3.54)
We first discretize the system in (3.53) based on the Euler approach with a
sampling time of τs = 1/40 s. A discrete-time LFT representation is then
obtained as in (3.4) with the uncertainty block ∆ = diag(δ1, δ1, δ1, δ1) and the
following system matrices:
B = τsBc, E = τsEc, Bd = 0, Ed = 0, (3.55)
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1 0.0250 0.4167 0 0.025 0 0 0
0 0.7431 0 −0.2888 0 0.0015 0 0
0 0 1 0.0250 0 0 0 0
0 0.0633 0 0.7005 0 0 0.0015 0
0 0 1 0 0 0 0 0
0 10.2774 0 −21.7818 0 −0.060 0 1
0 −2.5313 0 11.9789 0 0 −0.060 0
0 0 0 −1 0 0 0 0

. (3.56)
By applying Algorithm 1 on the system description (3.55), (3.56) with con-








0.3455 −0.0182 −0.0202 0.0161
−0.2084 0.5180 −0.0890 −0.0217
−0.0354 −0.0065 0.0280 −0.0084
0.1540 0.0909 −0.0596 0.2195
−0.0808 −0.0504 −1.3707 −0.2017
1.9478 0.7785 −6.2921 −4.6698

. (3.57)
The algorithm was implemented in CVX [68] using SeDuMi solver on a 3.1
GHz Intel Core i7-555U computer with 8 GB RAM, running macOS. Each iter-
ation of Algorithm 1 had 21 LMIs and 188 scalar inequalities in 306 variables
and was solved in 14 seconds on average. The plots in Fig. 3.1-(a), (b) and (c)
show the projections of admissible states X in (3.5) and maximum volume set
C obtained from Algorithm 1, respectively. To demonstrate the invariance
of C, the state trajectories are plotted in Fig. 3.1-(a), (b) and (c) (in black) by
randomly varying the input disturbance and the uncertain parameters within
the chosen bounds. Algorithm 2 failed to generate any set in this example,
which indicates that dilation indeed leads to a reduction in conservatism. We
should, nevertheless, mention that Algorithm 2 delivers useful results with
significantly reduced computational complexity in other examples.
In order to be able make comparisons with the existing algorithm by [47],
we first introduce a new parameter as a0+δ2 = 1/(V0+δ1), where, a0 = 0.0617
and |δ2| ≤ 0.0103 and thus view (3.53) as a system that has affine dependence
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Figure 3.1: (a), (b), (c)-Projection of admissible set X (red) and the RCI set C
from Algorithm 1 with (3.55), (3.56) (green) on shown axis and (d)-
Uncertainty set in (δ1, δ2) domain (cyan).
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on (δ1, δ2). In the new uncertainty description, one typically needs to use a
region that covers the original uncertainty set, i.e. the dashed line in Fig. 3.1-
(d). The uncertainty region is formed in this representation as rectangular in
order to be able to use the algorithm from [47]. This approach would clearly
be quite conservative, since the cyan region in Fig. 3.1-(d) is added to the
uncertainty set unnecessarily. In fact, we were not able to generate any set
usingAlgorithm 1, Algorithm 2 or the method of [47] with this description.
This demonstrates the benefit of the proposed approach, which facilitates a
direct handling of rational parameter dependence.
3.6.2 Academic Example
For further comparison with the other methods, we investigate an example
extracted from the [83]. We compare the set obtained from the proposed
algorithm with the one presented in [83], and also with the method generating












The system (3.58) is assumed to be under following constraints
|xi| ≤ 10, i = 1, 2 and |u| ≤ 10, (3.59)
Considering a sampling time of 0.01 units and using the Algorithm 1, we











Though we sought for linear state feedback and a low complexity RCI set, we
still obtain a larger set (Figure 3.2) in terms of volume to the one found in
[83]. The approach in [83] does not restrict the control input to any particular
form, which is hoped to eliminate conservatism significantly. But evidently,
conservatism is introduced at various steps of derivations or due to the non-
convexity of the resulting problem. In the Figure 3.2, we can see that the
sets obtained from the proposed algorithm are also larger than the ellipsoidal
set computed using approach from [37]. This demonstrates the advantage
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Figure 3.2: RCI set C using proposed Algorithm 1 (green), admissible set X (red)
and a closed-loop trajectory (black).
of using polytopic candidate set over the ellipsoidal. Of course, one should
consider making comparisons in more examples to claim the benefit of using
low complexity set representation over ellipsoidal, which in general may not
be valid.
3.6.3 Oscillator
Consider an uncertain linear system defined by











where |δ| ≤ c is an unknown time-varying parameter. It is known that the
system (3.61) does not admit a quadratic control Lyapunov function for c >
1 but it admits one for c ≤ 1, see [84]. We investigated the LC-RCI set
computation problem for the system by imposing constraints as |xi| ≤ 2, ∀i =
1, 2 and |u| ≤ 1. Using proposed Algorithm 1, we obtain RCI set for 0 ≤
c ≤ 1 (see Figure 3.3 and Figure 3.4).
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Figure 3.3: RCI set C using proposed Algorithm 1 (green), admissible set X (red)







 2.0000 0.00000.0000 2.0000
−0.4481 0.0000





 1.9304 0.00000.0000 1.8032
−0.0659 0.0000

3.6.4 Minimal RCI sets
We now compare minimal RCI sets obtained using the proposed approach
with an recent algorithm [48]. For comparison, we consider an example from
[48].
















We assume following system constraints
|u(k)| ≤ 1, |w(k)| ≤ [0.1, 0.1]T (3.63)
Using the proposed Algorithm 1 with the modifications suggested in Re-























Figure 3.4: |det(W )| by varying c
Since the method in [48] is only applicable to the autonomous system, we
obtain the closed-loop description by using the LQR controller with tuning
matrices Q = I and R = 1 (as done in [48]). Then applying the method, we
compute minimal RCI sets Si (shown in Figure 3.5) with different represen-
tational complexity i = 6, 10, 20. This example demonstrates the benefit of
our strategy in which we optimize the volume of the RCI set over controller
gain K.
3.6.5 Nonlinear System
Lastly, we consider a bilinear continuous-time system from [37], [46] to illus-
trate the advantage of the proposed algorithm’s ability to handle more general
system description. The system is described as
ẋ1 = x2 + u(µ+ (1− µ)x1), (3.65)
ẋ2 = x1 + u(µ− 4(1− µ)x2), (3.66)
where the coupling coefficient µ = 0.9. The system is discretized with sam-
pling time 0.1 and is subject to the constraints |x| ≤ [4, 4]T and |u| ≤ 2.
To use [46], we first find the polytopic representation of the system wrt
to some inclusion polytope to compute the RCI sets for a nonlinear system.
The choice of the inclusion polytope has a significant effect on the size of the
RCI set. Nevertheless, the optimal inclusion polytope cannot, in general, be
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Figure 3.5: Minimal RCI set Si, i = 6, 10, 20 obtained using [48], and the minimal
RCI set C using Algorithm 1
computed systematically. Thus [46] proposes an approach to compute RCI
sets in which the difference between the inclusion polytope and the RCI set
is arbitrarily small. In Figure 3.6, we show LC-RCI set S with Volume(S) =
11.8408 obtained using [46] and ellipsoidal RCI set E with Volume(E) = 9.2208
obtained using [37].
For comparison with the proposed algorithm, we represent (3.65) in the
form (3.1). Since we use LFT representation of the system, we do not have
to look for an optimal inclusion polytope. Using the proposed Algorithm 1,






 1.9582 −1.6350−0.0768 1.9237
−1.0566 −0.8980
 (3.67)
Lastly, to demonstrate invariance, we also show the trajectories of the dis-
cretized nonlinear system in closed-loop with the obtained controller.
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Figure 3.6: Maximal RCI set S obtained using [46], Maximal RCI set E obtained




Full-Complexity of Control-Invariant Sets for Uncertain
Systems
4.1 Introduction
In the previous chapter, the complexity of the RCI set was fixed and equal to
twice the number of states. It is evident that an RCI set with fixed complex-
ity may not be the most convenient choice to approximate the maximal or
minimal RCI set. Such observation motivates us to develop an algorithm that
gives the flexibility to choose the RCI set’s complexity. This chapter proposes
an iterative algorithm to find an RCI set of desired complexity along with
the associated linear state feedback controller. Furthermore, for controller
syntheses like MPC and IBC, it is desirable to have an RCI set where certain
performance can be guaranteed. Thus, in the proposed algorithm, one can op-
tionally impose desired quadratic performance level as additional constraints.
The proposed result builds upon the previous chapter and [55].
55
Chapter 4 Full-Complexity of Control-Invariant Sets for Uncertain Systems
4.2 Brief Literature Survey and Comparison
In literature, there have been many methods to compute RCI sets with a
predefined complexity. For instance, [45] proposed a method to calculate an
RCI set with a desired number of vertices. This method is only applicable to
LTI systems, and its computational complexity exponentially grows with the
system dimension. The procedures in [80], [85] can also be used to compute
RCI sets with a restricted or predefined number of hyperplanes, as the earlier
method, their application is limited to LTI systems. An approach to compute
minimal RCI sets with predefined complexity for autonomous LTI system was
also proposed in [48]. The authors in [49] extend the results presented in
[47], to compute RCI sets with a predefined number of hyperplanes for affine
parameter-dependent systems. The authors use the same relaxation tools to
derive tractable LMI conditions for invariance.
Like the previous chapter, we first introduce a state transformation in which
the candidate RCI set is mapped into a known polytope. The system con-
straints (state and input constraints) in the transformed space are found to be
affine inequalities. We consider a more general input disturbance set compared
to [54], [56]. Using numerical examples, we show that by increasing represen-
tational complexity, the proposed algorithm computes larger RCI sets, and
feasible solutions are obtained for larger bounds on uncertainty and distur-
bance. Hence, representational complexity can be used as an additional tuning
parameter to get an RCI with a larger volume.
4.3 Problem Formulation
4.3.1 System and Constraints
We consider a discrete-time uncertain system described by
x(k + 1) = A(∆(k))x(k)+B(∆(k))u(k)+E(∆(k))w(k), (4.1)
y(k) = Cx(k) +Du(k), (4.2)
where x ∈ Rnx , u ∈ Rnu , w ∈ Rnw and y ∈ Rny are the state, control input,
disturbance and the performance output vectors respectively. The system
matrices in (4.1) depend rationally on an uncertain (possibly) time-varying
parameter matrix ∆ that satisfies (3.2) and (3.3). Thus, we can always re-
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express (4.1) compactly with an LFT of the form (3.4).
The system is subject to the following polytopic state and input constraints,
respectively:
X = {x : Hx ≤ 1} ,
U = {u : Gu ≤ 1} , (4.3)
where H ∈ Rnh×nx and G ∈ Rng×nu are given matrices and 1 represents
the vector of ones of compatible dimension. We assume w ∈ W , with W
a compact (i.e. closed and bounded) polytopic set containing the origin and
represented by the convex-hull of a set of finitely many known vertices Wc ={
w1, w2, · · · , wρ
}
:








βj = 1, βj ∈ [0, 1]
 . (4.4)
Note that X , U and W are allowed to be non-symmetric unlike [47], [54],
[56], [80] where some or all the constraints are assumed to be symmetric.
4.3.2 Candidate RCI set and Invariance Inducing Controller
We consider the static state feedback control law
u(k) = Kx(k), (4.5)
where K ∈ Rnu×nx is a feedback gain matrix and the resulting closed loop
dynamics (using (4.1) and (4.5)) are
x+ = (A(∆) + B(∆)K)x+ E(∆)w, (4.6)
The set C is referred to as robustly invariant for the system (4.6), if the
following condition is satisfied:
x ∈ C ⇒ x+ ∈ C, ∀w ∈W , ∀∆ ∈∆. (4.7)
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The set C has to satisfy the state and input constraints, this implies C ⊆ X
and KC ⊆ U , which can be further expressed as
x ∈ C ⇒ x ∈ X , (4.8)
x ∈ C ⇒ u = Kx ∈ U . (4.9)
We assume C to be symmetric with respect to origin and described as
C =
{
x ∈ Rn : −1 ≤ PW−1x ≤ 1
}
, (4.10)
where P ∈ Rnp×nx andW ∈ Rnx×nx . The invertibility of the matrixW would
be later guaranteed by the LMI conditions for invariance.
4.3.3 Performance Constraint




y(k)T y(k) ≤ γ, ∀x(k) ∈ C, (4.11)
where 0 ≤ γ < ∞. The performance constraint (4.11) will be only feasible
if w(k) = 0,∀k ≥ 0 or eventually becomes zero after a finite time. Hence,
for meaningful problem formulation, we assume w(k) = 0 whenever (4.11) is
considered, and thus we can ignore matrix E in this case.
The problem considered in this chapter can now be stated as follows:
Problem 2: For a given matrix P , scalar γ and the discrete-time system
(4.1) subject to constraints (4.3) and (4.4), find (W,K) such that:
1. The invariance condition (4.7) holds;
2. All elements of the set C in (4.10) satisfy the state and input constraints
(4.8) and (4.9), respectively.
3. For any initial x(k) ∈ C, performance constraints (4.11) is satisfied.
In this chapter, we are interested in computing RCI sets with represen-
tational complexity 2np, which can be achieved by choosing the matrix P
appropriately. If we select P = I and the performance constraints (4.11) is
58
4.4 Tractable Formulation of the Constraints and Invariance Conditions
ignored then the Problem 2 is equivalent to the one solved in the previous
chapter. Similar to the last chapter, we search for the largest and the smallest
set C solving Problem 2.
4.4 Tractable Formulation of the Constraints and
Invariance Conditions
In this section, we rewrite (4.7), (4.8), (4.9) and (4.11) in a way such that
Problem 2 can be solved efficiently. We proceed along the lines in [54], [56]
by introducing a convenient coordinate transformation such that state and
control input constraints are expressed as affine inequalities. The invariance
condition and the performance constraints are expressed as a set of LMIs using
Lemma 5. We thus provide a solution to Problem 2 in the form of an LMI
feasibility problem.
4.4.1 System Constraints
We now introduce a state transformation as
θ ,W−1x⇔ x = Wθ. (4.12)
This allows us to express the set C as
C = {Wθ ∈ Rn : θ ∈ Θ} , (4.13)
where Θ is a symmetric set defined as follows:
Θ , {θ ∈ Rn : −1 ≤ Pθ ≤ 1} . (4.14)
We have thus introduced a θ-state-space in which the candidate invariant set
is a known symmetric set around the origin. The corresponding polytopic set
in the x-state-space will be completely determined by the choice of W .
Since P is a known matrix, the symmetric set Θ can be always expressed
as the convex hull of the finitely many vertices given as:
Θ = conv
({
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where σ is some known positive integer determined by the choice of P . To
derive conditions for the state and input constraints to hold, we first express
(4.3) in the θ-state-space using (4.12). Satisfying these inequalities at the ver-
tices θj ensures that they are satisfied over the whole set Θ as well. Therefore,
we can express (4.8) in terms of W as follows:
HWθ ≤ 1,∀θ ∈ Θ ⇔ HWθj ≤ 1, j = 1, . . . , 2σ. (4.16)
Similarly to express the control input constraints, we first introduce a new
matrix variable as
N , KW ⇔ K = NW−1. (4.17)
The control input constraints in (4.9) then read as
GNθ ≤ 1,∀θ ∈ Θ ⇔ GNθj ≤ 1, j = 1, . . . , 2σ. (4.18)
The system constraints (4.16) and (4.18) are affine and are identified by nh×2σ
and ng×2σ scalar inequalities. Note that, if the sets X and U are symmetric,
half of the constraints in (4.16) and (4.18) are redundant and hence removable.
This is a consequence of the symmetry of the set Θ, which allows arranging θj ’s
in a way to have θj+σ = −θj for j = 1, . . . , σ.
4.4.2 Matrix Inequality Conditions for Performance
Towards the tractable formulation of the constraints (4.11), we first introduce
a matrix U  0 and U ∈ Rnx×nx . Then (4.11) is satisfied if
x(k)TU−1x(k) ≤ γ, ∀x(k) ∈ C (4.19)
x(k + 1)TU−1x(k + 1)− x(k)TU−1x(k) ≤ −y(k)T y(k). (4.20)
By summing both the sides of (4.20) from k = 0 to k = ∞, it can be easily
verified that (4.11) holds if (4.19) and (4.20) hold.
In the following lemma, we will present sufficient matrix inequality con-
ditions for (4.19) and (4.20). To this aim it is then convenient to recall a
Full-block S-Procedure (Lemma 5) about parameter-dependent matrix in-
equalities. The scaling (or multiplier) matrixMy is introduced and is required
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4 0, ∀∆ ∈∆. (4.21)
We also recall M , {M : (2.20)} and Mpol , {M : (2.27)} and from [56] it
is known that Mpol ⊆M.
Lemma 8: System (4.6) satisfies performance constraints (4.11) if there
exist W ∈ Rnx×nx , N ∈ Rnu×nx , U ∈ Rnx×nx , Π = diag(π1, . . . , πnp)  0,
πi ∈ R and My ∈Mpol satisfyingγ − 1TΠ1 0 00 PTΠP ∗
0 W U
  0 (4.22)

WTU−1W ∗ ∗ ∗
AW +BN U +BpRyBTp 0 ∗
CW +DN 0 I 0
AdW +BdN SyBTP +DpRyBTP 0 Φy
  0 (4.23)
where, Φy = Qy + SyDTp +DpSTy +DpRyDTp
Proof. Using (4.12), (4.17) and (4.2), we can rewrite (4.20) as
(θ+)TWTU−1Wθ+ − θTWTU−1Wθ ≤ −θT (CW +DN)T (CW +DN)θ
(4.24)
Substituting Wθ+ = (A(∆)W + B(∆)N)θ, and using schur complement WTU−1W ∗ ∗A(∆)W + B(∆)N U 0
CW +DN 0 I
  0 (4.25)
Now by employing Lemma 5 with the multiplier matrix satisfying (4.21), we
obtain (4.23).
Next, we want (4.19) to be satisfied for all x(k) ∈ C. Using S-Procedure, a
sufficient condition can be expressed as
γ − θTWTU−1Wθ ≥ (1− Pθ)TΠ(1 + Pθ) (4.26)
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By writing (4.26) in quadratic form and applying schur complement, we obtain
(4.22).
4.4.3 Matrix Inequality Condition for Invariance
To derive the conditions for invariance, we follows the steps similar to the
Section 3.4.2. From (4.13), the invariance condition in (4.7) can be written as
1− (eTi Pθ+)2 ≥ 0, i = 1, . . . , np, (4.27)
∀θ ∈ Θ, ∀w ∈W , ∀∆ ∈∆, where ei represents the i’th column of the identity
matrix of size np × np. We now multiply (4.27) by a positive scalar variable
φi and lower bound the lhs by a term that is known to be non-negative within
the region Θ (S-procedure). In this fashion, we obtain a sufficient condition
for invariance as follows:
φi(1− (eTi PW−1Viξi)2) ≥ 2ξTi (Fθ + Ew − Viξi)︸ ︷︷ ︸
0





φi > 0, Λi = diag(λi1, . . . , λinp), with λij ≥ 0. (4.29)
It is straightforward to verify based on (4.14),(3.32) and (4.29) that the right
hand side of (4.28) is nonnegative.
A sufficient condition for invariance can now be obtained by first rearranging
(4.28) into the form





and Pi is a symmetric matrix. The condition
(4.30) thus holds if Pi < 0, that isφi−1TΛi1 0 ∗0 PTΛiP ∗
Ew F Vi+V Ti −V Ti LiVi
 < 0, (4.31)
where ∗’s represent entries that are uniquely identifiable from symmetry and
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Li , φiW−TPT eieTi PW−1. Note that the block (3, 3) clearly has a nonlinear
dependence on φi, Vi and W . Moreover, the (3.32) shows that F and E are
parameter dependent matrices, which need to be further manipulated in order
to derive tractable LMI conditions. The main result can now be stated in the
following theorem:
Theorem 4: Problem 2 is feasible if there exist W ∈ Rnx×nx ,Q ∈ Rnx×nx ,
N ∈ Rnu×nx , Xi = XTi ∈ Rnx×nx , Vi ∈ Rnx×nx , Π,Λi ∈ Rnp×np , φi ∈ R
as in (4.29) and My,Mi ∈ Mpol that satisfy (4.16), (4.18), (4.22), (4.23),
(4.32) and (4.33), for i = 1, . . . , np, ∀ wj ∈ Wc. A robust control invariant






φi−1TΛi1 0 ∗ ∗ ∗
0 PTΛiP ∗ ∗ ∗
Ewj AW+BN Vi+V Ti +BPRiBTp ∗ ∗
0 0 Vi Xi ∗
Edw
j AdW+BdN SiBTp +DpRiBTp 0 Φi
0. (4.33)
where, Φi = Qi+DpSTi +SiDTp +DpRiDTp
Proof. In order to resolve the nonlinearity in the block (3,3) of (4.31), we first
introduce the new matrix variable Xi  0 such that







Then by applying Schur complement to (4.34) followed by a congruence trans-
formation we obtain (4.32). From (4.34), the condition (4.31) can be rewritten
as φi−1TΛi1 0 ∗0 PTΛiP ∗
Ew F Vi+V Ti −V Ti X−1Vi
0,
which followed by Schur complement can be written as
φi−1TΛi1 0 ∗ ∗
0 PTΛiP ∗ ∗
Ew F Vi+V Ti ∗
0 0 Vi Xi
0. (4.35)
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Edw AdW+BdN 0 0
1
2 (φi−1
TΛi1) 0 0 0
0 12P
TΛiP 0 0
Ew AW+BN Vi 0
0 0 Vi 12Xi
 , (4.36)
together with (4.4), we obtain the (4.33), which is a sufficient condition
for (4.35). In conclusion, conditions (4.32) and (4.33) are sufficient for the
feasibility of (4.31).
Note that (4.32) and (4.23) still have nonlinearity in the block (1, 1). This
is linearized by adopting a similar successive linearization scheme presented
in Section 3.5.1.
4.5 Iterative Algorithm for the Computation of
RCI Set
In this section, we develop an iterative algorithm to obtain a RCI set of
desirably large(or small) size. We adopt an indirect approach for volume
maximization of the RCI set C. Similar to [80], [83], we maximize the volume
of an ellipsoidal set enclosed in the candidate RCI set is iteratively1. With
this intention, we first introduce an ellipsoidal set
Z ,
{
x ∈ Rn|xTZ−1x ≤ 1
}
, (4.37)
and then derive a condition for the set Z to be contained in C.
Lemma 9: An ellipsoidal set Z is contained in C if there exist a 0 < µi ∈ R
satisfying [







< 0, for i = 1, . . . , np. (4.38)
Proof. Starting from (4.12) and using a S-Procedure, a condition for Z ⊆ C
1In chapter 5, we will prove that volume of the set C is proportional to |det(W )|, if the
matrix P is fixed. However, we avoid modifying the original approach proposed in [55]
to make readers aware of alternative ways of volume maximization and minimization.
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is given by
2µieTi (1− Pθ) ≥ (1− θTWTZ
−1
Wθ) ∀ i = 1, . . . , np. (4.39)
The equation (4.39) can be rearranged as[
1
θ











which holds if the condition (4.38) is satisfied.
Note that (4.38) has nonlinearity in the block (2, 2) similar to the (1, 1)
block of (4.32) and (4.23). Hence next, we use the similar approach presented
in Section 3.5.1 to handle these nonlinearities.
On the lines of (3.42), we introduce Ln, Y ni and Fn defined as
Y ni , (Xni )−1Wn, Fn , (Z
n)−1Wn, Ln , (Un)−1Wn (4.40)
where (Wn, Xni , Z
n
, Un) are the values of (W,Xi, Z, U) obtained at the n-th
step. Hence, the sufficient LMI condition for (4.23) to be used at n+1-st step
of our iterative scheme is
(Ln)TW +WTLn − (Ln)TULn ∗ ∗ ∗
AW +BN Qy +BpRyBTp 0 ∗
CW +DN 0 I 0
AdW +BdN SyBTP +DpRyBTP 0 Ψy
  0, (4.41)
and the sufficient LMI condition for (4.32) is[






Following similar arguments, we can linearize the inequality (4.38) as[
2µi − 1 ∗
µiP
T ei (Fn)TW +WTFn − (Fn)TZFn
]
 0, (4.43)
Finally, we note that invertibility of W is implied by the block (1, 1) of (4.42),
whereas invertibilty of Z is implied by the block (2, 2) of (4.43).
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Now we are ready to propose the iterative algorithm developed based on
Lemma 9, which at the n+ 1-st step is




subject to: (4.16), (4.18), (4.22), (4.33), (4.41), (4.42) and (4.43)
It can be easily verified that the solution from step n is feasible at step n+ 1,
thus Algorithm 3 is recursively feasible. As we maximize the volume of the
ellipsoid Z at each iteration, the volume of the set C increases iteratively until
it converges to a stationary point.
We again remark that constraints (4.22) and (4.41) are optional and should
be only imposed when (4.11) has to be satisfied, else they can be removed
from the algorithm. The conditions for invariance (4.33) and (4.42) are suffi-
cient condition, hence conservative to some extent. Further, by updating the
matrix W at each iteration, we are basically scaling and rotating the initial
polyhedron to a desirably large volume which is control invariant for some
control gain K.
Algorithm 3 requires a user-defined matrix P , which determines the rep-
resentational complexity of the set C. In general, it is difficult to devise a
guideline for the selection of the matrix P following which an RCI set is
guaranteed to exist. In fact, this is the common drawback of many similar
approaches (see, e.g., [42], [49], [51], [86]), which adopt the optimization-based
strategy to compute RCI sets with restricted or predefined complexity. We
explain some procedures to select the initial matrix P based on the heuristic
in the following remark.
Remark 4: We can always choose matrix P in (5.4), while assuming W =
I, such that it defines an initial candidate polytope of desired shape and
complexity within the state constraints. We emphasize that the candidate
polytope need not be RCI. A simple approach to select the candidate set
could be to distribute the hyperplanes on an arbitrarily small ball of radius
ε enclosed within the state constraints. For example, in the two-dimensional
case, the i-th row could be selected as














, i = 1, . . . , np. (4.44)
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With this choice of the initial candidate set, the state and input constraints are
most likely to be satisfied. Thus, at the first iteration, the algorithm now has
to guarantee the satisfaction of invariance conditions, which can be achieved
by generating a suitable matrix W . Alternatively, having an approximate
knowledge of the shape of the RCI set can be very helpful while selecting the
initial polytope. Thus one could select the initial set by performing a few
iterations of the geometric approach [13] (convergence not needed) to get an
initial estimate of the RCI set. Note that this could be still beneficial in the
case of a higher-dimensional system where the geometric approach is known
to be computationally inefficient and may not even converge.
With different choices of matrix P , Algorithm 3 calculates different final
RCI set C. Although the non-uniqueness of the solution obtained from Algo-
rithm 3 may be seen as a drawback, we observe that the obtained solutions
could be cleverly combined to obtain a larger RCI set, as explained in the
following remark.
Remark 5: Note that the convex-hull of the different RCI sets, obtained
from different initial conditions in Algorithm 3, results in a RCI set (possi-
bly of higher complexity) [1]. To understand this, let (Ci,Ki), i = 1, . . . ,m
be different RCI sets and the corresponding controller obtained using Algo-
rithm 3 for different matrix P . Any x ∈ Conv(C1, . . . ,Cm) can be always
written as x =
∑m
i=1 αixi, where xi ∈ Ci, and
∑m
i=1 αi = 1 and αi > 0. It
is then easy to show that invariance inducing controller for the convex-hull of
the RCI sets is u =
∑m
i=1 λiKixi.
Remark 6: An algorithm to compute desirably small RCI set can be con-
structed by minimizing the volume of the ellipse containing the candidate





 0, j =
1, . . . , 2σ and minimizing the trace(Z).
4.6 Examples
4.6.1 Uncertain System
In this section, the Algorithm 3 is demonstrated with a discrete-time system
with rational parameter dependence. The system dynamics are described as
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where δ1 and δ2 are the uncertain parameters. The state and control input
constraints are[
0.10 −0.10 0.10 −0.10 0 0
0.15 −0.10 −0.15 0.15 0.25 − 16
]T
x ≤ 1, |u| ≤ 3. (4.46)
In the sequel, we first illustrate the proposed algorithm by using specific
bounds on the uncertain parameters and the disturbance in (4.45). We then
provide a more comprehensive comparison by using the same example and
varying the bounds on the uncertain parameters, disturbance and the com-
plexity of the RCI set.
Fixed bounds on uncertainty and disturbance
In this subsection, we assume fixed bounds on the uncertain parameters and
the disturbance as |δi| ≤ 0.2, i = 1, 2 and −0.01 ≤ w ≤ 0.1. TheAlgorithm 3
has been implemented with CVX [68] by using the solver SeDuMi. The volume
of set C and the vertices of the polytope Θ and W have been calculated with
[87]. The matrix P has been chosen to define a regular polytope of desired
complexity by assuming W = I. The maximum volume RCI set and the
















 20 20−20 0
0 −25













 , [ W4K4
]
=
 346.5940 −33.7629−13.0947 219.992
−0.3013 −0.6029
 . (4.49)
The subscripts in (4.47) indicate the set complexity np. In Fig. 4.1 plots
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Figure 4.1: Admissible set X (red) and maximum volume RCI set from Algo-
rithm 3 with np = 2 (cyan), np = 3 (yellow), np = 4 (green) and
convex hull of RCI sets (blue)
are shown for the set of admissible states X in (4.3), maximum volume RCI
set with complexity np = 2 (volume=58.6), np = 3 (volume=72.8), np =
4 (volume=75.5) and convex hull of all RCI sets (volume=82.1). A state
trajectory is plotted in Fig. 4.1 (in black) obtained by randomly varying the
input disturbance and the uncertain parameters within the chosen bounds.
Comparison of Different Complexity RCI Sets for Varying Uncertainty
and Disturbance Bounds
Fig. 4.2 shows the volume of the RCI set, with varying bounds on the uncertain
parameters and disturbance, for np = 2, 3, 4. Not surprisingly, it can be
observed that as np increases, feasible solutions are obtained for larger bounds
on parameters uncertainty and disturbance. Hence, np can be used as an
additional tuning parameter to obtain a RCI with larger volume.
4.6.2 LTI System
We consider a double integrator system (see, Example 1,[80]) to compare Al-
gorithm 3 against the approach in [80]. The resulting RCI sets and the
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|δ1| ≤ a, |δ2| ≤ 0.2, −0.01 ≤ w ≤ 0.1
np = 2 np = 3 np = 4










|δ1| ≤ 0.2, |δ2| ≤ a, −0.01 ≤ w ≤ 0.1
np = 2 np = 3 np = 4










|δ1| ≤ 0.2, |δ2| ≤ 0.2, −0.01 ≤ w ≤ a
np = 2 np = 3 np = 4
Figure 4.2: V olume(C) obtained by varying np and bounds on δ1, δ2, w
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Figure 4.3: In (a) and (b) are the RCI sets C with complexity np = 2 and np = 3
obtained from Algorithm 3 (green, dashed) and the approach in [80]
(yellow, dashed-dot) with admissible set X (red, dotted).






















 10.0000 0.0000−1.0000 9.0000
−0.2251 −1.2219
 . (4.51)
Fig. 4.3 shows the RCI sets obtained by using the two algorithms and it can be
seen thatAlgorithm 3 generates relatively larger RCI sets than the approach
in [80], which indicate that Algorithm 3 is indeed less conservative, for this
example.
4.6.3 High Dimensional LTI System
We next consider a problem from [42], in which the temperature profile of
a one-dimensional bar is controlled. The temperature profile is controlled
using three inputs, which are temperatures of the bar at three locations. The
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discrete-time system is given by






0.858 −0.053 0.021 0.193 −0.029 0.027 −0.438 −1.607 −0.474
−0.053 0.716 0.039 0.051 0.179 0.162 −0.074 −1.479 1.389
0.021 0.039 0.698 0.031 0.135 −0.206 −1.647 1.011 0.204
0.193 0.051 0.031 0.567 0.053 −0.014 0.866 1.869 0.821
−0.029 0.179 0.135 0.053 0.658 −0.031 0.633 0.004 −1.364
0.027 0.162 −0.206 −0.014 −0.031 0.504 −0.997 1.185 −0.554
 .
subject to the following input constraints
|u| ≤ [1 1 1]T . (4.53)
To avoid numerical issues, we additionally consider state constraints |xi| ≤
100, i = 1, . . . , 6, when the proposed algorithm are employed. We compactly
summarize the comparisons2 in the Table 4.1. We illustrate the advantage of
Approach |det(W )| Volume
From [46] 7.056× 104 -
From [42] 1.011× 106 -
Algorithm 1(C6) 1.594× 1010 1.020× 1012
Algorithm 3(C8) - 2.168× 1012
Geometric Approach [29](S∞) - 3.299× 107
Algorithm 3 (Cγ) 1.013× 107 6.486× 108
Table 4.1: Comparison of Algorithms.
having the flexibility to select the complexity of the RCI set, by noting the
volumes of the set C6 and C8. The sets C6 and C8 are RCI set with complexity
np = 6 and np = 8, respectively. We next compare sets where performance
can be guaranteed. Towards this, we first compute an RCI set S∞ using the
geometric approach while having an LQR controller with Q = I and R = I in
closed-loop. The RCI set Cγ is then computed using Algorithm 3, with the















in (4.2). To keep the comparison fair, the performance bound in (4.11) is set
to γ = 4444, which was the maximum LQR cost observed in the set S∞. In
the Table 4.1, we can observe that the proposed algorithm is able to generate




Full Complexity RCI sets with Piecewise Affine Inputs
5.1 Introduction
As seen in the preceding chapter, increasing the candidate set complexity
allows us to compute RCI sets of larger volume. The algorithms computing
RCI sets assumed the invariance inducing controller to be linear state-feedback
and computed by the algorithm while optimizing the RCI set volume. Using
linear state-feedback for invariance can be advantageous for the applications
where the constrainted control of the dynamical system is the objective, and
computational resource are limited. Nonetheless, it was proven in [88] that
even for simple LTI systems, assigning a linear state feedback controller to an
already known polytopic RCI set is not always feasible. In fact, [88] showed
that a piece-wise affine controller can always be assigned. Thus, if the ultimate
goal is to compute desirably large or small volume RCI sets, a linear state
feedback law is not suitable for inducing invariance. Therefore in this chapter,
we will focus on directly computing optimized polytopic RCI sets of predefined
complexity without imposing any restrictive feedback structure. The results
presented in this chapter can be found in [57].
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5.2 Brief Literature Survey and Comparison
There are a few approaches in the literature that directly computes RCI sets
without restricting control inputs to be in a specific state feedback form. A
well-known method is a geometric approach [29], which can directly gener-
ate RCI sets. In each iteration of the approach, numerical procedures like
Minkowski sum, polytopic projection and minimal set representation calcula-
tion are performed, which can be computationally demanding. For polytopic
systems, the computational complexity can further grow exponentially with
each additional system vertex and dimension [1]. Thus, the geometric ap-
proach becomes unusable even for small dimensional uncertain systems [30],
[31]. Another method that can be used for the purpose is [83], which solve
a particle swarm optimization (PSO) problem to generate RCI set. Since it
solves a highly nonconvex problem, the resultant set could be very conserva-
tive, e.g., see Example 3.6.2.
In this chapter, we directly compute the RCI sets without imposing any
structural restrictions on the control input so that possibly larger RCI sets
are obtained. Similar to previous chapters, we consider rationally parameter-
dependent systems. The algorithm generates RCI sets of monotonically in-
creasing volume at each iteration until convergence. Hence, it can be ter-
minated at any iteration, unlike the geometric approach which needs a ter-
mination condition to be satisfied to obtain a maximal RCI set eventually.
Further, by applying the procedure in [21], [89], [90], we show that solutions
obtained from the proposed algorithm can be used to construct a piece-wise
affine controller for the simple constrained control of the system.
5.3 Problem Formulation
5.3.1 System and Constraints
We consider a discrete-time uncertain system described by
x+ = A(∆)x+B(∆)u+E(∆)w, (5.1)
where x ∈ Rnx is the current state vector, x+ is the successor state vector, and
u ∈ Rnu and w ∈ Rnw are the control input and the (additive) disturbance
vectors respectively. Furthermore, A(∆), B(∆) and E(∆) are the rationally
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parameter dependent system matrices expressed as an LFT of the form (3.4).
∆ is an uncertain (and possibly) time-varying parameter matrix that satisfies
(3.2) and (3.3).
The system is subject to the following polytopic state and input constraints,
respectively:
X = {x : Hx ≤ 1} ,
U = {u : Gu ≤ 1} . (5.2)
Here H ∈ Rnh×nx and G ∈ Rng×nu are given matrices and 1 represents the
vector of ones of compatible dimension. We assume w ∈W , with W as a C-
set and represented by the convex-hull of a set of finitely many known vertices
Wv =
{
w1, w2, · · · , wγ
}
:
W = conv(Wv). (5.3)
We allow the sets X , U and W to be non-symmetric.
5.3.2 Candidate RCI set
As in the earlier chapters, the goal is to compute a 0-symmetric RCI set with
a predefined complexity np described as
C =
{
x ∈ Rnx : −1 ≤ PW−1x ≤ 1
}
, (5.4)
where P ∈ Rnp×nx and W ∈ Rnx×nx . We assume that W is invertible, which
would be later guaranteed by the LMI conditions for invariance.
A set C ⊆ X is RCI if for each x
x ∈ C ⇒ ∃u ∈ U : x+ ∈ C, ∀(w,∆) ∈ (W ,∆). (5.5)
Notice that we do not impose any structure on the control input, as we
did in the earlier chapters. The problem of finding an RCI set can now be
formulated as follows:
Problem 3: Given a matrix P and the discrete-time system (5.1) subject
to constraints (5.2) and (5.3) with given ∆, H and G, find a matrix W such
that
1. the controlled system in (5.1) satisfies (5.5);
2. the set C in (5.4) must satisfy C ⊆ X .
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Similar to Problem 2, the representational complexity of the set C (i.e. np)
is decided by the choice of the matrix P . For P = I, the candidate RCI set
C has a complexity similar to the one considered in [42], [47], [56]. Thus, in
the next section, we derive tractable feasibility conditions for the solvability
of Problem 3. The obtained feasibility conditions will be then utilized to
develop an iterative algorithm to compute RCI sets with potentially increased
volume at each step.
5.4 Sufficient Conditions for Invariance
Let us first introduce a state transformation
θ ,W−1x⇔ x = Wθ. (5.6)
Using (5.6), the controlled system (5.1) can be expressed in the transformed
space as
θ+ =W−1A(∆)W︸ ︷︷ ︸
Ā(W,∆)





For notational simplicity, we will suppress the arguments of the matricesA(∆),
B(∆), E(∆), Ā(W,∆), B̄(W,∆) and Ē(W,∆) in the later parts. Using (5.6),
we can also express the set C as
C = {Wθ ∈ Rnx : θ ∈ Θ} , (5.8)
where Θ is a symmetric set defined as follows:
Θ , {θ ∈ Rnx : −1 ≤ Pθ ≤ 1} . (5.9)
We have thus introduced a θ-state-space in which the candidate RCI set is a
known 0-symmetric set identified as in (5.9). The RCI set C in the x-state-
space will be determined as in (5.8) based on the choice of W .
According to the (5.5), for invariance of Θ, we have to show that for each
θ ∈ Θ, there exists a u ∈ U for which θ+ ∈ Θ, ∀(w,∆) ∈ (W ,∆). Verifying
the existence of u for each θ ∈ Θ for invariance is an intractable problem.
To obtain a tractable formulation, we first note that the set Θ can always be
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expressed as the convex hull of finitely many (known) vertices. The vertices
(and thus the number of them) are determined by the choice of the matrix P .
With the set of vertices represented as Θv =
{
θ1, . . . , θ2σ
}
, we can write
Θ = conv (Θv) . (5.10)
For now, we ignore the state constraints on θ obtained by using (5.2) and
(5.6), and propose a necessary and sufficient condition for the invariance of
the set Θ.
Lemma 10: Consider following statements:
i. Θ in (5.9) is an RCI set for the system (5.7), i.e. for each θ ∈ Θ,
∃u ∈ U : Āθ + B̄u+ Ēw ∈ Θ,∀(w,∆) ∈ (W ,∆). (5.11)
ii. for each θj ∈ Θv,
∃uj ∈ U : Āθj + B̄uj + Ēw ∈ Θ,∀(w,∆) ∈ (W ,∆). (5.12)
The above two statements are equivalent.
Proof. It can be clearly seen that (i ⇒ ii) since θj ∈ Θ. To prove the
converse statement ( i.e. ii ⇒ i), we first assume the existence of uj as in
(5.12) and aim to construct u for any given θ ∈ Θ such that the invariance
condition expressed in (5.11) is satisfied. As implied by the notation, the idea
would be to compute the control input as a convex combination of ujs. This









αj = 1, αj ∈ [0, 1]. (5.13)






j ∈ U . (5.14)
With this input, the transformed state vector in the next step would be ob-
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αj (Āθj + B̄uj + Ēw)︸ ︷︷ ︸
y(w,∆)
. (5.16)
We know from (5.12) that y(w,∆) ∈ Θ,∀(w,∆) ∈ (W ,∆). Since θ+ is
obtained as a convex combination of y(w,∆) ∈ Θ and as Θ is a convex set,
it then necessarily follows that θ+ ∈ Θ,∀(w,∆) ∈ (W ,∆).
Similar results were originally proved [89] and extended to uncertain systems
in [90]. Lemma 10 shows that for invariance of the set Θ, existence of u ∈ U
needs to be verified only for the finite set of points θj ∈ Θv. This is a crucial
observation that paves the way toward a tractable solution of Problem 3.
We next derive matrix inequality conditions for the invariance of the set Θ
based on (5.12). For each θj ∈ Θv, we can see that condition (5.12) can be
rewritten as
∃uj ∈ U : −1 ≤ P (Āθj + B̄uj + Ēw) ≤ 1,∀(w,∆) ∈ (W ,∆). (5.17)
Condition (5.17) must be satisfied element-wise. Using (5.7), we hence express
(5.17) equivalently as
∃uj ∈ U and φj,i ∈ R+ : φj,i(1− (eTi PW−1(AWθj + Buj + Ew))2) ≥ 0,
∀(w,∆) ∈ (W ,∆); i = 1, . . . , np, (5.18)
where ei represents the i-th column of the identity matrix of size np×np and
φj,is are introduced for the convenience of our derivations in the sequel.
Condition (5.18) is a nonlinear parameter-dependent necessary and suffi-
cient condition for the invariance of the set Θ, which has to be satisfied for
each θj ∈ Θv.
Having obtained the condition for invariance of the set Θ, we now proceed
to present the main result of this chapter, which gives feasibility conditions
for Problem 3. In order to deal with uncertain parameter dependence, we
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employ a specific version of the full-block S-procedure Lemma 5. As ingre-
dients that emerge through this procedure, we introduce a set of multiplier
matrices (associated with ∆) and an inner approximation thereof respectively
as
M , {M : (2.20)} and Mpol , {M : (2.27)} . (5.19)
Note that Mpol ⊆M is characterized by LMI conditions (as inherited from
[78]) and is hence used to express the theorem statement.
Theorem 5: Problem 3 is feasible if there exist uj ∈ Rnu , Vj,i = V Tj,i ∈
Rnx×nx , φj,i ∈ R+, Mj,i ∈ Mpol; i = 1, . . . , np; j = 1, . . . , 2σ and W ∈
Rnx×nx with which (5.20), (5.21) and (5.22) are satisfied for i = 1, .., np,
j = 1, . . . , 2σ and k = 1, . . . , γ. A robust control invariant set can then be
obtained as in (5.4).
HWθj ≤ 1, Guj ≤ 1, (5.20)[






 φj,i ∗ ∗AWθj +Buj + Ewk Vj,i +BpRj,iBTp ∗
AdWθ
j +Bduj + Edwk Sj,iBTp +DpRTj,iBTp Φj,i
  0. (5.22)
where, Φj,i = Qj,i + Sj,iDTp +DpSTj,i +DpRj,iDTp .
Proof. Recalling Lemma 10, we aim at finding uj ∈ U ; j = 1, . . . , 2σ that
satisfy (5.12). In this fashion we will have established that Θ in (5.9), thus
C in (5.8) are RCI sets. We hence assume that the control input is formed
as in (5.14) and observe in reference to (5.6) that the state and control input
constraints in (5.2) read as (5.20).
With the intention to resolve the nonlinearity (5.18), we now introduce a
positive-definite matrix variable Vj,i that satisfies




−1  0. (5.23)
Note that this condition can be expressed equivalently as in (5.21) by applying
first a congruence transformation with W and then the Schur complement
lemma. With Vj,i satisfying (5.23), a sufficient condition for (5.18) can be
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formulated as
φj,i − (AWθj + Buj + Ew)TV −1j,i (AWθ
j + Buj + Ew)≥0. (5.24)
This reads after an application of the Schur complement lemma as the parameter-
dependent LMI [
φj,i ∗
A(∆)Wθj + B(∆)uj + E(∆)w Vj,i
]
 0. (5.25)
By now applying Lemma 5 with
Y =
 Dp AdWθj +Bduj + Edw 00 12φj,i 0
Bp AWθ
j +Buj + Ew 12Vj,i
 , (5.26)
we arrive at an LMI condition in terms of Mj,i ∈ M, which needs to be
satisfied for all w ∈ W . Thanks to the fact that dependence on w is affine
and W in (5.3) is polytopic, we arrive at the condition in (5.22) expressed in
terms of the vertices vj .
It should be noted at this point that (1, 1) block of (5.21) has nonlinear
dependence on (W,Vj,i). This issue was also faced in Chapter 3 and Chap-
ter 4, and resolved by adapting a successive linearization approach. We follow
similar lines to develop an iterative scheme for volume optimization in the
next section.
5.5 Iterative RCI Set Computation
In this section, we first briefly recall the linearization approach from Sec-
tion 3.5.1 and Lemma 4. We then formulate a cost based on which successive
volume optimization can be performed. Towards this, we first introduce the
term Yj,i, which is updated at each iteration, and at the n+ 1-st step defined
as
Yj,i = Y nj,i , (V nj,i)−1Wn, (5.27)
where (Wn, V nj,i) are the values of (W,Vj,i) obtained at the n-th step. Hence,
the sufficient LMI condition for (5.21) to be used at the n + 1-st step of our
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iterative scheme is[






It has been already shown in the previous chapters that such an iterative
scheme reduces the conservatism. Note that (5.28) still holds if W = Wn and
Vj,i = V nj,i, which confirms that the solutions obtained at the n-th step are
also feasible at the n+1-st step. We also recall that the invertibility of matrix
W is implied from the (1, 1) block of (5.28).
5.5.1 Iterative Volume Maximization
We now develop an iterative scheme based onTheorem 5 for the computation
of RCI sets of potentially increasing volumes at each step. In the previous
chapter, we used an indirect approach to maximize (or minimize) the volume
of the RCI set by iteratively maximizing the volume of the ellipsoidal set
enclosed therein. In contrast, we now present a direct approach in which the
volume of the actual RCI set is aimed to be optimized.
5.5.2 Volume Computation
As the first major step towards developing our algorithm, we show that the
volume of the set C is proportional to |det(W )| once P is fixed. For this, we
use the fact that any 0-symmetric polytopic set C can be decomposed into











αi = 1, αi ∈ [0, 1]
}
. (5.29)
These simplices would have the following properties:
i. Cm is non-empty;
ii. int(Cm1 ∩ Cm2) = ∅, if m1 6= m2;
iii.
⋃2µ
m=1 Cm = C.
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Each Cm would have origin as a common vertex point (i.e. x0m = 0,∀m =






m · · · xnxm
]
. (5.30)






Let the matrix Θm be defined as
Θm = W−1Xm ⇔ Xm = WΘm. (5.32)
From (5.6), we know that the columns of the matrix Θm represent nx inde-
pendent vertices from the set Θv.
Lemma 11: The volume of the set C identified as in (5.4) with a fixed P
is proportional to |det(W )|.
Proof. Since the simplices Cm have disjoint interiors, the volume of the set C
















Since the set C is symmetric, we can always order Θms as
Θm+µ = −Θm,m = 1, . . . , µ. (5.35)








5.5 Iterative RCI Set Computation
For a fixed P matrix, Θms will be fixed too, which implies that
Volume(C) ∝ |det(W )|. (5.37)
Note that the simplicial decomposition of the set C is not unique, which is
though not a problem for our purposes. Once P is fixed, Lemma 11 basically
justifies to maximize |det(W )| to obtain a set C of desirably large volume.
Simplicial decomposition will also be useful when we consider controller design
in the next section.
Iterative Volume Maximization
In order to obtain an RCI set with a desirably large volume, we hence need to
solve a determinant maximization problem under LMI conditions presented
in Theorem 5. Such a problem reads as a generalized semi-definite program
only when W is required to be symmetric [81], which would necessarily intro-
duce potential conservatism. An iterative volume maximization approached
was developed in Section 3.5.2 without enforcing symmetry on W , which we
will also use in this chapter. We introduce a condition, which was formulated
in Section 3.5.2 in terms of Wn as
WTWn + (Wn)TW − (Wn)TWn < Z̄  0. (5.38)
Note that this condition is necessarily satisfied with W = Wn. As a result,
maximization of det(Z̄) under (5.38) would lead to a solution Wn+1 that
satisfies
|det(Wn+1)| ≥ |det(Wn)|. (5.39)
This allows us to develop the following iterative algorithm to compute RCI
sets of increased volume at each step for a priori chosen matrix P :
Algorithm 4: [n+ 1-st step]
max log det(Z̄)
W, Z̄, Vj,i,Mj,i, φj,i, u
j
subject to: (5.20), (5.22), (5.28) and (5.38)
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Initial Optimization to Compute W 0: Condition (5.38) is removed and
log det(Z̄) is changed to log det(W +WT ); (5.28) is imposed with Y nj,i → ψI,
where ψ is selected by a line search to find an initial feasible solution.
The invariance conditions (5.22) and (5.28) are only sufficient and hence
might be conservative. By updating the matrix W at each iteration, we are
actually scaling and rotating the initial polyhedron to a desirably large volume.
It has been already shown before that the solution from step n is feasible at
step n+1 in (5.28) and (5.38), which ensures that Algorithm 4 is recursively
feasible. Hence the volume of set C increases iteratively until it converges to
some staionary point. The algorithm should be terminated in practice when
the change in |det(W )| is below a certain value or when infeasibility occurs
due to numerical reasons.
One might obtain different RCI sets from Algorithm 4 for different P
choices (as well as different initial solutions) and these can in fact be combined
to construct larger RCI sets. As is known from [1], [85], the convex hull and
union of different RCI sets is a larger RCI set with higher complexity.
Remark 7: InAlgorithm 4, the SDP consists of (2σ×np×
(
γ + 1 + η(η+1)2
)
+1) LMIs due to (5.22), (5.28), (5.38); and (2σ × (nh + ng)) scalar inequalities
representing the system constraints in (5.20). Furthermore, these inequalities
are in terms of (2 + 2σ × (1 + 4np)) matrix variables and (2σ × np) scalar
variables. The complexity due to system and invariance constraints can in
fact be reduced significantly in the case when the sets X , U and W are 0-
symmetric. Because of the symmetry, the invariance condition needs to be
verified only on non-symmetric elements of Θv. In this way the number of
LMIs and scalar inequalities reduce to
(
σ × np ×
(





σ×(nh+ng) respectively. We then also have less number of matrix and scalar
variables as (2 + σ(1 + 4np)) and (σ × np) respectively. The computational
complexity can be reduced by also considering alternative relaxation schemes
or structured multipliers at the cost of potential conservatism. For instance,
Pólya relaxation might be replaced with the so-called convex hull relaxation
(see e.g. [78]) to reduce the number of LMIs. The number of variables can
be reduced by using D-scales, DG scales or block-diagonal sub-blocks in the
multiplier matrix M [8].
Algorithm 4 would provide RCI sets for which control inputs that ensure
invariance are known to exist. But to realize constrained control, a method
needs to be devised to compute a feasible input for any given x ∈ C. In the
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next section, we present an offline approach to constrained controller design
based on an existing result.
5.6 Controller Design
The purpose of this section is to design a piecewise affine controller based on
the approach presented in [89], [90] for the constrained control of the system
in (5.1). The approach requires that at each vertex of the set C, there should
exist an admissible control action that brings the state to the interior of the
set C within finite time. To be able to design such a controller, we consider
using the RCI set computation algorithm developed in the previous section
together with following lemma.
Lemma 12 ([1]): A set C is λ-contractive for the system (5.1) if and only




For a specific λ ∈ (0, 1) choice, we would then obtain an RCI set C for
the modified system in (5.40), which would serve as a λ-contractive set for
the original system of (5.1). A controller designed for the modified system
of (5.40) would hence serve as a stabilizing piecewise-affine controller for the
original system (5.1), thus ensuring asymptotic convergence to origin in the
absence of any disturbance input. This controller will also keep the trajectory
of (5.1) in C for any disturbance input within the considered disturbance set.
To this end, we first recall the decomposition of the RCI set C into nx-
simplicies Cm as in (5.29). The control law is then formulated as a domain-
dependent state feedback of the form
x(k) ∈ Cm ⇒ u(k) = Kmx(k). (5.41)
If x(k) happens to be at a point that is common to Ci and Cj (e.g. a point on
a common edge), then the control input can be computed with either Ki or
Kj . To identify the state-feedback gain matrices Km, we first use the control
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The associated state feedback gain matrix is then computed as
Km = UmX−1m , m = 1, . . . , 2µ. (5.43)
In [89], [90], it is shown that the piece-wise affine control law obtaind in this
fashion is stabilizing and is recursively feasible, which indeed imply that it
is an invariance-inducing controller. Indeed, if x(k) is expressed as a convex
combination of the vertices of Cm, u(k) of (5.41) can then also be expressed as a
convex combination of the associated vertices ujm, which basically corresponds
to the control law proposed in (5.14):
x(k) = Xmα⇒ u(k) = KmXmα = Umα. (5.44)
Assuming that the system starts from an initial state within the computed
RCI set, it is also possible to develop a control algorithm based on online
optimization by using the associated W matrix and the vertices θj , j =
1, ..., 2σ[21]. At each time step, a linear program would then be solved to
obtain a set of weights, with which the control input would be constructed.
With k’th time step indicated with a superscript k, the weights are obtained
and used to construct the control input as follows:
















A controller implemented in this fashion would ensure asymptotic stability, as
established in detail by [21]. An online approach might be preferable especially
when working with high dimensional systems, for which obtaining a simplicial
decomposition of the set C would be difficult.
The closed-loop transient performance of the system can (to some extent)
be shaped by the choice of the contraction factor λ, which also affects the
size of the set C. However, a known weakness of such a control structure
is that a full range of control inputs are utilized only at the boundary of
the set C. In the interior of the set C, progressively smaller control inputs
are applied as the system trajectories approach origin. Thus it may take a
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long time for a controller to stabilize the system. It follows from [21] that
this weakness could easily be overcome by modifying the proposed controller
into a so-called interpolation-based controller, which suboptimally minimizes
a predefined cost function.
5.7 Illustrative Examples
We now provide some examples to illustrate the potential of the approach.
The algorithm was implemented in Matlab on a 3.1 GHz Intel Core i7-555U
macOS computer with 8 GB RAM with YALMIP [67] and the solver SeDuMi
[64]. The computation of the volume, vertices and projections of the polytope
was done using MPT [87].
5.7.1 Double Integrator
The proposed algorithm is demonstrated with a discrete-time double inte-
grator that has rational parameter dependence. The system dynamics are
described as in (5.1) with
A =
[
1 + δ1 1 + δ1













where |δ1,2| ≤ 0.25 represent the uncertain parameters. The state and control






, |u| ≤ 3, |w| ≤ 0.6. (5.47)
In order to make comparisons with the existing algorithms [42], [47], [49] and
the geometric approach, we first introduce a new parameter as δ3 = δ2/(1+δ1)
and thus view (5.46) as a system that has affine dependence on (δ1, δ3). We
illustrate the proposed algorithm by computing the sets C4 and C5 associated
with np = 4 and np = 5 respectively. These sets are compared with the
maximal RCI set Ω∞ obtained by using an existing geometric approach, in
which the control inputs are also assumed to be free. FIGURE 5.1(a) shows
the generated RCI sets. We were unable to compute any RCI set with the
methods from [42], [47], [49], [55], [56], in which the control input is assumed
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to have a linear structure and/or a conservative system description is used
to account for parametric uncertainty. It can be observed that the maximal
RCI set from the geometric approach (Volume=40.2445) is described by 10
hyperplanes and has a slightly larger volume than the one obtained using
the proposed approach with the same complexity (Volume=39.9720). The
non-symmetric vertices of the set C5 and the corresponding inputs are given
by
X =
 x1 x2 x3 x4 x53.3198 5.0000 5.0000 2.2185 −1.6636




u1 u2 u3 u4 u5
2.9922 2.6635 −1.1764 −2.9825 −3.0000
)
(5.48)
Notice that the vertices {x5,−x5} /∈ Ω∞, this is due to the approximation
of (5.46) with an affine parameter dependent system while computing Ω∞.
Lastly, in FIGURE 5.1(b), we demonstrate the controller proposed in the
Section 5.6 in closed-loop with the system (5.46). Also, the proposed decom-
position of the set C into simplices is shown. The closed-loop trajectory, when
starting from one of the vertices, can be seen in black (dot-dashed) is produced
by randomly varying disturbances and uncertainties within their bounds.
5.7.2 4-D Vehicle Lateral Dynamics
We now compare the proposed algorithm with a recent work [56] using a 4-
dimensional bicycle model for vehicle lateral dynamics [56]. We assume the
longitudinal velocity of the vehicle to be an uncertain parameter as Vx ∈
[50, 70] km/h, which enters the system dynamics rationally. For a fair com-
parison, we keep the complexity of the RCI set same as [56] by selecting P = I.
Using Algorithm 4, the nonsymmetric vertices of the set C and correspond-







Figure 5.1: (a) Admissible states X (red) and maximal RCI set Ω∞ geometric
approach (blue; dotted), and maximum volume RCI set C5 (green;
solid) and C4 (magenta; dashed) from Algorithm 4 with complexity
np=5 and np=4, respectively, and minimum volume RCI set using
Remark 3 with np=5 (yellow; dot-dashed) and (b) Admissible states
X (red) and Simplex decomposition of the maximum volume RCI set
(with λ = 0.99) from Algorithm 4 with np=5 (colored).
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Figure 5.2: (a) Projection of admissible set X (red; dotted), maximum volume RCI




x1 x2 x3 x4 x5 x6 x7 x8
0.3714 0.4000 −0.2800 −0.2514 0.2514 0.2800 −0.4000 −0.3714
−3.0000 −2.9754 −2.3478 −2.3233 −1.3182 −1.2937 −0.6661 −0.6415
0.0485 0.0035 0.1136 0.0687 0.0681 0.0232 0.1332 0.0883
−0.2040 −0.1502 −0.0704 −0.0165 −1.3353 −1.2815 −1.2017 −1.1479
u1 u2 u3 u4 u5 u6 u7 u8
−0.0791 0.0776 −0.0873 0.0873 0.0517 0.0873 −0.0426 0.0873
−0.1235 0.1407 −1.0000 −0.9999 1.0000 0.9991 0.3675 −0.9999

(5.49)
The plots in FIGURE 5.2-(a), (b), (c) and (d) show the projections of the
admissible states X , and the maximum volume RCI set C obtained from
Algorithm 4 after 3000 iterations, and the algorithm in [56], respectively.
The RCI set obtained from the proposed algorithm is much larger than the
compared approach. However, larger set comes at the cost of a modestly
complex controller. Furthermore, even though the computational complexity
is high (see Remark 7), each iteration of the proposed algorithm took 24
seconds on average compared to 14 seconds taken by [56]. We also tried to
compute the RCI set by using the approximate polytopic model, but were
unable to compute any RCI set with the methods from [47], [49]. On the
other hand, the geometric approach did not converge even after more than
24 hours.
5.7.3 2-D Toy Example
Lastly, in order to demonstrate the tradeoff between complexity and the vol-
ume, we use an example from the [7]. The system dynamics is

















, |u(k)| ≤ 2. (5.51)
We compare the λ-contractive sets obtained using the geometric approach
[29] and the Algorithm 4 for λ = 0.9. All the computed sets are shown in
Figure 5.3.
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Figure 5.3: Admissible states X (red), maximal RCI set Ω∞ using geometric ap-
proach (green; dotted), maximum volume RCI set from Algorithm
4 are C18 (blue; solid), C10 (yellow; dashed) and C2 (magenta; dot-
dashed)
Using the geometric approach, we computed Ω∞, which is defined by ex-
actly 250 half spaces and Volume(Ω∞) = 58.1948. Next, using the proposed
Algorithm 4, we compute RCI sets C18, C10 and C2, with different repre-
sentational complexities np = 18, np = 10 and np = 2, respectively. For
np > 18, no significant improvement was observed in the volume of the com-
puted RCI sets. Since the final set depends of the initial matrix P , there
may exist P for which the final RCI set is larger than the one presented in
Figure 5.3. The volume of the obtained RCI set are Volume(C18) = 49.5251,
Volume(C10) = 44.0217 and Volume(C2) = 31.8994.
As expected, the sets computed using the proposed algorithm are smaller
than Ω∞. Nevertheless, the tradeoff between the complexity and the volume
can be a deciding factor for many to use the proposed approach. For example,
the set C18 covers 85.1% of the set Ω∞ with a reduction in the representational
complexity by 85.6%. Further, we can obtain a larger RCI set by computing
the convex hull of the sets C18 and C10. The convex hull is represented by 32
hyperplanes and has a volume of 50.5714.
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RCI sets for LPV Systems
6.1 Introduction
As done in the previous chapters and [33], [37], [46], [49], [92], a common
practice is to treat the time-varying parameters in the system dynamics as
bounded uncertainties, even if these parameters are observable. The invari-
ance inducing control laws are typically assumed to be only state-dependent,
without exploiting the observed parameter information. In this way, the ob-
tained RCI sets can be potentially conservative and, in the worst case, even
empty. The conservatism can also be understood from the fact that a system
which can be stabilized using parameter-dependent feedback laws may not be
stabilized robustly [93].
A natural extension of the results presented in the previous chapters is to
develop methods to compute RCI sets for the LPV systems that utilize the
observed parameter information. Thus, in this chapter, we allow the RCI set
and invariance inducing control law to be parameter-dependent. Such sets and
the corresponding controllers are termed as parameter-dependent RCI (PD-
RCI) sets and parameter-dependent control laws (PDCLs). The advantages
of using a PDCL and PD-RCI set are motivated as follows:
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• Parameter-dependent control laws: PDCL controllers can possibly sta-
bilize LPV systems which may not be robustly stabilizable. Moreover,
we treat PDCL as an additional optimization variable in our algorithm
to compute an RCI set with desirably large volume, instead of comput-
ing it independently. Thus, PDCL is optimal for the constructed RCI
set. We remark that a similar construction was proposed in a robust
framework in [42], [46], [49], [55], [56].
• Parameter dependent RCI-sets: The scheduling parameters affect the
system’s time evolution, and thus the set of initial states for which invari-
ance can be achieved. Therefore, only considering fixed (or parameter-
independent) RCI set description for all scheduling parameters could be
restrictive and may lead to conservative (namely, small-volume) sets.
This restrictiveness motivates us to allow the RCI set description to be
parameter-dependent. Moreover, such a set description also provides a
mapping between the initial scheduling parameter and the set of initial
states for which invariance can be achieved, which could be useful for
analysis.
In this chapter, we will develop an iterative algorithm to compute a PD-
RCI set of desirably large volume and the invariance inducing PDCL gain for
the LPV systems. The representational complexity of the PD-RCI sets can
be predefined. We derive new LMI conditions for invariance by employing
Finsler’s lemma and Polya’s relaxation. These conditions are constructed to
ensure invariance for all future (unknown) values of the scheduling parameters.
Additionally, we can also compute PD-RCI sets within which desired quadratic
performance can be guaranteed using the algorithm. The results presented in
this chapter can be found in [58]. Note that, the notations used in this chapter
are independent of the previous chapters and will be introduced in the text
whenever necessary.
6.2 Problem Formulation
6.2.1 System and Constraints
Let us consider a discrete-time polytopic LPV system described by




where t ∈ Z+is the time index, x(t) ∈ Rnx and z(t) ∈ Rnz are the current
state and the output vectors, x(t+ 1) is the successor state vector, and u(t) ∈
Rnu and w(t) ∈ Rnw are the control and the (additive) disturbance input
vectors, respectively. The system matrices A(ξ(t)), B(ξ(t)), C(ξ(t)), D(ξ(t))
and E(ξ(t)) (possibly) depend on the time-varying scheduling parameter ξ(t),
which takes value in unit simplex,
Ξ =
ξ ∈ RNξ :
Nξ∑
k=1
ξk = 1, ξk ≥ 0
 . (6.3)
It is assumed that the current value of ξ(t) is always available. The polytopic














where Ak, Bk, Ck, Dk, Ek are real matrices of compatible dimensions. The












W = {w : −1 ≤ Gw(t) ≤ 1} .
(6.5)
where Hx ∈ Rnh×nx , Hu ∈ Rnh×nu and G ∈ Rng×nw are given matrices.
6.2.2 Candidate RCI set and Controller
In this chapter, we want to compute a 0-symmetric PD-RCI set with a pre-
defined complexity np described as
S(ξ(t))=
{





k=1 ξk(t)P k, P k ∈ Rnp×nx and W ∈ Rnx×nx . In order to
have a non-empty and bounded set description S(ξ(t)), the matrix W should
be invertible and Rank(P(ξ(t))) = nx, ∀ξ ∈ Ξ. This will be later guaranteed
by proper LMI conditions. Note that, if P k = P for all k = 1, . . . , Nξ,
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then P(ξ(t)) = P , which is similar to the RCI set description considered in
Chapters 4-5.
Furthermore, invariance of the set S(ξ(t)) is achieved using a parameter
dependent controller, which is to be found and expressed as
u(t) = K(ξ(t))x(t), (6.7)
where K(ξ(t)) ,
∑Nξ
k=1 ξk(t)Kk and Kk ∈ Rnu×nx . The closed loop represen-








To the best of authors’ knowledge, there is no related work which computes
a described PD-RCI set for the system (6.1). Thus we first formalize the
definition of the set by adapting the standard definition of the RCI set to the
LPV setting in the sequel.
We say a set S(ξ(t)) is a PD-RCI set if for any given ξ(t) ∈ Ξ and each
x(t) ∈ S(ξ(t))
AK(ξ(t))S(ξ(t))⊕ E(ξ(t))W ⊆ S(ξ(t+ 1)), (6.10)
∀ξ(t+ 1) ∈ Ξ,
S(ξ(t)) ⊆ X (ξ(t)), (6.11)
where the set X (ξ(t)) = {x : (Hx +HuK(ξ(t)))x(t) ≤ 1}. Condition (6.10)
should be satisfied for ∀ξ(t+1) ∈ Ξ since ξ(t+1) is unknown at time t, which
also implies x(t + 1) ∈
⋂
∀ξ(t+1)∈Ξ S(ξ(t + 1)). Moreover, for each ξ(t) ∈ Ξ,
the set S(ξ(t)) should also satisfy (6.11) to fulfill the system constraints. If
there exists a set S(ξ(t)) and a controller K(ξ(t)) satisfying conditions (6.10)
and (6.11) then for some initial ξ(t) ∈ Ξ, we can select any initial x(t) on the
corresponding slice of the set S(ξ(t)) to utilize the invariance property. Thus,
in case we are also allowed to choose the initial ξ(t), then we can always select




In some applications (e.g., MPC and IBC), it may be desirable to have guar-
anteed performance within the PD-RCI sets for the closed loop system (6.8)




‖z(t+ i)‖22 ≤ γ, 0 ≤ γ <∞. (6.12)
Note that the performance constraint (6.12) can be only satisfied if w(t) =
0 ∀t ≥ 0 (or w(t) eventually becomes zero after a finite time). Thus, in our
formulation, we will assume w(t) = 0 only when performance constraints are
considered.
Our aim here is to compute P(ξ(t)), W and K(ξ(t)), which together define
the PD-RCI set (6.6) and the invariance inducing controller (6.7). To avoid
solving a highly nonlinear problem and for the convenience of our presenta-
tion, we divide this computation into two subproblems. The first subproblem
computes W and K(ξ(t)) for given parameter-independent matrix P . Then,
in the second subproblem, we optimize w.r.t. the parameter-dependent ma-
trix P(ξ(t)) and we update the controller K(ξ(t)). In the following, the two
subproblems are formalized.
Problem 4: For a given matrix Pinit ∈ Rnp×nx such that P(ξ(t)) = Pinit
and the discrete-time system (6.1) subject to constraints (6.5), find a matrix
W and the control law K(ξ(t)) that satisfies conditions (6.10), (6.11) and
(6.12) for any arbitrary variation of ξ(t) ∈ Ξ.
Problem 5: For a given matrix W and the discrete-time system (6.1)
subject to constraints (6.5), find the matrix P(ξ(t)) and the control lawK(ξ(t))
that satisfies conditions (6.10), (6.11) and (6.12) for any arbitrary variation
of ξ(t) ∈ Ξ.
Observe that by solving Problem 4 we obtain an RCI set which is indepen-
dent of the parameter ξ(t), since P(ξ(t)) = Pinit. In order to obtain a PD-RCI
set S(ξ(t)), we solve Problem 4 and Problem 5 sequentially. In both prob-
lems, conditions (6.12) is optional and only imposed if performance is desired.
Even though we present our formulation in the form of feasibility problems,
our final goal is to design iterative algorithms to compute a desirably large
PD-RCI set.
In the next section, we derive parameter-dependent matrix inequality con-
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ditions for (6.10), (6.11) and (6.12). These conditions will be later used to
obtain LMI conditions which solve Problem 4 and Problem 5.
6.3 Sufficient Parameter Dependent Conditions
for Invariance and Performance
For brevity, we will first suppress the time dependent representation of the
considered signals and use superscript ‘+’ to indicate its successor value. Also,
arguments of the matrices AK(ξ), E(ξ), CK(ξ), P(ξ) and the set S(ξ) will be
suppressed. We are now ready to derive sufficient conditions for invariance
and the performance constraints.
6.3.1 Parameter dependent conditions for invariance and
system constrains
From (6.6) and (6.10), a set S is invariant if for a given ξ ∈ Ξ, and for each
x ∈ S(ξ)
(1 − (eTi P(ξ+)W−1x+)2) ≥ 0,∀(w, ξ+) ∈ (W ,Ξ), i = 1, . . . , np. (6.13)
Using S-procedure [72], (6.5) and (6.6), an equivalent condition for (6.13) can
be written as
φi(1− (eTi P(ξ+)W−1x+)2)≥(1−PW−1x)TΛi(1+PW−1x)
+(1−Gw)TΓi(1+Gw),∀(w, ξ+) ∈ (W ,Ξ), i = 1, . . . , np, (6.14)
where φi ∈ R+, Λi ∈ D
np
+ and Γi ∈ D
ng
+ . The vector x+ in (6.14) should
satisfy (6.8), hence we can rewrite (6.14) as
χT1

ri 0 0 0
0 W−TPTΛiPW−1 0 0
0 0 GTΓiG 0




0 −AK −E I
]
χ1 = 0, (6.15)
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1 xT wT (x+)T
]T , ri = φi − 1TΛi1 − 1TΓi1 and pi =
W−TPT (ξ+)eiφieTi P(ξ+)W−1. We will use Lemma 6, in order to derive a
sufficient condition for (6.15). In particular, by choosing Ψi(ξ) =
[
0 0 0 Vi(ξ)−1
]T
in Lemma 6, where Vi(ξ) =
∑Nξ
k=1 ξk(t)V ki , with V ki ∈ Rnx×nx , and by using
congruence transformation, we get a sufficient condition for (6.15) as follows

ri 0 0 0
0 PTΛiP 0 ATK̄
0 0 GTΓiG ET
0 ∗ ∗ He(Vi)− VTi piVi
  0,∀ξ+ ∈ Ξ, i = 1, . . . , np,
(6.16)
where AK̄ = AKW and K̄(ξ) = K(ξ)W ,
∑Nξ
k=1 ξk(t)K̄k. With the intention
to resolve the nonlinearity in the (4, 4)-block of (6.16), we now introduce a
positive-definite matrix variable Xi that satisfies
X−1i − pi  0. (6.17)
Thus from (6.16) and (6.17), we obtain a sufficient parameter dependent ma-







ri 0 0 0
0 PTΛiP 0 ATK̄
0 0 GTΓiG ET
0 ∗ ∗ He(Vi)− VTi X−1i Vi
  0, (6.18b)
∀ξ+ ∈ Ξ, i = 1, . . . , np.
In the next lemma we present sufficient parameter dependent invariance condi-
tions for the system (6.8), satisfying the invariance condition (6.10) and state
constraint condition (6.11) . We would refer readers to Lemma 4, which will
be utilized in the derivation.
Lemma 13: For some arbitrary matrices Yi ∈ Rnx×nx , Λ̄i ∈ D
np
+ , i =
1, . . . , np, Π̄j ∈ D
np
+ , j = 1, . . . , nh and P k0 ∈ Rnp×nx , k = 1, . . . , Nξ, if
there exist P k ∈ Rnp×nx , K̄k ∈ Rnu×nx , V ki ∈ Rnx×nx , W ∈ Rnx×nx , ,
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Xi = XTi ∈ Rnx×nx , φi ∈ R+,Λi ∈ D
np
+ , Γi ∈ D
ng
+ , Πj ∈ D
np
+ satisfying
conditions (6.19a),(6.19b), (6.19c) and (6.20) reported below, then a PD-RCI
set can be obtained as in (6.6) and the PDCL as K(ξ) = K̄(ξ)W−1:[
















ξkξl(Mk,li (Λ̄i,Λi) + M
l,k











ξkξl(Rk,lj (Π̄j ,Πj) + R
l,k
j (Π̄j ,Πj))  0,
(6.20)
where,
P k,l(Λ̄i,Λi)=He((P k)T Λ̄iP l0)− (P k0 )T Λ̄iΛ−1i Λ̄iP l0, (6.21)
Mk,li (Λ̄i,Λi)=

P k,l(Λ̄i,Λi) ∗ ∗ ∗
0 GTΓiG ∗ ∗
AkW+BkK̄l Ek He(V ki ) ∗




2− 1TΠj1 eTj (HxW +HuK̄l)
∗ P k,l(Π̄j ,Πj)
]
.
Proof. For some matrix Yi, we obtain (6.19a) by applying Lemma 4 in (1, 1)





The condition (6.19b) is directly implied from (1, 1) block of (6.22), it also
implies M̄i  0. Furthermore, by using Lemma 4 again in the (1, 1) block
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Performance
and Λ̄i ∈ D
np
+ , followed by application of Shur complement lemma, we get
He(PT Λ̄iP0)−PT0 Λ̄iΛ−1i Λ̄iP0 0 ATK̄ 0
∗ GTΓiG ET 0
∗ ∗ He(Vi) VTi
∗ ∗ ∗ Xi
0. (6.23)
It is straightforward to verify that (6.23) can be rewritten in polynomial form1
as (6.19c).
Thus a sufficient condition for invariance condition (6.18) is given by (6.19).
Additionally, the PD-RCI set S has to satisfy the state and input constraints
condition (6.11). By employing S-procedure, it can be equivalently expressed
as follows
2(1− (eTj (Hx +HuK)x))(1− PW−1x)TΠj(1 + PW−1x), (6.24)
By expressing (6.24) in a quadratic form, using congruence transformation and
applying Lemma 4 with some matrix Y1 = Π̄jP0(ξ), the following sufficient
condition is obtained[
2− 1TΠj1 eTj (HxW +HuK̄(ξ))
∗ He(PT Π̄jP0)− (P0)T Π̄jΠ−1j Π̄jP0
]
 0, (6.25)
which in turn can be equivalently written as (6.20).
Note that the matrix P k,l(Π̄j ,Πj) in (6.20) has a similar form as (6.21).
We again emphasize that a solution which satisfies (6.19) and (6.20) for any
arbitrary choice of matrices Yi, Λ̄i, Π̄j and P k0 gives a PD-RCI set S and
an invariance inducing PDCL K. From Lemma 4 we know that ideally, the
choices of these matrices should be Yi = X−1i W , Λ̄i = Λi, Π̄j = Πj and
P k0 = P k, which makes the obtained conditions nonlinear. Thus, later we will
present a systematic way to select these matrices, which helps us to achieve
the least conservative tractable linear conditions.
1Deriving the polynomials in (6.19c), we recall the introduced notation for matrix valued
functions Lk,l(Θ̄,Θ) = L(Xk, Y l, Θ̄,Θ) and the simplex assumption,
∑Nξ
k=1 ξk = 1.
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6.3.2 Parameter dependent performance constraints
We next derive parameter dependent matrix inequality conditions for perfor-
mance constraint (6.12). Since we consider performance for w(t) = 0, ∀t ≥ 0,
we can ignore the matrix E in (6.8). Now, let Q(ξ(t)) =
∑Nξ
k=1 ξk(t)Qk  0
and Qk ∈ Rnx×nx , then the performance constraint (6.12) is satisfied by the
closed loop system (6.8) and (6.9) within the set S if [49], [94]:∥∥∥Q−1/2x(t)∥∥∥2
2






≤ −‖z(t+ i)‖22 . (6.26b)
It is easy to verify that (6.26) implies (6.12) by summing both sides of (6.26b)
from i = 0 to i = ∞. In the next lemma we present parameter dependent
sufficient conditions for (6.26a) and (6.26b).
Lemma 14: For a given γ, and some arbitrary matrices Ῡ ∈ Dnp and
P k0 ∈ Rnp×nx , k = 1, . . . , Nξ, the performance constraints (6.12) is fulfilled
by the closed-loop system (6.8) and (6.9) within the set S(ξ), if there exist
P k ∈ Rnp×nx , W ∈ Rnx×nx , Qk ∈ Rnx×nx , Sk ∈ Rnx×nx , F k ∈ Rnz×nz and






















He(W )−Qk ∗ ∗ ∗ ∗
AkW+BkK̄l He(Sk) ∗ ∗ ∗
0 Sk Qk ∗ ∗
CkW+DkK̄l 0 0 He(F k) ∗
0 0 0 F k I
 ,
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Performance
Lk,l(Ῡ,Υ)=
γ − 1TΥ1 ∗ ∗0 P k,l(Ῡ,Υ) ∗
0 W Qk
 .
Proof. Let χ2 =
[
x(t+ i)T x(t+ i+ 1)T z(t+ i)T
]
. Since x(t+ i+ 1) and
z(t+ i) in (6.26b) have to satisfy (6.8) and (6.9), this can be expressed as
χT2
Q−1 ∗ ∗0 −Q−1(ξ+) 0
0 0 −I
χ2  0,∀ [−AK I 0−CK 0 I
]






in Lemma 6, and using congruence
transform followed by Schur complement, a sufficient condition for (6.28) can
be expressed as
WTQ−1W ∗ ∗ ∗ ∗
AK̄ He(S) ∗ ∗ ∗
0 S Q(ξ+) ∗ ∗
CK̄ 0 0 He(F) ∗
0 0 0 F I
  0. (6.29)
The nonlinearity in the (1, 1)-block of (6.29) can be resolved by application
of Lemma 4. To avoid inverse parameter dependent term (see, Remark 1),
we select Y = I while linearizing (6.29). As before, the obtained inequality
condition can be thus written in polynomial form (6.27a).
Lastly for (6.26a), an equivalent condition obtained by employing S-procedure
is
γ2 − x(t)Q−1x(t)(1− PW−1x(t))TΥ(1 + PW−1x(t)). (6.30)
Expressing (6.30) in quadratic form and by applying Lemma 4 with Y =
ῩP0(ξ), a parameter dependent matrix inequality condition can be written as
(6.27b).
Notice that the performance constraints (6.27b) depend on matrices Ῡ and
P k0 , their ideal choices are Υ and P k, respectively. Nonetheless, to avoid
nonlinearity, later we will present systematic choices of these matrices.
In this section, we have obtained parameter dependent matrix inequality
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conditions for invariance (6.10), system constraints (6.11), and performance
constraints (6.12) which are given by (6.19), (6.20) (Lemma 13), and (6.27)
(Lemma 14), respectively. These matrix inequality conditions are linear if
P k,l is linear. Assuming P k0 is known, the linearity of the matrix P k,l in turn
depends on the matrices Λ̄i (and Π̄j , Ῡ) and P k. Resolving the nonlinearity in
P k,l was one of the main motivations of the formulations of Problem 4 and
Problem 5. Furthermore, the matrix inequality conditions are parameter
dependent, hence solving them in the current form can be intractable. Never-
theless, since ξk ∈ Ξ are positive, it is easy to verify that a sufficient condition
for (6.19c) would be Mk,ki (Λ̄i,Λi)  0, k = 1, . . . , Nξ (necessary conditions)
andMk,li (Λ̄i,Λi)+M
l,k
i (Λ̄i,Λi)  0, k = 1, . . . , Nξ−1, l = k+1, . . . , Nξ (suf-
ficient conditions). Similar matrix inequality conditions can be also obtained
for system and performance constraints. From [74], [75], it is known that these
sufficient conditions can be conservative. By applying Pólya relaxation, the
conservatism can be reduced at the cost of an increased number of total LMI
conditions depending upon the choice of the order of relaxation.
In the sequel, we derive sufficient LMI conditions for obtained parameter
dependent matrix inequality conditions using Polya’s relaxation.
6.4 Tractable LMI Feasibility Conditions
At this point, we would direct readers to Theorem 1, which will be exten-
sively used in the subsequent derivations of feasibility conditions. We will need
following modified multinomial coefficients, which were originally defined in
Theorem 1, Xiq(d, a) = d!/(β1! · · · (βi−a)! · · ·βr!) if βi−a ∈ Z+ otherwise 0,
and Xijq (d, a, b) = d!/(β1! · · · (βi−a)! · · · (βj−b)! · · ·βr!) if (βi−a), (βj−b) ∈ Z+
otherwise 0.
As explained earlier, in order to resolve the nonlinearity due to P k,l, in the
next theorem we fix the matrices P k = P k0 = Pinit, k = 1, . . . , Nξ, where Pinit
is some known matrix. Thus we can allow matrices Λ̄i = Λi, Π̄j = Πj , Ῡ = Υ.
We now present one of the main results which gives tractable LMI feasibility
conditions for Problem 4.
Theorem 6: Let P(ξ) = P0(ξ) = Pinit be a given matrix and d ∈ Z+ be
the desired order of Polya’s relaxation, then Problem 4 has a feasible solution
if,
i. for invariance and system constraints, there exist K̄k ∈ Rnu×nx , V ki ∈
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Rnx×nx , k = 1, · · · , Nξ, W ∈ Rnx×nx , Xi = XTi ∈ Rnx×nx , φi ∈
R+,Λi ∈ D
np
+ , Γi ∈ D
ng
+ , i = 1, . . . , np, Πj ∈ D
np
+ , j = 1, . . . , nh satisfy-
ing:
[






















i (Λi,Λi))  0,












Xklq (d, 1, 1)(R
k,l
j (Πj ,Πj) +R
l,k
j (Πj ,Πj))  0,
q = 1, . . . ,L(d+ 2, Nξ). (6.32)
ii. for performance constraints (6.12), there exist W ∈ Rnx×nx , K̄k ∈
Rnu×nx , Qk ∈ Rnx×nx , Sk ∈ Rnx×nx , F k ∈ Rnz×nz ,k = 1, · · · , Nξ,
and Υ ∈ Dnp+ for a given γ2 satisfying








Xklq (d, 1, 1)(Nk,l+N l,k)  0,
(6.33a)
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Xklq (d, 1, 1)(Lk,l(Υ,Υ) +Ll,k(Υ,Υ))  0,
q = 1, . . . ,L(d+ 2, Nξ). (6.33b)
An RCI set can then be obtained as in (6.6) and the PDCL K(ξ) = K̄(ξ)W−1.
Proof. i. Considering P(ξ) = P0(ξ) = Pinit, (6.31a) and (6.31b) are di-
rectly obtained from (6.19a) and (6.19b), respectively. Next we consider
(6.19c), which is a homogeneous matrix valued polynomial of degree 2
and choose Λ̄i = Λi. For some d ∈ Z+, a polynomial of degree (d + 2)
can be obtained by multiplying both the sides of (6.19c) by (
∑Nξ
k=1 ξk)d,





2 · · · ξ
βNξ
Nξ
 0, β1β2 · · ·βNξ = Jq(d+2), (6.34)
Since ξk belongs to a unit simplex (6.3), from Theorem 1, a sufficient
condition for (6.19c) is (6.31c). Similarly, (6.20) can be written as homo-
geneous polynomial of degree (d+ 2), letting Π̄j = Πj and using Polya’s
relaxation theorem we obtain (6.32).
ii. Can be proved using similar approach as earlier. Notice that in (6.33b)
we substitute Ῡ = Υ.
Note that, even if P k’s are assumed to be constant in Theorem 6, the
variable matrix W allows to reshape the RCI set. A similar construction
to find initial RCI set was also proposed in [49], [55]. We now proceed to
formulating feasibility conditions for Problem 5 in the next theorem. In the
theorem, the matrices P k’s are now variable and thus according to Remark 1
we now fix Λ̄i = Λ0i , Π̄j = Π0j , Ῡ = Υ0.
Theorem 7: Let P0(ξ) and W ∈ Rnx×nx be given matrices and d ∈ Z+ be
the desired order of Polya’s relaxation, then Problem 5 has a feasible solution
if,
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i. for invariance and system constraints, there exist P k ∈ Rnp×nx , K̄k ∈
Rnu×nx , V ki ∈ Rnx×nx , k = 1, · · · , Nξ, Xi = XTi ∈ Rnx×nx , φi ∈
R+,Λi ∈ D
np
+ , Γi ∈ D
ng
+ ,i = 1, . . . , np,Πj ∈ D
np
+ , j = 1, . . . , nh satisfy-
ing:
[






















































j ,Πj))  0,






P k,l(Λ0i ,Λi) ∗ ∗ ∗
0 GT Γ̄iG ∗ ∗
AkW+BkK̄l φ−1i Ek He(V ki ) ∗
0 0 V ki Xi
 (6.37)
ii. for performance constraints, there exist P k ∈ Rnp×nx , K̄k ∈ Rnu×nx ,
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for a given γ2 satisfying



















Xklq (d, 1, 1)(Lk,l(Υ0,Υ) +Ll,k(Υ0,Υ))  0. (6.38b)
A PD-RCI set can then be obtained as in (6.6) and the PDCL is K(ξ) =
K̄(ξ)W−1.
Proof. i. We obtain (6.35a) from (6.19a) by application of congruence
transform and using the fact that it is affinely dependent on the param-
eter. By using Schur complement lemma on (6.19b), and substituting
Γ̄i = φ−2i Γi we get (6.35b). We now consider (6.23), replacing Γi = φ2i Γ̄i


















i ,Λi))  0.
(6.39)
Where M̄k,li is given in (6.37). Since (6.39) is homogeneous matrix
valued polynomial of degree 2, by employing Polya’s relaxation theo-
rem we obtain (6.35c). Similarly, (6.36) was obtained from (6.20), by
substituting Π̄j = Π0j and using Polya’s relaxation theorem.
ii. Can be proved using similar approach as earlier. Notice that in (6.33b)
we replace Ῡ = Υ0.
By finding an feasible solution for Theorem 7 we obtain a PD-RCI set.
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However, the inequalities (6.35), (6.36) and (6.38) depend on the matrices
P k0 , Λ0i , Π0j and Υ0, which are the initial guess of matrices P k, Λi, Πj and
Υ, respectively. Finding an initial guess for these matrices is not straight
forward; we thus obtain them by solving Problem 4. It is easy to verify that
using solutions from Problem 4 to initialize Problem 5 always preserves
feasibility of solutions, see Remark 1.
We next present our iterative algorithm to compute PD-RCI set and invari-
ance inducing PDCL.
6.5 Iterative PD-RCI Set Computation
Our primary goal is to compute PD-RCI set (6.6) of desirably large volume
and the PDCL controller (6.7). Thus, we need to formulate a method which
computes a maximum volume set feasible to conditions proposed in Theo-
rem 6 and Theorem 7. In the original form, the conditions in these theorems
were nonlinear, and to make them tractable for solving, we linearized them
by using Lemma 4. As mentioned in the Remark 1, the linearization in-
troduces conservatism, which can be reduced by using an iterative scheme.
In the iterative scheme, we first consider Problem 4 in which we assumed
P (ξ) = P 0(ξ) = Pinit. As shown in Section 5.5.2, the volume of the considered
RCI set is directly proportional to |det(W )|. Thus, we next propose an opti-
mization problem which computes a desirably large RCI set for Problem 4.
6.5.1 Initial RCI set computation
We develop an iterative scheme in which we solve a determinant maximization
problem under LMI conditions presented in Theorem 6. We will try to
iteratively maximize the volume to avoid enforcing symmetry on W . Similar
to previous chapters, we first introduce a condition
WTW 0 + (W 0)TW − (W 0)TW 0 < Z  0. (6.40)
Note that this condition is necessarily satisfied with W = W 0. As a result,
maximization of det(Z) under (6.40) would lead to a solution W that satisfies
|det(W )| ≥ |det(W 0)|. (6.41)
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Moreover, as explained in Remark 1, at each iteration we update Yi =
(X0i )−1W 0 in (6.31a), where X0i is previous solution of Xi. This allows us
to develop the following iterative algorithm to compute RCI sets of increased
volume at each step for a priori chosen matrix Pinit
max log det(Z)
φi,W, K̄
k, V ki , Xi,Λi,Γi
Πj , Qk, Sk, F k,Υ, Z
subject to: (6.31), (6.32), (6.33) and (6.40)
 (6.42)
Initial Optimization to Compute W 0: Condition (6.40) is removed and
log det(Z) is changed to log det(W +WT ); (6.31a) is imposed with Yi → ψI.
Thus, by solving (6.42) iteratively, we obtain a desirably large RCI set and
the initial matrices for the Problem 5. Note that it is sufficient to solve
(6.42) for just one iteration. Nevertheless, providing optimized solutions to
Problem 5 could be beneficial, as it may help in achieving larger PD-RCI
sets. At this point, we recall Remark 4, which proposes few heuristics to select
initial matrix Pinit. We next present an algorithm which computes PD-RCI
sets.
6.5.2 Computation of PD-RCI sets
In order to compute a desirably large set for Problem 5, we formulate a
new optimization problem for volume maximization of PD-RCI set treating
matrices P k’s as its optimization variables. For this problem, we fix the matrix
W obtained by solving (6.42). By construction, for each ξ ∈ Ξ, S(ξ) is an
0-symmetric polytope in the state-space. Thus, an intuitive way to maximize
the volume of such a set is to compute matrices P k’s such that the sum of
the volumes of each slice of S(ξ) corresponding to a ξ ∈ Ξ is maximized.
However, maximizing infinite slices of the PD-RCI set would lead to solving
a semi-infinite problem, which may be intractable. Nevertheless, to deal with
such intractability, we only maximize the slices S(ξm) corresponding to the
finite set of grid points ξm ∈ Ξ, m = 1, . . . , Nm (see, Section 2.3.3).
Since the slices S(ξm) are polytopes, we can utilize the volume maximiza-
tion approach presented in Appendix 6.A.
Proposition 1: The maximum volume polytopic invariant sets S(ξm) ={
x ∈ Rnx : −1≤P(ξm)W−1x≤1
}
, m = 1, . . . , Nm, can be obtained by solv-
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k, K̄k, V ki , Xi,Λi,Γi
Πj , Qk1 , Sk, F k,Υ, σmn















(6.35), (6.36) and (6.38).

(6.43)
where P̃ = [P(ξ1)T , · · · , (P(ξNm)T ]T ∈ RnpNm×nx , σ̃ = [σ1n1, · · · , σNmn 1]T ∈
RnpNm and {x̃n}Nσn=1 are the vertices of some known nx dimensional outer
bounding box B which contains the state constraint set X .
Proof. We refer the reader to Section 6.A.1 for the details of the volume
maximization algorithm which is based on Monte-Carlo technique. The convex
cost function formulated based on the algorithm presented inAppendix 6.A.1,
is combined with LMI conditions (6.35), (6.36) and (6.38) for invariance, sys-
tem and performance constraints respectively, giving an SDP problem (6.43).
Assuming that the initial values of P0,W, Yi,Λ0i ,Γ0j and Υ0 are available
after solving (6.42), we summarize the whole approach to compute PD-RCI
set in Algorithm 1.
Algorithm 1 : Computing PD-RCI set.
Input: System (6.1), X u, W , P0, W , Yi Λ0i , Γ0j , Υ0
Output: P(ξ), K(ξ)
while Iteration ≥ 0 do
[P,K̄,Xi,Λi, Γj , Υ] ← solve (6.43)
Update: Yi ← X−1i W , P0 ← P, Λ0i ← Λi,
Γ0j ← Γ, Υ0 ← Υ
Iteration← Iteration− 1
We have already shown that Algorithm 1 always has a feasible solution at
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the first iteration if initialized using solutions from (6.42). The update scheme
in the algorithm alleviates the conservatism introduced while linearizing the
equation (6.35a), (6.35c), (6.36) and (6.38b) using Lemma 4. The system-
atic update procedure also guarantees that the solutions from the previous
iteration are feasible in the current iteration (see, Remark 1). Thus, we
find a new PD-RCI set of larger volume at each iteration until the specified
number of iterations are performed, or convergence is achieved. We purposely
present termination of the algorithm based on the number of iteration instead
of convergence to emphasize that latter is not necessary.
Next, we address some known implementation issues and some workarounds
which could potentially help to overcome it.
6.5.3 Practical Issues
Computational complexity
We compute PD-RCI set by solving problem (6.42) to obtain an initial solu-
tion, and in each iteration of theAlgorithm 1, we solve an updated optimiza-
tion problem (6.43). The computation complexity of both the optimization
problems is similar. Depending upon the selected order of Polya’s relaxation,
the optimization problems will consist of np × (Nξ + 1 + L(d + 2, Nξ)) LMI
constraints for invariance (6.35), nh×L(d+2, Nξ) LMI constraints for system
constraints (6.36), and 2×L(d+2, Nξ) LMI constraints for performance (6.38).
Furthermore, for volume maximization we introduced 2npNξ × Nσ affine in-
equality constraints. All the constraints are in terms of (3np+Nξ(8+np)+nh)
matrix variables and (np+Nσ×Nm) scalar variables. The computational com-
plexity can be largely impacted by choice of representational complexity np
and the relaxation order d. Theoretically, their values should be as large as
possible to have the least conservative formulation. Thus, by choosing np and
d carefully, a trade-off can be achieved between computational complexity and
conservatism. One strategy could be to keep d small initially and select matrix
Pinit and thus np that represents a full dimensional bounded polytope.If the
algorithm is infeasible, then d can be increased along with np, and if feasible,
they can still be improved to obtain larger PD-RCI set. Another strategy
to reduce computational complexity, again at the cost of conservatism, could
be to reduce the number of system vertices Nξ. We can reduce Nξ by mod-
ifying the system description such that trajectories of the modified system
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overbounds the trajectories of the original. However, it may not always be
possible to reduce Nξ.
Computation of the RCI set for quasi-LPV systems
If the scheduling parameters ξ(t) are function of system states and input, then
the system is referred to as quasi-LPV (qLPV). Thus, in qLPV systems, initial
ξ(t) cannot be selected independently from the x(t) and u(t). To address this
issue, we can keep the RCI set description independent of parameter i.e., by
restricting P k = P, ∀k = 1, . . . , Nξ or construct a set S̆ =
⋂
∀ξ(t)∈Ξ S(ξ(t)).
Notice that the set S̆ also satisfies conditions (6.10) and (6.11) if S(ξ(t))
does, and since S̆ is independent of ξ, we call it RCI set. The set S̆ may be
larger compared to the one obtained by restricting P k due to larger number of
variables involved in the overall optimization problem when computing former.
Even though we define S̆ as the intersection of infinite slices of S(ξ(t)), we
will next prove that it can be accurately obtained by performing intersections








where ξk, k = 1, . . . , Nξ are the vertices of the set Ξ. Since ξk ∈ Ξ, to prove












Proof. Consider any point x ∈
⋂
∀ξk∈Ξ S(ξk), to complete the proof it is





∀ξk∈Ξ S(ξk), the following inequalities holds element-wise
|P kW−1x|︸ ︷︷ ︸
yk
≤ 1, ∀k = 1, . . . , Nξ. (6.46)
Thus, for any ξ = [ξ1, ξ2, · · · , ξNξ ]T ∈ Ξ, we have
∑Nξ
k=1 ξkyk ≤ 1 which
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kW−1x| ≤ 1. (6.47)
Hence the relation (6.45) holds.
Thus for qLPV systems we can construct RCI set S̆ to guarantee constraint
satisfaction.
In the next section, we will demonstrate the potential of the proposed al-
gorithm through numerical examples.
6.6 Numerical Examples
The algorithm was implemented in Matlab on a 3.1 GHz Intel Core i7-555U
macOS computer with 8 GB RAM with YALMIP [67] and the solver SeDuMi
[64]. The computation of the volume and projections of the polytope was done
using MPT [87].
6.6.1 1D system
We first consider a simple constrained 1-dimension system from [93] defined
as
x(k + 1) = θx(k) + u(k), (6.48)
where θ is a time-varying observable parameter and we assume |θ| ≤ 2 and
|u| ≤ 1. Now, if θ is treated as uncertainty, then the origin is the only initial
state where the constraint control objectives can be achieved, which can also
be verified by applying one of the existing methods [33], [35], [46], [49], [55].
However, by transforming (6.48) in the form (6.1) and using the proposed
approach, we obtain the control law u(t) = (ξ1K1 + ξ2K2)x(t) and the RCI
set x(t) ∈ [−1, 1], where, ξ1 = (2−θ)/4, ξ2 = (θ+2)/4, K1 = 1 and K2 = −1.
This example demonstrates the benefit of having a PDCL controller over a




For a better visualization of the PD-RCI set, we now consider a parameter-























where |θ| ≤ 0.25 represent the time varying parameter. The state and control






, |u| ≤ 1, |w| ≤ 0.25. (6.50)
In order to compute RCI set, we first rewrite (6.49) in the form (6.4) with






















, E1 = E2 = E (6.52)
where ξ1 = (0.25− θ)/0.5 and ξ2 = (θ + 0.25)/0.5. For computing PD-RCI
set using proposed approach, we select Pinit as described in Remark 4. By
solving (6.42) for 10 iterations, we find initial values of matrices in Algo-
rithm 1. Finally, the PD-RCI set S(ξ) (shown in Fig. 6.1) is obtained after
performing 60 iterations of Algorithm 1, which on average took 9.31 seconds
per iterations for computations. The values of the obtained matrices are
[ P 1 P 2 ] =

−0.4111 −0.1354 −0.3257 −0.0854
0.0303 −0.5151 0.0404 −0.3823
0.4867 −0.2474 0.4867 −0.2474
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Figure 6.1: (a) Plot of the PD-RCI set S(ξ) in (6.6) w.r.t ξ1 and (b) projection
S(ξ) on (x1, x2) axis.
In Fig. 6.1 (a), we plot the PD-RCI set for ξ1 ∈ [0, 1], and in Fig. 6.1 (b)
we show the projection of the set on the state-space axis (x1, x2). The RCI
set S̆ in (6.44) can be seen in the Fig. 6.1 (b) as bounded colorless region.
According to (6.10), the region outside the set S̆ highlighted in cyan consists
of points which can be brought within the RCI set S̆ in one step if the initial
value of the parameter is selectable. Thus possibly enlarging the overall set of
safe initial states for constraint control. To compare the volume gain between
Problem 4 and Problem 5 we plot the volume of the set S̆ at each iteration
in Fig. 6.2. In the figure, it can be seen that there is an additional 23% gain in
the volume of the RCI set, after the first 10 iterations for which Problem 4
is solved.
We plot the set S̆ and the maximal RCI set Ω∞ obtained using geomet-
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Figure 6.2: Volume of the set S̆ plotted against the iteration.
ric approach [87] in Fig. 6.3. The geometric approach treats parameter as
unknown but bounded signals and the control inputs are free from any state-
feedback structure. Not surprisingly, the set S̆ (volume equal to 21.7907)
computed using the proposed approach is larger than the set the maximal
RCI set Ω∞ (volume equal 19.3703). Moreover, the overall representational
complexity of the set S̆ is 8, which is exactly half the complexity of the set
Ω∞. These results show the benefits of using PD-RCI sets and PDCL in
the LPV setting. Lastly, to incorporate performance guarantees within the






























u(t) in (6.2), and imposing perfor-
mance constraints in (6.42) and (6.43), we compute set S̆γ (shown in Fig. 6.3)
by using the procedure explained before.
119
Chapter 6 RCI sets for LPV Systems
Figure 6.3: Admissible set X (red), maximal RCI set Ω∞ using geometric approach
(green; dotted), maximum volume RCI set S̆ using Algorithm 1 (yel-
low; solid) and RCI set guaranteeing (6.54) (blue; dashed).
6.6.3 Nonlinear System
One important application of the proposed approach is to compute RCI sets
for nonlinear systems. For this purpose we consider the controlled Van der
Pol oscillator system in [95]:
ẋ1 = x2, (6.55a)
ẋ2 = −x1 + µ(1− x21)x2 + u, (6.55b)
where µ = 2. The system should satisfy the input constraints |u| ≤ 1 and
state constraints |x1| ≤ 1, |x2| ≤ 1. For computation and simulation purpose
we use discretized version of the system with a sampling time of 0.1. For the





















Figure 6.4: Admissible set X (red), maximum volume RCI set S̆ using Algorithm
1 (yellow; solid), RCI set using [55] (green; dashed) and RPI set for an
LQR controller (blue; dotted) for the Van der Pol oscillator system.
and ξ1 = (2−µ(1−x21))/2 and ξ2 = µ(1−x21)/2. Using the proposed approach
we compute the matrix variables defining the RCI set and the invariance
inducing controller for the nonlinear system which are given as
[P1|P2] =

−0.5066 −0.1205 −0.5066 −0.1358
−0.4349 −0.0135 −0.4367 −0.0134
0.4238 −0.2686 0.4237 −0.3173











Since the scheduling parameters ξ1, ξ2 are state dependent, we only consider
RCI set S̆ (6.44), which is shown in Fig. 6.4. Furthermore, due to state depen-
dence of the parameters, we can rewrite the PDCL controller as a nonlinear
state-feedback controller u = K(ξ)x = x2(0.7003x21 − 3.011)− x1(0.03855x21 −
0.8727). The closed-loop trajectories from all the vertices of the set S̆ is also
shown in Fig. 6.4.
For comparison, we compute the RCI set of representational complexity
(same as S̆) 8 by using the method presented in [55]. The method assumes
invariance inducing controller to be linear state-feedback, we show the com-
121
Chapter 6 RCI sets for LPV Systems
puted set in Fig. 6.4. Furthermore, we tried to compute the maximal RCI
set using the geometric approach [87]. Interestingly, the geometric approach
failed to converge even after 24hrs, so instead, we show robust positive in-
variant (RPI) set corresponding to a nominal system and LQR controller with
tuning matrices Q = I and R = 1. The representational complexity of the
RPI set is 50. Clearly, the proposed algorithm is more advantageous, since it is
able to generate visibly larger RCI sets with less representational complexity.
6.A Appendix
6.A.1 Volume maximization using Monte-Carlo integration
Based on the theory of Monte-Carlo integration [96], we present an approach
which can be used to find a desirably large polytope of a predefined maximum
complexity, enclosed within some known set.
Let C be a set defined as,
C = {x ∈ Rnx |Px ≤ 1},





dx s.t. C ⊆ X , (6.59)
where X is a given bounded set, not necessarily a polytope. We assume
that the set containment constraints C ⊆ X are already available, and are
formulated as some finite-number of convex constraints (e.g., LMIs). In this
section, we focus on the cost function of (6.59), which characterizes the volume
of the polytopic set C. Typically, determining the exact volume
∫
C dx of a
polytope C is computationally challenging [91], [97]. In our case, the problem
is even more difficult as C itself is not known. To this end, a procedure based
on Monte-Carlo methods [96] is formulated, in order to approximate the cost
in (6.59).
Let B be a known outer bounding box which contains the given set X . We
generate N independent random samples X̃ = {x̃j}Nj=1, which are uniformly
distributed in the given outer-bounding box B.











where vol(B) denotes the volume of the box B, and I{C}(x̃j) is the indicator
function of the set C defined as,
I{C}(x̃j) =
{
1, if x̃j ∈ C,
0, if x̃j /∈ C.
(6.61)
Remark 8: From the theory of Monte Carlo integration [96], the following


















I{C}(x̃j) s.t. C ⊆ X . (6.62)
Note that the cost function in problem (6.62) which is the sum of indicator
functions I{C}(x̃j), is non-convex and discontinuous. We next introduce an
approximation of the cost function in order to solve (6.62) in a tractable
manner. We approximate the discontinuous cost in (6.62) with a continuous-
concave function such that the sample points which are contained in C get the
maximum cost, while the value of the cost for all x̃j /∈ C, decreases uniformly.
For the sake of convenience, without loss of generality we modify the defi-
nition of indicator functions in the cost (6.62) as follows
I{C}(x̃j) =
{
0, if Px̃j − 1 ≤ 0,
−1, otherwise.
(6.63)
Note that, this modification does not change the optimal solution of problem
(6.62).
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Approximation of the indicator functions
Let us first consider for each individual hyperplane Ci , {x : eTi (Px−1) ≤ 0}
of the set C, the following cost T{Ci}(x̃j),
T{Ci}(x̃j) =
{
0 if eTi (Px̃j − 1) ≤ 0,
−eTi (Px̃j − 1) if eTi (Px̃j − 1) > 0,
(6.64)
which is a piece-wise linear concave approximation of the indicator functions
I{Ci}(x̃j) defined for the i-th hyperplane of C. The plot of the indicator
function I{Ci}(x̃j) and its approximation T{Ci}(x̃j) is shown in Fig.6.5. The
idea of approximating non-convex indicator function I{Ci}(x̃j) with T{Ci}(x̃j)
is similar to the relaxation of l0-quasi-norm with l1-norm as introduced in
[98], [99] for computing outer-approximating polytopes of non-convex semi-
algebraic sets.
We now extend the idea of approximating the indicator functions defined
for a single hyperplane Ci, to approximate the indicator function defined over
the entire polytopic set C. In particular, we introduce the following concave
function T{C}(x̃j) to approximate I{C}(x̃j) defined in (6.63),
T{C}(x̃j) =
0 if Px̃j−1 ≤ 0,−( max
i=1,...,np




Note that, for the points x̃j /∈ C, the cost T{C}(x̃j) is always negative and
decays uniformly in all the directions away from C. Based on the approxima-
tion T{C}(x̃j) in (6.65) of the indicator functions I{C}(x̃j), the problem (6.62)





T{C}(x̃j) s.t. C ⊆ X (6.66)
Thus, by solving the constraint optimization problem (6.66), we try to find
the matrix P (defining the polytope C), which maximizes the number of points
x̃j inside the set C, in turn, maximizing its volume, while respecting the
constraint C ⊆ X .
Remark 9: With the choice of cost function T{C}(x̃j) in (6.65), we aim








i (Px̃j − 1)
Figure 6.5: Indicator function I{Ci}(x̃j) (blue) and its concave approximation
T{Ci}(x̃j) (red) for the i-th hyperplane. When e
T
i (P x̃j − 1) < 0,
I{Ci}(x̃j) and T{Ci}(x̃j) are overlapped and both are 0.
points lie in the set, i.e., x̃j ∈ C. This is due to the fact that, the value of the
cost T{C}(x̃j) decreases linearly for the sample points x̃j which lie outside the
set C. We observe that, with this choice of the cost function, it is sufficient to
select the sample points {x̃j}Nσj=1 which lie on the boundary of the known outer-
bounding box B. This significantly reduces the computation cost to solve the
optimization problem (6.66). Thus, we have considered only the sample points
which are on the boundary of B, instead of uniformly distributed samples.
Finally, the cost function in (6.66) can be seen as a sum of concave func-






s.t. σj ≥ 0, ∀j = 1, . . . , N
P x̃j − 1 ≤ σj1, ∀j = 1, . . . , N
C ⊆ X ,
(6.67)
where σj ∈ R. Thus, the final volume maximization consist of a linear cost









Vehicle Motion Control Problem
7.1 Introduction
The recent advancements in sensing, perception and control engineering are
pushing automated driving (AD) technologies into our society. It is then natu-
ral to question the maturity of the available technologies, especially concerning
the new and demanding safety requirements imposed on them by various gov-
ernmental and non-governmental organizations. As explained in [100], [101],
for high-level autonomous vehicles, the controller has to guarantee the satis-
faction of recently introduced Automotive Safety Integrity Level (ASIL) re-
quirements mentioned in ISO 26262. Under ASIL, autonomous motion control
is classified to meet the ASIL D type of requirement, which imply, the vehicle
manufacturer has to guarantee a failure rate of not more than 10−8 events
per hour. Thus, as a part ASIL D requirement, keeping the vehicle within
predefined safety bounds should be guaranteed by the control algorithm. The
chapter proposes a vehicle motion control strategies with guaranteed satisfac-
tion of constraints on the maximum deviation from a reference path.
For vehicle motion control, a commonly used control architecture is pre-
sented in Figure 7.1, consisting of subsystems like trajectory planner and con-
troller. The reference trajectory, which usually depends on the desired path,
is provided to the controller by a higher-level planner. A steering action and
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longitudinal force input are decided by the controller, which is then applied








Figure 7.1: Control Architecture
It is desired that these subsystems (trajectory planner and controller) work
together to achieve design specifications related to safety and performance.
For instance, as a design specification, the trajectory planner should strictly
generate references which can be tracked by the controller while staying within
the physical limits of the actuators. Also, the reference trajectories should al-
ways keep the vehicle on the drivable area of the road. In return, the controller
is required to guarantee bounded tracking error for safety. Further, the con-
troller should also limit lateral and longitudinal accelerations to preserve ride
comfort.
For such a safety-critical application, the subsystems should always meet
the design specifications by construction. Towards this, a direct approach
would be to construct them in a monolithic fashion. However, an obvious
drawback of such a system is the size of the design problem, which can be
very large and computationally intensive. Moreover, any modification in one
of the subsystem involves redesigning the whole system. Hence, unlikely to
be the design approach of any development team.
Another approach, which we use in this chapter, is to design each subsys-
tem in a modular way. For this kind of modular design, a popular framework
is the contract based design (CBD) approach [102]. In the CBD approach,
contracts are established between subsystems in a way that each subsystem
guarantees the satisfaction of its specifications, assuming that the other sub-
systems do not violate theirs. At the cost of potential conservatism, a large
control problem is decomposed into smaller subproblems designed to meet
their contract requirements. This kind of approach has already been applied
in other automotive applications [103], [104].
In this chapter, we restrict our interest in designing the controller, which
ensures safety by design. We decouple the controller from the planner by using
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the CBD approach. In order to meet the design specifications, the controller
needs to impose requirements on the references which the planner is allowed
to generate. These requirements are in the form of bounded rate of change
of path curvature and the desired longitudinal acceleration. Thus assuming
that the planner generates reference meeting the derived requirements, the
controller guarantees to meet its design specification.
The control strategy should ensure constraint satisfaction; hence we opt
for interpolation-based control (IBC) strategy. The main advantage of using
an IBC controller over other constrained control strategies like MPC is its
computational complexity, which can be very cheap, especially when dealing
with nonlinear and uncertain systems [21]. Furthermore, as shown in [21], it
is easy to construct an IBC controller in an explicit form. The explicit form
can be beneficial for the considered safety-critical application since it can be
extensively verified and validated offline before implementing the controller.
As a result, we obtain a computationally efficient vehicle motion control algo-
rithm which guarantees safety and performance by design. Since the RCI sets
are used to construct an IBC controller, we will utilize some of the algorithms
proposed in previous chapters for the computation of the sets.
7.2 Problem Description
We now present nonlinear vehicle dynamics taken from [105], and the system
constraints. We formalize the problem statement at the end of the section.
7.2.1 Vehicle Dynamics
The overall vehicle motion can be described by
ėy = ẏ + vxeψ, (7.1a)
v̇y = −vxψ̇ +
1
mv
(Fyf + Fyr ), (7.1b)
ėψ = ψ̇ − ψ̇d, (7.1c)
ψ̈ = 1
Iz
(lfFyf − lrFyr ), (7.1d)




(Fx − Fdrag − Frolling −mvgsin(θ))− v̇d, (7.1f)
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all the other variables and parameters in Table 7.1 and Table 7.2. For more
clarity, we also explain these variables in Figure 7.2 and Figure 7.3. The
equations (7.1a)-(7.1d) describes the lateral motion of the vehicle, whereas
the longitudinal motion is described by (7.1e) and (7.1f).
Since the vehicle dynamics (7.1) is nonlinear, we can compactly write them
as
ż = f(z(t), u(t), w(t)), (7.2)
where, z = [ey, ẏ, eψ, ψ̇, ex, ėx]T , u = [δ, Fx]T and w = [ψ̇d, Fd/mv, v̇d]T
as state, input and disturbance vectors, respectively and Fd = −(Fdrag +
Frolling+mvgsin(θ)). We classify input ψ̇d and v̇d as (observable) disturbance
since they are provided by the trajectory planner to the controller. Note that
it is sometime assumed that vd is provided by the planner instead of v̇d, in
this case v̇d can be computed using finite difference over vd.
7.2.2 Constraints
As shown in Table 7.1, we want to restrict some of the state and all the input
variables described in (7.19) and (7.29) within a bounded set. The constraints
are imposed on these variables due to various safety, physical and performance
specifications. For instance, as part of ASIL D-type safety requirements, the
vehicle’s lateral and longitudinal deviation from the desired path should al-
ways be bounded. Hence we desire
|ey| ≤ 0.4, |ex| ≤ 1. (7.3)
As we focus on the highway driving scenarios, we restrict the the longitudinal
velocity of the vehicle to be vx, vd ∈ [50, 100] km/hr. Furthermore, to preserve
the passengers’ ride comfort, we limit the lateral velocity and the lateral and
longitudinal accelerations.
Finally, the steering input δ and the longitudinal force Fx are limited due
to the actuators’ physical limitations. Since all the considered constraints are
polytopic, they can be together expressed as
Z , {z| Hz ≤ 1}, U , {u| Gu ≤ 1}, (7.4)
where 1 is a vector of ones of a compatible dimension. Moreover, bounds on




W , {w| |Dw| ≤ 1}. (7.5)
We next detail the our overall design objectives.
7.2.3 Controller Design Objectives and Challenges
The main design objectives in this control design problem are as follows
i. Using the CBD framework, decompose the planner design from the con-
troller with the least possible conservatism.
ii. Construct a controller which guarantees the reference tracking, while
keeping the vehicle within constraints (7.4).
iii. The controller should be computationally efficient for real-time imple-
mentation and suitable for offline close-loop verification.
In our formulation, we assume that the planner generates the references de-
sired yaw rate ψ̇d and acceleration v̇d. Thus to satisfy objective (i), designed
controller should be robust to all the possible trajectories of ψ̇d and v̇d gener-
ated by the planner. Nevertheless, to reduce the overall design conservatism,
we restrict the generated trajectories based on physical considerations and
performance requirements, e.g. ride comfort.
An obvious choice for the control strategy is MPC since the vehicle dynamics
(1) are nonlinear and constrained. There are already some nonlinear MPC
schemes proposed solving similar problems in the literature, see, e.g.,[106],
[107]. However, the main challenge with these schemes is in the real-time
solution of the nonlinear program, which is known to be computationally
demanding and not easily upper bounded a priori. Thus, as explained in the
introduction, to meet the objective (ii) and (ii), we opt for the IBC control
strategy.
In the next section, we will briefly present IBC based constrained control
strategy.
7.3 Interpolation-Based Control
We now briefly discuss an existing result on the IBC control strategy proposed
in [21]. Originally these results were presented for uncertain systems without
133
Chapter 7 Vehicle Motion Control Problem
Table 7.1: Description of vehicle dynamics variables
Variable Description Constraints
ey
Vehicle lateral error w.r.t
to a predefined path
|ey| ≤ 0.4[m]




Orientation error w.r.t to a
predefined path
|eψ| ≤ 10 π180 [rad/s]
ψ̇ yaw rate
δ Steering angle at the vehicle
wheel base
|δ| ≤ 20 π180 [rad]
vx Vehicle longitudinal velocity 50 ≤ vx ≤ 100[km/hr]
vd Desired longitudinal velocity 50 ≤ vd ≤ 100[km/hr]
ex
Vehicle longitudinal error w.r.t
to a predefined path
|ex| ≤ 1[m]
Fx Longitudinal force |Fx| ≤ 6500[N ]




|v̇d| ≤ Υ2 [m/s2]
θ Road inclination |θ| ≤ θ̄[rad]
Table 7.2: Vehicle parameters
Parameter Description Value[units]
mv Mass of vehicle 2164 [kg]
Iz Yaw moment of inertia 4373 [kgm2]
Cr Rear cornering stiffness coeff. 228088[N/rad]
Cf Front cornering stiffness coeff. 142590 [N/rad]
lr Rear axle to CoG distance 1.6456 [m]
lf Front axle to CoG distance 1.3384 [m]
g Acceleration due to gravity 9.81 [m/s2]
Fdrag Drag force on the vehicle 12ρCdAfv
2
x [N ]
Frolling rolling resistance rmvgcos(θ) [N ]
ρ Mass density of air 1.184[kg/m2]
Cd Air drag coeff. 0.36
Af Frontal area of vehicle 1.6 + 0.00056(mv − 765)[m2]




























Figure 7.3: Longitudinal forces acting on a vehicle
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any additive disturbance. Nevertheless, it is straightforward to extend them
to the considered case. We hence introduce the following new system to detail
the construction of the IBC controller.
x(k + 1) = A(∆)x(k) + B(∆)u(k) + E(∆)w(k), (7.6)
where, x(k) ∈ Rnx , u(k) ∈ Rnu and w(k) ∈ Rnw are state, input and distur-
bance vectors, respectively. Further, ∆ represents uncertainty in the system
matrices. It is assumed that x(k), u(k), w(k) and ∆(k) are subject (or belong)
to the constraints :
X = {x(k) | Hx(k) ≤ 1}, (7.7a)
U = {u(k) | Gu(k) ≤ 1}, (7.7b)
W = {w(k) | |Dw(k)| ≤ 1}, (7.7c)
∆ = {∆(k) | ∆(k) ∈ Conv(∆v)}. (7.7d)
Here H ∈ Rnh×nx , G ∈ Rng×nu and D ∈ Rnd×nw are given matrices, and
∆v = {∆1,∆2, . . . ,∆η} represents finitely many generator matrices.
In the IBC control strategy, the control inputs are usually calculated by
performing interpolation between inputs from two or many controllers with
different properties. As a result, the final IBC controller has properties in-
fluenced by all the interpolating controllers. Since the constraint control of
(7.6) is the main objective, a desirable property for the IBC controller is to
have a large feasibility region. Within the feasibility set, it is also desirable for
the final controller to meet certain performance criteria. Hence, we tactically
select the first controller in the interpolation to have large feasibility region
and the second guaranteeing desired performance.
In the Chapter 5, we saw that for the system (7.6) and (7.7), a controller
with a large feasibility region could be constructed using the vertex-based
control strategy, briefly recalled next.
Vertex Control
Let Cv be the contractive set obtained by solving Algorithm 4 and represented
as
Cv = {x(k) | Svx(k) ≤ 1}. (7.8)
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With xi being a vertex of Cv and i = 1, . . . , 2σ, we can also write Cv =
Conv{x1, x2, . . . , x2σ}. Furthermore, let ui be the admissible corresponding
control input at the vertex xi. Then for any x(k) ∈ Cv, an admissible control





where λ∗i (k) is obtained by solving








0 ≤ λi ≤ 1.
(7.10)
As shown in Section 5.6, the vertex control law (7.9), (7.10) guarantees re-
cursive feasibility and closed-loop robust asymptotic stability for all initial
states x(0) ∈ Cv. Thus, the vertex controller is also an invariance inducing
controller.
We next present the controller which can be used for inducing performance.
Performance Inducing Control





x(k)TQxx(k) + u(k)TQuu(k) ≤ γ. (7.11)
We can compute an RCI set and controller meeting the performance criteria
(7.11) by using proposed Algorithm 3. Let the associated RCI set be Cp and
defined as
Cp = {x(k) | Spx(k) ≤ 1}, (7.12)
and the corresponding invariance inducing controller be
up(k) = Kpx(k). (7.13)
It is obvious that the set Cp is smaller than Cv due to additional constraints
for performance and linear state-feedback (7.13). We now present the IBC
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based strategy, which interpolates between the inputs generated by (7.9) and
(7.13) to acheive large feasibility region of vertex controller, while meeting the
desired performance criteria (7.11) sub-optimally.
7.3.1 Interpolation using Linear Programming
Assuming, that we already have the sets Cp, Kp, Cv and the vertex control
law (7.9), (7.10), then any given x(k) ∈ Cv can be decomposed as
x(k) = α(k)xv(k) + (1− α(k))xp(k), (7.14)
where, xv(k) ∈ Cv, xp(k) ∈ Cp and 0 ≤ α(k) ≤ 1. Note that, for a given x(k)
the choice xv(k), xp(k) and α(k) can be non-unique. Consider the following
control law
u(k) = α(k)uv(k) + (1− α(k))up(k), (7.15)
where, uv(k) is the control input corresponding to xv(k) obtained using vertex
control law (7.9) and up(k) is the input corresponding to xp(k) from (7.13).
Using the argument of convexity, it is easy to show that the controller (7.15)
is also an invariance inducing controller and stabilizing for the system (7.6)
within the set Cv.
Since we want to meet the performance criteria (7.11), it is desirable to
have u(k) as close as possible to up(k). We can achieve this by minimizing




st. Svxv ≤ 1,
Spxp ≤ 1,
αxv + (1− α)xp = x(k),
0 ≤ α ≤ 1.
(7.16)
Observe that (7.16) is an nonlinear optimization problem, and it also provides
xv(k) and xp(k) needed for the computation of uv(k) and up(k) in (7.15). We
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st. Svrv ≤ α1,
Sp(x(k)− rv) ≤ (1− α)1,
0 ≤ α ≤ 1.
(7.17)
where, xv = rv/α and xp(k) can be obtained from (7.14). Thus, at each time
instant ’k’, we obtain α(k), xv(k) and xp(k) by solving (7.17), which can be
further used to compute the stabilizing control input (7.15). For convenience,
we compactly write the IBC controller as
u(k) = IBC(Cp, up, Cv, uv, x(k)). (7.18)
For uncertain systems, implementing the IBC-based control strategy is com-
putationally cheap. This can be viewed from the fact that major computation-
ally involved procedures are offline (i.e. computation of RCI sets) and online
step involves just solving LP, which can also be implemented in explicit form
[21]. However, as a tradeoff, the obtained IBC controller is suboptimal in the
region Cv \Cp. We next present design of the controller for considered vehicle
motion control problem.
7.4 Proposed Control Architecture
We are now ready to present the controller design and the contracts used
between the subsystems to guarantee desired behaviour. To reduce the com-
plexity associated with the system dimension, we propose to decompose the
controller design into the lateral and longitudinal controller, as shown in Fig-
ure 7.4. For the convenience of presentation, we next explain each controller
design sequentially.
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7.4.1 Lateral Controller
For the lateral controller design, we consider the lateral dynamics of the system








0 1 vx 0
0 −(Cf+Cr)mvvx 0 −vx−
lfCf−lrCr
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The lateral dynamics of the vehicle (7.19) depends on the current longitudinal
velocity vx of the vehicle. Hence, to completely decouple it from the longi-
tudinal dynamics, we treat vx as time-varying uncertainty. We discretize the
system (7.19) and rewrite it as
z1(k + 1) = A1(vx(k))z1(k) +B1δ(k) + E1ψ̇d(k), (7.20)
where z1(k) = [ey, ẏ, eψ, ψ̇]T . Furthermore, the constraints on z1(k) in (7.4)
and (7.5) can be rewritten as
Z1 , {z1| H1z1 ≤ 1}, U1 , {δ| G1δ ≤ 1}, (7.21)
The bounds on ψ̇d in (7.20) can be similarly written as
W1 , {ψ̇d| |ψ̇d| ≤ Υ1}. (7.22)
The considered lateral dynamics (7.20) is uncertain and affected by bounded
additive disturbance ψ̇d, for which a robust controller needs to be designed. If
the RCI set for the system (7.19) and (7.21) exist, then we can design a robust
lateral controller using the IBC control strategy proposed in Section 7.3. How-
ever, as highlighted in [108], [109], the RCI set may exist only for small values
of Υ1, which could make the overall design very conservative. It is known that
the desired yaw rate is given by ψ̇d = vdΓd, where Γd is the curvature of the
tracked path. Thus, by allowing arbitrary variation of ψ̇d within the range
(7.22), we are assuming that the planner generates path whose curvature can
vary arbitrarily (if the velocity vd is changing slowly), which is not pragmatic.
Usually, the generated reference is widely influenced by road geometry, often
modelled as clothoids with bounded curvature and curvature rate [105]. Thus,
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in line with [108], [109], we assume that the rate of change of ψ̇d is bounded.
We formally present the assumption on the ψ̇d as
Assumption 1.
ψ̇d(k + 1) = ψ̇d(k) + ∆ψ̇d(k), (7.23)
|ψ̇d(k)| ≤Υ1, |∆ψ̇d(k)| ≤ γ1. (7.24)
We call (7.23) and (7.24) as path model, where ∆ψ̇d(k) is the variation of
ψ̇d(k) between consecutive sampling time instances. We assume that the tra-
jectory planner generates piece-wise clothoidal (PWC) paths satisfying path
model.
Remark 10: Here Υ1 and γ1 are the constant parameters whose values
are decided based on the driving scenario or the performance requirements
(e.g. bounded lateral acceleration or lateral jerk). These parameters act as a
contract between the planner and controller, and selected by the designers of
the two subsystems in agreement. Once the parameters are set to appropriate
values, then the two subsystems can be designed independently.
For controller development, we can now use the extended system (7.19) and
(7.23). Even though ψ̇d(k) is observable, computing RCI set for the extended
system is still not straight forward since it is not stabilizable due to (7.23).
Hence, similar to [109], we propose using a new path model that is stabilizable
by construction while still representing all the trajectories generated by (7.23)
and (7.24).
New Path Model
We propose following path model
ψ̇p(k + 1) = α1ψ̇p(k) + β1v1(k), v1(k) ∈ [−1, 1] , (7.25)
where α1 = Υ1−ε1Υ1 , β1 = γ1 + ε1 are the parameters defining the new path
model and ε1 ∈ (0, Υ1] is the user defined. As shown in [109], the reference
trajectory generated by (7.23) and (7.24) can be also generated by (7.25) by
selecting v1(k) appropriately within [−1, 1]. We can thus select ψ̇p(k) = ψ̇d(k)
at all the time instances.
Remark 11: Here ε1 can be seen as a parameter to adjust that the max-
imum rate of change and the peak value of ψ̇p. If ε1 = Υ1 then α1 = 0
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Figure 7.4: Decomposed controller design
and |ψ̇p| ≤ γ1 + Υ1, then (7.25) represents paths with bounded curvature but
without curvature rate limitation, which is already known to be conservative.
Thus, it is desirable to select ε1 ∈ (0, Υ1], which leads to an RCI set with the
largest possible volume. This can be done by doing a line search on ε1.
We hence define a new extended system (7.19) and (7.25), which is suitable
for designing of IBC controller as below
















where ẑ1(k) = [z1(k)T ψ̇p(k)]T , u1(k) = δ(k). The state and input constraints
for the system (7.26), resulting from constraints (7.21) and (7.25) can be
rewritten as
Ẑ1 , {ẑ1| Ĥ1ẑ1(k) ≤1}, U1 , {u1| G1u1(k) ≤ 1}, (7.27)
v1(k) ∈ [−1, 1].
Now following the approach presented in Section 7.3, we can construct an
lateral controller for the vehicle as
ulat(k) = IBC(Clatp , ulatp , Clatv , ulatv , ẑ1(k)) (7.28)
where, (Clatp , ulatp ) are performance inducing RCI set and controller pair for
the system (7.26) and (7.27), and (Clatv , ulatv ) are RCI set and controller pair
providing a large feasibility region.
We next present similar construction for the longitudinal controller.
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7.4.2 Longitudinal Controller
We first recall the longitudinal dynamics (7.1e)-(7.1f) of the vehicle, which





























where Fd is the combined additive disturbance due to various external forces.
The discretized system (7.29) is then expressed as
z2(k + 1) = A2z2(k) +B2Fx(k) + [E21 E22]w2(k), (7.30)
where z2(k) = [ex(k) ėx(k)]T and w2(k) = [Fd v̇d]T . The longitudinal dynam-
ics depend on the reference v̇d, and hence the controller should be robust to
all the possible values v̇d ≤ Υ2. As indicated in many previous studies [110]–
[112], for the passengers ride comfort, it is important to bound the vehicle’s
longitudinal acceleration and jerk. Thus, we make the following assumption
on the reference v̇d generated by the trajectory planner.
Assumption 2.
v̇d(k + 1) = v̇d(k) + ∆v̇d(k), (7.31)
|v̇d(k)| ≤Υ2, |∆v̇d(k)| ≤ γ2. (7.32)
Similar to Remark 10, bounds Υ2 and γ2 are selected in agreement by the
designers of two subsystems and on the comfort requirement. We next present
extended system which is suitable for controller design



















where ẑ2(k) = [z2(k), v̇d(k)]T . The related constraints can be compactly
written as
Ẑ2 , {ẑ2| Ĥ2ẑ2(k) ≤1}, U2 , {u2| G2u2(k) ≤ 1}, (7.34)
and the bounds on the input disturbance in (7.20) can be expressed as
Ŵ2 , {ŵ2| |D2ŵ2| ≤ 1}, (7.35)
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where ŵ2(k) = [Fd(k) v2(k)]T and v2(k) ∈ [−1, 1]. The obtained longitu-
dinal model (7.33), and the constraints (7.34) and (7.35) are now used for
constructing the IBC controller defined as
ulon(k) = IBC(Clonp , ulonp , Clonv , ulonv , ẑ2(k)), (7.36)
where (Clonp , ulonp ) are performance inducing RCI set and controller pair for
the system (7.33) and (7.34), and (Clonv , ulonv ) are RCI set and controller pair
providing a large feasibility region.
In summary, we presented an IBC control strategy (7.28) and (7.36) for the
autonomous motion control of the vehicle. The controllers guarantee bounded
tracking error provided the reference trajectories generated by the trajectory
planner satisfies Assumption 1 and Assumption 2, and thus meets all the
design objectives stated in Section 7.2.3.
Remark 12: For the construction of the trajectory planner, we can use
MPC controller with the kinematic model (7.42) and the inputs v̈d and ψ̈d.
Thus, for given waypoints (Xr(k), Yr(k)), the MPC controller should compute
trajectories of ψ̇d and v̇d satisfying Assumption 1 and Assumption 2, which is
then provided to the designed controller for tracking.
7.4.3 Some Practical Issues with the Design
The proposed controller guarantees constraint satisfaction only for the fixed
values of parameters in Table 7.2. In reality, many of the parameters can vary
with time, e.g., the mass of the vehicle changes with the number of passengers,
amount of fuel and additional loads. Thus, the impact of the parameter
variations has to investigate thoroughly before assuming the controller to be
safe for the implementation. Furthermore, in the controller design, we should
use a more comprehensive system model that includes the actuator dynamics
to ensure constraint satisfaction. However, then computing RCI sets for the
comprehensive system can be challenging.
We next demonstrate the effectiveness of the proposed strategy using closed-




We performed the simulations in MATLAB using vehicle constraints and
parameters presented in Table 7.1 and Table 7.2 with the sampling time
Ts = 1/40s. Based on the safety and comfort requirements, we need to pro-
vide the bounds Υ1,Υ2, γ1 and γ2 in the Assumption 1 and Assumption 2 to
the trajectory planner to limit the tracked reference trajectories. We assume
that the tracked trajectory ψ̇d(k) satisfies (7.23) and (7.24) with bounds
Υ1 = 0.2160 and γ1 = 0.0108. (7.37)
Since 50/3.6 ≤ vd ≤ 100/3.6, with the specification (7.37), the trajectory
planner is allowed to generate reference PWC trajectories which represents
paths with a minimum radius 64.3m at a constant velocity of 50Km/hr and
128.6m at a constant velocity of 100Km/hr. The bounds on ψ̇d(k) can be
also decided based on the passenger comfort as the lateral acceleration of the
vehicle ay ≈ ψ̇dvx. Thus, we can bound lateral acceleration by bounding
ψ̇d(k).
Similarly, we bound the longitudinal acceleration |v̇d| ≤ 1.5m/s2 and jerk
|v̈d| ≤ 0.7m/s3 for passenger comfort by restricting trajectory planner to
generate acceleration profile satisfying (7.31) and (7.32) with bounds
Υ2 = 1.5 and γ2 = 0.7. (7.38)
The specification (7.38) are inline with the bounds recommended in [110]–
[112]. We thus, construct the proposed lateral controller (7.28) and longi-
tudinal controller (7.36) using the extended system (7.26) and (7.33), where
(α1, β1, ε1) = (0.8148, 0.0508, 0.04) and (α2, β2, ε2) = (0.9333, 0.1175, 0.1). We








ẑ2(k)T ẑ2(k) + 0.1u2(k)2 ≤ 100. (7.40)
We perform close-loop simulation in the following scenerio.
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Figure 7.5: Reference trajectories from trajectory planner system.
Time Varying Longitudinal velocity
To test the designed controller, we assume that the trajectory planner gener-
ates references with the desired speed vd and the yaw-rate ψ̇d varying linearly
between the peak values. The input reference trajectories of v̇d and ψ̇d, sat-
isfying Assumption 2 and Assumption 1 by construction, are shown in Fig-
ure 7.5. In the simulation, we assume the initial longitudinal velocity vd to be
50Km/hr and it varies linearly between 50−100Km/hr based on the desired
acceleration input, as shown in Figure 7.8. It can be seen that the desired
reference trajectory excites the peak yaw-rate and the longitudinal velocity,
which are treated as uncertainties in the lateral dynamics of the vehicle. In
the Figure 7.9, we show the global reference positions of the vehicle obtained
by using the kinematic relation (7.42) between (X,Y ) and input reference
trajectories (vd, ψd), with initial (X,Y ) = (0, 0).
We then perform the closed-loop simulations using the designed controllers
with the continuous time nonlinear system (7.41). We show the state trajec-
tories of the system (7.1) in Figure 7.6 and the corresponding control input
trajectory in Figure 7.7. It can viewed that the lateral error ex and longi-
tudinal error ey are within the selected bounds (7.3), which shows that the




















Figure 7.6: Measured vehicle states.
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Figure 7.7: Vehicle control inputs.
Lastly, the overall tracking performance can be seen in the Figure 7.8 and
Figure 7.9.






Figure 7.9: Reference and measured global positions of the vehicle.
7.A Appendix
Dynamical Model
Vehicle nonlinear dynamical model
ẏ = vy, (7.41a)
v̇y = −vxψ̇ +
1
mv
(Fyf + Fyr ), (7.41b)
ψ̇ = ψ̇, (7.41c)
ψ̈ = 1
Iz
(lfFyf − lrFyr ), (7.41d)




(Fx − Fdrag − Frolling −mgsin(θ)). (7.41f)
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Kinematic model
Kinematic model of the vehicle.
Ẋ = vdcos(ψd), (7.42a)
Ẏ = vdsin(ψd), (7.42b)
v̈d = v̈d (7.42c)







Concluding Remarks and Future Work
In the thesis, we have developed a number of iterative LMI-based algorithms
to compute desirably large (or small) RCI sets of desired complexity together
with associated state-feedback gains. The algorithms apply to systems with
rational dependence on (possibly time-varying) uncertainties, while the com-
puted feedback law can be simple state feedback or piecewise affine control law.
Sufficient LMI conditions guaranteeing invariance have been derived thanks to
state transformation, full block S-procedure, Polya’s relaxations and succes-
sive linearization. Furthermore, these algorithms can generate RCI sets where
a desired quadratic performance can be insured; this can be useful in the con-
trol strategies like MPC to guarantee performance in the terminal region.
The capabilities of these algorithms are demonstrated by including many nu-
merical comparisons where the proposed algorithm outperforms many similar
approaches.
We also develop a similar algorithm in the case when time-varying parame-
ters are observable. As a difference, we allow the RCI set as well the invariance
inducing controller to be parameter-dependent to exploit the available infor-
mation of the scheduling parameters. As an outcome, we have numerically
shown that the presented iterative algorithm can generate invariant sets which
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are larger than the maximal RCI sets computed without exploiting schedul-
ing parameter information. We have presented some new methods for volume
maximization and minimization of a 0-symmetric polytope as an additional
contribution.
In the end, we demonstrated how we could combine the solutions obtained
from some on these algorithms to construct a vehicle motion controllers, which
guarantees the safety and performance by design. The main advantage of
the presented control strategy over traditional MPC schemes is its online
computational complexity which is cheap. Furthermore, it is also possible to
construct the controller in the offline form, facilitating extensive verification
of the controllers before implementation. Such a feature can help in achieving
the strict requirements associated with new safety standards like ISO26262.
As expected, there are many possibilities for improvements and extensions
to the presented work. In the next sections, we will try to highlight some
future directions for the research.
8.1 Extensions and Possible Future Directions for
Research
Choice of the initial Matrix P
It was observed in the numerical exercises that the choice of initial set affects
the final outcome. Thus to obtain the optimal RCI sets, the initial polytope
should be selected appropriately, which is not the focus of the proposed heuris-
tics in the Remark 4. In the worst case, initializing the proposed algorithm
using the heuristic may lead to infeasibility, thereby encouraging investigations
to identify an appropriate approach to select this initial set.
A straightforward extension, which could potentially relax the requirement
on the choice of matrix P is to modify the presented approach to compute so-
called quasi or extended invariant sets [113]. As a drawback, we could end up
increasing the overall computational complexity of the proposed procedure.
Nonzero Symmetric RCI sets
In the thesis, we assumed candidate RCI set to be 0-symmetric. This is
a logical assumption if the system constraints are 0-symmetric as well, and
the controlled system is linear. In the other case, this assumption could be
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potentially conservative. Thus, in the extension to the presented work, we can
allow the candidate RCI set description to be symmetric around some point
xc as follows
C = {x| − 1 ≤ PW−1(x− xc) ≤ 1}. (8.1)
Note that xc is allowed to be nonzero and should be computed by the algorithm
along with the matrix P ,W . Formulating similar algorithms, which computes
general asymmetric polytopic RCI sets could also be a possible direction for
research; however, this may not be straight forward.
High Dimensional Systems
As with almost all the literature methods [30], computing RCI sets for the
high dimensional system is an issue with the proposed algorithms as well.
It was evident when we unsuccessfully tried to calculate the RCI set for the
complete vehicle dynamics in Chapter 7. Even though we propose algorithms
which solve a convex optimization problem to compute an RCI set, they can
be computationally very demanding when applied to high dimensional sys-
tems. As indicated in the Remark 7 and in Section 6.5.3, the computational
complexity of the algorithms directly depend on the system dimension.
Thus an important direction of research would be to come up with methods
which are capable of generating RCI sets for high dimensional systems.
General Set Constraints
In many applications, we may have systems which are subjected to non-
polytopic constraints. Note that it is straightforward to extend the proposed
algorithms to consider ellipsoidal system constraints. This can be achieved
by the application of the S-Procedure (Lemma 3). However, it may not be
easy to extend the presented algorithms for other convex non-polytopic sets
in general. Of course, a conservative but straightforward alternative would be
to replace such constraints by polytopic one.
Output Feedback
When computing control invariant sets, it is usually assumed that the invari-
ance inducing controller is state feedback, which in turn requires states to be
directly measurable. However, in practical applications, we commonly have
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partial state information, and thus need to use observer (assuming the sys-
tem is observable) to get complete state estimate. It is known that the state
estimates have estimation errors. Hence the actual system trajectories may
violate the RCI sets if the estimates are used as feedback to the controller.
An approach to compute RCI set and the feedback controller, which is
robust against estimation errors, is to pre-compute the observer and then
utilize the extended system to compute invariant set (see, [114], [115]). Note
that we can use the proposed algorithms in the thesis for the purpose. With
this approach, it is not clear how these observers should be designed such that
the obtained RCI sets are least conservative. Thus, an interesting direction
for research would be to develop methods that select the observer and the
controller gains optimizing the RCI set volume.
Similar to [116], [117], another direction of research could be to propose
methods which directly computes an output feedback controller that optimize
the RCI set volume.
Data-Driven Approach
Most of the methods in the literature for computing RCI sets and all our
presented algorithms need a dynamic model of the real system to characterize
the system time evolution, which may not always be available. Towards this,
a standard approach is to identify the dynamic model of the black (or grey)
box system based on some available input-output data. Since the available
data are typically assumed to be affected by noise, one can use a set mem-
bership identification approach [118] to come up with a model with bounded
uncertainties that best fits the data. Then by using proposed algorithms,
one can compute RCI sets. As shown in [119], model which optimally fits
the input-output data may not be the best for computing RCI sets. Thus,
a method needs to be devised in the future, identifying the best model for
computing RCI sets. In the control literature, these problems are well known
as identification for control.
Recently, there has been some work done in the area of a data-driven ap-
proach, which directly computes invariant sets from the available input and
the state data [120], [121]. The main advantage of these approaches is that
we do not have to identify the best (or any) system model. However, the
assumption that the full state information (instead of output) is available in
the form of the data point, in itself can be a major limiting factor for these
156
8.1 Extensions and Possible Future Directions for Research
methods. Furthermore, the application of these methods is limited to simple
linear systems or autonomous system. Thus motivates us to explore more in
the direction of data-driven approaches for more general system description
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