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Abstract 
Despite the importance of vision in accurately modelling and assessing pedestrian behavior, simulation software packages do not 
typically enable users to evaluate the vision of people. This paper describes a high efficiency method for evaluating the visibility 
of environmental geometry in a 3D pedestrian micro-simulation and proposes a geometric definition for the cone of vision to be 
used in these evaluations. Finally, the paper will provide a set of demonstrations of this approach to pedestrian vision evaluation 
using the commercially available 3D crowd simulator MassMotion.  
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1. Introduction 
Pedestrian simulation software has evolved from simple block connectivity based models through cellular 
automata to today’s fully three-dimensional agent based solvers. With the advances in computational power and 
methods that have enabled these advances comes the opportunity to analyze more than the simple journeys of 
simulated pedestrians and to study a greater range of interactions between the 3D agents and their 3D environment. 
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What people can see in their environment is of critical interest to the designers of these spaces (Glazer (2012)) as it 
impacts architectural layout, signage placement, advertising revenue and emergency egress strategies. 
Historically the approach taken to evaluate the visible areas of an environment has been with isovists or visibility 
graphs (Penn (2001)). These approaches have the advantage of being conceptually clear and easily visualized. The 
approach detailed in this paper effectively builds upon the concept of what a person can see from their current 
position (as with isovists) and automates the process of solving exactly where people’s eyes rest on their 
environment based on individual positions and orientations from the results of 3D crowd simulations using 
MassMotion. MassMotion is a commercially available, agent based, pedestrian simulation toolset that has proven 
accurate in predicting crowd flows in transportation (Morrow (2010)) and evacuation (Rivers (2011)) scenarios. 
2. Algorithm outline 
The overall approach used is based on representing both the geometry of the environment and the vision intensity 
at each point using voxels of a specified size (typically 10-20cm cubes). The first step is to create a large array of 
voxels from triangular mesh input geometry; each voxel is marked as being either empty or part of some piece of 
geometry, and has its vision intensity initialized to zero. 
Once this voxel array has been created, simulation data is used to incrementally build up a vision intensity value 
at each voxel. For each frame of data from the simulation (a snapshot of pedestrian positions and orientations at an 
instant in time), several rays are shot out from each pedestrian to simulate their cone of vision. Each ray traverses 
the voxel array and increments the vision intensity value of the first non-empty voxel that it hits. 
Once all simulation frames have been processed, the voxel array is used to generate OpenGL 3D textures, one for 
each piece of environmental geometry. This provides a very natural and direct way to map the vision intensity 
values onto triangular mesh geometry.
2.1. Voxel initialization 
The voxel initialization step is currently fairly simple: once a 3D region of interest has been identified and a 
voxel resolution has been specified, a single large, dense voxel array is allocated to cover the entire region with the 
specified resolution. Each voxel contains a Boolean flag to indicate whether that voxel is filled, and a single-
precision floating point value specifying the vision intensity at that voxel. Each piece of environmental geometry 
(floors, walls, stairs etc.) is then ‘painted’ into the voxel array triangle by triangle, setting the Boolean flag to true 
wherever a triangle contacts a voxel. 
2.2. Definition of Cone of Vision 
Despite advances in computational power there are still trade-offs between speed of calculations and level of 
detail that must be made when defining the view range of the algorithm for each agent. Based on the signage 
guidance provided by the London Underground Signs Manual (Transport for London (2002)) we have defined the 
analysis view cone as being positioned 1.7m above floor level and projecting 25m horizontally from the view 
position with a cone half angle of 5°. This setup results in overhead signage at a height of 2.5m above floor level 
being visible to approaching agents for 7.5m or approximately 5.5 seconds based on an average commuter walk 
speed of 1.35m/s (Fruin (1987)). While this view cone is sufficient for demonstrations in this paper further work is 
required to define a view cone that more accurately reflects the viewing patterns of commuters and other common 
pedestrian types.  
2.3. Vision ray construction 
For each frame of simulation data, a cone of vision is constructed for each pedestrian out of several rays. This is 
done by first specifying a cone angle and maximum cutoff distance as the definition of the cone of vision above. 
Then, one ray is generated for each voxel contained in an imaginary circle at the specified cutoff distance from the 
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pedestrian, with the same radius as the cone of vision at that distance, as shown in Fig. 1. Currently, the cone axis is 
assumed to be horizontal and the cone is assumed to be circular; supporting inclined and/or elliptical cones would be 
straightforward extensions. 
2.4. Ray-voxel intersection 
Each ray constructed is then used to step through the voxel array and determine the first filled voxel that the ray 
hits (unless the maximum cut-off distance is reached first). Ray propagation is performed using the technique 
described by Amanatides and Woo (Amanatides (1987)). If a filled voxel is hit, propagation ends and a check is 
performed to see if the hit voxel has already been counted as being seen by the current pedestrian in the current 
frame. If not, the vision intensity at the hit voxel is incremented based on a user-specified attenuation function that 
computes a vision intensity (for this paper units of person-seconds is used) as a function of distance from the 
pedestrian. 
Fig. 1. Diagram of ray arrangement from viewpoint to voxels. 
The ray propagation step is multithreaded; each pedestrian is handled in a separate task, with only the final vision 
intensity increment for each ray (if it hits a voxel at all) requiring synchronization of access to the underlying voxel 
array. 
2.5. Texture Creation 
Once the above computation is complete, the voxel array contains total vision intensity values at each filled 
voxel. For visualization, these values must be mapped back onto the original geometry as color contours or 
gradients. Fortunately, OpenGL provides a 3D texture type which provides almost exactly what is needed: linear 
interpolation of values specified in a regular volumetric grid to arbitrary 3D points within the grid.
One way of using 3D textures, similar to how textures have traditionally been used in 3D graphics, would be to 
compute a color for each voxel based on the vision intensity at that voxel, then build a 3D texture from those colors 
and apply that to a piece of geometry. While this would give reasonable results for smooth gradients in color, often 
what are desired instead are sharp contours between areas of different color (corresponding to different ranges of 
vision intensity values). This is difficult to achieve  using traditional textures without either blurring or pixelation at 
color boundaries. 
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Instead, an OpenGL shader program2 is used with two textures: a 3D texture3 containing a single vision intensity 
value at each point, and a 1D texture representing a function mapping vision intensity to color. At each individual 
output pixel, the 3D texture is interpolated to obtain a vision intensity value, and then that value is used to index into 
the 1D texture to obtain the corresponding color. Note how in Fig. 2, this system allows sharp contours to be 
extracted from the relatively coarse voxel data (in this case the voxel resolution used was 0.2m; compare this to the 
pedestrian avatars, which are approximately 1.7m in height). 
3. Experiments 
In order to test the algorithm for calculating vision fields a small number of experiments were conducted. In all 
cases the simulated crowds had speed distributions equivalent to the general commuter population as defined by 
Fruin. The amount of time a surface is viewed by the agents is graded according to the false color scale below. 
Table 1. False color scale in cumulative person-seconds. 
Color Lower Range (s) Upper Range (s) 
None 0 10 
 Dark Blue 10 20 
 Light Blue 20 50 
 Green 50 100 
 Yellow 100 200 
 Orange 200 500 
 Red 500 
Experiment 1 was defined to test the impact of mixed heterogeneous traffic flow on vision field distributions. A 
20m by 20m room was defined with 5m entry/exit portals (green rectangles in figures below) on the cardinal 
compass points. Two populations of 100 people created within a 30 second interval were defined; one of which 
travelled west to east and another which travelled south to north. In the first iteration of the experiment the second 
group of people entered the scene after the first group had fully exited the scene resulting in unobstructed travel for 
both groups of people. In the second iteration the two groups entered the scene concurrently resulting in mixing of 
the two traffic directions. 
    
Fig. 2. (a) Offset populations and unobstructed traffic, population group 1 visible; (b) Concurrent populations and mixed traffic, both population 
groups visible.
1 OpenGL.org. (2013, August 31). Shader. Retrieved June 30, 2014, from OpenGL.org: http://www.opengl.org/wiki/Shader 
3 OpenGL.org. (2014, April 28). Texture. Retrieved July 2, 2014, from OpenGL.org: https://www.opengl.org/wiki/Textures 
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Note that the mingling of the two traffic streams in the second iteration results in noticeable increases in both the 
extents of the wall areas in agents’ line of sight and the overall amount of time that agents were looking toward the 
walls. While this result is not surprising, it does offer a means of quantifying the extent of disruption to pedestrian 
journeys beyond the typical metrics of average density and journey time. 
Experiment 2 was designed to demonstrate the algorithm’s ability to describe the visual occlusion of far objects 
by nearer objects. As in the second iteration of the first experiment two group of 100 people are concurrently loaded 
into a 20m by 20m room and traverse west to east and south to north respectively. In addition to the original 
scenario geometry two barrier objects have been introduced: a cone and a torus as shown in Fig. 3. 
Fig. 3. Room with 2 barrier objects, both population groups visible. 
Note that the barriers are receptors of the agent vision fields and that they attenuate the intensity of the vision 
reception on the walls behind the barriers. This attenuation is due to both the effect of vision field occlusion 
(shadowing) as well as the diversion that the barriers cause in the approaching traffic streams. One of the interesting 
and useful aspects of the vision field algorithm as implemented is that additional scene geometry does not have a 
significant negative impact on algorithm performance and in some cases may actually improve performance by 
limiting the propagation of vision rays. 
The third and final experiment applied the vision mapping algorithm to real design for an underground light rail 
station in North America. The purpose of this experiment was to understand how the vision mapping algorithm 
would scale to a much larger environment and to gain an appreciation for how the results might inform station 
design. 
Fig. 4. Vision mapping during peak 15 minutes in an underground light rail station concourse. 
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Fig. 4 shows the concourse level of the station during the busiest 15 minutes of the morning commuting period. 
The entire solution took approximately 5 minutes to run including both simulation time and vision mapping 
calculations. Note that in the larger scene the extents of each agent’s cone of vision can intersect with floor 
geometry as well as vertical or sloped surfaces. It is clear from the image that some of the overhead signage 
locations are better located than others. In addition the three panels at the far end of the concourse are highly visible 
and their location would be ideal for way finding or advertising signage. 
4. Conclusions and next steps 
Based on the initial work on the algorithm we conclude that vision mapping for even large and geometrically 
complex scenes can be executed in reasonable amounts of time on commodity hardware. Further, we conclude that 
vision maps can be an effective way of measuring and communicating the impact of design decisions and the effects 
of congestion. 
The efficiency of the core algorithm could be improved in a variety of ways. Various techniques could be used to 
reduce the memory requirements for voxel storage, such as subdividing the overall environment into larger cubes 
which are either marked as empty space (containing no voxel data) or contain a dense voxel array describing the 
space within the cube. This would allow larger spaces to be simulated with lower memory requirements, while 
moderately increasing the complexity of the ray traversal step. Other efficiency improvements could include only 
firing a small, randomly selected number of rays from each pedestrian at each time step instead of a full cone, or 
implementing the ray traversal algorithm on a GPU. 
The cones of vision for each agent could be made more sophisticated by supporting angled-down or elliptical 
cones. To model differences between the center of the field of vision and the periphery, the simulation could be 
extended to accept a vision attenuation function that takes into account the angle from the center of the cone as well 
as distance from the eye. 
Finally, an extension to the algorithm would be to mark vision intensity in empty space as well as on 
environmental geometry, tracing how often vision rays passed through points in empty space. While this would be 
more computationally expensive, it would allow insight into, for example, where within a floor it may be useful to 
place signage (as opposed to where on existing walls). 
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