Meromorphic functions in the unit disc that share slowly growing functions in an angular domain  by Liu, Huifang et al.
Computers and Mathematics with Applications 62 (2011) 4539–4546
Contents lists available at SciVerse ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Meromorphic functions in the unit disc that share slowly growing
functions in an angular domain✩
Huifang Liu a,∗, Daochun Sun b, Zhiqiang Mao c
a Institute of Mathematics and Informatics, Jiangxi Normal University, Nanchang 330022, China
b School of Mathematics, South China Normal University, Guangzhou 510631, China
c School of Mathematics and Computer, Jiangxi Science and Technology Normal University, Nanchang 330013, China
a r t i c l e i n f o
Article history:
Received 17 July 2010
Received in revised form 16 July 2011
Accepted 11 October 2011
Keywords:
Meromorphic function
Order of growth
Shared function
Angular domain
a b s t r a c t
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1. Introduction and main results
Let f be a meromorphic function in DR = {z : |z| < R}, where 0 < R ≤ ∞. We adopt the standard notations of
Nevanlinna’s value distribution theory (see [1] or [2]), such as T (r, f ),N(r, f ) and m(r, f ). Suppose that f and g are two
nonconstant meromorphic functions inDR, α is a meromorphic function inDR, andX ⊆ DR. We say that f and g share α CM
(countingmultiplicities) inX provided that f −α and g−α have the same zeros with the samemultiplicities inX. Similarly,
we say that f and g share α IM (ignoring multiplicities) in X provided that f − α and g − α have the same zeros in X.
Since Nevanlinna [3] proved the famous five-value theorem and four-value theorem by using his value distribution
theory, lots of uniqueness results of meromorphic functions in the complex plane C have been obtained, which are
introduced systematically in [4]. In [5], Zheng firstly took into account the uniqueness dealingwith five shared values in some
angular domains of C. It is an interesting topic to investigate the uniqueness dealing with shared values in the remaining
part of the complex plane removing an unbound closed set (see [6–8], etc.). In [6], Zheng proved the following result by
using the Nevanlinna theory in an angular domain.
Theorem A (See [6]). Let f and g be both transcendental meromorphic functions in C. Given one angular domain Ω(α, β) =
{z : α < arg z < β} with 0 ≤ α < β ≤ 2π and for some positive number ε and for some a ∈ C∞
=C{∞},
lim
r→∞
log n(r,Ω(α + ε, β − ε), f = a)
log r
>
π
β − α ,
where n(r,Ω(α + ε, β − ε), f = a) denotes the number of the roots of f (z) = a in {z : |z| < r}Ω(α + ε, β − ε) counting
multiplicities. If f and g share five distinct values aj (j = 1, . . . , 5) IM inΩ(α, β), then f ≡ g.
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In the sequel, let f bemeromorphic in the unit discD1 and∆(θ0, δ) denote the domain {z : |z| < 1}{z : | arg z− θ0| <
δ}, where 0 ≤ θ0 < 2π, 0 < δ < π . We use n(r,∆(θ0, δ), f = a) to denote the number of the roots of f (z) = a in
∆(θ0, δ)
{z : |z| < r} counting multiplicities.
In [9], we pose the investigation of the uniqueness of meromorphic functions in the unit disc sharing values in an angular
domain. By using the conformal mapping and the properties of meromorphic functions in the unit disc, we obtained the
following result.
Theorem B. Let f and g be two meromorphic functions in D1, aj ∈ C∞ (j = 1, . . . , 5) be five distinct values, and ∆(θ0, δ) be
an angular domain such that for some a ∈ C∞,
lim
r→1
log n(r,∆(θ0, δ/2), f = a)
log 11−r
> 1.
If f and g share aj (j = 1, . . . , 5) IM in∆(θ0, δ), then f ≡ g.
In this paper, we continue to make the above investigation. Our main purpose is to replace the values aj (j = 1, . . . , 5)
in Theorem B by the functions αj (j = 1, . . . , 5) of slow growth with respect to f , and obtain the following theorems. First
we introduce some definitions.
In our discussion of the above investigation, the following Ahlfors–Shimizu characteristic is an important tool. Let f be
meromorphic in D1, and∆(θ, δ) be an angular domain in D1. Define
S0(r,∆(θ, δ), f ) = 1
π
 θ+δ
θ−δ
 r
0
 |f ′(teiφ)|
1+ |f (teiφ)|2
2
tdtdφ,
T0(r,∆(θ, δ), f ) =
 r
0
S0(t,∆(θ, δ), f )
t
dt.
Especially, we define
S0(r, f ) = 1
π
 2π
0
 r
0
 |f ′(teiφ)|
1+ |f (teiφ)|2
2
tdtdφ,
T0(r, f ) =
 r
0
S0(t, f )
t
dt.
Then from Theorem 1.4 in [1], we have
|T (r, f )− T0(r, f )− log+ |f (0)| | ≤ 12 log 2. (1.1)
So by (1.1), we get the following definition.
Definition 1.1. Let f be a meromorphic function in D1, the order σ(f ) of f is defined by
σ(f ) = lim
r→1
log+ T (r, f )
log 11−r
= lim
r→1
log+ T0(r, f )
log 11−r
.
Definition 1.2. Let f be a meromorphic function in D1 of finite order. If for arbitrary small positive number ε, we have
lim
r→1
log n(r,∆(θ0, ε), f = a)
log 11−r
= σ(f )+ 1
for all but at most two exceptional values a ∈ C∞, then eiθ0 is called a Borel point of order σ(f ) + 1 of f , the ray
L(θ0) = {z : |z| < 1, arg z = θ0} is called a Borel radius of f .
Remark 1.1. In [10], Valiron proved that every meromorphic function of finite order σ(f ) in the unit disc must have at least
one Borel point of order σ(f )+ 1.
Now we give the main results of this paper.
Theorem 1.1. Let f and g be two nonconstant meromorphic functions of finite order in D1, αj (j = 1, . . . , 5) be five distinct
meromorphic functions inD1 such thatmax1≤j≤5{σ(αj)} < σ(f ), and let∆(θ0, δ) (0 < δ < π) be an angular domain containing
the Borel radius L(θ0) of f . If f and g share αj (j = 1, . . . , 5) IM in∆(θ0, δ), then f ≡ g.
If f is a meromorphic function of infinite order in D1, there exists a precise order ρ
 1
1−r

of f such that (introduced by
Hiong, see [11,12])
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(i) ρ
 1
1−r

is continuous, nondecreasing and tends to+∞ as r → 1.
(ii) limr→1
logU

1
1−R

logU

1
1−r
 = 1, where U  11−r  =  11−r ρ 11−r  , R = r + 1−r1+logU 11−r  .
(iii) limr→1 log T (r,f )
ρ

1
1−r

log 11−r
= 1.
Theorem 1.2. Let f and g be two meromorphic functions of infinite order in D1, αj (j = 1, . . . , 5) be five distinct meromorphic
functions of finite order in D1, and let ∆(θ0, δ) (0 < δ < π) be an angular domain such that for some a ∈ C∞,
lim
r→1
log n(r,∆(θ0, δ/2), f = a)
ρ
 1
1−r

log 11−r
= 1.
If f and g share αj (j = 1, . . . , 5) IM in∆(θ0, δ), then f ≡ g.
2. Lemmas
Let f be meromorphic in the unit disc D1. It will be convenient to let S(r, f ) denote any quantity satisfying
S(r, f ) = O

log
1
1− r

+ O{log+ T (r, f )}
as r → 1 possibly outside a set E such that E dr1−r <∞.
Lemma 2.1 (See [13]). Let f be meromorphic in D1 and k be a positive integer. Then
m

r,
f (k)
f

= S(r, f ).
If f is of finite order, then
m

r,
f (k)
f

= O

log
1
1− r

, (r → 1).
Lemma 2.2 (See [13]). Let h1(r) and h2(r) be monotonically increasing and real valued functions on [0, 1) such that h1(r) ≤
h2(r) possibly outside an exceptional set E ⊂ [0, 1), for which

E
dr
1−r <∞. Then there exists a constant b ∈ (0, 1) such that if
s(r) = 1− b(1− r), then h1(r) ≤ h2(s(r)) for all r ∈ [0, 1).
The following result can be proved by the similar argument to that of Nevanlinna second fundamental theorem
concerning three small functions in the complex plane (e. g. see Theorem 2.5 in [1]).
Lemma 2.3. Let f be a nonconstant meromorphic function inD1, and let βj (j = 1, 2, 3) be three distinct meromorphic functions
in D1 such that max1≤j≤3{σ(βj)} < σ(f ). Then
T (r, f ) ≤
3
j=1
N

r,
1
f − βj

+ S(r, f )+ O

1
1− r
M1
as r → 1, where M1 is a positive number satisfying max1≤j≤3{σ(βj)} < M1 < σ(f ).
Using the similar proof to that of Lemma 3.2 in [4], we obtain the following result.
Lemma 2.4. Let f be a nonconstantmeromorphic function inD1, and let βj (j = 1, . . . , 5) be five distinct meromorphic functions
in D1 such that max1≤j≤5{σ(βj)} < σ(f ). Then
2T (r, f ) ≤
5
j=1
N

r,
1
f − βj

+ S(r, f )+ O

1
1− r
M
as r → 1, where M is a positive number satisfying max1≤j≤5{σ(βj)} < M < σ(f ).
Lemma 2.5. Let f and g be two nonconstant meromorphic functions in D1. If σ(f ) < σ(g) then
σ(fg) = σ(g), σ (f + g) = σ(g).
Proof. Using the similar proof to that of Theorem 1.15 in [4], we can prove the above result. 
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Lemma 2.6. Let f and g be two nonconstantmeromorphic functions inD1, and let βj (j = 1, . . . , 5) be five distinct meromorphic
functions in D1 such that max1≤j≤5{σ(βj)} < σ(f ). If f and g share βj (j = 1, . . . , 5) IM in D1, then f ≡ g.
Proof. We divide our proof into two steps.
Step 1. We prove that σ(f ) ≤ σ(g). Since f and g share βj (j = 1, . . . , 5) IM in D1, by Lemma 2.3, we get
T (r, f ) ≤
3
j=1
N

r,
1
f − βj

+ S(r, f )+ O

1
1− r
M
=
3
j=1
N

r,
1
g − βj

+ S(r, f )+ O

1
1− r
M
≤ 3T (r, g)+ S(r, f )+ O

1
1− r
M
,
where, and in the sequel,M is a positive number satisfying max1≤j≤5{σ(βj)} < M < σ(f ). Hence we get
(1− o(1))T (r, f ) ≤ 3T (r, g)+ O

1
1− r
M
, (r → 1, r ∉ E).
Combining this with Lemma 2.2, we get σ(f ) ≤ σ(g).
Step 2. We prove f ≡ g . The following proof ideas are due to Yi [14], Yi and Li [15].
Suppose that f ≢ g . Set
L(w) = w − β1
w − β2 ·
β3 − β2
β3 − β1 . (2.1)
Let P(z) = L(f (z)),Q (z) = L(g(z)), bj = L(βj), (j = 1, . . . , 5). By (2.1), we get b1 = 0, b2 = ∞, b3 = 1, b4, b5 ≢ 0,∞, 1
and b4 ≢ b5. By the assumptions of Lemma 2.6 and (2.1), we know that P and Q share 0, 1,∞ IM. Then by the second
fundamental theorem in D1, we get
T (r,Q ) ≤ N

r,
1
Q

+ N

r,
1
Q − 1

+ N(r,Q )+ S(r,Q )
≤ N

r,
1
P

+ N

r,
1
P − 1

+ N(r, P)+ S(r,Q )
≤ 3T (r, P)+ S(r,Q ). (2.2)
Hence by (2.2), we get
S(r,Q ) = S(r, P). (2.3)
By (2.1), Lemma 2.5 and Step 1, we have σ(P) = σ(f ), σ (Q ) = σ(g) and
max
1≤j≤5
{σ(bj)} ≤ max
1≤j≤5
{σ(βj)} < σ(f ) = σ(P) ≤ σ(Q ). (2.4)
We claim that at least three among N

r, 1P−bj

(j = 1, . . . , 5) are not equal to S(r, P) + O

1
1−r
M
. Otherwise, by
Lemma 2.3, we get
T (r, P) ≤ S(r, P)+ O

1
1− r
M
. (2.5)
By (2.5) and Lemma 2.2, we get σ(P) ≤ M . This contradicts (2.4).
Without loss of generality, we assume that
N

r,
1
P − b5

≠ S(r, P)+ O

1
1− r
M
. (2.6)
Set
H = P
′(b′4Q − b4Q ′)(P − Q )
P(P − 1)Q (Q − b4) −
Q ′(b′4P − b4P ′)(P − Q )
Q (Q − 1)P(P − b4) . (2.7)
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Then by (2.7), we get
H = (P − Q )H1
P(P − 1)(P − b4)Q (Q − 1)(Q − b4) , (2.8)
where
H1 = P ′(b′4Q − b4Q ′)(Q − 1)(P − b4)− Q ′(b′4P − b4P ′)(P − 1)(Q − b4)
= b′4PP ′Q 2 − b′4PP ′Q − b4(b4 − 1)PP ′Q ′ − b4b′4P ′Q 2 + b4b′4P ′Q
− b′4P2QQ ′ + b′4PQQ ′ + b4(b4 − 1)P ′QQ ′ + b4b′4P2Q ′ − b4b′4PQ ′. (2.9)
Noting that f ≢ g , by (2.1), we have
P ≢ Q . (2.10)
We discuss the following two cases.
Case 1. H ≡ 0. By (2.7) and (2.10), we get
P ′(b′4Q − b4Q ′)
(P − 1)(Q − b4) ≡
Q ′(b′4P − b4P ′)
(Q − 1)(P − b4) . (2.11)
If b4 is a constant, then by b4 ≠ 1 and (2.11), we get P ≡ Q , which contradicts (2.10). So b4 is not a constant. By (2.11), we
get
P ′(b′4Q − b4Q ′)
Q ′(b′4P − b4P ′)
− 1 ≡ (P − 1)(Q − b4)
(Q − 1)(P − b4) − 1.
Hence we get
P ′ − Q ′
P − Q ≡
(1− b4)Q ′(b′4P − b4P ′)
b′4Q (Q − 1)(P − b4)
+ Q
′
Q
. (2.12)
By (2.6), we know that there is a point z0 such that z0 is a common zero of P − b5 and Q − b5, but is not a zero or a pole
of b4, b′4, b5, b5 − 1, b5 − b4. It is obvious that z0 is a pole of the left side of (2.12), and not a pole of the right side of (2.12),
which is a contradiction.
Case 2. H ≢ 0. By (2.7), we get
H = P
′
P − 1 ·
b′4Q − b4Q ′
Q (Q − b4) −

P ′
P − 1 −
P ′
P

· b
′
4Q − b4Q ′
Q − b4
−

Q ′
Q − 1 −
Q ′
Q

· b
′
4P − b4P ′
P − b4 +
Q ′
Q − 1 ·
b′4P − b4P ′
P(P − b4) . (2.13)
Since
b′4Q − b4Q ′
Q (Q − b4) =
Q ′
Q
− Q
′ − b′4
Q − b4 ,
b′4Q − b4Q ′
Q − b4 = b
′
4 −
b4(Q ′ − b′4)
Q − b4 , (2.14)
we get
m

r,
b′4Q − b4Q ′
Q (Q − b4)

≤ m

r,
Q ′
Q

+m

r,
Q ′ − b′4
Q − b4

= S(r,Q ), (2.15)
m

r,
b′4Q − b4Q ′
Q − b4

≤ m(r, b′4)+m

r,
b4(Q ′ − b′4)
Q − b4

= S(r,Q )+ O

1
1− r
M
. (2.16)
Combining (2.13), (2.15) with (2.16), we get
m(r,H) = S(r, P)+ S(r,Q )+ O

1
1− r
M
. (2.17)
Nextwe estimateN(r,H). By (2.7),we know that the poles ofH only possibly occur from the zeros of P,Q , P−1,Q−1, P−b4
and Q − b4, the poles of P,Q and b4. Let E0 be the set of all zeros, 1-points and poles of b4. We discuss the following four
subcases.
4544 H. Liu et al. / Computers and Mathematics with Applications 62 (2011) 4539–4546
Subcase 1. Suppose that z1 is a zero of P with multiplicity m1 and Q with multiplicity n1, but z1 ∉ E0. Then by (2.9),
we know that z1 is a zero of H1 with multiplicity at least m1 + n1 − 1. Noting that z1 is a zero of P − Q with multiplicity
min{m1, n1}, by (2.8), we deduce that z1 is not a pole of H .
Subcase 2. Suppose that z2 is a pole of P with multiplicity m2 and Q with multiplicity n2, but z2 ∉ E0. Then by (2.9), we
know that z2 is a pole of H1 with multiplicity at most 2m2 + 2n2 + 1. Noting that z2 is a pole of P − Q with multiplicity at
most max{m2, n2}, by (2.8), we deduce that z2 is not a pole of H .
Subcase 3. Suppose that z3 is a zero of P − 1 with multiplicitym3 and Q − 1 with multiplicity n3, but z3 ∉ E0. Noting that
z3 is a zero of P − Q with multiplicity min{m3, n3}, a simple pole of P ′P−1 and Q
′
Q−1 , by (2.7), we deduce that z3 is not a pole of
H .
Subcase 4. Suppose that z4 is a zero of P − b4 with multiplicitym4 and Q − b4 with multiplicity n4, but z4 ∉ E0. By (2.14),
we know that z4 is a simple pole of
b′4Q−b4Q ′
Q (Q−b4) and
b′4P−b4P ′
P(P−b4) . Noting that z4 is a zero of P − Q , by (2.7), we deduce that z4 is not
a pole of H .
From the above, we get
N(r,H) = O

1
1− r
M
(r → 1). (2.18)
Thus by (2.3), (2.17) and (2.18), we get
T (r,H) = S(r, P)+ O

1
1− r
M
. (2.19)
Since P and Q share b5 IM, by (2.7) and (2.19), we get
N

r,
1
P − b5

≤ N

r,
1
H

≤ S(r, P)+ O

1
1− r
M
,
which contradicts (2.6). Lemma 2.6 is completely proved. 
Lemma 2.7 (See [9]). Set
u = u(z) = z
π
δ + 2z π2δ − 1
z
π
δ − 2z π2δ − 1 .
Then u maps conformally {z : | arg z| < δ, |z| < 1} onto the unit disc {u : |u| < 1}, where 0 < δ < π .
3. Proofs of theorems
The proof of Theorem 1.2 is similar to that of Theorem 1.1, so we only give the proof of Theorem 1.1 in detail.
Proof. Without loss of generality, we may assume θ0 = 0. Set
u = u(z) = z
π
δ + 2z π2δ − 1
z
π
δ − 2z π2δ − 1 . (3.1)
Let z = z(u) denote its inverse function. Then by Lemma 2.7 we know that u maps conformally ∆(0, δ) onto the unit disc
{u : |u| < 1}.
Let z = reiθ ∈ ∆(0, δ). We define A, B to be the real and imaginary parts of z πδ + 2z π2δ − 1, C,D to be the real and
imaginary parts of z
π
δ − 2z π2δ − 1. By (3.1) we get
1− |u(z)| = 1−

A2 + B2
C2 + D2
= C
2 + D2 − A2 − B2
C2 + D2 +(A2 + B2)(C2 + D2)
=
8r
π
2δ

1− r πδ

cos πθ2δ
C2 + D2 +(A2 + B2)(C2 + D2) . (3.2)
Since
C2 + D2 = r 2πδ + 2r πδ + 1+ 4r π2δ

1− r πδ

cos
πθ
2δ
+ 2r πδ

1− cos πθ
δ

,
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we get
1 ≤ C2 + D2 ≤ C2 + D2 +

(A2 + B2)(C2 + D2) ≤ 2(C2 + D2) ≤ 20. (3.3)
Note that limr→1 1−r
π
δ
1−r = πδ , there exists r0 ∈
 1
2
 2δ
π , 1

such that for all r satisfying r0 < r < 1, we have
1
2
< r
π
2δ < 1, (3.4)
π
2δ
(1− r) < 1− r πδ < 3π
2δ
(1− r). (3.5)
Hence by (3.2)–(3.5) we get for all r ∈ (r0, 1)
1− |u(z)| ≤ 12π
δ
(1− r) (3.6)
and
1− |u(z)| ≥ π
10δ
(1− r) cos πθ
2δ
. (3.7)
Let F(u) = f (z),G(u) = g(z), βj(u) = αj(z) (j = 1, . . . , 5). Then F(u),G(u), βj(u) (j = 1, . . . , 5) are meromorphic in
{u : |u| < 1}.
Step 1. We prove that σ(βj) ≤ σ(αj) (j = 1, . . . , 5). By (3.6), we know that z maps the domain {u : |u| < t} into the
domain {z : |z| < r, | arg z| < δ}, where r > r0, t = 1− 12πδ (1− r). So that
S0(t, βj) ≤ S0(r,∆(0, δ), αj), dtt ≤
12π
δ
r0
1− 12π
δ
(1− r0)
· dr
r
, (3.8)
where 1− 12π
δ
(1− r0) < t < 1. Hence by (3.8), we get t
1− 12π
δ
(1−r0)
S0(t, βj)
t
dt ≤
12π
δ
r0
1− 12π
δ
(1− r0)
 r
r0
S0(r,∆(0, δ), αj)
r
dr. (3.9)
It follows from (3.9) that
T0(t, βj) ≤
12π
δ
r0
1− 12π
δ
(1− r0)
T0(r, αj)+ O(1).
From this we get σ(βj) ≤ σ(αj).
Step 2. We prove that σ(F) ≥ σ(f ). By (3.7), we know that umaps the domain {z : r0 < |z| < r, | arg z| < δ/2} into the
domain {u : |u| < t}, where t = 1− π20δ (1− r). So that
n(t, F = a) ≥ n(r,∆(0, δ/2), f = a)− O(1). (3.10)
By the assumptions of Theorem 1.1, there exist a ∈ C∞ and a sequence {rn} of positive numbers such that rn → 1 for
n →∞ and such that for arbitrary small positive number ε1, we have
n(rn,∆(0, δ/2), f = a) >

1
1− rn
σ(f )+1−ε1
(3.11)
for n sufficiently large.
Set tn = 1− π20δ (1− rn), (3.10) and (3.11) yield
n(tn, F = a) ≥

1
1− rn
σ(f )+1−ε1
− O(1)
≥

1
1− rn
σ(f )+1−ε2
≥ π
20δ

1
1− tn
σ(f )+1−ε2
(3.12)
for n sufficiently large, where ε2 > ε1 is an arbitrary small positive number.
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Set t ′n = tn + 12 (1− tn), then by (3.12) we get
T0(t ′n, F) > N(t
′
n, F = a)− c1
>
 t ′n
tn
n(t, F = a)
t
dt − c1
> n(tn, F = a) log t
′
n
tn
− c1
> c2(1− tn)

1
1− tn
σ(f )+1−ε2
= c2

1
1− tn
σ(f )−ε2
, (3.13)
where c1 and c2 are two positive constants, not necessarily the same at each occurrence. Hence by (3.13) we get
σ(F) = lim
t→1
log T0(t, F)
log 11−t
≥ lim
t ′n→1
log T0(t ′n, F)
log 11−t ′n
≥ lim
tn→1
log

1
1−tn
σ(f )−ε2
log 21−tn
= σ(f ).
Step 3. We prove that f ≡ g . Since f and g share αj (j = 1, . . . , 5) IM in ∆(0, δ), F and G share βj (j = 1, . . . , 5) IM in
{u : |u| < 1}. Then combining steps 1 and 2 with Lemma 2.6, we get F ≡ G. Hence by the identity principle, we get f ≡ g .
Theorem 1.1 is thus proved. 
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