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AlthöferらのMultiple Choice Systemの研究などがある。Multiple Choice Systemは人工知能
がゲームの候補手を提示し、ボスと呼ばれる人間がそれらの中から一つを選択するシステムであ
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構成した研究が複数存在し、その例として Altho¨ferらによるMultiple Choice System [2]や伊藤ら
による合議アルゴリズム [3]の研究がある。
Multiple Choice System は人工知能がゲームの候補手を提示し、ボスと呼ばれる人間がそれら
の中から一つを選択するシステムである。Altho¨ferらはチェスにおいて、Multiple Choice System






























ラメータと呼ぶ。第 l + 1(l = 1; 2; :::; L)層の j番目のユニットが受け取る値を u(l+1)j 、第 l層の i番




















































































順伝播型ニューラルネットワークに入力 x j を与えるときは






濃淡値を各画素に格納したグレースケールの画像を考える。画像サイズを W W とし、画素を
インデックス (i; j)(i = 0; :::;W   1; j = 0; :::;W   1) で表す。画像の左上角、右下角の画素のイン
デックスはそれぞれ (0; 0)、(W   1;W   1)である。画素 (i; j)の画素値を xi j と表し、実数値をと
るとする。またフィルタと呼ぶサイズの小さい画像を考え、そのサイズを H  H とする。フィル
タの画素はインデックス (p; q)(p = 0; :::;H   1; q = 0; :::;H   1)で表し、画素値を hpq と表す。hpq











(W   2bH=2c)  (W   2bH=2c)
6
となる。bcは小数点以下を切り上げて整数化する演算子とする。例えば、88の入力画像に 33の









チャネル数が K の画像の各画素は K 個の画素値を持つ。画像の縦横サイズが W W で、チャネ
ル数が K のとき、この画像のサイズを W W  K と表すことにする。
複数の畳込み層を用いた順伝播型ニューラルネットワークを考える。第 l 層の畳込み層は直前
の第 l   1層から幅 bH=2cでゼロパディングされたサイズ (W + 2bH=2c)  (W + 2bH=2c)  K の入
力画像 zl 1i jk (k = 0; :::;K   1)を受け取り、これに M 種類のフィルタ hpqkm(m = 0; :::;M   1)を適用
する。ゼロパディングされた入力画像の左上角、右下角の画素のインデックスはそれぞれ (0; 0)、
(W + 2bH=2c   1;W + 2bH=2c   1)とする。各フィルタは入力画像と同じチャネル数 K を持ち、そ
のサイズを H  H  K とする。m = 0; 1; :::;M   1の各フィルタ mについて畳込みが実行され、そ









z(l 1)i+p; j+q;khpqkm + bm (6)
と表される。ただし出力画像の画素 ui jm は i + p  W + 2bH=2c、 j + q  W + 2bH=2cとなるイン
デックス (i; j)の範囲で計算されるとする。bm はバイアスである。このように、入力画像のチャネ
ル数によらず、一つのフィルタからの出力は常に 1チャネルとなる。最終的な畳込み層の出力 zi jm
は活性化関数 f を適用し
zi jm = f (ui jm) (7)
となる。
2.1.3 学習の枠組み
L層からなる順伝播型ニューラルネットワークの入力をベクトル x = [x0; x1; :::]T、出力をベクト









f(x1;d1); (x2;d2); :::; (xN ;dN)g
と N 個与えられている。これらのペア (x;d) 一つ一つを訓練サンプルと呼び、その集合を訓練
データと呼ぶ。このとき w を調整することでこれらの入出力のペアを再現すること、すなわちど
の n(= 1; :::;N)のペア (xn;dn)に対しても入力 xn を順伝播型ニューラルネットワークに与えたと
きの出力 y(xn;w)がなるべく dn に近くなるように w を調整する。これを学習と呼ぶ。このとき








kdn   y(xn;w)k2 (8)

















w  w   rE (10)
を定義する。 は学習係数と呼ばれる定数 ( > 0)であり、左向きの矢印は代入を表す。式 9、10
を反復計算することにより、パラメータ w について E(w)の値を E(w)の極小点の一つに向かっ
て減少させることができる。これを勾配降下法と呼ぶ。























































エージェントと環境は離散的な時間ステップ t = 0; 1; 2; 3; :::の各々において相互作用を行う。各
時間ステップ t において、エージェントは何らかの環境の状態の表現 st 2 S (Sは可能な状態の集
合)を受け取り、これに基づいて行動 at 2 A(st)を選択する (A(st)は状態 st において選択すること
のできる行動の集合である)。1時間ステップ後に、エージェントはその行動の結果として数値化さ
れた報酬 rt+1 2 Rを受け取り、新しい状態 st+1 にいることを知る。
各時間ステップにおいて、状態から可能な行動を選択する確率の写像を方策と呼び、t で表す。
ここで、t(s; a)はもし st = sならば at = aとなる確率である。強化学習法の目的は、エージェン
トが方策を改善し、期待収益を最大化することである。時間ステップ tの後に受け取った報酬の系
列を rt+1; rt+2; rt+3; :::と表すと、収益 Rt は







時刻 t で取られた行動に対して、環境が時刻 t + 1においてどのように応答するかを考える。最
も一般的な場合では、この応答は以前に起こったあらゆることに依存する。この場合、ダイナミク
スは、全ての s0; rと、過去の事象全ての可能な値 st; at; rt; :::; r1; s0; a0 に対して、完全な確率分布
Prfst+1 = s0; rt+1 = rjst; at; rt; st 1; at 1; :::; r1; a0; r0g (18)
を指定することによってのみ定義される。
他方、状態信号がマルコフ性を持つなら、t + 1における環境の応答は tにおける状態と行動のみ
に依存することになり、このときには全ての s0; r; stと at に対して





の状態と行動、sと aが与えられたとして、次に可能な各状態 s0 の確率は
Pass0 = Prfst+1 = s0jst = s; at = ag (20)
となる。これらの量は遷移確率と呼ばれる。また、次の報酬の期待値は







方策 のもとでの状態 sの価値 V(s)は、





となる。E fg は、エージェントが  に従うとしたときの期待値を表す。終端状態の価値は常に 0
である。関数 V を方策 に対する状態価値関数と呼ぶ。
方策 のもとで状態 sにおいて行動 aを取ることの価値 Q(s; a)は、
Q(s; a) = E fRt jst = s; at = ag = E
8>><>>: 1X
k=0












Rass0 + V(s0) (24)
が成り立つ。式 (24)は V に対する Bellman方程式である。この式は、開始状態の価値は、期待さ
れる次状態の価値と途中で得られる期待報酬との和に等しい、ということを述べている。
2.2.3 最適価値関数
価値関数は方策に関して半順序を定義する。全ての s 2 S 対して、V(s)  V0 (s) であるなら、
そのときに限り   0 である。他の方策より良いか、それに等しい方策が常に少なくとも一つ存
在し、これが一つの最適方策  である。最適方策が持つ状態価値関数は最適状態価値関数と呼ば





最適方策は、Q と表される最適行動価値関数も持つ。最適行動価値関数は、全ての s 2 S と
a 2 A(s)に対して












Rass0 + V(s0) (27)
と書くことができる。これが V に対する Bellman最適方程式である。Q に対する Bellman最適
方程式は、












いま任意の決定論的な方策 に対して、その価値関数 V が求まったとする。我々が知りたいこ
とは、ある状態 sに対して、ある行動 a , (s)を決定論的に選択するように方策を変更すべきかと
いう点である。新しい方策に変えることがより良いのか、悪いのかを知る一つの方法は、状態 sで
行動 aを選択し、その後は既存の方策 に従うことである。この価値は







と計算される。もしこの値が V(s)より大きい場合、すなわち sで一度 aを選んで、その後 に従
うことが常に に従う場合よりも良いならば、状態 sに対して行動 aを常に選ぶことが良く、した
がってこの新しい方策は全体的に改善されることが期待される。ここで、全ての s 2 Sについて
Q(s; 0(s))  V(s) (30)
が成り立つ決定論的な方策 、0 が存在するとき、全ての s 2 Sについて
V
0
(s)  V(s) (31)
が成り立つ。これを方策改善定理と呼ぶ。元の決定論的方策を 、0(s) = aであること以外は と










V を使って方策 を改善し、より優れた方策 0 を得ることができたならば、続いて 0 から V0
を計算して改善を行うことで、さらに優れた方策 00 を得ることができる。このように方策と価値
関数を次々と改善する系列

















wは収益 Rt の重みで、挙動方策 0 に対する推定方策 の元での系列の相対的生起確率であり、
偏りのない収益の平均を求めるために用いられる。0 は (s; a) > 0ならば 0(s; a) > 0となるよう
な方策でなければならない。
 
全ての s 2 S , a 2 A(s)に対して初期化：
Q(s; a) 任意の値
N(s; a) 0 (Q(s; a)の分子)
D(s; a) 0 (Q(s; a)の分母)
  任意の決定論的方策
永久に繰り返し：
(a) 0 を選択し、それを用いて 1個のエピソードを生成する：
s0; a0; r1; s1; a1; r2; :::; sT 1; aT 1; rT ; sT
(b)   最も最近 a , (s)となった時刻
(c)時刻 あるいはそれ以降にエピソード中に出現した各 s; aの対について：
t  t  であるような s; aが最初に発生した時刻
w T 1k=t+1 10(sk ;ak)
N(s; a) N(s; a) + wRt
D(s; a) D(s; a) + w
Q(s; a) N(s;a)D(s;a)
(d)各 s 2 Sについて：





R(n)t = rt+1 + rt+2 + 
2rt+3 + ::: + n 1rt+n + nVt(st+n) (34)
を価値の推定に使うこともできる。R(n)t を n ステップ収益と呼ぶ。エピソードの終了時刻を T と







t   Vt(st)] (35)
と定義される。は正の定数であり、ステップサイズ・パラメータと呼ばれる。また、全ての s , st
について Vt(s) = 0である。推定価値の更新は全ての s 2 Sについて











る。要素となる nステップ収益の重み値が正で、合計が 1になっているのなら、いかなる nステッ
プ収益の集合も平均化できる。ここで、全ての nステップ収益を平均化した収益は





となる。これを 収益と呼ぶ。は重み値と呼ばれ、0    1である。収益についても nステッ
プ・バックアップと同様に増分















行動 aを取り、r; s0 を観測する
Qから導かれる方策 (例えば  グリーディ方策)を用いて
s0 で取る行動 a0 を選択する
a  argmaxb Q(s0; b)
(a0 の場合と最大値が等しいならば、a  a0)
  r + Q(s0; a)   Q(s; a)
e(s; a) e(s; a) + 1
全ての s; aについて：
Q(s; a) Q(s; a) + e(s; a)
もし a0 = a ならば、e(s; a) e(s; a)
それ以外 e(s; a) 0
s s0; a a0
sが終端状態であれば繰り返しを終了 
図 3 Watkinsの Q()(テーブル形式版)
新を待ち、状態、行動及び報酬の系列が得られた後に  収益を用いてほぼ同様の更新を行うこと
もできる。エピソードの系列を f(s0; a0; r1); (s1; a1; r2); :::; (sT 1; aT 1; rT )g、状態 st での行動集合を
A(st)とし、時刻 tの後、直近で Q(s; a) , maxa2A(s) Q(s; a)となった時刻を 、存在しなければ
 = T とすると更新は
Rt = rt+1 + rt+2 + 
2rt+3 + ::: +  t 2r 1 +  t 1r (39)
R(n)t =
8>><>>:rt+1 + rt+2 + 2rt+3 + ::: + n 1rt+n + nmaxa2A(st+n) Q(st+n; a) (   t > n)Rt (   t  n) (40)
















法の違いを表している。時刻は tと表され、0  t  T である。図 4の丸は状態 sを表し、白丸は非
終端状態、黒丸は終端状態である。丸同士を繋ぐ線は行動 aを表し、点線は推定方策から導かれた
行動、実線は挙動方策から導かれた行動である。このエピソードでは時刻 t + 1において挙動方策
と推定方策それぞれから導かれた行動が異なっている。また状態 sT に遷移した際に報酬 r が与え
られており、それ以外の報酬は 0である。矢印は矢印の根本の価値や報酬を用いた、矢印が指す状
態行動対の行動価値に対するバックアップを表す。図 4(a)は方策オフ型モンテカルロ法のバック
アップを表しており、矢印では図 2中の式 Q(s; a) N(s;a)D(s;a) を計算する。図 4(b)はWatkinsの Q()












スと囲碁におけるMultiple Choice Systemの性能を調査した [2]。





























チェス人工知能 Stockfish、将棋人工知能 Elmo、囲碁人工知能 AlphaGo Zeroとの対戦実験を行い、












TD-Gammon がバックギャモンにおいてトップクラスのレーティングを持つ Rovertie とほぼ互角
に対戦できることを示した。
菅原らの研究
菅原らは Multiple Choice System のバリエーションの一つである Double-Fritz with Boss を
ニューラルネットワークとチェス人工知能 Stockfish 7を用いて構成し、その性能を調査した [9]。




















す。勝点は勝ちなら 1,引き分けなら 0、負けなら  1とする。一つのエピソードは一つのチェスの
ゲーム開始から終了までとする。ボス人工知能はチェスをプレイしながら種々の強化学習手法に基
づいて一般化方策反復を行い、勝点期待値を最大にするような方策を探す。













*5 John’s Chess Playground, https://tromp.github.io/chess/chess.html
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 
  任意の値 (0    1)
  任意のパラメータベクトル　
Q   によって近似された行動価値関数
D  
  argmaxa Q(; a)
永久に繰り返し：
s0 を初期化
ある挙動方策 (例えば  グリーディ方策)を用いて 1個のエピソードを生成する：
s0; a0; r1; s1; a1; r2; :::; sT 1; aT 1; rT ; sT
各時刻 t(= 0; 1; :::; T   1)について繰り返し：
  t < かつ Q(s; a) , maxa2A(s) Q(s; a)となるような最小の 、
存在しなければ終時刻 T
Rt  rt+1 + rt+2 + 2rt+3 + ::: +  t 2r 1 +  t 1r




R(n)t = rt+1 + rt+2 + 
2rt+3 + ::: + n 1rt+n + nmaxa2A(st+n) Q(st+n; a)
(ただし、   t  nならば R(n)t = Rt )
D  D[ f(st; at;Rt )g
Dの要素数が M 未満になるまで繰り返し：
Dp  Dp  Dかつ






  argmaxa Q(; a) 





  argmaxa Q(; a)
永久に繰り返し：
s0 を初期化
ある挙動方策 (例えば  グリーディ方策)を用いて 1個のエピソードを生成する：
s0; a0; r1; s1; a1; r2; :::; sT 1; aT 1; rT ; sT
  a , (s)となるような最大の 、存在しなければ 0
各時刻 t(= ;  + 1; :::; T   1)について繰り返し：
D  D[ f(st; at;Rt)g
Dの要素数が M 未満になるまで繰り返し：
Dp  Dp  Dかつ















キャスリングの可否や評価値はチャネル毎に全ての画素に 0や 1、0から 1の値を格納することに
より表現する。図 7 に初期局面で一番左のポーンを前に 1 マス動かしたときの事後状態を符号化
した画像の自陣ポーンを表すチャネルの例を示す。












値である。評価値は tanh関数を用いて  1から 1の値に変換し、その値をチャネル全ての画素値と
する。
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 1 1 1 1 1 1 1














過去の駒配置の系列 12  7











入力層、畳み込み層 A(N 個)、畳み込み層 B、全結合層と並ぶ。N 及び表 2中の M; Lは適宜変更
する。N は畳込み層 Aの数であり、N = 1か N = 7である。M は入力する特徴によって変更し、
表 1(a) 中の現在の駒配置とキャスリング必要条件と評価値を入力する場合の M = 25、全ての特
徴を入力する場合の M = 85の 2種類が存在する。Lは畳込み層 Aのフィルタ数であり、L = 16、
L = 32、L = 64のいずれかである。ニューラルネットワークの出力は最後の全結合層の活性化関























候補手はオープンソースのチェス人工知能 Stockfish 8*6の MultiPV 機能を用いて生成する。
































(st; at; r)の組の数である。ここで rはWatkinsの Q()を用いるときは Rt、方策オフ型モンテカル
ロ法を用いるときは Rt である。 は 1手目のみ 1.0とし、以降は一律とした。対局相手はオープニ
ングブックを利用し、オープンニングブックに着手が登録されていない場合は候補手の中から評価
値最大のものを選択するボス人工知能とした。ニューラルネットワークは重み 1個、バイアス 1個






色、灰色の点はそれぞれ  をエピソード中一手目以外一律で 0.01、0.04、0.16としたモンテカルロ
















[10]を用いて初期化し、全てのバイアスは初期値を 0とした。 は一手目のみ  = 1とし、以降は
 = 0:04とした。対局相手はオープニングブックを利用し、オープンニングブックに着手が登録さ
れていない場合は確率 0 で候補手の中から評価値最大のものを選択し、1   0 でランダム行動する
ボス人工知能とした。
対局開始後、重み更新回数が 10000回になるまで 0 = 0:3とし、以降は 0 = 0とした。重み更
新回数が 0回から 100000回の間は対局相手がオープニングブックを利用するのを止めた。ニュー































Q(0)-1-25-16  0:56 0:09 0:49
Q(0)-1-25-32  0:12 0:08 0:54
Q(0)-1-25-64  0:27 0:08 0:60
Q(0)-1-85-16  0:38 0:08 0:55
Q(0)-1-85-32  0:14 0:08 0:54
Q(0)-1-85-64  0:36 0:09 0:56
Q(0)-7-25-16  0:08 0:08 0:55
Q(0)-7-25-32  0:37 0:08 0:57
Q(0)-7-25-64  0:19 0:07 0:58
Q(0)-7-85-16  0:10 0:08 0:60
Q(0)-7-85-32  0:24 0:09 0:57




Q(0:9)-1-25-16  0:06 0:08 0:61
Q(0:9)-1-25-32  0:09 0:08 0:62
Q(0:9)-1-25-64  0:03 0:08 0:68
Q(0:9)-1-85-16 0:07 0:08 0:74
Q(0:9)-1-85-32 0:00 0:08 0:68
Q(0:9)-1-85-64 0:04 0:09 0:70
Q(0:9)-7-25-16  0:10 0:09 0:57
Q(0:9)-7-25-32  0:10 0:08 0:53
Q(0:9)-7-25-64  0:01 0:10 0:53
Q(0:9)-7-85-16  0:04 0:09 0:61
Q(0:9)-7-85-32  0:08 0:08 0:62





Q(1)-1-25-16  0:15 0:08 0:61
Q(1)-1-25-32  0:11 0:08 0:63
Q(1)-1-25-64  0:05 0:08 0:72
Q(1)-1-85-16  0:01 0:08 0:68
Q(1)-1-85-32  0:04 0:08 0:63
Q(1)-1-85-64  0:11 0:08 0:65
Q(1)-7-25-16  0:14 0:09 0:62
Q(1)-7-25-32  0:14 0:09 0:54
Q(1)-7-25-64  0:17 0:09 0:69
Q(1)-7-85-16  0:11 0:09 0:70
Q(1)-7-85-32  0:17 0:10 0:66




MC法-1-25-16  0:22 0:08 0:69
MC法-1-25-32  0:20 0:09 0:61
MC法-1-25-64  0:18 0:08 0:64
MC法-1-85-16  0:30 0:09 0:64
MC法-1-85-32  0:24 0:08 0:66
MC法-1-85-64  0:20 0:09 0:66
MC法-7-25-16  0:33 0:08 0:63
MC法-7-25-32  0:24 0:08 0:66
MC法-7-25-64  0:27 0:08 0:62
MC法-7-85-16  0:40 0:11 0:63
MC法-7-85-32  0:08 0:08 0:63




























k = 1 かつ
1X
k=1
2k < 1 (43)
が満たされなければならないことが強化学習の分野では知られている [5]。ここで k は重み更新回
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