Extremum seeking control is an adaptive control technique that stabilizes a dynamical system around a neighborhood of the optimum point of a cost function by utilizing online measurements of function value and perturbation signals (also known as dithers), without access to gradient information. Traditional extremum seeking suffers from persistent control oscillations due to the presence of the perturbation signals. In recent years, an approach to extremum seeking allowed to design control vector fields that vanish around the optimum point. One of the main assumptions of this approach was that the minimum value of the function is 0, or is known exactly. In this work we aim at relaxing this assumption. We show that our proposed framework achieves asymptotic convergence under reasonable assumptions on the cost function without requiring unbounded amplitude/frequency of control input.
Introduction
Extremum seeking control is an adaptive control technique that stabilizes a dynamical system around a neighborhood of the optimum point of a cost function by utilizing online measurements of function value and perturbation signals (also known as dithers), without access to gradient information [5, 1] . Several frameworks of extremum seeking control exist in the literature and can be classified according to the type of dither signals used among other criteria. In this paper we focus on a special class of sinusoidal dither signals. Namely, we consider high-amplitude high frequency dither signals. This type of signals is used primarily in Motion-Planning of Control Affine systems [7, 6, 12] . The first connection made between extremum seeking control and this particular framework appeared in [3] , wherein conditions for practical stability (see [8] ) of the set of minimizers of the cost function are stated. Further results in this direction appeared in [4, 13, 14, 2, 10, 11] . In [11] , averaging results of [7, 6] were extended to systems not differentiable at a point. This allowed for a class of control vector fields for extremum seeking that had desirable properties such as vanishing around equilibrium points. A similar result appeared in [14] where exponential/asymptotic stability stability for extremum seeking control, applied to static functions, was demonstrated. Common properties of the frameworks of these similar results were noted and a class of generating vector fields for extremum seeking was introduced in [4] . There, a detailed proof of exponential/asymptotic stability of the class of vector fields is given and the proof illustrates how to pick the frequency of oscillation for the dither signals in terms of the constants defining bounds on the cost function and the vector fields. Nevertheless, one of the main assumptions in [14, 4, 11] to guarantee exponential/asymptotic stability is that the function takes a minimum value of zero on the set of minimizers. Albeit being a strong requirement, this assumption was relevant to some applications such as output feedback based vibrational stabilization, distance minimization and consensus or synchronization problems. An attempt to relax this assumption appeared in [13] . However, to achieve asymptotic convergence to the set of minimizers, the framework uses an "adaptive" frequency that blows up to +∞ as the system approaches the set of minimizers. This leads to a control input that grows without bound and oscillates infinitely fast around the set of minimizers. In this work, we propose a framework capable of achieving asymptotic convergence to the set of minimizers with bounded amplitude and frequency. We show that our proposed framework allows for such convergence for all initial conditions inside a subset of the epigraph of the cost function. We also show that this set of considered initial conditions can be enlarged arbitrarily within the epigraph given that higher frequencies of oscillation are permit-ted. Although the proof we present here is for the static cost case, it can be proven for dynamic cost given that the dynamics satisfy reasonable assumptions [2, 9] .
The remainder of this paper is organized as follows: In section 2, some relevant preliminary results are stated among used notations. In section 3, the main assumptions and main theorem of our work are stated. In section 4, we demonstrate performance of the proposed framework and compare results with previous frameworks. Finally, in section 5 we give the conclusion and prospects about future work. In Appendix A, we present some lemmas that are used in the proof of the main theorem. The proof of the main theorem is given in Appendix B
Notations and Preliminaries

Notations
Let D ⊂ R n , we denote the set of k-times differentiable functions on D by C k (D; R). The gradient of a function J ∈ C 1 (D; R) is denoted by ∇J(·). We denote by e k the k th unit vector in R n , namely the vector with 0 coordinates except a 1 at the k th coordinate. The lie derivative of a function g along a vector field f is written as L f g(x) = ∇g(x) ⊺ f(x). The lie derivative of a vector valued map G along a vector field f is written as
The lie bracket between two vector fields f 1 , f 2 is written
Preliminary results
Lie Bracket Approximations
Let x ∈ R n , and consider the following control affine systemẋ
A0: Suppose in addition that the functions u j (·) are Tperiodic functions such that T 0 u j (τ )dτ = 0, and
., l}. It can be shown [7, 3] that trajectories of (2.1), approximate the trajectories of the "Lie Bracket Approximation" system given by:ẋ
in the limit as ω → +∞. We then have the following result
Then, if S ⊂ R n is a compact set that is uniformly asymptotically stable for (2.2), it is practically uniformly asymptotically stable for (2.1).
we refer the reader to [8, 3] for the definition of practical stability and the rest of the results. Although this framework generalizes the properties of dither signals, in this work we will focus on sinusoidal perturbation, which can be shown to satisfy assumption A0.
Non-C2 Lie Bracket Approximation
In the previous subsection we saw that the vector fields f 0 , f j are required to be twice differentiable. This assumption was relaxed in [11, 4] to allow vector fields that are not twice differentiable at the origin, and a similar result concerning the stable points of system 2.2 was proven.
If the origin is uniformly asymptotically stable for (2.2), then the origin is practically uniformly asymptotically stable for (2.1)
We remark that the requirement here is that the limit system be twice differentiable at the origin even if the original vector fields are not. This result demonstrated that it is possible to eliminate control input oscillations in extremum seeking by using vector fields that are not differentiable at a point. We remark that the assumption
Generating Vector Fields for Extremum seeking
For simplicity of presentation, consider the scalar case when x ∈ R. It was observed in [4] that the extremum seeking systeṁ
where J(·) is the function to be optimized, assumed to be smooth enough, has the lie bracket approximatioṅ
whenever the functions F 0 , F 1 , F 2 satisfy the relation
An example of such functions are F 0 (z) = 2α, F 1 (z) = z, F 2 (z) = 2α, which give the standard lie bracket approximation for extremum seeking vector fields. Another example is F 0 (z) = 1, F 1 (z) = √ z cos ln z, F 2 (z) = √ z sin ln z, which has the desirable property that if J(x * ) = 0, then there is a frequency such that the point x * becomes asymptotically stable in the sense of lyapunov for system (2.3) . That is, the system converges exactly to the point x * and input oscillations vanish as the system approaches the extremum. If J(x * ) = 0, only practical stability results hold.
In [13] , a framework similar to ours was introduced and applied to extremum seeking problem of a three times differentiable output function J(·) of a dynamical system of the forṁ
where u k (x, z, Ω, t) is the k th control input and is given by the feedback law
There, it is shown that under some boundedness assumptions on f 0 (x, t), f k (x, t) and their derivatives, and the condition that
for some continuous function b(·) with b(x * ) = 0, the system converges to the optimum point (x * , J(x * )) for all initial conditions inside the epigraph of the function, namely all the points (x, z) such that z − J(x) > 0. Remark 2.3. It is clear thatΩ > 0, which means the frequency of oscillation increases indefinitely. Furthermore, we see that as the system approaches the point (x * , J(x * )), z − J(x) → 0. Thus, in this limit, the control functions u k are unbounded. Furthermore, the frequency of oscillation Ω also grows infinitely fast near the optimum point. Thus, albeit the theoretical result is true, the framework lacks an essential aspect of practical implementation which is bounded control energy and frequency. We point out that a fix to the problem was discussed in a remark in [13] where it was suggested that after a certain threshold value z * is reached, the control law should "turn off" the second equation of the framework. However, this reduces back to persistent oscillations around the optimum point, without exact convergence.
The main contribution of our paper is to prove that exact convergence is possible under reasonable assumptions on the cost function without requiring infinite control amplitude/frequency. We state our result in the following section.
Main Theorem
Throughout, we consider the functions u ω k,1 , u ω k,2 to be defined by
where ω ∈ (0, ∞), ω k ∈ N, ∀k ∈ {1, 2, ..., ℓ} such that ∀i = j, ω i = ω j .
A1: Let D ⊂ R n , and suppose J ∈ C 3 (D; R), ∃!x * ∈ D such that ∇J(x * ) = 0, and ∀x = x * , ∇J(x) = 0, J(x) > J(x * ). Furthermore, ∀x ∈ D we have
whereJ(x) = J(x) − J(x * ), and κ > 0 , m ≥ 1 are constants.
Remark 3.1. This assumption requires that the function J has a unique minimizer inside a domain D. When m = 1, the inequality in this assumption is known as the Polyak-Lojasiewickz inequality, and is satisfied by strongly convex functions.
Next, we define the subsets: 
: Suppose the functions F λ (·) are continuous on [0, ∞), locally lipschitz on (0, ∞), twice continuously differentiable on (0, ∞) and satisfy [4] F k,2 (y) = F k,1 (y) 1 F k,1 (y) 2 dy, ∀k ∈ {1, 2, ..., ℓ}, where the integral is understood as an anti-derivative.
Let J 0 > 0 be such that the level set
Fix an ǫ > 0 and let 1 2κ 1 + √ 1 + 8κǫ < y 0 and define
An example is the hyperbolic function tanh(·). Note that η(·) is only used in the proof of the main theorem and J 0 , y 0 are parameters that control the size of the considered set of initial conditions.
Next, define the domains
A3: Let the functions F λ (·) be such that the lie deriva-
Now, we are ready to state the main theorem 
Examples
In this section, we demonstrate the performance of the proposed framework in a simple numerical experiment and compare it with similar works [4, 13] in the literature. Suppose x ∈ R, ℓ = 1, and let J(x) = 1 2 (x − 1) 2 + 2020, x(0) = 3, z(0) = 2024, Ω(0) = ω = 2, ω 1 = 1, then consider the dynamical systems
where, Eq. (4.1) corresponds to [4] , Eq. (4.2) corresponds to our framework and Eq. (4.3) corresponds to [13] . We note that in order to improve the performance of the framework in [4] , we subtract from the function an inexact estimate of the optimum value, namely we put J(x) − 2019, as was suggested in [4] . This choice can be shown to satisfy the requirements of our main theorem by computing all the involved lie derivatives (cf. [13] to see how it can be done). The simulation results are shown in figure 1 , where u(t) =ẋ(t) which signifies the required control effort by each controller. It is clear that while our proposed control law maintains a bounded input that vanishes as the system approaches the minimum point, the control input required in [13] is unbounded. Moreover, because J(x * ) = 0, the framework in [4] suffers from persistent control oscillations.
Example 4.2. Next, we consider the functions F 1 , F 2 defined by F 1 (z) = 1 − e −z 1 + e z cos e z + 2 ln e z − 1 F 2 (z) = 1 − e −z 1 + e z sin e z + 2 ln e z − 1 which appeared in [4] . These functions can also be shown to satisfy the assumptions of our main theorem, though the computations will be laborious. We apply the same initial conditions and frequency parameters. The simulation results are shown in figure 2 . It is worth mentioning that this control law has the additional property of bounded update rates [10, 4] .
Conclusion and Future work
In this work, we introduced a framework for extremum seeking that allows asymptotic convergence to the optimum point for a cost function without assuming access to information about its minimum value. In particular, we demonstrated that our framework achieves such convergence with bounded control input and bounded frequency, which is an improvement on recent results in the literature. Similar results can be established for dynamic maps under reasonable assumptions on the cost and the dynamics of the system. It is unclear whether our framework can be directly extended to time-varying cost functions; which is worth investigation in future work. Moreover, an adaptive rule to tune the frequency of oscillation that leads to bounded control input and frequency of oscillation will be sought. Such a result would prove useful in real-life applications of extremum seeking control.
A Preliminaries
Consider the IVṖ
where D 0 ⊂ D ⊂ R n , Λ is the set of all pairs (k, s), k ∈ {1, 2, ..., m}, s ∈ {1, 2}, and f 0 , f λ ∈ C 2 (D; R n ).
Lemma A.1. Let g ∈ C 3 (D; R). Then, for every solution θ : I → D ⊂ R n of (A.1), the function g • θ :
where I is the interval of existence and uniqueness of θ(·), t 1 , t 2 ∈ I, t 2 > t 1 and
and R g 1 (θ, t), R g 2 (θ, t) are remainder terms given by
We compute the lie derivatives of g i , i ∈ {1, 3} along the lie bracket approximation system
We note that in case of g 2 , the remainder terms in Lemma A.1 identically vanish, and the only remaining term inside the integral is F g2 (θ) = −z + J(x) < 0, ∀θ ∈ epi S (J). We conclude, similar to the proof of Lemma A.2, that the g 2 (θ(t)) ≤ 0, ∀t ∈ I, ∀ω ∈ (0, ∞).
Due to assumption A1, we know that ∀θ ∈ ∆ 1 ǫ , we have F g1 (θ) ≤ −κJ 2− 1 m 0 . Furthermore, by definition of g 3 (·), η(·) and due to the choice of y 0 , we have that ∀θ ∈ ∆ 3 ǫ , F g3 (θ) ≤ y 0 + ǫ − κy 2 0 < −ǫ.
We now apply Lemma A.2 with the bounds established in the previous paragraph to conclude that ∃ω * ∈ (0, ∞) such that ∀ω ∈ (ω * , ∞), ∀θ(0) ∈ ∆ 0 and maximal solution θ : I → ∆ ǫ , where 0 ∈ I = (t − e , t + e ), lim τ →t + e g i (θ(τ )) < ǫ, ∀i ∈ {1, 2, 3}
We note that the only remaining boundary in the definitions of ∆ 0 , ∆ ǫ is the point (x * , J * ).
Now, we observe that ∀θ ∈ epi S (J), z > J(x) > J * =⇒ż < 0 =⇒ z(t) is monotonically decreasing and bounded below. If t + e < ∞, lim This concludes the proof of the theorem
