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1. はじめに
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2. ADF検定の適用例
ある時系列データ y1, . . . , yT が，次の 2つの式で示されるデータ生成過程
（data generating process：以下DGPと略す）から発生していると考えられ
ているとする。





vt = φ1vt−1 + φ2vt−2 + · · ·+ φpvt−p + ηt (2)
となっているとする。ただし，φ1, φ2, . . . , φp は未知パラメータであり，{vt}
が定常であるためには，φ1, φ2, . . . , φp を係数に持つ多項式
1− φ1z − φ2z2 − · · · − φpzp = 0 (3)
は，すべての根が絶対値で 1より大きくなくてはならないことが知られてい






例として取り上げる時系列データは，日本の 1974年 1月期から 2007年 1
月期までの常用雇用指数（月次，季節調整済み，従業員 30人以上の事業所が


















例えばいま，ある時系列データ y1, . . . , yT の DGPが (1)のようになって
おり，かつ帰無仮説H0 : α = 1が正しいと仮定しよう。すると，(1)の左側
885
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図 2
の式を 1期前にずらした式を (1)の左側の式から引くことにより，










Δuˆt = a0uˆt−1 + a1Δuˆt−1 + a2Δuˆt−2 + · · ·+ apΔuˆt−p + error (5)
を推定する。ただし，{uˆt}は (1)の左側の式の β0 と β1 を最小二乗法（Or-




1項の係数 a0 について，a0 = 0か否かを検定する t検定こそが，この場合
のように DGPに定数項も線形トレンドも含まれていると想定される場合の
ADF検定である。なお，この場合の ADF検定の検定統計量はもちろん a0
に対応する通常の t統計量であるが，その分布は，帰無仮説H0 : a0 = 0のも
とで通常の t分布には従わないことが知られている。そのため，この検定統
計量は，例えば ERSにおいては τˆτ と記され，検定の臨界値を求めるために
通常のｔ分布表ではなく特別の分布表が必要となる。森棟（1999）はこの検
定を「ττ 検定」と記しているが、n = 1000の場合の臨界値が，森棟（1999）


















































これまでと同様に，ある時系列データ y1, . . . , yT が (1)で示される DGP
から発生していると考え，そのときに，帰無仮説 H0 : α = 1 を対立仮説
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H1 : α < 1 に対して検定する検定を考える。帰無仮説が棄却された場合，






αyt−1 = αβ0 + αβ1(t− 1) + αut−1 (7)
となる。そしてこの (7)を (1)の左側の式から右辺は右辺同士，左辺は左辺
同士引いた式は，(1)の右側の式を使って，
yt − αyt−1 = β0(1− α) + β1{t− α(t − 1)}+ vt (8)
と書ける。αは検定の対象でありもちろん未知であるが，もし仮に既知であっ




Least Squares Method : GLSと略される）と形式的に同じ推定法である。
ADF-GLS検定は，上記の方法で β0，β1 を推定することから始まる。す
なわち，(8)における未知の αを，ある定数 c¯について
α¯ = 1 +
c¯
T
で計算される α¯で置き換え，さらに (8)の {vt}を適当な誤差項に代えた次
の式
yt − α¯yt−1 = β0(1 − α¯) + β1{t− α¯(t− 1)}+ error (9)
889
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にて，yt− α¯yt−1，1− α¯，t− α¯(t−1)をそれぞれ 1つの変数とみなして，β0，
β1 を OLS推定するのである。ただし，1期目のデータは，それぞれ y1，1，
t （すなわち 1）とする。(9)の「error」は誤差項を示す。c¯の値は，DGP
が (1)の場合，-13.5にする。
上記の方法で (9)を推定して得られる β0，β1の推定値を，それぞれ β˜0，β˜1
とおく。これらの推定値を用いて，



















t−2 + · · ·+ apΔy dt−p + error (12)
ここで，pは {vt}のAR次数である。pは通常未知であるから，何らかの方法
で選択する必要がある。小稿 5節では，BICによる方法を用いている。(12)




れは ERSの p.825の「TABLE1」の「C」の部分にある。T が無限大の場合
について同表から引用しておくと，左から 1%点= −3.48，2.5%点= −3.15，
5%点= −2.80，10%点= −2.57である。









yt − α¯yt−1 = β0(1− α¯) + error (14)
をたてて，yt − α¯yt−1，1− α¯をそれぞれ 1つの変数とみなして OLS推定す
る。ここで，α¯はやはり c¯ = T (α¯− 1)を満たすが，この場合には c¯は-13.5
ではなく-7とする。(14)は，(9)から DGPにおける線形トレンド項を除い
たものに対応している。(14)をOLS推定して得られる β0 の推定値を β˜0 と
おき，DGPに線形トレンド項が含まれる場合における (10)に対応する式，
















なる。この検定統計量は，ERSでは τˆ，森棟（1999）では τ と記されている
が，検定の臨界値を求めるにあたっては，森棟（1999）p.319の「付表 1」の
τ の欄が使える。
なお，小稿 4節で述べるように，ERSは，y1, . . . , yT の DGPに定数項も
線形トレンド項も含まれていない場合，ADF検定の検出力は十分高いことを
891




























このためにERSでは，帰無仮説H0 : α = 1に対して，対立仮説H
′






いま，小稿 2節の (1)で記述される DGPにおける vt (t = 1, 2, ..., T )が，
平均がすべて 0，分散共分散行列がΣである多変量正規分布に従っていると仮
定する。ここではΣは既知とする。DGPが定数項も線形トレンドも含んでい
ないとき，すなわち (1)の β0，β1がともに 0であるとき，ut (t = 1, 2, ..., T )











Σ−1 {Δu− (α− 1)u−1}
] (16)
となる。ただし，u0 = 0，Δu = (u1, u2 − u1, ..., uT − uT−1)
′
，u−1 =













L(α) = {Δu− (α− 1)u−1}
′
Σ−1 {Δu− (α− 1)u−1} (18)
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とおくことにすると，αに関する対数尤度関数は
ln f(α) = −T
2
ln 2π − 1
2











L (1) > ln k
であり，さらに
L(α¯)− L(1) < −2 lnk (21)
となる。(21)の左辺は次のように展開できる。
L(α¯)− L(1) = {Δu − (α¯− 1)u−1}
′




Σ−1Δu − (α¯− 1)u′−1Σ−1Δu
− (α¯− 1)Δu′Σ−1u−1
+ (α¯− 1)2 u′−1Σ−1u−1 −Δu
′
Σ−1Δu


































用いている。さらに c¯ ≡ T (α¯− 1) とおくならば，(22)は，





























節 (1)の β1 が 0であって β0 が 0でないときは，DGPに非確率項が含まれ
ていない場合と異なりutと ytは等しくないが，ERSはその場合でも，(23)
の utを ytに替えた検定は，漸近的な検出力が (23)の検定と変わらないこと
を示した。したがってこの場合でも，上記の包絡線は検出力の上限となる。
次に，DGPが定数項と線形トレンドの両方を含んでいる場合，すなわち，
(1)の β1 も β0 も 0でない場合を考える。ある aについて，
ya = (y1, y2 − ay1, . . . , yT − ayT−1)
′
とおく。yaは T 次元列ベクトルである。また zt = (1, t)について，
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Za = (z1, z2 − az1, . . . , zT − azT−1)
′
　
とおく。Zaは T × 2の行列である。そして，β = (β0 , β1)
′
とするとき，ya
と Zaの aを αに代えた yα −Zαβ は T 次元列ベクトルであって，その要素
は 3節 (8)の右辺から左辺の β0(1− α) + β1{ t− α(t− 1)} を引いた
yt − αyt−1 − [β0(1− α) + β1{ t− α(t− 1)}] (t = 1, . . . , T )
である（ただしその第 1要素は y1 − (β0 + β1)となる）。さらに，L (α , β )
を
L (α , β ) = (yα − Zαβ)
′




L ( α¯ , β )−min
β














みを含んでいる場合には，仮に αが既知であったとして yt − αyt−1，1− α，




場合には，yt − αyt−1 の平方和を S(α)とする（ただし第 1項目は y21）。そ









の漸近分布が L∗T − c¯ の漸近分布と等しいことを証明した。ただし，ωˆ2 は

























と記しているが，τˆ μ の検出力曲線は，τˆ の場合と異なり，包絡線を大きく下






















ない場合，検出力 0.5に対し，包絡線と τˆ μ の検出力曲線のAREは 1.91と
なる。上述のように，c¯ = cのときの検出力が 0.5である一点最適検定は包絡
線とほぼ同じ検出力曲線を持つことが知られており，また c = T (α − 1)で
あり cは T に比例するから，検出力 0.5を達成するために，τˆ μ は一点最適
検定の倍近い大きさのサンプルが必要となることがわかる。ちなみに検出力
0.5に対し，包絡線と τˆτ の検出力曲線のAREは 1.25であった。
シミュレーションの結果をまとめると，τˆ 検定はそれ以上の高さの検出力
を望むことはできず，τˆ μ 検定と τˆτ 検定は検出力が低く改善が望ましいとい
うことになる。τˆ μ 検定や τˆτ 検定の検出力の低さの原因は，τˆ 検定統計量の
実現値を求めるにあたっては用いられなかった β0 や β1 の OLS推定値に求
められ，このOLS推定値を代替的な推定値に置き換えることにより，検出力
を高めることができると期待される。
3 節で紹介した ADF-GLS 検定の手順は，DF 検定における β0 や β1 の
OLS推定値を，DGPに定数項のみが含まれている場合は c¯ = −7，定数項と








ら 2007年 1月期までの常用雇用指数（月次，季節調整済み，従業員 30人以
上の事業所が対象，T = 397）である。やはり 2節と同様に，分析に先立ち，
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yt − α¯yt−1，1− α¯，t− α¯(t− 1)をそれぞれ 1つの変数として（ただし，1期












も同時に行う必要がある。BICを比較しながら (12)を推定した結果，p = 4
とした。
そして推定結果は表 2 のようになった。ただし表 2 においては，y dt−1 を
「y(-1)」，Δy dt−1 を「Δy(−1)」，Δy dt−2 を「Δy(−2)」，などと記している。
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