A multiple sequence alignment algorithm is described that uses a dynamic programming-based pattern construction method to align a set of homologous sequences based on their common pattern of conserved sequence elements. This Pattern-Induced Multi-sequence Alignment (PIMA) algorithm can employ secondary-structure dependent gap penalties for use in comparative modelling of new sequences when the three-dimensional structure of one or more members of the same family is known. We show that the use of secondary structure information can significantly improve the accuracy of aligning structure boundaries in a set of homologous sequences even when the structure of only one member of the family is known.
INTRODUCTION
An essential step in modelling the tertiary structure of protein with unknown structure using homologous sequences of known tertiary (X-ray crystallographic) structure is the alignment of the primary sequences of the two proteins Greer, 1990; Havel and Snow, 1991) . Ideally, one wants to align the proteins such that there will be a one-to-one correspondence between residues that are structurally and functionally equivalent. From such an alignment, the tertiary structure can be directly modelled by assigning the known α-carbon coordinates to the equivalent residues in the sequence of unknown structure. The difficulty in aligning structures based on primary sequence information alone is that as homologous proteins diverge through the natural course of evolution, amino acid substitutions, as well as insertions and deletions can occur without affecting basic structure. As such, two distantly related proteins can have very little primary sequence similarity while maintaining striking tertiary structural correspondence.
Homologous sequences do tend, however, to maintain sequence similarity within "core domains" Hubbard and Blundell, 1987) and active sites (Zvelebil and Sternberg, 1988) , such that it is often possible to identify structurally conserved regions (SCR's) between homologous sequences even when overall primary sequence similarity may be low (Greer, 1990) .
Local optimal alignment methods can be used to identify conserved regions in a sequence of unknown structure that correspond to observed SCR's in a set of homologous sequences of known structure. The structures of these conserved regions can then be directly modelled during the initial stages of modelling an entire structure (Greer, 1990) . Because they are practical and mathematically rigorous, dynamic programming-based algorithms (e.g. Needleman and Wunch, 1970; Sellers, 1974 ; Smith and Waterman, 1981) are considered the method of choice for generating optimal alignments between a pair of proteins. These methods employ an element-to-element similarity score between paired amino acids and a gap penalty for insertions and deletions of one or more contiguous residues. They return the alignment(s) between two sequences that maximizes the overall score as a sum of the aligned element similarity scores and gap penalties.
For modelling studies, a multiple-alignment of one or more sequences of unknown structure with two or more sequences of known structure is preferable since the increased information contained in a multiple alignment can produce more precise alignments of structural domains than single paired alignments alone. While dynamic programming algorithms that perform a simultaneous multi-sequence alignment have been devised (Sankoff, 1975; Waterman et al. 1976; Murata et al., 1985; Gotoh, 1986; Carrillo and Lipman, 1988; Altschul and Lipman, 1989; see Waterman, 1989) , these methods are too computationally expensive to be of practical value when aligning more than 3-8 sequences. However, by iteratively applying pair-wise dynamic programming alignments, a wide variety of less rigorous but computationally practical methods have been developed to perform multi-sequence alignments for larger sequence sets (e.g. Barton and Sternberg, 1987a; Feng and Doolittle, 1987; Corpet, 1988; Taylor, 1988; Higgins and Sharp, 1989; Subbiah and Harrison, 1989; Vingron and Argos, 1989; Hein, 1990) . Here, we describe a new multi-sequence alignment algorithm (PIMA, Pattern-Induced Multiple Alignment) based on our previously described pattern construction method (Smith and Smith, 1990) and present an extension for generating secondary structure-constrained multi-alignments for use in protein comparative modelling studies.
Secondary-structure-constrained alignments. When homologous proteins of known tertiary structure are compared, deletions/insertions are observed primarily in the unstructured coil or surface regions between secondary structure units (e.g. α-helices, β-strands) rather than within these secondary structure units (Lesk and Chothia, 1980) . Apparently the packing constraints and relative rigidity of these secondary structural elements prevent internal insertions and deletions from being tolerated within these structures. One would therefore like to constrain the location of gaps when using dynamic programming to align a sequence of known tertiary structure with a homologous protein of unknown structure so that they occur primarily (or strictly) outside of aligned regions corresponding to helices and strands Barton and Sternberg, 1987b) . To properly constrain gap placement during alignment, the position of gaps within both aligned sequences must be restricted. This is illustrated in Fig 1. Constraining gaps that occur within a sequence of known structure is shown in Fig   1A . During unconstrained alignment, a single position gap was placed in the middle of a β-strand (Fig 1A-1) . Constraining the gap to a position outside of this β-strand, using the method described below, is shown in Fig. 1A-2 . The second case, constraining gaps occurring within the sequence of unknown structure, is illustrated in Fig 1B. During unconstrained alignment (Fig 1B-1) , 2 gapped regions were placed in the sequence of unknown structure. Since our underlying premise is that the basic secondary structure arrangement of two homologous sequences will be similar, given the alignment in Fig 1B-1 the second gap would occur within a secondary structure unit, removing the N-terminal portion of a β-strand. During constrained alignment, gaps within the sequence of unknown structure should be restricted so that the gap boundaries (i.e. the leading and trailing edges) are restricted to regions between secondary structure units. In Fig. 1B -2 secondary structure-dependent gap constraint generates a single gapped region with the gap boundaries placed outside of the β-strand. Below we present a method in which both of these secondary structure-constrained alignment cases are considered.
METHODS
Pattern-induced multi-sequence alignment (PIMA) algorithm. We have extended our previously described method for extracting the pattern of conserved primary sequence elements common to all members of a set of homologous proteins (Smith and Smith, 1990) to generate a multiple alignment of the sequence set during the pattern construction process: As before, given a set of related sequences, all pair-wise local optimal alignments are performed and the resulting scores are then clustered using the maximal linkage rule (Sneath and Sokal, 1973) to generate a binary dendrogram (tree); the two most similar sequences are aligned using a local optimal alignment algorithm (eq. 3, described below); a single "Amino Acid Class Covering" (AACC) pattern is constructed from the alignment by identifying, from a pre-defined amino acid class hierarchy (Fig. 2) , the smallest class that "covers" the Fig. 2 amino acids paired at each position in the alignment; patterns are constructed for each node by sequentially moving down the tree, aligning at each step the patterns/sequences connected by the next most similar node, until a single common "root" pattern is constructed for the entire tree.
To generate a multi-sequence alignment, at each alignment/pattern-construction step above, the "parental" sequences are kept aligned with each "child" AACC pattern.
If during subsequent alignment a gap is introduced into a pattern, a gap is inserted at the corresponding position in all of the aligned parental sequences. At the last alignment step, the final root AACC pattern will align those regions of the parental sequences that are common to the entire set. Since the root pattern can be no longer than the shortest sequence used in its construction, N-and C-terminal regions of parental sequences that extend beyond the region covered by the root pattern will only be aligned relative to their respective nodal pattern.
Dynamic programming algorithm.
To describe the modified dynamic programming method used to construct secondary structure-constrained patterninduced multiple alignments, we first review the basic dynamic programming algorithm for pairwise local optimal alignments (Smith and Waterman, 1981) :
Given two sequences, A={A 1 ,A 2 ,A 3 , ...A m } and B={B 1 ,B 2 ,B 3 , ...B n }, a similarity matrix H( m,n ) is generated iteratively for each H i,j element:
where H i,0 = H 0,j = 0, S(A i ,B j ) is the similarity (match) score between any two sequence elements A i and B j , and W A (k) and W B (k) are the gap penalties assigned to a deletion of k elements is sequences A and B, respectively, where:
where w 1 and w 2 (the length-independent and length-dependent gap penalties, respectively) are constants. The longest common subsequence is determined by first locating the H i,j element with the maximum value. The local optimal alignment is then generated by a "traceback" procedure, sequentially determining the matrix elements leading to this maximum until an element of H equal to zero is found.
For pattern-induced multi-alignments, we employ a variant of the Smith-Waterman algorithm. Here we incorporate the "pay-once" gap penalty provisions previously described (Smith and Smith, 1990) . Gapped positions created within a sequence/pattern alignment are converted into gap characters ('g') during pattern construction. During subsequent pattern alignment, the pay-once provisions (i)
allow gap characters to function as either 0 or 1 amino acid of any type and (ii) eliminate the length-independent penalty (w 1 ) when extending a gap adjacent to a previously observed gapped region. The H matrix modified to incorporate the payonce provisions is defined:
As in equation (1), the functions W A and W B are the gap penalties assigned to a deletion of k elements is sequences A and B, respectively. Here, however, they are a function of whether or not the deletion is across from or adjacent to one or more previously assigned gap elements:
when A i is not a gap character and the B j ,B j-k interval does not include a gap character,
when A i is a gap character or the B j ,B j-k interval includes a gap character, where g is the number of gap characters in the B j ,B j-k interval,
when B j is not a gap character and the A i ,A i-k interval does not include a gap character,
when B j is a gap character or the A i ,A i-k interval includes a gap character, where g is the number of gap characters in the A i ,A i-k interval.
Secondary structure-dependent gap penalties. To generate secondary structure-constrained alignments, gaps within α-and 3 10 -helices and β−strands are discouraged by increasing the gap penalty by an amount w 3 for gaps introduced within or across from (Figs. 1A and 1B, respectively) these secondary structures.
To allow some flexibility in the alignment of structures, the increased gap penalty is not imposed for gap boundaries occurring at the first and last positions of a structural unit.
Consider the alignment of two primary sequences and/or patterns, A and B, where each has associated with it a co-linear sequence of secondary structure elements (as in Fig. 1 ), a ={a 1 ,a 2 ,a 3 ,...a m } and b ={b 1 ,b 2 ,b 3 ,...b n } (for a primary sequence with unknown secondary structure, an associated secondary structure sequence is constructed where all elements are considered unstructured [coiled] ). An H matrix for which the gap penalty is increased by an amount w 3 for insertions/deletions within helices and strands can be defined by adding w 3 to equations (4) - (7), creating 4 additional conditions to equation (3):
when A i or B j or B j-k are within a secondary structure unit, and when A i is not a gap character and the B j ,B j-k interval does not include a gap character and ,
when A i or B j or B j-k are within a secondary structure unit and when A i is a gap character or the B j ,B j-k interval includes a gap character, where g is the number of gap characters in the B j ,B j-k interval,
when B j or A i or A i-k are within a secondary structure unit, and when B j is not a gap character and the A i ,A i-k interval does not include a gap character,
when B j or A i or A i-k are within a secondary structure unit, when B j is a gap character or the A i ,A i-k interval includes a gap character, where g is the number of gap characters in the A i ,A i-k interval.
Secondary structure-constrained multi-sequence alignments. When constructing a tree using the maximal linkage rule, as described above, the most similar pairs of sequences in the set, which are aligned first, may not necessarily include the sequence(s) with known structure. To constrain gap positions from the outset of the multi-alignment procedure, a "sequentially branched" tree is used to direct the order of alignments: Given a homologous set of sequences where the secondary structure is known for at least one member, one of the sequences of known structure is chosen as the "reference" sequence and is aligned to each of the other sequences in the set. The resulting set of alignment scores is sorted high-tolow and consecutively linked, producing a dendrogram with a sequentially branching topology (Fig. 3) . Next, to construct the multi-sequence alignment, the reference sequence is aligned with the next (the most similar) sequence in the tree using our pay-once and structure-dependent gap penalty rules described above. This alignment is then used to construct a common covering pattern. The pattern (in locked alignment with its parental primary and secondary structure sequences) is then aligned with the next most similar sequence in the tree and a new common pattern generated that aligns all of the parental primary and secondary structure sequences used up to this point in the tree. This process is iteratively repeated, moving down the tree until a root pattern is generated that is in alignment with all of the sequences in the set.
A pattern will always have at least two parental secondary structures associated with it (one from each parental sequence used in its construction). To determine the secondary structure for a pattern for the purpose of gap constraints during alignment, the following rule is used: if any one of the secondary structure elements at any given aligned position in the pattern is within a secondary structure unit (α-or 3 10 -helix, β-sheet), then that position in the pattern is considered to be within a secondary structure unit for the purpose of gap constraints.
Identifying conserved segments within a multi-alignment. After a secondary structure-constrained multiple sequence alignment is generated, segments in the alignment with strong primary sequence similarity can be used to assign preliminary atomic coordinates to the corresponding residues in the sequences of unknown structure (Greer, 1990) . To objectively and easily identify all high-similarity segments in a multi-alignment, we have developed a program that extracts all regions within the root AACC pattern of the multi-alignment that have an information density (ID) above a user-defined threshold. Here ID is the information content (IC) of a region, expressed as amino acid equivalents, divided by its length, where each contiguous gap run is treated as a single pattern element (Smith and Smith, 1990) . Local regions within a pattern having an ID above a given threshold (T) can be identified using a one-dimensional dynamic programming algorithm that iteratively generates a scoring matrix, M:
where I i is the IC of pattern element i and T is a threshold value. The subsequence with the highest local IC is determined by first locating the M i element with the highest value larger than 0. This position corresponds to the end of the best subsequence. By tracing back through the scoring array until the first element equal to zero is found, the beginning of the best subsequence can be identified. If j and k are the starting and ending positions of the best subsequence, the subsequence with the next highest local IC is determined by placing a value of negative infinity in elements I j to I k-1 and a value of 0 in element I k . The scoring array M is then recalculated for its entire length, and the highest greater-than-zero score will correspond to the end of the next best subsequence. All subsequences with ID above T can then be identified by repeating this process until no scores greater than 0 are identified.
Constructing test sequence sets.
To test the utility of our pattern-induced multi-sequence alignment algorithm using the secondary structure-dependent gap penalty modification, we have 1) identified protein families in Brookhaven Protein Data Bank (PDB) database of protein crystal structures for which there are at least 4 non-identical members, 2) identified related sequences of unknown tertiary structure (from the SWISS-PROT protein sequence database) for each family, and
3) multi-aligned each family (now consisting of sequences of both known and unknown structure) using the secondary structure of the reference sequence to constrain the position of gaps. The Kabsch-Sander program (DSSP; Kabsch and Sander, 1983) for assigning protein secondary structure features from atomic coordinate data files in the Brookhaven Protein Data Bank (PDB) database was used to extract primary and secondary structure sequences for 488 entries in PDB rel. 19 (15 Oct. 1990) , counting all subunits, if present, as separate entries. To identify sequence families, all pair-wise comparisons for the set were performed using the BLAST local alignment program (Altschul et al., 1990) . The sequences were then clustered using a maximal linkage rule (Sneath and Sokal, 1973 ) with a BLAST score cutoff of 55, generating 97 families of two sequences or more. Of these, 25 were identified as containing 4 or more non-identical sequences.
Next, the total number of individual secondary structure regions (i.e. the number of separate α-and 3 10 -helices, β-strands, β-turns, and coiled regions) was determined for each member of each of the 25 families, and the sequence from each set with the highest number was chosen as a reference sequence. To identify related sequences of unknown structure for each family, the BLAST program was used to compare each reference sequence to all sequences in release 17 of the SWISS-PROT protein sequence database. Starting with minimum BLAST score of 95 and working towards higher scoring matches, excluding very closely related sequences in each case, 10 related SWISS-PROT sequences were chosen from each set. For those cases in which fewer than 10 matching SWISS-PROT sequences with scores above 95 were identified, sequences with scores as low as 65 were chosen in an attempt to obtain at least 10 related sequences of unknown structure for each family. The 25 families, now containing sequences with both known and unknown secondary structures, were then clustered based on their respective reference sequence, as described above.
RESULTS
To assess the degree to which secondary structure information for one or more proteins of known structure can usefully constrain the position of gaps in homologous sequences of unknown structure during multi-alignment, each of the 25 test sets were multiply aligned under three separate conditions: 1) using no secondary structure constraints; 2) using only the known secondary structure of one sequence to constrain the alignments; and 3) using the secondary structures from all of the sequences of known structure in each set to constrain the alignments. Within each of the aligned sets, all sequences with known structure were examined for the placement of gaps within, rather than between, secondary structure units (α-and 3 10 -helices, β-strands). This was performed by first identifying all "gapped regions" in each of the alignments; a gapped region is defined as that part of an alignment covered by one or more contiguous gap characters in the root pattern (see Fig. 4 ). A gapped region was considered to be correctly positioned if, of those sequences of known structure containing a gap in this region, none contained a gap within a secondary structure unit. If any gap overlapped a secondary structure unit, then the entire gap region was considered to be incorrectly positioned. We chose this "all-or-none" criterion to avoid the problem of over/under-representation of the test sequences since many of the test sets contain a number of very closely related sequences. Table 1 The number of correctly positioned gapped regions in the 25 test sets for each of the 3 alignment conditions is shown in Table 1 . Since a very high secondary structuredependent gap penalty was used (w 3 = 10.0 * w 1 ), in the case where all sequences of known structure were used to constrain gap placement (case 1) the 100% correct placement of gaps between, rather than within, secondary structure units was not unexpected. The increase from 81% to 91% correct when only a single sequence of known structure was used to constrain the alignment (combined with a corresponding decrease from 11 to 6 sets with at least one incorrect gap placement)
demonstrates the utility of this approach. Structure-dependent gap constraints had little effect on the over-all quality of the the alignments, as measured by the very similar IC of the root patterns in all 3 cases. A reference sequence-constrained multi-alignment for one of the test sets (a set of viral coat protein sequences) is shown in Fig. 4A . The cluster tree for this alignment is shown in Fig. 3 . The alignment contains 7 gapped regions (at reference positions 97-107, 149-153, 198, 224-234, 257-259, 290, 301-302) , all of which are outside of secondary structure units. In the corresponding alignment where no secondary structure constraints were imposed, 2 of the 7 gapped regions overlapped a secondary structure unit boundary. One of these regions (between positions 91-113) is shown in Fig 4B ( the corresponding region is boxed in Fig 4A) . In Fig. 4B , the gapped region in the last sequence in the set (POLG$BOVEV) overlaps the last two residues of the leading β-strand in the PDB sequences 2RLT-1, 1RMT-1, and 2RT5-1, and thus was marked as an incorrectly aligned region. In boxed region in Fig. 4A , the gapped region in the POLG$BOLVEV sequence is the same length as in Fig. 4B , but it is shifted to the right by one residue, overlapping the β-strand by an allowable single residue.
DISCUSSION
Our multiple alignment algorithm incorporates several unique features: 1) it is based on a local dynamic programming algorithm; 2) alignments are based on the pattern of conserved and non-conserved elements/domains common to a set of homologous sequences; 3) gaps within a multiple alignment are represented in a simple and consistent manner; and 4) secondary structure-dependent gap penalties are imposed both within and across from known secondary structures. First, our method employs a local (Smith and Waterman, 1981) , rather than global (Needleman and Wunch, 1970, Sellers, 1974 ) dynamic programming algorithm. While a local optimal alignment is guaranteed to find the maximally similar subsequence(s) above a set similarity threshold, global alignment procedures, which align the entire length of one sequence with the entire length of another, have no such guarantee. Thus in cases where a set of sequences share only a single short conserved domain (such as a zinc finger domain), the local-based multiple alignment method should be better able to properly align a sequence set on such a domain.
Our multiple alignment method, which employs our previously described patternconstruction method (Smith and Smith, 1990) , aligns those elements/domains that are conserved amongst all of the sequences under alignment. After each alignment/pattern-construction step during multiple alignment, only the conserved sequence elements are carried forward to the next alignment step; non-conserved positions are converted into wild-card ('X') and gap ('g') elements that act as spacers between conserved elements/regions. Thus during subsequent alignment, conserved domains are more likely to align with their homologous regions in other sequences/patterns, and non-conserved regions are less likely to align spuriously with non-homologous regions.
The pay-once gap penalty rule encourages gaps to be placed in contiguous units, both horizontally (within a sequence) and vertically (at the same aligned position in homologous sequences) within a multi-sequence alignment, rather than being fragmented. Gaps within a multiple alignment are represented and handled in a simple and consistent manner, where each gap character in a gapped region can behave as either 0 or 1 amino acid during subsequent alignment. This simple gap representation scheme alleviates the algorithmic complications associated with assigning pairwise gap costs to multiple alignments (Altschul, 1989) .
Dynamic programming algorithms that employ secondary structure-dependent gap penalties during alignment have been previously described for pair-wise alignments Barton and Sternberg, 1987b) and have been adopted for multisequence alignment (Henneke, 1989) . Profile-based alignment methods, where a set of pre-aligned sequences is aligned with a single sequence using a positionspecific scoring table, also employ position-(including secondary structure-) dependent gap penalties (Gribskov et al. 1987 (Gribskov et al. , 1990 Luthy et al., 1991; Bowie et al., 1991) . However, from the descriptions of these methods, gaps appear only to be constrained when they occur within secondary structure units (helices or sheets) in sequences of known structure (Fig. 1A) ; gaps do not appear to be constrained when they occur across from secondary structure units (Fig. 1B) . Constraining gaps only when they occur within the sequence of known structure is not sufficient to produce correctly constrained alignments across an entire set, as shown in Fig.1 .
In our method and in recent profile-based alignment studies Bowie et al., 1991) , the gap penalty is increased for gaps placed within secondary structure units, and the normal penalty is applied to gaps placed between structures.
In contrast, in the methods of Lesk et al. (1986) , Barton and Sternberg (1987b) and Henneke (1989) , the gap penalty is reduced for gaps placed between secondary structure units, and the normal gap penalty is applied to gaps placed within structures. Our rationale for choosing the former method is to restrict the placement of gaps within helices and sheets rather than to encourage the placement of gaps between these structures. We believe this to be more biologically meaningful and, in addition, it complies with the general dynamic programming rule that the gap penalty be greater than the maximum amino-acid-to-amino-acid match score when insertion/deletion events are expected to be rarer than substitutions (Fitch and Smith, 1983) . Decreasing the normal gap penalty for gap placement between structures would violate this rule for most similarity matrices.
The methods described here should prove useful in comparative modelling studies.
Given a set of homologues in which the 3D-structure is known for one or more members, a multiple alignment can be performed using our pattern-induced and structure-constrained alignment method. The multiple alignment can then be used directly to model the structure of the homologues of unknown structure (Havel and Snow, 1991) . Alternately, the method described here to extract high-ID subsequences from the root AACC pattern can be used to identify the most highly conserved regions within the alignment (e.g. the regions bold type in Fig. 4 ). In these conserved regions, tertiary structural information from the homologues of known structure can be used to assign preliminary atomic coordinates to the corresponding residues in the sequences of unknown structure as the initial stage in modelling the entire structure Greer, 1990) .
Our secondary structure-constrained multi-sequence alignment method should also prove useful for variety of other types of studies. For example, this method could be used to create multi-sequence alignments for use in constructing sequence profiles and patterns (e.g. Taylor, 1986; Bashford et al., 1987; Gribskov et al., 1987 Gribskov et al., , 1990 Lathrop et al., 1987; Patthy, 1987; Staden, 1988; Sternberg, 1990, Bowie et al., 1990; Sibald and Argos, 1990; Smith and Smith, 1990) , especially when a sequence set to be aligned contains one or more sequences of known 3D-structure. Our secondary structure-constrained alignment algorithm could also be used in those methods that employ dynamic programming to align profiles and patterns with other sequences during database searches. Sander and Schneider (1991) describe the construction of a database of 'homologyderived protein structures' in which all sequences of known structure are multiply aligned with their homologs of unknown structure. Our secondary structuredependent gap penalty algorithm could be used to improve the structural alignments of these sequences sets, which would be particularly useful when using such sets to generate statistical parameters (e.g. Chou and Fasman, 1974a,b; Garnier et al., 1978; Richardson and Richardson, 1988; see Fasman, 1989 ) and sequence motifs (e.g. Lim, 1974; Cohen et al., 1986; Rooman and Wodak, 1988; Overington et al., b Pattern information content is expressed as amino acid equivalents (Smith and Smith, 1990) . , and 2RMU_1; SWISS-PROT loci POLG$COXB3, POLG$HRV14, and POLG$HRV1B) (A) Secondary structure-constrained multi-alignment using structural information from the reference sequence only (sequence 2: PDB locus 2PLV_1). The root AACC sequence pattern generated from this set is shown as 26 sequence 1; amino acid classes (lowercase characters) are defined as in Fig. 2 ; X, wild-card character (one amino acid of any type); g, gap character (zero or one amino acid of any type). Secondary-structure assignments for sequences with know structure are shown under the corresponding PDB primary sequence and are labeled with the suffix '.ss': h, α-helix; e, β-strand; g, 3 10 -helix; t, β-turn; c, coil.
The boxed region (at position 91-113) corresponds to the region shown in B.
Information-dense regions (identified within the root AACC pattern using equation (12) and an ID-threshold of 0.45 amino acid equivalents) are shown in bold type.
(B) Multi-alignment of the same set using no secondary-structure constraints; only one region of the alignment is shown (reference positions 91-113, corresponding to the boxed region in A).
