Linear Prediction of Long-Range Dependent Time Series by Godet, Fanny
ar
X
iv
:m
at
h/
07
02
48
5v
2 
 [m
ath
.ST
]  
13
 M
ar 
20
07
Linear Prediction of Long-Range Dependent Time Series
Fanny Godet∗
Laboratoire de Mathe´matiques Jean Leray, UMR CNRS 6629
Universite´ de Nantes 2 rue de la Houssinie`re - BP 92208 F-44322 Nantes Cedex 3
October 25, 2018
Abstract
We present two approaches for next step linear prediction of long memory time series. The
first is based on the truncation of the Wiener-Kolmogorov predictor by restricting the observa-
tions to the last k terms, which are the only available values in practice. Part of the mean squared
prediction error comes from the truncation, and another part comes from the parametric esti-
mation of the parameters of the predictor. By contrast, the second approach is non-parametric.
An AR(k) model is fitted to the long memory time series and we study the error made with this
misspecified model.
Keywords: Long memory, linear model, autoregressive process, forecast error
ARMA (autoregressive moving-average) processes are often called short-memory processes be-
cause their covariances decay rapidly (i.e. their covariance decay exponentially). By contrast, a
long-memory process is characterised by the following feature: the autocovariance function σ decays
more slowly i.e. it is not absolutely summable. They are so-named because of the strong associ-
ation between observations widely separated in time. The long-memory time series models have
attracted much attention lately and there is now a growing realisation that time series possessing
long-memory characteristics arise in subject areas as diverse as Economics, Geophysics, Hydrology
or telecom traffic (see, e.g., Mandelbrot and Wallis (1969) and Granger and Joyeux (1980)). Al-
though there exists substantial literature on the prediction of short-memory processes(see Bhansali
(1978) for the univariate case or Lewis and Reinsel (1985) for the multivariate case), there are less
results for long-memory time series. In this paper, we consider the question of the prediction of the
latter.
More precisely, we will compare two prediction methods for long-memory process. Our goal
is a linear predictor X˜k+1 from observed values which is optimal in the sense that it minimizes
the mean-squared error E
[(
Xk+1 − X˜k+1
)2]
. This paper is organized as follows. First we will
introduce our model and our main assumptions. Then in section 2, we study the best linear predictor
i.e. the Wiener-Kolmogorov predictor proposed by Whittle (1963) and by Bhansali and Kokoszka
(2001) for the long-memory time series. In practice, only the last k values of the process are
available. Therefore we need to truncate the infinite series which defines the predictor and derive
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the asymptotic behaviour as k → +∞ of the mean-squared error. Then we propose an estimator of
the coefficients of the infinite autoregressive representation based on a realisation of length T . Under
the simplifying assumption that the series used for estimation and the series used for prediction are
generated from two independent process which have the same stochastic structure, we obtain an
approximation of the mean-squared prediction error when T → +∞ and then k → +∞.
In Section 3, we discuss the asymptotic properties of the forecast error if we fit a misspecified
AR(k) model to a long-memory time series. This approach has been proposed by Ray (1993) for
fractional noise series F(d). His simulations show that high-order AR m-models forecast fractional
integrated noise very well. In that case we also study the consequences of the estimation of the
forecast coefficients. Therefore we shall rewrite the heuristic proof of Theorem 1 of Ray (1993) and
develop a generalization of this result to a larger class of long-memory models. We conclude by
comparing our asymptotic approximation for the global prediction error of long-memory processes
and that of Berk (1974) and Bhansali (1978) in the case of short memory time series. Subsidiary
proofs are given in the Appendix.
1 Model
Let (Xn)n∈Z be a discrete-time (weakly) stationary process in L
2 with mean 0 and σ its autocovari-
ance function. We assume that the process (Xn)n∈Z is a long-memory process i.e.:
∞∑
k=−∞
|σ(k)| =∞.
The process (Xn)n∈Z admits an infinite moving average representation as follows:
Xn =
∞∑
j=0
bjεn−j (1)
where (εn)n∈Z is a white-noise series consisting of uncorrelated random variables, each with mean
0 and variance σ2ε and (bj)j∈N are square-summable. We shall further assume that (Xn)n∈Z admits
an infinite autoregressive representation:
εn =
∞∑
j=0
ajXn−j , (2)
where the (aj)j∈N are absolutely summable. We assume also that (aj)j∈N and (bj)j∈N, occurring
respectively in (2) and (1), satisfy the following conditions for all δ > 0:
|aj | ≤ C1j−d−1+δ (3)
|bj| ≤ C2jd−1+δ . (4)
where C1 and C2 are constants and d is a parameter verifying d ∈]0, 1/2[. For example, a FARIMA
process (Xn)n∈Z is the stationary solution to the difference equations:
φ(B)(1−B)dXn = θ(B)εn
2
where (εn)n∈Z is a white noise series, B is the backward shift operator and φ et θ are polynomials
with no zeroes on the unit disk. Its coefficients verify equations (3) and (4). In particular, if
φ = θ = 1 then the process (Xn)n∈Z is called fractionally integrated noise and denoted F(d). More
generally, series like:
|aj | ∼
+∞
L(j−1)j−d−1
|bj | ∼
+∞
L′(j−1)jd−1
where L and L′ are slowly varying functions and therefore verify conditions (3) and (4). A positive L
will be called a slowly varying function in the sense of Zygmund (1968) if, for any δ > 0, x 7→ x−δL(x)
is decreasing and x 7→ xδL(x) is increasing.
The condition (4) implies that the autocovariance function σ of the process (Xn)n∈Z verifies:
∀δ > 0,∃C3 ∈ R, |σ(j)| ≤ C3j2d−1+δ . (5)
Since, if δ < 1−2d2 :
σ(k) =
+∞∑
j=0
bjbj+k
|σ(k)| ≤
+∞∑
j=0
|bjbj+k|
≤ C22
+∞∑
j=0
jd−1+δ(k + j)d−1+δ
≤ C22
∫ +∞
−1
jd−1+δ(k + j)d−1+δdj
≤ C22k2d−1+2δ
∫ +∞
−1
jd−1+δ(1 + j)d−1+δdj
≤ C3k2d−1+2δ
Notice that it suffices to prove (5) for δ near 0 in order to verify (5) for δ > 0 arbitrarily chosen.
More accurately, Inoue (1997) has proved than if:
bj ∼ L
(
j−1
)
jd−1
then
σ(j) ∼ j2d−1 [L (j−1)]2 β(1− 2d, d)
where L is a slowly varying function and β is the beta function. The converse is not true, we
must have more assumptions about the series (bj)j∈N in order to get an asymptotic equivalent for
(σ(j))j∈N (see Inoue (2000)).
2 Wiener-Kolmogorov Prediction Theory
The aim of this part is to compute the best linear one-step predictor (with minimum mean-square
distance from the true random variable) knowing all the past {Xk+1−j , j 6 1}. Our predictor is
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therefore an infinite linear combination of the infinite past:
X˜k(1) =
∞∑
j=0
λ(j)Xk−j
where (λ(j))j∈N are chosen to ensure that the mean squared prediction error:
E
[(
X˜k(1)−Xk+1
)
2
]
is as small as possible. Following Whittle (1963), and in view of the moving average representation
of (Xn)n∈Z, we may rewrite our predictor X˜k(1) as:
X˜k(1) =
∞∑
j=0
φ(j)εk−j .
where (φ(j))j∈N depends only on (λ(j))j∈N and (aj)j∈N defined in (2). From the infinite moving
average representation of (Xn)n∈Z given below in (1), we can rewrite the mean-squared prediction
error as:
E
[(
X˜k(1)−Xk+1
)
2
]
= E
 ∞∑
j=0
φ(j)εk−j −
∞∑
j=0
b(j)εk+1−j
2
= E
εk+1 − ∞∑
j=0
(φ(j) − b(j + 1)) εk−j
2
=
1 + ∞∑
j=0
(
bj+1 − φ(j)
)
2
σε2
since the random variables (εn)n∈Z are uncorrelated with variance σε
2. The smallest mean-squared
prediction error is obtained when setting φ(j) = bj+1 for j ≥ 0.
The smallest prediction error of (Xn)n∈Z is σε
2 within the class of linear predictors. Furthermore,
if
A(z) =
+∞∑
j=0
ajz
j,
denotes the characteristic polynomial of the (a(j))j∈Z and
B(z) =
+∞∑
j=0
bjz
j ,
that of the (a(j))j∈Z, then in view of the identity, A(z) = B(z)
−1, |z| ≤ 1, we may write:
X˜k(1) = −
∞∑
j=1
ajXk+1−j. (6)
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2.1 Mean Squared Prediction Error when the Predictor is Truncated
In practice, we only know a finite part of the past, the one which we have observed. So the predictor
should only depend on the observations. Assume that we only know the set {X0, . . . ,Xk} and that
we replace the unknown values by 0, then we have the following new predictor:
X˜ ′k(1) = −
k∑
j=1
ajXk+1−j. (7)
It is equivalent to say that we have truncated the infinite series (6) to k terms. The following
proposition provides us the asymptotic properties of the mean squared prediction error as a function
of k.
Proposition 2.1.1. Let (Xn)n∈Z be a linear stationary process defined by (1), (2) and possessing
the features (3) and (4). We can approximate the mean-squared prediction error of X˜ ′k(1) by:
∀δ > 0, E([Xk+1 − X˜ ′k(1)]2) = σε2 +O(k−1+δ).
Furthermore, this rate of convergence O(k−1) is optimal since for fractionally integrated noise, we
have the following asymptotic equivalent:
E
([
Xk+1 − X˜ ′k(1)
]
2
)
= σε
2 + Ck−1 + o
(
k−1
)
.
We note that the prediction error is the sum of σε
2, the error of Wiener-Kolmogorov model and
the error due to the truncation to k terms which is bounded by O(k−1+δ) for all δ > 0.
Proof.
Xk+1 − X˜ ′k(1) = Xk+1 − X˜k(1) + X˜k(1)− X˜ ′k(1)
= Xk+1 −
+∞∑
j=0
bj+1εk−j −
+∞∑
j=k+1
ajXk+1−j
= εk+1 −
+∞∑
j=k+1
ajXk+1−j . (8)
The two parts of the sum (8) are orthogonal for the inner product associated with the mean square
norm. Consequently:
E
([
Xk+1 − X˜ ′k(1)
]
2
)
= σε
2 +
∞∑
j=k+1
∞∑
l=k+1
ajalσ(l − j).
For the second term of the sum we have:∣∣∣∣ +∞∑
j=k+1
+∞∑
l=k+1
ajalσ(l − j)
∣∣∣∣ = ∣∣∣∣2 +∞∑
j=k+1
aj
+∞∑
l=j+1
alσ(l − j) +
+∞∑
j=k+1
a2jσ(0)
∣∣∣∣
≤ 2
+∞∑
j=k+1
|aj | |aj+1| |σ(1)| +
+∞∑
j=k+1
a2jσ(0)
+2
+∞∑
j=k+1
|aj |
+∞∑
l=j+2
|al||σ(l − j)|
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from the triangle inequality, it follows that:∣∣∣∣ +∞∑
j=k+1
+∞∑
l=k+1
ajalσ(l − j)
∣∣∣∣
≤ C21C3
2 +∞∑
j=k+1
j−d−1+δ(j + 1)−d−1+δ +
+∞∑
j=k+1
(
j−d−1+δ
)2 (9)
+ 2C21C3
+∞∑
j=k+1
j−d−1+δ
+∞∑
l=j+2
l−d−1+δ|l − j|2d−1+δ (10)
for all δ > 0 from inequalities (3) and (5). Assume now that δ < 1/2 − d. For the terms (9),
since j 7→ j−d−1+δ(j + 1)−d−1+δ is a positive and decreasing function on R+, we have the following
approximations:
2C21C3
+∞∑
j=k+1
j−d−1+δ(j + 1)−d−1+δ ∼ 2C21C3
∫ +∞
k
j−d−1+δ(j + 1)−d−1+δdj
∼ 2C
2
1C3
1 + 2d− 2δ k
−2d−1+2δ
Since the function j 7→ (j−d−1+δ)2 is also positive and decreasing, we can establish in a similar way
that:
C21C3
+∞∑
j=k+1
(
j−d−1+δ
)2 ∼ C21C3 ∫ +∞
k
(
j−d−1+δ
)2
dj
∼ C
2
1C3
1 + 2d− 2δ k
−2d−1+2δ.
For the infinite double series (10), we will similarly compare the series with an integral. In the
next Lemma, we establish the necessary result for this comparison:
Lemma 2.1.1. Let g the function (l, j) 7→ j−d−1+δ l−d−1+δ |l − j|2d−1+δ . Let m and n be two
positive integers. We assume that δ < 1− 2d and m ≥ δ−d−1δ+2d−1 for all δ ∈
]
0, δ−d−1δ+2d−1
[
. We will call
An,m the square [n, n+ 1]× [m,m+ 1]. If n ≥ m+ 1 then∫
An,m
g(l, j) dj dl ≥ g(n + 1,m).
Proof. see the appendix 4.1
Assume now that δ < 1− 2d without loss of generality. Thanks to the previous Lemma and the
asymptotic equivalents of (9), there exists K ∈ N such that if k > K:∣∣∣∣ +∞∑
j=k+1
+∞∑
l=k+1
ajalσ(l − j)
∣∣∣∣ ≤ C ∫ +∞
k+1
j−d−1+δ
[∫ +∞
j
l−d−1+δ(l − j)2d−1+δdl
]
dj +O
(
k−2d−1+2δ
)
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In the integral over l by using the substitution jl′ = l, we obtain:∣∣∣∣ +∞∑
j=k+1
+∞∑
l=k+1
ajalσ(l − j)
∣∣∣∣ ≤ C ′ ∫ +∞
k+1
j−2+3δ
∫ +∞
1
l−d−1+δ(l − 1)2d−1+δdldj +O
(
k−2d−1
)
.
Since if δ < (1− d)/2 ∫ +∞
1
l−d−1+δ(l − 1)2d−1+δdl < +∞,
it follows: ∣∣∣∣ +∞∑
j=k+1
+∞∑
l=k+1
ajalσ(l − j)
∣∣∣∣ ≤ O(k−1+3δ)+O(k−2d−1)
≤ O
(
k−1+3δ
)
. (11)
If δ > 0, δ < 1− 2d and δ < (1− d)/2, we have:∣∣∣∣ +∞∑
j=k+1
+∞∑
l=k+1
ajalσ(l − j)
∣∣∣∣ = O(k−1+3δ) .
Notice that if the equality is true under the assumptions δ > 0, δ < 1− 2d and δ < (1− d)/2, it is
also true for any δ > 0. Therefore we have proven the first part of the theorem.
We prove now that there exists long-memory processes whose prediction error attains the rate of
convergence k−1. Assume now that (Xn)n∈Z is fractionally integrated noise F(d), which is the
stationary solution of the difference equation:
Xn = (1−B)−dεn (12)
with B the usual backward shift operator, (εn)n∈Z is a white-noise series and d ∈ ]0, 1/2[ (see for
example Brockwell and Davis (1991)). We can compute the coefficients and obtain that:
∀j > 0, aj = Γ(j − d)
Γ(j + 1)Γ(−d) and ∀j ≥ 0, σ(j) =
(−1)jΓ(1− 2d)
Γ(j − d+ 1)Γ(1 − j − d)σ
2
ε
then we have:
∀j > 0, aj < 0 and ∀j ≥ 0, σ(j) > 0
and
aj ∼ j
−d−1
Γ(−d) and σ(j) ∼
j2d−1Γ(1− 2d)
Γ(d)Γ(1− d) when j →∞.
In this particular case, we can estimate the prediction error more precisely:
+∞∑
k+1
+∞∑
k+1
ajalσ(l − j) =
+∞∑
k+1
|aj|
+∞∑
j+1
|al||σ(l − j)|+
+∞∑
k+1
a2jσ(0)
∼ Γ(1− 2d)
Γ(−d)2Γ(d)Γ(1 − d)
∫ +∞
k+1
j−2
∫ +∞
1/j+1
l−d−1(l − 1)2d−1dldj +O
(
k−2d−1
)
+∞∑
k+1
+∞∑
k+1
ajalσ(l − j) ∼ Γ(1− 2d)Γ(2d)
Γ(−d)2Γ(d)Γ(1 + d)k
−1 (13)
The asymptotic bound O(k−1) is therefore as small as possible.
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In the specific case of fractionally integrated noise, we may write the prediction error as:
E
([
Xk+1 − X˜ ′k(1)
]
2
)
= σε
2 + C(d)k−1 + o
(
k−1
)
and we can express C(d) as a function of d:
C(d) =
Γ(1− 2d)Γ(2d)
Γ(−d)2Γ(d)Γ(1 + d) . (14)
It is easy to prove that C(d) → +∞ as d → 1/2 and we may write the following asymptotic
equivalent as d→ 1/2:
C(d) ∼ 1
(1− 2d)Γ(−1/2)2Γ(1/2)Γ(3/2) . (15)
As d→ 0, C(d)→ 0 and we have the following equivalent as d→ 0:
C(d) ∼ d2.
Figure 2.1: The Constant C(d), d ∈ [0, 1/2[, defined in (14)
0.0 0.1 0.2 0.3 0.4
0.
0
0.
1
0.
2
0.
3
0.
4
d
C(
d)
As the figure 2.1 suggests and the asymptotic equivalent given in (15) proves, the mean-squared
error tends to +∞ as d → 1/2. By contrast, the constant C(d) takes small values for d in a large
interval of [0, 1/2[.Although the rate of convergence has a constant order k−1, the forecast error
is bigger when d → 1/2. This result is not surprising since the correlation between the random
variable, which we want to predict, and the random variables, which we take equal to 0, increases
when d→ 1/2.
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2.2 Estimates of Forecast Coefficients and the Associated Mean Square Error
We will now estimate the mean-squared error between the predictor X˜ ′k(1) defined on (7) and the
predictor X˜ ′T,k(1) defined as:
X˜ ′T,k(1) := −
k∑
j=1
âjXk+1−j
where âj are estimates of aj computed using a length T realisation of the process. More precisely,
we consider a parametric approach and we assume that:
aj = aj(θ) with θ an unknown vector in Θ
where Θ is a compact subset of Rp. Assume that the process (Yn)n∈Z is Gaussian. Let θ0 be the
true value of the parameter. We assume the realisation (Yn)1≤n≤T to be known. We estimate the
(aj)1≤j≤k by âj := aj(θ̂T ) where θ̂T is an estimate of θ0, for example the Whittle estimate. In order
to use the Whittle estimate and follow the approach suggested in Fox and Taqqu (1986), we assume
from now on that all the processes in the parametric class have a spectral density denoted by f(., θ).
We define the Whittle estimate by (see Fox and Taqqu (1986)):
θˆT = argmin
θ∈Θ
[
1
2pi
∫ pi
−pi
[f(λ, θ)]−1 IT (λ)dλ
]
(16)
where IT is the periodogram:
IT (λ) =
|∑Tj=1 eijλ(Yj − YT )|2
2piT
.
Before we state the theorem, we will give assumptions on the regularity of the spectral densities
in our parametric class. Under those standard conditions, the estimated vector converges to the
true parameter if the process is a Gaussian long-memory time series (see Fox and Taqqu (1986)).
We will refer to the following assumptions.
We say that f(x, θ) satisfies conditions A0-A6 if there exists 0 < α(θ) < 1 such that for each δ > 0,
A0. f(λ, θ0) = |λ|2α(θ0)L(λ, θ0) with L(., θ0) bounded. L(., θ0) is differentiable at 0 and L(., θ0) 6= 0.
A1. θ 7→ ∫ pi
−pi f(θ, λ)dλ < +∞ can be twice differentiated under the integral sign.
A2. f(θ, λ) is continuous at all (θ, λ), λ 6= 0, f−1(θ, λ) is continuous at all (θ, λ) and,
f(θ, λ) = O(|λ|−α(θ)−δ) as λ→ 0.
A3. (∂/∂θj)f
−1(θ, λ) and (∂2/∂θj∂θl)f
−1(θ, λ) are continuous at all (θ, λ),
∀1 ≤ j ≤ p, ∂
∂θj
f−1(θ, λ) = O(|λ|α(θ)−δ) as λ→ 0
and
∀1 ≤ j, l ≤ p ∂
2
∂θj∂θl
f−1(θ, λ) = O(|λ|α(θ)−δ) as λ→ 0.
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A4. (∂/∂λ)f(θ, λ) is continuous at all (θ, λ), λ 6= 0, and
∂
∂λ
f(θ, λ) = O(|λ|−α(θ)−1−δ) as λ→ 0
A5. (∂2/∂θj∂λ)f
−1(θ, λ) are continuous at all (θ, λ), λ 6= 0, and
∀1 ≤ j ≤ p, ∂
2
∂θj∂λ
f−1(θ, λ) = O(|λ|α(θ)−1−δ) as λ→ 0.
A6. (∂3/∂θj∂
2λ)f−1(θ, λ) are continuous at all (θ, λ), λ 6= 0, and
∀1 ≤ j ≤ p, ∂
3
∂θj∂2λ
f−1(θ, λ) = O(|λ|α(θ)−2−δ)
We can now express the asymptotic behavior of the mean-squared prediction error due to the
estimation of the forecast coefficients. We assume in this Section that the process is Gaussian. Let
(Xj)j∈Z be a stochastic process, which verifies the assumptions of section 1, and let (Yj)j∈Z be a
process which is independent of (Xj)j∈Z, but has the same stochastic structure. We want to predict
Xk+1 knowing (Xj)j∈J1,kK and we assume that the parameter θ and so the forecast coefficients are
estimated based on a realisation (Yj)j∈J1,T K.
Theorem 2.2.1. Let (Xn)n∈Z be a stationary Gaussian long-memory sequence with mean 0 and
spectral density f(θ, λ) and θ ∈ Θ is an unknown parameter. The set Θ is assumed to be compact.
We assume also that θ0 is in the interior of Θ and that ∀θ ∈ Θ˚, the conditions A1-A6 hold. Moreover
we assume that each process (Zn)n∈Z in our parametric class with θ ∈ Θ admits an autoregressive
representation:
εn =
∞∑
j=0
aj(θ)Zn−j
where (εn)n∈Z is a Gaussian white noise. Let θ0 be the true value of the parameter and assume that
θ0 ∈ Θ˚. Assume also that f(θ0, λ) verifies A0 and that for any j ∈ N, aj verifies:
(i) aj is uniformly bounded on a neighbourhood of θ0;
(ii) the first and second derivatives of aj are continuous and bounded on a neighbourhood of θ0.
and that:
∀δ > 0,∃Cl,∀j ∈ N∗
∣∣∣∂aj
∂θl
(θ0)
∣∣∣ ≤ Clj−1+δ . (17)
We have then the following result:
E
(
X˜ ′T,k(1) − X˜ ′k(1)
)2
= O
(
k2d
T
)
.
An example to which our theorem applies is the fractionally integrated processes. In this case,
the parameter θ is scalar and corresponds to the long-memory parameter d. Assumptions A0-A6
hold for fractionally processes. We define d0 by d0 := θ0 and then we have aj:
aj(d) :=
(
Γ(j − d)
Γ(j + 1)Γ(−d)
)
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Since the gamma function Γ is analytic on {C \ N}, there exists a neighbourhood of d0 on which
the function aj and its first and second derivatives are bounded. Finally when j → +∞,∣∣∣∣∂aj∂d (d0)
∣∣∣∣ ∼ Cj−1
where C is a constant. As a consequence our Theroem can be applied on the class of fractionally
integrated noise because all the assumptions hold. Similarly we can also show that the class of
FARIMA time series verify the assumptions of this Theorem.
Proof. We first define the following vector:
α∗k :=
(
a1(θ̂T )− a1(θ0), . . . , ak(θ̂T )− ak(θ0)
)
where v∗ is the transpose vector of v and(
Xk1
)∗
:= (Xk, . . . ,X1) .
E
(
X˜ ′T,k(1)− X˜ ′k(1)
)2
= E
(a1(θ̂T )− a1, . . . , ak(θ̂T )− ak)
 Xk...
X1


2
= E
[(
α∗kX
k
1
)2]
= trace
(
E
(
α∗kX
k
1
)2)
= E
(
trace
(
αkα
∗
kX
k
1
(
Xk1
)∗))
= trace (E (αkα
∗
k) Σk)
with
Σk := E
(
Xk1
(
Xk1
)∗)
Let us first study the covariance matrix of the estimated coefficients E(αkα
∗
k). We can write
(αkα
∗
k)i,j = E
(
gi,j(θˆ)
)
when gi,j is defined by gi,j : θ 7→ (ai(θ) − ai(θ0))(aj(θ) − aj(θ0)). We then
use an order 2 Taylor series expansion of gi,j and apply Theorem 5.4.3 form Fuller (1976).We will
refer to the following version.
If the following assumptions hold
(i) ∀m ∈ J1, pK, E
(
|θ̂T,m − θ0,m|3
)
= O(η(T )) where θ̂T,m is the m
th entry of θ̂T ;
(ii) θ̂T → θ0, P−a.s.;
(iii) gi,j is uniformly bounded on a neighbourhood of θ0;
(iv) the first and the second derivatives gi,j are continuous and bounded on a neighbourhood of θ0
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then
E
(
gi,j(θ̂T )
)
= gi,j(θ0) +
p∑
l=1
E(θ̂T,l − θ0,l)∂gi,j
∂θl
(θ0)
+
1
2
p∑
l=1
p∑
n=1
∂2gi,j
∂θl∂θn
(θ0)E
((
θ̂T,l − θ0,l
)(
θ̂T,n − θ0,n
))
+O(η(T )).
By assumption, conditions (ii) et (iv) hold. We note also that:
gi,j(θ0) = 0 et ∀l ∈ J1, pK, ∂gi,j
∂θl
(θ0) = 0
Next we compute the fourth order moments of θ̂T − θ0 in order to estimate the second and the
third moments. We define:
σT (θ) :=
[
1
2pi
∫ pi
−pi
[f(λ, θ)]−1 IT (λ)dλ
]
=
Y′AT (θ)Y
T
where (Y)∗ = (Y1, . . . , YT ) and
(AT (θ))j,l :=
1
(2pi)2
∫ pi
−pi
ei(j−l)λ [f(λ, θ)]−1 dλ.
We follows now the proof of Fox and Taqqu (1986). Since θ̂T = argmin
θ
{σT (θ)} and according
to the mean-value theorem, we have:
∃θ∗ such that |θ∗ − θ0| ≤ |θˆ − θ0| and θˆ − θ0 = −
[(
∂2
∂θiθj
σT (θ
∗)
)
1≤i,j≤p
]−1
∂
∂θ
σT (θ0).
It is justified because θ 7→ [f(λ, θ)]−1 is twice differentiable with respect to θ and all the par-
tial derivatives are integrable on [−pi, pi] with respect to λ by assumption A3. It follows from
Fox and Taqqu (1986) that:
∂2
∂θiθj
σT (θ
∗)
P−a.s.−→ σ
2
ε
2pi
∫ pi
−pi
(
∂
∂θi
f−1(λ, θ0)
)(
∂
∂θj
f−1(λ, θ0)
)
f2(λ, θ0)dλ := Wi,j (18)
where W := (Wi,j)1≤i,j≤p is a positive definite matrix. Since the matrix norm x 7→ ‖x‖4 is contin-
uous, there exists C > 0 such that ‖W‖4 > C and:
∃M ∈ N, T > M ,
∥∥∥θ̂k − θ0∥∥∥
4
≤ C
∥∥∥∥∥ ∂∂θσT (θ0)
∥∥∥∥∥
4
P−a.s. (19)
Using this inequality, we can now estimate the fourth moments for any m ∈ J1, pK:
E
∣∣∣∣∣ ∂∂θmσT (θ0)
∣∣∣∣∣
4
 = E
(Y′ ∂AT (θ0)∂θm Y
T
)4 .
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Let m ∈ J1, pK. We define the matrix ∆m with (j, l)-th entries:
δj,l :=
∫ pi
−pi
ei(j−l)λ
∂
∂θm
f−1(λ, θ0)dλ.
Next we rewrite this expression as:
E
[(
∂
∂θm
σT (θ0)
)4]
= T−4E
 T∑
j=1
T∑
l=1
YjYlδj,l
4
= T−4
T∑
j1,j2,...,j8=1
δj1,j2δj3,j4δj5,j6δj7,j8E (Yj1Yj2 . . . Yj8) (20)
The process is Gaussian then all the moments are a function of the autocovariances (see Triantafyllopoulos
(2003)). In equation (20), we can rewrite each fourth moment in the sum as a linear combi-
nation of product of 4 covariances. We then count how many covariances belongs to the set
S = {E (Yj1Yj2) ,E (Yj3Yj4) ,E (Yj5Yj6) ,E (Yj7Yj8)}:
1. either we have E(Yj1Yj2)× C and we can distinguish the following possibilities:
• C = E(Yj3Yj4)E (Yj5Yj6)E (Yj7Yj8) only one possibility or;
• C has one element in S and no other which makes 6 possibilities =(3 choices in S)×(2
choices for the other covariances) or;
• C has no elements in S which makes 8 possibilities. First choose a complement for Yj3
(4 possibilities) then a complement for Yj4 (only 2 possibilities because the pairs in S are
excluded);
2. or Yj1 is with Yjl , l > 2, which makes 5 possibilities. Let us assume that Yj1 is associated with
Yj3 . We can then distinguish the following cases:
• we obtain 2 pairs in S which are consequently (Yj5 , Yj6) and (Yj7 , Yj8) or;
• we have only one couple in S which makes (2 choices in S) ×((C24 − 1) choices for the
other covariances) or;
• we have non elements in S: either Yj2 is the complement of Yj4 and then we have only 2
possibilities, or we have 4 choices for the complement of Yj2 and only 2 for Yj4 . Finally
we have 10 possibilities.
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Therefore we obtain:
E
[(
∂
∂θm
σT (θ0)
)4]
= T−4
 T∑
j=1
T∑
l=1
δj,lσ(j − l)
4
+ T−46
 T∑
j=1
T∑
l=1
δj,lσ(j − l)
2 T∑
j1,j2,j3,j4=1
δj1,j2δj3,j4σ(j1 − j3)σ(j2 − j4)
+ T−48
 T∑
j=1
T∑
l=1
δj,lσ(j − l)
 T∑
j1,j2,j3,j4,j5,j6=1
δj1,j2δj3,j4δj5,j6σ(j1 − j3)σ(j4 − j5)σ(j6 − j2)
+ 5T−4
 T∑
j=1
T∑
l=1
δj,lσ(j − l)
2 T∑
j1,j2,j3,j4=1
δj1,j2δj3,j4σ(j1 − j3)σ(j2 − j4)
+ 5T−410
 T∑
j=1
T∑
l=1
δj,lσ(j − l)
 T∑
j1,j2,j3,j4,j5,j6=1
δj1,j2δj3,j4δj5,j6σ(j1 − j3)σ(j4 − j5)σ(j6 − j2)
+ 5T−410
T∑
j1,j2,j3,j4,j5,j6,j7,j8=1
δj1,j2δj3,j4δj5,j6δj7,j8σ(j1 − j3)σ(j4 − j5)σ(j6 − j7)σ(j8 − j2)
All the terms of this sum are like:
T∑
j1,...,j2p=1
δj1,j2 . . . δj2p−1,j2pσ(j1 − j3) . . . σ(j2p − j2) := Sp,T . (21)
Note that Sp,T = trace ((ΣT∆m)
p) and that ∆m is the covariance matrix defined by the spectral
density:
∂
∂θm
f−1(λ, θ0) = O
(
λα(θ0)−δ
)
as λ→ 0, for any δ > 0
by assumption A3. By applying the Theorem 1 of Fox and Taqqu (1987), we prove that:
lim
T→+∞
1
T
T∑
j1,...,j2p=1
δj1,j2 . . . δj2p−1,j2pσ(j2 − j3) . . . σ(j2p − j1)
= (2pi)2p−1
∫ pi
−pi
(
∂
∂θm
f−1(λ, θ0)f(λ, θ0)
)p
dλ
= O(1). (22)
It follows from assumptions A2 and A3 that this integral is always finite. We need a more precise
result for the term:
T∑
j=1
T∑
l=1
δj,lσ(j − l).
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Despite this can also be expressed like (21), the estimate given below is not sufficient to conclude.
By Fox and Taqqu (1986)[proof of Theorem 2], we have:
∀δ > 0,
T∑
j=1
T∑
l=1
δj,lσ(j − l) = O
(
T δ
)
. (23)
By (22) et (23), we may conclude that
∀δ > 0, E
[(
∂
∂θm
σT (θ0)
)4]
= O(T−3+δ). (24)
Next using the asymptotic estimate of the fourth moments, we can now obtain asymptotic properties
for the second moments:
E
[(
θ̂T,j − θ0,j
)(
θ̂T,l − θ0,l
)]
.
First we have to prove the uniform integrability of
√
T
(
θ̂T,j − θ0,j
)√
T
(
θ̂T,l − θ0,l
)
:
T 2E
((
θ̂T,j − θ0,j
)2 (
θ̂T,l − θ0,l
)2) ≤ T 2√E((θ̂T,j − θ0,j)4)E((θ̂T,l − θ0,l)4)
≤ T 2E
(∥∥∥θ̂T − θ0∥∥∥4
4
)
≤ T 2C4E
∥∥∥∥∥ ∂∂θσT (θ0)
∥∥∥∥∥
4
4

if T > M from (19). By applying result (24), we conclude that:
∀δ > 0, T 2E
((
θ̂T,j − θ0,j
)2 (
θ̂T,l − θ0,l
)2)
= O
(
T 2−3+δ
)
= O(1)
We have proved the uniform integrability of
√
T
(
θ̂T,j − θ0,j
)√
T
(
θ̂T,l − θ0,l
)
since if E
(
X2T
)
is finite
for any T ,then the collection (XT ) is uniformly integrable. Moreover according to Fox and Taqqu
(1986) [Theorem 2]: √
T
(
θ̂T − θ0
)
L−→ N (0, 4piW−1)
where W is the matrix defined in (18) and we have also the following convergence in law:
hj,l
(√
T
(
θ̂T − θ0
))
:= T
(
θ̂T,j − θ0,j
)(
θ̂T,l − θ0,l
)
L−→ hj,l (Z)
with Z ∼ N (0, 4piW−1). By the convergence in law and the uniform integrability we apply Theorem
5.4 in Billingsley (1968) that:
E
(
T
(
θ̂T,j − θ0,j
)(
θ̂T,l − θ0,l
))
→ 4piW−1j,l as T → +∞.
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Now we give an asymptotic bound for the third order moment by applying the Cauchy-Schwarz
inequality. Using the inequalities (19) and (24), we conclude that:
∃C > 0, E
(∣∣∣θ̂T,j − θ0,j∣∣∣3) ≤ √E(θ̂T,j − θ0,j)2 E(θ̂T,j − θ0,j)4
≤
√
CT−1T−3+δ, ∀δ > 0
= O
(
T−2+δ
)
, ∀δ > 0
We obtain the following Taylor series for any δ > 0:
E
(
(ai(θ̂T )− ai(θ0))(aj(θ̂T )− aj(θ0))
)
= 2piT−1
m∑
l=1
m∑
n=1
∂2gi,j
∂θl∂θn
(θ0)W
−1
l,n +O
(
T−2+δ
)
∼ 2piT−1
m∑
l=1
m∑
n=1
[
∂ai(θ0)
∂θl
∂aj(θ0)
∂θn
+
∂aj(θ0)
∂θl
∂ai(θ0)
∂θn
]
W−1l,n .
We can now conclude and find an asymptotic equivalent of E (αkα
∗
k). Since W
−1 is symmetric:
E (αkα
∗
k) ∼ 4piT−1DW−1D∗ (25)
with
D :=

∂a1(θ0)
∂θ1
. . . ∂a1(θ0)∂θm
...
. . .
...
∂ak(θ0)
∂θ1
. . . ∂ak(θ0)∂θm
 .
W−1 is a positive definite matrix because W is too. So it can be expressed as :
W−1 = P ∗

λ1 0 . . . 0
0 λ2
. . .
...
...
. . .
. . .
...
0 . . . 0 λm
P
where P = (pij)1≤i,j≤m is an orthogonal matrix and the (λi)1≤i≤m are the positive eigenvalues of
W−1. We may rewrite our expression as:
DW−1D∗ =
m∑
r=1
([√
λr
m∑
l=1
prl
∂ai
∂θl
(θ0)
][√
λr
m∑
l=1
prl
∂aj
∂θl
(θ0)
])
1≤i,j≤k
=
m∑
r=1
β∗rβr (26)
where βr is the vector
(√
λr
∑m
l=1 prl
∂ai
∂θl
(θ0)
)
1≤i≤k
.
E
(a1(θ̂T )− a1(θ0), . . . , ak(θ̂T )− ak(θ0))
 X0...
X−k+1


2
= trace (E (αkα
∗
k)Σk)
∼ 4piT−1
m∑
r=1
trace (β∗rβrΣk)
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from (25) and (26). Therefore we obtain:
trace (E (αkα
∗
k)Σk) ∼ 4piT−1
m∑
r=1
βrΣkβ
∗
r
≤ 4piT−1
m∑
r=1
Λk‖βr‖22
where Λk is the greatest eigenvalue of Σk. The last inequality is a consequence of Σk being symmetric
matrix. Following assumption (17), we have:
∀δ > 0,∃Cl,∀j ∈ N∗
∣∣∣∂aj
∂θl
(θ0)
∣∣∣ ≤ Clj−1+δ
and we can hence estimate ‖βr‖22. Let δ = 1/2, there exists C1, . . . , Cm such that:
‖βr‖22 =
k∑
j=1
λr
m∑
l1=1
m∑
l2=1
prl1prl2
∂aj
∂θl1
(θ0)
∂aj
∂θl2
(θ0)
≤ λr
m∑
l1=1
m∑
l2=1
|prl1prl2 |
k∑
j=1
Cl1Cl2j
−3
≤ λr
m∑
l1=1
m∑
l2=1
|prl1prl2 |
+∞∑
j=1
Cl1Cl2j
−3 := Cr(θ0)
where Cr(θ0) does not depend on k.
From Boettcher and Virtanen (2006), the spectral norm of a Toeplitz matrix (its spectral norm),
whose symbol has the form λ 7→ λ−αL(λ) with L is a bounded, continuous at 0 function and does
not vanish at 0, is equivalent to Ckα with C constant. We conclude the proof:
E
(a1(θ̂T )− a1(θ0), . . . , ak(θ̂T )− ak(θ0))
 X0...
X−k+1


2
≤ C4pi
m∑
r=1
Cr(θ0)
kα(θ0)
T
with C constant.
2.3 Conclusion
Prediction with the Wiener-Kolmogorov predictor involves two mean-squared error components:
the first is due to the truncation to k terms and this is bounded by O(k−1), the second is due to
the estimation of the coefficients aj from a realisation of the process of length T and is bounded by
O(k2d/T ). The mean-squared difference between the best linear predictor X˜k(1) and our predictor
is given by: ∥∥∥X˜T,k(1)− X˜k(1)∥∥∥
2
≤
∥∥∥X˜T,k(1)− X˜ ′k(1)∥∥∥2 + ∥∥∥X˜ ′k(1)− X˜k(1)∥∥∥2
≤ O(k−1/2) + O(kd/
√
T ).
If we want to compare the two types of prediction errors, we need a relation between the rate of
convergence of T and k to +∞. For example, if T = o(k2d+1), the error due to the estimation of
the coefficients is predominant and gives the bound for the general error.
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Truncating to k terms the series which defines the Wiener-Kolmogorov predictor amounts to using
an AR(k) model for predicting. Therefore in the following section we look for the AR(k) which
minimizes the forecast error.
3 The Autoregressive Models Fitting Approach
In this section we shall develop a generalisation of the ”autoregressive model fitting” approach
developed by Ray (1993) in the case of fractionally integrated noise F(d) (defined in (12)). We
study asymptotic properties of the forecast mean-squared error when we fit a misspecified AR(k)
model to the long-memory time series (Xn)n∈Z.
3.1 Rationale
Let Φ a kth degree polynomial defined by:
Φ(z) = 1− a1,kz − . . .− ak,kzk.
We assume that Φ has no zeroes on the unit disk. We define the process (ηn)n∈Z by:
∀n ∈ Z, ηn = Φ(B)Xn
where B is the backward shift operator. Note that (ηn)n∈Z is not a white noise series because
(Xn)n∈Z is a long-memory process and hence does not belong to the class of autoregressive processes.
Since Φ has no root on the unit disk, (Xn)n∈Z admits a moving-average representation as the fitted
AR(k) model in terms of (ηn)n∈Z:
Xn =
∞∑
j=0
c(j)ηn−j .
If (Xn)n∈Z was an AR(k) associated with the polynomial Φ, the best next step linear predictor
would be:
X̂n(1) =
∞∑
j=1
c(i)ηt+1−i
= a1,kXn + . . .+ ak,kXn+1−k si n > k.
Here (Xn)n∈Z is a long-memory process which verifies the assumptions of Section 1. Our goal is to
express the polynomial Φ which minimizes the forecast error and to estimate this error.
3.2 Mean-Squared Error
There exists two approaches in order to define the coefficients of the kth degree polynomial Φ: the
spectral approach and the time approach.
In the time approach, we choose to define the predictor as the projection mapping on to the
closed span of the subset {Xn, . . . ,Xn+1−k} of the Hilbert space L2(Ω,F ,P) with inner product
< X,Y >= E(XY ). Consequently the coefficients of Φ verify the equations, which are called the
kth order Yule-Walker equations:
∀j ∈ J1, kK,
k∑
i=1
ai,kσ(i − j) = σ(j) (27)
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The mean-squared prediction error is:
E
[(
X̂n(1)−Xn+1
)
2
]
= c(0)2E(η2n+1) = E(η
2
n+1).
We may write the moving average representation of (ηn)n∈N in terms of (εn)n∈N:
ηn =
∞∑
j=0
min(j,p)∑
k=0
Φkb(j − k)εn−j
=
∞∑
j=0
t(j)εn−j
with
∀j ∈ N, t(j) =
min(j,p)∑
k=0
Φkb(j − k).
Finally we obtain:
E
[(
X̂n(1) −Xn+1
)
2
]
=
∞∑
j=0
t(j)2σ2ε .
In the spectral approach, minimizing the prediction error is equivalent to minimizing a contrast
between two spectral densities: ∫ pi
−pi
f(λ)
g(λ,Φ)
dλ
where f is the spectral density of Xn and g(.,Φ) is the spectral density of the AR(p) process defined
by the polynomial Φ (see for example Yajima (1993)),so:∫ pi
−pi
f(λ)
g(λ,Φ)
dλ =
∫ pi
−pi
∣∣∣ ∞∑
j=0
b(j)e−ijλ
∣∣∣2∣∣∣Φ(e−iλ)∣∣∣2dλ
=
∫ pi
−pi
|
∞∑
j=0
t(j)e−ijλ|2dλ
= 2pi
∞∑
j=0
t(j)2.
In both approaches we nedd to minimize
∑∞
j=0 t(j).
3.3 Rate of Convergence of the Error by AR(k) Model Fitting
In the next theorem we derive an asymptotic expression for the prediction error by fitting autore-
gressive models to the series:
Theorem 3.3.1. Assume that (Xn)n∈Z is a long-memory process which verifies the assumptions of
Section 1. If 0 < d < 12 :
E
[(
X̂k(1) −Xk+1
)
2
]− σ2ε = O(k−1)
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Proof. Since fitting an AR(k) model minimizes the forecast error using k observations, the error
by using truncation way is bigger. So, since the truncation method involves an error bounded by
O
(
k−1
)
, we obtain:
E
[(
X̂k(1)−Xk+1
)
2
]− σ2ε = O(k−1).
Consequently we only need to prove that this rate of convergence is attained . This is the case
for the fractionally integrated processes defined in (12). We want the error made when fitting an
AR(k) model in terms of the Wiener-Kolmogorov truncation error. Note first that the variance of
the white noise series is equal to:
σ2ε =
∫ pi
−pi
f(λ)
∣∣∣∣∣∣
+∞∑
j=0
aje
ijλ
∣∣∣∣∣∣
2
dλ.
Therefore in the case of a fractionally integrated process F(d) we need only show that:∫ pi
−pi
f(λ)
∣∣∣∣∣∣
+∞∑
j=0
aje
ijλ
∣∣∣∣∣∣
2
dλ− σ
2
ε
2pi
∫ pi
−pi
f(λ)
g(λ,Φk)
dλ ∼ C(k−1).
∫ pi
−pi
f(λ)
∣∣∣∣∣∣
+∞∑
j=0
aje
ijλ
∣∣∣∣∣∣
2
dλ− σ
2
ε
2pi
∫ pi
−pi
f(λ)
g(λ,Φk)
dλ =
∫ pi
−pi
f(λ)
∣∣∣∣∣∣
+∞∑
j=0
aje
ijλ
∣∣∣∣∣∣
2
−
∣∣∣∣∣∣
k∑
j=0
aj,ke
ijλ
∣∣∣∣∣∣
2 dλ
=
+∞∑
j=0
+∞∑
l=0
(ajal − aj,kal,k) σ(j − l)
we set aj,k = 0 if j > k.
+∞∑
j=0
+∞∑
l=0
(ajal − aj,kal,k) σ(j − l) (28)
=
+∞∑
j=0
+∞∑
l=0
(ajal − aj,kal)σ(j − l) +
+∞∑
j=0
+∞∑
l=0
(aj,kal − aj,kal,k)σ(j − l)
=
+∞∑
j=0
(aj − aj,k)
+∞∑
l=0
alσ(l − j) +
k∑
j=0
aj,k
+∞∑
l=0
(al − al,k)σ(j − l) (29)
We first study the first term of the sum (29). For any j > 0 , we have
∑+∞
l=0 alσ(l − j) = 0:
εn =
∞∑
j=0
alXn−l
Xn−jεn =
∞∑
l=0
alXn−lXn−j
E (Xn−jεn) =
∞∑
l=0
alσ(l − j)
E
(
∞∑
l=0
blεn−j−lεn
)
=
∞∑
l=0
alσ(l − j)
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and we conclude that
∑+∞
l=0 alσ(l − j) = 0 because (εn)n∈Z is an uncorrelated white noise. We can
thus rewrite the first term of (29) like:
+∞∑
j=0
(aj − aj,k)
+∞∑
l=0
alσ(l − j) = (a0 − a0,k)
+∞∑
l=0
alσ(l)
= 0
since a0 = a0,k = 1 according to definition. Next we study the second term of the sum (29):
k∑
j=0
aj,k
+∞∑
l=0
(al − al,k)σ(j − l).
And we obtain that:
k∑
j=0
aj,k
+∞∑
l=0
(al − al,k)σ(j − l) =
k∑
j=1
(aj,k − aj)
k∑
l=1
(al − al,k)σ(j − l)
+
k∑
j=1
(aj,k − aj)
+∞∑
l=k+1
alσ(j − l) (30)
+
k∑
j=0
aj
k∑
l=1
(al − al,k)σ(j − l) (31)
+
k∑
j=0
aj
+∞∑
l=k+1
alσ(j − l)
Similarly we rewrite the term (30) using the Yule-Walker equations:
k∑
j=1
(aj,k − aj)
+∞∑
l=k+1
alσ(j − l) = −
k∑
j=1
(aj,k − aj)
k∑
l=0
alσ(j − l)
We then remark that this is equal to (31). Hence it follows that:
k∑
j=0
aj,k
+∞∑
l=0
(al − al,k)σ(j − l) =
k∑
j=1
(aj,k − aj)
k∑
l=1
(al − al,k)σ(j − l)
+2
k∑
j=1
(aj,k − aj)
+∞∑
l=k+1
alσ(j − l)
+
k∑
j=0
aj
+∞∑
l=k+1
alσ(j − l) (32)
On a similar way we can rewrite the third term of the sum (32) using Fubini Theorem:
k∑
j=0
aj
+∞∑
l=k+1
alσ(j − l) = −
+∞∑
j=k+1
+∞∑
l=k+1
ajalσ(j − l).
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This third term is therefore equal to the forecast error in the method of prediction by truncation.
In order to compare the prediction error by truncating the Wiener-Kolmogorov predictor and
by fitting an autoregressive model to a fractionally integrated process F(d), we need the sign of all
the components of the sum (32). For a fractionally integrated noise, we know the explicit formula
for aj and σ(j):
∀j > 0, aj = Γ(j − d)
Γ(j + 1)Γ(−d) < 0 and ∀j ≥ 0, σ(j) =
(−1)jΓ(1− 2d)
Γ(j − d+ 1)Γ(1− j − d)σ
2
ε > 0.
In order to get the sign of aj,k− aj we use the explicit formule given in Brockwell and Davis (1988)
and we easily obtain that aj,k − aj is negative for all j ∈ J1, kK.
aj − aj,k = Γ(j − d)
Γ(j + 1)Γ(−d) −
Γ(k + 1)Γ(j − d)Γ(k − d− j + 1)
Γ(k − j + 1)Γ(j + 1)Γ(−d)Γ(k − d+ 1)
= −aj
(
−1 + Γ(k + 1)Γ(k − d− j + 1)
Γ(k − j + 1)Γ(k − d+ 1)
)
= −aj
(
k...(k − j + 1)
(k − d)...(k − d− j + 1) − 1
)
> 0
since ∀j ∈ N∗ aj < 0. To give an asymptotic equivalent for the prediction error, we use the sum
given in (32). We have the sign of the three terms: the first is negative, the second is positive
and the last is negative. Moreover the third is equal to the forecast error by truncation and we
have proved that this asymptotic equivalent has order O(k−1). The prediction error by fitting an
autoregressive model converges faster to 0 than the error by truncation only if the second term is
equivalent to Ck−1, with C constant. Consequently, we search for a bound for aj − aj,k given the
explicit formula for these coefficients (see for example Brockwell and Davis (1988)):
aj − aj,k = Γ(j − d)
Γ(j + 1)Γ(−d) −
Γ(k + 1)Γ(j − d)Γ(k − d− j + 1)
Γ(k − j + 1)Γ(j + 1)Γ(−d)Γ(k − d+ 1)
= −aj
(
−1 + Γ(k + 1)Γ(k − d− j + 1)
Γ(k − j + 1)Γ(k − d+ 1)
)
= −aj
(
k...(k − j + 1)
(k − d)...(k − d− j + 1) − 1
)
= −aj
(
j−1∏
m=0
(
1− lk
1− l+dk
)
− 1
)
= −aj
(
j−1∏
m=0
(
1 +
d
k
1− d+lk
)
− 1
)
.
Then we use the following inequality:
∀x ∈ R, 1 + x ≤ exp(x)
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which gives us:
aj − aj,k ≤ −aj
(
exp
(
j−1∑
m=0
d
k
1− d+lk
)
− 1
)
≤ −aj
(
exp
(
d
j−1∑
m=0
1
k − d− l
)
− 1
)
≤ −aj exp
(
d
j−1∑
m=0
1
k − d− l
)
According to the previous inequality, we have:
k∑
j=1
(aj − aj,k)
+∞∑
l=k+1
−alσ(j − l) =
k−1∑
j=1
(aj − aj,k)
+∞∑
l=k+1
−alσ(j − l)
+(ak − ak,k)
+∞∑
l=k+1
−alσ(k − l)
≤
k−1∑
j=1
−aj exp
(
d
j−1∑
m=0
1
k − d−m
)
+∞∑
l=k+1
−alσ(j − l)
+(−ak) exp
(
d
k−1∑
m=0
1
k − d−m
)
+∞∑
l=k+1
−alσ(k − l)
≤
k−1∑
j=1
−aj exp
(
d
∫ j
0
1
k − d−mdm
) +∞∑
l=k+1
−alσ(j − l)
+(−ak)k
3
2
d
+∞∑
l=k+1
−alσ(k − l)
As the function x 7→ 1k−d−x is increasing, we use the Integral Test Theorem. The inequality on the
second term follows from:
k−1∑
m=0
1
k − d−m ∼ ln(k)
≤ 3
2
ln(k)
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for k large enough. Therefore there exists K such that for all k ≥ K:
k∑
j=1
(aj − aj,k)
+∞∑
l=k+1
−alσ(j − l) ≤
k−1∑
j=1
−aj exp
(
d ln
(
k − d
k − d− j
)) +∞∑
l=k+1
−alσ(j − l)
+(−ak)k
3
2
d
+∞∑
l=k+1
−alσ(0)
≤ C(k − d)d
k−1∑
j=1
j−d−1(k − d− j)−d
+∞∑
l=k+1
l−d−1(l − j)2d−1
+Ck−d−1k
3
2
dk−d
≤ C
(k − d)2
∫ 1
1/(k−d)
j−d−1(1− j)−d
∫ +∞
1
l−d−1(l − 1)2d−1dldj
+Ck−
1
2
d−1
≤ C ′(k − d)−2+d + Ck− 12d−1
and so the positive term has a smaller asymptotic order than the forecast error made by truncating.
Therefore we have proved that in the particular case of F(d) processes, the two prediction errors
are equivalent to Ck−1 with C constant.
The two approaches to next-step prediction, by truncation to k terms or by fitting an autoregres-
sive model AR(k) have consequently a prediction error with the same rate of convergence k−1. So
it is interesting to study how the second approach improves the prediction The following quotient:
r(k) :=
∑k
j=1(aj,k − aj)
∑k
l=1(al − al,k)σ(j − l) + 2
∑k
j=1(aj,k − aj)
∑+∞
l=k+1 alσ(j − l)∑k
j=0 aj
∑+∞
l=k+1 alσ(j − l)
(33)
is the ratio of the difference between the two prediction errors and the prediction error by truncatingn
in the particular case of a fractionally integrated noise F(d). The figure 3.1 shows that the prediction
by truncation incurs a larger performance loss when d → 1/2. The improvement reaches 50 per
cent when d > 0.3 and k > 20.
3.4 Error due to Estimation of the Forecast Coefficients
Let (Xj)j∈Z be a stochastic process, which verifies the assumptions of section 1, and let (Yj)j∈Z be
a process which is independent of (Xj)j∈Z, but which has the same stochastic structure. We want
to predict Xk+1 knowing (Xj)j∈J1,kK and we assume that forecast coefficients are estimated based
on a realisation (Yj)j∈J1,T K.
We estimate the forecast coefficients using the Yule-Walker equations (27) where we replace the
true covariances by the empirical covariances computed from the realisation (Yj)j∈J1,T K:
σ̂(k) =
1
T
T−k∑
t=1
YtYt+k (34)
There exists a recursive scheme for computing the forecast coefficients. It is known as the Durbin-
Levinson or innovation algorithm and it is described for example in Brockwell and Davis (1991).
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Figure 3.1: Ratio r(k), d ∈]0, 1/2[ defined in (33)
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Let (Yj)j∈Z be a zero-mean process with autocovariance function σ. The coefficients (ai,k)i∈J1,kK
satisfy the Yule-Walker kth equations:
∀j ∈ J1, kK, σ(j) =
k∑
u=1
σ(u− j)au,k.
If we let v(0) = σ(0) and a1,1 = σ(1)/σ(0), then we have for any integer n:
an,n =
[
σ(n)−
n−1∑
j=1
aj,n−1σ(n− j)
] 1
v(n− 1) a1,n...
an−1,n
 =
 a1,n−1...
an−1,n−1
− an,n
 an−1,n−1...
a1,n−1

v(n) = v(n− 1)(1 − a2n,n).
We denote by (â1,k, . . . , âk,k) the respective solutions to the Yule-Walker equations obtained by
replacing the covariances by theirs estimates the empirical covariances defined in (34). Contrary to
Section 2.2, the estimation of the forecast coefficients is non-parametric.
Another way to estimate the coefficients has been considered by Yajima (1993). Our method
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borrow the idea (see section 3.2) that the coefficients of the AR(k) minimize:∫ pi
−pi
f(λ)/g(λ,Φ)dλ. (35)
If we replace in (35) the spectral density by the periodogram IT :
IT (λ) =
∣∣∣∑Tt=1Xteitλ∣∣∣2
2piT
,
then:
(â1,k, . . . , âk,k) = argmin
Φ
∫ pi
−pi
IT (λ)/g(λ,Φ)dλ. (36)
From now on we incorporate the effects of estimation of the AR(k) coefficients using a realisation
of length T , as T → +∞ and study the mean-squared prediction error due to this estimation. We
define X̂T,k(1) the predictor with all the coefficients aj,k replaced by their estimates:
X̂T,k(1) :=
k∑
j=1
âj,kXk+1−j
More precisely, we study the mean-squared difference between the predictor with the estimated
coefficients âj,k and the predictor with the true coefficients aj,k:
E
[(
X̂T,k(1)− X̂k(1)
)2]
= E
(â1,k − a1,k, . . . , âk,k − ak,k)
 Xk...
X1


2
= trace
E

 â1,k − a1,k...
âk,k − ak,k
 (â1,k − a1,k, . . . , âk,k − ak,k)
E

 Xk...
X1
 (Xk, . . . ,X1)


= trace
E

 â1,k − a1,k...
âk,k − ak,k
 (â1,k − a1,k, . . . , âk,k − ak,k)
Σk
 .
First we estimate the covariance matrix:
E

 â1,k − a1,k...
âk,k − ak,k
 (â1,k − a1,k, . . . , âk,k − ak,k)
 .
For later convenience, we now introduce the vector:
1∗k := (1, . . . , 1)︸ ︷︷ ︸
k
26
and the (k × k) matrix:
1k,k := 1k1
∗
k.
We now state the theorem which allows us to conclude.
Theorem 3.4.1. We assume that the process (Yn)n∈Z is Gaussian, that its autocovariance function
σ verifies:
σ(j) ∼ λj2d−1 with λ > 0,
that the coefficients of its infinite moving average representation bj verify:
bj ∼ δjd−1 with δ > 0,
and finally that the white noise process (εn)n∈Z is such that ∀n ∈ Z, E(ε4n) < +∞. We will denote
by gi,j the function:
gi,j : R
k+1 → R
(x0, . . . , xk) 7→ (yi − ai,k)(yj − aj,k)
where  y1...
yk
 =

x0 x1 . . . xk
x1 x0
. . . xk−1
...
. . .
. . .
...
xk xk−1 . . . x0

−1 x1...
xk
 .
Then
E(gi,j(σ̂(0), σ̂(1), . . . , σ̂(k)))
=

(
1−∑kr=1 ar,k)2Cn4d−2 (Σ−1k 1k,kΣ−1k )(i,j) +O(n6d−3) if 14 < d < 12(
1−∑kr=1 ar,k)2D ln(n)n (Σ−1k 1k,kΣ−1k )(i,j) +O(n−3/2) if d = 1/4
n−14
(
Σ−1k HΣ
−1
k
)
(i,j)
+O(n−3/2) if 0 < d < 14
where C and D are constants independent of n and k. The definition of the matrix H follows. We
define h as h(λ) = |1 −∑kr=1 ar,keirλ|2 and we denote by h(r) the derivative of the function h with
respect to ar,k. The (i, j)-th entry of the matrix H is given by:
Hi,j :=
∫ pi
−pi
h(i)(λ)h(j)(λ)f2(λ)dλ.
Proof. The proof is given in Appendix.
Next we estimate the asymptotic behaviour of E
[(
X̂T,k(1) − X̂k(1)
)2]
and we state the follow-
ing Theorem which gives an estimation of the mean-squared error when d ≥ 1/4:
Theorem 3.4.2. We assume that the assumptions of the Theorem 3.4.1 hold. We assume also that
the spectral density of the process is such that:
∀x ∈ [−pi, pi], f(x) = fd(x)L(x)
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with fd defined by:
∀x ∈ [−pi, pi], fd(x) = 2−2d−1pi−1
(
sin2(x/2)
)−d
and L a positive, integrable on [−pi, pi], continuous at 0 and bounded below by a positive constant.
If d = 1/4 then
E
[(
X̂T,k(1) − X̂k(1)
)2]
= O
(
log(T )
√
k
T
)
and if d ∈ ]1/4, 1/2[, we thus get
E
[(
X̂T,k(1) − X̂k(1)
)2]
= O
(
k1−2d
T 2−4d
)
.
Remark The assumption that L and so f are bounded below by a positive constant is not
a new very restrictive assumption. Since we have assumed that the process admits an infinite
autoregressive representation:
εn =
∞∑
j=0
ajXn−j ,
where the coefficients aj are absolutely summable, we have that the spectral density can be written
as:
f(λ) =
1∣∣∣∑∞j=0 ajeijλ∣∣∣2
and consequently the spectral density can not vanish on [−pi, pi[.
Proof. Applying the last theorem, we obtain that if d = 1/4 then
E
[(
X̂T,k(1) − X̂k(1)
)2]
= O
trace
 log(T )
T
 k∑
j=0
aj,k
2 Σ−1k 1k,k

and if d ∈ ]1/4, 1/2[ then
E
[(
X̂T,k(1) − X̂k(1)
)2]
= O
trace
 1
T 2−4d
 k∑
j=0
aj,k
2 Σ−1k 1k,k
 .
First we estimate
∣∣∣∑kj=0 aj,k∣∣∣. We write this like:∣∣∣∣∣∣
k∑
j=0
aj,k
∣∣∣∣∣∣ ≤ √k
√√√√ k∑
j=1
|aj,k − aj|+
k∑
j=0
|aj |.
We follow the proof of Theorem 3.3 of Inoue and Kasahara (2006) about the convergence of the
sequence of the misspecified AR(k) model coefficients to the R(∞) representation coefficients. We
shall remark that there exists C1, C2 and K such that if:
k ≥ K, k (aj,k − aj) ≤ C1
+∞∑
u=k−j
|au|+ C2
+∞∑
u=j
|au|
28
and C is a generic constant:
si k ≥ K, k (aj,k − aj) ≤ C
 +∞∑
u=k−j
|au|+
+∞∑
u=j
|au|

We thus get that if k ≥ K:
k∑
j=1
(aj,k − aj)2 ≤ C
k2
k∑
j=1
 +∞∑
u=k−j
|au|
2 +
+∞∑
u=j
|au|
2
≤ C
k2
k∑
j=1
(k − j + 1)−2d + j−2d
≤ O
(
k−2d−1
)
. (37)
So we may conclude that: ∣∣∣∣∣∣
k∑
j=0
aj,k
∣∣∣∣∣∣ ≤ O(k−d) +
+∞∑
j=0
|aj|
= O(1). (38)
Next we have to study the asymptotic properties of:
trace
(
Σ−1k 1k,k
)
= (1 . . . 1) Σ−1k
 1...
1

Then applying Theorem 6.1 of Adenstedt (1974) under the assumptions of theorem 3.4.2 we
obtain the following asymptotic equivalent:
(1 . . . 1) Σ−1k
 1...
1
 ∼ (k1−2dΓ(−2d+ 1)L(0)
β(−d+ 1,−d+ 1)
)−1
where Γ and β are respectively the gamma function and the beta function. The result follows.
The last case is when 0 < d < 1/4:
Theorem 3.4.3. We assume that the assumptions of 3.4.1 hold. We assume also that the spectral
density f is bounded above by a constant positive. If 0 < d < 1/4 then
E
[(
X̂T,k(1) − X̂k(1)
)2]
= O
(
k
T
)
.
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Proof. We call (Φi := Φi,1 + . . . + Φi,ix
i−1)i∈N∗ the orthonormal polynomials associated with the
spectral density f , that is to say Φi is a (i− 1)th degree polynomial such that
∀j, l ∈ N∗,
∫ pi
−pi
f(λ)Φj
(
eiλ
)
Φl
(
e−iλ
)
dλ = δj,l
where δ is the Kronecker delta. We then define the matrix Tk by:
Tk =

Φ1,1 0 . . . 0
Φ2,1 Φ2,2
. . . 0
...
...
. . .
...
Φk,1 Φk,2 . . . Φk,k

Tk verifies the following conditions:
TkΣkT
∗
k = Idk
and so
Σ−1k = T
∗
k Tk. (39)
Using (39), we obtain that:
E
[(
X̂T,k(1)− X̂k(1)
)2]
=
1
T
trace
(
Σ−1k H
)
=
1
T
trace (TkHT
∗
k ) (40)
with H defined in Theorem 3.4.1. We define Gk : λ 7→
∑k
j=0 aj,ke
ijλ.
E
[(
X̂T,k(1)− X̂k(1)
)2]
can therefore be rewritten like:
1
T
trace
((∫ pi
−pi
f2(λ)Re
(
Gk(λ)Φj(e
ijλ)
)
Re
(
Gk(−λ)Φl(e−ilλ)
)
dλ
)
j,l∈J1,kK
)
=
1
T
trace
((∫ pi
−pi
f2(λ)Re
(
Gk(λ)Φj(e
ijλ)Gk(−λ)Φl(e−ilλ)
)
dλ
)
j,l∈J1,kK
)
+
1
T
trace
((∫ pi
−pi
f2(λ)Im
(
Gk(λ)Φj(e
ijλ)
)
Im
(
Gk(−λ)Φl(e−ilλ)
)
dλ
)
j,l∈J1,kK
)
because Re(ab) = Re(a)Re(b)− Im(a)Im(b). For later convenience, we note:
A :=
(∫ pi
−pi
f2(λ)Re
(
Gk(λ)Φj(e
iλ)
)
Re
(
Gk(−λ)Φl(e−iλ)
)
dλ
)
j,l∈J1,kK
B :=
(∫ pi
−pi
f2(λ)Re
(
Gk(λ)Φj(e
iλ)Gk(−λ)Φl(e−iλ)
)
dλ
)
j,l∈J1,kK
=
(∫ pi
−pi
f2(λ)|Gk(λ)|2Φj(eiλ)Φl(e−iλ)dλ
)
j,l∈J1,kK
C :=
(∫ pi
−pi
f2(λ)Im
(
Gk(λ)Φj(e
iλ)
)
Im
(
Gk(−λ)Φl(e−iλ)
)
dλ
)
j,l∈J1,kK
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Then we have A = B + C. We will prove that A, B and −C are symmetric and positive matrices,
which implies that 0 ≤ trace(A) ≤ trace(B). First we study the symmetry: A is symmetric because
the real part of a complex is equal to that of its conjugate, B is symmetric because λ 7→ f2(λ)|Gk(λ)|2
is a symmetric function and C is symmetric because the imaginary part is equal to the negative of
the imaginary part of its conjugate. Next we study the positivity. Let q := (q1, . . . , qk) be a vector.
We have:
qAq∗ =
∫ pi
−pi
f2(λ)Re
 k∑
j=1
Gk(λ)qjΦj(e
iλ)
Re( k∑
l=1
Gk(−λ)qlΦl(e−iλ)
)
dλ ≥ 0
qBq∗ =
∫ pi
−pi
f2(λ)|Gk(λ)|2
k∑
j=1
qjΦj(e
iλ)
k∑
l=1
qlΦl(e
−iλ)dλ ≥ 0
qCq∗ =
∫ pi
−pi
f2(λ)Im
 k∑
j=1
Gk(λ)qjΦj(e
iλ)
 Im
 k∑
j=1
Gk(−λ)qlΦl(e−iλ)
 dλ ≤ 0.
The traces of these matrices A , B et −C are equal to the sum of theirs eigenvalues since they
are symmetric and thus diagonalizable. Because these matrices are positive, all their eigenvalues
are positive and the traces are also positive. Therefore we obtain that:
0 ≤ trace(A) ≤ trace(B). (41)
To find a bound for trace(A), it is sufficient to find a bound for trace(B):
trace(B) =
k∑
j=1
∫ pi
−pi
f2(λ)|Gk(λ)|2Φj(eiλ)Φj(e−iλ)dλ
=
∫ pi
−pi
f2(λ)|Gk(λ)|2Kk(eiλ, eiλ)dλ
where Kk is the reproducing kernel defined by:
∀x, y ∈ C,Kk(x, y) =
k∑
j=1
Φj(x)Φj(y¯).
We have assumed that the spectral density f is bounded from below by a positive constant c, so we
can apply the Theorem 2.2.4 of Simon (2005) and we get:
∀λ ∈ [−pi, pi],Kk(eiλ, eiλ) ≤ k2pi
c
.
We look for a bound for |Gk(λ)|2:
∀λ ∈ [−pi, pi], |Gk(λ)|2 ≤
 k∑
j=0
|aj,k|
2
= O(1)
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as we have proven in (38). This bound is independent of λ. We finally notice that if 0 < d < 14 then
f is square integrable. So we obtain that:
trace(B) = O(k)
and we conclude using (40) and (41) that:
E
[(
X̂T,k(1) − X̂k(1)
)2]
= O
(
k
T
)
.
3.5 Conclusion
Fitting an AR(k) model also involves two mean-squared error components: the first is due to fitting
a misspecified model and is bounded by O(k−1) and the second is due to the estimation of the
Yule-Walker coefficients aj,k from a independent realisation of length T and is bounded by O(k/T )
if 0 < d < 1/4 (Bhansali (1978) has the same asymptotic equivalent for short memory processes),
bounded by O(k1/2 log(T )/T ) if d = 1/4 and bounded by O(k1−2d/T 2−4d) if 1/4 < d < 1/2. As
in Section 2.3, if we want to compare the two types of forecast error, we need to state a relation
between k and T and moreover distinguish 3 cases for the value of d.
In both methods by truncating to k terms the Wiener-Kolmogorov predictor or by fitting an
AR(k) model, the mean-squared error of prediction due to the method is bounded by O(k−1).
Nevertheless, the factor of k−1 in this equivalent depends on d. We have shown that the factor
tends to infinity when d tends to 1/2 in the method by truncation in the special case of fractionally
integrated noise (Section 2.1) so that the error increases for d near 1/2. Moreover for this value of
d, figure (3.1) show that fitting an AR(k) model greatly reduces the error. For the errors due to
the estimation of the forecast coefficients, the method by truncation is optimal since if we assume
that T/k tends to infinity (necessary condition to have some mean-squared error which converges
to 0), then for all d in ]0, 1/2[\{1/4}:
E
(
X˜ ′T,k(1)− X˜ ′k(1)
)2
= o
(
E
[(
X̂T,k(1) − X̂k(1)
)2])
.
In the end, we have so to consider the value of long-memory parameter d, the length of the series
k and T to decide on a prediction method.
4 Appendix
4.1 Proof of Lemma 2.1.1
Let g be the function (l, j) 7→ j−d−1+δl−d−1+δ|l − j|2d−1+δ . Let m and n be two integers. We
assume that δ < 1− 2d and that m ≥ δ−d−1δ+2d−1 for all δ ∈
]
0, δ−d−1δ+2d−1
[
. We introduce An,m the square
[n, n+ 1]× [m,m+ 1]. If n ≥ m+ 1 then∫
An,m
g(l, j)djdl ≥ g(n + 1,m).
32
Proof. We restrict the domain of g to the square An,m. First we will show that g(., j) is a decreasing
and then we compute its derivative:
(g(j, .))′ (l) =
[
(−d− 1 + δ)l−1 + (2d− 1 + δ)(l − j)−1] j−d−1+δl−d−1+δ(l − j)2d−1+δ
≤ 0
since δ < 1− 2d. We show then that g(l, .) is increasing:
(g(., l))′ (j) =
[
(−d− 1 + δ)j−1 − (2d− 1 + δ)(l − j)−1] j−d−1+δl−d−1+δ(l − j)2d−1+δ
≥ 0
because
j ≥ δ − d− 1
δ + 2d− 1 .
Then the function g attains its minimum at (n + 1,m) and we have
∀(l, j) ∈ An,m, g(l, j) ≥ g(n + 1,m)∫
An,m
g(l, j)djdl ≥
∫
An,m
g(n+ 1,m)djdl∫
An,m
g(l, j)djdl ≥ g(n + 1,m).
The results follows.
4.2 Proof of Theorem 3.4.1
By assumption, the process (Yn)n∈Z is Gaussian. We also assume that its autocovariance function
σ verifies:
σ(j) ∼ λj2d−1 with λ > 0,
that the coefficients of its moving average representation bj are such that:
bj ∼ δjd−1 with δ > 0,
and that the white-noise series (εn)n∈Z has finite fourth moments. Let gi,j be the function:
gi,j : R
k+1 → R
(x0, . . . , xk) 7→ (yi − ai,k)(yj − aj,k)
with  y1...
yk
 =

x0 x1 . . . xk
x1 x0
. . . xk−1
...
. . .
. . .
...
xk xk−1 . . . x0

−1 x1...
xk
 .
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Therefore
E(gi,j(σ̂(0), σ̂(1), . . . , σ̂(k)))
=

(
1−∑kr=1 ar,k)2 Cn4d−2 (Σ−1k 1k,kΣ−1k )(i,j) +O(n6d−3) if 14 < d < 12(
1−∑kr=1 ar,k)2D ln(n)n (Σ−1k 1k,kΣ−1k )(i,j) +O(n−3/2) if d = 1/4
n−14
(
Σ−1k HΣ
−1
k
)
(i,j)
+O(n−3/2) if 0 < d < 14
where C and D are constants and independent of n and k. The definition of matrix H follows. We
define h as h(λ) = |1−∑kr=1 ar,keirλ|2 and we denote by h(r) the derivative of the function h with
respect to ar,k. The (i, j)-th entry of the matrix H is given by:
Hi,j :=
∫ pi
−pi
h(i)(λ)h(j)(λ)f2(λ)dλ (42)
Proof. We write a 2nd order Taylor expansion of the function gi,j applying Theorem 5.4.3 in Fuller
(1976) as in the Section 2.2. We will refer to the following version.:
(i) If E
(
|σ̂(k) − σ(k)|3
)
= O(an);
(ii) if gi,j is uniformly bounded;
(iii) if the first and the second derivatives of gi,j are continuous and bounded functions on a
neighbourhood of (σ(0), . . . , σ(k))
then
E
(
gi,j(σ̂(0), σ̂(1), . . . , σ̂(k))
)
= gi,j(σ(0), . . . , σ(k)) +
k∑
l=0
E(σ̂(l)− σ(l))∂gi,j
∂xl
(σ(0), . . . , σ(k))
+
1
2
k∑
l=0
k∑
m=0
∂2gi,j
∂xl∂xm
(σ(0), . . . , σ(k))E
(
(σ̂(l)− σ(l))(σ̂(m) − σ(m))
)
+O(an).
We first verify that the assumptions hold. We need a bound for the third order moments of the
empirical covariances.
Lemma 4.2.1.
E
[∣∣∣ 1
n
n−k∑
t=0
XtXt+k − σ(k)
∣∣∣3] = {O(n−3/2) if d ≤ 1/4
O(n6d−3) if d > 1/4
(43)
Proof. Lemma 4.2.1 is proven in Section 4.3.
In this way we obtain a bound for the rest of the Taylor series. Moreover gi,j is an uniformly
bounded function since its results are the coefficients of the autoregressive process. Since the
derivatives of gi,j at (σ(0), . . . , σ(k)) are finite, there exits a neighbourhood of (σ(0), . . . , σ(k)) such
that on this all the derivatives are uniformly bounded. So we apply the Theorem 5.4.3 in Fuller
(1976). First we note that:
gi,j(σ(0), . . . , σ(k)) = 0
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and
∀l ∈ J0, kK, ∂gi,j
∂xl
(σ(0), . . . , σ(k)) =
∂yi
∂xl
(σ(0), . . . , σ(k))(yj − aj,k)
+(yi − ai,k)∂yj
∂xl
(σ(0), . . . , σ(k))
∂gi,j
∂xl
(σ(0), . . . , σ(k)) = 0 (44)
because
∀i ∈ J1, kK, yi(σ(0), . . . , σ(k)) − ai,k = 0.
From the Taylor series and Lemma 4.2.1, it follows that:
E(gi,j(σ̂(0), σ̂(1), . . . , σ̂(k)))
=

∑k
l=0
∑k
m=0
∂gi,j
∂xl∂xm
(σ(0), . . . , σ(k))E((σ̂(l) − σ(l))(σ̂(m) − σ(m))) + O(n−3/2)
if 0 < d ≤ 1/4∑k
l=0
∑k
m=0
∂gi,j
∂xl∂xm
(σ(0), . . . , σ(k))E((σ̂(l) − σ(l))(σ̂(m) − σ(m))) + O(n6d−3)
if 1/4 < d < 1/2
According to the results from Hosking (1996), we shall compute the second term of the Taylor series.
First we note that:
∂gi,j
∂xl∂xm
(σ(0), . . . , σ(k)) =
∂yi
∂xl
∂yj
∂xm
(σ(0), . . . , σ(k)) +
∂yi
∂xm
∂yj
∂xl
(σ(0), . . . , σ(k))
because the other terms vanish at (σ(0), . . . , σ(k)) by (44). Moreover we can apply Hosking (1996):
E((σ̂(l)− σ(l))(σ̂(m) − σ(m)))
n→+∞∼

Cn4d−2 if 14 < d <
1
2
Dn−1 ln(n) if d = 14
n−1
(∑∞
s=−∞ (σ(s)σ(s + l −m) + σ(s)σ(s + l +m)) + Fσ(l)σ(m)
)
if 0 < d < 14
where C, D and F are constants and independent of l and m. Consequently, we can compute:
k∑
l=0
k∑
m=0
∂gi,j
∂xl∂xm
(σ(0), . . . , σ(k))E((σ̂(l) − σ(l))(σ̂(m) − σ(m))).
First we study the case d ≥ 1/4 and we prove that:
k∑
l=0
∂yi
∂xl
(σ(0), . . . , σ(k)) =
(
1−
k∑
r=1
ar,k
)Σ−1k
 1...
1


i
(45)
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since if we define σk0 := (σ(0), . . . , σ(k)), we may write the partial derivative as:
∂yi
∂xl
(σk0 ) =
Σ−1k
 ∂
∂xl
 x1...
xk

 (σk0 )

i
−
Σ−1k
 ∂∂xl

x0 x1 . . . xk
x1 x0
. . . xk−1
...
. . .
. . .
...
xk xk−1 . . . x0

 (σk0 )Σ−1k
 σ(1)...
σ(k)


i
. (46)
Using (45), the result follows because:
k∑
l=0
k∑
m=0
∂gi,j
∂xl∂xm
(σ(0), . . . , σ(k))E((σ̂(l) − σ(l))(σ̂(m) − σ(m)))
=

(
1−∑kr=1 ar,k)2Cn4d−2 (Σ−1k 1k,kΣ−1k )(i,j) if 14 < d < 12(
1−∑kr=1 ar,k)2Dn−1 ln(n) (Σ−1k 1k,kΣ−1k )(i,j) if d = 14 .
When d < 1/4, we first notice by using (46) that:
k∑
l=0
∂yi
∂xl
σ(l) =
−Σ−1k ΣkΣ−1k
 σ(1)...
σ(k)
+Σ−1k
 σ(1)...
σ(k)


i
= 0
Then it follows that:
k∑
l=0
k∑
m=0
∂gi,j
∂xl∂xm
(σ(0), . . . , σ(k))E((σ̂(l) − σ(l))(σ̂(m) − σ(m)))
=
k∑
l=0
k∑
m=0
∂yi
∂xl
∂yj
∂xm
∞∑
s=−∞
(σ(s)σ(s + l −m) + σ(s)σ(s + l +m))
=
1
2
k∑
l=0
k∑
m=0
∂yi
∂xl
∂yj
∂xm
∞∑
s=−∞
(σ(s)σ(s + l −m) + σ(s)σ(s +m− l) + σ(s)σ(s + l +m) + σ(s)σ(s − l −m))
=
1
2
k∑
l=0
k∑
m=0
∂yi
∂xl
∂yj
∂xm
∞∑
s=−∞
σ(s)
∫ pi
−pi
f(λ)eisλ(ei(l−m)λ + ei(m−l)λ + ei(m+l)λ + ei(−m−l)λ)dλ
= 2
k∑
l=0
k∑
m=0
∂yi
∂xl
∂yj
∂xm
∞∑
s=−∞
σ(s)
∫ pi
−pi
f(λ)eisλ cos(lλ) cos(mλ)dλ
= 2
∫ pi
−pi
∞∑
s=−∞
eisλσ(s)f(λ)
k∑
l=0
k∑
m=0
∂yi
∂xl
∂yj
∂xm
cos(lλ) cos(mλ)dλ
= 2
∫ pi
−pi
f(λ)2
k∑
l=0
k∑
m=0
∂yi
∂xl
∂yj
∂xm
cos(lλ) cos(mλ)dλ
= 2
(
Σ−1k HΣ
−1
k
)
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with H defined in (42).
4.3 Proof of Lemma 4.2.1
Show that:
E
[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣3] = {O(n−3/2) if d ≤ 1/4
O(n6d−3) if d > 1/4
(47)
Proof.
E
[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣3] ≤
√√√√E[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣2]E[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣4]
We will separately consider the two terms. First we have:
E
[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣2] = σ(k)2 − 2σ(k) 1
n
E
(
n−k∑
t=1
XtXt+k
)
+
1
n2
E
(
n−k∑
t=1
XtXt+k
n−k∑
s=1
XsXs+k
)
.
Since the process is Gaussian, we have (see Triantafyllopoulos (2003)):
E (XtXt+kXsXs+k) = E (XtXt+k)E (XsXs+k)+E (XtXs)E (Xt+kXs+k)+E (XtXs+k)E (Xt+kXs) ;
and thus:
E
[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣2] = ((n− k)2
n2
− 2n− k
n
+ 1
)
σ(k)2
+
1
n2
n−k∑
t=1
n−k∑
s=1
σ(t− s)2 + σ(t+ k − s)σ(s + k − t)
=
k2
n2
σ(k)2 +
1
n2
n−k∑
t=1
n−k∑
s=1
(
σ(t− s)2 + σ(t+ k − s)σ(s+ k − t))
We note that
n−k∑
t=1
n−k∑
s=1
σ(t− s)2 = (n − k)σ(0)2 + 2
n−k∑
t=1
(n− k − t)σ(t)2
= O(n) + (n− k)
n−k∑
t=1
σ(t)2 − 2
n−k∑
t=1
tσ(t)2
= O(n) + O(n4d)
In a similar way for:
n−k∑
t=1
n−k∑
s=1
σ(t+ k − s)σ(s + k − t)
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we obtain that: √√√√E[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣2] = {O(n−1/2) if d ≤ 1/4
O(n2d−1) if d > 1/4
(48)
For the second term, we have:
E
[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣4] = σ(k)4 − 4σ(k)E
( 1
n
n−k∑
t=1
XtXt+k
)3+ 6σ(k)2
n2
E
( 1
n
n−k∑
t=1
XtXt+k
)2
−4σ(k)
3
n
E
(
n−k∑
t=1
XtXt+k
)
+ E
( 1
n
n−k∑
t=1
XtXt+k
)4
Since the process is Gaussian, we can apply the result in Triantafyllopoulos (2003) and develop the
moments as functions which depend only on the covariances of the process. Then we count the
order of σ(k) in each term of the sum. The coefficient of σ(k)4 is:
1− 4(n − k)
3
n3
+
6(n− k)2
n2
− 4(n − k)
n
+
(n− k)4
n4
=
k4
n4
;
the coefficient of σ(k)2 is:(
n−k∑
t=1
n−k∑
s=1
σ(t− s)2 + σ(t+ k − s)σ(s + k − t)
)(−12(n − k)
n3
+
6
n2
+
6(n − k)2
n4
)
=
6k2
n4
(
n−k∑
t=1
n−k∑
s=1
σ(t− s)2 + σ(t+ k − s)σ(s+ k − t)
)
=
{
O(n−3) if d ≤ 1/4
O(n−4+4d) if d > 1/4
and the coefficient of σ(k) is:(
1
n3
n−k∑
t=1
n−k∑
s=1
n−k∑
r=1
6σ(t− s)σ(r − s)σ(r − t+ k) + σ(t+ k − r)σ(s+ k − r)σ(r + k − s)
)
×
(−4
n3
+
4(n − k)
n4
)
.
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We study this asymptotic behaviour as follows:
6
n3
n−k∑
t=1
n−k∑
s=1
n−k∑
r=1
σ(t− s)σ(r − s)σ(r − t+ k)
≤ 6
n3
n−k∑
t=1
n−k∑
s=1
n−k∑
r=1
|σ(t− s)σ(r − s)σ(r − t+ k)|
∼ 6
n3
∫ n−k
1
∫ n−k
1
∫ n−k
0
|t− s|2d−1|r − s|2d−1|r − t+ k|2d−1dtdsdr
≤ 6
n3
∫ n
1
∫ n
1
∫ n
1
∫ n
1
|t− s|2d−1|r − s|2d−1|r − t|2d−1dtdsdr
∼ 6n6d−3
∫ 1
0
∫ 1
0
∫ 1
0
|t− s|2d−1|r − s|2d−1|r − t|2d−1dtdsdr
= O(n6d−3)
The factor of σ(k) is bounded by O(n6d−4). The constant terms are either like:
1
n4
n−k∑
t=1
n−k∑
s=1
n−k∑
r=1
n−k∑
v=1
σ(t− s)σ(t− r)σ(s− v)σ(r − v)
According to a comparison with an integral, they are bounded by O(n8d−4), or they are like:
1
n4
n−k∑
t=1
n−k∑
s=1
n−k∑
r=1
n−k∑
v=1
σ(t− s)2σ(r − v)2.
We separate the two sums and using the previous results we obtain that:
1
n4
n−k∑
t=1
n−k∑
s=1
n−k∑
r=1
n−k∑
v=0
σ(t− s)2σ(r − v)2 =
{
O(n−2) if d ≤ 1/4
O(n8d−4) if d > 1/4
(49)
When we sum the different components, we obtain that:√√√√E[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣4] = {O(n−1) if d ≤ 1/4
O(n4d−2) if d > 1/4
(50)
Finally, we have obtained that:
E
[∣∣∣ 1
n
n−k∑
t=1
XtXt+k − σ(k)
∣∣∣3] = {O(n−3/2) if d ≤ 1/4
O(n6d−3) if d > 1/4
(51)
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