Computational methods are considered for finding a point that satisfies the secondorder necessary conditions for a general (possibly nonconvex) quadratic program (QP). The first part of the paper defines a framework for the formulation and analysis of feasible-point active-set methods for QP. This framework defines a class of methods in which a primal-dual search pair is the solution of an equality-constrained subproblem involving a "working set" of linearly independent constraints. This framework is discussed in the context of two broad classes of active-set method for quadratic programming: binding-direction methods and nonbinding-direction methods. We recast a binding-direction method for general QP first proposed by Fletcher, and subsequently modified by Gould, as a nonbinding-direction method. This reformulation gives the primal-dual search pair as the solution of a KKT-system formed from the QP Hessian and the working-set constraint gradients. It is shown that, under certain circumstances, the solution of this KKT-system may be updated using a simple recurrence relation, thereby giving a significant reduction in the number of KKT systems that need to be solved. Furthermore, the nonbinding-direction framework is applied to QP problems with constraints in standard form, and to the dual of a convex QP.
Introduction
The quadratic programming (QP) problem is to minimize a quadratic objective function subject to linear constraints on the variables. Quadratic programs arise in many areas, including economics, applied science and engineering. Important applications of quadratic programming include portfolio analysis, support vector machines, structural analysis and optimal control. Quadratic programming also forms a principal computational component of many sequential quadratic programming (SQP) methods for nonlinear programming (for a recent survey, see Gill and Wong [17] ).
In the first part of the paper (comprising Sections 2 and 3), we review the optimality conditions for QP and defines a framework for the formulation and analysis of feasiblepoint active-set methods for QP. This framework defines a class of methods in which a primal-dual search pair is the solution of an equality-constrained subproblem involving a "working set" of linearly independent constraints. This framework is discussed in the context of two broad classes of active-set method for quadratic programming: binding-direction methods and nonbinding-direction methods. Broadly speaking, the working set for a binding direction method consists of a subset of the active constraints, whereas the working set for a nonbinding direction method may involve constraints that need not be active (nor even feasible). We recast a binding-direction method for general QP first proposed by Fletcher, and subsequently modified by Gould, as a nonbinding-direction method. This reformulation gives the primal-dual search pair as the solution of a KKT-system formed from the QP Hessian and the working-set constraint gradients. It is shown that, under certain circumstances, the solution of this KKT-system may be updated using a simple recurrence relation, thereby giving a significant reduction in the number of KKT systems that need to be solved.
The linear constraints of a QP may include an arbitrary mixture of equality and inequality constraints, where the inequality constraints may be subject to lower and/or upper bounds. Many mathematically equivalent formulations of the constraints are possible, and the choice of formulation often depends on the context. We consider the generic quadratic program (In order to simplify the notation, it is assumed that the inequalities involve only lower bounds.) However, the methods to be described can be generalized to treat all forms of linear constraints. No assumptions are made about H (other than symmetry), which implies that the objective ϕ(x) need not be convex. In the nonconvex case, however, convergence will be to local minimizers only. In Section 4, the nonbinding direction method is extended to problems with constraints in standard form, which is an example of the generic form (1.1) where the inequalities are the nonnegativity constraints x ≥ 0. It is shown that if H = 0, the method is equivalent to a variant of the primal simplex method in which the π-values and reduced costs are updated at each iteration. Section 5 focuses on the convex case and considers the application of the nonbinding direction method to the QP dual. The resulting method does not require the assumption of strict convexity and gives a method equivalent to the dual simplex method when H = 0. Section 6 considers two alternative approaches for solving the KKT systems. The first involves the symmetric transformation of the KKT system into three smaller systems, one of which involves the explicit reduced Hessian matrix. The second approach uses a symmetric indefinite factorization of a fixed KKT matrix in conjunction with the factorization of a smaller matrix that is updated at each iteration. The use of a fixed factorization allows an "off-the shelf" sparse equation solver to be used repeatedly. This feature is ideally suited to problems with structure that can be exploited by a specialized factorization. Moreover, improvements in efficiency derived from exploiting new parallel and vector computer architectures are immediately applicable.
Finally, Sections 7 and 8 consider algorithms for finding an initial point for the nonbindingdirection method. Two single-phase methods are proposed that use the active-set framework of Section 2.
Notation
The vector g(x) denotes c + Hx, the gradient of the objective ϕ evaluated at x. The vector d T i refers to the i-th row of the constraint matrix D, so that the i-th inequality constraint is d T i x ≥ f i . The i-th component of a vector labeled with a subscript will be denoted by [ · ] i , e.g., [ v N ] i is the i-th component of the vector v N . Similarly, a subvector of components with indices in the index set S is denoted by ( · ) S , e.g., (v N ) S is the vector with components [v N ] i for i ∈ S. The symbol I is used to denote an identity matrix with dimension determined by the context. The j-th column of I is denoted by e j . Unless explicitly indicated otherwise, · denotes the vector two-norm or its induced matrix norm. The inertia of a real symmetric matrix A, denoted by In(A), is the integer triple (a + , a − , a 0 ) giving the number of positive, negative and zero eigenvalues of A. Given vectors a and b with the same dimension, the vector with i-th component a i b i is denoted by a · b.
with M nonsingular, the matrix G − N M −1 N T , the Schur complement of M in K, will be denoted by K/M . We sometimes refer simply to "the" Schur complement when the relevant matrices are clear.
Background
In this section, we review the optimality conditions for the generic QP (1.1), and describe a framework for the formulation of feasible-point active-set QP methods. No assumptions are made about H (other than symmetry), which implies that the objective ϕ(x) need not be convex. Throughout, it is assumed that the matrix A has full row-rank m. This condition is easily satisfied for the class of active-set methods considered in this paper. Given an arbitrary matrix G, equality constraints Gu = b are equivalent to the full rank constraints Gu + v = b, if we impose v = 0. In this formulation, the v-variables are artificial variables that are fixed at zero.
Optimality conditions
The necessary and sufficient conditions for a local solution of the QP (1.1) involve the existence of vectors z and π of Lagrange multipliers associated with the constraints Dx ≥ f and Ax = b, respectively. The conditions are summarized by the following result, which is stated without proof (see, e.g., Borwein [4] , Contesse [6] and Majthay [22] ). We follow the convention of refering to any x that satisfies condition (a) as a first-order KKT point.
If H has at least one negative eigenvalue and (x, π, z) satisfies condition (a) with an index i such that z i = 0 and d T i x = f i , then x is known as a dead point. Verifying condition (b) at a dead point requires finding the global minimizer of an indefinite quadratic form over a cone, which is an NP-hard problem (see, e.g., Cottle, Habetler and Lemke [7] , Pardalos and Schnitger [24] , and Pardalos and Vavasis [25] ). This implies that the optimality of a candidate solution of a general quadratic program can be verified only if more restrictive (but computationally tractable) sufficient conditions are satisfied. A dead point is a point at which the sufficient conditions are not satisfied, but certain necessary conditions for optimality hold. Computationally tractable necessary conditions are based on the following result. 
These conditions may be expressed in terms of the constraints that are satisfied with equality at x. Let x be any point satisfying the equality constraints Ax = b. (The assumption that A has rank m implies that there must exist at least one such x.) An inequality constraint is active at x if it is satisfied with equality. The indices associated with the active constraints comprise the active set, denoted by A(x). An active-constraint matrix A a (x) is a matrix with rows consisting of the rows of A and the gradients of the active constraints. By convention, the rows of A are listed first, giving the active-constraint matrix
where D a (x) comprises the rows of D with indices in A(x). Note that the active-constraint matrix includes A in addition to the gradients of the active constraints. The argument x is generally omitted if it is clear where D a is defined. With this definition of the active set, we give an equivalent statement of Result 2.2. Typically, software for general quadratic programming will terminate the iterations at a dead point. Nevertheless, it is possible to define procedures that check for optimality at a dead point, even though the chance of success in a reasonable amount of computation time will depend on the size of the problem (see Forsgren, Gill and Murray [11] ).
Active-set methods
The method to be considered is a two-phase active-set method. In the first phase (the feasibility phase or phase 1), the objective is ignored while a feasible point is found for the constraints Ax = b and Dx ≥ f . In the second phase (the optimality phase or phase 2), the objective is minimized while feasibility is maintained. Given a feasible x 0 , active-set methods compute a sequence of feasible iterates {x k } such that x k+1 = x k + α k p k and ϕ(x k+1 ) ≤ ϕ(x k ), where p k is a nonzero search direction and α k is a nonnegative step length. Active-set methods are motivated by the main result of Farkas' Lemma, which states that a feasible x must either satisfy the first-order optimality conditions or be the starting point of a feasible descent direction, i.e., a direction p such that
The methods considered in this paper approximate the active set by a working set W of row indices of D. The working set has the form W = {ν 1 , ν 2 , . . . , ν mw }, where m w is the number of indices in W. Analogous to the active-constraint matrix A a , the (m+m w )×n working-set matrix A w contains the gradients of the equality constraints and inequality constraints in W. The structure of the working-set matrix is similar to that of the active-set matrix, i.e.,
where D w is a matrix formed from the m w rows of D with indices in W. The vector f w denotes the components of f with indices in W.
There are two important distinctions between the definitions of A and W.
(i) The indices of W define a subset of the rows of D that are linearly independent of the rows of A, i.e., the working set matrix A w has full row rank. It follows that m w must satisfy 0 ≤ m w ≤ min{n − m, m D }.
(ii) The active set A is uniquely defined at any feasible x, whereas there may be many choices for W. The set W is determined by the properties of a particular active-set method.
Conventional active-set methods define the working set as a subset of the active set (see, e.g., Gill, Murray and Wright [16] , and Nocedal and Wright [23] ). In this paper we relax this requirement-in particular, a working-set constraint may be strictly satisfied or violated at x. Given a working set W and an associated working-set matrix A w at x, we introduce the notions of stationarity and optimality with respect to a working set. We emphasize that the definitions below do not require that the working-set constraints are active (or even feasible) at x. Definition 2.1. (Subspace stationary point) Let W be a working set defined at an x such that Ax = b. Then x is a subspace stationary point with respect to W (or, equivalently, with respect to A w ) if g(x) ∈ range(A T w ), i.e., there exists a vector y such that g(x) = A T w y. Equivalently, x is a subspace stationary point with respect to the working set W if the reduced gradient Z T w g is zero, where the columns of Z w form a basis for the null-space of A w .
At a subspace stationary point, the components of y are the Lagrange multipliers associated with a QP with equality constraints Ax = b and D w x = f w . To be consistent with the optimality conditions of Result 2.3, we denote the first m components of y as π (the multipliers associated with Ax = b) and the last m w components of y as z w (the multipliers associated with the constraints in W). With this notation, the identity g(x) = A T w y = A T π + D T w z w holds at a subspace stationary point.
Subspace stationary points may be classified based on the curvature of the objective on the working set. Definition 2.2. (Subspace minimizer) Let x be a subspace stationary point with respect to the working set W. Let the columns of Z w form a basis for the null-space of A w . Then x is a subspace minimizer with respect to the working set W if the reduced Hessian Z T w HZ w is positive definite. If every constraint in the working set is active, then x is called a standard subspace minimizer; otherwise x is called a nonstandard subspace minimizer.
The inertia of the reduced Hessian is related to the inertia of the (n + m w ) × (n + m w ) KKT Gould [19] ). It follows that an equivalent characterization of a subspace minimizer is that g(x) ∈ range(A T w ) and K has inertia (n, m + m w , 0). A feasible x is said to be a degenerate point if g(x) ∈ range(A T a ) and the rows of A a are linearly dependent, i.e., rank(A a ) < m a . A degenerate vertex is a degenerate point at which the rank of A a is n, and more than n − m of the constraints Dx ≥ f are active. At a degenerate point there are infinitely many vectors y such that g(x) = A T a y, at least one of which will have one or more zero components.
Quadratic Programs with Mixed Constraints
An active-set method for quadratic programming is an iterative process involving the solution of a KKT system to compute a search direction p. This section describes a nonbinding direction method, an active-set method based on inertia control. The method limits the number of nonpositive eigenvalues in the KKT matrix (and hence limits the number of nonpositive eigenvalues in the reduced Hessian) allowing for the efficient calculation of search directions. Inertia-controlling methods are based on the simple rule that a constraint is removed from the working set only at a subspace minimizer.
At a subspace minimizer
If x is standard and z w ≥ 0, then x is optimal for the QP. Otherwise, there exists an index ν s ∈ W such that [z w ] s < 0. To proceed, we define a descent direction that is feasible for the equality constraints and the constraints in the working set. Analogous to (2.1), p is defined so that A w p = e m+s and g(x)
Any vector satisfying this condition is called a nonbinding direction because any nonzero step along it will increase the residual of the ν s -th inequality constraint (and hence make it inactive or nonbinding). Here we define p as the solution of the equality-constrained subproblem minimize
The optimality conditions for this subproblem imply the existence of a vector q such that g(x+p) = A T w (y +q); i.e., q is the step to the multipliers associated with the optimal solution x + p. This condition, along with the feasibility condition, implies that p and q satisfy the equations
2)
The primal and dual vectors have a number of important properties that are summarized in the next result. constitute the unique primal and dual solutions of the equality constrained problem defined by minimizing ϕ(x + p) subject to A w p = e m+s . Moreover, p and q satisfy the identities
where q w denotes the vector of last m w components of q.
Proof. The assumption that x is a subspace minimizer implies that the subproblem has a unique bounded minimizer. The optimality of p and q follow from the equations in (3.2), which represent the feasibility and optimality conditions for the minimization of ϕ(x + p) on the set {p : A w p = e m+s }. The equation g = A T w y and the definition of p from (3.3) give
Once p and q are known, a nonnegative step α is computed so that x + αp is feasible and ϕ(x + αp) ≤ ϕ(x). If p If x + α * p is unbounded or infeasible, then α must be limited by α F , the maximum feasible step from x along p. The feasible step is defined as α F = γ r , where
The step α is then min{α * , α F }. If α = +∞, the QP has no bounded solution and the algorithm terminates. In the discussion below, we assume that α is a bounded step. The primal and dual directions p and q defined by (3.3) have the property that x + αp remains a subspace minimizer with respect to A w for any step α. This follows from the definitions (3.3), which imply that 5) so that the gradient at x + αp is a linear combination of the columns of A T w . The step x + αp does not change the KKT matrix K associated with the subspace minimizer x, which implies that x + αp is also a subspace minimizer with respect to A w . This means that x + αp may be interpreted as the solution of a problem in which the working-set constraint d T νs x ≥ f νs . This property is known as the parallel subspace property of quadratic programming. It shows that if x is stationary with respect to a nonbinding constraint, then it remains so for all subsequent iterates for which that constraint remains in the working set.
Once α has been defined, the new iterate isx = x + αp. The composition of the new working set and multipliers depends on the definition of α.
Case 1: α = α * In this case, α = α * = −[z w ] s /[q w ] s minimizes ϕ(x + αp) with respect to α, giving the s-th element of z w + αq w as
which implies that the Lagrange multiplier associated with the shifted constraint is zero at x. The nature of the stationarity may be determined using the next result. Proof. Let K andK denote the matrices
where A w andĀ w are the working-set matrices associated with W andW. It suffices to show thatK has the correct inertia, i.e., In(K) = (n, m + m w − 1, 0). Consider the matrix M such that
By assumption, x is a subspace minimizer with In(K) = (n, m + m w , 0). In particular, K is nonsingular and the Schur complement of K in M exists with
It follows that
Now consider a symmetrically permuted version of M :
Inertia is unchanged by symmetric permutations, so In(M ) = In( M ). The 2 × 2 block in the upper-left corner of M , denoted by E, has eigenvalues ±1, so that
In(E) = (1, 1, 0) with
. Combining this with (3.6) yields
Since α = α * , [q w ] s must be positive. It follows that
and the subspace stationary pointx is a (standard) subspace minimizer with respect to the new working setW = W − {ν s }.
Case 2: α = α F In this case, α is the step to the blocking constraint d
T r x ≥ f r , which is eligible to be added to the working set at x+αp. However, the definition of the new working set depends on whether or not the blocking constraint is dependent on the constraints already in W. If d r is linearly independent of the columns of A 
By assumption, x is a subspace minimizer with respect to A w , which is equivalent to the assumption that H is positive definite for all u such that A w u = 0. Hence u T Hu = 0 can hold only if u is zero.
For part (b), we use equations (3.3) and (3.7) to show that
where the final inequality follows from the fact that d The next result provides expressions for the updated multipliers after a constraint is added to the working set. Proof. Parts (a) and (b) of Result 3.4 imply thatx is a subspace stationary point with respect toW. It remains to show that in each case, the KKT matrix for the new working set has correct inertia.
For part (a), it suffices to show that the KKT matrix for the new working setW = W + {r} has inertia (n, m + m w + 1, 0). Assume that d r and the columns of A T w are linearly independent, so that the vector u of (3.7) is nonzero. Let K andK denote the KKT matrices associated with the working sets W andW, i.e.,
whereĀ w is the matrix A w with the row d T r added in the last position. By assumption, x is a subspace minimizer and In(K) = (n, m + m w , 0). It follows that K is nonsingular and the Schur complement of K inK exists with
where the last inequality follows from part (b) of Result 3.3. Then, 
where M = I + e m+s (v − e m+s ) T . The matrix M has m + m w − 1 unit eigenvalues and one eigenvalue equal to v m+s . From part (b) of Result 3.3, it holds that v m+s < 0 and hence M is nonsingular. The new KKT matrix forW can be written as
By Sylvester's Law of Inertia, the old and new KKT matrices have the same inertia, which implies thatx is a subspace minimizer with respect toW.
The first part of this result shows thatx is a subspace minimizer both before and after an independent constraint is added to the working set. This is crucial because it means that the directions p and q for the next iteration satisfy the KKT equations (3.3) withĀ w in place of A w . The second part shows that the working-set constraints can be linearly dependent only at a standard subspace minimizer associated with a working set that does not include constraint ν s . This implies that it is appropriate to remove ν s from the working set. The constraint d T νs x ≥ f νs plays a significant (and explicit) role in the definition of the search direction and is called the nonbinding working-set constraint. The method generates sets of consecutive iterates that begin and end with a standard subspace minimizer. The nonbinding working-set constraint d T νs x ≥ f νs identified at the first point of the sequence is deleted from the working set at the last point (either by deletion or replacement).
The proposed method is the basis for Algorithm 3.1 given below. Each iteration requires the solution of two KKT systems:
However, for those iterations for which the number of constraints in the working set increases, it is possible to update the vectors p and q, making it unnecessary to solve (3.9a).
Choose W, any full-rank subset of A(x); Choose π and zw;
x, π, zw, W˜= subspaceMin(x, π, zw, W); mw = |W| ;
[the solution is unbounded]
x ← x + αp; π ← π + αqπ; zw ← zw + αqw; g ← g + αHp;
if αF < α * then [add constraint r to the working set]
Choose a blocking constraint index r; 
Result 3.6. Let x be a subspace minimizer with respect to A w . Assume the vectors p, q, u and v are defined by (3.9). Let d r be the gradient of a blocking constraint atx = x + αp such that d r is independent of the columns of A
are well-defined and satisfy
Proof. Result 3.3 implies that u is nonzero and that u T d r > 0 so that ρ is well defined (and strictly positive).
For any scalar ρ, (3.9a) and (3.9b) imply that
If ρ is chosen so that d T r p + ρd T r u = 0, the last component of the right-hand side vanishes, andp andq satisfy (3.10) as required.
Quadratic Programs in Standard Form
The inequality constraints of a quadratic program in standard form consist of only simple upper and lower bounds on the variables. Without loss of generality, we consider methods for the standard-form quadratic program:
This is an example of a mixed-constraint problem (1.1) with D = I and f = 0. The working-set matrix has the form:
where the rows of E w are the rows of the identity corresponding to the m w constraints in the working set. This form of the working-set matrix implies that there is a permutation P such that E w P = 0 I w , where I w is the identity matrix of order m w . If P is applied to A, we obtain AP = A B A N , where A N is the matrix of columns of A corresponding to variables that are implicitly fixed on their bounds by the constraints in the working set, and A B contains the columns associated with the complementary set of "free" variables. Following standard terminology associated with constraints in standard form, we use the term nonbasic set to refer to the working set. The nonbasic set is denoted by N = {ν 1 , ν 2 , . . . , ν n N }, where n N = m w . Similarly, we define the complementary set of n B = n − n N indices that are not in N as the basic set, with B = {β 1 , β 2 , . . . , β n B }. With these definitions, the matrices A B and A N have columns { a βj } and { a νj } respectively. The effect of P on the Hessian and working-set matrix A w may be written as 2) where I N denotes the identity matrix of order n N . As in the mixed-constraint formulation, A w must have full row-rank. This is equivalent to requiring that A B has full row-rank since rank(A w ) = n N + rank(A B ). If y is an n-vector, y B (the basic components of y) denotes the n B -vector whose j-th component is component β j of y, and y N (the nonbasic components of y) denotes the n N -vector whose j-th component is component ν j of y. For constraints in standard form, we say that x is a subspace minimizer with respect to the basic set B (or, equivalently, with respect to A B ). As in linear programming, the components of the vector z = g(x) − A T π are called the reduced costs. For constraints in standard form, the multipliers z w associated inequality constraints in the working set are denoted by z N . The components of z N are the nonbasic components of the reduced-cost vector, i.e.,
At a subspace stationary point, it holds that g B − A T B π = 0, which implies that the basic components of the reduced costs are zero.
The fundamental property of constraints in standard form is that the mixed-constraint method may be formulated so that the number of variables involved in the equality-constraint QP subproblem is reduced from n to n B . For example, the KKT equations (3.9a) may be written in terms of the basic and nonbasic variables by applying the permutation matrix P appropriately; i.e.,
These equations imply that p B and q π satisfy the smaller KKT system
Once p B and q π are known, the increment q N for multipliers z N associated with the constraints p N = e s are given by q N = (Hp − A T q π ) N . Similarly, the solution of the second KKT system (3.9b) can be computed from the KKT equation 4) with u N = 0 and
The KKT equations (4.3) and (4.4) allow the mixed constraint algorithm to be formulated in terms of the basic variables only, which implies that the algorithm is driven by variables entering or leaving the basic set rather than constraints entering or leaving the working set. With this interpretation, changes to the KKT matrix are based on column-changes to A B instead of row-changes to D w . In practice, p N is defined implicitly and only the components of p B need be computed explicity. As in linear programming, the largest feasible step is defined using the minimum ratio test:
For completeness we summarize Results 3.2-3.5 in terms of the quantities associated with constraints in standard form. 
As in the mixed-constraint method, the direction p B and multiplier q π may be updated in the linearly independent case. 
Linear programs in standard form
If the problem is a linear program (i.e., H = 0), then the basic set B must be chosen so that A B is nonsingular (i.e., it is square with rank m). In this case, we show that which are the established multiplier updates associated with the simplex method (see Gill [12] and Tomlin [27] ). It follows that the simplex method is a nonbinding direction method for which every subspace minimizer is standard. (i.e., the nonbasic set is always a subset of the active set).
Dual Active-Set Methods

Optimality conditions for the dual of a convex QP
The dual of the standard-form QP (4.1) is
The optimality conditions for the dual were first established by Dorn [8] . If the dual is unbounded, the primal constraints are infeasible. A bounded solution (w, π) may be used to define the solution and Lagrange multipliers for the primal problem (4.1). The relationship between the primal and dual solution is characterized by the following result. If the dual has a bounded solution, then part (b) implies that the vector y of multipliers for the dual is a KKT point of the primal, and hence constitutes a primal solution. Moreover, if the dual has a bounded solution and H is nonsingular, then w = y.
A dual nonbinding direction method for convex QP
A dual active-set method for strictly convex problems was proposed by Goldfarb and Idnani [18] . This method was extended by Powell [26] to deal with ill-conditioned problems and reformulated by Boland [3] to handle the convex case. These methods require the factorization of a matrix defined in terms of the inverse of H, and as such, they are unsuitable for large-scale QP. This difficulty was addressed by Bartlett and Biegler [1] , who reformulated the Goldfarb-Idnani method so that a Schur-complement method could be used to solve the linear systems (see Section 6 for a discussion of the Schur-complement method).
In this section we formulate a dual active-set method based on applying the nonbindingdirection method of Section 3 to the dual problem (5.1). The method is suitable for QPs that are not strictly convex (as in the primal case) and, as in the Bartlett-Biegler approach, the method may be implemented without the need for customized linear algebra software.
However, the method of Section 3 cannot be applied to the dual problem (5.1) directly. When H is singular, a KKT matrix defined in terms of any subset of the dual constraint gradients is singular, and the dual QP has no subspace minimizers-i.e., the reduced Hessian is positive semidefinite and singular at every subspace stationary point. This difficulty may be overcome by including additional artificial equality constraints in the dual. Let Z be a matrix with columns that form a basis for the null space of H. Consider the regularized problem Consider a feasible point (w, π) for the dual QP (5.2), i.e., Hw − A T π ≥ −c with w ∈ range(H). Our intention is to make the notation associated with the dual algorithm consistent with the notation for the primal. To do this, we break with the notation of Section 3 and use B to denote the working set of inequality constraints for the dual QP. This set consists of the indices of n B linearly independent rows from ( H − A T ). With this notation, the set N = {ν 1 , ν 2 , . . . , ν n N } defines the gradients of the dual inequalities that are not in the working set. The rows of −A T that appear in the working set form a matrix denoted by −A T B . Similarly, the columns of H and Z T in the working-set matrix A w are permuted so that
where Q = diag(P, I m ), with P a column permutation chosen to make H B symmetric. As in Section 4, given any vector w of dimension n, w B and w N denote the vectors such that [w B ] j = w βj and [w N ] j = w νj . The linear independence of the rows of a dual working-set matrix A w does not guarantee that the columns of the associated submatrix A B form a basis for the primal QP-i.e., that A B has rank m. For example, if H is positive definite, then Z is empty (a matrix with rank 0) and A w has full rank regardless of the rank of A B . These considerations lead us to impose the additional condition on the dual working set that the matrix
is nonsingular. This condition ensures that A B has rank m. To distinguish K B from the full KKT matrix for the dual, we refer to K B as the reduced KKT matrix. The next result concerns the properties of a subspace minimizer for the regularized dual QP (5.2). Proof. Given a working-set matrix for the dual QP (5.2), a subspace stationary point satisfies 
where y Z and y B are, respectively, the multipliers for Z T w = 0 and the working-set constraints. An argument similar to that used in Result 5.2 yields y Z = 0. Part (a) follows directly.
As the dual QP is convex, the dual subspace stationary point (w, π) is a subspace minimizer for the dual if the symmetrically permuted KKT matrix is nonsingular, i.e., if Ku = 0 implies u = 0, where
As above, u 4 = 0, and the first and third sets of equations require that u 3 and u 5 satisfy
which implies that u 5 and u 3 are zero. Finally, the fourth and fifth set of equations together with the identity u 3 = 0 yield u 1 = 0 and u 2 = 0. It follows that u = 0 and the KKT matrix is nonsingular. Part (c) follows from the definition of a standard subspace minimizer for the dual problem (see (5.4)).
At a subspace stationary point, the variables y (the dual variables of the dual problem) define a basic solution of the primal equality constraints. Moreover, the residuals of the dual inequality constraints are z = Hw − A
π, which are the primal reduced-costs corresponding to both w and y. These considerations lead us to redefine the notation for the multipliers y B of the dual working-set constraints so that
Let (w, π) be a nonoptimal dual subspace minimizer for the dual QP (5.2). (It will be shown below that if the QP gradient g(w) = c + Hw is known, the vector w need not be computed explicitly.) As (w, π) is not optimal, there is at least one negative component of the dual multiplier vector x B , say x βr . The application of the nonbinding-direction method of Section 3 to the dual gives a search direction (∆w, q π ) that is feasible for the dual working-set constraints and increases a designated constraint with a negative multiplier. The constraints of the equality-constraint QP subproblem analogous to (3.1) are
The permuted equations analogous to (3.9a) for the dual direction (∆w, q π ) are
where p B and p Z denote the increments for the multipliers of the dual working set. These equations give
It follows that p Z = 0, with p B and q π defined by the equations
As p Z = 0, it holds that H∆w = Hp, which allows the vector ∆z = H∆w − A T q π , the change in the residuals for the dual inequalities, to be computed as ∆z = Hp − A T q π . If the curvature ∆w T H∆w = [p B ] r is nonzero, the step α * = −[x B ] r /[p B ] r minimizes the dual objective ϕ D (w + α∆w, π + αq π ) with respect to α, and the r-th element of x B + α * p B is zero. If the x B are interpreted as estimates of the primal variables, the step from x B to x B + α * p B increases the negative (and hence infeasible) primal variable [p B ] r until it reaches its bound of zero. If α = α * gives a feasible point for the dual inequalities, i.e., if the residuals z + α * ∆z of the dual inequalities are nonnegative, then the new iterate is (w + α * ∆w, π + α * q π ). In this case, the nonbinding working-set constraint is removed from the dual working set, which means that the index β r is moved to N and the associated entries of H and A are removed from H B and A B .
If α = α * is unbounded, or (w + α * ∆w, π + α * q π ) is not feasible for the dual, the step is the largest α such that g(w + α∆w) − A T (π + αq π ) is nonnegative. The required value is
If α F < α * then at least one of the dual residuals is zero at (w + α F ∆w, π + α F q π ), and the index of one of these, ν s say, is moved to B. The composition of the new working set is determined by the following result, adapted to the dual QP from Result 3.3.
Result 5.4. (Test for dual constraint dependency)
Assume that (w, π) is a subspace minimizer for the dual. Assume that the ν s -th dual inequality constraint is blocking at (w,π) = (w, π) + α(∆w, q π ), where (∆w, q π ) satisfies (5.6). Define vectors u, u π and v such that Hu = h νs − Hv, where
, with v N = 0, and If the vector u of Result 5.4 is zero, then (w+α F q π , π+α F q π ) is a subspace minimizer with respect to the working set defined with constraint β r replaced by constraint ν s . Otherwise, ν s is moved to B, which has the effect of adding the column a νs to A B , and adding a row and column to H B .
The next result summarizes Results 3.2-3.5 in terms of the quantities associated with the dual QP (5.2).
Result 5.5. Let (w, π) be a subspace minimizer with respect to the dual working set B, with [x B ] r < 0. Let (w,π) be the point (w + α∆w, π + αq π ), where ∆w and q π are defined as in (5.6).
(1) If α = α * is bounded, then (w,π) is a subspace minimizer with respect to the dual working setB = B − {β r }.
(2) Alternatively, if the ν s -th inequality is added to the dual working set at (w,π), let u and v π be defined by (5.9).
(a) The gradient of the ν s -th constraint is linearly independent of the gradients of the dual working-set constraints if and only if u = 0.
(b) If the gradient of the ν s -th constraint is linearly independent of the gradients of the dual working-set constraints, then (w,π) is a subspace minimizer with respect to the dual working setB = B + {ν s }. Moreover, the vectorx B at (w,π) is formed by adding a zero component to the vector x B + αp B . . Now assume that a constraint is added to the working set, withB = B + {ν s }. This occurs when a feasible step is taken and u = 0. We show that the matrix
(which has the same inertia as KB) is nonsingular. Since K B is nonsingular, the Schur complement M/K B exists such that
where the last equality holds from the equations (5.9) 
The updated reduced KKT matrix can be written in terms of the symmetric rank-one modification to K B :
Since [v B ] r = 0 by part (b) of Result 5.4, the matrix I + e r (v − e r ) T and its transpose are nonsingular. Therefore, In(KB) = In(K B ).
Algorithm 5.1 summarizes the dual nonbinding direction method for solving a convex quadratic programming problem in standard form.
Dual linear programs
If the primal QP is a linear program, then H = 0 and we may choose Z as the identity matrix for the regularized problem (5.2). It follows from Result 5.3 that (w, π) is a subspace minimizer if A B is nonsingular (i.e., it is square with rank m). In this case, equations (5.7) and (5.9) give p B = 0, u = 0 and u π = 0, with q π and v B determined from the nonsingular systems A x ← x + αp; g ← g + αHp;
π ← π + αqπ; z = g − A T π; if αF < α * then [add the dual working-set constraint νs]
Find the blocking constraint index νs; 
Finding an initial dual-feasible point
An initial dual-feasible point may be defined by applying a conventional phase-one method to the dual constraints, e.g., by minimizing the sum of infeasibilities for the dual constraints Hw −A T π ≥ −c. If H is nonsingular and A has full rank, we may define N = ∅ and compute (x 0 , π 0 ) from the equations
This choice of B gives Ax 0 = b, with (w 0 , π 0 ) a dual subspace minimizer.
Degeneracy
The dual problem (5.1) has fewer inequality constraints than variables, which implies that if H and A have no common nontrivial null vector, then the dual constraint gradients, the rows of H −A T , are linearly independent, and the dual feasible region has no degenerate points. In this situation, Algorithm 5.1 cannot cycle, and will either terminate with an optimal solution or declare the dual problem to be unbounded. This nondegeneracy property does not hold for a dual linear program, but it does hold for strictly convex problems, and for any QP with H and A of the form
whereH is an (n − m) × (n − m) positive-definite matrix.
Two Implementations
At each iteration of the primal and dual methods discussed in Sections 4 and 5, it is necessary to solve one or two systems of the form
where h and f are given by right-hand sides of the equations (4.3) or (4.4). This section discusses two alternative approaches for solving (6.1). The first involves the symmetric transformation of the KKT system into three smaller systems, one of which involves the explicit reduced Hessian matrix. The second approach uses a symmetric indefinite factorization of a fixed KKT matrix in conjunction with the factorization of a smaller matrix that is updated at each iteration.
Variable reduction
The variable-reduction method involves transforming the equations (6.1) to block-triangular form using the nonsingular block-diagonal matrix diag(Q, I m ). Consider a column permutation P such that AP = B S N , with B an m × m nonsingular matrix and S an m × n S matrix with n S = n B − m (the matrix P represents the particular permutation of (4.2) such that A B = ( B S ) and A N = N ). The n S variables associated with S are called the superbasic variables. Given P , consider the nonsingular n × n matrix Q such that
The columns of Q may be partitioned so that Q = Z Y W , where
The columns of the n × n S matrix Z form a basis for the null-space of A w , with
Suppose that we wish to solve a generic KKT system
Then the vector y may be computed as y = Y y Y + Zy Z + W y W , where y Y , y Z , y W and w are defined using the equations
h. This leads to
These equations may be solved using a Cholesky factorization of Z T HZ and an LU factorization of B. The factors of B allow efficient calculation of matrix-vector products Z T v or Zv without the need to form the inverse of B.
The equations simplify considerably for the KKT systems (3.9a) and (3.9b). In the case of (3.9a), the equations are:
Similarly for (3.9b), it holds that u Y = 0, u R = 0, and
These equations allow us to specialize Part 2(a) of Result 4.2, which gives the conditions for the linear independence of the new matrix A B .
Result 6.1. Let x be a subspace minimizer with respect to the basic set B. Assume that p and q are defined by (4.3) and that x βr is the incoming nonbasic variable at the next iterate. Let the vectors u B and v π be defined by (4.4).
(i) If x βr is superbasic, then e r and the rows of A B are linearly independent (i.e., the matrix obtained by removing the rth column of A B has rank m).
(ii) If x βr is not superbasic, then e r and the rows of A B are linearly independent if and only if S T z = 0, where z is the solution of B T z = e r .
Proof. From (6.4), u = Zu Z , which implies that u B is nonzero if and only if u Z is nonzero. Similarly, the nonsingularity of Z where z is the solution of B T z = e r .
Fixed-factorization updates
Solving a single linear system can be done very effectively using sparse matrix factorization techniques. However, within a QP algorithm, many closely related systems must be solved where the KKT matrix differs by a single row and column. Instead of reformulating the matrix at each iteration, the matrix may be "bordered" in a way that reflects the changes to the basic and nonbasic sets (see Bisschop and Meeraus [2] , and Gill et al. [15] ). Let B 0 and N 0 denote the initial basic and nonbasic sets that define the KKT system in (6.1). There are four cases to consider:
(1) a nonbasic variable moves to the basic set and is not in B 0 , 
The unit row and column augmenting the matrix has the effect of zeroing out the components corresponding to the removed basic variable. In case (3), the basic variable must have been added to the basic set at a previous stage as in case (1) . Thus, removing it from the basic set can be done by removing the row and column in the augmented part of the KKT matrix corresponding to its addition to the basic set. For example, if ν s is the basic to be removed, then the new KKT matrix is given by
For case (4), a nonbasic variable in B 0 implies that at some previous stage, the variable was removed from B 0 as in case (2) . The new KKT matrix can be formed by removing the unit row and column in the augmented part of the KKT matrix corresponding to the removal the variable from the basic set. In this example, the new KKT matrix becomes
After k iterations, the KKT system is maintained as a symmetric augmented system of the form 5) where D is of dimension at most 2k.
Schur complement and block LU methods
Although the augmented system (in general) increases in dimension by one at every iteration, the 1 × 1 block K is fixed and defined by the initial set of basic variables. The Schur complement method assumes that factorizations for K and the Schur complement
Then the solution of (6.5) can be determined by solving the equations
The work required is dominated by two solves with the fixed matrix K and one solve with the Schur complement C. If the number of changes to the basic set is small enough, dense factors of C may be maintained. The Schur complement method can be extended to a block LU method by storing the augmented matrix in block factors 6) where
Y is the Schur-complement matrix. The solution of (6.5) can be computed by forming the block factors and by solving the equations
This method requires a solve with L and U each, one multiply with Y and Z T , and one solve with the Schur complement C. For more details, see Gill et al. [14] , Eldersveld and Saunders [9] , and Huynh [21] .
As the iterations of the QP algorithm proceed, the size of C increases and the work required to solve with C increases. It may be necessary to restart the process by discarding the existing factors and re-forming K based on the current set of basic variables.
Updating the block LU factors
Suppose the current KKT matrix is bordered by the vectors v and w, and the scalar σ
The block LU factors Y and Z, and the Schur complement C are updated every time the system is bordered, the matrices can be updated. The number of columns in matrices Y and Z and the dimension of the Schur complement increase by one. The updates y, z, c and d are defined by the equations
so that the new block LU factors satisfy
7. Finding the first subspace minimizer The methods of Sections 4 and 5 require that the matrix A B has rank m, and it is necessary to identify a set of linearly independent basic columns of A. One algorithm for doing this has been proposed by Gill, Murray and Saunders [13] , who use a sparse LU factorization of A T B to identify a square nonsingular subset of the columns of A B . If necessary, a "basis repair" scheme is used to define additional unit columns that make A B have full rank. The nonsingular matrix B obtained as a by-product of this process may be expressed in terms of A using a column permutation P such that
Given x I , a point x 0 satisfying Ax = b may be computed as
The calculation of an initial subspace minimizer will depend on how the KKT equations during the regular iterations (see Section 6) . If the matrix
has m negative eigenvalues, then the inertia of K B is correct and x 0 is used as the initial point for a sequence of Newton-type iterations in which ϕ(x) is minimized with the nonbasic components of x fixed at their current values. Consider the equations
If p B is zero, x is a subspace stationary point (with respect to A B ) at which K B has correct inertia and we are done. If p B is nonzero, two situations are possible.
If x B + p B is infeasible, then feasibility is retained by determining the maximum nonnegative step α < 1 such that x B + αp B is feasible. A variable on its bound at x B + αp B is then removed from the basic set and the iteration is repeated. The removal of a basic variable cannot increase the number of negative eigenvalues of K B and a subspace minimizer must be determined in a finite number of steps.
If x B + p B is feasible, then p B is the step to the minimizer of ϕ(x) with respect to the basic variables and it must hold that x B + p B is a subspace minimizer.
A KKT matrix with incorrect inertia has too many negative eigenvalues. In this case, an appropriate K B may be obtained by defining additional artificial constraints that are deleted during the course of subsequent iterations. For example, if n − m variables are temporarily fixed at their current values, then A B is a square nonsingular matrix and K B necessarily has exactly m negative eigenvalues. The formulation of the artificial constraints depends on the method used to solve the reduced KKT equations.
Variable-reduction method
In the variable reduction method a dense Cholesky factor of the reduced Hessian Z T HZ is updated to reflect changes in the basic set. (see Section 6.1). At the initial x 0 a partial Cholesky factorization with interchanges is used to find an upper-triangular matrix R that is the factor of the largest positive-definite leading submatrix of Z T HZ. The use of interchanges tends to maximize the dimension of R. Let Z R denote the columns of Z corresponding to R, and let Z be partitioned as Z = Z R Z A . A nonbasic set for which Z R defines an appropriate null space can be obtained by fixing the variables corresponding to the columns of Z A at their current values. As described above, minimization of ϕ(x) then proceeds within the subspace defined by Z R . If a variable is removed from the basic set, a row and column is removed from the reduced Hessian and an appropriate update is made to the Cholesky factor.
Fixed factorization updates
If fixed factorization updates to the KKT matrix are being used, the procedure for finding an initial subspace minimizer is given as follows.
1. Factor the reduced KKT matrix (7.2) system in the form K B = LDL T , where L is unit lower-triangular and D is block diagonal with 1 × 1 and 2 × 2 blocks. If the inertia of K B is correct, then we are done.
If the inertia is incorrect, factor
where ρ is a modest positive penalty parameter. As the inertia of K B is not correct, D A will have some negative eigenvalues for all positive ρ.
The factorization of H A may be written in the form
where U ΛU T is the spectral decomposition of D A . The block diagonal structure of D A implies that V is a block-diagonal orthonormal matrix. The inertia of Λ is the same as the inertia of H A , and there exists a positive semidefinite diagonal matrix E such that Λ + E is positive definite. IfH A is the positive-definite matrix V (Λ + E)V T , then
Suppose that K B has m + r negative eigenvalues. Define V B as the r × n B matrix consisting of the columns of V associated with the negative components of Λ. The
has exactly m + r negative eigenvalues and hence has correct inertia.
3. The minimization of ϕ(x) proceeds subject to the original constraints and the (general) artificial constraints V T B x B = 0. The efficiency of this scheme will depend on the number of negative eigenvalues of H A . In practice, if the number of negative eigenvalues exceeds a preassigned threshold, then an temporary vertex is defined by fixing the variables associated with the columns of S in (7.1).
Getting feasible
The QP method formulated in Section 4 assumes that the initial point x 0 is feasible, i.e., x 0 satisfies Ax 0 = b and x 0 ≥ 0. There are two approaches to finding a feasible point. The first, common in linear programming, is to find a point x 0 that satisfies Ax = b and then iterate (if necessary) to satisfy the bounds x ≥ 0. The second method defines a nonnegative x 0 and iterates to satisfy the constraints Ax = b. Here we use the former approach and assume that the initial iterate x 0 satisfies Ax 0 = b (such an x 0 must exist under the assumption that A has rank m). The idea is to minimize the norm of the violations of the nonnegativity constraints subject to the linear constraints and satisfied bounds. At an initial x 0 such that Ax 0 = b, the v i corresponding to feasible components of x 0 may be fixed at zero, so that the number of infeasibilities cannot increase during subsequent iterations. In this case, if the constraints are infeasible, the optimal solution minimizes the sum of the violations of those bounds that are violated at x 0 , subject to Ax = b. It is necessary to allow every element of v to move if the sum of the violations is to be minimized.
In practice, the variables u and v need not be stored explicitly, and the computation may be arranged in such a way that the equations to be solved have the same dimension as those of the second phase of a conventional two-phase method. During the solution of the QP, the search is restricted to pairs (u, v) with components satisfying u i ≥ 0, v i ≥ 0, and u i v i = 0. A feasible pair (u, v) is reconstructed from any x such that Ax = b. In particular, (u i , v i ) = (x i , 0) if x i ≥ 0, and (u i , v i ) = (0, −x i ) if x i < 0. This implies that at any given iteration, an infeasible x i must be basic because it corresponds to (u i , v i ) = (0, −x i ) an (implicit) positive elastic variable v i . In implicit form, the strategy of fixing v i = 0 for components associated with feasible components of x is equivalent to imposing the original nonnegativity constraint once a variable is feasible. An important practical benefit is derived by allowing several constraints to become feasible in one step. When treating the u-v variables implicitly, this is done by allowing an infeasible variable to "pass through" a bound and become strictly positive if this reduces either the number of infeasibilities or the (piecewise) sum of infeasibilities. Explicitly, this is equivalent to performing a swap of the basic variables u i and v i associated with the infeasible variable x i = u i − v i .
The minimum one-norm problem is equivalent to the standard method for minimizing the sum of infeasibilities that has been used in QP and LP packages for many years. The introduction of the u and v variables permits the simple formulation of single-phase methods based on minimizing a sequence of linearly constrained 1 -penalty functions. This method is based on the following equivalent form of a QP in standard form: where ρ is a positive penalty parameter. This technique is often called elastic programming in the linear and nonlinear programming literature (see, e.g., Brown and Graves [5] , and Gill, Murray and Saunders [13] ). In this context, the variables u and v are known as elastic variables.
The composite 1 method is ideally suited to an implementation based on the variablereduction method for solving the KKT equations (see Section 6.1). If the fixed-factorization (i.e., Schur-complement) method of Section 6.2 is used, a composite objective method may be defined in terms of an augmented Lagrangian function. This function is based on the properties of a composite objective function defined in terms of the quadratic penalty function. Consider an increasing sequence of penalty parameters ρ and solving a corresponding sequence of QPs of the form minimize x∈R n ; u,v∈R n ϕ(x) + These conditions imply that z = ρv ≥ 0, and u · v = 0. Consider a hypothetical method based on solving (8.1) for an increasing sequence of values of ρ. As in the 1 case, (8.1) may be solved without defining u and v explicity. Let V(x) denote the indices of the violated constraints at a point x. Let E V denote a matrix with rows e T i with i ∈ V(x) (i.e., E V is the matrix of normals of the violated constraints at x). A typical KKT system has the form
Note that all infeasible x components are necessarily basic. These equations may be solved by calculating y and w as part of the solution of the bordered equations
where I V is the identity matrix of dimension |V(x)|. Observe that the numerical conditioning of these equations does not deteriorate as ρ increases.
As the QP iterations proceed, in addition to the usual changes to the basic-nonbasic partition associated with an x-component moving on or off its bound, a violated (and hence basic) x j may increase from its negative value and become feasible. This corresponds to the associated v j and u j being swapped in a basis for (8.1), i.e., v j will move on to its bound and u j will move off its bound. Thus, in the "implicit" form of (8.1), x j remains basic, but moves inside its bound, requiring the removal of its contribution to the composite objective function. This amounts to removing one of the diagonals from the penalty term in the matrix H B + ρE T V E V , which can be done by performing a Schur-complement update that removes the appropriate row and column from the border of (8.3).
A somewhat less welcome result is that even if the original QP is feasible, some of the constraints violated at x 0 may remain violated at a solution of (8.1) for all positive values of ρ. In order to illustrate why this is the case, assume that the original QP is feasible, with solution (x * , π * , z * ), and let (x,π,z) denote a solution of (8.1) for a given value of ρ. The optimality conditions (8.2) imply that if x * i is active with a positive reduced cost z * i , then, for sufficiently large ρ, it holds thatx i < 0, i.e.,x i ≤ 0 for all active x * i and the violated constraints predict the active set. If the original QP is infeasible, the optimal u and v approximate the magnitudes of the positive and negative parts of the x satisfying Ax = b closest in two-norm to the positive orthant.
This difficulty may be eliminated by including a Lagrangian term in the definition of the composite objective, giving the linearly constrained augmented Lagrangian: minimize x∈R n ; u,v∈R n ϕ(x) + z where ρ is a positive penalty parameter and z E is an estimate of the multipliers for the constraints u ≥ 0 (which are the negative of multiplier estimates of the constraints v = 0). In this case, the penalty parameter need not go to infinity.
Summary
We have considered computational methods for finding a point satisfying the second-order necessary conditions for a general (possibly nonconvex) quadratic program (QP). The methods are based on a framework for the formulation and analysis of feasible-point active-set methods that defines a primal-dual search pair as the solution of an equality-constrained subproblem involving a "working set" of linearly independent constraints. This framework is discussed in the context of two broad classes of active-set method for quadratic programming: binding-direction methods and nonbinding-direction methods. A binding-direction method for general QP first proposed by Fletcher, and subsequently modified by Gould, is recast as a nonbinding-direction method. This reformulation gives the primal-dual search pair as the solution of a KKT-system formed from the QP Hessian and the working-set constraint gradients. It is shown that, under certain circumstances, the solution of this KKT-system may be updated using a simple recurrence relation, thereby giving a significant reduction in the number of KKT systems that need to be solved. The nonbinding-direction framework is applied to QP problems with constraints in standard form, and to the dual of a convex QP.
In the second part of the paper, two approaches are presented for solving the constituent KKT systems. The first approach uses a variable-reduction technique requiring the calculation of the Cholesky factor of the reduced Hessian. The second approach uses a symmetric indefinite factorization of a fixed KKT matrix in conjunction with the factorization of a smaller matrix that is updated at each iteration. Finally, a linearly constrained augmented Lagrangian is proposed that obviates the need for a separate procedure for finding a feasible point.
