Abstract. In this work we study the Liénard systems that can be transformed into Riccati differential equations, using changes of variables more general than the ones used by the classical Lie theory.
1. Introduction and statement of the results. In this paper we consider the Riccati differential equations of the form dz dx This result is due to Euler (1760), see [1] . A classical way to study the integrability of a first-order ordinary differential equation dy dx = F(x, y), (1.2) is doing a change of variables and trying to transform it into a Riccati differential equation (1.1) . This was one of the main ideas of the Lie theory of integrability. We consider the real vector space L of C ∞ vector fields on the real line R. If we endow L with the Lie bracket [., .] , then L is a Lie algebra. More precisely, for any couple X i = A i (x)∂/∂x ∈ L, i = 1, 2, we define the usual Lie bracket
where the prime denotes derivative with respect to x. We define L r as the vector space generated by the linearly independent vector fields X 1 , . . . , X r of L. The space 2000 Mathematics Subject Classification. Primary 34C05, 34C14, 34A05, 22E05. Key words and phrases. Riccati differential equation, Liénard system, Lie algebra, integrability. The three authors are partially supported by MCYT grant MTM2005-06098-C02, and the last two authors also by a CIRIT grant number 2005SGR 00550. The second author is also partially supported by DURSI of Government of Catalonia "Distinció de la Generalitat de Catalunya per a la promoció de la recerca universitària". The dimension of the Lie algebra L r is the dimension of L r as a real vector space. It is well known from the Lie's works that any finite dimensional Lie algebra generated by vector fields of R has at most dimension 3, see also [3] .
From the work of Lie and Scheffers [7] we have the next result, for a modern approach to it see [2, 4, 5, 10] . The Lie algebra generated by the vector fields associated to equations (1.3) is called the Vessiot-Guldbert-Lie algebra, or simply the Lie algebra associated to (1.3), see [6, 11] . There are other theories of integrability where the Lie group structure has a fundamental role, for example the differential Galois theory, see for instance [8, 9] . A first result is the following.
with j ∈ {0, 1, 2, . . .} are the unique differential equations of the form
with K a finite subset of Z, which can be transformed into a Riccati differential equation (1.1) by a change of variables of the form (x, y) → (x, z = φ(y)).
We consider the Liénard equations of the form
where f, g : R → R are real C 1 -functions and the dot denotes, as usual, derivative with respect to the independent variable t. In what follows we denote by F and G two functions such that F (x) = f (x) and G (x) = g(x). We can write equation (1.6) as the differential systemẋ = y,ẏ = −f (x)y − g(x), in the plane. Obviously, this system can be written as the first-order ordinary differential equation
By using Proposition 1.2 we remark that the Vessiot-Guldbert-Lie algebra associated to the Liénard differential equation (1.7) has infinite dimension, and consequently this equation cannot be written as a Riccati differential equation using a change of variables of the form (x, y) → (x, z = φ(y)).
The main objective of this paper is to obtain Liénard differential equations that can be transformed into a Riccati differential equation using more general change of variables than the one used in Theorem 1.1. More precisely: How to recognize the functions f (x) and g(x) for which the first-order ordinary differential Liénard equation (1.7) can be transformed into a Riccati differential equation (1.1) ? This is a difficult problem, and we only will be able to provide a partial answer. Theorem 1.1 is very restrictive about the ordinary differential equations (1.2) that can be transformed into the Riccati ones, because it only allows changes of variables of the form (x, y) → (x, z = φ(y)). In fact, the result of this theorem can be extended to changes of variables of the form (x, y) → (w = ψ(x), z = φ(y)). This is due to the form of the differential equation (1.3) and to the fact that the dimension of the Lie algebra remains invariant under such class of changes, see for more details [3] .
Note that Theorem 1.1 does not provide any information about the differential equations (1.2) which can be transformed into Riccati equations doing a general change of variables; i.e. a change of variables of the form (x, y) → (w, z) = (ψ(x, y), φ(x, y)). In fact in this paper we only consider changes of variables of the form either
More precisely, we want that after the change of variables (1.8) (resp. (1.9)) the differential equation (1.7) becomes of the form either
Once we have the differential equation (1.10) or (1.11) we want to know if they are into the form (1.3) having a finite dimensional Lie algebra. If this is the case, then by Theorem 1.1 we know that the corresponding Liénard differential equation can be written as a Riccati one. Our first result in this direction is a negative one.
Proposition 1.3. Does not exist a change of variables
, as a particular case of (1.11), having a finite dimensional Lie algebra.
Our two main results on first-order Liénard differential equations (1.7) which can be transformed into Riccati equations are the following. 
Theorem 1.4. If the functions f (x) and g(x) satisfy either
Here the constants k i 's and C i 's are real. 
16) for some functions α, β, a, B and h, can be transformed under a change of variables
, as a particular case of (1.10), having a finite dimensional Lie algebra. , as a particular case of (1.11), is given implicitly by
where F is a C 1 arbitrary function and H 2 (y, ψ) is a first integral of the following differential systemẏ
where a(y) is an arbitrary function and k ∈ R. Proposition 1.6, Corollary 1.7 and Proposition 1.8 are also proved in Section 4.
2. More about the Riccati differential equations. In this section we study the first-order ordinary differential equations of the form (1.5) with k ∈ K. In statement (b) of the next proposition we provide which of these differential equations can be transformed through a change of variables of the form (x, y) → (x, z = φ(y)) into a Riccati differential equation. Proof. The fact that any finite dimensional Lie algebra generated by vector fields of R has at most dimension 3 goes back to the Lie's works and can be found in [3] . This proves statement (a). The classification of all finite dimensional Lie algebras generated by vector fields of the form X j = y j ∂/∂y with j ∈ Z given in statement (b) is a straightforward computation.
Proof of Proposition 1.2:
Clearly from Theorem 1.1 and Proposition 2.1 it follows Proposition 1.2.
According with Theorem 1.1 and Proposition 2.1(a) we note that the three generators of any 3-dimensional Lie algebra given by statement (b.3) of Proposition 2.1 can be transformed to the canonical basis of a Riccati differential equation 
Here, the unique possibility in order to have a differential equation of the form (1.3) is to take C(x) = kA(x) with k ∈ R. Hence, its associated vector fields are
It is easy to see that these vector fields do not generate a finite dimensional Lie algebra because [X 2 ,
Since these two last vector fields are not linear combination of X i , for i = 1, 2, 3, the proof is completed.
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Now we rewrite equation (3.20) into the form
.
for some functions A(x) and B(z) we get a quasi-linear partial differential equation for the unknown φ(x, z). Its associated characteristic equation is
. . Hence, we have a Liénard system where one of its variables is the function φ of change of variables. Finding a first integral H 2 (x, φ) of this last Liénard system, the general solution of (3.22) would be given implicitly by
where F is an arbitrary function. In order that we can apply to (3.24) the Implicit Function Theorem and to compute φ, we assume that the function F is C 1 in its two variables and that ∂F/∂φ = 0. Moreover, ∂F/∂z = 0 because the function φ must depend on z in order to have a change of variables.
Notice that the functionḡ(x) is arbitrary because the function A(x) is arbitrary. Hence we can obtain many different functions φ for the change of variables choosing different functions A(x). In the following we take the conditionḡ(x) = 0. 
, (3.25) where its associated vector fields and their commutator are 
which has the general solution given by (1.12) if k 2 = 0, renaming −k 1 /k 2 → c 1 and k 2 → c 3 and where c 2 is the constant of integration. In the case k 2 = 0, the general solution of the ordinary differential equation
is given by (1.13), renaming k 1 → c 2 and where c 1 is the constant of integration. Without lost of generality we can take the function ξ(z) = z. Then, under condition (1.12) or (1.13), system (3.25) has the first integral H(x, z) of the form
where erf(z) = 2 √ π z 0 exp(−t 2 )dt is the error function.
Undoing the change of variables a first integral for system (1.7) under the condition (1.12) or (1.13) is H(x, y + F (x)). 
with k i , r i ∈ R. Equation (3.26) is the following second order linear differential equation
The solution of this differential equation is given by (1.14) in the case k 2 = 0 and 4k 2 + k
If we take into account the linear independence of the exponential functions that appear in condition (3.29), in the generic case when k 2 k 3 = 0 we have that the vanishing of condition (3.29) gives the following cases
In the case k 2 = 0 and k 3 = 0 the vanishing of condition (3.29) gives the additional case:
k3G(x) + C 2 in the case k 2 = 0 and k 3 = 0 and renaming −k 1 /k 3 → C 0 and C 1 /k 3 → C 1 . Introducing this expression of F (x) in equation (3.27) we obtain
If we take into account the linear independence of the functions that appear in condition (3.30), we obtain the cases:
In the case k 2 = k 3 = 0, the general solution of the differential equation (3.28) is given by (1.15) renaming k 1 /2 → C 0 . Introducing this expression for F (x) into equation (3.27) we obtain
and the vanishing of condition (3.31) gives the additional cases:
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In all cases (i)-(xi), we can reduce the conditions by solving for the parameters r i in the ones in which they are involved. We only need to take into account the conditions required for the values of k i and C i . In this way, we obtain the cases stated in the theorem and, thus the proof is completed.
4.
Changing only the independent variable. Doing the change of variables (x, y) → (w, y) with x = ψ(w, y), we have dx/dy = ∂ψ/∂y + ∂ψ/∂w · dw/dy. Hence, the Liénard equation (1.7) is written as 
where h is an arbitrary function. Now equation (4.32) can be written into the form (1.10); i.e. Proof of Theorem 1.8: We write (4.32) into the form
If we impose that (3.24) . In order to apply the Implicit Function Theorem to (3.24) and to compute ψ, we assume that the function F is C 1 in its two variables and that ∂F/∂ψ = 0. Moreover, ∂F/∂w = 0 because the function ψ must depend on w in order to have a change of variables.
Notice that the function a(y) in Proposition 1.8 is arbitrary. Hence we can obtain many different functions ψ for the change of variables choosing different functions a(y). As a trivial example, in the following we take the condition a(y) = (k + y)/k with k = 0. Then, the differential equation 
