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We investigate the effects of self-phase and cross-phase x (3) nonlinearities, in the process of traveling-wave
second-harmonic generation. We derive a semiclassical analytical solution for the field intensities, comparing
this with the numerically obtained fully quantum solutions. We also investigate the effects of the cross-phase
modulation on the quantum statistical properties of the fields. We find that, as the x (3) components increase,
there are qualitative changes to both the field intensities and the quantum statistics.
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It has long been known that nonlinear parametric pro-
cesses such as second-harmonic generation ~SHG!, optical
parametric oscillation ~OPO!, and amplification ~OPA! can
produce nonclassical states of the electromagnetic field @1#.
Much theoretical and experimental work has been done on
these cases, in both of which electromagnetic fields at differ-
ing frequencies are coupled by a second-order, x (2) nonlin-
earity. As all real nonlinear materials are expected to have an
effective x (3) component, it is of interest to calculate the
effects of this component in these nonlinear optical pro-
cesses.
There have been a number of theoretical analyses of sys-
tems in which both x (2) and higher-order nonlinearities are
present, although few of these are for frequency upconver-
sion processes and most make a number of approximations,
such as classical, undepleted pumping @2–4#. We have pre-
viously performed an analysis of SHG with added x (3) non-
linearities in both the traveling-wave and intracavity cases,
comparing and contrasting the fully quantum solutions with
those found by the common process of linearization @5#. In
this previous work we gave an analytical semiclassical solu-
tion for the field intensities in the process of traveling-wave
SHG with self-phase modulation, finding that this was
closely similar to the fully quantum solutions, as opposed to
the case with pure SHG, where the semiclassical and quan-
tum solutions are markedly different @6#. In this present pa-
per we give an analytical solution for the intensities with
both self-phase and cross-phase modulation present, compar-
ing this to the full quantum solutions, obtained using the
positive-P representation @7#.
II. ANALYTICAL SOLUTION
We consider a nonlinear x (2) and x (3) crystal, in which a
pump field at frequency v produces an harmonic field at
frequency 2v . We consider here only the case of perfect
phase-matching between the two fields, with both fields con-
sidered as plane waves. In the traveling-wave regime we can
write an interaction Hamiltonian, with the trivial v depen-
dence of the fields removed, as1050-2947/2001/64~5!/053802~6!/$20.00 64 0538H5 i\k2 @aˆ
†2bˆ 2aˆ 2bˆ †#1\x@aˆ †2aˆ 21bˆ †2bˆ 2#12\jaˆ †aˆ bˆ †bˆ ,
~1!
where aˆ and bˆ are the annihilation operators for photons at
frequencies v and 2v , respectively, at position z inside the
nonlinear crystal, k represents the effective strength of the
nonlinear interaction between the two modes, x represents
the effective strength of the self-phase modulation x (3) non-
linearity, and j represents the strength of the cross-phase
modulation x (3) nonlinearity. We consider here the case
where the Kerr-type interaction has equal effective strengths
for each mode. The cross-phase modulation strength will de-
pend on such things as the mode overlap and can typically
vary up to the maximum of the self-interaction strength.
The operator equations of motion for the system are found
as
daˆ
dz 5ka
ˆ
†bˆ 22ixaˆ †aˆ 222ijaˆ bˆ †bˆ ,
dbˆ
dz 52
k
2a
ˆ
222ixbˆ †bˆ 222ijaˆ †aˆ bˆ , ~2!
for which no analytical solution is known. The first level of
approximation often used in solving operator equations is
linearization, or assuming that the operators can be directly
replaced by complex numbers to give the mean values of the
fields. In the case of traveling-wave pure SHG, this method
has been shown to have limited validity @6#, but in the
present case the analytical solution for the photon number
follows more closely the full quantum solutions when the
cross-phase modulation term, j , is set to zero @5#. Following
a similar procedure, we make the substitutions aˆ →a5^aˆ &
and bˆ →b5^bˆ &, giving the following semiclassical equa-
tions:
da
dz 522ixuau
2a22ijubu2a1ka*b ,©2001 The American Physical Society02-1
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dz 522ixubu
2b22ijuau2b2
k
2 a
2
. ~3!
Note that we have not bothered with the normal method of
calculating fluctuations around the classical solutions, as ex-
perience with the pure SHG system has shown the results to
be highly inaccurate after a short-interaction length and we
would expect this to be the case here also.
Defining a(z)5ua(z)u2 and b(z)5ub(z)u2 ~note that
these are real numbers, not the operators used above!, we
find that Eq. ~3! can be written as
da
dz 5kv ,
db
dz 52
k
2 v , ~4!
where
v5a*2b1a2b*. ~5!
From Eq. ~4! and the principle of conservation of energy, it
follows that c0@5a(z)12b(z)# is a constant of the propa-
gation. In pure SHG, where ub(0)u250, we have c0
5ua(0)u2. If we now introduce the variable
w~z !5i~a*2b2a2b*!, ~6!
we can write Eq. ~3! in the form
dv
dz 5ka~4b2a !12@~2x2j!a1~2j2x!b#w ,
dw
dz 52@~x22j!b1~j22x!a#v . ~7!
Using the fact that a5c022b and introducing a new
variable
x~z !52~x22j!b12~j22x!a5~10x28j!b
12c0~j22x!, ~8!
we can combine Eqs. ~4! and ~7! in the form
dx
dz 52gv ,
dw
dz 5xv ,
dv
dz 5a02a1x2a2x
22xw , ~9!
where
g5
ks
2 ,05380a052kc0
21
8kc0n
s
2
12kn2
s2
,
a15
24kn
s2
2
8kc0
s
,
and
a25
12k
s2
, ~10!
in which
s510x28j ,
and
n52c0~2x2j!. ~11!
Using the first and second equations of Eq. ~10!, we can
now define another constant of the motion
1
2 x
2~z !1gw~z !5c1 , ~12!
where c152(2x2j)2ua(0)u4. We can now utilize Eqs. ~10!
and ~12! to find an equation of motion for the variable x(z)
d2
dz2
x52a0g1~c11a1g !x1a2gx22
1
2 x
3
. ~13!
It is clear that Eq. ~13! can be written in the form
d2
dz2
x52
]
]x
U~x !, ~14!
where the pseudopotential U(x) has the form
U~x !52
1
2 ~a1x1a2x
21a3x
31a4x
4!. ~15!
In the above,
a1522a0g ,
a25c11a1g ,
a35
2
3 a2g ,
and
a452
1
4 . ~16!
It is now evident that, by treating a total pseudoenergy as a
constant of the motion, we can write2-2
EFFECTS OF x (3) NONLINEARITIES . . . PHYSICAL REVIEW A 64 0538021
2 S dxdz D
2
1U~x !5E , ~17!
which leads to the first-order differential equation for x(z)
dx
dz 56
Aa01a1x1a2x21a3x31a4x4, ~18!
where a052E . The formal solution of Eq. ~18! is
z56E
x(0)
x(z) dx
Aa01a1x1a2x21a3x31a4x4
, ~19!
where x(0)522(2x2j)ua(0)u2.
We find that there are three cases where Eq. ~19! has
periodic solutions. Defining
f ~x !5 (
k50
4
akx
k52l2)
k51
4
~x2xk!, ~20!
where a452l2, with l51/2, we can now examine the roots
of the polynomial f (x)50.
In the first-two cases, there are four real roots: x1.x2
.x3.x4 and the solution can be written as
x~z !5M1
N
D1sn2~Vz1f ,k !
, ~21!
where sn is the Jacobi sine amplitude of modulus k @8# and
V5
l
2
A~x12x3!~x22x4!,
k5A~x12x2!~x32x4!
~x22x4!~x12x3!
, ~22!
and the constant f is determined from the initial condition
by
f5sn21SAN2D~x~0 !2M !
~x~0 !2M ! ,k D . ~23!
The function x(z) is periodic, with the period given by
T5
2
VE0
1 dt
A~12t2!~12k2t2!
5
2
V
K~k !, ~24!
where K(k) is the full elliptic integral. It is clear from the
definition that the period of x(z) is the same as that of
ua(z)u2.
We find that there are two separate cases for the solution
given by Eq. ~21!. The first of these cases, which is that
encountered for the parameters we have used in this investi-
gation is where
~i! x3>x>x405380In this case M5x1 , N52(x12x4)(x12x3)/(x32x4),
and D5(x12x3)/(x32x4).
~ii! x1>x>x2.
In this case, M5x4 , N5(x12x4)(x22x4)/(x12x2), and
D5(x22x4)/(x12x2). These two-cases correspond to mo-
tion of a pseudoparticle in the two different branches of a
quartic pseudpopotential.
The other type of periodic solution arises when we find
two real roots, x1 and x2, with x1.x2, and two complex
roots for f (x). Writing
f ~x !52l2~x2x1!~x2x2!~x222mx1n!, ~25!
the solution has the form, for x1>x>x2
x~z !5M 01
N0
D02cn~V0z1f0 ,k0!
, ~26!
where cn signifies the Jacobi cosine amplitude. Defining
y15Ax1222mx11n and y25Ax2222mx21n ,
~27!
we have
M 05
y1x22y2x1
y12y2
,
N05
2y1y2~x12x2!
~y12y2!2
,
D05
y11y2
y12y2
,
V05lAy1y2,
k05Ay1y22x1x21m~x11x2!2n2y1y2 ,
f05cn
21S D0~x~0 !2M 0!2N0
x~0 !2M 0
,k0D . ~28!
In this case the period of x(z) has the form
T05
4
V0
E
0
1 dt
A~12t2!~12k02t2!
5
4
V0
K~k0!. ~29!
III. SEMICLASSICAL SOLUTIONS
Solving the semiclassical equations ~3! for the field am-
plitudes numerically using a fourth- and fifth-order Runge-
Kutta method also shows that the mean-field intensities un-
dergo periodic revivals, as shown in Fig. 1. The horizontal
axis is a normalized interaction distance, r5kzua(0)u/A2.
Note that there is no visible difference in the solutions for
x (3)51027 whether we ignore the effects of the cross-phase
modulation or set it to its maximum value, j5x5x (3), how-
ever when the Kerr nonlinearity is increased by an order of2-3
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When the x (3) component is increased even further, to 1025,
as seen in Fig. 2, self-phase modulation makes a marked
difference to the solutions, changing both the period and am-
plitude of the oscillations. Although the Kerr nonlinearity
used in this example is rather high for nonlinear optical crys-
tals, this result suggests that the oscillations between atomic
and molecular condensates predicted in photoassociation of
Bose-Einstein condensates @9# should be sensitive to the ac-
tual atom-atom, atom-molecule, and molecule-molecule scat-
tering lengths, as these are typically huge compared to the
nonlinearities found in optical systems.
FIG. 1. The semiclassically calculated intensities of the funda-
mental as functions of the normalized interaction distance, r , for
ua(0)u25106, k50.01, and values of x5j51027 and 1026. Note
that all quantities plotted in the figures are dimensionless.
FIG. 2. The semiclassically calculated intensities of the funda-
mental and harmonic as functions of the normalized interaction dis-
tance, r , for ua(0)u25106, k50.01, and x51025. The full lines
are for j5x , while the dash-dotted lines are without self-phase
modulation.05380The fact that the numerical solutions for the field ampli-
tudes show oscillations is interesting in itself when compared
with the semiclassical solution for the field amplitudes in
traveling-wave SHG, which does not exhibit any periodicity
@10#, although writing equations for the field intensities leads
to a periodic solution in terms of Jacobi elliptic functions @6#.
The essential difference is that the semiclassical solutions for
the field amplitudes in pure SHG stay real when we have
phase matching, unlike the solutions with added x (3) compo-
nent, which causes the phase of the amplitude variables to
rotate. The real-valued solution for a(z) in pure SHG can go
to zero, after which b(z) cannot change, as the equation for
b then becomes db/dz50. This can be further understood
because in the pure-SHG case, b becomes negative and real,
while a remains positive and real. This means that da/dz
<0 and db/dz<0, but with the phase rotation due to the x3
interaction, da/dz can periodically become positive, hence
the revivals in the fundamental. Quantum mechanically,
there are always fluctuations present in the amplitudes in
either case, which also prevents a(z) from reaching zero.
However, as has been shown previously @6,11,12#, neither
the analytical nor the numerical solutions of the classical
equations allow us to reliably calculate any of the quantum
statistics of the two fields after a certain interaction length.
To do this we turn to one of the phase-space representations
of quantum optics.
IV. QUANTUM PROPERTIES
Although the inclusion of what we would expect to be the
maximum value of the cross-phase term makes no visible
difference to the mean fields for small values of the Kerr
nonlinearity @5#, it is still of interest to investigate what effect
it may have on the quantum statistics of the two fields. We
can also investigate whether the quantum solutions for the
mean-fields diverge from the semiclassical solutions as the
Kerr nonlinearity is increased.
Using the usual methods @13#, this system can be mapped
exactly onto stochastic partial differential positive-P equa-
tions ~note that we are using Itoˆ calculus!, via the master and
Fokker-Planck equations. We find that, unlike the case with
no cross-phase modulation, the positive-P Fokker-Planck
equation for the system no longer has a diagonal diffusion
matrix, which means that no simple and obvious factoriza-
tion resulting in the stochastic differential equations suggests
itself. However, the factorization we have chosen ~which is
by no means unique!, leads to the following system of sto-
chastic equations:
da
dz 5ka
†b22ixa2a†22ijab†b1A22i
x
jah1~z !
1Akb22ia2~x2j2/x!h3~z !,
da†
dz 5kab
†12ixa†2a12ija†b†b1A2i
x
ja†h2~z !
1Akb†12ia†2~x2j2/x!h4~z !,2-4
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dz 52
k
2 a
222ixb2b†22ija†ab1A22ixb2h1~z !,
db†
dz 52
k
2 a
†212ixb†2b12ija†ab†1A2ixb†2h2~z !,
~30!
where the noise terms h j(z) are real and Gaussian such that
h j~z !hk~z8!¯ 5d jkd~z2z8!. ~31!
Due to the independence of these noise terms, the variables
a and a† @also ~b, b†)# are not complex conjugate except in
the mean of a large number of stochastic trajectories.
From numerical integration of these equations we find
that the intensities of the two fields are not noticeably
changed from the semiclassical solutions, whether j50 or is
equal to x . This can be seen in Fig. 3, where we show the
quantum solutions for the field intensities with x5j51027,
with the solutions for pure SHG given for purposes of com-
parison. The fact that inclusion of the quantum features does
not invalidate the semiclassical predictions can be explained
by the fact that it is the phase rotation that has the dominant
effect on the dynamics and this is well described by the
semiclassical equations. This type of effect is also apparent
in the superchemistry of Bose-Einstein condensates, where
as long as the coupling lasers are not too strong, the process
of molecular photoassociation is well described by the semi-
classical equations @9,14#. The solutions with Kerr nonlinear-
ity present do not noticeably change here whether we include
the cross-phase modulation or not. When we examine the
variance of the Xa(5aˆ 1aˆ †) quadrature for the same param-
eters, as shown in Fig. 4, we see that there is slightly less
squeezing available when the cross-phase term is introduced,
FIG. 3. The intensities of the fundamental and harmonic as
functions of the normalized interaction distance, r , for ua(0)u2
5106, k50.01, and x5j51027, calculated using the positive-P
representation. The dash-dotted lines are for x (3)50, the case of
pure second-harmonic generation.05380although whether this difference would be significant in
practice is difficult to judge. Both results with Kerr nonlin-
earity experience excess noise well before the variance for
pure SHG begins to increase. The peak value of the variance,
where the fields exhibit almost thermal statistics due to the
semispontaneous nature of the downconversion process, is
about 10% greater with the full value of j included. This
peak value is so large that it cannot be shown in Fig. 4 while
still leaving the amount of noise reduction visible.
When we increase the Kerr nonlinearity to 1026, the
quantum solutions, shown in Fig. 5 are still indistinguishable
from the semiclassical solutions, but, as can be seen, the
FIG. 4. The Xa quadrature variances, calculated using 105 sto-
chastic trajectories, for ua(0)u25106 and k50.01. The solid line is
for x5j51027, the dash-dotted line is for x51027 and j50,
while the variance for pure SHG is shown by the dashed line.
FIG. 5. The intensities of the fundamental and harmonic as
functions of the normalized interaction distance, r , for ua(0)u2
5106, k50.01, and x51026, calculated using the positive-P rep-
resentation. The solid line is for j51026, while the dash-dotted line
is for j50.2-5
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difference to the mean intensities. For this value of nonlin-
earity there is significantly less quadrature squeezing present
with cross-phase modulation, as shown in Fig. 6. The maxi-
mum value of the squeezing is now found at r’6, well
beyond the experimentally achievable parameter regimes. All
the results of stochastic integration shown have sampling
errors of typically less than 1%.
The fact that the addition of self-phase modulation de-
creases the degree of squeezing available can be explained
by the fact that x2 and x3 processes introduce different types
of dynamical phase matching and hence interfere with each
other. As quadrature squeezing is phase sensitive, it naturally
decreases. The further degree to which the cross-phase
modulation decreases the squeezing can be understood as a
shearing, rotation, and deformation of the contours of the
Wigner function, a property of x3 processes @15#. When we
look at Eq. ~3!, we can see that when j5x , both fields have
FIG. 6. The Xa quadrature variances, calculated using 105 sto-
chastic trajectories, for ua(0)u25106, k50.01, and x51026. The
solid line is for j51026 and the dash-dotted line is for j50.05380the maximum value of phase-modulation nonlinearity, i.e.,
2ix(uau21ubu2), so that these contours will deform at their
maximum rate. This naturally leads to an increase in the
quadrature variances.
V. CONCLUSION
We have analyzed traveling-wave second-harmonic gen-
eration in the case where the nonlinear crystal has added x (3)
nonlinearities, finding a semiclassical analytical solution for
the generalized case where both self-phase and cross-phase
modulation are present. We find marked differences between
the dynamical behavior of the fields with and without the
x (3) components. As the nonlinearity is increased, both the
period and amplitude of the oscillations between the funda-
mental and harmonic are changed. This feature is also of
relevance to proposals for coherent molecular photoassocia-
tion of Bose-Einstein condensates ~BECs!, where the self-
interaction and cross-interaction terms are typically much
larger than in optical systems. Although BECs are not single-
mode systems, the effects we find here should be present at
least in a qualitative sense. As far as the quantum statistics of
the fields are concerned, we find that less squeezing is
achievable in the x (3) case, with the addition of cross-phase
modulation worsening the squeezing as the modulation
strength increases.
As all materials have some x (3) component, and the ratios
of x (3)/x (2) that we have used are typical of nonlinear media,
from optical crystals to BEC, it is of interest to know what
the signatures of this component are. We have found several
signatures that should be accessible to experimental observa-
tion and have shown that if it is either a maximum of noise
supression or large amplitude oscillations that is sought, ma-
terials should have as small a x (3) component as possible.
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