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VIBRATIONAL AND THERMODYNAMICAL PROPERTIES
OF METAL NANOWIRES
SUMMARY
The properties of materials with high surface to volume ratio, such as nanorods,
nanotubes and nanowires, have been the focus of a broad range of both experimental
and theoretical works as these low dimensional materials exhibit quite distinctive
characteristics compared to the corresponding bulk or surface systems. For example,
electronic properties of carbon nanotubes are strongly modulated by varying size of
diameter and the helicity of the tubes. Thermal conductivity is expected to decrease
for nanowires with diameters less than the bulk mean free path of heat carriers.
Due to enhanced surface effects, the difference in the mechanical properties between
nano-scale and large-scale components is established to be quite large. Thus, in
any attempt to effectively use nano-structured materials in emerging technologies, a
thorough understanding of their properties is essential.
Except for a few studies, most theoretical works, ranging from molecular dynamic
simulations to first principle electronic structure calculations, are devoted to
determination of elastic, electronic, and structural properties of metal nanowires.
On the other hand, the vibrational characteristics of nanowires, specifically in
the radial direction, are expected to be altered compared to the bulk system
for symmetry reasons. In addition to the issue of unavoidable size effect, the
vibrational characteristics are likely to differ from those of bulk system and
of a strain−free nanowire when the nanowire is under a strain. Clearly, any
modifications in the vibrational density of states−the main ingredient for calculations
of temperature-dependent thermodynamic functions− are to be reflected in the
vibrational thermodynamic functions of the materials.
In this thesis, through reliable and accurate calculations, we have investigated
vibrational and thermodynamical properties of rectangular and hexagonal Cu
nanowires with < 100 > and < 111 > axial orientations, respectively and considered
the effects of varying cross-sectional area and of axial strain. The interactions between
the atoms in model systems are defined using the embedded atom method (EAM) and
the vibrational density of states are calculated through a real space approach based
on the real space Green function method. We confined ourselves to the harmonic
approximation of lattice dynamics when the vibrational thermodynamic functions are
to be evaluated.
The VDOS of a strain-free nanowire showed quite distinctive characteristics compared
to that of a bulk atom, the most striking feature of which was the existence
of high-frequency modes above the top of the bulk phonon spectrum. Through
decomposition of VDOS into local atoms, we also exhibited that while the anomalous
increase in the low-frequency density of states was mainly due to the corner atoms,
the enhancement in high-frequency modes was primarily moderated by core atoms.
xxi
Additionally, we found that the high-frequency band above the top of the bulk phonon
spectrum shifted to higher frequencies, whereas the characteristics at low frequencies
remained almost the same upon stretching the nanowire along the axial direction.
We show that vibrational thermodynamic functions are sensitive to the size of wire
regardless of the axial orientation. We also find that the dependence of specific heat
of nanowires on temperature deviates from that of a bulk material. Furthermore,
the low temperature heat capacity reveals almost a quasi-one dimensional power-law
characteristic (with a power less than two but more than one) when the wire has
the smallest cross-sectional area. Moreover, mean-square displacements of atoms are
found to be reflective of the respective local atomic environment.
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METAL NANOTELLERI˙N TI˙TRES¸I˙MSEL VE TERMODI˙NAMI˙K
ÖZELLI˙KLERI˙
ÖZET
Nanobilim ve nanoteknoloji birbirinden beslenen iki alan olup nanobilim deney ve
teoriyi içerirken, nanoteknoloji uygulamayı ve ticari boyutu içerir. Nano kelimesini
etimolojik olarak incelersek latince "nanus" tan geldig˘i, daha da geri gidersek yunanca
cüce anlamına gelen "nan(n)os"an türedig˘ini söyleyebiliriz. Nanometre metrenin
milyarda biri olup, hidrojen atomunun çapının 10 katına es¸it bir uzunlug˘u ifade eder.
Yaklas¸ık olarak 1-100 nm uzunlug˘u arasındaki ölçek nanobilim ve nanoteknolojinin
sınırlarını belirler. Richard Feynman 1959 yılında Caltech’de yaptıg˘ı "There is
Plenty of Room at the Bottom" bas¸lıklı konus¸ması ile dünyanın dikkati küçük
boyutlu sistemlere çekilmis¸ oldu. Bu konus¸masında küçük ölçeklere inildikçe fiziksel
olayların deg˘is¸ik karakteristikler gösterebileceg˘ini söyledi; örneg˘in yerçekiminin
önemsizles¸mesi buna kars¸ılık yüzey geriliminin ve Van der Waals etkiles¸imlerinin
önemli hale gelmesi gibi. Boyutların giderek küçüldüg˘ü nanoyapılarda kuantum etkiler
ön plana çıkar ve hacim malzemeye nazaran elektrik, optik ve magnetik davranıs¸larda
farklılıklar gözlenmeye bas¸lanır. Günümüzde nanoyapılara örnek olarak ince filmleri,
karbon nanotüpleri ve kuantum noktaları sayabiliriz. Nanoyapıların incelenmesinde
kullanılan bas¸lıca yöntemleri de s¸öyle sıralayabiliriz; elektron mikroskopu, atomik
kuvvet mikroskopu, tarama tünelleme mikroskopu, x-ıs¸ını spektroskopisi, Raman
spektroskopisi, moleküler elektronik ve bilgisayarlı modelleme.
Herhangi bir sistemin simetri özellikleri deg˘is¸tig˘inde, daha düs¸ük simetrili bir yapıya
indirgemek gibi, sistemin elektronik ve iyonik yapısının sistemin toplam enerjisini
en aza indirgeyecek s¸ekilde yeniden yapılanması beklenir. Nanoteller simetrisi
indirgenmis¸ sistemlere en güzel örneklerden biridir. Sonsuz uzunlukta bir teli
düs¸ündüg˘ümüzde, eksen boyunca simetri varken, radyal dog˘rultu boyunca simetri
kaybolur. Radyal dog˘rultuda simetrinin bozulması dıs¸ duvarlarda bulunan atomların
koordinasyon sayılarının düs¸mesine neden olur. Ve bu nedenle bu bölgelerdeki
yük yog˘unluklarında içte (bulk) bulunan bir noktadaki yük yog˘unluklarına nazaran,
yerel deg˘is¸imler olus¸ması beklenir. Bu da nanotelin yüzey ve yüzeye yakın
bölgelerinde bulunan atomların iç bölgelerde bulunan atomlara nazaran daha farklı
kuvvet alanları hissetmelerine neden olur. Kuvvet alanlarındaki bu yerel deg˘is¸imin
sistemin özelliklerine olan en önemli yansımalarından bir tanesi yerel bölgelerde
kendine has titres¸im modlarının (fonon) ortaya çıkmasıdır. Malzeme nanotel yapısına
indirgendig˘inde, yapının titres¸imsel durum yog˘unluklarında boyutu sonsuza uzanan
yüzey sistemlere nazaran ve hem de hacim (bulk) sistemlerine nazaran çok farklı
karakteristikler ortaya çıkacag˘ı as¸ikardır.
Bu tez çalıs¸masında bakır nanotellerin titres¸imsel durum yog˘unluklarına yönelik
hesaplamalar yapılarak, bu teller üzerinde tanımlanacak yerel bölgelere kars¸ılık gelen
titres¸imsel durum yog˘unluklarının içteki bir atom için elde edilen fonon durum
yog˘unluklarına nazaran nasıl bir deg˘is¸im göstereceg˘i aras¸tırılmıs¸tır. Ayrıca sonlu boyut
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etkisinin durum yog˘unluklarına olan olası yansımasına da bakılmıs¸tır. Daha sonra
sistemin termodinamik fonksiyonlarına fononlardan gelen katkılar hesaplanmıs¸tır.
Aynı zamanda hesaplamalar farklı yarıçaptaki nanoteller için yapılarak, fonon durum
yog˘unluklarına boyut etkisinin nasıl olacag˘ı da incelenmis¸tir.
I˙ncelenecek sistemler için hazırladıg˘ımız benzetim hücrelerinde atomlar arası etk-
iles¸meleri tanımlamak için Gömülü Atom Yöntemi (GAY) ile türetilen potansiyelleri
kullandık. Yüzey merkezli kübik metalleri (Cu, Ag, Au, Ni, Pd, Pt) ve bunların
alas¸ımları için gelis¸tirilen GAY potansiyelleri, bu malzemelerin birçok hacim (bulk)
özelliklerini bas¸arıyla yeniden ürettig˘i gibi düs¸ük koordinasyonlu yüzeylerin ve nano
yapılı malzemelerin enerji deg˘erlerinin hesaplanmasında ve yapısal özelliklerinin
belirlenmesinde de bas¸arılı olmus¸tur. Gömülü atom yöntemi, taban durumunda
(T=0K) bulunan bir sistemin toplam enerjisini olus¸turmaya yönelik iki temel unsur
üzerine dayanır: (i) Etkiles¸en elektron gazının taban durumu, toplam elektron yük
yog˘unlug˘unun benzersiz bir fonksiyonudur. (ii) Bir ortam içerisinde bulunan bir
katıks¸ının enerjisi bu katıks¸ı olmadıg˘ı durumdaki ortamın elektron yog˘unlug˘unun
bir fonksiyonelidir. Sistemlerimizin fonon durum yog˘unluklarını (FDY) elde etmek
için ise gerçek uzay Green fonksiyonu yöntemini kullandık. Gerçek uzay Green
fonksiyonu yöntemi yerel bir yaklas¸ım olup, belli bir yerel bölgeye sistemin
kalanından gelen katkılar hesaplanır. k-uzayı yerine gerçek uzayda çalıs¸an bu
yöntem için tek kos¸ul etkiles¸imlerin sonlu olmasıdır ve bu sayede etkiles¸im matrisi
blok-tridiagonal biçimde yazılabilir. Böylece, sistemde etkiles¸meleri tanımlayan
matris resolvent matris teknig˘i ile çözülebilir hale gelir.
I˙ncelenecek nanotelleri temsil edecek model sistemlerde atomların konumları atomlar
hacim içerisindeymis¸ (bulktaymıs¸) gibi üretildikten sonra, sistemlerin en düs¸ük
enerji düzenekleri yarı-deneysel, çok-cisimli olan GAY ile üretilen potansiyellere
dayandırılan es¸lenik gradyan yöntemi kullanılarak elde edildi. Daha sonra bu en düs¸ük
enerji düzeneklerindeki atomik koordinatlar kullanılarak etkiles¸im potansiyelinin
atomik konumlara göre ikinci türevleri alındı. Bu sayede bu belli düzeneklerde
bulunan atomlar arasındaki kuvvet sabitleri hesaplanarak sistemlere kars¸ılık gelen
dinamik matrisler olus¸turuldu. Sistemdeki etkiles¸imi tanımlayan bu dinamik matris
kullanılarak, gerçek uzay Green fonksiyonları yöntemiyle sistemin fonon durum
yog˘unlukları hesap edildi. En son olarak, yeterince yüksek sıcaklıklarda anharmonik
etkiler ihmal edilemez gerçeg˘ini aklımızda tutarak, nanotellerin serbest enerjisi,
entropisi gibi termodinamik fonksiyonları örgü dinamig˘inin harmonik yaklas¸ıklıg˘ı
içinde hesap edildi.
Toplam fonon durum yog˘unluklarında en belirgin özellik nanotellere ait spektrumun
düs¸ük ve yüksek frekans bölgesinde hacim malzemeye nazaran gözlenen modlardaki
artıs¸tır. Ortaya çıkan bu karakteristig˘i yerel fonon durumlarına bakarak anlayabiliriz.
Yaptıg˘ımız hesaplarda orta atom ve diagonal atomun yüksek frekans modlarına katkı
yaptıg˘ını, kös¸e atom ve yanal atomun ise düs¸ük frekans modlarına katkı yaptıg˘ını
gözlemledik. Yani yüksek koordinasyon sayılı içerdeki atomlar yüksek frekans
modlarındaki artıs¸tan, düs¸ük koordinasyon sayılı yüzeydeki atomlar ise düs¸ük frekans
modlarındaki artıs¸tan sorumludur. Çes¸itli gerici zorlamalar altında nanotellerin toplam
ve yerel fonon durum yog˘unluklarındaki deg˘is¸imlerini de inceledik. Toplam durum
yog˘unluklarına baktıg˘ımızda düs¸ük frekans profilinin hemen hemen deg˘is¸meden
kaldıg˘ını, hacim spektrumunu as¸an yüksek frekans profilinin ise daha yüksek
frekanslara dog˘ru kaydıg˘ını gözlemledik. Yaptıg˘ımız yerel hesaplamalarda da orta
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atomun yüksek frekans profilinde belirleyici rol üstlendig˘ini belirledik. Fonon
durum yog˘unluklarında oldug˘u gibi termodinamik fonksiyonlara fononlardan gelen
katkılarda da sonlu boyut etkisini gözlemledik. Ortalama yerdeg˘is¸tirmenin karelerini
hesapladıg˘ımızda kös¸e atomunun orta atoma nazaran daha yüksek deg˘erler aldıg˘ını
elde ettik. Bununla beraber büyük kesit alanlı nanotellerin orta atomuna ait ortalama
yerdeg˘is¸tirmenin kareleri neredeyse hacim malzeme için olan sonuçlarla aynı deg˘erleri
aldıg˘ını bulduk. Termodinamik fonksiyonlari inceledig˘imizde ise küçük kesit alanlı
nanotellerin serbest enerjileri hacim malzemeye nazaran daha düs¸ük deg˘erler alırken,
entropilerin daha yüksek deg˘erler aldıg˘ını gözlemledik. Isı kapasitesi ise hacim
malzemeye nazaran daha yüksek deg˘erler almakla beraber, yüksek sıcaklıklarda hacim
için bulunan sonuçlara yakınsadıg˘ını elde ettik. Hacim malzeme icin elde edilen
fonksiyonlardan farklarını alarak hesapladıgımız fazlalık termodinamik fonksiyonlar
da boyuta bag˘lı özellikler gözledik. Nanotellere ait fazlalık serbest enerjinin
düs¸ük sıcaklıklarda hemen hemen sabit kaldıg˘ını, sıcaklık arttıkça dog˘rusal olarak
azaldıg˘ını elde ettik. Fazlalık entropinin sıcaklıg˘a bag˘ımlılıg˘ının da yüksek sıcaklıklara
gidildikçe yok oldug˘unu gözlemledik. Fazlalık ısı kapasitesi deg˘erlerinde gözlenen
en belirgin özellig˘inde de 50K civarındaki maksimumlar oldug˘unu elde ettik. Bu
maksimumlara en büyük katkının düs¸ük koordinasyon sayılı atomlardan geldig˘ini
bulduk. Nanotellere ait dispersiyon eg˘rilerini hesapladıg˘ımızda da 4 adet akustik dal
veren karakteristig˘i elde ettik.
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1. INTRODUCTION
Nano-structured materials that are characterized by a physical dimension of 1-100 nm
and a significant amount of surfaces and interfaces is the intermediary between atom
and solid [1]. Surface and quantum size effects become important when at least one
dimension of a substance is reduced to the order of hundreds of atoms – the length
scale of nanometers. The local atomic environment of atoms at the surface of a solid are
different from those inside a bulk due to the broken symmetry in the normal direction to
the surface resulting in a lower coordination and unsaturated bonds for surface atoms.
Thus, nano-structures with high surface to volume ratios are expected to show quite
distinctive stability characteristics that might even lead to reconstruction of atomic
arrangements on nano-facets of the material. In addition, due to the confinement of the
movement of electrons at nano-scale, electronic structure of the material may be altered
compared to their bulk and surface counterparts [2]. Thus, materials at nano-scale
are likely to exhibit quite distinctive optical, electrical, thermodynamic and magnetic
characteristics compared to the their respective bulk and surface systems [3–7].
Metal or semiconductor nanowires has distinguished features and potential applica-
tions in nano mechanical systems, biosensors, nanoscale electronics and optoelectronic
devices [8–12]. For example, copper is one of the most important metals in present
technologies because of its high heat and electricity conductivity and it’s possible use
for interconnections in electronic circuit. Several methods including electrochemical
reactions [13, 14], reverse micellar systems [15–17], vapour depositions [18] and
DNA-templated construction [19] are applicable in order to produce copper nanowires,
nanorods or nanocables. Structural and mechanical properties of metal nanowires were
extensively investigated both experimentally and theoretically [20–29]. For example,
{111} oriented gold nanowires are found to form stable cylindrical multi-walled
structures like carbon nanotubes [20]. Vibrationally, on the other hand, calculated
phonon spectrum for gold nanowires showed that maximal frequencies are higher
than that of the bulk lattice [20]. Zhang et al. [23] have shown that Ni nanowires
become amorphous-like if the wires were exposed to a strong compression. Transient
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absorption experiments on silver nanocubes and nanowires show that laser induced
heating excites breathing modes predominantly as a vibrational response [27].
Short-laser pulsed photothermal melting of gold nanorods begins with the creation
of defects inside the nanorods followed by surface reconstruction and diffusion but the
thermal melting of the bulk material starts at the surface [28]. In situ high resolution
transmission electron microscopy (HRTEM) studies suggest that the unexpected
brittle-like fracture was closely related to the observed twin structures for ultrathin
gold nanowires under uni-axial tensile loading [29]. Studies on copper nanowires
revealed that as the diameter of the wire decreases, the failure strength [30] and wire
resistivity [31, 32] increases.
Clearly if one aims to investigate finite size effects on the physical properties of a
system of interest, the excellent examples are the nano-structured materials. One
such effect is the novel characteristics observed in the vibrational behavior of these
materials in comparison with the corresponding bulk and surface systems. The
driving factors for such modifications in vibrational density of states (VDOS) may
be varying characteristics in force fields experienced by individual atoms, and thus
distinct vibrational contribution of every atom or the dimensional confinement effects
on the phonons of the system. Key questions concerning the thermal conductivity,
electron transport, and thermal stability of nanostructured materials are clearly related
to modifications in VDOS induced by the finite size effects that are very often
manifested in novel characteristics of the system like an increase of low frequency
modes, higher vibrational amplitudes of the atoms and thus excess vibrational entropy.
For example, the voltage-dependent conduction of metallic, monoatomic wires is
found to be associated to inelastic scattering of electrons with phonons [33, 34].
Furthermore, both experimental and theoretical studies on metallic nanocrystals have
revealed an enhancement of the phonon density of states (DOS) at low and high
frequencies [35–39]. For nanocrystalline materials− the inherent hosts of grain
boundaries, the enhancement in the low and high frequency modes is attributed to the
grain boundaries where the force fields experienced by the local atoms are expected to
be quite different compared to those in regular or denser domains of the crystal [38].
Even more interestingly, molecular dynamic simulations on the helical, ultrathin gold
nanowires that are under stretching reveal that while the low frequency modes in
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phonon density of states shift to lower frequencies upon stretching, the high frequency
modes display almost no significant change [40, 41]. Thus, studies of vibrational
dynamics are essential to have a complete understanding of varying characteristics
and thermodynamic stability of nanocrystals.
Evidently, any modifications in the vibrational density of states, the main ingredient for
calculations of temperature-dependent thermodynamic functions, are to be reflected
in the vibrational thermodynamic functions of the materials. For instance, excess
specific heat of model nanocrystalline materials showed a grain-size dependent peak
at about 50K and this was attributed to the softening of low frequency phonon modes
[42]. Even more interestingly, it was recently suggested that the fracture-induced
formation of CeH2.84 nanoplates is due to the excess vibrational entropy introduced
by instantaneous phonon confinement as the crack propagates [43]. Thus, a complete
and accurate knowledge of vibrational thermodynamic functions is one of the key
factors to understand the thermal properties of materials such as the relative stability
of solid structures, the aptness to form defects and disorder, and the ability to undergo
morphological changes or phase transitions.
The goal in this thesis is to investigate the vibrational and thermodynamical properties
of <100> and <111> axially oriented copper nanowires and considered the effect of
stretching and the varying cross-sectional area. The corresponding dispersion curves
for copper nanowires are also presented. The rest of the thesis is organized as follows.
Chapter 2 contains an outline of crystallographic structures, while a brief summary
on phonons is given in Chapter 3. Structural properties and the geometries of the
nanowires studied here are summarized in Chapter 4. The theoretical methods for
the interaction potentials, for obtaining the local vibrational density of states and
thermodynamical functions and for calculation of dispersion curves are presented in
Chapter 5. The results and discussions are summarized in Chapter 6. In Chapter 7, I
present the conclusion.
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2. CRYSTAL STRUCTURES
A solid can be classified as crystalline or non-crystalline and the underlying difference
between them is defined by the atomic arrangements in a solid. The crystalline solid
or crystal have periodic arrangements of atoms in space with identical units. This
periodicity extends beyond the x, y and z direction so appearance of crystal is the same
when an observer is located any of the atomic position. In a crystal any lattice point
can be written as [44, 45]
R = n1a+n2b+n3c (2.1)
where a, b and c are the basis vectors as shown on Figure 2.1 and (n1, n2, n3) form a set
of integer whose values depends on the lattice point. The volume of the parallelogram
whose sides are the basis vectors a, b and c is called a unit cell of the lattice and the
combination of unit cells in space form the all lattice. Also lattice that has this regular
periodic arrangements of points in space is called as Bravais lattice.
Figure 2.1: A three-dimensional lattice with basis vector a, b and c.
2.1 Crystal Systems
There are only 14 different Bravais lattices and 7 crystal systems. Classification of
these lattices are made according to the their unit cell lengths and interaxial angles.
As seen in Figure 2.2, a, b, and c are the unit cell lengths; α , β and γ are the angles
between the b and c, a and c, a and b respectively. All 7 crystal systems is listed in
Table 2.1.
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Figure 2.2: The lengths and angles defining a unit cell.
Table 2.1: Classification of crystal systems.
Crystal System Unit cell lengths and Lattice unit cell
interaxial angles
Cubic a= b= c, α = β = γ = 90◦ Simple cubic
Body-centered cubic
Face-centered cubic
Tetragonal a= b 6= c, α = β = γ = 90◦ Simple tetragonal
Body-centered tetragonal
Simple orthorhombic
Body-centered orthorhombic
Orthorhombic a 6= b 6= c, α = β = γ = 90◦ Base-centered orthorhombic
Face-centered orthorhombic
Trigonal a= b= c, α = β = γ 6= 90◦ Simple trigonal
Hexagonal a= b 6= c, α = β = 90◦, γ = 120◦ Simple hexagonal
Monoclinic a 6= b 6= c, α = γ = 90◦ 6= β Simple monoclinic
Base-centered monoclinic
Triclinic a 6= b 6= c, α 6= β 6= γ 6= 90◦ Simple triclinic
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Many of the elemental metals crystallize into three crystal structures; body-centered
cubic (bcc) (Figure 2.3(b)) (Fe, Li, Na, K, Rb and Cs), face-centered cubic (fcc) (Figure
2.3(c)) (Cu, Ag, Au, Ni, Pd, Pt and Al) and hexagonal closed pack (hcp) (Figure 2.3(d))
(Be, Mg, Ca, Zn and Hg). In this thesis we study Cu which has an fcc crystal structure.
The unit cell of an fcc crystal contains four atoms: one at the corner and three at the
face centers.
(a) (b) (c)
(d)
Figure 2.3: Crystal structures: (a) simple cubic, (b) body-centered cubic, (c) face
centered cubic, (d) hexagonal closed-packed.
2.2 Crystal Directions and Planes
Because of the anisotropic characteristics of properties of a solid, specification of the
crystal directions and planes are crucial. For example, electrical conductivity, thermal
conductivity and elastic modulus can vary with direction or deformation under loading
can take place on certain crystalline planes and in certain crystallographic directions.
A direction is shown by an integral triplet [n1n2n3] which forms a vector as illustrated
in Equation 2.1 with certain direction. If the numbers n1, n2, n3 have a common
factor, this factor is removed by multiplying by an appropriate number. For example, a
direction with components (13 ,1,0) along the unit cell axes is called [130]. A negative
direction is specified with a bar above the index. For example, a direction with
components (0,−1,1) is written as [01¯1]. Some common directions in cubic unit cell
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are shown in Figure 2.4. Some nonparallel directions can be equivalent because of the
symmetry, and thus are represented by an equivalent family in a short notation:
[100], [010], [001], [1¯00], [01¯0], [001¯] =< 100 >
Figure 2.4: Some common directions in a cubic unit cell.
A crystal can be considered having equidistant parallel planes. This planes is specified
by their Miller indices which are defined as follows: First, the intercepts of the planes
on the axes along the basis vector are determined in terms of lattice constant and then
the following fractional triplet is formed using x, y and z for the intercepts(x
a
,
y
b
,
z
c
)
,
and finally this triplet is inverted (
a
x
,
b
y
,
c
z
)
.
All this triplet need to be multiplied by a common factor to obtain the smallest integers
representing the plane within the unit cell. This final triplet is the Miller indices of the
plane and is indicated by (hkl).
For example, if the intercepts are x= a2 , y= 3b and z= 1c, inverted triplet is
(
2, 13 ,1
)
.
After multiplying this triplet by common factor, 3, we obtain the Miller indices (613).
Some lattice planes in a cubic unit cell are shown in Figure 2.5. Several nonparallel
planes are crystallographically equivalent because of the symmetry and they form a
family of lattice planes. The indices {hkl} represent equivalent planes. For example
(100), (010), (001), (1¯00),(01¯0) and (001¯) are belong to {100} family.
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(a) (b)
(c)
Figure 2.5: Some lattice planes in a cubic unit cell: (a) (100), (b) (110), (c) (111).
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3. PHONONS
Atoms in a solid are not fixed but they oscillate abot their lattice point with an
energy which is governed by the temperature of the solid. In quantum theory, even at
zero temperature, atoms have non-vanishing momentum according to the uncertainity
principle 4x4p & h. Oscillation model or lattice dynamics of solid can be quite
promising in explaining many more phenomena as compared to static lattice model
in which atoms are considered to be stationary at their equilibrium point. For
example specific heat of crystal, thermal expansion, thermal conductivity, ferroelectric
phase transitions, piezoelectricity, melting, transmission of sound, certain optical and
electrical properties [46,47] are some properties that cannot be understood by the static
model of lattice.
Collective vibration of atoms at certain frequency generate specific types of motions
(also called normal modes) or wave form. There are two type of vibration: Acoustical
vibration that atoms in the unit cell vibrate along the same direction and optical
vibration that atoms in the unit cell vibrate in opposing direction. Also phonons are
bosonic quasi-particle so they also obey the rules of statistical physics. Solid with N
Figure 3.1: One dimensional lattice with two atoms in a unit cell. First picture show
the position of atoms in equilibrium. Second and third picture show
acoustical and optical vibration, respectively.
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atoms or ions can be considered as an ensemble of 3N harmonic oscillator with energy
in three-dimension. Hence, solution includes a superposition of 3N normal modes
of vibration with their own characteristic frequency ω [44]. Quantum mechanically
allowed energies of an oscillator is given by
Ens =
(
ns+
1
2
)
h¯ω (3.1)
where ns= 0,1,2,3, ... integral numbers whose name is occupation number of phonons
in state s. Each of an oscillator is accompanied by a traveling wave of the form
Aexp[i(~k.~r − ω(~k)t)], where ~k is the wave vector which defines the direction of
propagation and A is the amplitude of the vibration. Normal mode frequencies, ω ,
and displacement patterns are determined by the following secular equation
∑
j,β
(
Cβ jαi −miω2δi jδαβ
)
uβj = 0 (3.2)
where uβj is the displacement of atom j for cartesian component β , mi is the mass of
atom i andCβ jαi is the matrix of inter-atomic force constant, that’s the second derivatives
of the energy with respect to atomic positions.
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4. GEOMETRIES OF MODEL SYSTEMS
Nanowires made of metal, semiconductor, carbon, oxides can be defined as one or two
dimensional nanomaterials with the diameter range from a few nanometers to roughly
100 nm and length a few to over 100 µm. Nanowires can be produced with two
techniques referred to as top-down and bottom-up [48]. Top-down process use bulk
materials to produce nanowire for cutting the desired structures from bulk. Bottom-up
method includes self-assembling of atoms to form nanowires like mimicing nature’s
way.
Computationally, nanowires are constructed cutting of the wire from a slab with
the associated surface orientation. For example in Figure 4.1, nanowire of square
cross-sectional with <100> axial orientation is formed by cutting (100) slab through
the (100) walls of a square. Hexagonal and triangular shaped nanowires are formed by
extracting the wires from (111) slab as seen in Figure 4.2. If (111) sheet is, on the other
hand, folded to form a cylindrical shell as shown in Figure 4.3, then the coaxial circular
nanowires can be formed. All extracted or formed nanowires are seen in Figure 4.4.
(All figures in this section are taken from Mine Konuk Onat’s master thesis [49])
Figure 4.1: Producing square cross-sectional nanowires by top-down method.
13
Figure 4.2: Top view of fcc(111) surface. Two type of nanowires that are hexagonal
and triangular can be obtained by cutting specified edges through the bulk.
Figure 4.3: When the two end of (111) orientational sheet is folded, a multi-layered
tube can be produced in a nanowire form.
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(a) (b)
(c) (d)
Figure 4.4: Some geometries of nanowires wit a (a) Square, (b) hexagonal, (c)
triangular and (d) circular cross-section. Different color of atoms
correspond to different layer.
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Table 4.1: Number of atoms on successive layers of nanowires for which we present
the results throughout the thesis.
Number of atoms on layers
Nanowire type Layer Number of atoms
S(3×3) A 5
B 4
S(5×5) A 13
B 12
S(15×15) A 113
B 112
H(3×3)
A 7
B 3
C 3
H(5×5)
A 19
B 12
C 12
H(11×11)
A 91
B 75
C 75
4.1 Model Systems
We are interested in the <100> and <111> axially oriented Cu nanowires. Cu has
a face-centered cubic structure with a lattice constant of 3.615
◦
A. As indicated in
Figure 4.5, the<100> axially oriented nanowires have a square shape and AB stacking
type whereas the <111> axially oriented nanowires have ahexagonal shape and ABC
stacking type. If the lattice constant is a, then the distance between the successive layer
is a/2 and a/
√
3 for <100> and <111> axially oriented nanowires, respectively. We
have named the wires according to the number of atoms along the diagonals on layer
A. For example, in Figure 4.5 S(5x5) and H(5x5) type nanowires are shown and S and
H stands for square and hexagonal cross-sectional area, respectively . Also in Figure
4.5 we specify the name of atoms at different positions. CA, DA, SA and CRA are for
center atom, diagonal atom, side atom, and corner atom respectively on cross-sectional
plane of the wire.
Table 4.1 shows the number of atoms on successive layer belong to nanowires for
which we present the results throughout the thesis.
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(a)
(b)
Figure 4.5: (a) Cross-sectional (on the left) and perspective view (on the right) of
the <100> axially oriented nanowire. The darker and lighter yellow
spheres show the atoms in A and B type stacking of Cu(100) crystal. (b)
Cross-sectional (on the left) and perspective view (on the right) of the
<111> axially oriented nanowire. The darker yellow, lighter yellow and
white spheres show the atoms in A, B and C type stacking of Cu(111)
crystal. Abbreviations for center atom, diagonal atom, side atom and
corner atom are CA, DA, SA and CRA respectively.
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5. THEORETICAL METHODS
5.1 Embedded Atom Method (EAM)
Ab initio calculation method (e.g. density functional method) is the most ideal
technique to calculate or specify the structural properties and energy values (e.g. total
energy, energy of diffusion barrier) of a system in ground state (T=0 K). The method
calculates the forces between the atoms without any parametrization considering all of
the electronic structure and thus provides the most reliable results. On the other hand
ab initio calculations require high-performance computer systems and tremendous
amounts of computer time, memory, and disk space. In addition to these constraints,
one essential issue regarding the technique is the limitation it brings on the number of
atoms to be included in the computational cell (up to 100 atoms). On the other hand,
model potentials provide a real alternative to study larger and complex systems [50].
Model potentials describing the metallic systems can be two-body or many-body
type. However, two-body potentials are not sufficient to fully describe the metal
because of electron sharing between the ions and thus many-body effects have to
be taken into account to characterize correctly the bonding. Some many-body type
potentials are Finnis Sinclair potentials [51], Sutton-Chen Long-Range potentials [52],
Murrell-Mottram potentials [53], Rafii-Tabar-Sutton Long-Range Alloy potentials [54]
and Embedded-Atom Model potentials [55, 56].
We used the embedded atom method (EAM) to describe the interactions between the
atoms within our model systems. EAM is based on an earlier theory of the quasi-atom
that is defined as a unit consisted of an impurity ion and its electronic screening. In
the model, using the density functional theory the energy of an impurity added to
electronic host system is defined as functional of the host electron density [57]. Then,
the energy of host with an impurity is given by
E =FZ,R(ρh(r)), (5.1)
where ρh(r) is the unperturbed host electron density, Z and R are the type and the
position of the impurity, respectively. Although the quasi-atom is used to calculate
specifically the energy of an impurity or an atom, Daw and Baskes [55,56] generalized
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the method for all atoms in the system by utilizing the following findings to define
the total energy in ground state: (i) the ground state of the interacting electron gas is
a unique function of total electron density [58], (ii) impurity’s energy is a functional
of the electron density of the unperturped host [57]. Daw and Baskes ansatz for the
energy of the system includes all contributions from all atoms and is given by
Etot =∑
i
Fi(ρh,i) (5.2)
where Fi(ρh,i) is the embedding energy term defined as a function of local electron
density, ρh,i is the density of the host at the position R without atom i. Equation 5.2
includes only the attractive term. However, total energy of a solid should involve a
term that represents core-core repulsion between the ions. Thus, with the addition of a
short-range pairwise repulsion between the cores the total energy of the system takes
the following form:
Etot =∑
i
Fi(ρh,i)+
1
2 ∑i, j(i6= j)
φi(Ri j). (5.3)
φi(Ri j) is the short-range pair potential for atom i and Ri j is the distance between atoms
i and j. Here, the host density of ρh,i is calculated by taking superposition of the atomic
densities (ρa ) of all atoms at ionic site i:
ρh,i = ∑
j(6=i)
ρaj (Ri j). (5.4)
Within the framework of EAM, F and φ are calculated by fitting the experimental
data, such as bulk lattice constant, elastic constant, vacancy formation energy, and
sublimation energy and they have so far proven to be reliable for examining the
energetics, structure, and dynamics of low-coordinated surfaces and nano-structured
materials [59–61].
The atoms in our model systems are initially constructed in their bulk terminated
positions and allowed to interact via EAM potentials. Next, the standard conjugate
gradient method [62] is used to fully minimize the total energy of the system. The
force constant matrix corresponding to each wire is constructed using the analytical
expressions for the partial second derivatives of EAM potentials. We have finally
calculated the local vibrational density of states corresponding to any local atom of
interest in the system. Also we apply periodic boundary condition along the axial
direction.
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5.2 Real Space Green’s Function (RSGF) Method
Vibrational properties of a solid is given by solution of the eigenvalue-eigenfunction
equation, HΨ= EΨ, H is the dynamical matrix that gives the interactions between the
atoms and Ψ is the wave function set corresponding to the system. One of the direct
method to solve that equation is the slab method [63, 64] that use the diagonalization
of the H matrix but this method is very costly as the number of atoms increase.
The other method of calculation of vibrational properties is to find Green’s function
corresonding to H matrix [65]. The Green’s function is written as the matrix elements
of the resolvent operator
G(z) = (zI−H)−1 (5.5)
where z = ω2 + iε , ε is the width of the Lorentzian representing the delta function at
ω2 , and I is a unit matrix of the same dimension as that of H. The techniques to find
Green’s function are continued fraction method [66] and real space Green’s function
(RSGF) method [67, 68]. The continued fraction method involves continued fractions
for obtaining the recursions coefficients and as the size of the systems gets large an
artificail truncation scheme is unavoidable which leads to errors in the calculations.
In this thesis we have used real space Green’s function (RSGF) method to calculate
the vibrational density of states (LDOS). This method is particularly suitable for the
low-symmetry system since it does not require periodicity. The only pre-request for
the technique is that Interactions must be of finite range in which case the interaction
matrix can be written in block-tridiogonal form and resolvent matrix technique can be
used to find the eigenvalues of the block-tridiogonal matrix [69]. RSGF method is also
advantegeus with regard to slab method because one can work in real space instead of
k-space.
If the system is divided into local regions, then the interaction matrix can be written in
a block-tridiogonal form in as shown in Equation 5.6.
H =

..
vi−1,i−2 hi−1 vi−1,i
vi,i−1 hi vi,i+1
vi+1,i hi+1 vi+1,i+2
..
 . (5.6)
Here the sub-matrices hi along the diagonals are (ni× ni) square matrices describing
the interactions between the atoms in local region i and and the sub-matrices vi,i+1
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Figure 5.1: Representation of local regions.
along the off-diagonal are matrices of dimension ni×ni+1 that define the interactions
between the atoms in local regions i and i+ 1. Figure 5.1 shows schematic view of
application of RSGF (The number of atoms in chosen locality is given by ni).
5.2.1 A brief summary of the resolvent matrix method
The Green’s function corresponding to the Hamiltonian is the matrix elements of the
resolvent operator as mentioned earlier. The diagonal elements of the Green’s function
matrix constitutes the Green’s function matrix corresponding to any chosen locality
and is given by [68],
Gii(z) = {(zIi−hi)− vi,i+14+i+1 vi+1,i− vi,i−14−i−1 vi−1,i}−1. (5.7)
4−i ve 4+i are defined as backward and forward partial Green’s functions and
described by
4±i = {(zIi−hi)− vi,i±14±i±1 vi±1,i}−1. (5.8)
The relation between the successive diagonal elements of the Green’s function matrix
G is [68]
Gii =4±i +4±i vi,i∓1Gi∓1,i∓1vi±1,i4±i . (5.9)
As can be seen the most important characteristic of this method is reducing the
calculation to matrix inversion and multiplication of matrices whose dimension are
usually much smaller than the total degree of the system under consideration. The
diagonal element of the Green’s function representing the entire system can be
calculated using the forward and backward partial Green’s functions matrix4±i .
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5.2.2 Convergence procedure
The calculation of the diagonal elements of the Green’s function involves a
convergence scheme that is explained below. If the zeroth locality is chosen, then
the corresponding Green’s function is written by
G00(z) = {(zI0−h0)− v0,14+1 v1,0− v0,−14−−1 v−1,0}−1. (5.10)
from Equation 5.7. Here h0 is the force constant matrix for the zeroth locality and
v0,±1 is the interaction matrix between the zeroth and (±1) localities. From recursive
relation in Equation 5.8,
4+(m)1 = {(zI0−h0)− v01[...[...− vm−1,m(zIm−hm)−1vm,m−1]−1...]−1v10}−1 (5.11)
where m goes to infinity. A similar expression can be written for 4−1 using Equation
5.8. As seen in Equation 5.11, the calculation of4±1 involves infinite series of matrix
inversions and multiplications for an infinite system. To circumvent the infinite series,
the following convergence procedure was introduced:
4+1 (z) = limm→∞ ε→04
+(m)
1 (z) (5.12)
where4+(m)1 is4+1 in Equation 5.11 at mth stage. With a chosen tolerance, a series of
4+(m)1 (z) for a given ε at a certainω2 are calculated until {4+(m)1 } approaches its limit.
As seen from Equation 5.12, the calculation of4+(m)1 at present step is independent of
4+(m−1)1 at the previous step. This is indicative of excessive computing time because
4+1 at each step must be calculated separately. Wu et al. [68] developed a general
recursive relation to link the calculation of 4+(m)1 to that of 4+(m−1)1 to eliminate the
redundancy in the computation of {4+(m)1 }. A brief summary of the recursive relation
will be summarized in the following section.
5.2.3 Formalism for recursive relation
Equation 5.11 at stages m= 1 to m= m yields
4+(1)1 = (zI1−h1)−1, (5.13)
4+(2)1 = {(zI1−h1)− v12(zI2−h2)v21}−1,
4+(3)1 = {(zI1−h1)− v12[(zI2−h2)− v23[(zI3−h3)−1v32]−1v21}−1,
...
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Using Equation 5.9 we can obtain the relations between the 4+(m)1 and Green’s
functions as in Equation 5.14.
4+(1)1 = G(1)11 (5.14)
4+(2)1 = G(2)11
4+(3)1 = G(3)11
...
4+(m)1 = G(m)11
where G(m)11 is the first diagonal block matrix of the Green’s function corresponding to
H(m) which is the matrix resulting from truncation of the matrix H at the mth step. The
procedure to obtain a recursive relation for successive matrix elements like 4+(m−1)1
and4+(m)1 is the following; Step 1: m= 1, the matrix H is truncated after first locality
H(1) = h1, (5.15)
then the corresponding Green’s function matrix at step 1 is
G(1) = G11. (5.16)
Using Equations5.13, 5.8 and 5.7, we obtain
4+(1)1 = (zI1−h1)−1, (5.17)
4−1 = {(zI1−h1)− v104−0 v01}−1 = (zI1−h1)−1,
4+1 = {(zI1−h1)− v124−2 v21}−1 = (zI1−h1)−1,
G(1)11 (z) = {(zI1−h1)− v124+2 v21− v104−0 v01}−1 = (zI1−h1)−1,
and therefore
4+(1)1 =4−1 =4+1 = G(1)11 . (5.18)
Step 2: add the consecutive locality, so m=2. The corresponding H and G matrices are
H(2) =
[
h1 v12
v21 h2
]
, G(2) =
[
G(2)11 G
(2)
12
G(2)21 G
(2)
22
]
. (5.19)
To find4+(2)1 , we use Equations 5.14 and 5.9 and we obtain Equation 5.20 as
4+(2)1 = G(2)11 =4−1 +4−1 v12G(2)22 v214−1 . (5.20)
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From Eqs. 5.8) and 5.7),
G(2)22 =4−2 . (5.21)
If we plug Equation 5.21 into Equation 5.20 and if we write 4+1 from Equation 5.18
instead of4−1 , we find
4+(2)1 = G(2)11 =4+1 +4−1 v124−2 v214−1 . (5.22)
For short notation, if we use A1 =4−1 v12 and B1 = v214−1 definitions, Equation 5.22
can be rewritten as
4+(2)1 =4+(1)1 +A14−2 B1. (5.23)
Step 3: add another locality, so m becomes 3. Then the matrix H truncated at step 3
and the Green’s function matrix associated with it is
H(3) =
 h1 v12 0v21 h2 v23
0 v32 h3
 , G(3) =
 G
(3)
11 G
(3)
12 G
(3)
13
G(3)21 G
(3)
22 G
(3)
23
G(3)31 G
(3)
32 G
(3)
33
 . (5.24)
For the matrix4+(3)1 , Equations 5.14 and 5.9 lead to
4+(3)1 = G(3)11 =4−1 +4−1 v12G(3)22 v214−1 (5.25)
and from Equation 5.9,
G(3)22 =4−2 +4−2 v23G(3)33 v324−2 . (5.26)
Using Equations 5.7 and 5.8, we have
G(3)22 =4−3 . (5.27)
After substitution of Equation 5.27 into Equation 5.26, if the equation that we have
obtained is put into Equation 5.25, we have obtained following equation.
4+(3)1 =4−1 +4−1 v124−2 v214−1 +4−1 v124−2 v234−3 v324−2 v214−1 . (5.28)
Using the definitions of A2 =4−1 v124−2 v23 and B2 = v324−2 v214−1 , Equation 5.28
can be rewritten as
4+(3)1 =4+(2)1 +A24−3 B2. (5.29)
Using Equations 5.23 and 5.29, the following general recursive relation is obtained.
4+(m)1 =4+(m−1)1 +Am−14−m Bm−1. (5.30)
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Here Am−1 and Bm−1 are defined as
Am−1 = Am−24−m−1 vm−1,m, (5.31)
Bm−1 = vm,m−14−m−1 Bm−2.
Calculation of 4+(m)1 ’s for obtaining the diagonal elements of Green’s function, Gii,
can be summarized as the following 1. From Equation 5.17, 4−1 is calculated then
4+(1)1 is obtained.
2. A1 and B1 coefficients are calculated. 4−2 and 4+(2)1 are evaluated using Equation
5.8 and Equation 5.23, respectively.
3. A2 and B2 coefficients are calculated. Using Equation 5.8 and Equation 5.23, 4−3
and4+(3)1 are obatined.
...
...
m. Am−1 and Bm−1 coefficients are calculated. If the atoms, for which the phonon
density of states is needed, are in the first local region, the calculation of 4+(m)1
described above is enough. In this instance G11 can be written as the following.
G11(z) =4+1 (z) = limm→∞ ε→04
+(m)
1 (z). (5.32)
The vibrational density of states associated with a locality l can be determined using
the diagonal elements of the local Green’s function and is given by
nl(ω) = 2ωgl(ω2). (5.33)
ω is the vibrational frequency and the function gl(ω2) satisfies the equation [70].
gl(ω2) =− 13Nlpi limε→0 Im[Tr(Gll(ω
2+ iε))]. (5.34)
In the above equation Gll is the Green’s function matrix corresponding to locality l and
Nl is the number of atoms in this locality. (Detailed explanation for this equation can
be found in Ref. [70] )
26
5.3 Thermodynamical Functions
One of the aims of this thesis is to find the temperature-dependent thermodynamical
functions corresponding to the nanowires. To do that, we confine ourselves to
the harmonic approximation of lattice dynamics. For flat surfaces, the harmonic
approximation is expected to give reliable predictions up to about one-half of the bulk
melting temperature (0.5Tm), beyond which anharmonic effects is likely to become
more significant [71–74]. However, for systems with high surface-to-volume ratio,
anharmonic effects may become more dramatic at temperatures below 0.5Tm, since
vibrations of under-coordinated surface atoms are expected to be larger in amplitude
than those of a bulk-like atom [75]. We thus expect that the results for Cu nanowires are
to be valid for temperatures less than 400K. Using the standard partition function [76]
that is given by Equation 5.35 for a linear harmonic oscillator;
Z =
∞
∑
n=0
e
−(n+
1
2
)
h¯ω
kBT =
e
−
h¯ω
2kBT
1− e
−
h¯ω
kBT
= (2sh
h¯ω
2kBT
)−1 (5.35)
the thermodynamic functions, free energy, entropy, internal energy, and specific heat
capacity can be, respectively, expressed as following,
F = −kBT lnZ = kBT ln(2sh h¯ω2kBT ), (5.36)
S = −∂F
∂T
= kB[
h¯ω
2kBT
coth
h¯ω
2kBT
− ln(2sh h¯ω
2kBT
)], (5.37)
E = F+TS=
h¯ω
2
coth
h¯ω
2kBT
, (5.38)
Cv =
∂E
∂T
= kB(
h¯ω
2kBT
)2
1
sh2
h¯ω
2kBT
. (5.39)
Because the number of modes is the same for both distributions of N(ω2)and n(ω):
N(ω2)dω2 = n(ω)dω. (5.40)
Through a simple mathematical transformation, one can obtain the following equation
for vibrational density of states as a function of ω:
n(ω) = 2ωN(ω2). (5.41)
Also, normalization condition implies that∫ ωmax
0
n(ω)dω = 1. (5.42)
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When a solid is taken as a 3-dimensional decoupled oscillator, the thermodynamical
functions are calculated by summing up over all modes and given by
Fvib = 3kBT
∫ ωmax
0
ln[2sinh(
h¯ω
2kBT
)]n(ω)dω, (5.43)
Svib = 3kB
∫ ωmax
0
h¯w
2kBT
coth(
h¯ω
2kBT
)− ln(2sinh( h¯ω
2kBT
))n(ω)dω, (5.44)
Evib = 3kBT
∫ ωmax
0
h¯ω
2kBT
coth(
h¯ω
2kBT
)n(ω)dω. (5.45)
Cvibv = 3kB
∫ ωmax
0
(
h¯ω
2kBT
)2
1
sinh2(
h¯ω
2kBT
)
n(ω)dω. (5.46)
5.4 Dynamical Matrix and Dispersion Curves
Fourier transformation of force constant matrix that can be extracted from any potential
gives the dynamical matrix. And phonon dispersion curves can be obtained by simply
diagonalizing the dynamical matrix. A good review of lattice dynamics can be found
in Refs. [46, 77, 78]. In the harmonic approximation of lattice dynamics, the
Figure 5.2: Representation of nth unit cell with atom α . Vectors show atomic positions
of chosen points according to the specified point. Rn, Rα and Rnα are the
positions that does not change. unα is displacement from the equilibrium
of atom α in unit cell n. Time dependent position of αth atom relative to
(0,0,0) is rnα .
displacements of ions from their equilibrium position are very small compared with
interatomic distances and the force acting on an ion is proportional to the displacement
from the lattice point. For example, to form the dynamical matrix corresponding the
unit cell in Figure 5.2, one needs to set up the equations of motions for each atom in
the cell. In the figure, Rn is the equilibrium position of nth unit cell relative to (0,0,0),
28
Rnα is the equilibrium position of αth atom in nth unit cell relative to (0,0,0), and
Rα is the equilibrium position of αth atom in nth unit cell relative to unit cell. Then,
time-dependent position of αth atom is given by the following equation
rnα = Rnα +unα (5.47)
where unα is the displacement of αth atom in nth unit cell from equilibrium position.
Equation of motion of αth atom in nth unit cell along the i direction is given by
mα
··
rnαi=Fnαi or mα
··
rnαi=− ∂φ∂ rnαi . (5.48)
rnαi is the position of αth atom in nth unit cell in the i direction, Fnαi is the experienced
force along the i direction to the αth atom in nth unit cell and mα is the mass of the αth
atom in nth unit cell. φ is the potential energy and can be expand about its equilibrium
value (Rnαi) using the three-dimensional form of Taylor’s theorem as in Equation 5.49.
The summation indices n, m run over all unit cells; α , β over the atoms in the unit cell;
and i, j over the three spatial coordinate directions.
φ(rnαi)= φ(Rnαi)+∑
nαi
∂φ
∂ rnαi
(rnαi−Rnαi)+ 12 ∑
nαi
mβ j
∂ 2φ
∂ rnαi∂ rmβ j
(rnαi−Rnαi)(rmβ j−Rmβ j)+......
(5.49)
Using Equation 5.47 and ∂∂ rnα j=
∂
∂unα j
, Equation 5.49 can be rewritten as following,
φ(Rnαi+unαi) = φ(Rnαi)+ ∑
nαi
∂φ
∂unαi
unαi+
1
2 ∑
nαi
mβ j
∂ 2φ
∂unαi∂umβ j
unαiumβ j+ ......
(5.50)
In Equation 5.50, all cubic and higher-order terms can be neglected because of
harmonic approximation. φ(Rnαi) is just the static potential energy and can be ignored
because it is independent of displacement coordinates. Coefficients of second and third
term are defined by
φnαi =
(
∂φ
∂unαi
)
0
, (5.51)
φmβ jnαi =
(
∂ 2φ
∂unαi∂umβ j
)
0
(5.52)
where the subscript zero means that the derivatives are evaluated in the equilibrium
configuration. Equation 5.51 gives the force acting on αth atom in nth unit cell in the
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i direction due to the displacement of all atoms and it is zero because of the definition
of equilibrium. Equation 5.52 is non-zero and will be discussed below. As a result,
Equation 5.50 takes the following form:
φ(rnαi) =
1
2 ∑
nαi
mβ j
∂ 2φ
∂unαi∂umβ j
unαiumβ j. (5.53)
Going back to Equation 5.48, derivative of the potential energy is need;
∂φ
∂ rnαi
=
∂φ
∂unαi
= ∑
nαi
mβ j
∂ 2φ
∂unαi∂umβ j
umβ j =∑
mβ j
φmβ jnαi umβ j. (5.54)
From Equation 5.47 we obtain
··
rnαi =
··
unαi and thus the equation of motion can take
the following final form,
mα
··
unαi+∑
mβ j
φmβ jnαi umβ j = 0. (5.55)
φmβ jnαi is called the “coupling constant” or “atomic force constant” and have the
dimension of spring constant as in classical Hooke’s Law. The quantity −φmβ jnαi umβ j is
the force exerted on atom α in the unit cell n in the i direction when the atom β in unit
cell m is displaced by a distance umβ j in the j direction. The solution to the equation
of motion is given by the following form
unαi=
1√
mα
Aαi(q)e
i(q.rn−ωt). (5.56)
Aαi(q) is the amplitude of the wave, q is the wave vector and ω is the angular frequeny.
If we substitute solution form into Equation 5.55, we obtain the Equation 5.57.
−ω2Aαi(q)+∑
β j
∑
m
1√mαmβ
φmβ jnαi e
iq.(rm−rn)
Aβ j(q) = 0. (5.57)
With the definition of
Dβ jαi =∑
m
1√mαmβ
φmβ jnαi e
iq.(rm−rn) (5.58)
the system of equations in Equation 5.59 takes the form below:
−ω2Aαi(q)+∑
β j
Dβ jαi (q)Aβ j(q) = 0. (5.59)
D is the dynamical matrix and Equation 5.59 has solutions if the determinant
det
[
Dβ jαi (q)−ω2I
]
= 0 (5.60)
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vanishes. This equation has 3×(number of atoms in unit cell) different solution,
ω(q), for each q and plotting the vibrational frequencies versus q gives rise to phonon
dispersion curves.
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6. RESULTS AND DISCUSSION
6.1 Force constants
From the surface-energy point of view, the ground state atomic configuration of the
nanowires with high surface-to-volume ratio is governed by the tendency of surfaces to
reduce their surface energies, which, in turn, leads to unique relaxation patterns for the
atoms and thus varying characteristics in bond length [61]. The driving factors for such
modifications in the relaxations of individual atoms may be varying characteristics in
the force fields experienced by individual atoms. To explore the correlation between
varying characteristics of local force fields of individual atoms of nanowire, we have
calculated the force constant matrix elements between CA and its nearest neighbors
(shown in Figures 6.1 and 6.2) and compared them with the corresponding force
constants in the largest nanowire.
Figure 6.1: Labeling of atoms within the cross-sectional plane of square nanowires. α
is neighboring atom within plane atom whereas β is nearby atom in layer
below.
In Tables 6.1 we present force constant matrix elements ki j between CA and its
neighbors, on the same plane, α , and on the layer below β (see Figure 6.1) and
compare them with those corresponding to their counterparts in larger nanowire. Here
i and j represent the Cartesian components of x, y, and z. Note that percentage changes
given here are taken with respect to the largest nanowire. The force constants kxx
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between the CA and α atom are stiffened by 79.82% for S(3×3) type nanowire and
25.38% for S(5×5) type nanowire. The force constants kzz between the CA and β
atom are stiffened by 6.25% for S(3×3) type nanowire and 4.45% for S(5×5) type
nanowire. The strong stiffening in kxx can be traced back in strong atomic relaxations
of atoms within the cross-sectional plane. Since relaxation along the axial direction is
not as strong as those within cross-sectional plane, stiffening in force constants along
the respective direction is much weaker.
Table 6.1: Force constant matrices ki j in eV/Å2 for the interaction between CA and its
neighbors for S(3×3), S(5×5) and S(15×15) type nanowires.
Atoms S(3×3) S(5×5) S(15×15)
CA-α x -1.7087 -1.8631 0.0000 –1.1914 -1.2943 0.0000 -0.9502 -1.0029 0.0000
y -1.8631 -1.7087 0.0000 -1.2943 -1.1914 0.0000 -1.0029 -0.9502 0.0000
z -0.0000 0.0000 0.1544 0.0000 0.0000 0.1029 0.0000 0.0000 0.0527
CA-β x 0.0466 0.0000 0.0000 0.0627 0.0000 0.0000 0.0527 0.0000 0.0000
y 0.0000 -0.9794 -1.0410 0.0000 -0.9817 1.0498 0.0000 -0.9502 1.0029
z 0.0000 -1.0410 -1.0096 0.0000 1.0498 -0.9925 0.0000 1.0029 -0.9502
Atomic positions for hexagonal type nanowires is shown in Figure 6.2 and force
constant matrix elements between CA and its neighbors are listed in Table 6.4. The
force constants kxx between the CA and α atom are stiffened by 72.05% for H(3×3)
type nanowire and 25.30% for H(5×5) type nanowire. The force constants kzz between
the CA and β atom are stiffened by 11.52% for H(3×3) type nanowire and 0.26%
for H(5×5) type nanowire. The force constants kzz between the CA and γ atom are
stiffened by 15.58% for H(3×3) type nanowire and 3.25% for H(5×5) type nanowire.
Figure 6.2: Labeling of atoms within the cross-sectional plane of hexagonal
nanowires. α is neighboring atom within plane atom whereas β is nearby
atom in layer below and γ is nearby atom in second layer below.
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Table 6.2: Force constant matrices ki j in eV/Å2 for the interaction between specified
atom and CA for H(3×3), H(5×5) and H(11×11) type nanowires.
Atoms H(3×3) H(5×5) H(11×11)
CA-α x -3.3603 0.0000 0.0000 -2.4473 0.0000 0.0000 -1.9530 0.0000 0.0000
y 0.0000 0.1355 0.0000 0.0000 0.0995 0.0000 0.0000 0.0527 0.0000
z 0.0000 0.0000 0.1355 0.0000 0.0000 0.0995 0.0000 0.0000 0.0527
CA-β x -0.0007 0.0023 0.0136 -0.0004 0.0023 0.0128 -0.0004 0.0023 0.0128
y 0.0023 -0.0034 0.0079 0.0023 -0.0030 0.0074 0.0023 -0.0030 0.0074
z 0.0136 0.0079 0.0416 0.0128 0.0074 0.0374 0.0128 0.0074 0.0373
CA-γ x -0.4868 0.3128 -0.9134 -0.4363 0.2802 -0.7918 -0.4487 0.2895 -0.8188
y 0.3128 -0.1256 0.5274 0.2802 -0.1128 0.4571 0.2895 -0.1145 0.4728
z -0.9134 0.5274 -1.4847 -0.7918 0.4571 -1.2427 -0.8188 0.4728 -1.2845
6.2 Total vibrational density of states
We first present total vibrational density of states (VDOS) corresponding to the
nanowires with square and hexagonal nanowires and plotted them in Figure 6.3,
6.4, together that of a bulk atom, respectively. As can be seen in the figures,
there are two distinctive characteristics as compared to the VDOS of a bulk atom:
a strong shift toward low-frequency modes, which is expected, and the existence
of high-frequency modes above the top of the bulk phonon spectrum. Indeed, the
presence of high-frequency modes for nanostructured materials has been confirmed
both experimentally and theoretically [35–39]. However, in the inelastic neutron
scattering experiment on Ni nanocrystalline samples [37] and resonant inelastic nuclear
γ-ray scattering measurements [35] on nanocrystalline Fe, these high frequency modes
were attributed to hydrogen and oxygen contamination, respectively. Furthermore,
in molecular dynamic simulations on nanocrystalline Cu and Ni samples, Derlet and
co-workers identified these modes as an anharmonic contribution coming from the
finite temperature [38]. In contrast, from our results we concluded that the existence of
high frequency modes may be an inherent characteristic of low-dimensional systems
and may not be due to contamination or temperature-driven anharmonic effects as
we carried out the calculatios for the ground-state configuration (T = 0K) of pure
Cu nanowire. However, we recognize that with temperature, anharmonic effects may
become important and may even induce higher-frequency modes.
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Figure 6.3: The total vibrational density of states of S(3×3), S(5×5) and S(15×15)
type Cu nanowires with the density of states of a Cu bulk atom.
The characteristics of total VDOS for square and hexagonal nanowires appear to be
more pronounced as the cross-sectional area gets smaller. However, for H(3×3)
type nanowire the high frequency peak and the shift towards low-frequency modes
become much stronger compared to S(3×3) type nanowire. Also the total VDOS for
S(3× 3) and H(3× 3) shows linear characteristics (∼ ω) at low frequencies, however
with increasing cross-sectional area, quadratic behavior of low frequencies (∼ ω2) of a
perfect crystal becomes more apparent.
Figure 6.4: The total vibrational density of states of H(3×3), H(5×5) and H(11×11)
type Cu nanowires with the density of states of a Cu bulk atom.
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6.3 Local vibrational density of states
In order to identify the major contributors to the predicted enhancement of the low-
and high-frequency modes of the total VDOS, we have calculated the local density of
states (LDOS) of each atom on the cross-sectional plane of the wire and presented them
in Figure 6.5 and Figure 6.6 for the <100> and <111> axially oriented nanowires,
respectively. For labeling and geometric positions of atoms, reader can refer to Figure
4.5. Note that diagonal atom (DA) and side atom (SA) are not defined for S(3×3)
and H(3×3) type nanowires because of atomic configuration of these nanowires. As
seen in Figure 6.5 and Figure 6.6, for smaller nanowires the primary contributors to
the high-frequency tail of the VDOS are the center atom (CA) and diagonal atoms
(DAs) whereas the strong enhancement of the low-frequency modes is mainly due to
the corner atoms (CRAs). As pointed out in many studies, broken symmetries very
often manifest themselves in novel characteristics such as localized modes around the
edges or surfaces. Indeed, in a theoretical study, Nishiguchi et al. investigated the
acoustic phonon modes for square and rectangular quantum wires of GaAs using the
xyz algorithm and confirmed the presence of acoustic modes localized at the corners of
the wire [79]. The fact that enhanced low-frequency modes are mostly participated in
by the CRAs in our model system seems to echo the existence of edge-localized modes.
However, detailed calculations for obtaining phonon dispersion curves together with
the displacement vectors, which are beyond the scope of this part of the work, will
be needed to confirm the existence of such localized modes on these particular Cu
nanowires. Furthermore, we calculated the LDOS of a CA in a strain-free, S(5×5)
type Cu nanowire along the x and z directions and concluded that the high-frequency
modes above the bulk band are due mostly to the vibrations along the directions
parallel to the cross-sectional plane. The characteristics of these high-frequency modes
might be similar to the breathing modes (the lowest-order pure-compressional modes)
observed in nanotubes, because the modes are within the longitudinal part of the
phonon spectrum, with the vibrations along the radial direction (see the following
subsection).
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Figure 6.5: The local vibrational density of states for center atom (CA), diagonal atom
(DA), side atom (SA), corner atom (CRA) and bulk atom for S(3×3),
S(5×5) and S(15×15) type nanowires.
The predicted characteristics in LDOS can be well understood in the context of changes
in the bond lengths between the neighboring atoms as well as in the context of
coordination number. For the S(5×5) type nanowire, the bond length between the
CA− which resembles a bulk atom in terms of coordination number (12, as compared
to 5 for a corner atom)− and its first nearest neighbor (a DA) along the diagonal
of the cross-sectional plane is shortened by 2%, whereas that of a DA and a KA is
shortened by 5.5% relative to the bond length in bulk atoms. Generally, the smaller
the separation between the atoms, the stronger the force of interactions, and vice versa.
With the decreases in their bond lengths with neighboring atoms, the CA and the DA
would experience stronger force fields, and hence would participate in high-frequency
modes. Furthermore, in contrast to atoms in the bulk and those on flat surfaces, atoms
on nanowires have varying local atomic environments, due to an additional lack of
neighboring atoms. For example, the lattice sites at the corner of the wire are the
least-coordinated ones, with a coordination of 5, as compared to the other atoms in
38
the cross-sectional plane; a side atom has a coordination of 8, and DA and CA have a
coordination of 12, just like a bulk atom in an fcc crystal. Thus, the CRAs on the wire
are likely to experience the least force fields coming from their neighboring atoms.
As a result, the vibrational frequencies of a CRA are expected to be shifted toward
the lower frequencies, as compared to the DOSs of higher-coordinated atoms such as
bulk, center, and diagonal toms. Indeed, the marked enhancement in the low-frequency
modes of the LDOS for CRAs is a clear reflection of the reduced force fields of these
low-coordinated atoms (see Figure 4.5). On the other hand, the high-frequency modes
observed in the tail of the LDOS of a CRA are presumably due to the atomic vibrations
of CRAs that are coupled with the high-frequency modes of DAs in that particular
part of the phonon spectrum. It is also worthwhile to note that as the cross-sectional
area gets larger, the CA and DA atoms become more like a bulk atom, and thus the
respective local VDOS converges to that of a bulk atom, whereas for atoms with less
coordination number (CRA, SA) characteristics of local VDOS stay more or less the
same.
Figure 6.6: The local vibrational density of states for center atom (CA), diagonal atom
(DA), side atom (SA), corner atom (CRA) and bulk atom for H(3×3),
H(5×5) and H(11×11) type nanowires.
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6.4 Projected vibrational density of states
In Figure 6.7 and Figure 6.8 we present the projected total vibrational density of states
for the <100> and <111> axially oriented nanowires along the x, y and z-direction.
Note that x and y-direction are taken in the cross-sectional plane and z-direction
along the axial direction of the wire. For square nanowires, VDOS along the x- and
y-direction within the cross-sectional area are degenerate for symmetry reasons. As
clearly seen in the figures, vibrations of high frequency modes are mainly along the
directions parallel to the cross-sectional plane. On the other hand, vibrations in all
directions contribute almost equally to the low-frequency modes. Furthermore, as
the surface to volume ratio gets smaller, results approach to bulk phonon spectrum
because the number of bulk-like atoms increases and become dominant in determining
the characteristics of the system (see VDOS of states for S(15×15) and H(11×11)).
Figure 6.7: The projected total vibrational density of states of S(3×3), S(5×5) and
S(15×15) type Cu nanowires with the density of states of a Cu bulk atom.
The calculated LDOS for the <100> and <111> axially oriented nanowires along
the x- and z -direction are presented in Figure 6.9, Figure 6.10, Figure 6.11, Figure
6.12 and Figure 6.13. The richness in these densities of states compared to the much
smoother DOS of a bulk atom is a clear indication of a quite different nature of
the bonding between the atoms of nano- structured materials. For the nanowires of
S(3×3) and S(5×5) the vibrational density of states along the x(y)-direction for a CA
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shows a strong peak in high frequency region of the spectrum(see Figure 6.9). In
addition, the LDOS of a DA on S(5×5) exhibits a high frequency peak that is less
pronounced. Hence, the enhancement in the high frequency tail of the spectrum along
the x(y)-direction is mostly due to the vibrations of CA and DA. Note that CA and DA
have almost no contribution to the enhancement in the low-frequency modes along the
x(y)-direction. On the other hand, SA and CRA are the main contributors to the shift
towards low-frequency modes while their participation in the enhancement of the high
frequency modes are negligible. The CA and DA on the larger nanowires, S(15×15),
have bulk-like behavior, as expected. It is also interesting to note that the LDOS of
CA and DA along the z-direction exhibits the high frequency modes not the above the
top of the bulk phonon spectrum, together with more low frequency modes (see Figure
6.10). As seen in Figure 6.11, Figure 6.12 and Figure 6.13, the characteristics in VDOS
for the hexagonal nanowire are similar to those observed for the square nanowires.
Figure 6.8: The projected total vibrational density of states of H(3×3), H(5×5) and
H(11×11) type Cu nanowires with the density of states of a Cu bulk atom.
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Figure 6.9: The projected local vibrational density of states of S(3×3), S(5×5) and
S(15×15) type Cu nanowires along the x(y)-direction
Figure 6.10: The projected local vibrational density of states of S(3×3), S(5×5) and
S(15×15) type Cu nanowires along the z-direction
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Figure 6.11: The projected local vibrational density of states of H(3×3), H(5×5) and
H(11×11) type Cu nanowires along the x-direction.
Figure 6.12: The projected local vibrational density of states of H(3×3), H(5×5) and
H(11×11) type Cu nanowires along the y-direction.
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Figure 6.13: The projected local vibrational density of states of H(3×3), H(5×5) and
H(11×11) type Cu nanowires along the z-direction.
6.5 Vibrational density of states under stress
We let the nanowire be exposed to an incremental axial strain with an increment of
0.5% and then calculated total and local VDOS corresponding to each strained wire.
Application of a strain along the axial direction results in an expansion between the
interlayer separation while the bond-length among the atoms within the cross-sectional
plane decreases due to the Poisson effect. The total VDOSs of both oriented nanowires
for several strain values, together with the VDOS of a bulk atom, are plotted in Figure
6.14 and Figure 6.15. The characteristics of low-frequency modes in the total VDOS
remain almost the same upon strecthing the nanowire, whereas the high-frequency
modes, which are above the top of the bulk phonon spectrum, shift to even higher
frequencies. In contrast, molecular dynamic simulations on helical, ultra-thin gold
nanowires under strecthing reveal that while the low-frequency modes in the phonon
density of states shift to lower frequencies upon strecthing, the high-frequency modes
display almost no significant change [40, 41]. We believe that these substantially
different vibrational responses of a rectangular Cu nanowire and a helical Au nanowire
may result from their structural differences, since the atomic arrangements within the
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cross-sectional plane of a rectangular nanowire comprise compact flat planes of the
crystal, whereas those of helical nanowire lack this spatial symmetry.
For nanowires, vibrational response of each atom to the applied strain is expected
to be considerably different for symmetry reasons. In Figure 6.16, 6.17, 6.18, and
6.19 we have plotted the local VDOS of a CA and a CRA for a comparison for two
different orientation. As seen in the figures, with increasing tensile strain along the
axial direction the CRA starts participating in modes with frequencies above the top
of the bulk band for especially smaller nanowires, whereas the behavior in the low
frequency part of the spectrum stays almostly the same. We also find that the shift
towards the higher frequency modes in total VDOS is dictated mainly by CA.
Figure 6.14: The total vibrational density of states of a strained S(3×3), S(5×5),
S(15×15) type nanowires, together with the density of states of a bulk
atom.
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Figure 6.15: The total vibrational density of states of a strained H(3×3), H(5×5),
H(11×11) type nanowires, together with the density of states of a bulk
atom.
Figure 6.16: The local vibrational density of states of a CA of a strained S(3×3),
S(5×5), (c) S(15×15) type nanowires, together with the density of states
of a bulk atom.
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Figure 6.17: The local vibrational density of states of a CA of a strained H(3×3),
H(5×5), H(11×11) type nanowires, together with the density of states of
a bulk atom.
Figure 6.18: The local vibrational density of states of a CRA of a strained S(3×3),
S(5×5), S(15×15) type nanowires, together with the density of states of
a bulk atom.
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Figure 6.19: The local vibrational density of states of a CRA of a strained H(3×3),
H(5×5), H(11×11) type nanowires, together with the density of states of
a bulk atom.
In Tables 6.3 and 6.4, we present the force constant matrices between the CA and its
nearest neighbour to compare how the results change when the strain rate increase. The
absolute value of all force constant matrix elements increase with increasing strain.
If the strain rate is 2.5%, the force constant kxx and kyy are stiffened by 13% for
S(3×3), 26% for S(5×5), and 14% for S(15×15), also the kzz element between the
CA and its nearest neighbour on S(3×3), S(5×5), and S(15×15) are, respectively,
stiffined by 32%, 65%, and 50%. For < 111 > axially oriented nanowires, the
force constants kxx are stiffened by 4% for H(3×3), 18% for H(5×5), and 14% for
H(11×11), also the kyy and kzz element between the CA and its nearest neighbour on
H(3×3), H(5×5), and H(11×11) are, respectively, stiffined by 10%, 42%, and 47%.
These values are calculated with comparing corresponding force constants in the fully
relaxed, strain-free nanowire. If the strain rate is 5%, percentages of stiffening are
almostly doubles. The stiffening of these force constants on < 100 > and < 111 >
axially oriented nanowire is obviously the reason for the strong contraction in their
bond lengths due to the Poisson effect.
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Table 6.3: Force constant matrices ki j in eV/Å2 for the interaction between the CA
and its nearest neighbor for S(3×3), S(5×5) and S(15×15) type nanowires
upon application of 0%, 2.5% and 5% strain along the axial direction.
Atoms S(3×3) S(5×5) S(15×15)
0% x -1.7087 -1.8631 0.0000 -1.1914 -1.2943 0.0000 -0.9502 -1.0029 0.0000
y -1.8631 -1.7087 0.0000 -1.2943 -1.1914 0.0000 -1.0029 -0.9502 0.0000
z -0.0000 0.0000 0.1544 0.0000 0.0000 0.1029 0.0000 0.0000 0.0527
2.5% x -1.9383 -2.1429 0.0000 -1.5014 -1.6712 0.0000 -1.0902 -1.1693 0.0000
y -2.1429 -1.9383 0.0000 -1.6712 -1.5014 0.0000 -1.1693 -1.0902 0.0000
z 0.0000 0.0000 0.2046 0.0000 0.0000 0.1699 0.0000 0.0000 0.0791
5% x -2.1665 -2.4211 0.0000 -1.7204 -1.9391 0.0000 -1.2398 -1.3488 0.0000
y -2.4211 -2.1665 0.0000 -1.9391 -1.7204 0.0000 -1.3488 -1.2398 0.0000
z 0.0000 0.0000 0.2546 0.0000 0.0000 0.2187 0.0000 0.0000 0.1090
Table 6.4: Force constant matrices ki j in eV/Å2 for the interaction between the CA and
its nearest neighbor for H(3×3), H(5×5) and H(11×11) type nanowires
upon application of 0%, 2.5% and 5% strain along the axial direction. .
Atoms H(3×3) H(5×5) H(11×11)
0% x -3.3603 0.0000 0.0000 -2.4473 0.0000 0.0000 -1.9530 0.0000 0.0000
y 0.0000 0.1355 0.0000 0.0000 0.0995 0.0000 0.0000 0.0527 0.0000
z 0.0000 0.0000 0.1355 0.0000 0.0000 0.0995 0.0000 0.0000 0.0527
2.5% x -3.5252 0.0000 0.0000 -2.8930 0.0000 0.0000 -2.2447 0.0000 0.0000
y 0.0000 0.1502 0.0000 0.0000 0.1415 0.0000 0.0000 0.0776 0.0000
z 0.0000 0.0000 0.1502 0.0000 0.0000 0.1415 0.0000 0.0000 0.0776
5% x -3.6574 0.0000 0.0000 -3.0784 0.0000 0.0000 -2.5868 0.0000 0.0000
y 0.0000 0.1625 0.0000 0.0000 0.1581 0.0000 0.0000 0.1088 0.0000
z 0.0000 0.0000 0.1625 0.0000 0.0000 0.1581 0.0000 0.0000 0.1088
6.6 Thermodynamical functions
In this thesis, we have calculated the temperature-dependent thermodynamic functions
using the harmonic approximation of lattice dynamics. We will first discuss mean
square displacements of atoms and then thermodynamic functions of nanowires.
6.6.1 Vibrational free energies and entropies
Using the calculated VDOS, we have determined the vibrational thermodynamic
functions and plotted the free energy and entropy with increasing temperature in Figure
6.20. Free energies decrease gradually with increasing temperature and at high enough
temperatures become negative as the entropy term dominates the expression. While the
free energies of nanowires with smaller cross-sectional areas are lower than that of a
bulk atom, the functions approach to their bulk counterpart as the size increases, which
is in agreement with the molecular dynamic simulation of model nanocrystalline Ni
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[80]. Regardless of the axial orientation and the size, the characteristics of free energy
are found to be the same between the 0K and 50K -almost temperature independent-
and with increasing temperature the size effect happens to appear: The difference in
the free energies of the nanowires with smallest and largest cross-sectional area goes
up to 13 meV and 14 meV at 300K for <100> and <111> axially oriented nanowires,
respectively.
Figure 6.20: The free energy (top) and the entropy (bottom) of the wires with
increasing temperaure.
As clearly seen in the figure, the vibrational entropy for nanowires are always higher
than that of a bulk atom which can be well understood in the context of high
surface-to-volume ratio. With decreasing cross-sectional area, the lower coordinated
atoms become more dominant in determining the properties of the system. Hence, with
increasing surface-to-volume ratio, an increase in the number of low-frequency phonon
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modes (see Figure 6.3 and Figure 6.4) is expected. These low frequency modes have
longer wavelength and occupy larger volumes in configurational space compared to
the high frequency modes, and thus become the leading contributors to the vibrational
entropy [81].
In Table 6.5, we listed the calculated vibrational free energies for the CA and the CRA
on S(3×3) and H(3×3), together with that of a bulk atom at 0K, 100K and 300K. It is
interesting to note that at 0K the CA has the largest vibrational free energy compared
to CRA atom and to even a bulk atom. Let us remind that at this temperature there
is no entropic contribution to the free energy because of temperature factor before the
entropy term in the expression. The fact that the vibrational free energy for CA atom
is larger than that of a bulk atom might be associated with the excess coordination of
CA compared to a bulk atom. The CA and CRA atoms at the cross-sectional plane
of S(3× 3), for example, have the coordination of 12 and 5, respectively. In an fcc,
a bulk atom has a coordination of 12 as well. When a nanowire is constructed by
cutting a slab, the symmetry along the radial direction is broken which leads to varying
local atomic environments and thus to individual relaxation patterns for the atoms of
the cross-sectional plane [61]. During relaxation, the CRA atom of S(3× 3) moves
towards the CA atom by %6.14, thus increasing the effective coordination of CA atom
relative to a bulk atom. As a result, there are high frequency modes for a CA atom that
do not exist in the vibrational spectrum of a bulk atom [82] which leads to additional
contributions to the vibrational free energy of a CA atom. With increasing temperature,
the trend in vibrational free energies stays more or less the same.
Table 6.5: The vibrational free energy (meV) of the CA and the CRA atoms on S(3×
3) and H(3×3) type nanowires at 0K, 100K, and 300K.
Atom Nanowire 0 K 100 K 300 K
CA S(3×3) 35.65 32.15 -11.26
H(3×3) 37.54 34.49 -6.27
CRA S(3×3) 23.21 15.68 -48.75
H(3×3) 24.81 17.77 -43.83
bulk 30.75 26.98 -21.05
6.6.2 Lattice heat capacities
In Figure 6.21 we plotted the specific heat Cv, as a function of temperature, for the
nanowires of both types. We found that the specific heat of our finite systems are
higher than that of a bulk copper. However, the difference diminishes with increasing
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temperature and converges to the bulk value at temperatures closer and above 300K.
This trend is also supported by other studies on nano-cluster systems [80, 83, 84]. We
have also examined the low temperature behavior of heat capacity to see the dimension
experienced by S(3×3) and H(3×3) nanowires.
Figure 6.21: Heat capacity of the < 100 > and < 111 > axially oriented nanowires.
Insets show T 3 dependence at low temperature.
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Indeed, for nanowires with such a smaller cross-sectional area, one might expect
to observe quasi-one dimensional characteristics in low-temperature specific heat−
a linear dependence. However, we found the power-law characteristics at the
low-temperature limit (T<25K) to be T 1.88 and T 1.63 for the respective S(3× 3) and
H(3× 3) nanowires, indicative of an experienced space for the nanowires with less
than two but larger than one dimension. In the low-temperature limit, the specific
heats almost exhibit the expected T 3 power-law behavior as the size of the nanowire
increases (see insets of Figure 6.21) and approaches the Dulong-Petit limit of 3kB at
high temperatures.
6.6.3 Excess thermodynamical functions
In Figure 6.22, we plotted the excess thermodynamic functions for <100> and <111>
axially oriented nanowires, with increasing temperature. We have evaluated this
functions by simply subtracting the associated function of a bulk material from
that of a nanowire. Excess free energies stay almost constant until 50K and then
decrease linearly as the temperature increases. On the other hand, temperature
dependence of excess entropies nearly disappear above 200K. The excess heat capacity
of all nanowires with respect to bulk system reveal an increase at low temperature
with a maximum at a temperature around 50K. Also as the temperature increase
excess heat capacity approach almostly zero. In order to identify the primary
contributors to the maxima seen around 50K, we have calculated the excess specific
heat of the surface and inner atoms and found that the lower-coordinated atoms are
responsible for the enhancement in the excess specific heat and the height of the
peak increase as the ratio of surface atoms to inner atoms increases. Indeed, the
presence of such peak in excess heat capacity for nanostructured materials has been
confirmed both experimentally and therotically [42, 80, 84–86] and was attributed
to contamination of the samples with lighter elements in the experimental study on
nanocrystalline platinum [87]. It is clear that the observed maximum around 50K
are inherent characteristics of low-dimensional systems and does not have to do with
contamination of samples.Because we have studied pure copper at 0K. We observe
similar chracteristics for <100> and <111> axially oriented nanowires.
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Figure 6.22: Excess thermodynamics functions of the < 100 > and < 111 > axially
oriented nanowires.
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6.7 Dispersion Curves
The phonon dispersion curves of bulk Cu are calculated by solving the eigenvalues
ω(q) of the dynamical matrix of which the force constants elements are extracted from
EAM potentials. The dispersion curves along the three high symmetry directions of the
Brillouin zone are presented in Figure 6.23. The calculations show that the dispersion
curves along the [00q], [qq0], and [qqq] symmetry directions compare reasonably well
with the existing EAM and experimental results in Ref. [88]. There are only acoustic
modes since there is one atom in the unit cell.
Figure 6.23: The dispersion curves of Cu which is calculated by EAM potentials in
this thesis.
Figure 6.24: The dispersion curves of Cu which is calculated by EAM potentials in
Ref. [88]. Symbols show neutron scattering experimental data.
To find dispersion curves belong to nanowires, we needed to choose a
suitable unit cell. The nanowires are composed of repeating layers. For
example while squared-cross-sectional nanowires have ABAB stacking sequence,
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hexagonal-cross-sectional nanowires have repeating stacking sequence of ABCABC.
Therefore the unit cell representing <100> axially oriented nanowires includes atoms
of A and B layer whereas that of of <111> axially oriented nanowires involves atoms
of A, B and C layers. As seen in Table 4.1, the unit cell for S(3×3), S(5×5), H(3×3)
and H(5×5) type nanowires contains 9, 25, 13 and 43 atoms, respectively. Thus, we
expect to see 27, 75, 39 and 129 branches in the phonon spectrum for S(3×3), S(5×5),
H(3×3) and H(5×5) type nanowires, respectively as the number of modes in three
dimension is equal to 3×number of atoms. The calculated phonon dispersion curves
of S(3×3), S(5×5), H(3×3) and H(5×5) type nanowires are shown in Figure 6.25 and
Figure 6.26.
Figure 6.25: The dispersion curves of (a) S(3×3) type nanowires and (b) S(5×5) type
nanowires along the axial direction.
All dispersion curves share common features: four acoustic branches, on the contrary
of known three acoustic branches in three dimensional. This is expected result
for infinite cylinder that has four acoustic vibrational modes: longitudunal modes,
torsional modes and two-degenerate flexural modes [89]. Longitudunal and torsional
modes have linear dispersion but flexural modes has quadratic dispersion. Also there
are other studies which have found four acoustic modes characteristics for nanowires
or nanotubes [90–92] Mizuno et al. calculated dispersion curves and corresponding
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displacement pattern of square cross-section nanowires using group theory. (Because
of the sensitivity of the numerical calculation, close the zero value of the wave vector
dispersion curves behaves unexpectedly.)
Figure 6.26: The dispersion curves of (a) H(3×3) type nanowires and (b) H(5×5) type
nanowires along the axial direction.
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7. CONCLUSIONS
In this thesis, we explored the vibrational and thermodynamical chracteristics of a
rectangular and hexagonal copper nanowires. The total vibrational density of states for
the <100> and <111> axially oriented nanowires show clear enhancement at low and
high frequency tail of the spectrum for the nanowires with smaller cross-sectional area
compared to the bulk spectrum. This is a reflection of the reduced dimensionality of
the system rather than being an end effect of contamination or temperature. We have
also calculated LDOS of each atom at the cross-sectional plane to determine the major
contributors to the enhancement in low- and high-frequency tails of the vibrational
spectrum and found that while the primary contributors in the high-frequency region
are the higher coordinated atoms, namely center atom and diagonal atom with a
coordination of 12, for the low frequency region it is the lower coordinated atoms:
corner and side atom with a respective coordination of 5 and 8. The fact that there is
an increasingly pronounced enhancement in the low frequency modes with decreasing
cross-sectional area reflects the influence of increasing surface-to-volume ratio as the
lower coordinated surface atoms become dominant with decreasing cross-sectional
area. On the other hand, the strong enhancement in high frequency tail of the total
VDOS for S(3×3) and H(3×3) results from increasing effective coordination number
of inner atoms due to the inward relaxation of surface atoms.In addition, the total
VDOS for S(3×3) and H(3×3) shows linear characteristics (∼ ω) at low frequencies,
however with increasing cross-sectional area, quadratic behavior of low frequencies
(∼ ω2) of a perfect crystal becomes more apparent. Also we have examined the
effect of axial strain to total VDOS and LDOS of copper nanowires. The total
VDOS and especially the LDOS of a CA of a strained nanowire indicates existence
of high frequency modes above the bulk spectrumeven for smaller strains of 2.5% and
that these high frequency modes are shifted to even higher frequencies as the axial
strain increases up to 5%. We have also presented our results for the vibrational
thermodynamic properties of Cu nanowires with different orientation and examined
the sensitivity of these functions to varying cross-sectional area of the wires. We show
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that excess vibrational free energies between low and high temperature configuration is
very small when the wire cross-sectional area is large and increases moderately as the
surface-to-volume ratio increases. Hence, relative stability analysis of the nanowires
with smaller cross-sectional area should also include the vibrational contributions.
Our calculations further reveals that since the primary contributors to the observed
peak in excess heat capacity are the lower-coordinated atoms, the peak is to be
more pronounced as the cross-sectional area decreases. Calculation for the phonon
dispersion curves have revealed four-mod acoustic modes characteristic.
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