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1. Introduction
In this paper, we are concerned with the asymptotic stability of traveling wave fronts in a nonlocal reaction–diffusion
equation with delay
∂u
∂t
= Du − h(u(x, t))+ f
( +∞∫
−∞
g(y)S
[
u(x− y, t − τ )]dy
)
, (1.1)
where x ∈R, t > 0, D > 0 and τ  0 are constants,  is the Laplacian operator on R, and the functions f , h, S , and g satisfy
the following assumptions:
(C0) f (0) = h(0) = S(0) = 0, f (S(K )) − h(K ) = 0, S ∈ C2[0, K ], h ∈ C2[0, K ] and f ∈ C2[0, S(K )], for some constant K > 0;
(C1) S ′(u) 0 for u ∈ [0, K ], f ′(v) 0 for v ∈ [0, S(K )], f ′(0)S ′(0) > h′(0), and f ′(S(K ))S ′(K ) < h′(K );
(C2) S ′(0)u  S(u), f (S(u)) > h(u) > 0, and h(u) h′(0)u for u ∈ (0, K ), and f ′(0)v  f (v) for v ∈ [0, S(K )];
(G1) g(x) is any integrable nonnegative function satisfying
+∞∫
−∞
g(y)dy = 1, g(−x) = g(x) for x ∈R,
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+∞∫
−∞
e−λy g(y)dy < +∞ for any λ > 0.
From (C0), it is easy to see that (1.1) has two equilibria E− =: 0 and E+ =: K . Furthermore, condition (C1) implies that
0 is unstable and K is stable. We are interested in traveling wave solutions that connect the unstable equilibrium 0 and the
stable equilibrium K . Throughout this paper, a traveling wave solution of (1.1) always refers to a pair (φ, c), where φ = φ(ξ),
ξ = x+ ct is a function on R and c > 0 is a constant, such that u(x, t) := φ(x+ ct) is a solution of (1.1) and
φ(−∞) := lim
ξ→−∞φ(ξ) = 0, φ(+∞) := limξ→+∞φ(ξ) = K . (1.2)
We call c the traveling wave speed. If c = 0, we call φ is a standing wave. Moreover, we say φ is a traveling wave front if
φ(·) :R→ R is strictly monotone.
Under the above assumptions, for the Cauchy problem to (1.1) with the initial data
u(x, s) = u0(x, s) → E±, s ∈ [−τ ,0] as x → ±∞, (1.3)
we shall show that the global solution u(x, t) of (1.1) and (1.3) converges exponentially to a traveling wave front φ(x+ ct)
(in time), when the initial perturbation around the wave, that is, |u0(x, s) − φ(x + cs)| (s ∈ [−τ ,0]) is suitably small in a
weighted norm. The exponential convergent rate will also be given (Theorem 2.3). Some results on the existence of traveling
wave fronts of (1.1) (Proposition 2.1) can be obtained by using arguments very much similar to those in Wang et al. [26],
and the related results are summarized in Appendix A, with sketched proofs.
Our study is motivated by the following population models and inspired by a similar idea of Mei et al. [18] and Mei and
So [19].
1.1. The nonlocal Nicholson’s blowﬂies model with delay
Recently, many researchers consider some special cases of the following nonlocal diffusive Nicholson’s blowﬂies equation
with delay (see [5,8,11,29])
∂N
∂t
= DN − δN(x, t) + p(g ∗ N)(x, t)e−a(g∗N)(x,t), (1.4)
where δ > 0, p > 0, a > 0, D > 0, and τ  0 are constants, the spatial–temporal convolution g ∗ N is deﬁned by
(g ∗ N)(x, t) =
+∞∫
−∞
g(y)N(x− y, t − τ )dy.
In particular, Mei et al. [18] studied the stability of traveling wave fronts of (1.4) with g(x) = δ(x), where δ(·) is the Dirac
delta function. In this case, (1.4) reduces to the local equation
∂N
∂t
= DN − δN(x, t) + pN(x, t − τ )e−aN(x,t−τ ). (1.5)
By using the weighted energy method, they showed that under a weighted L2-norm, if the unique solution of (1.5) is
suﬃciently close to a traveling wave front initially, then it converges exponentially to the wavefront as t → ∞. But for the
nonlocal equation (1.4), the exponential stability of traveling wave fronts remains open.
1.2. Al-Omari and Gourley’s age-structured population model
In [1], Al-Omari and Gourley proposed an age-structured reaction–diffusion model of a single species of the form
∂um
∂t
= Dmum − β0u2m + αe−γ τ
+∞∫
−∞
1√
4πdiτ
e
− (x−y)24diτ um(y, t − τ )dy, (1.6)
where um denotes the numbers of mature members of a single species population, the delay τ is the time taken from birth
to maturity, β0u2m represents deaths of matures, the remaining delayed term is adult recruitment, and di is the constant
diffusion rate of the immature species. If di = 0, then (1.6) reduces to the local equation
∂um = Dmum − β0u2m + αe−γ τ um(x, t − τ ). (1.7)∂t
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stability of traveling wave fronts of (1.7) if τ is suitably small. More precisely, they showed that under a weighted L2-norm,
if the initial perturbation around the wave front decays exponentially to zero as x → −∞, then the solution converges
exponentially to the wave front as t → ∞. But for nonlocal delay, even for large delay, the exponential stability of traveling
wave fronts of (1.6) remains open.
1.3. So, Wu and Zou’s age-structured population model
Very recently, So et al. [22] proposed the following model to describe the evolution of the adult population of a single
species population with two age classes and moving around in an unbounded 1-dimensional spatial domain:
∂um
∂t
= Dmum − dmum + 
+∞∫
−∞
1√
4πdiτ
e
− (x−y)24diτ b
(
um(y, t − τ )
)
dy. (1.8)
In this model, Dm > 0 and dm > 0 denote the diffusion rate and the death rate of the adult population, respectively, τ  0
is the maturation time of the species, b(·) is the birth function, and  > 0 and di  0 reﬂect the impact of the death rate
and the dispersal rate of the immature on the matured population, respectively. If b(u) = pue−au , where p, a are positive
constants, then (1.8) becomes
∂um
∂t
= Dmum − dmum + p
+∞∫
−∞
1√
4πdiτ
e
− (x−y)24diτ um(y, t − τ )e−aum(y,t−τ ) dy. (1.9)
Mei and So [19] considered the stability of strong traveling fronts of (1.9), where a strong traveling front is a traveling front
that the equilibria E+ and E− do not satisfy |E+ − E−|  1. But for the stability of traveling fronts of (1.8), there is not any
result.
Our results can be applied to all these cases if we choose a suitable kernel function g(x) in (1.1).
It should be mentioned that the stability of traveling wave fronts of reaction–diffusion equations with local and nonlocal
delays have been extensively studied in the literature. For reaction–diffusion equations with local delays, the ﬁrst work was
given by Schaaf [20] on the linearized stability to the time delayed Fisher-KPP equation by means of the spectral method.
Later, Smith and Zhao [21] studied the nonlinear stability of traveling wave fronts of a quasimonotone reaction–diffusion
bistable equation with a discrete delay by the elementary sub- and super-solutions comparison and squeezing technique
developed by Chen [4]. More recently, Mei et al. [18] proved the nonlinear stability of traveling wave fronts of the local
Nicholson’s blowﬂies equation with a discrete delay which is a monostable equation by means of the weighted energy
method. For reaction–diffusion equation with nonlocal delays, Ma and Wu [13] and Mei and So [19] have established some
results for a single species model with age structure. Very recently, Wang et al. [25,26] consider a class of nonlocal reaction–
diffusion monostable equations with ﬁnite delay and a class of reaction advection diffusion bistable equations with nonlocal
delay, respectively, by the methods similar to Chen [4] and Smith and Zhao [21], see also [6,7] for a survey of the short
history and current status of the study of reaction–diffusion equations with nonlocal delayed interactions. In addition, Lin
and Li [12] considered the asymptotic stability of bistable wavefronts of a diffusive and competitive Lotka–Volterra type
model with nonlocal delays. Other related results refer to [3,15,16,23,27,28,30,31].
The rest of this paper is organized as follows. In Section 2, we ﬁrst introduce a weighted function and then present our
main result on the asymptotic stability of traveling wave fronts of (1.1). The proof of the main result is given in Section 3
by using the weighted energy method which was ﬁrst employed by Mei et al. [18] to prove the stability of traveling fronts
of the Nicholson’s blowﬂies equation. The key step in the proof is to establish a priori estimate. In Section 4, we apply
our results to the above mentioned population models and obtain some new results, which recover, complement and/or
improve a number of existing ones in [10,18,19,26]. Finally, in Appendix A, the results on existence of traveling wave fronts
of (1.1) are summarized.
2. Main results
Throughout this paper, C > 0 denotes a generic constant, while Ci,C ′i > 0 (i = 0,1,2, . . .) represent speciﬁc constants.
Let I be an interval, typically I = R. L2(I) is the space of the square integrable functions on I , and Hk(I) (k  0) is the
Sobolev space of the L2-functions f (x) deﬁned on the interval I whose derivatives d
i
dxi
f , i = 1, . . . ,k, also belong to L2(I).
L2w(I) represents the weighted L
2-space with the weight w(x) > 0 and its norm is deﬁned by
‖ f ‖L2w =
(∫
w(x) f 2(x)dx
)1/2
.I
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‖ f ‖Hkw =
(
k∑
i=0
∫
I
w(x)
∣∣∣∣ didxi f (x)
∣∣∣∣
2
dx
)1/2
.
Let T > 0 and let B be a Banach space, we denote by C0([0, T ];B) the space of the B-valued continuous functions on [0, T ],
and L2([0, T ];B) as the space of B-valued L2-functions on [0, T ]. The corresponding spaces of the B-valued functions
on [0,∞) are deﬁned similarly.
In order to take advantage of our estimates (Lemma 3.5), we make the following extensions for f , h and S . Let σ  1 be
any ﬁxed constant. Deﬁne functions Sˆ : [−σ K , (σ + 1)K ] → R and hˆ : [−σ K , (σ + 1)K ] → R, respectively, by
Sˆ(u) =
{
S ′(0)u, u ∈ [−σ K ,0],
S(u), u ∈ [0, K ],
S(K ) + S ′(K )(u − K ), u ∈ [K , (σ + 1)K ],
and
hˆ(u) =
⎧⎪⎨
⎪⎩
h′(0)u + 12h′′(0)u2, u ∈ [−σ K ,0],
h(u), u ∈ [0, K ],
h(K ) + h′(K )(u − K ) + 12h′′(K )(u − K )2, u ∈ [K , (σ + 1)K ].
Then deﬁne fˆ : [S(−σ K ), S((σ + 1)K )] → R by
fˆ (u) =
{
f ′(0)u, u ∈ [S(−σ K ),0],
f (u), u ∈ [0, S(K )],
f (S(K )) + f ′(S(K ))(u − S(K )), u ∈ [S(K ), S((σ + 1)K )].
Clearly, Sˆ ′(u) is continuous and nonnegative on [−σ K , (σ + 1)K ], fˆ ′(v) is continuous and nonnegative on [S(−σ K ),
S((σ + 1)K )] and hˆ ∈ C2[−σ K , (σ + 1)K ]. Moreover, Sˆ ′′(u) is bounded on [−σ K , (σ + 1)K ] and fˆ ′′(v) is bounded on
[S(−σ K ), S((σ + 1)K )]. For the sake of convenience, we will denote Sˆ , hˆ and fˆ by S , h and f in the remainder of this
paper.
Substituting u(x, t) := φ(x+ ct), ξ = x+ ct into (1.1), we obtain the corresponding wave equation, which is the following
nonlocal delayed ordinary differential equation
cφ′(ξ) − Dφ′′(ξ) + h(φ(ξ))− f
( +∞∫
−∞
g(y)S
[
φ(ξ − y − cτ )]dy
)
= 0. (2.1)
By using the upper–lower solutions method and the monotone iteration technique recently developed by Wang et al.
[24] for reaction–diffusion systems with nonlocal delays, the existence of traveling wave fronts of (1.1) can be obtained, and
the result is proved in Appendix A.
Proposition 2.1. Assume that (C0), (C1), (C2) and (G1) hold. Then there exists c∗ > 0 such that for every c > c∗ , (1.1) has a monotone
traveling wave front φ(ξ) satisfying φ(+∞) = K and
lim
ξ→−∞φ(ξ)e
−Λ1(c)ξ = 1,
where Λ1(c) > 0 is the smallest solution of the following equation
cλ − Dλ2 + h′(0) − f ′(0)S ′(0)
+∞∫
−∞
e−λ(y+cτ )g(y)dy = 0. (2.2)
Let
l = min
u∈[0,K ]h
′(u), L = max
u∈[0,K ] S
′(u) max
v∈[0,S(K )]
f ′(v),
and
β = c∗
2D
, L1 =
+∞∫
−∞
e−β y g(y)dy, ¯ = 1
8
[
2h′(K ) − (2+ L1) f ′
(
S(K )
)
S ′(K )
]
.
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there exists ξ∗ ∈R such that, for ξ  ξ∗ , h′(φ(ξ)) > h′(K ) − ¯ ,
f ′
((
g ∗ S(φ))(ξ))
+∞∫
−∞
S ′
[
φ(ξ − y − cτ )]g(y)dy < f ′(S(K ))S ′(K ) + ¯,
and
+∞∫
−∞
f ′
((
g ∗ S(φ))(ξ + z + cτ ))[1+ e−βz]S ′[φ(ξ)]g(z)dz < (1+ L1) f ′(S(K ))S ′(K ) + ¯,
where
(
g ∗ S(φ))(ξ) =
+∞∫
−∞
g(y)S
[
φ(ξ − y − cτ )]dy.
Proof. Clearly, it is suﬃcient to show that limξ→+∞ h′(φ(ξ)) = h′(K ),
lim
ξ→+∞ f
′((g ∗ S(φ))(ξ))
+∞∫
−∞
S ′
[
φ(ξ − y − cτ )]g(y)dy = f ′(S(K ))S ′(K ), (2.3)
and
lim
ξ→+∞
+∞∫
−∞
f ′
((
g ∗ S(φ))(ξ + z + cτ ))[1+ e−βz]S ′[φ(ξ)]g(z)dz = f ′(S(K ))S ′(K )(1+ L1). (2.4)
By h ∈ C2[0, K ] and limξ→+∞ φ(ξ) = K , it is easily seen that limξ→+∞ h′(φ(ξ)) = h′(K ).
In order to prove (2.3), we ﬁrst show that limξ→+∞(g ∗ S(φ))(ξ) = S(K ). For any  > 0, by virtue of
∫ +∞
−∞ g(y)dy = 1,
there exists B > 0 such that
+∞∫
B
g(y)dy  
8l′
, where l′ = max
u∈[0,K ] S(u).
Since limξ→+∞ S(φ(ξ)) = S(K ), there exists T > 0 such that |S(φ(ξ)) − S(K )| < /2 for ξ > T . Consequently, by virtue of
g(−x) = g(x), x ∈R, and ∫ +∞−∞ g(y)dy = 1, we have for any ξ > T + B + cτ
∣∣(g ∗ S(φ))(ξ) − S(K )∣∣=
∣∣∣∣∣
+∞∫
−∞
g(y)
[
S
(
φ(ξ − y − cτ ))− S(K )]dy
∣∣∣∣∣

{ −B∫
−∞
+
+∞∫
B
}
g(y)
∣∣S(φ(ξ − y − cτ ))− S(K )∣∣dy
+
B∫
−B
g(y)
∣∣S(φ(ξ − y − cτ ))− S(K )∣∣dy
 
2
+ 
2
+∞∫
−∞
g(y)dy = .
Thus, limξ→+∞(g ∗ S(φ))(ξ) = S(K ). Similarly, we can show that limξ→+∞(g ∗ S ′(φ))(ξ) = S ′(K ). Since f ∈ C2, then (2.3)
holds. The proof of (2.4) is similar and omitted. This completes the proof. 
Now, we deﬁne a weight function w(ξ) as
w(ξ) =
{
e−β(ξ−ξ∗), for ξ < ξ∗,
1, for ξ  ξ∗.
(2.5)
Next, we state our main result in the paper.
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2h′(K ) > (2+ L1) f ′
(
S(K )
)
S ′(K ),
and
c >max
{
c∗,
4D
c∗
(
(2+ L1)L − 2l
)}
. (2.6)
If u0(x, s) − φ(x + cs) ∈ C0([−τ ,0]; H1w(R)), then there exist δ0 > 0 and μ > 0, which are dependent on the parameters D, τ , the
wave speed c, and the functions f , h, S, and g, such that when sups∈[−τ ,0] ‖u0(·, s) − φ(· + cs)‖H1w  δ0 , the unique solution u(x, t)
of the Cauchy problem (1.1) and (1.3) exists globally, and it satisﬁes
u(x, t) − φ(x+ ct) ∈ C0([0,∞); H1w(R))∩ L2([0,∞); H2w(R)),
and
sup
x∈R
∣∣u(x, t) − φ(x+ ct)∣∣ Ce−μt, t  0,
for some constant C > 0.
Remark 2.4. We should mention that Theorem 2.3 shows that the unique solution u(x, t) of (1.1) and (1.3) converges to
φ(x+ ct) and not to some shifted wave φ(x+ ct + x0) with a shift x0. In fact, by another tedious computation as shown by
Matsumura and Mei [15] and Mei and So [19], we can formally show that x0 = 0.
3. Proof of the main result
This section is devoted to the proof of the stability result, i.e., Theorem 2.3. Our proof relies on the weighted energy
method.
Let u(x, t) be the solution of the Cauchy problem (1.1) and (1.3), and φ(x+ ct) be the traveling wave front. Set
U (ξ, t) = u(x, t) − φ(ξ), ξ = x+ ct, Φ(ξ) =
+∞∫
−∞
g(y)S
[
φ(ξ − y − cτ )]dy,
Ψ1(ξ, t) =
+∞∫
−∞
g(y)S
[
U (ξ − y − cτ , t − τ ) + φ(ξ − y − cτ )]dy,
and
Ψ2(ξ, t) =
+∞∫
−∞
g(y)S ′
[
φ(ξ − y − cτ )]U (ξ − y − cτ , t − τ )dy.
Then, the original problem can be reformulated as⎧⎪⎨
⎪⎩
Ut(ξ, t) + cUξ (ξ, t) − DUξξ (ξ, t) + h′
(
φ(ξ)
)
U (ξ, t) − f ′(Φ(ξ))Ψ2(ξ, t) = G1(U )(ξ, t) − G2(U )(ξ, t),
(ξ, t) ∈R× (0,+∞),
U (ξ, s) = u0(ξ − cs, s) − φ(ξ) =: U0(ξ, s), (ξ, s) ∈R× [−τ ,0],
(3.1)
where
G1(U )(ξ, t) = f
(
Ψ1(ξ, t)
)− f (Φ(ξ))− f ′(Φ(ξ))Ψ2(ξ, t),
and
G2(U )(ξ, t) = h
(
U (ξ, t) + φ(ξ))− h(φ(ξ))− h′(φ(ξ))U (ξ, t).
Thus, it suﬃces to prove the following stability result for (3.1).
Theorem 3.1. For the given traveling wave front φ(ξ) with speed c satisfying (2.6), if U0(ξ, s) ∈ C0([−τ ,0]; H1w(R)), then there
exist positive constant δ0 and μ such that when sups∈[−τ ,0] ‖U0(s)‖H1w  δ0 , the solution U (ξ, t) of the Cauchy problem (3.1) exists
uniquely and globally, and satisﬁes
U (ξ, t) ∈ C0([0,∞); H1w(R))∩ L2([0,∞); H2w(R)),
and
sup
ξ∈R
∣∣U (ξ, t)∣∣ Ce−μt, t  0. (3.2)
S.-L. Wu et al. / J. Math. Anal. Appl. 360 (2009) 439–458 445In order to prove Theorem 2.3, we need the following two lemmas: one local existence and a priori estimate by the
continuity argument (see [9,14,17]).
For any given constants α  0 and T  0, we deﬁne the solution space by
X(α − τ , T + α) = {U ∣∣ U (ξ, t) ∈ C0([α − τ , T + α]; H1w(R))∩ L2([α − τ , T + α]; H2w(R))},
and
Mα(T ) = sup
t∈[α−τ ,T+α]
∥∥U (t)∥∥H1w , M(T ) = M0(T ).
For simplicity, in what follows, we denote U (t) = U (·, t).
Lemma 3.2 (Local existence). Consider the Cauchy problem with the initial time α  0,⎧⎪⎨
⎪⎩
Ut(ξ, t) + cUξ (ξ, t) − DUξξ (ξ, t) + h′
(
φ(ξ)
)
U (ξ, t) − f ′(Φ(ξ))Ψ2(ξ, t) = G1(U )(ξ, t) − G2(U )(ξ, t),
(ξ, t) ∈R× (α,+∞),
U (ξ, s) = u0(ξ − cs, s) − φ(ξ) =: Uα(ξ, s), (ξ, s) ∈R× [α − τ ,α].
(3.3)
If Uα(·, s) ∈ H1w , s ∈ [−τ ,0], and Mα(0)  δ1 for a given positive constant δ1 , then there exists a small t0 = t0(δ1) > 0 such that
U (ξ, t) ∈ X(α − τ ,α + t0) and Mα(t0)√2(1+ τ )Mα(0).
Proof. This conclusion can be easily obtained by the elementary energy method. We omit it here. 
In order to obtain a priori estimate, we need the following two important lemmas. Let C0(μ) = min{C1(μ),C2(μ)},
where
C1(μ) = cc∗
4D
− [(2+ L1)L − 2l]− (1+ L1)L(e2μτ − 1)− 2μ,
C2(μ) = 1
2
[
2h′(K ) − (2+ L1) f ′
(
S(K )
)
S ′(K )
]− (1+ L1)L(e2μτ − 1)− 2μ.
Deﬁne
Bμ(ξ) = −c w
′(ξ)
w(ξ)
− D
(
w ′(ξ)
w(ξ)
)2
+ 2h′(φ(ξ))− 2μ − f ′(Φ(ξ)) ∫
R
S ′
[
φ(ξ − y − cτ )]g(y)dy
− e2μτ
∫
R
f ′
(
Φ(ξ + y + cτ ))w(ξ + y + cτ )
w(ξ)
S ′
[
φ(ξ)
]
g(y)dy. (3.4)
Lemma 3.3 (Key inequality). Let w(ξ) be the weight function given in (2.5). If (2.6) holds, then Bμ(ξ)  C0(μ) > 0 for all ξ ∈ R,
where 0< μ < μ0 =:min{μ1,μ2} and μ1,μ2 > 0 are the unique solutions to the following equation, respectively,
cc∗
4D
− [(2+ L1)L − 2l]− (1+ L1)L(e2μτ − 1)− 2μ = 0, (3.5)
1
2
[
2h′(K ) − (2+ L1) f ′
(
S(K )
)
S ′(K )
]− (1+ L1)L(e2μτ − 1)− 2μ = 0. (3.6)
Proof. We distinguish two cases:
Case (i): ξ < ξ∗ . In this case w(ξ) = e−β(ξ−ξ∗) . Let L′ = maxu∈[0,K ] S ′(u). Notice that 0Φ(η) = (g ∗ S(φ))(η) S(K ) for
all η ∈R and ∫ +∞−∞ g(y)dy = 1, we have
Bμ(ξ) = cβ − Dβ2 + 2h′
(
φ(ξ)
)− 2μ − f ′(Φ(ξ)) ∫
R
S ′
[
φ(ξ − y − cτ )]g(y)dy
− e2μτ
+∞∫
−∞
f ′
(
Φ(ξ + y + cτ ))w(ξ + y + cτ )
w(ξ)
S ′
[
φ(ξ)
]
g(y)dy
 cβ − Dβ2 + 2h′(φ(ξ))− 2μ − f ′(Φ(ξ))L′
− e2μτ eβ(ξ−ξ∗)L′
ξ∗−ξ−cτ∫
e−β(ξ+y+cτ−ξ∗) f ′
(
Φ(ξ + y + cτ ))g(y)dy−∞
446 S.-L. Wu et al. / J. Math. Anal. Appl. 360 (2009) 439–458− e2μτ eβ(ξ−ξ∗)L′
+∞∫
ξ∗−ξ−cτ
f ′
(
Φ(ξ + y + cτ ))g(y)dy
 cc∗
4D
+ 2l − 2μ − f ′(Φ(ξ))L′ − e2μτ L′ ∫
R
f ′
(
Φ(ξ + y + cτ ))[1+ e−β y]g(y)dy
 cc∗
4D
+ 2l − 2μ − L − e2μτ L[L1 + 1]
= cc∗
4D
− [(2+ L1)L − 2l]− (1+ L1)L(e2μτ − 1)− 2μ
= C1(μ) > 0 for 0< μ < μ1.
Case (ii): ξ  ξ∗ , then w(ξ) = 1, and by Lemma 2.2, we have
Bμ(ξ) = 2h′
(
φ(ξ)
)− 2μ − f ′(Φ(ξ)) ∫
R
S ′
[
φ(ξ − y − cτ )]g(y)dy
− e2μτ
+∞∫
−∞
f ′
(
Φ(ξ + y + cτ ))w(ξ + y + cτ )S ′[φ(ξ)]g(y)dy
= 2h′(φ(ξ))− 2μ − f ′(Φ(ξ)) ∫
R
S ′
[
φ(ξ − y − cτ )]g(y)dy
− e2μτ
ξ∗−ξ−cτ∫
−∞
e−β(ξ+y+cτ−ξ∗) f ′
(
Φ(ξ + y + cτ ))S ′[φ(ξ)]g(y)dy
− e2μτ
+∞∫
ξ∗−ξ−cτ
f ′
(
Φ(ξ + y + cτ ))S ′[φ(ξ)]g(y)dy
 2h′
(
φ(ξ)
)− 2μ − f ′(Φ(ξ)) ∫
R
S ′
[
φ(ξ − y − cτ )]g(y)dy
− e2μτ
∫
R
f ′
(
Φ(ξ + y + cτ ))[1+ e−β y]S ′[φ(ξ)]g(y)dy
= 2h′(φ(ξ))− 2μ − f ′(Φ(ξ)) ∫
R
S ′
[
φ(ξ − y − cτ )]g(y)dy
−
∫
R
f ′
(
Φ(ξ + y + cτ ))[1+ e−β y]S ′[φ(ξ)]g(y)dy
− (e2μτ − 1)∫
R
f ′
(
Φ(ξ + y + cτ ))[1+ e−β y]S ′[φ(ξ)]g(y)dy
 2h′(K ) − (2+ L1) f ′
(
S(K )
)
S ′(K ) − 4¯ − (1+ L1)L
(
e2μτ − 1)− 2μ
 1
2
[
2h′(K ) − (2+ L1) f ′
(
S(K )
)
S ′(K )
]− (1+ L1)L(e2μτ − 1)− 2μ
= C2(μ) > 0 for 0< μ < μ2.
Now, let 0< μ <min{μ1,μ2}, then Bμ(ξ) C0(μ) > 0 for all ξ ∈R. This completes the proof. 
Lemma 3.4. Choose σ = C0 , where C0 is an embedding constant given by (3.16) below. If M(T ) < K , then for all 0 t  T ,∣∣G2(U )(ξ, t)∣∣ C3U2(ξ, t), (3.7)
and ∣∣G1(U )(ξ, t)∣∣ C ′3
∫
U2(ξ − y − cτ , t − τ )g(y)dy. (3.8)R
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C3 = 1
2
max
u∈[−σ K ,(σ+1)K ]
∣∣h′′(u)∣∣, M2 = 1
2
max
v∈[0,S(K )]
f ′(v) max
u∈[−σ K ,(σ+1)K ]
∣∣S ′′(u)∣∣,
and
M1 = 1
2
max
v∈[S(−σ K ),S((σ+1)K )]
∣∣ f ′′(v)∣∣( max
u∈[−σ K ,(σ+1)K ]
S ′(u)
)2
.
Since M(T ) < K , by (3.16), we have∣∣U (ξ, t)∣∣ sup
ξ∈R
∣∣U (ξ, t)∣∣ C0∥∥U (·, t)∥∥H1w  C0M(T ) < σ K ,
for all t ∈ [−τ , T ]. Thus, by Taylor’s formula, we obtain∣∣G2(U )(ξ, t)∣∣= ∣∣h(U (ξ, t) + φ(ξ))− h(φ(ξ))− h′(φ(ξ))U (ξ, t)∣∣
=
∣∣∣∣h′′(η1)2 U2(ξ, t)
∣∣∣∣ C3U2(ξ, t),
and ∣∣G1(U )(ξ, t)∣∣= ∣∣ f (Ψ1(ξ, t))− f (Φ(ξ))− f ′(Φ(ξ))Ψ2(ξ, t)∣∣

∣∣∣∣ f (Ψ1(ξ, t))− f (Φ(ξ))
− f ′(Φ(ξ)) ∫
R
{
S
[
U (ξ − y − cτ , t − τ ) + φ(ξ − y − cτ )]− S[φ(ξ − y − cτ )]}g(y)dy∣∣∣∣
+
∣∣∣∣ f ′(Φ(ξ))
∫
R
{
S
[
U (ξ − y − cτ , t − τ ) + φ(ξ − y − cτ )]− S[φ(ξ − y − cτ )]
− S ′[φ(ξ − y − cτ )]U (ξ − y − cτ , t − τ )}g(y)dy∣∣∣∣
= | f
′′(η0)|
2
( ∫
R
{
S
[
U (ξ − y − cτ , t − τ ) + φ(ξ − y − cτ )]− S[φ(ξ − y − cτ )]}g(y)dy)2
+
∣∣∣∣ f ′(Φ(ξ))
∫
R
S ′′(η2)
2
U2(ξ − y − cτ , t − τ )dy
∣∣∣∣
= | f
′′(η0)|
2
( ∫
R
S ′(η3)U (ξ − y − cτ , t − τ )g(y)dy
)2
+
∣∣∣∣ f ′(Φ(ξ))
∫
R
S ′′(η2)
2
U2(ξ − y − cτ , t − τ )dy
∣∣∣∣,
where ηi = φ + θiU ∈ [−σ K , (σ + 1)K ], θi ∈ (0,1), i = 1,2,3, and
η0 = (1− θ0)
∫
R
g(y)S
[
φ(ξ − y − cτ )]dy
+ θ0
∫
R
g(y)S
[
U (ξ − y − cτ , t − τ ) + φ(ξ − y − cτ )]dy,
where θ0 ∈ (0,1), thus η0 ∈ [S(−σ K ), S((σ + 1)K )]. Therefore
∣∣G1(U )(ξ, t)∣∣  M1
(∫
R
g(y)U (ξ − y − cτ , t − τ )dy
)2
+ M2
∫
R
U2(ξ − y − cτ , t − τ )g(y)dy
 (M1 + M2)
∫
U2(ξ − y − cτ , t − τ )g(y)dy
R
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∫
R
U2(ξ − y − cτ , t − τ )g(y)dy.
This completes the proof. 
Lemma 3.5 (A priori estimate). Let U (ξ, t) ∈ X(−τ , T ) be a local solution of (3.1). Then there exist positive constantsμ,δ2 and C1 > 1
independent of T such that, if M(T ) δ2 , then for 0 t  T ,
∥∥U (t)∥∥2H1w  C1
(∥∥U0(0)∥∥2H1w +
0∫
−τ
∥∥U0(s)∥∥2H1w ds
)
e−2μt . (3.9)
Proof. Fixed 0< μ < μ0. Multiplying Eq. (3.1) by e2μt w(ξ)U (ξ, t) for ξ ∈ R and 0 t  T , we have(
1
2
e2μt wU2
)
t
+ e2μt
(
c
2
wU2 − DwUUξ
)
ξ
+ DwU2ξ e2μt + Dw ′UUξ e2μt
+
(
− c
2
w ′
w
+ h′(φ) − μ
)
e2μt wU2 − e2μt f ′(Φ)wUΨ2
= e2μt wU[G1(U ) − G2(U )], (3.10)
where φ = φ(ξ), w = w(ξ), Φ = Φ(ξ), U = U (ξ, t), Ψi = Ψi(ξ, t), and Gi(U ) = Gi(U )(ξ, t), i = 1,2. Using the Cauchy–
Schwartz’s inequality 2ab  a2 + b2, we have
∣∣Dw ′UUξ e2μt∣∣ D
2
e2μt wU2ξ +
D
2
(
w ′
w
)2
e2μt wU2.
Substituting it into (3.10) and integrating the resulting inequality over [0, t] ×R, we have
e2μt
∥∥U (t)∥∥2L2w + D
t∫
0
e2μs
∥∥Uξ (s)∥∥2L2w ds
+
t∫
0
∫
R
[
−c w
′(ξ)
w(ξ)
− D
(
w ′(ξ)
w(ξ)
)2
+ 2h′(φ) − 2μ
]
e2μsw(ξ)U2(ξ, s)dξ ds
− 2
t∫
0
∫
R
e2μsw(ξ) f ′
(
Φ(ξ)
)
U (ξ, s)Ψ2(ξ, s)dξ ds

∥∥U0(0)∥∥2L2w + 2
t∫
0
∫
R
e2μsw(ξ)U (ξ, s)
[
G1(U )(ξ, s) − G2(U )(ξ, s)
]
dξ ds. (3.11)
Using the Cauchy–Schwartz’s inequality again and making the change of variables y → y, ξ − y − cτ → ξ , s − τ → s, we
have
2
∣∣∣∣∣
t∫
0
∫
R
e2μsw(ξ) f ′
(
Φ(ξ)
)
U (ξ, s)Ψ2(ξ, s)dξ ds
∣∣∣∣∣
= 2
∣∣∣∣∣
t∫
0
∫
R
∫
R
e2μsw(ξ) f ′
(
Φ(ξ)
)
S ′
[
φ(ξ − y − cτ )]g(y)U (ξ, s)U (ξ − y − cτ , s − τ )dy dξ ds
∣∣∣∣∣

t∫
0
∫
R
∫
R
e2μsw(ξ) f ′
(
Φ(ξ)
)
S ′
[
φ(ξ − y − cτ )]g(y)[U2(ξ, s) + U2(ξ − y − cτ , s − τ )]dy dξ ds
=
t∫ ∫
e2μsw(ξ)
[
f ′
(
Φ(ξ)
) ∫
S ′
[
φ(ξ − y − cτ )]g(y)dy]U2(ξ, s)dξ ds0 R R
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t−τ∫
−τ
∫
R
∫
R
e2μ(s+τ ) f ′
(
Φ(ξ + y + cτ ))w(ξ + y + cτ )S ′[φ(ξ)]g(y)U2(ξ, s)dy dξ ds

t∫
0
∫
R
e2μsw(ξ)
[
f ′
(
Φ(ξ)
) ∫
R
S ′
[
φ(ξ − y − cτ )]g(y)dy]U2(ξ, s)dξ ds
+ e2μτ
0∫
−τ
∫
R
e2μsw(ξ)
[∫
R
f ′
(
Φ(ξ + y + cτ ))w(ξ + y + cτ )
w(ξ)
S ′
[
φ(ξ)
]
g(y)dy
]
U20(ξ, s)dξ ds
+ e2μτ
t∫
0
∫
R
e2μsw(ξ)
[∫
R
f ′
(
Φ(ξ + y + cτ ))w(ξ + y + cτ )
w(ξ)
S ′
[
φ(ξ)
]
g(y)dy
]
U2(ξ, s)dξ ds. (3.12)
Substituting (3.12) into (3.11) yields
e2μt
∥∥U (t)∥∥2L2w + D
t∫
0
e2μs
∥∥Uξ (s)∥∥2L2w ds +
t∫
0
∫
R
Bμ(ξ)e
2μsw(ξ)U2(ξ, s)dξ ds

∥∥U0(0)∥∥2L2w + 2
t∫
0
∫
R
e2μsw(ξ)U (ξ, s)
[
G1(U )(ξ, s) − G2(U )(ξ, s)
]
dξ ds
+ e2μτ
0∫
−τ
∫
R
e2μsw(ξ)
[∫
R
f ′
(
Φ(ξ + y + cτ ))w(ξ + y + cτ )
w(ξ)
S ′
[
φ(ξ)
]
g(y)dy
]
U20(ξ, s)dξ ds, (3.13)
where Bμ(ξ) is deﬁned by (3.4). By Lemma 3.3, Bμ(ξ) C0(μ) > 0 for 0 < μ < μ0 = min{μ1,μ2}, and then by using the
fact
e2μτ
∫
R
f ′
(
Φ(ξ + y + cτ ))w(ξ + y + cτ )
w(ξ)
S ′
[
φ(ξ)
]
g(y)dy  C for ξ ∈ R, (3.14)
which can be proved similarly to Lemma 3.3, then we can reduce (3.13) as
e2μt
∥∥U (t)∥∥2L2w + D
t∫
0
e2μs
∥∥Uξ (s)∥∥2L2w ds + C0(μ)
t∫
0
e2μs
∥∥U (s)∥∥2L2w ds

∥∥U0(0)∥∥2L2w + C
0∫
−τ
e2μs
∥∥U0(s)∥∥2L2w ds + 2
t∫
0
∫
R
e2μsw(ξ)U (ξ, s)
[
G1(U )(ξ, s) − G2(U )(ξ, s)
]
dξ ds. (3.15)
By the standard Sobolev’s embedding inequality H1(R) ↪→ C0(R) and the embedding inequality H1w(R) ↪→ H1(R) (since
w(ξ) 1 for all ξ ∈ R), we have∣∣U (ξ, t)∣∣ sup
ξ∈R
∣∣U (ξ, t)∣∣ C0∥∥U (·, t)∥∥H1  C0∥∥U (·, t)∥∥H1w  C0M(t), (3.16)
where C0 > 0 is the embedding constant. Applying (3.8), (3.7), and (3.16), and making the change of variables y → y,
ξ − y − cτ → ξ , s − τ → s, we obtain
2
∣∣∣∣∣
t∫
0
∫
R
e2μsw(ξ)U (ξ, s)G1(U )(ξ, s)dξ ds
∣∣∣∣∣
 C5M(t)
t∫
0
∫
R
∫
R
e2μsw(ξ)g(y)U2(ξ − y − cτ , s − τ )dy dξ ds
= C5M(t)
t−τ∫ ∫ ∫
e2μ(s+τ )w(ξ + y + cτ )g(y)U2(ξ, s)dy dξ ds
−τ R R
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{ t∫
0
∫
R
e2μ(s+τ )w(ξ)U2(ξ, s)
(∫
R
w(ξ + y + cτ )
w(ξ)
g(y)dy
)
dξ ds
+
0∫
−τ
∫
R
e2μ(s+τ )w(ξ)U20(ξ, s)
(∫
R
w(ξ + y + cτ )
w(ξ)
g(y)dy
)
dξ ds
}
 C ′′5M(t)
{ t∫
0
e2μs
∥∥U (s)∥∥2L2w ds +
0∫
−τ
e2μs
∥∥U0(s)∥∥2L2w ds
}
,
and
2
∣∣∣∣∣
t∫
0
∫
R
e2μsw(ξ)U (ξ, s)G2(U )(ξ, s)dξ ds
∣∣∣∣∣ C ′5M(t)
t∫
0
∫
R
e2μsw(ξ)U2(ξ, s)dξ ds
= C ′5M(t)
t∫
0
e2μs
∥∥U (s)∥∥2L2w ds.
Thus, we have
2
t∫
0
∫
R
e2μsw(ξ)U (ξ, s)
[
G1(U )(ξ, s) − G2(U )(ξ, s)
]
dξ ds
 C6M(t)
{ t∫
0
e2μs
∥∥U (s)∥∥2L2w ds +
0∫
−τ
e2μs
∥∥U0(s)∥∥2L2w ds
}
. (3.17)
Substituting (3.17) into (3.15), we ﬁnally have
e2μt
∥∥U (t)∥∥2L2w + D
t∫
0
e2μs
∥∥Uξ (s)∥∥2L2w ds + [C0(μ) − C6M(t)]
t∫
0
e2μs
∥∥U (s)∥∥2L2w ds

∥∥U0(0)∥∥2L2w + C7(1+ M(t))
0∫
−τ
e2μs
∥∥U0(s)∥∥2L2w ds. (3.18)
Choose 0< δ2 < K such that C0(μ) − C6δ2 > 0. Then, when M(T ) δ2,
C0(μ) − C7M(t) C0(μ) − C7M(T ) C0(μ) − C6δ2 > 0, for 0 t  T .
Thus, if M(T ) δ2, we have
e2μt
∥∥U (t)∥∥2L2w + D
t∫
0
e2μs
∥∥Uξ (s)∥∥2L2w ds C8
(∥∥U0(0)∥∥2L2w +
0∫
−τ
∥∥U0(s)∥∥2L2w ds
)
. (3.19)
Similarly, by differentiating (3.1) with respect to ξ , multiplying the resultant equation by e2μt w(ξ)Uξ (ξ, t), and then
integrating it over [0, t] ×R for t  T , using the energy estimate (3.19), we can show that
e2μt
∥∥Uξ (t)∥∥2L2w + D
t∫
0
e2μs
∥∥Uξξ (s)∥∥2L2w ds C9
(∥∥U0(0)∥∥2H1w +
0∫
−τ
∥∥U0(s)∥∥2H1w ds
)
, (3.20)
provided that M(T ) δ2.
Combining (3.19) and (3.20), we have
e2μt
∥∥U (t)∥∥2H1w + D
t∫
e2μs
∥∥U (s)∥∥2H2w ds C1
(∥∥U0(0)∥∥2H1w +
0∫ ∥∥U0(s)∥∥2H1w ds
)
, (3.21)0 −τ
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∥∥U (t)∥∥2H1w  C1
(∥∥U0(0)∥∥2H1w +
0∫
−τ
∥∥U0(s)∥∥2H1w ds
)
e−2μt, for all 0 t  T .
This completes the proof. 
Based on Lemmas 3.2 and 3.5, we now give the proof of Theorem 3.1.
Proof of Theorem 3.1. The proof is similar to those Mei et al. [18, Theorem 3.1] and of Mei and So [19, Theorem 3.1], by
Lemmas 3.2 and 3.5 and the continuation argument. We only state the outline here.
Note that the constants δ2, μ and C1 in Lemma 3.5 are independent of T . Let
δ1 =max
{√
C1(1+ τ )M(0), δ2
}
, δ0 =min
{
δ2√
2(1+ τ ) ,
δ2√
2C1(1+ τ )
}
, (3.22)
and M(0) δ0 < δ2( δ1). Then, by Lemma 3.2, there exists t0 = t0(δ1) > 0 such that U (ξ, t) ∈ X(−τ , t0) and
M(t0)
√
2(1+ τ )M(0)√2(1+ τ )δ0  δ2.
Thus, applying Lemma 3.5 on the interval [0, t0], we have
sup
t∈[0,t0]
∥∥U (t)∥∥H1w  supt∈[0,t0]
{
C1
(∥∥U0(0)∥∥2H1w +
0∫
−τ
∥∥U0(s)∥∥2H1w ds
)}1/2
e−μt

√
C1(1+ τ )M(0)
√
C1(1+ τ )δ0
 δ2√
2(1+ τ ) . (3.23)
Now, consider the Cauchy problem (3.3) at the initial time α = t0. Clearly, Mt0 (0) M(t0) δ2  δ1. Applying Lemma 3.5
yields U (ξ, t) ∈ X(−τ ,2t0) and Mt0 (t0)
√
2(1+ τ )Mt0 (0). On the other hand,
Mt0(0) = sup
t∈[t0−τ ,t0]
∥∥U (t)∥∥H1w
max
{
sup
t∈[−τ ,0]
∥∥U (t)∥∥H1w , supt∈[0,t0]
∥∥U (t)∥∥H1w
}
max
{
δ0,
δ2√
2(1+ τ )
}
 δ2√
2(1+ τ ) .
Thus, we have
Mt0(t0)
√
2(1+ τ )Mt0(0) δ2.
Consequently,
M(2t0) = sup
t∈[−τ ,2t0]
∥∥U (t)∥∥H1w
max
{
sup
t∈[−τ ,0]
∥∥U (t)∥∥H1w , supt∈[0,t0−τ ]
∥∥U (t)∥∥H1w , supt∈[t0−τ ,2t0]
∥∥U (t)∥∥H1w
}
max
{
M(0), sup
t∈[0,t0]
∥∥U (t)∥∥H1w ,Mt0(t0)
}
max
{
δ0,
δ2√
2(1+ τ ) , δ2
}
 δ2.
Applying Lemma 3.5 again, we have
sup
t∈[0,2t0]
∥∥U (t)∥∥H1w  supt∈[0,2t0]
{
C1
(∥∥U0(0)∥∥2H1w +
0∫
−τ
e2μs
∥∥U0(s)∥∥2H1w
)
ds
}1/2
e−μt

√
C1(1+ τ )M(0)
√
C1(1+ τ )δ0
 δ2√ . (3.24)
2(1+ τ )
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immediately from (3.9) and (3.16). This completes the proof of Theorem 3.1. 
4. Applications
In this section, we shall apply our results obtained in Sections 2 and 3 to the examples mentioned in Section 1.
4.1. The nonlocal Nicholson’s blowﬂies model with delay
We consider the nonlocal Nicholson’s blowﬂies equation with delay (1.4). For the sake of convenience, we rewrite (1.4)
as follows:
∂u
∂t
= Du − δu(x, t) + p(g ∗ u)(x, t)e−a(g∗u)(x,t), (4.1)
where 1< p/δ  e.
It is easy to see that (4.1) has two equilibria E− = 0 and E+ = 1a ln pδ . Let h(u) = δu, S(u) = u, and f (v) = pve−av . Then
(C0), (C1) and (C2) hold, and maxv∈[0,K ] f ′(v) = p. Note that
L1 =
∫
R
e−
c∗
2D y g(y)dy < +∞,
provided that (G1) holds, where c∗ is the minimal wave speed of (4.1). Thus, by Theorem 2.3, we have the following result.
Theorem 4.1. Assume that (G1) holds, 1< p/δ  e and
(2+ L1)
(
1− ln p
δ
)
< 2. (4.2)
Assume further that
c >max
{
c∗,
4D
c∗
[
(2+ L1)p − 2δ
]}
.
If u0(x, s) − φ(x + cs) ∈ C0([−τ ,0]; H1w(R)), then there exist δ0 > 0 and μ > 0, which are dependent on the parameters D, δ, τ ,
p, a, the wave speed c, and the function g, such that when sups∈[−τ ,0] ‖u0(·, s) − φ(· + cs)‖H1w  δ0 , the unique solution u(x, t) of
the Cauchy problem (4.1) and (1.3) exists globally, and asymptotically stable in the sense under Theorem 2.3.
Remark 4.2. When p/δ ∈ (1, e] is close to e, then (4.2) holds. In this case, |E+ − E−| does not satisfy |E+ − E−|  1, i.e.,
the wave is called the strong wave. This implies that we prove the stability for the strong wave of (4.1).
4.2. Al-Omari and Gourley’s age-structured population model
In this subsection, we consider the age-structure reaction–diffusion model of a single species (1.6), i.e.,
∂um
∂t
= Dmum − β0u2m + αe−γ τ
+∞∫
−∞
1√
4πdiτ
e
− (x−y)24diτ um(y, t − τ )dy. (4.3)
Clearly, (4.3) has two equilibria 0 and K = α
β0
e−γ τ . Let h(u) = β0u2, S(u) = u, f (v) = αe−γ τ v , and g(x) = 1√4πdiτ exp{−
x2
4diτ
}.
Thus
L1 =
+∞∫
−∞
e−β y g(y)dy = exp
{
diτ c2∗
4D2m
} (
β = c∗
2Dm
)
.
It is easy to see that (C0), (C1), (C2), and (G1) hold. Furthermore, 2h′(K ) > (2+ L1) f ′(K ) equals to exp{ diτ c
2∗
4D2m
} < 2. Therefore,
the following result holds.
Theorem 4.3. Assume that
exp
{
diτ c2∗
2
}
< 2, (4.4)4Dm
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c >max
{
c∗,
4Dm
c∗
(2+ L1)αe−γ τ
}
.
If u0(x, s) − φ(x + cs) ∈ C0([−τ ,0]; H1w(R)), then there exist δ0 > 0 and μ > 0, which are dependent on the parameters Dm, β0 ,
τ , α, γ , di , the wave speed c, such that when sups∈[−τ ,0] ‖u0(·, s) − φ(· + cs)‖H1w  δ0 , the unique solution u(x, t) of the Cauchy
problem (4.3) and (1.3) exists globally, and asymptotically stable in the sense under Theorem 2.3.
Remark 4.4. Clearly, (4.4) is equal to diτ < (4D2m/c
2∗) ln 2. Thus, if either di or τ is suitably small, then (4.4) holds.
4.3. So, Wu and Zou’s age-structured population model
For the age-structured population model (1.8), that is
∂um
∂t
= Dmum − dmum + 
+∞∫
−∞
1√
4πdiτ
e
− (x−y)24diτ b
(
um(y, t − τ )
)
dy, (4.5)
we need the following assumptions:
(A1) b(0) = 0, b(K ) = dmK , b(u) ∈ C2[0, K ] for some constant K > 0;
(A2) b′(u) 0 for u ∈ [0, K ], b′(0) > dm , and b′(K ) < dm;
(A3) b′(0)u  b(u), and b(u) > dmu for u ∈ (0, K ).
Let h(u) = dmu, S(u) = b(u), f (u) = u and g(x) = 1√4πdiτ exp{−
x2
4diτ
}. Under the assumptions (A1), (A2) and (A3), it is
easy to see that (C0), (C1), (C2), and (G1) hold. Note that L1 = exp{diτ c2∗/(4D2m)}. By Theorem 2.3, we have the following
result.
Theorem 4.5. Assume that (A1), (A2) and (A3) hold. Assume further that
b′(K )
(
2+ exp
{
diτ c2∗
4D2m
})
< 2dm, (4.6)
and
c >max
{
c∗,
4Dm
c∗
[
(2+ L1) max
u∈[0,K ]b
′(u) − 2dm
]}
.
If u0(x, s) − φ(x + cs) ∈ C0([−τ ,0]; H1w(R)), then there exist δ0 > 0 and μ > 0, which are dependent on the parameters Dm,
dm,  , τ , di , the wave speed c, such that when sups∈[−τ ,0] ‖u0(·, s) − φ(· + cs)‖H1w  δ0 , the unique solution u(x, t) of the Cauchy
problem (4.5) and (1.3) exists globally, and asymptotically stable in the sense under Theorem 2.3.
Remark 4.6. Recently, Al-Omari and Gourley [2] rigorously derived a nonlocal reaction–diffusion model for a single species
with stage structure and distributed maturation delay, namely,⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂ui
∂t
= Diui + b(um) − γ ui −
τ∫
0
∫
Ω
G(x, y, s) f (s)e−γ sb
(
um(y, t − s)
)
dy ds,
∂um
∂t
= Dmum − d(um) +
τ∫
0
∫
Ω
G(x, y, s) f (s)e−γ sb
(
um(y, t − s)
)
dy ds,
(4.7)
where Ω ⊂RN is open and bounded, G(x, y, t) is the solution, subject to homogeneous Neumann boundary condition of
∂G
∂t
= DixG, G(x, y,0) = δ(x− y).
If the bounded domain Ω is replaced by the whole real line (−∞,+∞) and f (·) = δ(· − τ ), then the second equation
of (4.7) reduces to
∂um
∂t
= Dmum − d(um) + e−γ τ
+∞∫
1√
4πDiτ
e
− (x−y)24Diτ b
(
um(y, t − τ )
)
dy ds. (4.8)−∞
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However, to the best of knowledge, there is not any result for Eq. (4.8) with monostable nonlinearity. Clearly, our results
can be applied to Eq. (4.8) for the monostable case, and similar to Sections 4.2 and 4.3, it is easy to establish the existence
and stability of traveling wave fronts of (4.8) under some additional assumptions on the functions b and d.
Appendix A. Existence of traveling wave fronts
In this section, we consider the existence of traveling wave fronts of (1.1). First, we introduce some general results
developed by Wang et al. [24]. Consider the following reaction–diffusion system with nonlocal delays
∂u(x, t)
∂t
= Du + f (u(x, t), (k1 ∗ u)(x, t), . . . , (km ∗ u)(x, t)), (A.1)
where x ∈R, t  0, D = diag(d1, . . . ,dn), di > 0, i = 1, . . . ,n, n ∈N, f ∈ C((Rm+1)n,Rn), u(x, t) = (u1(x, t), . . . ,un(x, t))T , and
(k j ∗ u)(x, t) =
t∫
−∞
+∞∫
−∞
k j(x− y, t − s)u(y, s)dy ds, j = 1, . . . ,m, m ∈N,
the kernel k j(x, t) is any integrable nonnegative function satisfying
k j(−x, t) = k j(x, t),
+∞∫
0
+∞∫
−∞
k j(y, s)dy ds = 1,
and the following assumption:
(H0)
∫ +∞
−∞ k j(x, t)dx is uniformly convergent for t ∈ [0,a], a > 0, j = 1, . . . ,m. In other word, if given ε > 0, then there
exists M > 0 such that
∫ +∞
M k j(x, t)dx < ε for any t ∈ [0,a].
Assume u(x, t) = φ(ξ) and ξ = x+ ct , then we can write (A.1) in the form
−Dφ′′(ξ) + cφ′(ξ) = f (φ(ξ), (k1 ∗ φ)(ξ), . . . , (km ∗ φ)(ξ)), ξ ∈R, (A.2)
where
(k j ∗ φ)(ξ) =
+∞∫
0
∫
R
k j(y, s)φ(ξ − y − cs)dy ds, j = 1, . . . ,m.
A traveling wave front with a wave speed c > 0 to (A.1), is a function φ ∈ BC2(R,Rn) and a number c > 0 which
satisfy (A.2) and the following boundary condition
φ(−∞) = 0 and φ(+∞) = K= (K1, . . . , Kn)T with Ki > 0, i = 1, . . . ,n. (A.3)
In order to tackle the existence of traveling wave fronts, we need the following monotonicity conditions and assumptions:
(H1) There exists a matrix γ = diag(γ1, . . . , γn) with γi > 0, i = 1, . . . ,n, such that
f
(
ψ(z), (k1 ∗ ψ)(z), . . . , (km ∗ ψ)(z)
)+ γψ(z) f (φ(z), (k1 ∗ φ)(z), . . . , (km ∗ φ)(z))+ γ φ(z),
where φ,ψ ∈ C(R,Rn) satisfy 0 φ(z)ψ(z) K in z ∈ R;
(H2) f (μ1, . . . ,μn) = 0 when μ = 0 or μ = K;
(H3) f (μ1, . . . ,μn) = 0 for 0< μ < K.
Let
Γ =
{
φ ∈ Y : (i) φ(z) is nondecreasing in z ∈ R,
(ii) 0 limz→−∞ φ(z) < K, limz→+∞ φ(z) = K
}
,
and BC[0,K] = {x ∈ BC(R,Rn): 0  x(t)  K, t ∈ R}, where Y = {φ ∈ BC(R,Rn): φ′, φ′′ ∈ L∞(R,Rn)}. Deﬁne an operator
F :BC[0,K] → BC(R,Rn) by
F (φ)(ξ) = f (φ(ξ), (k1 ∗ φ)(ξ), . . . , (km ∗ φ)(ξ)), ξ ∈R.
Now we give deﬁnitions of the sub- and super-solutions of (A.2) as follows.
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{1, . . . ,n}, φ′(Ti + 0) φ′(Ti − 0), and φ satisﬁes
−Dφ′′(ξ) + cφ′(ξ) f (φ(ξ), (k1 ∗ φ)(ξ), . . . , (km ∗ φ)(ξ)), in R \T, (A.4)
where T = {T1, . . . , Tn} with T1 < T2 < · · · < Tn . A sub-solution of (A.2) is deﬁned in a similar way by reversing the inequal-
ity in (A.4).
Theorem A.2. Assume that (H1), (H2), (H3) and (H0) hold. Also assume that φ and ψ , where φ ∈ BC[0,K] ∩ Y with φ = 0ˆ,
limξ→−∞ φ(ξ) = 0 and φ  ψ , are sub- and super-solutions of (A.2), respectively. Then, ψ ∈ Γ , (A.1) has a traveling wave front
φ∗ such that (A.3) holds with φ  φ∗ ψ and for a,b ∈ R with a < b,∥∥ψm − φ∗∥∥C([a,b],Rn) → 0, (A.5)
where
−D(ψm)′′ + c(ψm)′ + γψm = Fψm−1 + γψm−1 (m ∈ N) (A.6)
and
φ  φ∗  · · ·ψm  · · ·ψ1 ψ0 = ψ. (A.7)
In particular, if limξ→−∞ ψ(ξ) = 0, then ‖ψm − φ∗‖ → 0.
In the remainder of this section, we use Theorem A.2 to establish the existence of traveling fronts of (1.1).
Take m = 1 and k1(x, t) = δ(x − τ )g(x). Then it is easy to see that k1(x, t) satisﬁes (H0). Furthermore, the function
h(φ(ξ)) − f (∫ +∞−∞ g(y)S[φ(ξ − y − cτ )]dy) satisﬁes (H1).
Deﬁne
(c, λ) = cλ − Dλ2 + h′(0) − f ′(0)S ′(0)
∫
R
e−λ(y+cτ )g(y)dy.
Clearly, the following result holds.
Lemma A.3. Assume that f ′(0)S ′(0) > h′(0), then there exist λ∗ > 0 and c∗ > 0 such that
(c∗, λ∗) = 0 and ∂
∂λ
(c∗, λ)
∣∣∣∣
λ=λ∗
= 0.
Furthermore,
(i) if 0< c < c∗ and λ > 0, then (c, λ) > 0;
(ii) if c > c∗ , then the equation (c, λ) = 0 has two positive real roots λ1(c) and λ2(c) with λ1(c) < λ∗ < λ2(c) such that
(c, λ) =
{
< 0 for λ ∈R \ (λ1(c), λ2(c)),
> 0 for λ ∈ (λ1(c), λ2(c)). (A.8)
Lemma A.4. Assume that (C0) holds, then there exist ν ∈ (0,1] and M > 0 such that
S ′(0)u − S(u) Mu1+ν, h(u) − h′(0)u  Mu1+ν for u ∈ [0, K ], (A.9)
and
f ′(0)v − f (v) Mv1+ν for v ∈ [0, S(K )]. (A.10)
Proof. Note that h ∈ C2[0, K ], S ∈ C2[0, K ] and f ∈ C2[0, S(K )]. The conclusion is a consequence of these observations. This
completes the proof. 
Lemma A.5. Let c > c∗ and λ1(c), λ2(c) be deﬁned as in Lemma A.3. Assume that (C0), (C1), (C2), and (G1) hold. Then for every
γ ∈ (1,min{1+ ν, λ2(c)
λ1(c)
}), there exists Q (c, γ ) 1, such that for any q Q (c, γ ) and any ξ± ∈ R, the function φ± deﬁned by
φ+(ξ) =min{K , eλ1(c)(ξ+ξ+) + qeγ λ1(c)(ξ+ξ+)}, ξ ∈ R, (A.11)
and
φ−(ξ) =max{0, eλ1(c)(ξ+ξ−) − qeγ λ1(c)(ξ+ξ−)}, ξ ∈R, (A.12)
are a super-solution and a sub-solution to (2.1), respectively.
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q
K , such that φ
+(ξ) = K for ξ > ξ∗ and φ+(ξ) = eλ1(c)(ξ+ξ+) +
qeγ λ1(c)(ξ+ξ+) for ξ  ξ∗ .
For ξ > ξ∗ , we have
Hc
[
φ+
]
(ξ) = h(K ) − f
( +∞∫
−∞
g(y)S
[
φ+(ξ − y − cτ )]dy
)
 h(K ) − f (S(K ))= 0,
where
Hc[φ](ξ) = cφ′(ξ) − Dφ′′(ξ) + h
(
φ(ξ)
)− f
( +∞∫
−∞
g(y)S
[
φ(ξ − y − cτ )]dy
)
.
Notice that h(u) h′(0)u, S ′(0)u  S(u) for u ∈ [0, K ] and f ′(0)v  f (v) for v ∈ [0, S(K )]. For ξ  ξ∗ , we have
Hc
[
φ+
]
(ξ) = [cλ1(c) − Dλ21(c)]eλ1(c)(ξ+ξ+) + [cγ λ1(c) − D(γ λ1(c))2]qeγ λ1(c)(ξ+ξ+)
+ h(φ+(ξ))− f
( +∞∫
−∞
g(y)S
[
φ+(ξ − y − cτ )]dy
)
= (c, λ1(c))eλ1(c)(ξ+ξ+) + (c, γ λ1(c))qeγ λ1(c)(ξ+ξ+) + h(φ+(ξ))− h′(0)φ+(ξ)
+ f ′(0)
+∞∫
−∞
g(y)S ′(0)φ+(ξ − y − cτ )dy − f
( +∞∫
−∞
g(y)S
[
φ+(ξ − y − cτ )]dy
)
 0.
Therefore, φ+ is a super-solution of (2.1).
Let ξ∗ = −ξ− − 1(γ−1)λ1(c) lnq. If q  1, then ξ∗  −ξ− . Clearly, φ−(ξ) = 0 for ξ > ξ∗ and φ−(ξ) = eλ1(c)(ξ+ξ
−) −
qeγ λ1(c)(ξ+ξ−) for ξ  ξ∗ .
For ξ > ξ∗ , it is easy to see that Hc[φ−](ξ)  0. For ξ  ξ∗ , we have ξ + ξ− < − 1(γ−1)λ1(c) lnq. By Lemma A.4 and
S ′(0)u  S(u) for u ∈ (0, K ), we have
Hc
[
φ−
]
(ξ) = (c, λ1(c))eλ1(c)(ξ+ξ−) − (c, γ λ1(c))qeγ λ1(c)(ξ+ξ−) + h(φ−(ξ))− h′(0)φ−(ξ)
+ f ′(0)
+∞∫
−∞
g(y)S ′(0)φ−(ξ − y − cτ )dy − f ′(0)
+∞∫
−∞
g(y)S
[
φ−(ξ − y − cτ )]dy
+ f ′(0)
+∞∫
−∞
g(y)S
[
φ−(ξ − y − cτ )]dy − f
( +∞∫
−∞
g(y)S
[
φ−(ξ − y − cτ )]dy
)
 M
[
φ−(ξ)
]1+ν + Mf ′(0)
+∞∫
−∞
g(y)
[
φ−(ξ − y − cτ )]1+ν dy
+ M
[ +∞∫
−∞
g(y)S ′(0)φ−(ξ − y − cτ )dy
]1+ν
− (c, γ λ1(c))qeγ λ1(c)(ξ+ξ−)
 Me(1+ν)λ1(c)(ξ+ξ−) + Mf ′(0)
+∞∫
−∞
g(y)e(1+ν)λ1(c)(ξ+ξ−−y−cτ ) dy
+ M
[ +∞∫
−∞
g(y)S ′(0)eλ1(c)(ξ+ξ−−y−cτ ) dy
]1+ν
− (c, γ λ1(c))qeγ λ1(c)(ξ+ξ−)
= eγ λ1(c)(ξ+ξ−)
{
−q(c, γ λ1(c))+ Me(1+ν−γ )λ1(c)(ξ+ξ−)
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+∞∫
−∞
g(y)e−(1+ν)λ1(c)(y+cτ ) dy
+ M[S ′(0)]1+νe(1+ν−γ )λ1(c)(ξ+ξ−)
[ +∞∫
−∞
g(y)e−λ1(c)(y+cτ ) dy
]1+ν}
 eγ λ1(c)(ξ+ξ−)
{
−q(c, γ λ1(c))+ M + Mf ′(0)
+∞∫
−∞
g(y)e−(1+ν)λ1(c)(y+cτ ) dy
+ M[S ′(0)]1+ν
[ +∞∫
−∞
g(y)e−λ1(c)(y+cτ ) dy
]1+ν}
 0,
provided that
q Q (c, γ ) =:max
{
1,M1∂2 f (0,0)
∞∫
0
+∞∫
−∞
g(s, y)e−2λ1(c)(cs+y) dy ds
+ M[S ′(0)]1+ν
[ +∞∫
−∞
g(y)e−λ1(c)(y+cτ ) dy
]1+ν}
.
Therefore, φ− is a super-solution of (2.1). This completes the proof. 
Proof of Proposition 2.1. Proposition 2.1 is a directly consequence of Lemma A.5 and Theorem A.2. 
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