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KEDVES OLVASÓ!
Ebben a számban egy fontos ünnepségről számolunk be. A BIG 5 világhírű tagjai 
80. születésnapját ünnepeltük 2004. júniusában. Győry Kálmán köszöntő beszéde 
után az öt ünnepelt írását közöljük, majd Surányi János (kortárs) és Buczolich 
Zoltán (tanítvány) előadásait. A füzetünk végén álló írás nem egészen ide tartozik. 
Balázs Egont az MTA 2004-ben választotta külső tagjává. Székfoglaló előadását 
itt közöljük, hiszen ő nagyjából kortársa a BIG 5-nak, és az előadás tartalm a is 
lehetővé teszi ezt a „keveredést”.
2005. december 1. K atona  G y u la
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MEGNYITÓ KÖSZÖNTŐ A 
„400 ÉV MATEMATIKA (BIG 5 x 80)” 
SZÜLETÉSNAPI KONFERENCIÁN 
(2004. június 28. MTA Rényi Alfréd Kutatóintézet)
GYŐRY KÁLMÁN
Tisztelt Ünnepeltek! K edves ünneplők!
A Magyar Tudományos Akadémia Matematikai Tudományok Osztálya nevében 
köszöntőm a BIG 5 tagjait, Aczél Jánost, Császár Ákost, Fuchs Lászlót, Gál Istvánt 
és Horváth Jánost, valamint jelenlévő hozzátartozóikat.
A BIG 5 tagjait öt évvel ezelőtt, 75. születésnapjuk alkalmából ugyanitt, 
a Matematikai Kutatóintézetben köszöntöttük. Akkor, azon az ünnepségen Gál 
István és Horváth János nem tudott részt venni. Külön öröm számunkra, hogy 
most valamennyien együtt vannak. Úgy tudom, erre nem volt példa az utóbbi 
évtizedekben.
Egyedülálló esemény a magyar matematika történetében, hogy öt világnagy­
ság, egyben öt barát 80. születésnapját együtt ünnepelhetjük. Valamennyien ma is 
aktívak, s az idők folyamán szakterületük élő klasszikusává váltak.
Munkásságuk ismertetésére nem vállaikozhatom, ehhez külön-külön egy-egy 
tudományos konferenciára lenne szükség. Számos területen nyertek világraszóló 
eredményeket, a matematika több fontos ága nem létezne napjainkban munkás­
ságuk nélkül.
Aczél János a függvényegyenletek és alkalmazásaik terén,
Császár Ákos a valós függvénytanban és a topológiában,
Fuchs László az Abel csoportok és részben rendezett csoportok elméletében és az 
értékelésgyűrűk feletti modulusok terén,
Gál István a számelméletben, a lineáris analízisben és a reprezentációelméletben, 
Horváth János a funkcionálanalízisben, ezen belül is a disztribúcióelméletben 
nyerték legkiemelkedőbb, legnagyobb hatású eredményeiket.
Hosszú lenne felsorolni azokat a kutatási ágakat, melyek vizsgálatát ők kezde­
ményezték, valamint könyveik listáját, melyek szakterületük alapműveivé váltak.
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Kiváló tanítványok egész sorát nevelték itthon és külföldön egyaránt. A nevük­
höz fűződő tudományos iskolák világszerte ismertek és elismertek. Többen közülük 
itthon is, majd külföldre távozva külföldön is rangos kutatóbázist teremtettek, me­
lyeknek mindmáig szellemi vezetőik. Sokirányú és rendkívül értékes iskolateremtő 
és tudományszervezői tevékenységük ismertetése, díjaik, kitüntetéseik, tudományos 
elismeréseik felsorolása külön előadást igényelne. Mindezek elmaradásáért a BIG 5 
tagjai fognak kárpótolni bennünket, amikor előadásaikban ők maguk fognak szólni 
hozzánk életútjukról, munkásságukról.
Hogy honnan a BIG 5 elnevezés? Erről T. Sós Vera akadémikus köszöntőjé­
ben, majd pedig az ünnepeitektől fogunk hallani. Az egykorú és egymással baráti 
kapcsolatban álló öt huszonéves tehetséget a 40-es években Fejér Lipót nevezte el 
BIG 5-nak. Bár életpályájuk különbözőképpen alakult -  Császár Ákos kivételével 
idővel valamennyien külföldre távoztak -  Fejér ígéretes jóslata bevált, ma már vala­
mennyien a matematika nemzetközileg elismert kiválóságai, a magyar matematika 
büszkeségei.
Külföldön élő Ünnepeltjeink lehetőségeik szerint mindvégig segítették, támo­
gatták a hazai matematikát, szoros kapcsolatot tartottak az itthoni kollégákkal, 
aminek elismeréseként a Magyar Tudományos Akadémia Aczél Jánost, Fuchs Lász­
lót és Horváth Jánost külső tagjává választotta. Császár Ákos akadémikust, a ma­
gyar matematika és a hazai tudományos közélet kiemelkedő és meghatározó alakját 
az idén februárban külön is köszöntöttük 80. születésnapja alkalmából.
Tisztelt Professzor Urak! Kedves Ünnepeltek!
Köszönjük, hogy elfogadtátok meghívásunkat és eljöttetek. Munkásságotok külön- 
külön is követendő példa számunkra. Példát mutattatok arra is, hogy a távolság 
ellenére a baráti szálak milyen erősen össze tudnak kapcsolni öt kiváló tudóst, öt 
kiváló embert. Külön öröm számunkra, hogy feleségeitekkel, családotok tagjaival 
vagytok itt, akik biztosították számotokra a sikeres alkotó életpálya feltételeit.
Kívánom Nektek, hogy éveitek számával együtt tételeitek száma is tovább 
gyarapodjon. Mindehhez Kívánok jó egészséget és sok örömet a matematikán belüli 
és a matematikán kívüli életetekben, családotok körében. Isten éltessen Benneteket 
80. születésnapotok alkalmából!
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MI A TEENDŐ, HA EGY (FÜGG VÉN Y-) EG YENLET 
ÉRVÉNYESSÉGI TARTOMÁNYA TŰL KICSI?
ACZÉL JÁNOS1
1. Bevezetés
A mi korosztályunkból a legtöbben a „Hardy-Littlewood-Pólyá”-ból ([6], 66-69. és 
73-74. o.) ismerik annak bizonyítását, hogy egy rögzített súlyú
Q{x,y)  =  r ' l p f i x )  +  (1 - p) f { y j \
kvázilineáris közép (p € ]0 ,1 [ rögzített, x > 0, y > 0 változók, /  : ]0, oo[ —■> I  
szigorúan monoton folytonos függvény, I  valós intervallum) akkor és csak akkor 
homogén (és akkor szükségképen elsőfokú homogén), vagyis
(1) Q(zx,zy) = zQ(x,y)  {x > 0, y > 0, z > 0),
ha Q vagy (súlyozott) hatványközép vagy (súlyozott) mértani közép. A bizonyítás 
az
f (zx)  = B{z)  + C(z)f (x)  (x > 0, z > 0) 
vagy a vele ekvivalens
(2) k(s + t) = £(s) + m(s)k(t) (s,t £ R) 
függvényegyenlet megoldásán alapul.
Mi van azonban, ha (1) és vele (2) a változóknak nem minden pozitív, illetve 
nem minden valós értékére, hanem csak egy összefüggő nyitott halmazon teljesül?
Gilányi Attila, Che Tat Ng és én ([5]) egy haszonelméleti probléma tárgya­
lása során hasonló, szintén csak összefüggő nyitott halmazon (mely nem téglalap) 
érvényes
(3) k(s + t) = k(s) + m{s)n{t) 
egyenletbe ütköztünk.
szerző a kanadai Natural Sciences and Engineering Research Council (NSERC) 2972 sz. 
Discovery Grant támogatásában részesült.
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Itt közös általánosításuknak, a
(4) k(s + t) — £(s) + m (s)n(t)
egyenletnek és néhány klasszikus speciális esetének kiterjeszthetőségével foglalko­
zunk összefüggő nyitott halmazból az egész síkra és az ebből nyert általános meg­
oldásokkal.
így válaszom a címben feltett kérdésre: kiterjeszteni az érvényességi tarto­
mányt (ha lehet).
Ez a dolgozat a Magyar Tudományos Akadémia 2004. június 28-29-i ülésszakán 
tartott előadásomnak új eredményekkel kibővített változata.
2. A Cauchy- és Pexider-egyenletek kiterjesztése
Mint ismeretes, minimális regularitási feltételeknek eleget tevő (pl. pozitív mértékű 
halmazon korlátos) A : R —> R függvény az
(5) A(x + y) = A(x) + A(y) ((z, ?/) 6 R2)
(additív) Cauchy-egyenletnek, illetve E : M —» [0, oo[ az
(6) E{x  +  y) = E(x)E(y) ((x, y ) € R2)
exponenciális Cauchy-egyenletnek akkor és csak akkor tesz eleget, ha létezik olyan 
valós C, illetve D konstans, hogy A(x) = Cx minden x  £ R-re, illetve vagy E(x) = 0 
minden x £ R-re vagy pedig E(x)  = eDx minden x £ R-re (R a valós számok 
halmaza).
Mi van azonban, ha az additív, illetve exponenciális Cauchy-egyenlet csak 
a valós sík egy részhalmazán, például egy összefüggő nyitott halmazon teljesül? 
Legyen R egy ilyen halmaz. Bevezetjük a következő jelöléseket:
(7)
Rs = { s \ 3 t  : (s,t) £ R}, R t =  {t I 3s : (s,t) £ R}, Rs+t = {s + t \ (s,t) £ R}.
Daróczy Zoltán és Losonczi László [4] bebizonyították a következőt. Ha R  C R2 
összefüggő nyitott halmaz és k : R s U Rt U Rs+t —> R teljesíti az R-re korlátozott 
(additív) Cauchy-egyenletet, vagyis
(8) k(s + t) = k(s) + k(t) ((s, í) € f?),
akkor létezik fc-nak egyetlen (= egy és csak egy) A : R —> R kvázi-kiterjesztése a 
következő értelemben: eleget tesz (5)-nak és léteznek olyan a, b valós konstansok, 
hogy
(9) Rs-e n k =  A + a, R t-n k = A + b és R s+t-n k = A + a + b.
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Természetesen, ha R s, R t , R a+t közül egy párnak vagy mind a háromnak van 
közös pontja, ez befolyásolja a vagy b vagy mindkettő értékét. Ha mindháromnak 
van közös pontja (pl. ha az origó R-ben vagy a határán van), akkor a = b = 0 és A 
kiterjesztése k-nak:
(10) R s U Rt U Rs+t-n k = A.
A fenti helyzetekben az egyenlet kvázi-kiterjesztéséről, illetve kiterjesztéséről is 
fogunk beszélni.
A (8) egyenletnek általánosítása a
(11) k(s  +  t) =  £(s) +  n{t) ((s,t) € R ),
(R-re korlátozott, additív) Pexider-egyenlet. Rimán János [10] kimutatta, hogy 
ennek van kvázi-kiterjesztése hasonló értelemben: léteznek olyan a, b konstansok és 
olyan K,  L, N  : R —> R függvények, hogy
(12) K (x  +  y) =  L(x) +  N(y)  ({x,y) £ R2) 
és a (9)-hez hasonló
R s-en t  = L + a, R t-n n = N  + b és R s+t-n k = K  + a + b
összefüggések állnak fenn. Én észrevettem [1], hogy ez azt is jelenti, hogy (11)- 
nek kiterjesztése is van R2-re abban a (10)-hez hasonló értelemben, hogy létezik 
egyetlen (a fentivel nem szükségképen azonos) K, L, N  : R —* R függvényhármas, 
mely teljesíti (12)-t és
(13) . Rs-en i  =  L, R t-n m =  M  és R s+t-n n = N
-t is. Radó Ferenc és John Baker [9] ezt bebizonyították valós (és komplex) lineáris 
terekre és példákkal m utatták meg, hogy határpontok nem mindig vehetők hozzá 
a (ll)-be li i?-hez, valamint alkalmazásokat is adtak aggregációelméletben.
Mint Fulvia Skof (levélbeli közlés) ellenpéldákkal kimutatta, a
(14) k(s + t) = m(s)n(t)  ((s,í) £ R)  
exponenciális Pexider-egyenletnek nincs mindig kiterjesztése és az
(15) e(s + t) = e(s)e(t) ((s, í) £ R)
exponenciális Cauchy-egyenletnek sincs mindig kvázi-kiterjesztése összefüggő nyi­
tott R  halmazból R2-re. A helyzetet enyhítette John Baker [3] következő eredménye. 
(A valós vagy komplex normált lineáris terek Descartes-szorzatára kimondott ered­
ményt itt R2-re fogalmazzuk és a függvényértékeket is komplex helyett valósnak 
vesszük.)
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2.1. tétel [3]. Ham : R s —> R, n : R t —> R, k : Rs+t —> R (v.ö. (7)) kielégítik a
(14) függvényegyenletet egy összefüggő nyitott R. halmazon, akkor vagy
(i) k mindenütt nulla R s+t-n 
vagy
(ii) k sehol se nulla R s+t-n.
Az utóbbi, (ii) esetben m  és n se nulla sehol Rs-en, illetve R t-n, valamint 
(14) egyértelműen multiplikatívan kiterjeszthető R2-re, vagyis létezik egyetlen olyan 
E  : R —> ]0, oo[ függvény és olyan a ^  0, b ^  0 konstansok, hogy (6) teljesül R 2-en, 
és
(16) R s-en m = aE, Rt-n n = bE és Rs+t-n k = abE.
[A (16) összefüggések kiterjesztést és nemcsak kvázi-kiterjesztést jelentenek, mert 
M(x) = aE{x),  N(y) = bE(y), K(z)  = abE(z)  kielégítik a
(17) K ( x  +  y) = M(x)N(y)  ((x,y) € R 2)
egyenletet.]
Mint mondtuk ez enyhítette a helyzetet, de nem oldotta meg teljesen, mert 
az (i) esetben keveset m ond az m  és n függvényekről (csak azt, hogy mindenütt 
legalább az egyik nulla). Ezt a hézagot aránylag könnyen betöltöttem  (nincs még 
publikálva). Azt kell csak meggondolni, hogy ha van olyan So € R s, melyre m(so) ^  
0, akkor szükségképpen n =  0 a {t G Rt. \ So + 1 € Rs+t} intervallumon. így kapjuk 
a következő eredményt.
2.2. tétel. A  (14) egyenlet általános m, n megoldásait az esetben mikor R s+t-n 
k = 0 a következő konstrukció adja meg. Az m függvény lehet R s-en azonosan 
nulla, akkor n tetszőleges az Rt-n. A nem azonosan nulla m-eket így szerkesztjük 
meg: vegyük R s-nek egy tetszőleges nemüres S részhalmazát és adjunk m-nek 
tetszőleges nullától különböző értékeket S-en, míg Rs\S -en  m  =  0. Legyen továbbá 
T  := {f € R t | 3s € S : s +  í €  R s+t}-n n =  0, míg n tetszőleges lehet Rt \  T-n.
[Persze lehetne m helyett ?r-nel is kezdeni.]
Vegyük észre, hogy S  például intervallum is lehet és azon m  tetszőleges (sehol- 
sem nulla) akármennyire reguláris (pl. folytonos, C 1, akárhányszor differenciálható, 
stb.) függvény lehet, mely a nulla-részekhez is regulárisán csatlakozhat. Tehát re- 
gularitási feltételekkel nem  lehet a kiterjeszthetőséget helyreállítani vagy képlettel 
könnyen kifejezhető általános megoldásokat kapni, csak az (i) lehetőség kizárásával.
A (15) egyenlet kvázi-kiterjeszthetősége vagy kiterjeszthetősége összefüggő nyi­
to tt halmazról R2-re még bonyolultabb probléma a fenti tételbeli (i)-nek megfe­
lelő esetben, mikor e-nek van nullpontja R s+t-ben és így i?ä-ben vagy J?t-ben is 
(bonyolultabb és nem egyszerűbb, mert k =  m = n  bonyodalmat okozhat R.s,
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R t, R s+t közös pontjain). Ezzel itt nem foglalkozunk. De ha e-nek nincs null- 
pontja R s U Rt U R s+t-n, akkor a (15) egyenletnek mindig van egyetlen (6) kvázi- 
kiterjesztése R-hől R2-re:
R s-en e = aE, R t-n e = bE, R s+t-n e = abE és R2-en E(x  +  y) =  E(x)E(y).  
Ha az origó R-ben vagy határán van, akkor ez a — b =  1 -gyei kiterjesztése (15)-nek.
3. A  k ( s  +  t) =  £(s)  +  m ( s ) n ( t )  egyenlet kiterjesztése és megoldása
A (2), (3), (8), (11), (14) és (15) egyenleteknek közös általánosítása a
(18) k(s + 1) =  £(s) + m(s)n(t)  ((s,í) € R)
függvényegyenlet. Mint azokról, (18)-ról is azt tételezzük fel, hogy összefüggő nyi­
to tt  R  halmazon teljesül. Az előzőleg (14) és (15) kapcsán említett komplikációknak 
(melyek az adott esetekben lehetetlenné teszik a kiterjesztést) elkerülése céljából 
feltesszük, hogy k lokálisan nemkonstans vagyis R s+t semelyik pozitív hosszúságú 
részintervallumán se konstans a k függvény (Anders Lundberg [8] és mások az 
ilyen függvényt „philandering”-nek hívják, talán „csapodár”-ral lehetne magyarra 
fordítani). Ezen (és csak ezen, és csak k-ra vonatkozó) feltétel mellett mind (egyér­
telmű) kiterjeszthetőséget kimondó, mind az általános megoldást megadó tételt fo­
gunk megfogalmazni, majd az általános megoldást lényegesen konkrétabbá tesszük 
abban az esetben, amikor k gyenge regularitási feltételnek is eleget tesz (pozitív 
mértékű halmazon korlátos). A bizonyításokat részben vázoljuk; a részletes bizo­
nyítások [2]-ben találhatók.
3.1. tétel. Ha k lokálisan nemkonstans, akkor a (18) függvényegyenlet mindig 
kiterjeszthető R-ből R2-re, vagyis létezik egyetlen olyan K , L , M , N  : R —> M 
függvényötös, hogy
(19) K (x  + y) = L(x) + M(x)N(y)  minden (x,y) e  R2-re
és
R s-en í  =  L, R t-n  
Ekkor (18) általános megoldása vagy
m = M, Rs+t-n k =  K.
m (s) =  uv, í(s)  = A(s) + B ( s e  Rs),
n(t) =  —A(t) + P (te Rt),  k(q) — A(q) + B + Ptv (q e R s+t),
ui
vagy pedig
m(s)=ujE(s ) ,  £(s) =  aE(s)  + B (s e R s), 
n(t) = SE(t) -  —, (t e R t), k(q) = uiöE(q) + B (q e R s+t)
U)
alakú, ahol A : R —> R és E  : R —» ]0, oo[ tetszőleges nemkonstans megoldása
(5)-nek, illetve (6)-nak és tv ^  0, ő ^  0, a, B, P  tetszőleges konstansok.
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A bizonyítás vázlata. Először az összefüggő nyito tt R  halmaz egy teszőleges (c, d) 
pontjának hatszögű
(20) H(c,d;r) := {(s,t) \ s e ] c - r , c  + r[, t £ ] d - r , d  + r[, s + t £ Rs+t}
környezetéből terjesztjük ki (4)-et R2-re. Ehhez előbb a (c, d) pontot visszük be az 
origóba.
Könnyű látni, hogy a
A (u) =  £(u +  c) — t{c), ß(u) = m (u  +  c) — m(c), 
v(v) — n(v 4■ d) — n(d), k(w ) = k(w + c +  d) — k(c + d)
-vei definiált függvények a
(21) k(u + v) = k(u) + m(u + c)u(v) ((u, v) £ H(0 , 0; r))
egyenletnek tesznek eleget. Az u  =  0 helyen ez k (v ) = m(c)i/(v)~t ad. Itt m(c) ^  0, 
m ert különben k és vele k konstans lenne, amit kizártunk. Tehát u(v) =  n{v)/m (c) 
és, bevezetve e(u) := m{u + c)/m(c)-ve 1 az e függvényt, (21)-ből a nullpont körüli 
hatszögön
(22) k(u +  v) =  k (u ) + e(u)n{v)
-t kapunk. A baloldal szimmetrikus lévén ebből
k (u) [e(v) -  l] = k(v ) [e(u) — l]
következik. Két eset van:
(а) Ha e azonosan 1, akkor k (u  +  v) = k (u ) +  k ( v ) az origó hatszögkörnyezetén és 
így, mint a 2. fejezet első részében láttuk, n kiterjeszthető (5)-nek az egész síkon 
eleget tevő (additív) A függvénnyé.
(б) Ha e nem azonosan 1, akkor k (v ) = 7[e(v) — 1] (7 ^  0). Ezt (22)-be helyet­
tesítve e(u -I- u) =  e(u)e(v)-t kapunk az origó körüli hatszögön. Mint a 2. fejezet 
végén láttuk, ez egyértelműen kiterjeszthető (6)-tá R2-re.
A fentebb vázolt számítások kifejezik k, £, m,  n-et /t-val, illetve e-vel, így k, 
£, m, n egyértelmű kiterjeszthetőségét is biztosítják, valamint megadják az így ka­
pott K, L, M,  N  függvények kifejezését A-val, illetve E-vel. Ezzel a tétel be is van 
bizonyítva H(c,d;r)-re (ld. (20)). Mivel R nyitott halmaz, ha két nyitott részhal­
mazából van egy egyenletnek kiterjesztése akkor azok uniójából is van és ezek a 
kiterjesztések azonosak. Másrészt R  összefüggő is, így szokásos kompaktsági érve­
léssel bizonyítható a kiterjeszthetőség az egész I?-ből R2-re. A tétel többi állítása 
az előzőkből következik.
A fenti tételből könnyen következik a következő:
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3.2. következm ény. Ha a lokálisan nemkonstans k függvény pozitív mértékű 
halmazon korlátos is, akkor (18) általános megoldása vagy
m(s)  — u í ( s )  =  Cs  +  B ( s e  R s),
Q
n(t) — —t +  P  (t e  R t ), /c((/) =  Cq + B  +  Ptu (q e R s+t)U)
vagy
m(s) =  weDs, í(s) = aeDs + B (s e R s), 
n(t) = 5eDt — — (t e  Rt), k(q) = ujöeDq + B  (q € Rs+t)
UJ
alakú, ahol C ^  0, D ^ (0 ,1}, tu /  0, <5 V 0, a. B , P tetszőleges konstansok.
Abban az esetben, amikor R  téglalap, Járai Antal [7]-ben (18)-nak és általánosabb 
egyenleteknek is meghatározta általános mérhető megoldásait.
Végül nyitott p roblém a-ként kérdezzük, hogy mi az általános (vagy általános 
reguláris) megoldás abban az esetben, amikor fc-ra nem teljesül, hogy lokálisan 
nemkonstans.
Iro d a lo m je g y zék  1234567890
[1] J. Aczél, Remark 28, Aequationes Math., 29 (1985), 101.
[2] J. Aczél, Extension of a generalized Pexider equation, sajtó alatt a Proc. Amer. Math. 
Soc.-ban.
[3] J. A. Baker, Locally Pexider, sajtó alatt az Aequationes Math.-ban.
[4] Z. Daróczy and L. Losonczi, Über die Erweiterung der auf einer Punktmenge addi­
tiven Funktionen, Publ. Math. Debrecen, 14 (1967), 239-245.
[5] A. Gilányi, C. T. Ng, and J. Aczél, On a functional equation arising from comparison 
of utility representations, J. Math. Anal. Appl, 304 (2005), 572-583.
[6] G. H. Hardy, J. E. Littlewood, and G. Pólya, Inequalities, Cambridge University 
Press, Cambridge (1934).
[7] A. Járai, A remark on a paper of J. Aczél and J. K. Chung: “Integrable solutions of 
functional equations of a general type”, Stud. Sei. Math. Hungar., 19 (1984), 273- 
274.
[8] A. Lundberg, On the functional equation / ( \(x) + g(y)) =  g(x) 4- h(x + y), Aequa­
tiones Math., 16 (1977), 21-30.
[9] F. Radó and J. A. Baker, Pexider’s equation and aggregation of allocations, Aequa­
tiones Math., 32 (1987), 227—239.
[10] J. Rimán, On an extension of Pexider’s equation, Zb. Rad. Mat. Inst. Beograd (N.S.), 
1(9) (1976), 65-72.
10
ÁLTALÁNOSÍTOTT NYÍLT HALMAZOK, 
ÁLTALÁNOSÍTOTT TOPOLÓGIÁK
CSÁSZÁR ÁKOS
1. Bevezetés
A most tárgyalni kívánt téma eredete a múlt század hatvanas éveire, tehát jó 
negyven évre vezethető vissza. Ekkor kezdtek a topológiai irodalomban megjelenni 
olyan cikkek, amelyekben a nyílt halmazokhoz sok tekintetben hasonlóan viselkedő, 
de azoknál általánosabb halmazok játszanak szerepet.
Hogy mindjárt néhány példával szolgáljunk, legyen X  adott (nemüres) halmaz, 
exp X  pedig ennek hatványhalmaza, és A topológia az X  halmazon. Ekkor [6] szerint 
egy A C X  halmazt félnyűtnak (semi-open) mondunk, ha
(1.1) A C c \i \A ,
ahol i\A  jelöli az A halmaz belsejét, c \A  pedig az A halmaz lezárását a A topo­
lógiára nézve (tehát az elterjedt jelöléssel i \A  = int A és c \A  =  cl A, a rövidség 
kedvéért elhagyjuk a szokásos zárójeleket).
Ehhez hasonlóan [7] szerint az A C X  halmazt előnyűtnak (preopen) mondjuk, 
ha
(1.2) A c  ixc \A ,
[8] szerint A a-nyílt (a-open), ha
(1.3) A c  i\C \i\A , 
végül A [1] szerint ß-nyilt (/3-open), ha
(1.4) A C c \i\C \A .
Azon, hogy az említett halmazosztályok tulajdonságai emlékeztetnek a nyílt 
halmazokéira, a következőt kell érteni. Legyen A topológia X-en, és jelölje /i a A-ra 
nézve félnyílt, előnyílt, a-nyílt vagy /3-nyílt halmazok osztályának valamelyikét. 
Ekkor triviálisan 0 € /lí és könnyen láthatóan /x-beli halmazok tetszőleges egyesí­
tése is /i-beli. Ennélfogva ji viselkedése bizonyos tekintetben emlékeztet valamely
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topológia nyílt halmazainak viselkedésére. A pontosság kedvéért meg kell jegyezni, 
hogy az a-nyílt halmazok ténylegesen topológiát (mégpedig az eredeti A topológi­
ánál finomabb topológiát) alkotnak [8], de általában sem a félnyílt halmazok, sem 
az eló'nyílt halmazok, sem a /3-nyílt halmazok összessége nem topológia. Például 
ha A a számegyenes, A pedig ennek szokásos euklideszi topológiája, akkor [0,1] és
[1,2] bármelyike félnyílt, de [0,1] fi [1,2] =  {1} nem félnyílt. Ugyanezzel az A  és 
A jelöléssel a racionális számok Q halmaza és (AT — Q) U {0} egyaránt előnyílt, de 
metszetük (azaz {0}) nem előnyílt.
Mindez talán eléggé alátámasztja a következő elnevezes bevezetését (további 
érveket még felsorolunk majd): ha X  nemüres halmaz, nevezzük a p C expX  
halmazrendszert általánosított topológiának (generalized topology, rövidítve GT), 
ha 0 € fi és /u-beli halmazok tetszőleges egyesítése is /r-beli. Ennek megfelelően egy 
topologikus térben a félnyílt, előnyílt, /Tnyílt halmazok bármelyikének rendszere 
GT.
Említettük, hogy a most bevezetett elnevezés nellett további érvek is felhozha­
tók. Valóban, legyen fi tetszőleges GT az X  alaphalmazon. [5] megmutatja (a gon­
dolatmenet nem különösen nehéz), hogy ha az iß : exp A —» exp A halmazfügg­
vényt az
(1.5) ißA = ( J {M  e  fi : M  C A)
képlet értelmezi, akkor iß szűkítő (más szóval ißA  c  A), monoton (vagyis A  C 
B  C A esetén ißA  C ißB),  és idempotens (azaz ißißA = ißÄ). Nevezzük röviden 
magoperációnak az olyan i : expA —> expA  halmazfüggvényt, amely a fenti 
értelemben szűkítő, monoton és idempotens.
Érvényes mármost az előbbi állítás megfordítása is: ha i : exp A —» exp A 
magoperáció, akkor létezik pontosan egy fi GT, amelyre i =  iß , ti.
(1.6) fi =  {A C A : iA = A}.
Lényeges, hogy itt a magoperációt úgy értelmeztük, ahogyan tettük, és a GT 
általánosított topológiák is pontosan a fenti módon vannak értelmezve (pl. nincs 
megkövetelve, hogy A € fi legyen). A GT-k itt leírt kapcsolata a magoperációkkal 
talán eléggé meggyőzően m utatja GT itt elfogadott értelmezésének célszerűségét. 
Továbbra is egy /i GT-t tekintve A-en, nem nehéz belátni [5], hogy a
fi.?) < v i = n ( *  -  M  : M  e ß, A  C A  -  M }
leképezés viszont burokoperáció, azaz olyan c : expA  —> expA  leképezés, amely 
monoton, idempotens és bővítő (tehát cA D A). Megfordítva, ha c : expA —> 
expA  burokoperáció, létezik egy és csak egy fi GT, amelyre c =  cM, mégpedig 
fi =  {M C A : cM  = M }. A kapcsolat az (1.5) és (1.7) lelépezés között igen 
egyszerű:
(1.8) »„(A -  A) = X  -  cßA.
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Némileg egyszerűsíti a kifejezésmódot, ha a // GT elemeit fi-nyíltnak, komplemen- 
tumaikat //-zárinak mondjuk. így ißA az .4-nál szűkebb p-nyílt halmazok között a 
legbővebb, cßA pedig az A-t tartalmazó //-zártak között a legszűkebb.
2. Á ltalánosított nyílt halmazok
A mag- és burokoperációkkal kapcsolatban az 1. pontban idézett eredmények lehe­
tővé teszik, hogy az (1.1)—(1.4) alatt megfogalmazott definíciókban a A topológia 
szerepét tetszőleges // GT vegye át.
Valóban, legyen ismét X  adott nemüres halmaz, s most fi tetszőleges GT az 
X  halmazon. Nevezzük az A C X  halmazt //-felnyíltunk, ha
(2.1) A C c ßißA.
Ugyanígy, legyen az A halmaz fi- előnyílt, ha
(2.2) A C ißcßA,
H-ot-nyílt, ha
(2.3) A c  ißcßißA,
végül fi-ß-nyüt, ha
(2.4) A C cßißcßA.
Nem nehéz belátni [5], hogy a (2.1)—(2.4) halmazosztályok mindegyike GT. Jelöljük 
cr(/t)-vel a /t-félnyílt halmazok osztályát, 7r(/x)-vel a //-előnyílt halmazokét, a(/i)-vel 
a p-a-nyíltakét, végül /3(/x)-vel a //-/3-nyíltakét. Mindezek tehát /í-vel együtt GT-k 
A-en.
Érdemes megjegyezni, hogy a (2.1)—(2.4) definíciók lényegében véve tartal­
mazzák mindazokat a halmazosztályokat, amelyek az iß és cß halmazfüggvények 
segítségével nyerhetők. Azt kell ehhez meggondolni, hogy egyrészt iß és cß minde­
gyike idempotens, másrészt hogy [2] felhasználásával bármely A  C X  halmazra
(2.5)
és
(2.6) 'i'ßCß'i'ßClL-A — i'ßCfj.A.
így a (2.1)—(2.4) alatti halmazok mellett csak a triviális A C ißA  (csak A € /t 
esetén teljesül) és az A C cßA (mindig teljesül) feltételek maradnak.
Az a körülmény, hogy a (2.1)-(2.4) definíció GT-ből kiindulva GT-hez vezet, 
megfogalmazhatóvá teszi a következő kérdést: hogyan lehet megkapni a (r/) hal­
mazosztályt, ha £ a a, ír, a, ß  betűk valamelyike, 77 jelentése pedig a er(//), 7r(/i),
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a(/ií), szimbólumok valamelyike, ahol 77 adott GT X-en? A definíciókból
kiinduló türelmes számolás eredményeképpen a következő táblázathoz jutunk.
€ a 0 7T 0
a a a 7T ß
a a a <9 ß
7r 7r ß 7T ß
0 0 ß e ß
Ebből kitűnik, hogy ha pl. £ =  n és q = 17(77), akkor (a harmadik sor második 
elemének megfelelően) £(77) =  73(77).
A táb lázat harmadik oszlopában található 6 jelek arra utalnak, hogy a £ =  a és 
77 = 7r(/i), valamint a £ =  ß  és 77 =  7r(/i) esetben a kapott halmazosztály általában 
nem esik egybe az 0(77), a{n),  77(77), ß(p)  osztályok egyikével sem. Erre könnyű 
példát m utatn i még abban az esetben is, amikor 77 nem GT (mint általában), hanem 
speciálisan topológia ([5, 3.4]). Ennélfogva megkísérelhetjük, hogy táblázatunkat 
azáltal tegyük pontosabbá, hogy definíciószerűen tetszőleges 77 GT esetén
<7(77(77)) =  77(77), (77(77)) = 7/(77),
más szóval
(2.7) A  € 77(77) ö t I c  
és
(2.8) A e  1/(77) « i c
Ismét különösebb nehézség nélküli számolással be lehet látni, hogy a 77(77)) és 7/(77)) 
osztályok bevezetése után az előbbi táblázat így módosul:
a  a 77 p 7/ ß1
a
CT
77
P
U
ß
a
a
77
P
7 /
ß
0
0
ß
ß
77
P
77
P
7/
7/
P
P
7/
7/
7/
7/
7/
7/
7/
7/
7/
7/
0
ß
ß
ß
ß
ß
Például a  táblázat negyedik sorának ötödik oszlopa szerint a £ = p, 77 =  7/(77) 
esetben £(77) =  7/(77). Ennek megfelelően a táblázat egy félcsoport szorzótáblázatává 
alakult.
Kívánatos volna természetesen, hogy a (2.7) és (2.8) képletekkel értelmezett 
77(77) és 7/(77) halmazosztályokat valamilyen jól használható módon jellemezzük.
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Erre a jellemzésre mód kínálkozik abban az esetben, amikor p nem GT (mint 
általában), hanem speciálisan topológia. Ekkor (ezúttal ismét a. p = X jelölést 
használva) nem nehéz belátni [5], hogy egyrészt
(2.9) p(X) = v(X), 
másrészt
(2.10) A e p{A) =  is(X) 4=> A C i \c \A  U cxi\A .
Ez azonban felvet egy jelenleg teljesen nyitott kérdést: mi történik, ha p  nem 
topológia, hanem csak GT? A helyzet ugyanis az, hogy elég sok példa végigszámo- 
lása után sem sikerült olyan esetet találni, amikor a (2.9)-nek megfelelő
(2.11) p(p) = v(p)
egyenlőség valamely p GT-re nem teljesül, sem pedig olyat, amikor a (2.11)-nek 
eleget tevő halmazosztályt ne lehetne a (2.10)-nek megfelelő
(2.12) A e p{p) = v(p) « A e  ißcßA U cßißA
módon jellemezni. Ennek megfelelően elképzelhető, hogy a topologikus p esetében 
tapasztalt viszonyok általában is, tehát tetszőleges p GT esetén is érvényesek. 
Mindezek a témakör tisztázásához tartozó igen érdekes nyitott kérdések.
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VÉGTELEN ABEL-CSOPORTOK 
MAGYARORSZÁGON
FUCHS LÁSZLÓ
A jelenlegi magyar matematikusok körében talán kevésbé ismert tény, hogy a múlt 
században jó néhány évig világszerte Magyarországot tekintették az Abel-csoportok 
kutatási központjának. Ez főként Szele Tibor debreceni professzor érdeme: az ő 
tehetsége, az ő lelkesedése és kiváló pedagógiai rátermettsége számos követőre talált 
kedvenc kutatási területén: a végtelen Abel-csoportok elméletében.
Szele Tibort a véges Abel-csoportok elmélete vezette a végtelen Abel-csopor- 
tokhoz. 1942-ben Hajós Györgynek sikerült megoldani Minkowski német matemati­
kusnak egy nevezetes, majdnem fél évszázadig nyitott problémáját az n-dimenziós 
euklideszi térnek hézagmentes lefedéséről n-dimenziós kockákkal (Hajós [H]). Hajós 
átfogalmazta a problémát érdekes módon véges Abel-csoportokra, s ebben a for­
mában sikerült bebizonyítania, hogy ha az n-dimenziós euklideszi tér n-dimenziós 
kockákkal úgy van lefedve, hogy minden pont valamelyik kockához tartozik s két 
kockának nincs közös belső pontja, akkor léteznek kockák, melyeknek egyik n — 1- 
dimenziós lapjuk közös. A komplikált bizonyítás csoportgyűrűkre vonatkozó új té­
telekre épült. A 40-es évek végefelé Rédei László szegedi professzornak s Szelének 
sikerült a bizonyítást lényegesen leegyszerűsíteni (Rédei [R], Szele [Sz]).
A Hajós-tétellel kapcsolatos vizsgálatok felkeltették Szele Tibor érdeklődését 
a kommutatív csoportok struktúrájának általános problémája iránt. Felismerte, 
hogy az Abel-csoportok területén rengeteg érdekes megoldatlan kérdés rejtőzik: ez 
a terület szinte aranybánya algebristák számára. Szegeden, részben Rédei László, 
Szélpál István és Szendrei János közreműködésével, néhány alapvető, nem sok el­
méletet igénylő kérdést tisztázott (Szele [1], [2], [4], Rédei-Szele [1], Szele-Szélpál
[1] , Szele-Szendrei [1]); Szélpál maga is több kérdésre adott választ (Szélpál [1],
[2] , [3]). Szele szinte öntötte magából a problémákat, állandóan tele volt érdekes, 
alapvető problémákkal, amelyekre nem talált választ az irodalomban. Ezeket ön­
zetlenül megosztotta mindenkivel, aki hajlandó volt őt meghallgatni. De ez őt nem 
elégítette ki, s mikor Debrecenben katedrát kapott, ottani tanítványaival együtt 
(Erdélyi Mária, Erdős Jenő, Gacsályi Sándor, Kertész Andor, Kovács László, Papp 
Zoltán) szisztematikusan felkutatta a végtelen Abel-csoportok teljes irodalmát. Fel­
ismerte, hogy míg Reinhold Baer úttörő cikkei ([B1], [B2]) szilárd alapját vetik meg 
az elméletnek, addig a jövőt Leonid Kulikov orosz matematikus 1945-ben megje­
lent alapvető cikke jelzi [K], amely lényegesen új impetuszt ad az elméletnek. Ebben
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a cikkben Kulikov a tetszőleges számosságú Abel-csoportok elméletében vezet be 
egészen új módszereket, jelentős mértékben fejlesztve az elméletet. A cikket Ga- 
csályi Sándor lefordította magyarra és a gépelt példányokat buzgón tanulmányozta 
mindenki, aki Szele Tibor hatására érdeklődést m utatott a csoportelméletnek eb­
ben az ágában. így indult el a kutató munka Magyarországon az Abel-csoportok 
elméletében, és Szele Tibor rendkívüli tehetsége s kiváló vezetői képessége révén 
hamarosan jelentős sikereket hozott a kutatásban, komoly nemzetközi visszhangot 
keltve.
Szele Tibor szegedi éveinek legjelentősebb eredménye a végtelen Abel-csopor- 
tok elméletében a gyűrűk additív struktúrájának vizsgálata. Ezt ő kezdeményezte, 
és az ő nevéhez fűződik néhány alapvető eredmény (Szele [3], [5], [7|, [15]). Ugyan­
csak jelentős az a cikke, amelyben a testelmélet analógiájára kifejleszti az Abel- 
csoportok elméletében az algebrai és transzcendens bővítéseket (Szele [6]). Ez abban 
az időben nagy érdeklődést keltett, bár ennek jelentősége azóta erősen lecsökkent 
a kiterjedt injektivitási vizsgálatok következtében.
Az 50-es évek elején indult igazán virágzásnak a magyar Abel-csoport iskola. 
Szele felismerte a Kulikov által bevezetett bázis-részcsoport rendkívüli jelentősé­
get, és tőle, valamint tanítványaitól néhány cikk jelent meg, amelyekben vagy to­
vábbfejlesztik a bázis-részcsoportok elméletét, vagy pedig ezek segítségével fon­
tos eredményeket bizonyítanak (Szele [14], Kovács [1], Papp [1]). Talán érdemes 
megemlíteni, hogy a kutatás nem korlátozódott Debrecenre: Szele Tibor hatására 
én is csatlakoztam az Abel-csoportok kutatóinak növekvő táborához. Első Abel- 
csoportos cikkemben (Fuchs [1]) Szelének egy problémáját oldottam meg: Kuli- 
kovnak egy p-csoportokra vonatkozó fontos kritériumát terjesztettem ki tetszőleges 
Abel-csoportokra, a Kertész Andor által adott átfogalmazás felhasználásával (Ker­
tész [1]). Az elmélet vonzó szépségének hatására (egy időre) abbahagytam kutatá­
saimat ideálelméletben és a részben rendezett csoportok területén, s teljes gőzerővel 
kezdtem dolgozni az Abel-csoportok elméletében.
Szelével állandó kapcsolatom volt nemcsak levelezés révén, hanem személyesen 
is sokat matematizáltunk. Amikor Tibor feljött Budapestre egy minisztériumi vagy 
egy akadémiai ülésre, délutánjait szüleim lakásán (a Városligetnél) töltöttük egy 
szobába zárkózva. Órák hosszat matematizáltunk: saját és tanítványaink munkáit 
tárgyaltuk meg, sokszor próbáltunk közösen tisztázni megoldatlan problémákat, 
újabb publikációkat vitattunk meg nemcsak az Abel-csoportok elméletében, de 
az algebra más ágában is. Édesanyám volt az egyetlen személy, aki beléphetett 
munkánk szentélyébe: ő hozta az elengedhetetlen eszpresszót és a frissítőket. Tibor 
csak akkor távozott, amikor már sietnie kellett a Nyugati-pályaudvarra, hogy elérje 
az utolsó debreceni vonatot.
Tibortól nagyon sokat tanultam ezeken a megbeszéléseken, és rendkívül hálás 
vagyok neki, hogy bevezetett ebbe a lenyűgöző elméletbe, amely idővel munkás­
ságom központi területévé vált. Vele és Kertész Bandival több közös problémán 
dolgoztunk, ezeknek a többsége publikálva is lett (Fuchs-Kertész-Szele [l]-[4]). 
A problémák jó részét Szele Tibor vetette fel. Azokban a kérdésekben, amelyeken 
együtt dolgoztunk, többnyire neki volt jó ötlete a nekiinduláshoz, azután együtt
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vagy külön töprengtünk a problémákon, vitatkoztunk és bizonyítottunk, s végül 
nekem ju to tt az a (nem éppen hálás) feladat, hogy a tételeket minél általáno­
sabb formában fogalmazzam meg és végleges formába öntsem a kész dolgozatot. 
A legutolsó matematizálásunkon bizonyított eredményünk csak már mint Szelének 
posztumusz cikke jelent meg (Fuchs-Szele [1]).
A pesti egyetemen speciális előadásaim s heti szemináriumaink hatására né­
hány tanítványom komoly érdeklődést m utatott az Abel-féle csoportok elméletében: 
Fried Ervin, Grätzer György, Schmidt Tamás, Szász Ferenc, Wiegandt Richárd. 
Többen írtak is dolgozatot Abel-csoportokról (Fried [1], Grätzer-Schmidt [1], [2], 
Szász [1]), de érdeklődési területük nem maradt ebben a témában és mint kutatók 
más algebrai diszciplínákban váltak ki.
Hangsúlyoznom kell, hogy ezekben a kutatásokban mi magyar algebristák 
eléggé izolálva voltunk, jórészt csak magunkra támaszkodhattunk. Külföldi utazás 
vezető algebristákhoz alig valósult meg: azt a kevés utazási lehetőséget, amelyeket 
az Akadémia nyújtott, m ajdnem  kizárólag az Akadémia tagjai vették igénybe. 
Nyugati algebristákkal személyes kapcsolat sokáig nem is létezett. Reinhold Baer 
meghívását Szele Tibor nem fogadhatta el, mert nem kapott útlevelet erre az útra. 
Érthetetlen módon jó ideig nem alakult ki kapcsolat orosz algebristákkal sem. 
Külföldi kapcsolataink főként a lengyel (Jerzy Los, Stanislaw Balczerzyk, Andrzej 
Hulanicki, Edward Sgsiada) és a cseh algebristákra (Vladimir Körinek, Vlastimil 
Dlab) szorítkoztak -  ezek a kapcsolatok nagyon is fontosnak bizonyultak. Csak 1956 
után javult a helyzet: a nyugati országokba való utazásnak kevésbé volt akadálya, 
amennyiben a kiutazó devizaellátása külföldi forrásból biztosítva volt.
Külföldi kapcsolataink hiányával magyarázható, hogy dolgozatainknak túl­
nyomó többsége általunk felvetett problémákat tárgyal, s kevés olyan publikációt 
említhetünk ebből az időből, amelyek az Abel-csoportokra vonatkozó akkortájt leg­
fontosabbaknak tartott kérdésekkel kapcsolatosak. Visszatekintve, úgy vélem, hogy 
problémaválasztásunk nem volt mindig a legszerencsésebb, de ahhoz nem fér két­
ség, hogy ezek a problémák olyan módszerek kibontakozására vezettek, amelyeknek 
nagy szerepük van abban, hogy az elmélet a jelenlegi magas fokra emelkedhetett.
Úgy látszik, hogy ebben az időben az Abel-csoportok elméletének fontosságára 
egyre többen kezdtek felfigyelni. Reinhold Baer alapvető cikkeit a 30-as években 
publikálta, az után alig jelent meg számottevő cikk Abel-csoportokról. Baer néhány 
fejezetet írt egy készülő Abel-csoportokról szóló könyvhöz (de nem fejezte be, mert 
egy másik könyv írása teljesen lekötötte). 1954-ben Irving Kaplansky publikált egy 
kis könyvet végtelen Abel-csoportokról (Kaplansky [Ka]), amelynek komoly hatása 
volt az amerikai algebristák körében. Alexander Kuros moszkvai professzor csopor­
telméleti könyvében [Ku] komoly teret szentel a végtelen Abel-csoportok elméleté­
nek, kivált Kulikov alapvető tételeinek. Vitathatatlan, hogy a kutatás fellendítése 
nagyrészt a magyar algebrai iskola érdeme. Büszkék lehetünk arra, hogy a nemzet­
közi izoláltság ellenére a kis számú, de lelkes magyar kutató gárda komoly sikereket 
könyvelhet az elmélet fejlesztésében.
Legyen szabad néhány alapvetőnek tekintett magyar eredményt kiemelni.
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Kezdem a Szele által kezdeményezett területtel: a gyűrűk additív csoportjával. 
Alapvető dolgozatait az 1949-50-es években publikálta. E területen talán a leg­
gyakrabban idézett eredmény Hopkins ismert tételének általánosítása: egy jobbol­
dali Artin-gyűrű akkor és csak akkor Noether-féle, ha nem tartalmaz egy Z(p°°)-vel 
izomorf részcsoportot egyetlen p prímszámra sem (Fuchs-Szele [2]). Ezzel ekviva­
lens feltétel az, hogy a gyűrű annullátora véges legyen. (Hopkins csak elégséges 
feltételt adott: ha a gyűrűnek van egységeleme.) Ebben a dolgozatban teljesen jel­
lemeztük Artin-féle gyűrűk additív struktúráját. Eredményünket Szász Ferenc ké­
sőbb kiegészítette (Szász [2]), kimutatván, hogy minden jobboldali Artin-féle gyűrű 
két Artin-gyűrűnek a direkt szorzata: az egyiknek additív csoportja torzió-csoport, 
míg a másiknak additív csoportja torziómentes, s ennek az utóbbinak feltétlenül 
van jobb egység-eleme.
Számos dolgozat kapcsolódik Szele úttörő munkáihoz. Megemlítem azon dol­
gozatomat (Fuchs [6]), amelyben többek között azt mutattam ki, hogy ha egy 
gyűrűnek az additív csoportja torzió-csoport, akkor a gyűrű-szorzást teljesen meg­
határozza a bázis-részcsoport: ez újabb adaléka a bázis-részcsoport fontosságának. 
Talán a legjobb bizonyíték az additív csoport fontos szerepére Israel Halperinnel 
közös dolgozatom (Fuchs-Halperin [1]), amelyben bebizonyítjuk, hogy minden von 
Neumann-féle reguláris gyűrű beágyazható egy egységelemes von Neumann-féle re­
guláris gyűrűbe. A bizonyítás lényegesen támaszkodik az additív struktúra szerke­
zetére, amelynek segítségével oly von Neumann-féle reguláris gyűrűt konstruálunk, 
amely felett minden von Neumann-féle reguláris gyűrű egy algebra.
Külön figyelmet érdemelnek a bázis-részcsoportra vonatkozó dolgozatok. Szele 
adott egy újfajta bevezetést, de a fő eredménye annak a roppant érdekes tulajdon­
ságnak a felismerése, hogy egy p-csoportban a bázis-részcsoport mindig endomorf 
kép (Szele [14]). E tétele komoly meglepetést keltett. Mint már említettem, a Szele 
tanítványok közül Kovács Lászlónak és Papp Zoltánnak vannak figyelemre méltó 
eredményei a bázis-részcsoportról.
Szelével együtt alaposan tanulmányoztuk a Prüfer-Ulm Zippin-féle elméletet, 
amely a megszámlálható Abel-féle p-csoportok teljes struktúráját karakterizálja 
számossági invariánsokkal. Sajnálatos módon, ezt az elméletet nem sikerült álta­
lánosítanunk egyetlen magasabb számosságú csoport-osztályra sem. Az Ulm-féle 
izomorfia-tételt 1968-ban Paul Hill és Peter Crawley kiterjesztette az ú.n. totálisan 
projektív p-csoportokra, de a Zippin-féle egzisztencia-tételt Kulikovnak és nekem 
majdnem egyidejűleg, egymástól teljesen függetlenül sikerült általánosítani 1952- 
53-es dolgozatainkban (Kulikov [K2], Fuchs [2]).
Szelével való matematizálásunkban visszatérő téma volt a direkt felbonthatat­
lan Abel-csoportok problémája. Az jól ismert volt, hogy a torzió-csoportok között 
csak a Z(p°°) csoportok és ezek részcsoportjai (a prímhatványrendű ciklikus cso­
portok) direkt felbonthatatlanok, míg a vegyes csoportok között egyáltalán nincs 
felbonthatatlan. A torziómentes csoportok között léteznek felbonthatatlanok (Bog­
nár Mátyás adott egy igen egyszerű konstrukciót ezekre véges rang esetén, Bognár
[1]), de abban az időben Reinhold Baer példái (a p-adikus egészek additív csoport­
jának tiszta részcsoportjai) tartották a számossági rekordot: a kontinuum. Rejtély
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volt, hogy miért nem sikerül a kontinuumnál nagyobb számosságú direkt felbont­
hatatlan csoportot konstruálni (azt gyanítottuk, hogy ebben a különböző típusok 
halmazának számossága: a kontinuum játszhat szerepet), és Szele egyre inkább ar­
ról volt meggyőződve, hogy a kontinuum a felső határ. Egészen meglepő volt, mikor 
1957-ben majdnem egy időben három dolgozat is megjelent 22 0 számosságú fel­
bonthatatlan csoportok létezését bizonyítva (S^siada [S], Hulanicki [Hj, Fuchs [12]). 
(1959-es dolgozatom [19], amelyben tetszőleges számosságú felbonthatatlan Abel- 
csoport létezését vélem bizonyítani, sajnos egy halmazelméleti hibát tartalmaz, 
amelyet csak később A. L. S. Corner küszöbölt ki nem-mérhető számosságokra.)
Sajnos, Szele már nem érte meg sejtésénak cáfolatát: 1955-ben egy rövid, de 
rendkívül súlyos betegség után Szegeden örökre lehunyta szemét. Ez felmérhetetlen 
vesztesége volt nemcsak az Abel-csoportok kutató gárdájának, de az egész magyar 
algebrának is. Én nemcsak egy kongeniális munkatársat, de egy szívemhez oly 
közel álló jóbarátot is sirattam. Elvesztését sose tudtuk kiheverni. Halála után a 
debreceni Abel-kutató-csoport lényegileg megszűnt, ill. átalakult: például Kertész 
Andor és Papp Zoltán gyűrűk s modulusok vizsgálatára tért át, Kovács László 
nem-kommutatív csoportokra specializálódott, Gacsályi Sándor pedig topológiai 
kérdésekkel kezdett foglalkozni. Erdős Jenő volt az egyetlen, aki nem változtatott 
témát: néhány szép dolgozatot írt torziómentes Abel-csoportokról (Erdős [1]—[3]), 
de azután érthetetlen módon abbahagyta a publikálást.
Szólnom kell röviden Abel-csoportokról irt könyvem: Abelian Groups keletke­
zesének hátteréről. Amikor Kaplanskynak Infinite Abelian Groups c. könyve meg­
jelent 1954-ben, Szele kifogásolta, hogy a szerző könyvéből kimaradt jónéhány, a 
p-csoportokra vonatkozó alapvető tétel. Szükségesnek tartotta, hogy egy átfogó, 
részletesebb könyv álljon az érdeklődők rendelkezésére. Maga is foglalkozott azzal 
a gondolattal, hogy egy ilyen jellegű könyvet írjon, de erre már nem volt alkalma 
1955-ben bekövetkezett haláláig. Rám hárult az a szomorú feladat, hogy Szele ha­
gyatékának Abel-csoportokra vonatkozó kéziratait átnézzem. Sok ötletet, értékes 
gondolatot magával vitt a sírba; feljegyzéseiből egy-két dolgozatot rendeztem sajtó 
alá, de semmi nyomát nem találtam  annak, hogy a tervbe vett könyv részletein ko­
molyan gondolkodott volna. Én kezdtem lassanként azzal a gondolattal foglalkozni, 
hogy Tibor tervét valóra váltsam. Miután a budapesti tudományegyetemen dékáni 
tisztségemtől 1957-ben megváltam, komolyan gondolhattam a könyvírást. De mi­
előtt végleg elhatároztam volna magam, próbaképpen néhány kiválasztott témán 
kezdtem dolgozni, hogy lássam, tudom-e majd vállalni a nagy feladatot. A munka 
új perspektívákat nyitott meg előttem, több új eredményre bukkantam a rendsze­
rezés révén, s kedvet kaptam a munka folytatására. Egyik oberwolfachi konferen­
cián Reinhold Baertől komoly biztatást kaptam a könyvírást ígérettel megtoldva, 
hogy könyvem kéziratát lektorálni fogja. Miután az Akadémiai Kiadó vállalta a 
készülő monográfia kiadását angol nyelven, ettől kezdve szinte minden időmet az 
Abel-csoportok könyv írására fordítottam, s vagy 8-9 hónap alatt el is készültem a 
kézirattal. Nagyon sok magyar eredmény került be a könyvbe, csakúgy mint Jerzy 
Los új elmélete a karcsú (slender) csoportokról (amely végül is általam kiegészítve 
először itt került publikálásra). Sok értékes tanácsot kaptam Baertől: az ő javasla­
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tára az akkor újdonságnak számító homológikus algebrai kapcsolatokra is kitértem. 
Kertész Andor volt a másik lektor, őtőle is több hasznos tanácsot kaptam. A könyv 
felölelt majdnem minden fontos, akkor ismert eredményt a végtelen Abel-csoportok 
elméletében, számos új bizonyítással (ilyen átfogó munka a mai helyzetben már nem 
volna lehetséges), így mint referencia-kötet is hasznosnak bizonyult.
Nagy örömömre, a könyvet az érdeklődők kedvezően fogadták. Ebben az is 
közrejátszott, hogy az Abel-csoportok elmélete rendkívül hasznosnak bizonyult az 
új diszciplínákban: a homológikus algebrában s a kategória-elméletben. Rövid idő 
alatt elkelt a kinyomtatott 1000 példány, jóllehet az Akadémiai Kiadónak nem volt 
terjesztője angol nyelvterületeken. Az angol Pergamon Press kiadó rögtön megvette 
a copyright-ot az Akadémiai Kiadótól s néhányszor újra nyomatta a könyvet a 60-as 
években. Hamarosan leveleket, sőt kéziratokat kaptam a könyvben felvetett nyitott 
problémák megoldásaival.
A magyar Abel-csoport kutatásokat komoly elismerés érte, mikor az Internati­
onal Mathematics Union égisze alatt 1963-ban nemzetközi konferenciát rendeztünk 
Tihanyban. (A magyar szervek által javasolt három, Magyarországon erősen kul- 
tivált téma közül az Abel-csoportokat választották mint legaktuálisabbat.) Ezen a 
konferencián majdnem minden számottevő Abel-csoportos kutató részt vett: szá­
mos amerikai és orosz, jónéhány nyugati és keleti matematikus. Ez volt az első 
jelentős magyar konferencia, amely prominens nyugati és keleti matematikusokat 
gyújtott össze egy fedél alatt. Ügy vélem, hogy ennek a konferenciának komoly 
szerepe volt abban, hogy egyre intenzívebb kapcsolat jött létre világszerte az Abel- 
csoportok kutatói között.
Ebben az időben már én voltam az egyetlen magyarországi algebrista, aki 
rendszeresen publikált az Abel-csoportok elméletében. Mint említettem, mind a 
debreceni, mind a budapesti algebristák érdeklődése az algebra más és más ága felé 
fordult, míg a szegediek Rédei László vezetése alatt egészen más algebrai témák­
kal foglalkoztak. Én egyre intenzívebben kezdtem foglalkozni a rendezett algebrai 
struktúrák elméletével, kivált a Riesz-féle interpoláció algebrai és függvénytani vo­
natkozásait vizsgálva. Miután 1966-ban Magyarországot elhagytam, Magyarorszá­
gon megszűnt a kutatás a végtelen Abel-csoportok elméletében. (A véges Abel- 
csoportok területén a Hajós-faktorizációval kapcsolatosan Corrádi Keresztély és 
Szabó Sándor ért el figyelemre méltó eredményeket; a számos cikk közül csak egyet 
említek: [CS].)
Amint látjuk, majdnem két évtizedig virágzott a kutatás Magyarországon a 
végtelen Abel-csoportok elméletében, előkelő helyet foglalva el a nemzetközi szín­
padon, és jó lenne, ha erről a sikerről a magyar matematikusok nem feledkeznének 
meg a jövőben sem.
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MIKOR PERIODIKUS A FIBONACCI-SOROZAT?
STEVEN A. GAAL
M iért Fibonacci? Először más témáról akartam beszélni, de januárban olvastam: 
DAN BROWN’s DA VINCI CODE.
A könyv első lapjain olvassuk, hogy egy haldokló saját vérével írja a Louvre 
Múzeum márvány padlózatára a Fibonacci-sorozat kezdetének egy permutációját. 
Ez az egyszerű titkos üzenet végül is a gyilkosokhoz vezeti a hatóságokat.
Tudjuk, hogy a biológia veszélyes tudomány volt egyszer, de a matematika az 
egy Safe Science, biztonságos volt és talán marad is mindenkor. Mivel a számelmélet 
nem hasznos, az a Safest of the Safe, legbiztonságosabb a biztonságosak között.
Manapság a politikai félelem helyett vagy mellett más veszélyektől kell óva­
kodni. Ha kitudódik, hogy Te nem hiszed el, hogy a Nagy Világ egy BIG BANG-gal 
kezdődött, akkor elveszíted az ösztöndíjadat, nem tudsz állást kapni, és a fizikusok 
közül senki sem áll szóba veled.
Tegyük fel, hogy BIG BANG lett a vallásod, és azt hiszed, több ilyen Nagy 
Durranás történt, és talán fog is a közeljövőben történni. Akkor talán nem a 
fizikusok, hanem másféle emberek fognak megtámadni. Egy bang, vagy durranás 
az akusztikus jelenség. „Hogy tudnak ezek ilyesmiről beszélni, ha jól tudják, hogy 
akkor még levegő sem volt!” -  mondta nekem egyszer valaki...
A Matematikai és Fizikai Társaság utolsó nyilvános ülésén az 1942-43. aka­
démiai évben Túrán Pál adott elő a Riemann-sejtésről. Túrán nem volt egyedül. 
Többen gondolkoztak ezen a nehéz problémán eredménytelenül. Ezek a szerencsét­
lenek sok időt vesztegettek el hiába, de sohasem gondoltak üzletre és profitra. Csak 
azt remélték, hogy a jó munkáért majd megkapják a „Mindennapi Kenyerüket”. Ha 
egyikük, Alexits György, Varga Ottó, Erdős vagy Túrán Pál, Rédei vagy Kalmár 
László, vagy Sz. Nagy Béla és ki tudja ki más, megoldott volna egy ilyen fontos 
problémát, csak néhány babérlevelet remélt, és puhább kenyérre vágyott.
Szegény Szele Tibor, Rényi Alfréd és mások számára még a hosszú élet sem 
adatott meg.
Mi most egy Brave New World hangyái lettünk. így ha bebizonyítod a 
Riemann-sejtést, írd meg egyszerre legalább öt jól ismert matematikusnak külön­
böző országokba, és találd meg az interneten:
www. claymat. com.
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Ha a bizonyításod helyes, állítólag fogsz kapni egy millió US dollárt. De talán 
35 százalék jövedelemadót kell majd fizetned az US Internal Revenue Service-nek, 
és lehet, hogy az EU is akar 40 százalékot. Kérdés: ha valaki másnak csupán 
25 százalék a jussa, akkor mennyi marad neked?
Az előadás címe egy kérdés:
„Mikor periodikus a Fibonacci-sorozat?”
A következő válaszok lehetségesek:
A: sohasem 
B: néha 
C: mindig.
Az előadás alatt megmagyaráztam, hogy mind a három válasz igaz! Az (A) 
válasz volt az első: The classical Fibonacci sequence grows exponentially and every­
body knows that the exponential function (in the real world) is not periodic. However 
I pointed out that in the complex universe the restriction of ez to the pure imagi­
nary axis is a periodic function. I  also told that this fact explains to particle-wave 
duality o f light and electromagnetic radiation. (I did not say that it is the ‘reason’ 
or the ‘cause ’ of this phenomenon.)
I  made a few additional comments at the end of the lecture which are not 
included in  the text: First, the generating function can be determined for the case 
‘általánosított’ F(m, s) sorozatra... Second I  pointed out that when the classical 
sequence is extended for negative indices the resulting two-way infinite sequence 
provides a crude, one dimensional model for a universe with matter and anti­
matter, followed by a pure energy state and then with one containing only matter i.e. 
positive terms and a periodically fluctuating phenomenon, namely that of the ratio 
sn+i/s „ . (This is pure speculation.. . )  Third I  told that one can further generalize 
the sequence by considering a weight vector of dimension d and a corresponding 
seed. The corresponding matrix M  can be expressed as the product of a lower and 
an upper triangular Toeplitz matrix.
A hallgatóság jobb oldalán lévő vetítőgép használatával először a (B), majd a 
nehezebb (C) esetet bizonyítottam be. Ezeket a fóliákat a második rész tartalmazza.
A hallgatóság bal oldalán lévő vetítőgépen az alábbiak voltak olvashatók:
Történelm i Jegyzetek:
(az Encyclopedia Brittanica segítségével)
Al-Khowarazmi, lit. Khwarazm (Khiva) város szülöttje, híres arab matemati­
kus volt a IX. században. Nevéből származnak az algorism és algorithm szavak. 
Bár Euklides sokkal előbb élt, mégis Euklides algoritmusának nevezzük módszerét, 
ami a gcd(a, b) megtalálásához vezet.
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Leonardo Pisano más néven Filius Bonnacci vagy Fibonacci (12ab-12cd) való­
színűleg Pisában született, és biztosan ott élt és dolgozott. Apja konzul volt Észak- 
Afrikában, így Fibonacci az arab-muzulmán földeket többször meglátogatta. Járt 
Egyiptomban, Szíriában, Görögországban és másutt is. Megtanulta a hindu-arab 
számrendszert és sok más matematikát is. Donald Knuth szerint “Fibonacci was 
by far the greatest European mathematician before the Renaissance. ” Később több 
fontos kódexet írt. Az egyik, „Liber abaci” volt az első nyugati irat az arab szám­
jegyekről és a tízes számrendszerről.
Ebben található a probléma a gazdáról, aki nyulakat tenyészt egy magas 
kőfallal bekerített kertben. Egy párral, egy egészséges hím nyúllal és egy nagyon 
fiatal és szép nőstény nyuszi segítségével kezdi meg a szaporítást.
HOW MANY PAIRS OF RABBITS CAN BE PRODUCED FROM THAT PAIR 
IN A YEAR IF IT IS SUPPOSED THAT EVERY MONTH EACH PAIR BEGETS 
A NEW PAIR WHICH FROM THE SECOND MONTH ON BECOMES PRO­
DUCTIVE?
Itt a megoldás:
Hónap: 1 2 3 4 5 6 7 8 9 10 11 12
Párok: 1 1 2 3 5 8 13 21 34 55 89 144
Az n-dik tagot az sn szimbólummal jelöljük. Kérdezzük: mi a sorozatépítés 
törvénye? A tagok különbségeit véve a
0 1 1 2 3 5 8 13 21 34 55
sorozatot kapjuk, ami a 0 és az eredeti sorozat. Ezért úgy látszik, hogy s„+i =  
sn -P i, ha n =  2, 3, . . .  . Lehet a sorozatot a 0. hónappal és sí =  0 és S2 =  1 
tagokkal kezdeni, mondván hogy az új házaspárnak először mézeshetük volt, vagy 
egy hónapig tarto tt amíg egymáshoz szoktak.
Állítólag ezt a Fibonacci-sorozatot már Pythagoras is ismerte. Azt hiszem, ez 
az első példa arra, amit most így neveznek:
DISCRETE LINEAR DETERMINISTIC POSITIVE 
POPULATION MODEL
vagy röviden egy triviális mátrix modell. Rendszerint a dinamikus népességi mo­
delleket nem ezzel a „Nyúl” problémával, hanem egy kissé komplikáltabb példával 
vezetik be. „A Bogarak Sorsa” lehetne szép név erre a problémára, és angolul ta­
lán “The Beetles Fate” volna a jó cím. Ha egy kicsit megváltoztatom a fenti angol 
szöveget, és adok hozzá néhány új mondatot, a Nyúl probléma majdnem olyan jó 
lesz, mint a bogarak meséje. íme a fenti szöveg „szabad fordítása”:
“The time variable t will be DISCRETE and its unit one season of the year.”
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Magyarán mondva: mivel egy harminc napos nőstény nyúl még nem akar terhes 
lenni, hónapok helyett a négy évszak lesz az idő fő egysége: Tavasz (Tv), Nyár (Ny), 
Ősz (O) és Tél (T). így minden évszak három idő alegységből áll. Tehát
Tv Ny O T Tv Ny O T Tv Ny O T Tv
0 1 2 3 4 5 6 7 8 9 10 11 12
so s 1 «2 S3 S 4 «5 se S7 «8 «9 «10 síi «12
0 1 1 2 3 5 8 13 21 34 55 89 144
“Modern English:” The original text was written during the Dark Ages so 
it is tacitly understood that the pairs of rabbits had to be married and live a 
faithful, monogamous life style engaging in sexual union only for the purpose of 
the propagation of their race. God will bless their union with a single male and 
female offspring who will in due time get married and from that on help their 
parents to increment their race for the benefit of the Landlord forever!
Filius Bonacci nyulai legalább addig éltek, ameddig a sorozat tarto tt. Mivel 
manapság a sorozat végtelen, a jó nyulak örök életet kaptak!
Ugyanezt nyolc évszázaddal később így mondják:
TO: A Pisai Kutató Telep Igazgatójának 
FROM: Prince Giovanni II
SUBJECT: Negyedéves Inspekió, Census és Átrendezés
A nyúlkolónia felügyelője az évszakok végén megszámolja a nőstény nyulakat 
minden korcsoportban, vagyis évek és annak szezonjai szerint.
Mivel ez egy DETERMINIZÁLT Kísérleti Gazdaság, minden szülő pár mag­
zatjai közül a legerősebb nőstényt ki kell választani és, micro-chippel meg-taggolni.
Ugyanakkor az állatorvos megállapítja, mely hímek lesznek a legalkalmasabbak 
a nőstények szolgálatára. Ha ez az orvosi munka sikeres, csupán egy hím szükséges 
minden két tucat nőstény kielégítésére. A fölösleges, nem-taggolt debütansokat és 
a semmirevaló hímeket az alacsonyabb rangú alkalmazottak összegyűjtik, és piacra 
dobják. Mivel ez egy POZITÍV kísérlet, short-selling és nyúlvásárlás
SZIGORÚAN TILOS!
Kronecker szerint a pozitív egész számokat a jó Isten teremtette, és minden 
egyéb csupán emberi álmodozás. így például:
Semmi: 0, Adósság: —5345,
A sorsjegyet kihúzták: $ 10000000,
Adó a nyereségen: $ —9999999.
Vagy a természettudományokban:
. . .  -9  - 8  - 7  - 6  - 5  - 4  - 3  -2  -1
• • • 5 — 9 S  — 3 5 — 7 5 —6 5 — 5 5 _ 4  5  — 3 5 — 2 5  — \
Azonban Kronecker néha nagyon jól álmodott: Olyannyira, hogy a Műegye­
temen a tenzor szorzat (Kronecker product) a mérnök-hallgatóknak rémálmokat 
(nightmare) okoz.
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Néha egy 0 kezdő szezon létezik a sorozat leírásában: A nőstény f nagyon fiatal 
a kezdő szezon elején, de egy hónappal később már egy tizenéves t f  lesz. A harmadik 
hónap végével már egy teljesen felnőtt és fertile nyúl F  ugrál a kertben hím barátja 
társaságában. A kezdő szezont követő első szezon közepe felé a nőstény egy terhes 
(pregnant) nővé pF  változik és a szezon végén már nagyon terhes ppF.
A második szezon kezdő hónapja alatt ppF  egy remek nőstény nyulacská­
nak d i ad életet, aki szépen növekszik, és a második hónap alatt egy tizenévessé 
td i-é fejlődik. A szezon végével a leány (daughter) D i már egy fertile fiatal nyú- 
lasszonyka. Ezalatt az anya nyúl F megint a hímmel ugrándozik, pregnált nyúllá 
pF  lesz, és a harmadik hónap vége felé már készülődik a szülésre. A harmadik 
szezon egy második ici-pici nőstény nyuszi d2 születésével nyílik meg.
Tehát a kezdő (start-up vagy ramp-up) szezon (f t f  F) így folytatódott: 
(F pF ppF), és azután jö tt a második és harmadik aktív szezon:
( F  pF  p p F \ 
V<Ii td i  D i )  ’
F pF ppF
d 2 td 2 d 2
D i pDi ppD i
Itt látjuk a következő három szezon lefolyását:
(  F pF ppF \
d3 td 3 d 3
d 2 p D 2 PpD 2
D i pD i ppD i
\g d u tg d n G d n  J
(  F pF ppF
d 4 td 4 d 4
d 3 p D 3 PpD 3
d 2 p D 2 PpD 2
gd2i tg d 21 G d 2i
D i p D i ppD i
g d i2 tg d i2 G d i2
\G d n p G d n P p G d u
Összefoglalás:
(  F 
dö 
D4
d 3
gd3i
D 2
gd22
G d2i
D i 
g d i3 
G d i2 
G d n
PF
t d 5
p D 4
p D 3
tg d 34
p D 2
tg d 22
p G d 24
p D x
tg d 13
p G d 12
p G d n
\ G 2d n tG 2d n
Szezon: 1 2 3 4 5 6
Szaporítok: 1 1 2 3 5 8
Fejlődők: 0 1 1 2 3 5
Összesen: 1 2 3 5 8 13
ppF \  
D 5
PpD 4
PpD 3
G d34
PpD 2
G d22
ppG d21
ppD i
Gdia
p p G d 42
P p G d u
G 2D n
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DICTIONARY OF POPULATION DYNAMICS:
Population Dynamics =  Népességdinamika 
Modeling population dynamics = Népességdinamikai modellezés 
Deterministic models of population growth = A népesség szaporodását leíró modell 
Population Vector = Népességi vektor
M atrix M  representing the effect of the Fertility and Mortality assumptions = A 
szaporodást és halálozást leíró M  mátrix 
Census = Népszámlálás
First Census = Initial Census =  Első népszámlálás 
age groups =  korosztályok
Initial distribution vector of females in the various age groups = A nőstények
korosztályok szerinti kezdeti eloszlása
female = nőstény vagy nő
male =  hím vagy férfi
Good fo r  nothings =  semmirevalók
plenty of competing males; their number can be ignored = számtalan mohó (eager)
hím; hogy mennyi van, az nem számít
life span =  teljes életkor
binary relation = bináris reláció =  pár reláció
binary operation =  bináris operáció = pár operáció =  bináris művelet =  pár művelet 
expecting female = áldott asszony vagy nőstény 
fertile female = nőstény, aki most terhes lehetne
a male =  a falu leghősiesebb, legerősebb alakja =  Toldi Miklós vagy Háry János 
time lag =  késés két összefüggő esemény között például mozgásban vagy elektromos 
vezetésben (ahol az áram maximuma késik a feszültség maximumához képest) vagy 
fény, illetve EM sugárzás terjedése a véges sebesség miatt
mytosis = cell division = baktériumok kettéosztódása (a time lag itt rövid, a 
nyulaknál sokkal hosszabb)
Tribe = tribu =  törzs
Colony = tartomány, kolónia
Isolated tribe or colony =  elszigetelt kolónia
Long term survival prospects of a tribe or colony =  Sokáig él-e a törzs vagy kolónia 
Population vector pn in the n-th year: pn =  P npo, határértéke limn-^oo P npo-
A következő anyag kissé változtatott formában ebből a könyvből származik: 
Farina L. and S. Rinaldi: A ge-structured Population M odels
Plant, animal and human population models 
Positive dynamical systems
State variables: biomass, its density or number of individuals 
predation, competition and symbiosis among species
T h e Leslie model: .. describes the time evolution of populations in which 
fertility and survival rates of individuals strongly depend on their age . . . ” The time 
t is discrete and denotes the year, or the reproduction season. The state variables
x \ ( t ) ,x 2( t ) , . . . , x n {t)
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represent the number of females (or individuals or couples) of age 1,2, ,n  at the 
beginning of year t. The description of the aging process is by means of
Xi+i(t  +  1) =  SiXi(t) (i =  1 , . . .  ,n  -  1)
where Si is the survival coefficient at age i, that is to say, the fraction of females of 
age i that survive at least for one year. The first state equation takes into account 
the reproduction process and so
Xl (t +  1) =  S0( f iXi(t )  + f 2X2(t) +  • • • +  f nx n {tj)
where so is the survival coefficient during the first year of life and f t is the fertility 
rate of females of age i, that is the mean number of females bom from each female 
of age i. A positive linear autonomous model x(t + 1) = Ax{t) is defined by the 
foregoing state equations. The Leslie matrix A is
f s o h  so h  ■■■ so fn - l  Sofn^
si 0 0 0
0 s2 0 0
V 0 0 . . .  0 Sn_!,/
Making demographic projections means the forcasting of x(t) =  A tx(0).
THE FOLLOWING SLIDE WAS NOT SHOWN DURING THE LECTURE:
Egyik barátodnak több esze van, és hallgatott, amikor azt gondolta, hogy talán 
létezett valami a BANG előtt. Csak egy évfolyamtársának merte elmondani ezen 
gondolatait. Tíz nap múlva belenéz a New York Times vasárnapi kiadásába, és a 
következőt olvassa:
Professor XYZ,  the world’s leading theoretical astrophysicist and discoverer of 
the 13 dimensional space unifying all five experimentally verified interactions offi­
cially announced yesterday that something not yet completely understood preceeded 
the Bing Bang. Dr. X YZ  is confident that he can work out the few missing details 
during his coming summer holidays in the Colorado Rockies.
Pletykázás, unethical conduct, nyilvános vagy titkos tudományos információ- 
gyűjtés mindig létezett. A nagy probléma, amint Professzor Wigner több mint 
harminc éve mondta, ő és kortársai valószínűleg az utolsók voltak, akik annak tuda­
tában kutathattak, hogy amit találnak, azt kényelemben leírhatják, és előbb-utóbb 
az majd egy folyóiratban megjelenik. Annyi kutató dolgozik majd a közeljövőben 
-  mondta Wigner hogy többen majdnem ugyanakkor fognak ugyanarra az ered­
ményre jutni a világ négy sarkában.
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Fibonacci-sorozatok
Eredeti, közönséges vagy klasszikus sorozat:
0 1 1 2 3 5 8 13 21 34 55 89 144 233... 
sorozatépítés törvénye:
Sk+ 2  =  Sfc +  Sfc+i, ahol A: =  1 ,2 ,...
A mag (seed) s i =  0, s2 =  1 vagy sí =  1, s2 = 1. Lehetne az sí =  21, s2 =  34 
párral vagy más hasonló párral is kezdeni. Csupán az eló'ttük lévő tagok hiányoznak. 
A teljes sorozatot a F ((l, 1), (0,1)) jelöli.
1. általánosítás. Választunk egy m j, m2 rendezett pozitív egész számpárt, amit 
súlyoknak nevezünk, és egy s í, s2 magpárt. Először a magok pozitív egész szá­
mok lesznek. Később majd nulla súlyokat is megengedünk, és a magok valósak és 
furcsább dolgok is lehetnek.
Az általánosított sorozatépítési törvény:
Sk+2 =  m i s k +  m 2sk+1.
Az új sorozat s í, s2, S3, S4,. . .  jele
F{ m ,s),
ahol s =  ( s i ,s 2) a sorozat magja és m = (m i,m 2) a súly (weight). Ezeket később 
vektoroknak tekintjük, azaz olyan mátrixoknak, amelyeknek csak egy soruk vagy 
egy oszlopuk van (row vector or column vector).
Hamarosan megengedjük, hogy a magok negatív számok is legyenek. Azután 
a magok egy tetszőleges, kommutatív S  félcsoport tagjai lesznek. A félcsoport 
párműveletét (binary operation) +  jelöli. Ilyen esetben additív félcsoportról szokás 
beszélni. Ha van egy semleges tag (neutral element), akkor azt o jelöli. így o +  s =  
s + o =  s az S  minden tagjára.
1. példa. Legyen S  = Zm, azaz Z/(m ), ahol az m > 0 modulus egy természetes 
szám. Ezen S  egy gyűrű (ring), de minket most csak az additív struktúra érdekel. 
Mondjuk, hogy m  = 7, és legyen s = ((0), (1)), ahol (a) az a számot tartalmazó 
kongruenciaosztályt jelöli. Például
(3) =  { ■ •■ -1 8 ,-1 1 ,-4 , 3, 10, 17, 2 4 ,...}
így (3), (—4) és (17) ugyanazt az osztályt (class) jelentik. Végül legyen mi =  
m 2 = 1.
Azt találjuk, hogy ez az F (m ,s )  periodikus sorozat. A sorozat tagjai mo­
dulo 7 kongruenciaosztályok, és a minimális periódushossz lp =  16. A soro­
zat elején nincsen aperiodikus blokk. Hasonlóan a törtek decimális kifejezéséhez:
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5/6 =  1/2 + 1/3 =  0,83333333... periodikus, azonban nem teljesen periodikus. 
Példánk sorozata így kezdődik:
(0) (1) (1) (2) (3) (5) (1) (6) (0) (6) (6) (5) (4) (2) (6) (1)
Fontos, hogy mint folytatódik: s 17 =  (0) és = (1). A programozók ezt loopnak 
nevezik.
2. példa. Hasonló, csak a súlyok mások: rn\ = 2 és m2 = 1. Az 5 magtár ugyanaz, 
és s((0), (1)) magvektor is pontosan az előbbi. Az eredmény is ugyanaz lesz, de egy 
kis változatosságot tudunk bevezetni, ha cseréljük a magtárt. Előbb S  véges volt, 
ugyanis S = {(0), (1), (2), (3), (4), (5), (6)}. Most S  az egész számok Z halmaza 
lesz. (Hét szűk esztendő után Kánaán.) Ekkor F (m ,s) így kezdődik
0 1 1 3 5 11 21 43 85 171 341...
Ennek a variációnak az az előnye, hogy csak most kell elhatározni, mi legyen 
a modulus. Ha hetet választok, és egy modulo m  = 7 redukciót végzek ezen a 
sorozaton akkor
0 1 1 3 5 4 0 1 1 3 5. . .
az eredmény. így, ha S  = Z7, a sorozat teljesen periodikus.
Ha m = 4, azaz 5 = Z4, amire kacsintani akarok, csupán egy másik redukciót 
kell csinálnom:
0 1 1 3 1 3 1 3 1 3 1 . . .
lett az eredmény. így ha S  =  Z4, akkor az F ( ( 2,1), ((0), (1))) a Fibonacci-sorozat 
kezdete
(0) (1) (1) (3) (1) (3) (1) (3) (1) (3) (1)
Sohasem fogjuk a zéró osztályt (0) újra látni. A sorozat periodikus, de nem tel­
jesen periodikus. Ezt az egyszerű példát Professzor Steven Vajda könyvében ol­
vashatjuk. Ha élne, Vajda most 103 éves lenne, és amikor a Fibonacci &: Lucas 
numbers and the golden section 1989 című könyvét írta, 86 vagy 87 éves volt.
1. propozíció. Ha az additív S  félcsoport véges, akkor az általánosított F(m ,s) 
Fibonacci-sorozat mindig periodikus. A minimális periódus hossza lp < c2, ahol c 
a félcsoport elemeinek a száma.
A 2. példa mutatja, hogy a sorozatnak aperiodikus kezdete is lehet. A véges 
kardinalitás feltételén lehet változtatni: így például S  egy végtelen kommutatív 
félcsoport is lehet, de akkor az so, sí magokat csak a félcsoport véges rendű tagjai 
közül választhatjuk. (Az s tag véges rendű, ha {ks : k > 1} véges halmaz.)
A  bizonyítás a sorozat elemeinek párosításával kezdődik. Lehet az 
(s2fc-i> S2fc) párokat, vagy ha tetszik, az (s2fc> S2fc+i) párosítást használni. Kiválasz­
tunk egy helyet a sorozatban, mondjuk épp S36 után, és onnan kezdve gondolatban
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folytatjuk a sorozatépítést, de nem tag után taggal, hanem tagpár után tagpár­
ral folytatjuk a sorozatot. Ha már több mint c2 párt képeztünk, akkor megállunk. 
Mivel a  félcsoportnak csak c tagja van, legfeljebb c2 különböző pár van. Minden 
postás tudja, hogy ez egy duplikációra vezet. Mondjuk:
(1) (S2k-1, $2k) = (s2e-l,  S2t).
Mikor az s2k- 2 taghoz érünk, azt képzeljük, hogy onnantól kezdve a régi helyett 
egy új sorozatot építünk. A magjait már látjuk (s2fc-i, s2fc). A súlyok a régiek 
maradnak. Tehát a következő a  sorozat, amit elkezdünk:
F ( m, (s2fc-i,s2fc)).
Mikor az új sorozatban az új (s2( - i , s 2e) párt elérjük, megint másképp folytatjuk 
a sorozatot: most az
F(m , (s2e - i , s 2e))
sorozat elejét kezdjük kiszámítani. Azonban (1) miatt csupán az F(m,  (s2k - 1, s2k)) 
sorozatot kezdjük megint leírni. Mindenki tudja, hogy végig a régi F (m , (sl 5 ,s2)) 
sorozat tagjait számoltuk ki. így látjuk, hogy az s2fc_i tagnál egy periodikus sorozat 
kezdődik, és az első periódus vége s2r_2. A periódus hossza lp = 21, ahol l = í  — k. 
Lehetséges, hogy van néhány periódus az s2k - 1 előtt, és a sorozat aperiodikus 
módon is kezdődhet.
Mikor mi = 1 az első súly, és S  egy additív csoport, akkor sn_j =  sn+i — 
m 2 sn , ahol n > 1. Az építési szabály és ez a képlet mutatja, hogy a periódus, 
amit találtunk kicserélhető egy ugyanolyan hosszú másikkal, amely az s2fc_2 taggal 
kezdődik. így azt látjuk, hogy van egy periódus, aminek lp a hossza és si a kezdete. 
Tehát ha  m i = 1, akkor m inden Fibonacci-sorozat teljesen periodikus.
A z M  mátrix: Legyen S  akármilyen additív félcsoport és a súly két tagja 
legyen pozitív egész szám vagy nulla. A sorozat F(m, s) a magokkal kezdődik és az 
sn+i =  m \s n- i  + m 2 sn építési szabály szerint folytatódik. Tehát
sn+2 = m isn + m 2 sn+1 =  m \sn +  m2(m isn_1 +  m2s„)
= (m im 2)sn_ i + (mi +  m \)sn
Összefoglaljuk ezt a két kifejezést egy sorvektor-egyenletben
. x , x (m i m \m 2 \
(*n+1,*n+2) -  (*„- l ,«n)  ^  mi  +  m 2J
így minden (sn+ i,sn+2) párt az előző párból az
(2) M  = ( mi mim22)v ' \m 2 m i + m%J
36
mátrix szorzásával kapjuk meg. Minden 1 < k < n index párra, ahol k és n paritása 
azonos, a következő egyenlet érvényes:
(3) (s„+i ,s n+2) =  (sfc-r, S k )M l'n+2~ k^ 2.
Az n = 2 ,3 ,.. .  indexekre bevezetjük az
(4) f  Sn— 1 \\  $71 $n+1)
mátrixokat, akkor (3) szerint
Sn+1 = 5n_iM , ha n >  2.
Ezért minden n > 2 és k > 0 értékre
(5) S2k = S2 M k ~ 1 és S2 k + 1  = S3 M k~l .
2. propozíció. Legyen R egy kommutatív gyűrű, és S  = R + a gyűrű additív 
csoportja, amit egy kétoldali Z-modulusnak tekintünk. Ekkor
(6) det (Sn) = sn_!Sn+i -  (sn)2 = ( - m i ) n_2d,
ahol n > 2  és d = det (S2 ) — m is 2 -f m 2S\s2 — s |.
Bizonyítás. Ha egy A =  ( a ^ )  mátrix tagjai egy kommutatív gyűrűből származ­
nak, akkor a determinánst a szokásos módon vezethetjük be. így például det (A) =  
aí^a^2"* — a ^ a ^ 11. Ha B  egy másik ilyen mátrix, akkor det (AB) = det (A) det (B ). 
Ha egy harmadik M  mátrix tagjai egész számok, akkor AM és M A  létezik és 
det (AM) = det (A) det (M).  Az építési M mátrix determinánsa mf, s így (5) sze­
rint
det (S2k) = m 2 k ~ 2 det (S2) = m 2k~2 (siS3 -  sj).
Mivel s3 =  m isi -I- m 2 s2, látjuk, hogy
det (S2) =  S1S3 — s\  = mi s f  + m 2 s \ s 2 — s2.
Hasonló módon (5) miatt
det (S2fc+i) = m f  2 det (S3 ).
det (53) értékét kiszámítjuk a magokból S3 = miSi -|- m 2 s2 és S4 =  miSi +  m2S3 
használatával: mivel S4 =  m im 2si +  (mi +  m2)s2, a determináns s2S4 — S3 könnyen 
megkapható,
det (53) =  -m i(m is?  +  m 2 s \s 2 -  s2) =  - m i  det (S2).
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3. propozíció. Ha valamelyik n index olyan, hogy az sn_i és sn gyűrűelemeknek 
vannak inverzei, akkor
(7) sn+ l^n  — ®n^n — 1 =  ( — ^ l )  ^(^n—l sn)
Ha n olyan, hogy sn_2, s„_ 1, s„ mindhárman inverzekkel bírnak, akkor még
(3) SnSn_ 1 ^n —l ^ n—2 ( ^ l )  ^ (^n — 2^n— l)
is érvényes, és ezért
(9) Sn+lS^1 -  Sn-lSÖ-2 =  ( - m i) n'*3m2(Í(sn_2Sn)_1-
B izonyítás. Mivel az inverzek léteznek, (7) és (8) a második propozíció (6) számú 
egyenletéből osztással nyerhető. Ha (7) és (8) összegét vesszük, akkor (9) bal oldala 
következik, és a jobb oldalon
(10) ( -m 1)n_3d(s“i:2 -
áll. A sorozatépítés törvénye szerint sn — m is„_2 =  w 2sn_i, és ezt szabad s„_2Sn 
inverzével szorozni. Az eredmény s “12 — m js“ 1 =  m 2 sn-i{sin[ 2sjl l ). Ha ezt a (10) 
alatti kifejezésbe helyettesítjük, akkor (9) következik.
4. propozíció. Legyen S  = M+ a valós számok testének additív csoportja, és 
legyenek a súlyok pozitív valós számok. A  valós magok legyenek olyanok, hogy 
valamilyen i indexre st > 0 és sl+j > 0. Ekkor minden n > i + 2 értékre
(11) Sn + \ /  Sn Sn— 1 /  sn — 2 — ( ^ l )  rn 2d / ( s n_ 2Sn ).
(7) m ia tt a végtelen sorozat
(12) Sj-j-2/^í+l> Si_t_3/si-j_2j -S^4/Sj^-3, Sj_|-5/Sj-|_4, . . .
rendszeresen ingadozik (regularly fluctuates), és (11) miatt
(13) S2k+\/S2k <  S2k - l / S 2k - 2, S2(k+1) /  S2k + 1 > S2k/S2k-li
ha k nagyobb mint 1 + i / 2 .
M egjegyzés. Ha m2 =  0, akkor az s„ = m iS n - 2  egyenlet szerint S2 k+1 = m fsi 
és s2k — ‘s2, ahonnan S2 k+ i/s2 k =  ^ i ( s i / s 2) és s2fc/s2fc-i =  S2/S 1 minden
k > 1 értékre. Tehát a két alsorozat konvergál, de a teljes sorozat (12) széttartó, 
kivéve ha m isf = s2. Azonban ha m \ — 0, akkor s„+i = m2sn, így s„ + i/sn = m 2  
minden n-re, és (12) triviálisan konvergál.
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Karakterisztikus gyökök és spektrumok. Visszatérünk az eredeti Fibonacci- 
sorozat M  mátrixához, ami szimmetrikus és pozitív definit. Valóban, ha (x,y) ^  
(0,0), akkor
<*’» > (!  2 ) f y = iX  + y ’X + 2 y ) (*y)
= x(x  + y) + (x + 2y)y = (x + y)2 +  y2 > 0.
Ilyen mátrixoknak vannak négyzetgyökei. Tényleg, ha ±A
A l = (! 1) vagy pedig = 7! (i 3)
akkor A2 =  M.  Az A  mátrixoknak a karakterisztikus polinomja Pi(A) = A2 - A - l  
és az A 2 mátrixnak /.»2(A) = A2 — y/Z\ + 1. Mindkét esetben két valós sajátérték 
létezik, és így a spektrumok a következők:
s p é c i i )  =  {(1 + V/5 )/2 , (1 -  v/5 )/2} , 
spec (A2) =  { (\/5 + l) /2 , ( V 5 - l ) /2 } .
Tehát A '2 az M  mátrix pozitív definit gyöke. Mindkét esetben a sajátértékek 
négyzetei az M  mátrix spektrumához vezetnek. Látjuk, hogy a polinom, amit a 
limn_,-j;00 sn+i / s n határérték létezéséből, az sn+i = sn- i  + Sn szabály segítségével 
találtunk, az indefinit A 1 mátrix pi(A) polinomja. Ennek a mátrixnak a fontossága 
a következőképpen látható: Mivel (sn_i, sn)Ai =  (sn , s„_i + sn) minden n indexre, 
ezért (sn_x,sn )Ai = (sn,s n+i). Tehát Aj is használható sorozatépítésre, azonban 
minden szorzás ezzel a mátrixszal csak egy új tagot ad.
A következő részlet angolul van írva. Matematikai szempontból érdekes, és jó 
English lesson.
We note that the above square-root matrices can be found in two related ways:
Let A = ^  ^  be such that A 2 = M  — ^  ^  • Then a2 +  b2 = 1 i.e.
a2 = 1 — b2 and b2 + c2 =  2 i.e. c2 = 2 — b2. Since we also have ab + be = 1 
we get b2c2 =  1 — 2ab + a2b2 or b2(2 — 62) = 1 — 2ab + (1 — b2)b2 which reduces 
to 1 -  b2 — 2ab. Squaring we get 1 — 2b2 + 64 =  4a2b2 = 4(1 — b2)b2 which can 
be written as 5bA — 6b2 +  1 = 0  from which b2 =  1 or b2 = 1/5. Thus a2 = 0 and 
c2 = 1 or else a2 = 4 / 5  and c2 =  9/5. The rest is trivial.
The other approach starts with a2 + b2 =  1 and a = cos a , b =  sin a . Since 
c2 = 2 — b2 we have c2 = 2 — sin2 a. This determines A in terms of a, namely
cos a sin a  
sin a  y/2 — sin2 a
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Squaring gives
A2 = where s = sin a ( cos a  + \/2  — sin2 a )
Since we need s = 1 the choices for a  become restricted. There is the a  =  it/ 2 
solution and the other one can be obtained by the following elementary calculation: 
If s = 1 then
J  2  2  \  2 (sin a ) (2 — sin a) = (1 — sin a  cos a)
which after squaring on the right hand side reduces first to
sin2 a = 1 — 2 sin a  cos a  and then to 2 sin a  = cos a.
Squaring both sides we obtain 5 sin2 a  =  1 whence a = sin a  = l / \ /5  and b = 
cos a  =  2 /\/5 . Finally c = v 2 - - s i n 2a  gives c =  3/\/5.
5. propozíció. Az általános M  mátrix akkor szimmetrikus, ha az m i =  1 vagy 
=  0. Ha az első súly m i — 1, úgy M  pozitív definit, és M  — A2, ahol a ±A  
mátrix
. Í 0  1 \  , 1 f  2  m 2 \
A' = [l mjVa® 'A2 = 7 J T ^ U  1 + -»! J
M egjegyzés. Az M  m átrixnak az általános esetben is van két négyzetgyöke, 
ugyanis M  =  Á 2, ahol ±A  a következő:
Ennek a mátrixnak a karakterisztikus polinomja pi(A) =  A2 — m2 A — mi és
spec (Ai) = | ^ m 2 +  y /m ^ H m ^ y  ^ (m 2 -  \J m \+  4mj
Azonban ezeknek a sajátértékeknek a négyzetei nem adják meg az M  mátrix 
sajátértékeit.
Bizonyítás. Egyszerűsítés okából itt az m2 második súlyt m betűvel jelöljük. Az M  
mátrix pozitív definit tulajdonságát a következő kvadratikus forma használatával 
látjuk be:
Q{x,y)  =  { x y ) ( ^ n x ^ 2 ) (*) •
A szorzásokat elvégezve Q{ x , y ) =  x2 + y2 +  2mxy + m 2 y2 = (x + my)2 +  y2 
következik, ami azt mutatja, hogy M  szigorúan pozitív definit.
Tegyük föl, hogy az ismeretlen A =  ^  mátrix olyan, hogy A2 =  M.
Ekkor a2 +  b2 =  1 és f>2 + c2 =  1 +  m2, és ezért c2 =  a2 +  m2. Azt is látjuk, hogy
40
ab + be = m, vagyis be = m  — ab, és ezért b2c2 = m2 — 2abm + a2b2. Ha c2 helyébe 
az 1 + m 2 — b2 kifejezést írjuk, és a jobb oldalon az a2 = 1 — b2 helyettesítést 
használjuk, akkor az egyszerűsítések után (1 -  b2)m2 = 2abm következik. Tehát 
a2m 2 = 2abm, és így a2m = 2ab. Egyszerű lehetőség az a = 0 választás, aminek 
az a következménye, hogy b = ±1 és c2 = m2, vagyis a második súly négyzete. 
Ha pedig a 0, akkor am = 2b. így tehát a2 + b2 = 1 miatt az a2 — 4/(4 + m2) 
következik. Ismét az am — 2b formulát használva látjuk, hogy b2 = m 2/(4  +  m2), és 
ezért c2 = a2 + m 2 mutatja, hogy c2 =  (2 + m2)2(4 + m 2). Végül visszaemlékszünk 
arra, hogy a bizonyítás alatt m az m2 súlyt jelentette.
2. á lta lánosítás . Legyen adva egy R  kommutatív gyűrű, és egy /1-modulus S 
úgy, hogy minden r € R  és s € S  párra rs € R  létezik. Például, lehet R  egy F  test, 
amikor S  egy F  vektortér, amit rendszerint S  helyett V-vel vagy hasonló betűvel 
jelölnek, azonban itt akkor is az 5  jelölést fogjuk használni. Legyenek a súlyok R 
tetszőleges tagjai, mondjuk m \ =  r\ £ R  és m2 — r 2 6 R. Az m súlypár állandó 
marad, a sorozat két magját azonban változtatni fogjuk. Ezért az F (m, s) jelölés 
helyett csak F(s)-t írunk, és ennek a sorozatnak n-edik tagját Fn(s) fogja jelölni. 
Ha két magpár, mondjuk Si =  (sn , S12) és S2 =  («21) «22) adott, akkor s =  Sí +  S2 
létezik, és minden n indexre Fn (s) =  Fn(si) + Fn(s2). Továbbá, ha egy r  € R  és 
s magpár adott, akkor rs  = (rs i,rs2 )  is egy magpár és Fn(rs) = rFn (s). Ezért 
minden n indexre, r \ ,r 2 gyűrűtagra és s i ,s 2 magpárra
-Fn(nsi +  r 2s2) =  n F „ (s i)  + r 2Fn ( s2) 
végtelen sorozatok tagonkénti összeadását használva az
F{ri  sí +  r 2s2) = + r2F (s2)
relációt kapjuk. Eredményünket így foglaljuk össze:
6. propozíció. Legyen R egy kommutatív gyűrű, S  egy R-modulus és m = 
(m i,m 2 ), ahol m i ,m 2  € R. Ekkor a Fibonacci-sorozat F = F(m ) egy injektív 
lineáris transzformáció, nevezetesen F  : S  x S  —> S°°, ahol S°° — H/'Lo 
minden k indexre S*, =  S.
In the classical case R  is not a ring; o in No (non-negative integers) exists, 
there is a + binary operation but No is only a kind of semiring.
G enerating functions: I  am rewriting THIS using formal Laurent series and 
their evaluations.
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VISSZAPILLANTÁS AZ ELMÚLT 62 ÉVRE
HORVÁTH JÁNOS
Az az időszak, amelyről i tt  mesélni akarok, számomra 1942. szeptember 17-én 
kezdődik. Akkor álltam ugyanis sorban a Pázmány Péter Tudományegyetem qua- 
esturáján, hogy beiratkozzam a bölcsészeti karra. Belepillantottam az előttem álló 
irataiba és láttam a nevét: Császár Ákos. Tudtam, hogy Ákos nyerte matematikából 
a középiskolai tanulmányi versenyt, így bemutatkoztam neki, és ezzel elültettem a 
csíráját annak a kis csoportnak, amelyiknek tagjai most itt nyolcvanadik életévüket 
ünnepük.
Aczél Jancsit sokkal régebbről ismertem, egyrészt a Berzsenyi Dániel reálgim­
náziumból, ahol az (akkori) középiskola első négy osztályát végeztem, de főleg a 
Margitszigetről. Emlékszem, hogy egyik találkozásunk alkalmával a szigeten Hil­
bert és Ackermann Grundzüge der theoretischen Logik című könyvét szorongatta a 
kezében. Jancsi nem volt igazából évfolyamtársunk: mivel 1924 decemberében szü­
letett, csak 1943-ban érettségizett, de hamar felzárkózott a többiekhez. Fuchs Lacit 
és Gaal (akkor még Gál) P istát csak később ismertem meg, bár Lacit láttam az 
Eötvös-versenyen, ahol dicséretet nyert. A versenyen Ákos lett az első.
Jó volna azt mondhatni, hogy ezek után ültünk a padokban és matematikára 
tan íto ttak  bennünket. Sajnos ez nem egészen így történt. Idemásolom az egyetemi 
leckekönyvemből a matematikai előadásokat, amelyeket hallgattam és néhány más 
adatot:
1942/43 I.
Matematikai proszeminárium Fejér Lipót 
Differenciál- és integrálszámítás Fejér Lipót (Szász Pál)
Analitikus geometria Kerékjártó Béla 
1942/43 II.
Matematikai proszeminárium Fejér Lipót 
Differenciál- és integrálszámítás Fejér Lipót (Szász Pál)
A Fourier- és Laplace-féle sorokról Fejér Lipót 
Analitikus geometria Kerékjártó Béla 
1943/44 I.
Függvénytan Fejér Lipót 
Matematikai proszeminárium Fejér Lipót 
Matematikai szeminárium Fejér Lipót 
Topológia Kerékjártó Béla 
Nem-euklidesi geometria Kerékjártó Béla
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Fejezetek az integrálszámításból Szász Pál 
Végtelen sorok Szász Pál 
1943/44 II. „A félév lezáratott” 1944 április 15 
1944/45 I. „A félév lezáratott”
1944/45 I I . -----------------------
1945/46 I.
Matematikai szeminárium Fejér Lipót 
Matematikai proszeminárium Fejér Lipót 
A Fourier-féle sorról Fejér Lipót 
Projektív geometria Kerékjártó Béla 
Geometriai csoportelmélet Kerékjártó Béla 
Gyakorlatok a függvénytanból Szász Pál 
1945/46 II.
A Fourier-féle sorról Fejér Lipót 
Matematikai szeminárium Fejér Lipót 
Matematikai proszeminárium Fejér Lipót 
Felsőbb geometria Kerékjártó Béla (Fejes László)
Fejezetek az integrálszámításból Szász Pál 
Gyakorlatok a függvénytanból Szász Pál
A felállításból kitűnik, hogy csak öt teljes félévet hallgattunk az egyetemen. Az 
1944 tavaszi félév, amelyben ugyanazokat a tárgyakat vettem fel mint 1943 őszén, 
február eleje táján kezdődött és április első felében abbamaradt, bár Ákos és én 
még letettük az alapvizsgát, ami a középiskolai tanári oklevél megszerzéséhez volt 
szükséges.
1944 nyarán a bombázások által okozott romokat takarítottam Zuglóban, míg 
1944/45 telén Aczél Jancsival együtt lövészárkokat és tankcsapdákat ástunk az ak­
kori magyar-német határon. Nem hiszem, hogy komoly akadályai voltak a Vörös 
Hadsereg előretörésének. Császár Ákost mint civilt vitték el az oroszok „hadifo­
golynak”, bátyját szintén. Ákos csak 1945 nyarán ju to tt haza, bátyja egyáltalán 
nem, míg édesapja szívrohamot kapott, mialatt Budán folytak a harcok, és orvosi 
segítség hiányában meghalt. Mialatt Ákos távol volt, menyasszonya -  későbbi fele­
sége -  Cseley Klári beiratta az egyetemre, így hazaérkezése után tudott kollokválni. 
Engem Ákos beiratott 1944/45 első félévére, de a második félévre nem volt alkal­
mam beiratkozni, így a hét félév és „tényleges katonai szolgálatom” alapján dékáni 
engedéllyel kaptam a végbizonyítványt.
A felállításban feltüntettem, hogy a bevezető analízis tárgyakat Fejér Lipót 
nevében Szász Pál tanította. Ő akkor nyilvános rendkívüli egyetemi tanéi' és Fe­
jér adjunktusa lehetett. Tőle tanultuk a legtöbb matematikát az egyetemen. Lelkes 
tanár volt, precízen és világosan magyarázott és meglepően sok anyagot tartalmaz­
tak az előadásai. Nagyszerű tankönyvét még most is gyakran forgatom és örömmel 
tudtam meg, hogy nemrég végre lefordították angol nyelvre.
Fejér Lipótnak a Fourier-féle sorokról szóló előadását már a legelső félévben 
hallgattam. Akkor rájöttem arra, hogy középiskolás koromban megszerzett analí­
zistudásom elég ahhoz, hogy a tárgyat a második félévben hivatalosan is felvegyem.
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Az írásbeli kollokviumon sikerrel szerepeltem. Ennek az a nyitja, hogy karácsonyra 
megkaptam Pólya-Szegő tüneményes Aufgaben und Lehrsätze aus der Analysis 
című könyvét és megoldottam belőle a Fourier-féle sorokra vonatkozó feladatokat 
(VI. 29-38). A vizsgakérdések, amelyeket alighanem Szász Pál állított össze, éppen 
ezek körül kerültek ki. Sokáig úgy éreztem, hogy csaltam a vizsgán.
1942/43-ig Fejér kétévenkénti előadásainak „A Fourier- és Laplace-féle sorok­
ról” volt a címük, de állítólag sohasem jutott el az utóbbiakig. A háború után 
egyszerűen „A Fourier-féle sorokról” lett a cím.
Fejér, akinek varázsos egyénisége ragyogó matematikai iskolát teremtett meg a 
huszadik század elején, nehéz időket élt át 1944/45-ben. Az ostromot egy szükség­
kórházban töltötte el, Krisztina körúti lakását bombatalálat érte és ő tanári szobá­
jában lakott (akárcsak Kerékjártó Béla és családja) eléggé nyomorúságos körülmé­
nyek közt. Ez viszont megkönnyítette a vele való személyes érintkezést, amelynek 
során sokat lehetett tőle tanulni, bár előadásai kevés anyagot tartalmaztak. 1948- 
ban már sokkal jobb körülmények közé került és munkakedve is visszatért, ami­
hez hozzájárult Szegő Gábor budapesti látogatása, egy meghívás a Société pour 
l’Avancement des Sciences genfi kongresszusára és az ünneplés az Első Magyar 
Matematikai Kongresszuson hetvenedik születésnapja alkalmából. így 1948 után 
műveinek jegyzékét még hét címmel gazdagította (Összegyűjtött Munkái, II. kötet, 
97-103. sz.).
Az 1943/44-es tanévben Kerékjártó Béla a hiperbolikus síkgeometriának egy 
tőle származó felépítését adta elő {Mat. Természettudományi Értesítő, 59 (1940), 
19-59; Commentarii Math. Helvetici, 13 (1940/41), 11-48). Az előadásokat gon­
dosan kidolgoztam, a füzet, amelybe jegyzeteimet írtam, még mindig megvan, és 
látható belőle, hogy az előadás szinte egy mondat közepén szakadt meg.
A Topológia előadás nem nyújtott hasznos ismereteket. Úgy emlékszem, hogy 
többek közt Brouwer bonyolult, 1911-ből származó első bizonyítását a dimenzió­
szám megmaradására tárgyalta. Császár Ákos arra emlékszik, hogy a kompaktság 
értelmezésével gyűlt meg a baja. Nem hiszem, hogy a topologikus tér Hausdorff-féle 
axiómái meg lettek említve, de a nulla pont megduplázásával nyert nem-Hausdorff 
tér igen. Jómagam a halmazelméleti topológia elemeit először Pontrjagin Topolo­
gical Groups c. könyve második fejezetéből tanultam meg, majd később Bourbaki 
Topologie Générale-jából. Mintegy ellenhatásképpen, ötünk közül hárman (Csá­
szár, Gaal és én) írtunk a topológiába bevezető tankönyvet.
1945 őszén Kerékjártó már halálosan beteg volt. Az első félév végén Szász Pál 
írta alá nevében az indexeket. A második félévben csak egy geometria előadást 
hirdetett meg, amelyet Fejes László tanított. Kerékjártó Béla 1946. május 27-én 
elhunyt negyvenkilenc éves korában.
Fejes László abban az évben lett Budapesten magántanár és vette fel a Fejes 
Tóth nevet Fejér kérésére, aki attól tarto tt, hogy a két hasonlóan írott nevet össze­
tévesztik. (Ez mégis megtörtént, lásd Santaló: Introduction to Integral Geometry, 
Hermann, Párizs 1953, 46. old.) Fejes saját eredményeiről adott elő, amelyeket ha­
marosan világszerte elismertek.
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Elsőéves korunkban Kerékjártó analitikus geometria előadásához Szép Jenő 
vezette a gyakorlatokat, aki a tanév végén bevonult katonának, és utódja Fáry 
István lett. Szép már azokban az időkben foglalkozott csoportokkal és később ennek 
a tudományágnak nemzetközileg elismert művelőjévé vált. Mint a közgazdasági 
egyetem tanára, a Neumann János által alapított játékelméletnek is szakértője lett. 
Nagy örömmel láttam viszont ezen az ülésszakon jó egészségben, és megdöbbenéssel 
értesültem arról, hogy néhány héttel később hirtelen meghalt.
Az akkori Tanárképző Intézet keretében Veress Pál tarto tt egy Algebra című 
előadást, amelyből csak arra emlékszem, hogy binomiális együtthatókra vonatkozó 
identitásokat kellett bebizonyítanunk.
1946 őszén Riesz Frigyes érkezett Szegedről Budapestre. Az Egyenlőtlenségek­
ről szóló előadását hallgattam és előadtam S. Bernstein bizonyítását Weierstraß 
approximációs tételére. Aczél Jancsi saját első eredményét adta elő (lásd lejjebb), 
míg Fuchs Laci egy új bizonyítását mondta el Hardy-Littlewood-Pólya egyenlőtlen­
ségének általánosítására {Mat. Tidsskrift B, 1947, 53-54; v.ö. Mitrinovic: Analytic 
Inequalities). Császár Ákos viszont a Valós Függvényeket hallgatta.
Remélem sikerült kidomborítanom, hogy az egyetemen kevesen tanítottak min­
ket, és hogy kevés matematikát tanultunk. Magunknak kellett tehát valamit ten­
nünk, hogy tudásunkat gyarapítsuk. Természetesen elsősorban a könyvekhez for­
dultunk. Bőd Pétertől tanultam  azt, hogy legyen nálam mindig matematikakönyv, 
így a villamoson vagy a fogorvos várószobájában eltöltött idő nem vész kárba. 
Péter tanácsát annyira megfogadtuk, hogy 1944/45 telén is voltak velünk köny­
vek: Veress Pál „Valós Függvények” c. könyve és Felix Hausdorff „Grundzüge der 
Mengenlehre”-je. Egyszer egy smasszer meglátta, hogy Veress könyve munkaidőben 
nálam van, és amikor kérdőre vont azt mondtam, hogy csak klozettpapír. Veress 
könyvét beköttettem a háború után és még most is megvan. A Hausdorff a mate­
matikai könyvtáré volt. Amikor 1945 júliusában visszaadtam, rámpirítottak, hogy 
sokáig tarto ttam  magamnál.
Bőd Péter nagyon közel állt csoportunkhoz, és a vele való barátság mindmáig 
fennáll, pld. Ákosékkal rendszeresen bridzseztek. Én Péter iskolatársa voltam a 
gimnázium első négy osztályában. 0  magyarázta meg nekem a kvantummechanika 
alapfogalmait a Palatinus strand melegvizes medencéjében, és ő tanácsolta, hogy 
járjak át a Műszaki Egyetemre Bay Zoltán Atomfizika előadását hallgatni, amely 
ugyanakkor magántanári előadás volt a tudományegyetemen.
A másik módja tudásunk gyarapításának az volt, hogy egymásnak tartottunk 
előadásokat. Ezekből kevésre emlékszem, csak azt tudom, hogy de la Vallée-Poussin 
„Intégrales de Lebesgue, Fonctions d’Ensemble, Classes de Baire” című könyve el­
olvasása után, egy hallatlanul rossz beszámolót adtam a Baire-féle osztályokról. 
Ezek az előadások 1946-ban átalakultak szemináriummá, amelyen első szárnypró­
bálgatásainkat tártuk a nyilvánosság elé. Nagy hallgatóság jö tt a szemináriumokra, 
hiszen ezek voltak abban az időben az egyetlen nyilvános matematikai előadások; a 
Bolyai János Matematikai Társulat éppen csak kezdett szervezkedni. A korai spe­
cializálódást elkerülendő, mindegyikünk egy másikunk eredményeiről számolt be. 
Ajánlottam, hogy ezt a tradíciót elevenítsük fel a mostani konferencia alkalmából,
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és hajlandó lettem volna pld. a végességi feltételek nélküli gyűrűk feletti modulu­
sokról beszélni, de Fuchs Laci erről hallani sem akart.
Az utolsó szemináriumi ülés, amelyen részt vettem, 1947. május 14-én volt. 
Ezen különösen nagy közönség jelent meg, még Szőkefalvi Nagy Béla, aki éppen 
Budapesten tartózkodott, is o tt volt. Én Gál Pistának Rényi Buba egy tételére 
adott elemi bizonyítását adtam elő, amelyik aztán megjelent a szegedi Actában 
(11 (1946/48), 167-168). Előadásomat úgy kezdtem, hogy vegyünk egy zárt konvex 
görbét, és felrajzoltam a táblára ezt:
A közönség harsány hahotában tört ki, és egy ideig tartott, amíg rájöttem, 
hogy min nevetnek. A tétel egyébként úgy szól, hogy h a d  a C  görbe által bezárt 
terület, g a legnagyobb beírt kör sugara, és -P (f) a C görbétől f  távolságra beírt
párhuzamos görbe kerülete, akkor A < gP ( f  ) -
Császár Ákos első publikációja (Kong. Norske Videnskab. Selskab. Forh. XX, 
no. 1) is szerepelt az egyik szeminárium műsorán. Ez topológiai tárgyú volt és 
elemi bizonyítást adott H. E. Vaughan egy tételére, amely szerint egy metrikus E  
tér akkor és csak akkor homeomorf egy olyan metrikus térrel, amelyben minden 
korlátos halmaz (relatív) kompakt, ha E  lokálisan kompakt és szeparábilis.
Itt meg akarom jegyezni, hogy Gál Pista kivételével mindegyikünk első publi­
kációja a Kongelige Norske Videnskabers Selskabs Forhandlinger című folyóiratban 
jelent meg, sőt egyesek több cikket is publikáltak ott. Azokban az időkben ke­
vés volt a folyóirat, míg a Forhandlinger gyorsan publikált és szerkesztője, Tambs 
Lyche, igen nagy jóindulattal kezelte a neki küldött kéziratainkat. A cikkek nem 
lehettek négy oldalnál hosszabbak, így a hosszabb kéziratokat Tambs Lyche maga 
osztotta több részre, és azok folytatásokban jelentek meg.
Fuchs Laci már akkor behatóan tanulmányozta az algebrát és az algebrai szám­
elméletet van der Waerden és Hecke könyveiből. Nem tudom eléggé hangsúlyozni, 
mekkora hatással volt az egész világon a „Moderne Algebra” a megjelenése utáni 
években; érett matematikusok kutatási irányát változtatta meg. Jól emlékszem, 
mekkora elragadtatással olvastam a könyvet 1944 nyarán. Laci első dolgozatai ide­
álelméletről szólnak. Többek közt bevezette és vizsgálta a kvázi-primér ideál fogal­
mát (Acta Sei. Math. Szeged, 11 (1947), 174-183). Egy kommutatív A gyűrű P  
ideálja akkor prím, ha abból, hogy ab € P  és a P, következik, hogy b e P  (azaz 
A /P  nullosztómentes). A Q C A  ideál akkor primér, ha abból, hogy ab € Q, « </ Q.
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következik, hogy b valamilyen hatványa Q-hoz tartozik, azaz b € \fQ . Az R C A  
ideál akkor kváziprimér, ha abból, hogy ab £ R, a  ^ VH, következik, hogy b € VR . 
Eszerint R akkor és csak akkor kváziprimér ha y/R  prím.
Ötünk barátai közül megemlítem még évfolyamtársunkat, Mikolás Miklóst, va­
lamint Fenyő Istvánt, aki néhány évvel idősebb volt nálunk. Pista volt az, aki Aczél 
Jancsiban felébresztette az érdeklődést a középértékek iránt. Ezek jelentős szere­
pet játszottak munkásságában, és elvezettek a függvényegyenletekhez, amelyeknek 
világszerte elismert legkiválóbb szakértője.
Jancsi 1946-ban fedezte fel a biszimmetria egyenletét
(1) F( F( XU ,X12),F(X2 1 ,X2 2 )) = {F(xn ,X2 i ) ,F(x12, x 22 )),
amellyel sikerült az
m (x, y) = 0_1(p0(x) + q<t>(y)), P + q = 1, P,q> 0
alakú nem-szimmetrikus kváziaritmetikus közepeket jellemeznie (Bull. Amer. Math. 
Soc., 54 (1948), 392-400). Már előzőleg jellemezte a szimmetrikus közepeket 
(p = q = h) azzal a feltétellel, hogy az (1) alakú kifejezés mind a négy válto­
zóban szimmetrikus (Kong. Norske Videnskab. Selskab. Forh. XIX, no. 23, 83-86). 
Fuchs Laci tisztán algebrai szempontból vizsgálta a biszimmetria egyenletét (Acta 
Math. Acad. Sei. Hung., 1 (1950), 303-320; 1. még rendezett algebrai rendszerekről 
írt könyve XI. fejezetének 8. pontját).
Ugyancsak 1946-ban kezdtek a közgazdászok „konszisztens aggregációkkal” fog­
lalkozni (ez a fogalom a pszihológiában is felmerül). A két kutatási irány egymás­
ról mitsem tudva fejlődött 1968-ig, amikor is W. Gorman Aczélnak „Lectures on 
Functional Equations” c. könyvét olvasva rádöbbent, hogy a konzisztens aggregáció 
problémája azonos az nm  változóra általánosított biszimmetriaegyenlet megoldásá­
nak problémájával. A történetet maga Aczél meséli el „Bisymmetry and Consistent 
Aggregation, Historical Review and Recent Results” c. nagyon olvasható cikkében 
(Choice, Decision and Measurement, Ed. A. A. Marley, Lawrence Erlbaum Associ­
ates, NJ 1997, 225-233 old.).
Aczél Jancsi befolyása alatt én is elkezdtem középértékekkel foglalkozni. Ez 
úgy kezdődött, hogy Túrán Pál készült Amerikába utazni, és mivel én az 1938/39-es 
tanév alatt Angliában jártam iskolába, hetente egyszer felmentem hozzá, hogy an­
golul beszéljünk matematikáról. Nem tudom, mennyire segített ez Palinak a nyelv 
gyakorlásában, de én rengeteg matematikát tanultam, pld. a prímszámtétel ere­
deti bizonyítását. Egy alkalommal megemlítette Riesz Frigyes bizonyítását Hardy- 
Littlewood „kricket-egyenlőtlenségére”, felteszem azért mert meg akarta tudni, ho­
gyan játsszák a kricket sportot. Kíváncsi voltam arra, vajon miben áll ez az egyen­
lőtlenség, és amikor megnéztem, megismerkedtem a mérhető függvény átrendezésé­
nek fogalmával: f  és g egymás átrendezései, ha az { /  > a}  és {g >  a} halmazoknak 
minden a-ra ugyanaz a mértékük. Ezzel a fogalommal jellemezni tudtam a [0,1] 
intervallumban Lebesgue szerint mérhető függvények
M{f )  = 0 _1 ^  0(/(®)) dx^j
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alakú szimmetrikus kváziaritmetikus közepeit.
Mind Aczél Jancsi, mind saját magam, középértékekről írtuk doktori disszer­
tációinkat. Puchs Laci is megmaradt egy ideig az ideálelméletnél, és csak később 
kezdett el rendezett struktúrákkal és Abel-féle csoportokkal foglalkozni. Mindkét 
témáról írt monográfiát. A csoportokról szóló könyveinek óriási sikere volt, többek 
közt a sok benne felvetett megoldatlan probléma miatt, amelyek kutatók serege­
inek adtak tápot. Laci, aki 1949-ig a Tanítóképző Intézetben tanított, 1949-ben 
került az egyetemre és 1954-ben nevezték ki egyetemi tanárnak. Mint a kar legfia­
talabb tanára, dékán volt egy ideig, ezalatt írta első könyvét Abel-féle csoportokról 
(1958), m ert úgymond hivatali elfoglaltsága miatt nem ju to tt kutatáshoz. Egy telje­
sen új könyve végtelen Abel-csoportokról két kötetben jelent meg 1970-ben, illetve 
1973-ban.
Császár Ákos elhagyta egy időre a topológiát és az integrál elmélete felé for­
dult. M iután elolvasta Veress könyvét, ki akarta kölcsönözni S. Saks „Théorie de 
l’Intégrale” c. könyvét a szemináriumi könyvtárból. A bökkenő az volt, hogy ez a 
mű állandó jelleggel Fejér Lipót íróasztalán feküdt. Amikor Ákos megkérte, hogy 
elvihesse a könyvet, Fejér odaadta neki három napra. Ákos éjt nappallá téve három 
nap alatt megtanulta a Saksot császárákosi alapossággal, minden bizonyítás legap­
róbb részletét átgondolva. Utána beszélgetése olyanokkal volt megspékelve mint 
„fonction a variation bornée généralisée au sens restreint”. Disszertációját a ma­
gasabb rendű differencia- és differenciálhányadosokról francia nyelven publikálta 
(Commentarii Math. Helvetici, 21 (1948), 253-260; Annales Sei. Ecole Normale 
Sup. (3) 64 (1948), 275-284). Jól tud franciául, mert francia elemibe járt, de gö­
rögből tanulmányi versenyt nyert, pedig nem járt ógörög elemi iskolába. Ákos még 
néhány évig az integrálás és a differenciálás elméletével foglalkozott, majd megal­
kotta a halmazelméleti topológia egy új ágát, a szintopogén struktúrák elméletét, 
amelynek saját száma van a Mathematics Subject Classification-ban: 54A15. Az 
1958-as edinburghi nemzetközi matematikus kongresszuson már az Általános To­
pológiai Struktúrákról beszélt, majd megírta az elmélet részletes monográfiáját 
franciául (1960), és ezt követőleg egyre bővített kiadásokban angolul (1961) és né­
metül (1963).
Erdős Pál egy levelében a következő problémát közölte Túrán Pállal: Jelölje 
(a, b) két pozitív egész szám legnagyobb közös osztóját, [a, 6] a két szám legkisebb 
közös többszörösét, és legyen
(a,b) ( M )
[a, b} '
A kérdés abból áll, hogy az
/(TV) = sup (nú ni)
i}j<N
függvény nagyságrendjét, ahol a legkisebb felső határ az m  < ri2 < ■ ■ ■ < 
sorozatokra terjed ki, kell megbecsülni midőn N  —> oo. Túrán feladta a problémát
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Gál Pistának, aki brilliáns doktori disszertációjában kimutatta, hogy létezik két 
állandó C > c > 0 melyre
cN(loglogN ) 2 < f ( N ) < CN{\og\ogN)2.
A cikk a Nieuw Archief voor Wiskunde-ban (23 (1949), 13-38) jelent meg egy 
holland nyelvű lábjegyzettel, amelynek hevenyészett fordítása a következő: „Ez a 
cikk teljes megoldását adja (alkalmazásokkal) annak a problémának, amelyik a 17. 
számú feladata az Amsterdami Matematikai Társulat által kitűzött pályázatnak. 
A problémát Erdős P. úr adta fel a szerzőnek, aki -  akárcsak a szerző -  nem tudta, 
hogy egy versenyfeladatról van szó. Mivel azonban alaki okokból (nem érkezett be 
a határidő előtt a Matematikai Társulathoz és nem névtelenül), a cikk nem jöhet 
számításba mint pályázó, a szerkesztőség vigaszdíjként elfogadta közlésre a Nieuw 
Archief voor Wiskunde-ban.”
1947. július 9-én elutaztam Párizsba. Azt Budapesten is lehetett tudni, hogy 
ott aktív matematikai élet folyik. Egyszer Riesz Frigyes m utatta nekem „a fia­
tal Cartan” nagy cikkét a „balayage”-ról (Ann. Univ. Grenoble, 22 (1946), 221— 
280; CEuvres, III. köt. 1104-1169), amelyik éppen megérkezett. Én akkor olvastam 
Radó Tibor könyvét szubharmonikus függvényekről, és érdekelt a potenciálelmé­
let. Anyám bátyja Párizsban élt, így ottani tartózkodásom anyagi alapja egy időre 
biztosítva volt. Fejér Lipót adott egy ajánlólevelet Szolem Mandelbrojthoz, akivel 
egy ideig dolgoztam.
Szőkefalvi Nagy Béla a háború előtti utolsó tanévet Franciaországban töltötte 
és Grenoble-ban megbarátkozott Jean Favard-dal. A háború után Favard Párizsban 
lett tanár és elintézte, hogy a francia külügyminisztérium kulturális osztálya a 
szegedi matematikai könyvtárnak ajándékba adja az összes a háború alatt és után 
megjelent matematika könyvet és folyóiratot, valamint hogy előfizessen továbbra 
is a folyóiratokra. A könyvek azonban csak nem érkeztek meg Szegedre, és ezért 
Sz. Nagy Béla megbízott azzal, hogy beszéljek Favard-dal és esetleg menjek el a 
minisztériumba a szállítmányokat megsürgetni. Amikor beszélgetés közben kiderült, 
hogy magam is matematikus vagyok, Favard azonnal kijelentette, hogy a Centre 
National de la Recherche Scientifique 1948 szeptemberétől három ösztöndíjat fog 
adni fiatal magyar matematikusoknak. Az egyik ösztöndíjat én kaptam, a másik 
kettőre Gál P ista és Fáry Pista jöttek ki.
Párizsban akkor hallatlanul izgalmas idők voltak matematikailag. 1947/48-ban 
tartotta Jean Leray első előadását a Collége de France-ban, amelynek során for­
radalmasította az algebrai topológiát és a matematika több más ágát, bevezetve, 
többek közt, a kéve (faisceau, sheaf, Garbe) és a spektrálsorozat fogalmát. 1948- 
ban kezdte el Henri Cartan („a fiatal Cartan”, akkor 44 éves volt) a szemináriumát 
az École Normale Supérieure-ben, ahol az első évben homológiáról, a másodikban 
homotópiáról volt szó. A résztvevők sorában volt Jean-Pierre Serre és 1949/50-ben 
Armand Boréi is. Nekem sok nehézségem volt a tárggyal, hiszen Budapesten még a 
homológia szót sem hallottam, csak Gál Pista, aki belekukkantott az Alexandroff- 
Hopf könyv második felébe, említette egyszer, hogy létezik valami, amit Betti-féle
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számnak neveznek. Fáry Pista volt hármunk közül az, aki beledolgozta magát a 
Leray alkotta fogalmakba. Szerzett egy második doktorátust a párizsi egyetemen 
(akkor még csak egy volt) az algebrai varietások kohomológiájával foglalkozó cik­
kével (Ann. of Math., 63 (1956), 437-490; 65 (1957), 21-73), amelynek alapján 
előbb professzor lett Montrealban, majd Berkeley (University of California) és a 
princetoni egyetem egyszerre ajánlottak fel neki állást az 1950-es évek vége felé. 
Pista Berkeley mellett döntött, és o tt tanított túl korán bekövetkezett haláláig.
Gál Pista 1950. augusztus 13-án hagyta el Párizst. A princetoni Institute for 
Advanced Study hívta meg mint „fellow” és „member”. Robert Openheimer meg­
hívólevelével azonnal kapott vízumot az Egyesült Államokba. 1952 júniusáig volt 
a princetoni Intézetben, 1952 augusztusában feleségül vette Ilse (Lisl) Novak-ot, 
a matematikai logika kiváló művelőjét (1. Bourbaki, Théorie des Ensembles, 4. fe­
jezet, Note Historique, 117. old.). 1953 elejétől 1958 nyaráig a Cornell egyetemen 
voltak, 1958 és 1960 közt Pista a Yale egyetemen volt kutató ösztöndíjjal. 1960 
augusztusától a Minnesotai egyetemen tanított, ahol megírta, többek közt, a sárga 
Springer sorozatban megjelent nagy könyvét: „Linear Analysis and Representation 
Theory” (Grundlehren, 198. kötet, 1973), és ahonnan 1992-ben ment nyugalomba, 
azóta Nevada államban él.
1948 augusztusában haza tudtam  látogatni Magyarországra egy a párizsi ma­
gyarok által szervezett különvonaton, kollektív útlevéllel. Budapesten együtt vol­
tam az ifjú Császár házaspárral és Fuchs Lacival. Szüleimmel egy hetet Hévízen 
töltöttem és Keszthelyről hajóval mentem Aczél Jancsit és Zsuzsit meglátogatni, 
akik Balatonbogláron nyaraltak.
Ezután legördült a vasfüggöny. 1948 és 1958 közt keveset leveleztem az otthon 
maradt három társsal. A magyar matematikusok közül legtöbb kapcsolatom a két 
debreceni algebristával, Szele Tiborral és Kertész Andorral volt, akiket nem is 
ismertem személyesen. Sajnos mindketten fiatalon meghaltak mielőtt alkalmam 
lett volna velük találkozni.
1949 júniusának második felében Riesz Frigyes jött Párizsba. Az állomáson, 
ahová a repülőtérről jövő buszok érkeznek (Gare des Invalides), vártam rá. Még alig 
jö tt fel a lépcsőn, már mondta, hogy az előző nap a szüleimnél vacsorázott, akik azt 
üzenik, hogy ne menjek haza. Öccse, Riesz Marcel, akkor már egy ideje Párizsban 
tartózkodott és így megismerkedtem vele. Rényi Alfréd is megjelent Párizsban, ahol 
a két Riesz és Rényi előadásokat tartottak, majd mind a hatan (a két Riesz, Rényi, 
a két Pista és én) június legvégén Grenoble-ba utaztunk. Ott Brelot és Favard 
rendeztek egy kis kollokviumot.
Riesz Marcel már 1949-ben említette, hogy van neki egy definíciója többválto­
zós Hilbert-transzformáltra. 1951 februárjában újból Párizsban volt és 12-én ebéd 
közben elmondta, miről van szó. Egy az R n téren definiált folytonos és a végtelen­
ben gyorsan eltűnő f  függvény »-rendű potenciálját az
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integrál definiálja ha Ka > 0, és annak analitikus folytatása az ellenkező esetben. 
Riesz kimutatta, hogy Uao1Zß =  TZa+0, valamint, hogy fc0f  = /  és 7Z- 2f  = - A / ,  
ahol A a Laplace-féle operátor. Az 7Zaf  kifejezés felfogható mint egy R a mag és 
az /  függvény konvolúciója, és akkor az előző összefüggéseket az
Ra * Rg = R a+ß, R0 = 5, R - 2 =  —Aő
egyenletek fejezik ki, ahol 8 a Dirac-féle egységnyi tömeg a nullpontban. A
n+1
magra tehát fennáll, hogy
H  * H  = v-Ri * V-Ri =  Af?2 = - R - 2 * i?2 =  -R o =  S ,
továbbá az n = 1 esetben H  éppen a Hilbert-transzformáció ~  magja. Ezek szerint 
az n-dimenziós térben az ú.n. Riesz Marcel-féle transzformált a
Hf{x)  = 7Tn+1
) lim í
e^°+J\x-y  |>e
f (y)
x — y
\x -  y\n+1
dy
Cauchy-féle főérték. Be kellett tehát bizonyítanom, hogy ha f  € L2(R n), akkor 
a határérték majdnem minden x  pontban létezik, hogy Tif  egy kellőképpen ér­
telmezett vektoriális L2(Rn) térhez tartozik, és ||W /||2 =  | | / | |2, végül pedig a 
H(7i f )  = —/  reciprocitást. Az egydimenziós tételnek Titchmarsh „Introduction 
to the Theory of Fourier Integrals” c. könyvében található bizonyítása megfe­
lelő módosításával sikerült a feladatot megoldanom. Ehhez be kellett vezetnem 
a konjugált Poisson-magot és kiszámítanom mind a Poisson-mag, mind a konju- 
gált mag Fourier-transzformáltját, amiben egy képlet segített, amelyet kissé ko­
rábban Leray előadásában tanultam. Utólag kiderült, hogy a Poisson-mag Fourier- 
transzformáltja szerepel S. Bochner egy könyvében, és G. O. Okikiolu kimutatta, 
hogy belőle a konjugált magé nagyon egyszerűen megkapható.
1951 májusában, mialatt az említett bizonyításon dolgoztam, elhagytam Pá­
rizst mivel Bogotában, Kolumbia fővárosában, egy újonnan alapított egyetem, az 
Universidad de los Andes ajánlott fel állást. Az Egyesült Államokon át utaztam 
Kolombiába. Hajóval mentem New Yorkig. Reggel érkeztem oda, azonnal felhívtam 
Gál Pistát, majd kivonatoztam Princetonba és vele ebédeltem. Néhány nappal ké­
sőbb értem jött új autójával, és meglátogattuk Mount Holyoke College-ban (ahol 
valamikor Zygmund tanított) egy unokatestvéremet, aki diák volt ott, valamint 
a Harvard és a Yale egyetemeket, ahol néhány matematikust már ismertünk, és 
néhánnyal megismerkedtünk.
Bogotában alkalmam volt vendégeket hívni, köztük Jean Dieudonnét és La­
urent Schwartzot. Ez utóbbi szívesen látogatott trópusi országokat, ahol szenve­
délyének, pillangók gyűjtésének hódolhatott. Schwartz 1953-ban két hetet töltött
51
Bogotában, de 1956-ban családjával együtt jött és három hónapig maradt. En­
nek köszönhető, hogy disztribúciókkal kezdtem foglalkozni, és rájöttem, hogy a 
Riesz-féle magokat mint a  i—» R a alakú disztribucióértékű meromorf függvényeket 
kell kezelni. Ezen sok évig dolgoztam (v.ö. N. Ortner, J. Math. Anal. AppL, 297 
(2004), 353-383).
1953-ban megnősültem, és 1954-ben nagyobb európai útra mentünk, amelynek 
során részt vettem az amsterdami nemzetközi matematikus-kongresszuson, ahol 
Magyarországról csak Alexits György és Rényi Alfréd voltak jelen.
Riesz Marcel közben nyugalomba vonult a lundi egyetemről és amerikai egye­
temeken (Chicago, New York, Stanford) volt vendég. Az 1956/57 tanév egy ré­
szét a University of M arylandon töltötte, és kieszközölte azt, hogy nekem állást 
kínáljanak fel. 1957 szeptemberének legvégén érkeztünk College Park-ba és hama­
rosan felutaztunk New Yorkba az American Mathematical Society egy ülésére. Ott 
viszontláttam Gál Pistát, akivel a hat év alatt leveleztem. 0  segített dollárokat 
küldeni szüleimnek, akik 1951 nyarán elhagyták Magyarországot és egy ideig Pá­
rizsban tartózkodtak. Pista vendégül látott minket egy vacsorán apósa, Dr. Novak, 
lakásában. A vendégek közt volt S. Lojasiewicz, akinek híres bizonyítása temperált 
elemi megoldás létezésére akkor volt friss. Pistával 1960-ban megint találkoztam, 
amikor Vermontban nyaraltunk és útban New York felé rövid időre megálltunk a 
Yale Egyetemen.
Az edinburgh-i 1958-as International Congress of Mathematicians-on óriási 
meglepetés várt: közel harm inc matematikus jött ki Magyarországról. O tt volt 
Császár Ákos, aki 1957 ó ta az Eötvös Loránd Tudományegyetemen volt tanár, 
ahol nyugalomba menésig, 1994-ig maradt, részben mint tanszékvezető vagy tan­
székcsoportvezető. Előtte a Budapesti Műszaki Egyetemen tanított az 1950/51-es 
tanév kivételével, amikor is Riesz Frigyes adjunktusa volt a Tudományegyetemen. 
Edinburgh-ban voltak Aczél Jancsi és Fuchs Laci is, csak éppen Gál Pista hiányzott. 
Időnk nagy részét együtt töltöttük, és igen szomorúan kísértük ki őket a pályaud­
varra, amikor is igazi skót m ódra hatan ültünk egy taxiban (a sofőrrel együtt).
Én és feleségem az 1963/64-es és 1964/65-ös tanévet Franciaországban töltöt­
tük. A Párizs melletti Vanves községben béreltünk lakást egy házban, ahol az idők 
folyamán több más m atematikus is lakott: Nachbin, de Lamadrid, Treves, Mizo- 
hata, Nohel, stb. Az első évben Nancyban tanítottam: minden csütörtök reggel 
leutaztam, és péntek este utaztam  vissza. Többnyire vonattal mentem, de néha 
autóval és olyankor felhasználtuk a hétvégét arra, hogy Lotharingiában és főleg 
Elzászban turistáskodjunk.
1963 őszének elején Aczél Jancsi és Zsuzsi érkeztek Párizsba. Jancsi 1948 és 
1950 közt Szegeden volt tanársegéd Kalmár Lászlónál. 1950-től 1952-ig a miskolci 
egyetemen volt tanszékvezető docens, de Aczélék a nehéz lakásviszonyok miatt 
1951-ig továbbra is Szegeden laktak. Jancsi minden héten elrepült a Maszovlet 
járatával (mert akkor ilyen is volt) Miskolcra. 1952-től 1959-ig a debreceni egyete­
men volt tanszékvezető docens, majd 1959-től tanszékvezető egyetemi tanár egé­
szen Magyarországról való távozásáig, amelyről alább fog szó esni. A gainesvillei 
University of Florida hívta meg Jancsit vendégnek az 1963/64-es tanévre. Néhány
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nagyon kellemes és mulatságos nap után Zsuzsi és én kivittük Jancsit autóval az 
Orly repülőtérre, és néztük hogyan viszi a gép a nagy óceán fölé.
1964 májusában a Császár házaspár jö tt Párizsba Szicíliából, ahol egy geomet­
ria kollokviumon vettek részt. Ákos két előadást is tartott topológiáról. Az első után 
valaki (talán G. Choquet) azt mondta neki, látszik milyen gyakran adott elő franci­
ául. Ákos azt felelte, hogy tulajdonképpen nem, sőt ez volt az első előadás, amelyet 
valaha franciául tartott. Csütörtökön feleségemmel és anyámmal, aki akkor éppen 
nálunk volt látogatóban, leautóztam Nancyba. Császárék másnap vonaton jöttek 
utánunk. Ákos megint tarto tt egy előadást, amelyet ünnepi ebéd előzött meg. Más­
nap anyám és nejem Ákosék jegyeivel vonaton utaztak Strasbourgba, míg Ákosék és 
én egy gyönyörű reggelen átautóztunk a Vogézeken. Mikor Ákosék elutazására ke­
rült sor, elhatároztuk, hogy átvisszük őket Baden-Badenba. Odaérve láttuk, hogy 
még rengeteg idő van, és ha elvisszük őket Karlsruhe-ba, akkor felszállhatnak a 
Budapestre menő közvetlen vonatra és nem kell átszállniuk. Ezt meg is tettük és 
amikor a pályaudvar elé értünk, Ákos felkapta a koffereket és izgatottan rohant 
velük, hogy ülőhelyeket kapjon. Mondanom sem kell, hogy a vonat teljesen üres 
volt.
Kissé később azon a tavaszon Aczél Jancsiért mentem ki a repülőtérre, aki 
sok tapasztalattal és anekdotával tért vissza Floridából, és útban volt haza, Deb­
recenbe. Egy évvel később, 1965 tavaszán Kölnből jö tt az üzenet, hogy az egész 
család ott van és végleg elhagyták Magyarországot. Harmadnapra már vonaton ül­
tünk, hogy meglátogassuk őket; Kati lányuk kérdezte is, vajon hogyan kaphattak 
Horváth Jancsi bácsiék olyan gyorsan vízumot. Miután Aczél Jancsi visszaérke­
zett Debrecenbe, a Magyar Tudományos Akadémia keresett valakit, aki elmegy hat 
hétre Kínába előadni. Jancsi hajlandó volt erre, feltéve, hogy utána ő és családja 
útlevelet kap ahhoz, hogy elmenjenek Ausztriába síelni. Erről a kirándulásról az­
tán nem tértek vissza Magyarországra, aminek fejében mind Jancsit, mind Zsuzsit 
jogerősen kétévi fegyházra ítélték. Tamássy Lajos egyszer Amerikában átadta Aczé- 
léknak annak az ügyésznek az üdvözleteit, aki a perükben a vádat képviselte. Az 
ítélet sohasem lett hivatalosan megsemmisítve, de tudtommal Aczélék nem ülték 
le büntetésüket, sőt sok éve már nagyrabecsült vendégek Magyarországon. Köln 
után Jancsi a kanadai Waterloo Egyetemre került, ahol a két „Distinguished Pro­
fessor” egyike lett. A kanadai Royal Society (azaz Akadémia) tagjává választotta 
és díszdoktorátust kapott a karlsruhei, gráci és katowiczei egyetemtől, valamint a 
két intézettől, ahol azelőtt működött: a miskolci és a debreceni egyetemtől. Kide­
rült, hogy a függvényegyenleteknek a magatartástudományokban is fontos szerepük 
van, ahogy ez Aczél, Falmagne és Luce „Functional Equations in the Behavioral Sci­
ences” (Math. Japonica, 52 (2000), 469-512) c. cikkből megtudható. Jancsi évek 
óta minden télen rövidebb-hosszabb időt tölt a University of California irvine-i 
campusának „Institute for Mathematical Behavioral Sciences” nevű intézetében. 
Ezirányú működésének méltatása megtalálható R.ÍDuncan Luce „Personal reflecti­
ons on an unintentional behavioral scientist” c. cikkében (Aequationes Math., 58 
(1999), 3-15), amelyet a nyájas olvasó figyelmébe ajánlok.
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Ezidőtájt Fuchs Laci is hasonló akciót hajto tt végre. Előbb mint vendég az 
1961/62-es tanévet a Louisiana államban, New Orleans városában lévő Tulane egye­
tem en töltötte, majd 1966-ban végleg eltávozott Magyarországról. 1968-ig a Uni­
versity of Miami-n, Florida államban, tanított, majd átment a Tulane egyetemre, 
ahonnan az egész világot behálózó algebrai tevékenységet fejt ki. A kommutatív 
csoportok (azaz Z-modulusok) után áttért a gyűrűk feletti modulusok elméletére. 
Luigi Salce-val írt „Modules over Non-Noetherian Domains” c. könyvét (Mathema­
tical Surveys and Monographs, Vol. 64, American Mathematical Society, 2001) még 
felemelni is nehéz. Laci munkásságát két cikk is méltatja. Az egyik Rüdiger Göbel 
tollából származik: „László Fuchs -  a personal evaluation of his contributions to 
mathematics” (Periodica Math. Hungarica, 32 (1996), 1-29). A másik a bevezetés 
a 2000. július 9-től 15-ig az ausztráliai Perthben megtartott ú.n. Agram konferen­
cia előadásait tartalmazó könyvben (Abelian Groups, Rings and Modules, ed. A. V. 
Kelarev, R. Göbel, K. M. Rangaswamy, P. Schulz, C. Visonthaler. Contemporary 
Mathematics, Vol. 273, American Mathematical Society 2001).
1969 januárjában éppen New Orleansban volt az Amerikai Matematikai Tár­
sulat évi gyűlése, amelyen Aczél Jancsi és Horváthék (másfél éves lányukkal) is 
megjelentek, így legalább hárman az öt közül együtt voltunk. Az 1974-es vanco- 
uveri nemzetközi kongresszus volt diákkorunk óta az első alkalom, hogy mind az 
öten egyszerre voltunk jelen. Fuchs Laci ott közölte velünk, hogy röviddel előbb 
megnősült.
Én 1970-ben voltam 1948 óta először Magyarországon, majd újból 1971-ben 
és 1973-ban.
1984-ben Aczél Jancsi meghívta Császárékat egy hónapra Waterlooba és mind 
Fuchs Laci mind én odautaztunk, hogy hatvanadik születésnapunkat együtt ün­
nepeljük. Sajnos Gál Pistát nem sikerült rábírni, hogy velünk tartson. Jancsi egy 
kis kollokviumot rendezett, amelyiken mind a négyen előadtunk. Mint a legtöbb 
összejövetelünkön, sok vicc és nevetés volt, és tréfás plakát készült, amelyeken a 
résztvevők mindenféle álneveket kapnak. A találkozásról felvett fénykép látható 
S taar Gyula,A megélt matematika” c. könyvének (Gondolat, Budapest, 1990) 207. 
oldalán.
1989 májusában újból Budapesten voltam, éppen akkor, amikor a magyar­
osztrák határ megnyílt, és a változások előszele fújdogált. 1993 óta, egy év (1997) 
kivételével, minden évben ellátogatunk Budapestre, sőt 1994-ben, amikor február­
ban Császár Ákos hetvenedik születésnapját ünnepeltük, kétszer is. Ákos hetvenö- 
tödik születésnapjára viszont Aczél Jancsi és Fuchs Laci utaztak Budapestre. A sze­
rencse úgy hozza, hogy budapesti tartózkodásaim alkalmával gyakran viszontlátjuk 
egymást Aczél Jancsival, és sajnos ritkábban Fuchs Lacival. Egyébként Jancsival 
Párizsban is néha összehoz a véletlen.
És most, 2004 júniusában, végre mind az öten megint együtt vagyunk Buda­
pesten a Magyar Tudományos Akadémia jóvoltából.
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KÉT EPIZÓD A BIG FIVE EGY-EGY TAGJÁVAL 
KAPCSOLATBAN
(Elhangzott a „80 éves születésnap” rendezvényt követő 
banketten
SURÁNYI JÁNOS
Másodéves matematikusokat szigorlatoztattunk Fuchs Lacival algebrából és szám­
elméletből. Ez úgy zajlott, hogy ki-ki a maga szobájában vizsgáztatott, és a végén 
összeültünk megállapítani az érdemjegyeket. Egy jó képességű fiatalember vizsgá­
zott. Jó jegyet is kapott, de erősen dadogott. Mint kiderült, különösen a pé betűvel 
volt megakadva. Csinos fiú volt, amellett gátfutó bajnok országos szintű eredmé­
nyekkel -  de dadogott.
Mikor összeültünk, mondom Lacinak, pechemre a pythagoraszi számhármaso­
kat kérdeztem tőle. Már össze kellett szorítanom az öklömet az íróasztal alatt, hogy 
el ne nevessem magam, ahogy állandóan a pipiket csalogatta. Mire Laci: „Hagyd 
el, könnyű dolgod volt. Nekem polinomokról felelt.”
A Matematikai Társulat egyik első, ha nem éppen a legelső kollokviuma Eger­
ben folyt. Kísérő programként természetesen meglátogattuk a pincészetet is. O tt 
kínáltak az üzem különböző specialitásaival, de a Bikavér csak nem jött. Valaki 
meg is kérdezte, miért. A Pincemester részletesen elmondta a készítés technológiá­
ját, hogy ehhez milyen szőlőfajták kellenek, milyen édességi fokkal stb.; és ez most 
már több éve nem jö tt össze, nem tudtak Bikavért csinálni.
Erre Kalmár, aki éppen nem sokkal előbb külföldön járt, elmondta, hogy ott 
ő bizony kapott Bikavért. Erre a Pincemester megvakarta a fejét és elmondta 
(titoktartás kötelezettsége mellett), hogy a nemzetközi piacról nem lehet kimaradni, 
mert oda visszakerülni akkor már igen nehéz. Ezért ilyen esetekben kénytelenek 
valami igen jó minőségű bort kellően feljavítani, és Bikavérként eladni.
Aczél János azonnal levonta a következtetést: Eszerint két módon készül Bi­
kavér, az egyik, ahogy a Pincemester Űr leírta, — a másik: határátmenettel.
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A GRADIENSPROBLÉMA
BUCZOLICH ZOLTÁN*
1. Bevezetés
Számomra, életkoromnál fogva, a Big 5 hosszú ideig csak Big 1,5 volt, mivel mire 
egyetemre kezdtem járni, addigra már csak Császár Ákos volt Magyarországon, 
Fuchs László híres Algebra jegyzete, melyből matematikusgenerációk tanulták és 
szerették meg az Algebrát növelte számomra a Big 1-et, Big 1,5-re. Mivel Császár 
Ákos Valós Analízis előadásai, valamint az azokat követő Laczkovich spécik ha­
tározták meg tudományos kutató i érdeklődésemet, ezért ebben az előadásban egy 
Valós Analízis problémáról szeretnék beszélni.
Közismert, hogy ha az /  : (a, h) —> R függvény az (a, h) nyílt intervallum 
minden pontjában differenciálható, akkor deriváltja, / '  Darboux-tulajdonságú és 
Baire egy osztályú, azaz előáll, mint folytonos függvények pontonként vett határ­
értéke. Kevésbé ismert az úgynevezett Denjoy-Clarkson-féle tulajdonság [12], [11], 
Ez a tulajdonság azt mondja ki, hogy tetszőleges (a, ß) nyílt intervallumnak a de­
riváltra vonatkozó inverz képe, ( / ') _1(a,/3) vagy üres, vagy pozitív egydimenziós 
Lebesgue-mértékű. Ha a deriváltfüggvény folytonos akkor ez nyilvánvaló következ­
ménye annak, hogy nemüres nyílt halmazok pozitív mértékűek, azonban a derivált­
függvény nem feltétlenül folytonos, így a Denjoy-Clarkson-tulajdonság azt mondja 
ki, hogy ennek ellenére egy deriváltfüggvény nem tud „súlytalanul” áthaladni egy 
intervallumon. Nem nehéz azonban olyan Darboux és Baire egy tulajdonságú függ­
vényeket konstruálni, melyek nem rendelkeznek a Denjoy-Clarkson-tulajdonsággal. 
A deriváltfüggvények pontos karakterizációjának problémája már a Young házaspár 
idejében, a XX. század elején felvetődött, de a mai napig megoldatlan. E problé­
makörrel kapcsolatban az olvasó figyelmébe ajánljuk A. Bruckner [2] cikkét.
C. E. Weil gradiensproblémája a Denjoy-Clarkson-tulajdonság többdimenziós 
általánosítására vonatkozott.
Tegyük föl, hogy n >  2, és G C R” nyílt halmaz, továbbá /  : G —* M a 
G minden pontjában differenciálható n-változós függvény. Ekkor az /  gradiense,
’ Ez a cikk a Big5 konferencián 2004. június 29-én elhangzott előadás kibővített anyaga.
Ezen előadásokhoz kapcsolódó kutatásokat az OTKA támogatta és remélhetőleg támogatni 
fogja (T032042, T049727).
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V / = (őjf , . . . , d nf )  a G nyílt halmazból Rn-be menő leképezés. Tegyük föl, 
hogy n e t "  nyílt halmaz. Igaz-e, hogy (V /)_1(Í2) =  {p € G : V /(p )  € í)} 
vagy üres, vagy pozitív mértékű az n-dimenziós Lebesgue-mértékre vonatkozólag? 
Folytonosan differenciálható függvényekre a válasz nyilvánvalóan pozitív.
A gradiensprobléma egy másik, ekvivalens és érdekes átfogalmazása a követ­
kező:
Jelölje B\  az n-dimenziós Euklideszi tér egységgömbjét. Létezik-e olyan /  : 
Rn —> R mindenütt differenciálható függvény, melynek a gradiense eltűnik az 
origóban, de Lebesgue majdnem mindenütt a gradiensének normája nagyobb, mint 
egy. Ez ugyebár azt jelenti, hogy ( V n e m ü r e s ,  de nulla Lebesgue-mértékű. 
Azaz differenciálható függvényünk az origó egy kis környezetében „globálisan” alig 
változik, bár „egy valószínűséggel” gyorsan változik (ha a Lebesgue-mértéket mint 
ponthalmazok valószínűségét interpretáljuk).
A gradiensprobléma a Valós Analízis egy jól ismert és híres megoldatlan prob­
lémája volt. A 60-as évektől [24] megjelenése óta dolgoztak rajta. Én 1987-ben 
hallottam róla először: San Antonioban az Alamo előtt állva, röviddel azután, hogy 
bemutattak Clifford Weilnek azt mondta, hogy itt van egy nekem való megoldat­
lan probléma, de figyelmeztet, hogy nem könnyű. Szóval elkezdtem dolgozni rajta. 
Aztán 15 éven keresztül, hosszabb-rövidebb intenzívebb munkaperiódusok után fél­
retettem, majd amikor valami újat tanultam újra elővettem. Néha, amikor úgy 
éreztem, hogy valamilyen önmagában is érdekes részeredményt kaptam akkor azt 
egy-egy cikkben megírtam, konferenciákon előadást tartottam róla. Végül 2002 nya­
rának végén sikerült megoldanom. Időközben 1990-ben a XIV. Valós Függvénytani 
Szimpóziumon a gradiensprobléma kikerült a szájhagyomány útján terjedő „folk­
lór” problémák sorából és nyomtatásban is megjelent, [26]. Bár, Pólya György jól 
ismert tanácsát megfontolva igyekeztem mindkét irányból dolgozni a problémán, 
de az időm túlnyomó részét mégis azzal töltöttem, hogy megpróbáltam bizonyí­
tani egy, a Denjoy-Clarkson-tulajdonság n-dimenziós változatára vonatkozó tételt. 
Azonban valami apróság mindig hiányzott... 2000-ben egy külföldi konferencián 
L. Zajícekkel még fogadást is kötöttem arra, hogy a gradiensprobléma megoldása 
az előbb említett tétel lesz. Azonban 2002-ben felül kellett bírálnom az eddigi ál­
láspontomat és komolyan elkezdtem dolgozni egy kétdimenziós ellenpéldán, ami 
aztán el is ju tta to tt a megoldáshoz, illusztrálva azt a köznapi bölcsességet, hogy 
rugalmasan kell gondolkozni és egy korrekt eljárás során mindkét „felet” meg kell 
hallgatni.
Ebben az előadásban szeretném áttekinteni a gradiensprobléma megoldásához 
vezető állomásokat. A [8] cikk tartalmazza a részletes konstrukciót és a bizonyí­
tásrészleteket. Ez a cikk, illetve előadás a 27. Valós Függvénytani Szimpóziumon 
(2003. június, Opava, Csehország) [9], valamint a University of North Texas-on 
(Denton, Texas) ta rto tt hasonló témakörű előadásaim átdolgozott, magyar nyelvű 
változata.
A gradiensprobléma megoldása tehát egy kétdimenziós ellenpéldafüggvény 
konstrukciója. A [8] cikkben megmutatom, hogy található olyan /  : G —> R, vala­
mely G c R 2 nyílt halmazon értelmezett differenciálható függvény és egy ifi C R2
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nyílt halmaz, hogy valamely p  € G-re V /(p ) 6 íh  de a kétdimenziós Lebesgue- 
mérték, A2 szerint majdnem minden q € G-re a gradiens V /(q) nincs fii-ben.
2. A gradiensproblém a m egoldásának előzményei
2.1. A  T i\  Denjoy—C larkson-tulajdonság. Nem nehéz belátni, [3], hogy ha 
az n-dimenziós Lebesgue-mértéket az egydimenziós Hausdorff-mértékkel, TG-gyei 
helyettesítjük, akkor a Denjoy-Clarkson-tulajdonság a többdimenziós esetben is 
érvényben marad:
1. té te l ([3], Theorem 1). Tegyük föl, hogy G C K" nyílt és f  : G —> R 
differenciálható. Ekkor m inden  Í2 C Rn nyílt halmazra (V /)_1(íi) vagy üres, vagy 
pozitív 7í\-mértékű.
Azaz nyílt halmazok gradiensleképezésre vonatkozó nemüres inverz képei leg­
alább a Tíi-mértékre vonatkozólag nem lehetnek súlytalanok.
Holicky, Maly, Weil és Zajícek a [16] cikkben megmutatta, hogy a fenti inverz 
kép más értelemben se lehet „súlytalan”. A következő tételben kevéssé ismert a 
porozitás fogalma, mely halmazok lokális lyukacsosságát méri és az érdeklődő olvasó 
a [27] cikkben nézhet utána.
2. té te l ([16], Theorem 5). Legyen G C Rn nyílt és legyen f ,  G-n értelmezett 
differenciálható függvény. Tegyük föl, hogy Í1 C R” olyan nyílt halmaz, melyre 
(V/ )  1 (fi) G 0, Ekkor a következő tulajdonságok teljesülnek:
i. ( V / ) _1(fl) egyetlen pontjában sem porózus.
ii. Ha H e  Rn nyílt és H  n  (V /)_1(íi) 7^  0, akkor nincs olyan nem azonosan 
nulla lineáris függvény, L  : K” —» R melyre vonatkozólag L(H  H ( V /) -1 (Q)) 
nulla egydimenziós Lebesgue-mértékű lenne. Ebből következik, hogy H  fi 
( V / ) ' 1 (fi) pozitív egydimenziós Hausdorff-mértékű.
iii. Ha H  C Rn nyílt és / / n ( V ^  0, akkor í f n ( V / ) -1 (f2) nem cr-porózus.
A fenti tétel ii. pontjában lineáris függvénynek tetszőleges egyenesre való vetí­
tést is választhatunk, azaz ha ( V / ) _1(fl) nemüres, akkor tetszőleges egyenesre vett 
vetülete pozitív Tíi-mértékű.
2.2. A  „paradox konvexitási” tulajdonság. Az előző alfejezet eredményei azt 
mutatják, hogy a [8] cikkben konstruált ellenpéldafüggvénynek meglehetősen komp­
likáltnak kell lennie. A következő, meglehetősen sok technikai részletet tartalmazó 
eredmény bizonyításakor arról voltam meggyőződve, hogy ilyen komplikált függ­
vények nem  is létezhetnek. Érdekes, hogy valószínűleg a technikai részletek miatt 
ez a cikk nemigen keltette föl még a gradiensprobléma iránt egyébként érdeklődő
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kollégák figyelmét se, bár utólag visszagondolva az itt megfogalmazott „paradox 
konvexitási” tulajdonság vezetett el végülis a [8] cikkbeli végső konstrukcióhoz.
Szóval tegyük föl, hogy Go C M2 nyílt és f  : Go —> K olyan differenciálható 
függvény, mely ellenpélda a gradiensproblémára. Ekkor található xq € Go, po € E2 
és r/o > 0, hogy V /(x 0) =  p0 és A2( (V /) _1(ő(po,7/0))) =  0, ahol 5 ( p 0,?/o)
az 7/o sugarú po középpontú nyílt gömb. Legyen Fq =  cl ( (V /) -1 (5 (p 0, W 2))) 
(ahol cl a lezárást jelöli). Mivel V /, EV1'a vett megszorítása Baire egy függvény 
így található xj € Fq, ami a V / folytonossági pontja Fo-on. Fo definíciójából 
következik, hogy V /(x i)  e cl (ö (p 0, 't?o/ 2)). így, 5 (V /(x i) , t?0/2) C F (p 0,??o)- 
Ezután V /, Fo-ra vonatkozó Xi-beli folytonosságát használva válasszunk ó > 0- 
t  úgy, hogy tetszőleges y € 5(xi,<5) n  F0-ra teljesüljön ||V /(x x) -  V /(y ) || < 
7/o / 4 .  Ekkor 5(xi,<5) n  F0 C (V /) -1 (5 (p 0, rjo)) és így A2(B(xu 5) n  F0) =  0. 
Másrészt, ha ÍZ = V f ( B ( x i,<5)) fi 5 ( p 0,?7o/2) akkor ÍZ C S (V /(x i) , t/0/4). így, 
Q = 5(po, t/o/ 2) \cl (ÍZ) nemüres nyílt halmaz, és (V /) 1 (F(po, 7/o/2))-nak Fo-beli 
sűrűségéből következik, hogy ÍZ sem üres. Alkalmas áthelyettesítés után feltehető, 
hogy po = O és t/o/2  =  1. Ezenkívül G =  B(xi ,S)  választás mellett /  ide való 
megszorításával dolgozhatunk. így a következő tétel feltételei teljesülnek.
1. ábra. „Paradox konvexitás” a gradiens értékkészletében
3. tétel (ld. [6]). Tegyük föl, hogy f  differenciálható a G C E2 nyílt halmazon. 
Legyen A i =  cl {x 6 G : V /(x) € 5 (0 ,1 )} . Tegyük föl, hogy A] nemüres és 
A2(Ai ) =  0. Legyen ÍZ =  5 (0 ,1 )  n  V /(G ) és Q = 5 (0 ,1 )  \  cl (ÍZ). Ekkor Q a 
sík konvex és nyílt részhalmaza, továbbá Q ^  0-ból még az is következik, hogy 
tetszőleges p e int ( cl (lZ))-re H\  ({y : V /(y ) =  p}) > 0.
A tétel kimondását megelőző érvelést felhasználva a Baire egy tulajdonsá­
got kihasználva alkalmas helyettesítés és egy lineáris függvény hozzáadása után 
elérhető, hogy Q ±  0 és O 6 ÍZ, ha /  eredetileg egy ellenpélda függvény volt a 
kétdimenziós Denjoy-Clarkson-tulajdonságra. Ekkor 5 (0 ,1 )  tartalmaz egy olyan 
félkörlemezt, melynek tetszőleges p pontjára H i({x : V /(x ) =  p}) > 0 teljesül. Ez 
azt mutatja, hogy differenciálható függvényünk nagyon eltér azoktól a sima felüle- 
tektől, melyekhez hozzászoktunk. Például ha valaki az £3 =  f ( x i ,£ 2) =  y x \  +  x2 
felső egységfélgömbfelületet tekinti, akkor tetszőleges p € R2-re (V /) 1 (p) vagy
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üres, vagy egyetlen pontból áll. Tehát az ár, amit fizetnünk kell azért, hogy legye­
nek olyan nemüres nyílt halmazok melyeknek inverz V / képe nulla A2-mértékű az, 
hogy létezzen sok olyan pont, aminek inverz V /  képe nagy a Ki-mérték szerint.
Mivel int ( cl (72.)) nem megszámlálható, így a 3. tételből az is következik, hogy 
( V / ) _1(.B(0 ,1 )) nem a-véges 77i-mértékű (int (A) az A  halmaz belsejét jelöli).
Tehát lehetséges, hogy ( V /) -1 (73(0,1)) nemüres, de nulla A2 mértékű, de a 
fentiek szerint legalább nem a-véges 771 mértékű. Nyilván nem lenne érdektelen 
pontosabban feltérképezni az itt  fellépő hézagot, azaz megválaszolni a következő 
kérdést:
1. kérdés. Tegyük föl, hogy G c l "  nyílt és f  : G —> R differenciálható, továbbá 
í l c R "  olyan nyílt halmaz, melyre (V /)_1(íf) /  0. Mi mondható ekkor (V /)_1(íf) 
Hausdorff-dimenziójáról?
2.3. Függvények sok érintősíkkal. Most visszatérünk a 3. tételhez. Tegyük föl, 
hogy e tétel feltételei teljesülnek és p e  int ( cl (72)). Legyen / p(x) =  /(x ) — p x, 
ahol ■ az R2-beli skaláris szorzást jelöli. /  szinthalmazaira a következő jelölést 
használjuk / pd=f{x : / p (x) - c } .  A 3, tétel bizonyítását elemezve belátható, hogy 
található c-k, olyan pozitív Ai-mértékű halmaza, hogy minden ilyen c-hez van az 
/ p szinthalmazán olyan xc pont, hogy V /P(xc) =  O, azaz, V /(x c) =  p. Tehát 
az /  grafikonja által megadott felületen sok olyan pont található, ahol a felület 
érintősíkjának gradiense p.
Ez az érdeklődésemet olyan differenciálható függvények felé fordította melyek­
nek sok érintősíkja van. Ezzel kapcsolatos eredményeimet a [7] cikkben publikáltam. 
E cikk fő eredménye a következő:
4. t é t e l  (Id. [7]). Létezik olyan f  : R2 —> R, C 1 függvény és hozzá egy seholsem 
sűrű, zárt, nulla X^-mértékű E  C [0,1] x [0,1] halmaz, továbbá egy nemüres nyílt 
H  C R3, hogy minden (a,b,c) € H  ponthoz van olyan (xo,yo) € E melyre a 
z =  f { x ,  y) felület (xo, yo, f { x 0 , Vo)) pontbeli érintősíkja z = ax + by + c.
Tehát nemcsak differenciálható, hanem C 1 függvényeknek is lehet sok érintő­
síkjuk. Kiemelendő, hogy a fenti tételben H  a háromdimenziós paramétertér egy 
nemüres nyílt halmaza, míg E  egy nullmértékű halmaz a kétdimenziós térben azaz 
a fenti leképezésnél egy dimenziót nyerünk és ez a „Peano” görbékre emlékeztet. 
Egydimenziós érveléseknél megszoktuk, hogy a C 1 függvények elegendően simák. 
Magasabb dimenzióban azonban sokszor C 1, vagy magasabb osztályú simaság még 
nem elegendő. Erre a jelenségre sok példát találhatunk például a parciális differen­
ciálegyenleteknél, pl. a jól ismert Szoboljev Lemma ([21] Th. 7.25) ahol a simasági 
feltevések és a konklúzió dimenziófüggő.
Egy másik, az általunk tárgyalt problémakörhöz szorosan kapcsolódó eredmény 
a Morse-Sard-tétel [18], [22].
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5. té te l ([15], Theorem 1.3). Legyenek M  és N , m ésn  dimenziós differenciálható 
sokaságok továbbá f  : M  —> N , C r leképezés. Ha r > max{0, m — n}, akkor / ( £ / )  
nulla Lebesgue-mértékű N-ben (Ef az f  kritikus pontjainak halmazát jelöli).
így, ha /  : R2 —» R, C2 függvény, akkor tetszőleges (a, b) 6 R2 pontra az 
f (x,  y) — ax  — by függvény kritikus értékeinek halmaza, C(a,b) nulla Ai-mértékű. így 
nem tartalmazhat intervallumot és Fubini tétele szerint az
{(a, b, c) £ R3 : a z = ax + by + c sík érinti a z = f (x ,  y)-1}
halmaz nulla A3-mértékű, és így a belseje üres.
A síkon értelmezett C 1 függvények még sok más érdekes tulajdonsággal ren­
delkezhetnek. Egyik kedvenc, témánkhoz kapcsolódó tételem Whitney [25] híres 
példája, melyben egy R2-n értelmezett olyan C 1 függvényt és hozzá egy nem el­
fajuló folytonos 7 görbét konstruál, melyre V /  = O, azaz a gradiens eltűnik a 7 
görbe minden pontjában, de /  nem állandó a 7 mentén. (Ez ugyebár minden hegy­
mászó álma, úgy nyerni szintet, hogy közben nem megyünk fölfele. Sajnos az ár 
amit ezért fizetni kell az, hogy a 7 görbe végtelen ívhosszú.. . )  Ha a C 1 simasági 
föltevést differenciálhatósággá enyhítjük, akkor említésre méltó Körner [17] „szuper 
Whitney” függvénye, egy olyan nem állandó, a síkon értelmezett, differenciálható 
függvény, hogy R2 bármely két pontja összeköthető egy olyan 7 folytonos görbével, 
hogy V / =  O a 7 minden, a végpontoktól különböző pontjában.
Érdemes néhány szót szólni a 4. tétel egydimenziós változatáról is. Tegyük föl 
tehát, hogy /  : R —> R differenciálható függvény. Ha y =  ax -f b az / ,  (xq, f ( x 0)) 
pontbeli érintője, akkor legyen 5j(a:o) =  (a, b). Lehetséges-e, hogy S'i(R) belseje 
nemüres?
Az egydimenziós esetben C 1 függvények már elegendően simák a Morse-Sard- 
tétel alkalmazhatóságához, így a C l esetben a válasz nemleges. Tetszőleges a £ R 
pontra az f {x)  — ax függvény kritikus értékeinek halmaza nulla mértékű. így, rögzí­
tett a-ra nulla Aj-mértékű azon b-k halmaza, melyekre (a, b) az S1 értékkészletéhez 
tartozik.
2. ábra. Az y = a'x + b' egyenesre történő id vetítés
Azt várhatnánk, hogy ha csak differenciálhatóságot teszünk föl, akkor a fenti 
kérdésre egy dimenzióban pozitív választ kapunk. Azonban a válasz még differen­
ciálható függvényekre is negatív. Ezúttal egy másik kedvenc Valós Analízisbeli té­
telem, a Denjoy-Young-Saks-tétel ([23], Chap. IX, (3.7) Theorem, p. 267) egyik
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következménye adja meg a választ. Tegyük föl, hogy y = a'x +  b' adott síkbeli 
egyenes és 7r' jelöli az erre az egyenere való merőleges vetítést. Tegyük föl, hogy /  : 
K —> R tetszőleges függvény és E ' jelöli azon /  grafikonján levő pontok ír' képét, 
ahol /  érintője merőleges y = a 'x  + b'-re, Id. a 2. ábrát. Ekkor \ \ {E' )  — 0. Ebből 
ismét következik, hogy A2(Si (K)) =  0 teljesül még differenciálható függvényekre 
is.
2.4. Szinthalm azok. A gradiensprobléma kétdimenziós esetén dolgozva érdeklő­
désem a síkon értelmezett differenciálható függvények szintvonalrendszerének vizs­
gálata felé fordult. (Ez az a szintvonalrendszer amivel bárki, aki szeret kirándulni 
a turistatérképeken, vagy más földrajzi térképeken találkozhat.)
Tegyük föl, hogy /  : R2 —> R differenciálható kétváltozós függvény. Kritikus 
pontokban a szintvonalak furcsán nézhetnek ki. így természetes feltevés, hogy a 
gradiens legyen zérusvektortól különböző.
3. ábra. f ( x , y ) bifurkációs szintvonalakkal
E feltétel mellett vajon igaz-e, hogy az {(x, y) : f ( x , y )  = c} szintvonal 
differenciálható görbékből áll? A válasz nemleges ld. [4]. Ha tekintjük az
( y 2' 7~ 4~’ ha (x > y) í  (°> °); f ( x , y ) = l  y2 +x *
(o, ha (x,y)  =  (0,0)
függvényt, akkor a következő tétel szerint e függvénynek van olyan szintvonala, mely 
bifurkációs pontot tartalmaz. A 3. ábra bal felén ezt a függvényt ábrázoltuk. A jobb 
látószög kedvéért a koordinátatengelyeket elfordítottuk és az y tengely balról jobbra 
mutat. Az ábra jobb oldalán e függvény szinthalmazrendszerét illusztráltuk, az x és 
y tengelyek a szokásos irányokba mutatnak. E függvény bifurkációs tulajdonságait 
fogalmaztuk meg a következő tételben.
6. té te l ([4], Theorem 1). Található olyan f  : R2 —> E differenciálható függvény, 
melynek a gradiense sehol se tűnik el, azaz V /(x , y) yf O tetszőleges (x, y) 6 K2-re,
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de S0 = {(x ,y ) : f { x ,y ) =  0} =  {(x,y) : |«/| =  x 2, vagy y = 0}; és így a (0,0) 
pontnak nincs olyan G nyílt környezete, amelyre U fi Sq egy nyílt intervallummal 
lenne homeomorf.
Ez a tétel azonban a gradiensproblémához kapcsolódó kutatások szempontjá­
ból nem jelentett lényeges akadályt, hiszen a Baire egy tulajdonságot használva és 
egy alkalmas lineáris függvényt hozzáadva, mint a 3. tétel esetén, mindig lehetőség 
volt arra, hogy olyan függvényekkel dolgozzunk, amiknek gradiense az origótól elha­
tárolható. Ez a feltevés már elegendő ahhoz, hogy megszabaduljunk a szintvonalak 
bifurkációs pontjaitól:
7. tétel ([4], Theorem 2). Tegyük föl, hogy G C l 2 nyílt és f  : G —♦ R olyan 
differenciálható függvény, melyre j V f(x , y)\\ > r > 0 teljesül minden (x, y) £ G- 
re. Ha valamely (xq, í/o) £ G-re c = f(xo,yo), akkor található az (xo,yo) pontnak 
olyan Go környezete, hogy Sc =  Goí~l {(x, y) : f (x , y) = c} egy nyílt intervallummal 
homeomorf, és Sc-nek minden pontjában van érintője.
Elegendően erős simasági feltevések mellett hasonló eredmény kapható az imp­
licit függvénytétel segítségével, azonban még az implicit függvénytétel különböző 
általánosításaihoz (ld. pl. [10]) is feltétel, hogy az f (x ,y )  függvény «/-szerinti parci­
ális deriváltja nem tűnik el, valamint az (általánosított) parciális deriváltak lokális 
korlátossága is szükséges. Említésre érdemes azonban, hogy az implicitfüggvény 
tétel ikertestvéréhez az inverz függvény tételhez a differenciálhatóság elegendő fel­
tevés. A [20] cikkben a szerzők megmutatták, hogy ha /  : G —> R" differenciálható 
a G c l "  nyílt halmazon és d e t/ '(x ) /  0 minden x 6 G-re, akkor /  lokális diffe- 
omorfizmus. Ez a tétel jól ismert egyetemi tananyag ha /  elegendően sima, azon­
ban ha csak differenciálhatóságot teszünk föl, akkor nemtriviális topológia, (Degree 
Theory) van a háttérben.
A 6. és 7. tételekben megkezdett kutatási irányt folytatta Elekes Márton. A [13] 
cikk eredményei azt mutatják, hogy ha egy /  : R2 —> R függvény gradiense 
nem tűnik el, akkor tetszőleges {x € R2 : /(x )  =  c} szinthalmaz lokálisan 
homeomorf, vagy egy nyílt intervallummal, vagy (a bifurkációs pontokban) egy 
közös végpontból kiinduló véges sok szakasz uniójával. Ezenkívül a bifurkációs 
pontok diszkrét halmazt alkotnak.
2.5. Deriváltak approximativ folytonossága, parciális deriváltak.
1. definíció. Az /  : Rn —> Rm függvény az x pontban approximativ folytonos, ha 
található olyan Lebesgue-mérhető E  C R” melynek az x Lebesgue-sűrűségi pontja 
és limy_ x;yg£ /(y )  =  /(x ). Egy /  függvény approximativ folytonossági pontjait 
A/-fel jelöljük.
A [19] cikkben Petruska György megmutatta, hogy ha /  : R —> R az F  deri­
váltja, akkor /  minden értékét felveszi approximativ folytonossági pontjai halma­
zán, azaz, / ( R) =  f (A f) .  Ebből nyilvánvalóan következik az egydimenziós Denjoy-
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4- ábra. f{r,<j>)
Clarkson-tulajdonság. Ezért keltette fel érdeklődésem e tétel többdimenziós álta­
lánosításának problémája. Az [5] cikkben a következő tételeket bizonyítottam. Ha 
a parciális deriváltakat tekintjük, akkor:
8. té te l ([5], Theorem 1). Tegyük föl, hogy F  : Rn —► R differenciálható és 
i 6 { 1 , , . . ,  m ). Ekkor f  = d iF  minden értékét felveszi Aj-en.
így differenciálható függvények parciális deriváltjai rendelkeznek a Denjoy- 
Clarkson-tulajdonsággal. F  differenciálhatóságának feltevése szükséges, mivel ha 
csak a parciális derivált létezését tesszük föl, akkor:
9. té te l ([5], Theorem 2). Található olyan folytonos F  : R2 —> R függvény, 
melynek f  =  dF /dx i parciális deriváltja mindenütt létezik és f  nem veszi fel 
minden értékét Af-en.
Differenciálható függvények gradiensével kapcsolatban is az előzőhöz hasonló 
a helyzet.
10. té te l ([5], Theorem 3). Található olyan f  : M2 —> M differenciálható függvény, 
hogy V /  nem veszi föl minden értékét A ^f-en .
E függvény polárkoordinátás definíciója a következő:
Ezt ábrázoltuk a 4. ábrán. Az /  függvény gradiense csak a O-ban egyenlő a 
nullvektorral és ez az érték nem tartozik Av/-hez, ugyanis ahogy közeledünk az 
origóhoz spirálvonalak mentén „egyre meredekebben hullámzik” az /  grafikonja.
2. kérdés. Tegyük föl, hogy /  : R” —> R differenciálható függvény. Egy y £ R" 
vektor a V /  reguláris értéke ha található x  S A y/, hogy V /(x) = y. Jelölje a 
reguláris értékek halmazát R E G (V / ) . A gradiensproblémára adott ellenpéldánk az
ha r ^  (0,0);
ha r  =  0.
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[5] cikkben megfogalmazott R E G ( V f )-nek a V / értékkészletében való sűrűségére 
vonatkozó kérdésre is negatív választ ad. Másrészt a REG(f7 f)  karakterizálására 
vonatkozó kérdésünk továbbra is megválaszolatlan, sőt még érdekesebbé vált.
3. A g rad iensp rob lém ára  választ adó konstrukció vázla ta
5. ábra. f  és V /
Legyen G =  (-1 ,1 )  x (-1 ,1 ), íí0 =  [ -  5,5] * [0,2], fii = (-0.49,0.49) x 
(0,1.99), és f l 2 = [—0.51,0.51] x [0,2.01]. Az 5. ábra jobb oldalán flo határát 
folytonos, míg fii és fi2 határát pontozott vonal jelöli.
A gradiensproblémára adott válaszunk a következő tétel. A bizonyítás részleteit 
a [8] cikkben tárgyaljuk, itt csak a fő gondolatokat vázoljuk és illusztráljuk.
11. té te l ([8], Theorem 1). Található olyan differenciálható f  : G —> R, hogy 
V /(0,0) =  (0,1) és V /(p ) ^  fii majdnem minden p € G-re.
E tétel illusztrálására az 5. ábra bal oldalán /  értelmezési tartományát ábrá­
zoltuk, az R-be mutató nyíl illusztrálja, hogy /  az R-be képez, másrészt az ábra 
jobb oldalán a gradiensleképezés értékkészletét a „gradiens teret” tüntettük föl.
A 11. tétel bizonyítását elemezve az is megmutatható, hogy /  Lipschitz- 
függvény és V /  a nyílt „felső félsíkba” képez.
Ha a fenti tételben /  differenciálhatóságának feltételét A2-majdnem mindenütt 
való differenciálhatóságra enyhítjük, akkor nagyon egyszerű bizonyos „globálisan 
csekély mértékben változó” Lipschitz-függvényeket megadni. A 6. ábrán a gradi­
ensproblémán dolgozó kutatók egyik legegyszerűbb példafüggvényét, egy harmo- 
nikaszerűen hajtogatott papírlapot ábrázoltuk. Ez a függvény globálisan keveset
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V / értékkészlete, a gradienstér
változik, de ha elegendően sok cikk-cakkot hajtogatunk, akkor a gradiensvektor 
értéke majdnem mindenütt nagy. Az ábrán e nagy gradiensvektorokat nyilakkal 
illusztráltuk. E felület a hajtási élektől eltekintve mindenütt differenciálható és 
a majdnem mindenütt létező gradiens csak két, egy-egyenesbe eső, de ellentétes 
irányba mutató értéket vesz fel. Ha differenciálható függvényt szeretnénk, akkor a 
hajtási éleket simára kell csiszolni. Ekkor egy kicsiny, bár pozitív síkbeli mértékű 
halmazon a gradiens kis értékeket is felvesz, de az elérhető, hogy a keletkező fe­
lület gradiense minden pontban egy síkbeli szakaszhoz tartozzon. A hajtási élek 
irányának megválasztásával e szakasz is tetszőleges irányba fordítható.
E „simított hajtogatott papír” felület kicsit módosított változata az ellenpélda­
függvényünk elemi építőköve, amit a bizonyításban <f>Bn k perturbációs függvénynek 
nevezünk. A 10. tétel, 4. ábrán bemutatott felülete is rokona a perturbációs függ­
vényünknek, csak itt a „hajtogatás” egy spirál mentén történik.
A következőkben a l l .  tétel bizonyítását vázoljuk. A h - i(x, y) — y függvénnyel 
indulunk. Ekkor G-n mindenütt Vh_i  =  (0,1). Ezután hn függvények egy alkal­
mas sorozatát választva f (x ,  y) =  X3ÍÍL-1 hn(x, y) lesz majd a 11. tételben keresett 
függvény. Minden egyes hn+\ az előző részösszeg /„  =  Ylk=-1 V  perturbációja 
lesz.
E perturbációkkal V /(p )- t szeretnénk majdnem minden p € G-re ílj-en kí­
vülre kényszeríteni.
A bizonyítás során egymásba skatulyázott Gn nyílt halmazok egy sorozatát de­
finiáljuk úgy, hogy majdnem minden Gn-en kívüli p  pontra V/ ( p) ^  ÍV  Egy „meg­
állási idő” érveléssel nem perturbáljuk tovább a készülő függvényt majdnem min­
den olyan p pontban, melyre V / ( p )  ^  ÍV  Ezekben a pontokban hn(x, y) =
y) valamely no-ra. Megmutatjuk, hogy A2(G„) —> 0. A fő nehézség 
természetesen annak megmutatása, hogy /  differenciálható marad a p  € n£h0Gn 
pontokban, azaz olyan pontokban, melyeket végtelen sokszor perturbáltunk.
A konstrukció n-edik lépésében (n =  0,1 , . . . )  bizonyos perturbációs blokkok­
nak nevezett, Bn k diszjunkt nyílt négyzeteket választunk, e négyzetek oldalai nem
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6. ábra. Papírhajtogatás
feltétlenül párhuzamosak a koordinátatengelyekkel és ezen irányok gondos megvá­
lasztása az egész bizonyítás legtrükkösebb része.
A Bn nyílt négyzet középpontját og„ fc-val jelöljük. Oldalai az egymásra 
merőleges V g ri k és w gn k egységvektorokkal párhuzamosak. A vg tii vektort a 
perturbációs blokk irányvektorának nevezzük, a korábbi papírhajtogatásnál ez felel 
meg az egyes hajtási élek irányának. E vektor és a (0,1) közötti szög a [—7r/4, 7t/ 4] 
intervallumba fog esni. A w g ^  vektort úgy választjuk, hogy az első koordinátája 
pozitív és a papírhajtogatási 6. ábrán ez a vektor felel meg a gradiensvektorok 
irány vektorának. Legyen
B n,kd= { o s ,,t + a v B„,k. + ßvfB,l k ahol |a|,|/3| <
Minden perturbációs blokkhoz egy ( j)B „ perturbációs függvény tartozik. E 
függvény folytonosan differenciálható és eltűnik n kívül, ez a függvény egy le­
csiszolt és „megszelídített” változata a 6. ábra hajtogatott papírjának, lényegében 
ezzel egyezik meg. Pontosabban a Bn k határához közel bizonyos átmeneti tarto­
mányokra van szükség (különben nem lesz folytonosan differenciálható a függvé­
nyünk), de az átmeneti tartományok mértékéből képzett sor konvergens és ezért a 
Borel-Cantelli-lemma szerint majdnem minden pont csak véges sok átmeneti tar­
tományhoz tartozhat.
Rögzített n-re valamely p £ G pont legfeljebb egy, ß n(p)-vel jelölt perturbá­
ciós blokkhoz tartozhat hozzá. Ha nincs ilyen blokk, akkor legyen Bn(p) =  0 és
< p B n ( P ) — 0-
Legyen hn(p)d= 0ß„(P)(p), a [8] cikkben megmutattam, hogy
oo oo
v /(p ) = (o ,  í )  + v < A s , . ( p ) ( p )  = v M p )-
n=0 n= —1
Az nyilvánvaló, hogy
V /„(p) =  (0 ,l)  + £ V ^ (p)(p).
fc= 0
Most azt vázoljuk, hogy az n-edik lépésben hogyan választunk perturbációs 
blokkokat. Teljes indukciót alkalmazunk.
Először egy elegendően kicsiny Co = 0.004 konstanst választunk. A nulladik 
lépésben csak négy perturbációs blokkot választunk, ezek: ßo.i =  (0,1) x (0,1), 
So,2 =  (-1 ,0 ) x (0,1), ß 0,3 =  (-1 ,0 )  x (-1 ,0 ) és ö 0,4 = (0,1) x (-1 ,0 ). Ekkor 
v bu k = (0,1) és t = (1,0) ha k = 1 , . . . ,  4. Alkalmasan megválasztjuk a <f>B„,k, 
k = 1 , . . . ,  4 függvényeket.
A Go «  UfcSo.fc nyílt halmazt úgy választjuk, hogy G \  Gq nullmértékű. (Bi­
zonyos technikai okok miatt Go egy kicsit kisebb mint UfcBo.fc, de ebben a vázlatos 
bizonyításban egyszerűbb ha az olvasó úgy gondol Go-ra, hogy megegyezik ezzel az
67
unióval.) Ha p € G0 akkor legyen x0(p) = 0 = 7rx(VrCi0/(p)) « 7rx(V/_i(p)) = 
7Tx(V/i-i(p)), ahol az x  tengelyre való vetítést 7rx-szel jelöltük. Ismét, technikai 
részleteket átugorva célszerűbb ha xo-t azonosítjuk a V/i_j(p) vektor első koordi-
4
nátájával. Bevezetjük a konkáv go,p(x) = 1 — ~  segédfüggvényt. Ilyen, és később 
további indukciós lépésekben definiált konkáv segédfüggvények segítségével hatá­
rozzuk meg a perturbációs blokkok irányvektorait a rákövetkező lépésekben.
7. ábra. A gradienstérbeli „pálya”
Tegyük föl, hogy n >  0, a cn állandó és a G„ nyílt halmaz adott, továbbá 
minden p  € Gn-re az {x0( p ) , . . .  ,xn (p)} C [-1,1] „pályát”, a B0(p ) ,. . . ,  B n(p) 
perturbációs blokkokat és a gn > p konkáv függvényeket már definiáltuk. Ezenkívül 
|g[jiP(x)| <  1 minden x  G [—1, lj-re és V /n folytonos Gn-en.
Legyen G* = {p G Gn : V /n(p) G H0}. p G G*-re legyen vp,n+1 a gntP 
függvény (x n(p),5n p (xrl(p))) pontbeli „fölfele mutató” normálvektora. Legyen
Zn+iCP) =  ^ i(V mrc,n + i/(p ))  «  7Tx(V/n (p )), ismét néhány hibatagot elhanya­
golva ebben a bizonyításvázlatban érdemesebb ezt a második közelítő értéket hasz­
nálni a pontos, [8]-ban m egadott 7rx(Vmrc,n+i/(p ))  érték helyett.
Az n  +  1-edik lépésben szereplő perturbációs blokkok középpontjait a Vitali 
fedési té te l segítségével választjuk ki.
Az f n gradiensének G *, A2 majdnem minden pontjában való perturbálásához 
G* m ajdnem  minden pontját lefedjük a B n+lj;. k =  1 ,2 ,.. .  perturbációs blok­
kokkal. E  blokkokat úgy választjuk, hogy ha p jelöli a blokk középpontját, akkor 
vp,n+i ad ja  meg a blokk irányát. Az x*+1(p) értékek határozzák meg xn+i(p)-t.
Végül néhány szót szeretnénk szólni azokról a gn függvényekről, melyek kulcs­
szerepet játszanak a perturbációs blokkok irányának meghatározásánál. E függ­
vények megadása a konstrukció legtrükkösebb fele. Bevezetésük ötletét egyrészt 
a 3. tétel adta, ez vezetett arra, hogy konkáv/konvex függvényekkel kell dolgozni.
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A másik ötlet forrása egydimenziós dinamikus rendszerekkel áll kapcsolatban és ak­
kor tanultam bele, amikor az [1] cikk bizonyításán dolgoztam. A gn függvényekre
4
vonatkozólag vetődött fel az a kérdés, hogy vajon miért az 1 — ^- függvénnyel dől-
2
gozom a „természetesebb” másodfokú 1 — \  helyett. A válasz az, hogy változó 
második deriváltra van szükség a bizonyításban, ha a második derivált állandó ak­
kor az érvelés nem működik.
Tegyük föl tehát, hogy p f G  rögzített, és e pontban végtelen sokszor pertur- 
báltuk a kiindulási függvényt. (x n p , yn,p) — (xni í/n)-re n — 0,1,.. . . ,  elhanyagolva 
technikai hibatagokat, mint V /„_ i(p ) értékére érdemes gondolni. Annak belátásá­
hoz, hogy /  differenciálható a p pontban, azt kell belátnunk, hogy (x n ,yn) kon­
vergál. (Dinamikus rendszerek nyelvét használva azt kell belátnunk, hogy ha az 
(xn, Un) „gradienstérbeli pálya” nem szökik meg az Qq tartományból, akkor kon­
vergens.) A jelölést egyszerűsítve gn-1 írunk gn,v> helyett (7. ábra).
A gn függvények minden n-re konkávok a számegyenesen és Lipschitz 1 osztá­
lyúak [—l,l]-en.
Ezenkívül eleget tesznek a következő lemmáknak:
1. lemma ([8], Lemma 2). Minden x  € R-re és n =  0 ,1 ,.. .  -re gn+ i(x) > gn(x).
2. lemma ([8], Lemma 3). Ha x n € [-1,1] és x n —> x* akkor található y* 6 
R U {+oo}, hogy yn -> y*.
3. lemma ([8], Lemma 4). Ha x n € [—1,1], lim infx„ = x, < lim supxn = x* 
és c = (x* + x*)/2 akkor gn{c) —> oc. Ez a gn függvények [-1, l]-en vett uniform 
Lipschitz-tulajdonsága alapján maga után vonja, hogy yn —» oo is teljesül.
A 1. lemma azt mondja, hogy minél nagyobb n, annál magasabban helyezke­
dik el gn grafikonja. Ez és a gn függvények nem állandó konkávitása a 2. lemmában 
azt eredményezi, hogy ha az (x„, yn ) sorozat első koordinátája konvergál, akkor 
a második koordináták sorozatának is van véges, vagy végtelen határértéke. Vé­
gül a 3. lemma szerint ha (x n,yn) egy korlátos sorozat, akkor az első koordináták 
konvergálnak és a 2. lemma alkalmazható. A fenti lemmákból tehát (xn , yn) konver­
genciája következik, ha nem szökik meg véges időn belül fío-ból, és így a konstruált 
/  függvény differenciálható azokban a pontokban is ahol végtelen sok perturbációs 
lépést hajtottunk végre.
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EGÉSZÉRTÉKŰ PROGRAMOZÁS: POLIÉDERES 
MÓDSZEREK
BALAS EGON
(2004. október 13-i székfoglaló eló'adás)
Kolozsváron, Erdély fővárosában születtem és nőttem fel. Középiskolás koromban a 
matematika és fizika voltak kedvenc tantárgyaim, de a háború kitörése más irányt 
adott életemnek: politikai tevékenységbe sodort, ami minden egyebet elsöpört. Ná­
ciellenes földalatti szervezkedés, bujdosás, majd letartóztatás, vallatás, börtön, szö­
kés és felszabadulás követték egymást. Háború után román diplomáciai küldetés 
Londonba, majd letartóztatás és kétévi magánzárka a bukaresti Securitate hírhedt 
vallatóközpontjában. Sztálin halála után szabadon bocsátottak. Az ötvenes évek 
közepe táján pár évig mint gazdasági kutató működtem s könyvet írtam Keynes 
tanairól. Ennek kapcsán 1959 tavaszán kizártak a pártból és kidobtak a kutatóinté­
zetből. Ekkor határoztam el, hogy szakmát változtatok, és 37 éves fejjel visszatérek 
ifjúkori szerelmemhez, a matematikához. (Mindezt megírtam máshol [9].)
Átrágtam magam néhány matematikai és operációkutatási könyvön és bedol­
goztam magam a lineáris programozásba, miközben egy bukaresti faipari tervező 
intézetben dolgoztam. Első operációkutatási munkáimban Hammer Péterrel a szál­
lítási feladat paraméteres változatát dolgoztuk ki. Az egészértékű programozás 
nem érdekelt különösebben: a változók egészértékűségére vonatkozó feltétel nem 
tűnt számomra gyakorlati fontosságúnak. De 1962-ben a tervezőintézeti munkám­
ban olyan erdőgazdálkodási feladatra bukkantam, amely felnyitotta a szememet az 
egészértékű programozás óriási gyakorlati jelentőségére.
1. Az egészértékű programozás m adártávlatból
Erdőirtási tervet kellett kidolgoznunk bizonyos parcellákra osztott területre, ahol 
meg volt adva minden (homogénnek számító) parcellára az ott termő fa mennyi­
sége valamint minőség, fajta és kor alapján megállapított értéke, továbbá bizonyos 
korlátok az évente betakarítandó fa mennyiségére. Minthogy a betekarításból szár­
mazó haszon nagyjából arányos volt a begyűjtött fa mennyiségével, úgy nézett ki, 
hogy egyszerű lineáris programozási feladattal állunk szemben. Kiderült azonban,
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hogy az egyik fő költségtétel semmiképpen sem ábrázolható lineárisan. A külön­
böző parcellák eléréséhez úthálózatot kellett építeni. Attól függően, hogy melyik 
parcelláról lesz fabegyűjtés, az úthálózat egyik vagy másik szakasza került volna 
megépítésre, és az ezirányú döntések igen bonyolult módon függtek össze. Az 1. ábra 
illusztrálja a helyzetet. Ha például fát akarunk begyűjteni a 9-es parcelláról, akár
sokat, akár keveset, akkor meg kell építeni az útszakaszt, amely ezt a parcellát a 
6-os vagy a 8-as parcellához köti. Ha viszont ezek bármelyikét megépítjük, akkor 
további útszakaszok válnak szükségessé, és így tovább. Ez egy 0-1 változós progra­
mozási feladathoz vezetett, és egyszeriből felnyitotta a szememet az így felfedezett 
ábrázolási eszköz fontosságára: 0-1-es változókkal ábrázolni lehet a legkülönbözőbb 
logikai feltételeket, amelyek jelenléte áthatja a mindennapi életben előforduló leg­
több helyzetet. Mi több, a 0-1-es programozás eszközt szolgáltat mindenféle nem 
konvex, nem folytonos, szabálytalan összefüggés ábrázolására.
Minthogy akkoriban nem volt forgalomban e típusú feladat megoldására alkal­
mas számítógépes program, kidolgoztam egy eljárást, amit additív algoritmusnak 
neveztem, mert csak összeadási és összehasonlítási műveleteket használt. Szélesebb 
körben implicit leszámlálásként vált ismeretessé. Főként logikai tesztelésből állt, 
amely a különböző változók 0-ra vagy 1-re való rögzítésének a következményeit 
fürkészte ki; így talán a jelenkori informatikában „feltétel-propagálás” (constra­
int propagation) néven szereplő eljárás szellemi előfutárjának tekinthető. Egyszerű 
volt számítógépre programozni, nem igényelt lineáris programozási szoftvert, és 
többé-kevésbé megbízhatóan képes volt kb. 30 változós feladatokat megoldani [1], 
Erdőirtási feladatunk jó néhány kérdésére sikerült általa választ kapnunk.
Az egészértékű programozás területe, amelyre így rásodródtam, alig néhány 
évvel előbb vette kezdetét. Az egészértékűségi feltétellel lényegében két módon le­
het megbirkózni. Az egyik abból áll, hogy megvizsgáljuk a lehetséges egészértékű 
hozzárendelések egy jól megválasztott részhalmazát, oly módon, hogy ezáltal köz­
vetve az összes ilyen hozzárendelésekkel számolunk. Ez implicit leszámlálás néven 
ismeretes, és legjobban úgy valósitható meg, amint arra Land és Dóig [29] és mások 
rámutattak, hogy a feladat lineáris relaxációjából korlátokat nyerünk az optimális 
megoldás értékére minden, a hozzárendelések által definiált részfeladatban -  innen 
a korlátozás és szétválasztás elnevezés. A másik megközelítés, amelynek úttörője 
Gomory [24] volt, megkísérli a megoldáshalmazt konvexifikálni, illetve megtalálni 
a megengedett egészértékű megoldások konvex burkát, vagy ha ez nem lehetséges,
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1. ábra. Erdőirtási feladat
akkor érvényes metszősíkok által megközelíteni a konvex burkot, vagyis olyan line­
áris egyenlőtlenségek által, amelyek lemetszik a megengedett folytonos megoldások 
egy részhalmazát, de nem metszenek le megengedett egészértékű pontot. A 2(a) és 
2(b) ábrák illusztrálják e két megközelítést.
A hatvanas évek közepe tá ján  furcsa helyzet alakult ki az egészértékű prog­
ramozás terén. Implicit leszámlálási, vagyis korlátozás-és-szétválasztási eljárásokat 
sikeresen programoztak számítógépre és használtak a gyakorlatban előforduló kis 
vagy néha közepes nagyságú feladatok megoldására. Viszont ezek az algoritmusok, 
habár idővel jóval kifinomultabbak lettek eredeti prototípusaiknál, nem épültek 
semmilyen mélyebb meglátásra a feladat tulajdonságait illetően, és nem voltak al­
kalmasak arra, hogy alapul szolgáljanak elméleti vizsgálatokhoz. Mi több, ezek az 
algoritmusok természetüknél fogva exponenciális komplexitásúak voltak. Másrészt 
a konvexifikálási megközelítés, amely azzal kecsegtetett hogy a látszólag megold­
hatatlan egészértékű programozási feladatot a konvex burokra alkalmazott line­
áris programozási feladatra vezeti vissza, komoly elméleti erőfeszítéseket váltott 
ki, amelyek jelentős eredményeket értek el a különböző metszősíkok tulajdonságait 
illetően, lapmeghatározó metszések jellemzése terén, stb., de mindezek az ered­
mények jó ideig nem vezettek még csak mérsékelten hatékony algoritmusokhoz 
vagy programokhoz sem. így tehát, míg az elméleti munka és erőfeszítések zöme 
a metszősíkokra összpontosult, mikor gyakorlati feladatok megoldására került a 
sor, az egyetlen fajta használható szoftver a korlátozás-és-szétválasztás valamelyik 
variánsa volt, és az is csak aránylag kis feladatokkal volt képes megbirkózni. Az 
egész terület bizonyos fajta skizofréniában szenvedett: az alkalmazott operációku­
tatók esküdtek a korlátozás és szétválasztásra és lekicsinylőén viszonyultak a met­
szősíkos megközelítéshez, amit gyakorlati jelentőség nélküli elméletnek tartottak; 
miközben a matematikus-kutatók majdnem kizárólagosan a metszősík-elméletre 
összpontosították erőfeszítéseiket, és a leszámlálási eljárásokat lekicsinylőén gya­
logló, nyers erőn alapuló módszerként kezelték. De e hasadástól eltekintve is, a 
hatvanas években kezdődő két, két és fél évtizeden át az egészértékű programo­
zás egyrészt mint kvázi-egyetemes modellezési eszköz vált ismertté, amellyel szinte
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2(a) ábra. Leszámlálás: 
korlátozás és szétválasztás
2(b) ábra. Konvexifikálás: 
metszési módszerek
bármilyen helyzetet vagy feltételt kielégítő hűséggel lehet ábrázolni, másrészt mint 
olyan modell-kategória, amelyet a gyakorlatban megoldani csak kifejezetten kis­
méretű feladatok esetében lehet. Ez a helyzet a nyolcvanas évek végéig tarto tt, 
amikor végül is a metszősíkok gyakorlatilag hasznosnak bizonyultak: leszámlálás- 
sal kombinálva, „branch-and-cut” (szétválasztás-és-metszés) vagy „cut-and-branch” 
(metszés-és-szétválasztás) néven (a kettő nem ugyanaz), a kilencvenes évek közepe 
felé már sikerült megoldaniok jelentős részét azoknak a feladatoknak, amikkel a le- 
számlálási algoritmusok nem voltak képesek megbirkózni. Végül is mondhatni, hogy 
az utolsó tizenöt évben gyökeresen kibővült az egészértékű programozás gyakorlati 
alkalmazhatósága.
Ezt a változást csupán két ténnyel szeretném illusztrálni:
• 1977-ben Vancouverben diszkrét optimalizálási értekezlet folyt le a terület 
minden számottevő képviselőjének részvételével, ahol 24 előadás és 16 bizottsági 
jelentés hangzott el a szakma állásáról [27]. Az előadások közül egyetlenegy tartal­
mazott számítási eredményeket: a szerzők négy kisebb méretű feladattal próbáltak 
megbirkózni, amelyekből hármat sikerült is megoldani. A jelentések értékelése sze­
rint egészértékű programozásban sikeres megoldásra csak 30-nál kevesebb egészér­
tékű változó esetében lehet számítani.
• 2003 nyarán Koppenhágában, a 18-dik Nemzetközi Matematikai Programo­
zási Konferencián, előadás hangzott el az emelés-és-vetítés típusú metszéseknek az 
XPRESS nevű kereskedelmi szoftver egészértékű programozási modulusába való 
integrálásáról. Egyebek között az előadó, M. Perregaard [32], beszámolt száznál 
több nehéz, többnyire sokszáz változós egészértékű programozási feladaton végzett 
számítási kísérleteiről, amelyek során a 113 lefuttatott feladat közül 95-öt sikerült 
egyenként 30 percen belül (legtöbb esetben másodpercek alatt) megoldania.
Minek tudható be ez az ugrásszerű változás? Több tényező is közrejátszott: 
gyorsabb számítógépek, hatékonyabb és megbízhatóbb lineáris programozási szoft­
ver, stb.; de nem utolsó sorban számottevő javulás a metszési módszerek téren, 
egyrészt maguknak a metszősíkoknak a minőségében, másrészt a metszősíkoknak 
a szétválasztási folyamatba való beágyazása révén. Ebben az összefüggésben nem 
kis elégtétellel éltem meg a kilencvenes évek elején az emelés-és-vetítés néven is­
mertté vált módszer sikerét, amelynek gyökerei a hetvenes évek elején kidolgozott 
diszjunktiv programozási módszerre nyúlnak vissza.
Mi is a diszjunktiv programozás, és hogyan keveredtem bele? 2
2. Átszúrásos m etszések
Mint említettem, jómagam a leszámlálási/szétválasztási bejáraton át léptem az 
egészértékű programozás területére. Ennek ellenére, habár az additív algoritmu­
som a hatvanas években roppant népszerű volt, és a hetvenes évek közepéig az is 
maradt, én magam élénken érzékeltem e megközelítés korlátozott voltát, és a hatva­
nas évek vége fele konvexifikálással kezdtem foglalkozni. Az akkor divatos irányzat
75
a metszősík-kutatás terén a csoportelméleti megközelítés volt; de minthogy érdek­
lődésem központjában a tisz ta  és vegyes 0-1-es programozás állt, más irányba for­
dultam, és a konvex analízis fogalmait és eszközeit próbáltam felhasználni, mint 
pl. a polaritás, vetítés, maximális konvex bővítés stb. Rájöttem, hogy igen érdekes 
metszősík-családot lehet előállítani olyan tetszőleges konvex S  halmaz segítségé­
vel, amely tartalmazza a feladat lineáris relaxációjának poliéderét, de amelynek 
belseje nem tartalmaz megengedett egészértékű pontot [2]. Ez úgy történik, hogy 
megoldjuk a feladat lineáris programozási relaxációját, és az optimális megoldás 
által meghatározott poliedrális kónusz minden extremális sugarával átszúrjuk az 
adott S halmaz határát. Az így nyert átszúrási pontok úgynevezett átszúrásos met­
szést (intersection cut) határoznak meg, amely levágja a lineáris program optimu­
mát, de nem vág le megengedett egészértékű pontot. Ezt a 3. ábra illusztrálja, ahol 
LP := {x  : Ax  > 6} a lineáris relaxáció megengedett halmaza, x  a lineáris program 
optimális megoldása, az S  halm az a két lineáris egyenlőtlenség által meghatározott 
féltérnek a metszete, és a két átszúrási ponton átmenő pontozott vonal ábrázolja
3. ábra. Átszúrásos metszés
az átszúrásos metszést. Aszerint, hogy hogyan választjuk meg a konvex S  halmazt, 
különböző tulajdonságú átszúrásos metszést kapunk. Ha például S  az egységkocka 
két szembenálló lapját tartalm azó két sík által meghatározott féltér metszése, ak­
kor a vegyes egészértékű Gomory [25] féle metszősíkkal közeli rokonságban levő 
átszúrásos metszősíkot nyerünk. Minthogy a metszés mélysége az S  halmaz alak­
jától és nagyságától függ, egy ideig az egységkockát tartalmazó különböző formájú 
halmazok maximális konvex bővítését vizsgáltam, ami elvezetett a konvex burok 
külső polárisának a fogalmához, mint a legnagyobb olyan konvex halmazhoz ame­
lyet tulajdonságai alkalmassá tesznek átszúrásos metszősíkok előállítására [3].
Másrészt rövidesen kiderült, hogy minden átszúrásos metszés egyaránt tekint­
hető diszjunktív, vagyis diszjunkcióból nyert metszésnek is. Ha ugyanis az S  kon­
vex halmazt például két, az oAx <  ß\ és a 2x < /?2 egyenlőtlenségek által definiált 
féltér határozza meg, mint a 3. ábrán, akkor az a feltétel miszerint az S  halmaz­
nak nem szabad megengedett egészértékű pontot mint belső pontot tartalmaznia, 
egyenértékű azzal a feltétellel, hogy minden megengedett egészértékű pontnak ki 
kell elégítenie az (a lx > ßi) V (a 2x  > #2) diszjunkciót, és az S  konvex halmaz­
ból nyert átszúrásos metszést egyaránt tekinthetjük ebből a diszjunkcióból nyert 
diszjunktív metszésnek. Mindez rendben volna, de ha az átszúrásos metszés és a 
diszjunktív metszés közötti különbség csak értelmezésen múlik, vagyis csupán ter­
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minológiai, akkor mi a jelentősége a terminológiaváltásnak? Az igazság az, hogy a 
megváltozott nézőpont fontos új általánosításokat sugalmaz. Ha feladatunk lineáris 
programozási relaxációja például LP := {x : Ax > 6}, akkor a fenti diszjunktív 
feltételt megtoldhatjuk e rendszernek mindkét taghoz való hozzácsatolásával, és a
feltételt nyerjük. E diszjunkciónak nyilván mindkét tagja poliéder, tehát e mellett 
a diszjunktív feltétel mellett optimalizálni annyi, mint poliéderek unióján optima­
lizálni. Mi több, a 3. ábra példájának esetében a két poliéder egyike egy pontra 
redukálódik, a másika pedig üres, és így a két poliéder uniójának konvex burka 
egyetlen pontból áll (lásd a J,. ábrát).
3. Diszjunktív programozás
így jutottam  el tehát a diszjunktív programozáshoz, mint konvex poliéderek uni­
óján való optimalizáláshoz. Konvex poliéderek uniója persze nem konvex halmaz. 
Általánosabban diszjunktív programozáson olyan optimalizálási feladatot értünk, 
amelynek feltételei konjunkció és diszjunkció által összekötött egyenlőtlenségek. Az 
ilyen feladat megengedett megoldásainak halmazát diszjunktív halmaznak, röviden 
d-halmaznak nevezzük. Egy diszjunktív halmaz több alakban is kifejezhető; ezek 
legfontosabbika a diszjunktív normál alak és a konjunktív normál alak. Röviden: 
a diszjunktív normál alak olyan diszjunkció, amelynek minden tagja diszjunkció- 
mentes; és a konjunktív normál alak olyan konjunkció, amelynek minden tényezője 
konjunkció-mentes. A diszjunktív programozás fő alkalmazási területe és az érdek­
lődésem középpontja a tiszta és vegyes 0-1-es programozás volt; de persze ez a 
keret és maga a fogalom ennél jóval tágabb szférát ölel fel.
A diszjunktív programozásnak két alapvető eredménye van, ami a 0-1-es prog­
ramozásra döntő módon releváns [4, 5, 6]. Az első konvex poliéderek uniójára vo­
natkozik, vagyis diszjunktív normál alakban megadott d-halmazra. Azt mondja ki, 
hogy poliéderek uniójának zárt konvex burka tömören ábrázolható magasabb di- 
menziójú térben. Ebben az ábrázolásban a változók és feltételek száma lineáris
( 1 )
x
4- ábra. A diszjunktív halmaz konvex burka
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függvénye az unió tagjai számának, tehát nem túl nagyszámú poliéder uniójának 
konvex burka hatékonyan előállítható. A második eredmény bizonyos gyakori tulaj­
donsággal rendelkező, konjunktív normál alakban megadott d-halmazra vonatkozik. 
Azt m ondja ki, hogy az ilyen d-halmaz zárt konvex burka előállítható a diszjunkciók 
egyenkénti, egymás utáni aktiváltatásával, tehát annyi lépésben, amennyi az elő­
forduló diszjunkciók száma. Minden lépés egy-egy újabb diszjunkciót aktiváltat és 
előállítja az így definiált (átmeneti) d-halmaz konvex burkát. Az utolsó lépés ered­
ménye az eredeti d-halmaz zárt konvex burka. íme a részletek:
Adva lévén poliéderek egy véges sokasága az n-dimenziós térben, Pt := {x € 
Rn : A lx  > ti’} 7^  0, i G Q, határozzuk meg az adott poliéderek uniójának zárt
konvex burkát, vagyis Pq -t, ahol Pq =  conv ( (J Pi) és conv (S) az S  halmaz zárt
i € Q
konvex burkát jelenti. Vezessünk be az unió minden tagjára egy (n -t- l)-dimenziós 
vektort, és ezek segítségével definiáljuk az M  halmazt mint
M := |  (x, { y \  y l0}ieQ) ■ x  -  £ 0 /  ■ i & Q) = 0
Aiyi -  b'y'o > 0
y lo > 0, i e Q
£(i/o : «£<? )  =  1
Legyen Projx(M) az M  halmaz vetülete az x  vektort tartalmazó altérre.
1. t é t e l .  Pq = Projx(M).
Az M  halmaz tehát a poliéderek uniójának konvex burkát ábrázolja maga­
sabb dimenziójú térben. Az ábrázolás lineáris, és az M -et  definiáló rendszer min­
den bázismegoldása a következő formát ölti: (yk, y$) = (x, 1) bizonyos k indexre, és 
(yl , y l0) =  (0,0) minden A:-tói különböző i-re. Megjegyzendő, hogy bár az M  defi­
níciója nem tartalmaz egészértékűségi követelményt, az j/q változók értéke minden 
bázismegoldásban 0 vagy 1.
M ármost ahhoz, hogy az unió konvex burkát az eredeti, x-et tartalmazó térben 
ábrázolhassuk, vagyis hogy előállíthassuk Pq-í , az M  vetületét, szükségünk van az 
ú.n. vetítési kónuszra:
W  := { ( a,j3, {uí } í<zq) : a  =  «M ‘, ß < u lb \  u' > 0, i e Q } .
2. t é t e l .
Pq =  {x  6 Kn : ax  >  ß, V{a,ß) € W0},
ahol
W0 := { ( a ,ß)  : 3 u \ i € Q, (a,/3, K } ieQ) € w } .
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Ha mármost a Pq halmaz kónikus polárisát mint az összes Pq-va érvényes 
metszések (egyenlőtlenségek) halmazát definiáljuk, vagyis
Pq ■= {(0 ,0 ) 6 Rn+1 : ax  > ß, Vx € Pq },
azt látjuk, hogy Pq =  Wo.
A 0 -1-es programozás esetében, ha a lineáris relaxáció megengedett halmaza 
P  {x £ R” : Ax > 6} és az Xj változóra kimondjuk a 0-1 feltételt, ezzel két 
poliédert hozunk létre, Pjo := {x £ R” : Ax  >  b. Xj =  0} és Pji := {x £ R" : 
Ax  > b, Xj = 1}, és a conv(P,o U P ji)-1 magasabb dimenziójú térben ábrázoló M  
halmaz a következő alakot ölti:
M  := {{x ,y ,y Q,z,zo) £ R+n+2 : x  -  y -  z = 0
Ay -  by0 > 0
-  Vj = 0
Az — bzo > 0
z — Zq = 0
y0 + z0 =  1 }.
Ha most az M  halmazt levetítjük az x  alterére, azt kapjuk, hogy
conv (Pjo U Pji) = {.x- £ R" : ax  > ß, (a ,ß ) £ W^ o}, 
ahol a konvex burkot definiáló egyenlőtlenségek halmaza
Wo := {(q ,/3) £ Rn+1 : q > uA — u^ej 
a  > vA + voej 
ß < ub 
ß < vb +  v0 
u, v >  0 }
A diszjunktív programozás második alapvető eredménye az olyan d-halmazra 
vonatkozik, amely a következő tulajdonsággal rendelkezik. Legyen a szóbanforgó 
d-halmaz konjunktív normál alakja
D := j x  € Rn : Ax > b, \ J  {dhx > d j), j  = 1
 ^ h€Qj
A D diszjunktív halmazt „oldal-képző”-nek (facial) nevezzük, ha a dhx  > cl ft egyen­
lőtlenségek mindegyike az Ax  >  b által definiált poliédernek egy oldalát határozza 
meg. Például a vegyes 0-1-es feladat megengedett megoldásainak halmaza, mint 
konjunktív normál alakban felírt d-halmaz így néz ki:
{x £ R” : Ax > b, Xj < 0 V Xj > 1 , j  = 1 ,... ,t} ,
ahol p < n, A-nak n oszlopa van, és az Ax  > b rendszer tartalmazza az x < 1 
feltételeket. Ez a d-halmaz nyilván oldal-képző, hiszen Xj < 0 és x3 > 1 az Ax > b 
és x  > 0 feltételek által definiált poliédernek egy-egy oldalát határozzák meg.
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Mármost a szóbanforgó tulajdonság abból áll, hogy oldal-képző ci-hal máz kon­
vex burkát előállíthatjuk úgy, hogy a diszjunkciókat egyenként, tetszőleges sorrend­
ben alkalmazzuk, és minden újabb diszjunkció alkalmazása után előállítjuk az ebből 
keletkező d-halmaz konvex burkát. Ezt az eljárást „egyenkénti” vagy „sor szerinti” 
(sequential) konvexifikálásnak nevezzük, és közelebbről így néz ki: Tegyük fel hogy 
a fenti D  halmaz oldal-képző. Definiáljuk P°-at, P° := {x £ R" : Ax > b}, és 
j  = t-re
Ekkor érvényes a 
3. té te l .  P l = conv(D).
Ha például D egy vegyes 0-1-es poliéder, ahol a diszjunkciók az Xj € {0,1}, 
j  = 1 , . . . ,  t  alakot öltik és P °  := {x  € R" : Ax  > 6}, akkor
P J := conv ( P J_1 n {x : Xj 6 {0,1}}), j  = 1 ,... ,t
és P l a tétel szerint a megengedett 0-1-es megoldások konvex burka.
így tehát a vegyes 0-1-es programozási feladat p lépésben megoldható, ahol 
p a 0-1-es változók száma. I t t  egy lépés abból áll, hogy a 0-1 feltételt egy válto­
zóra, mondjuk X j - re, alkalmazzuk, és az így nyert P:jo és P,\ poliéderek uniójának 
előállítjuk a konvex burkát.
Míg a (tiszta vagy vegyes) 0-1-es programozási feladat oldal-képző, a (tiszta 
vagy vegyes) egészértékű programozási feladat, amely, ha korlátos, szintén megfo­
galmazható diszjunktív programozási feladatként, nem oldal-képző, ezért ez utóbbi 
esetben a  megengedett megoldások konvex burka nem állítható elő sor szerinti el­
járással. A diszjunktív programozás egyik korai eredménye volt, hogy felfedte a 
tiszta és vegyes 0-1-es programozási feladatnak eme legfontosabb megkülönböztető 
vonását az általános egészértékű programozáson belül.
4. E m elés  és vetítés m in t m etszési m ódszer
Ezeket, és az ezekhez kapcsolódó más eredményeket egy 1974 júliusi kéziratban 
(technical report) fejtettem ki [4], Minthogy azonban számítási eredményekkel nem 
tudtam őket alátámasztani, szakmai körökben hűvös fogadtatásban részesültek. 
Egy-két fiatal kutató kivételével, mint R. G. Jeroslow és C. Blair, akik bekapcsolód­
tak ebbe a  kutatási irányba és lényeges hozzájárulásokkal gazdagították a területet 
[19, 28], a mértékadó szakmai körök szkeptikusak voltak. így például a fent emlí­
tett kéziratom annak idején nem jelent meg nyomtatásban, minthogy nem voltam 
hajlandó egy referens szája íze szerint átírni. A következő 25 év alatt számtalan
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kérést kaptam a MSRR 348-as számú kézirat egy-egy példányára, de nyomtatás­
ban nem került közlésre 1998-ig, amikor is mint felkérésre írott cikk jelent meg két 
disztingvált kolléga méltató előszavával.
Ügy látszik hogy a latin mondás, habent sua fata libelli (minden könyvnek 
megvan a maga sorsa), elméletekre is áll. Habár a diszjunktív programozás beindí­
tása idején, a hetvenes évek közepe táján, hűvös fogadtatásban részesült, mikor úgy 
15 évvel később Ceria, Cornuéjols és jómagam lényegében ugyanezeket az eredmé­
nyeket új keretben mutattuk be, „emelés és vetítés” (lift and project) elnevezéssel és 
számítási eredményekkel alátámasztva, a visszhang egészen más volt. A diszjunktív 
programozás eszméihez való visszatérésünket a Lovász és Schrijvernek [30] a mát­
rix kónuszokra vonatkozó igen érdekes munkája váltotta ki. Röviddel miután ezzel 
megismerkedtünk, rájöttünk hogy a Lovász-Schrijver-eljárásnak egy leegyszerűsí­
tett variánsa izomorfikus azzal a fent vázolt diszjunktív programozási eljárással, 
amely egy vegyes 0-1-es feladat megengedett pontjainak konvex burkát állítja elő 
t lépésben [10]. Ezúttal munkánkat az algoritmikus aspektusokra összpontosítot­
tuk, és hatékony számítógépes programot is produkáltunk MIPO (Mixed Integer 
Program Otimizer) néven. A MIPO segítségével kimutattuk, hogy a diszjunktív 
metszések bizonyos fajtája, amelyet emelés és vetítési (E&V) metszésnek keresz­
teltünk, kombinálva egy felerősítési eljárással és beágyazva egy korlátozás és szét­
választási sémába, képes megoldani a legtöbb ismert vegyes 0-1-es programozási 
feladatot amellyel az akkor forgalomban lévő számítógépi programok nem voltak 
képesek megbirkózni [11],
Konkréten, az emelés-és-vetítés eljárással úgy állítunk elő metszéseket, hogy a 
feladat lineáris programozási relaxációjának megoldása után az optimális x  megol­
dás egy 0-1-re korlátozott, de nem egészértékű komponensére, mondjuk a j-edikre, 
alkalmazzuk az Xj < 0 V Xj > 1 diszjunkciót, annak az (1) szerinti kibővített alak­
jában. Az ebből eredő két poliéder uniójának konvex burkát a 3. szakaszban leírt 
M  halmaz segítségével ábrázoljuk, és vetítés útján e konvex burok egy megfelelően 
megválasztott egyenlőtlenségét állítjuk elő mint a helyileg „legmélyebb” E&V met­
szést. „Legmélyebb”-nek az x  pont által maximálisan megszegett egyenlőtlenséget, 
illetve metszést nevezzük. E célból az alábbi úgynevezett Metszés-Előállító Lineáris 
Programot (MELP-t) oldjuk meg:
min {xa  — ß : (a, ß) € Wo 51 S },
ahol Wo a 3. szakaszban bevezetett kónusz és S egy normalizáló feltétel, mint 
például ß e  {1,-1}, vagy JV  |ay| < 1. Ha az MELP optimális megoldása 
(a ,ß ,u ,uo ,v,vo), akkor
4. téte l. A keresett legmélyebb E&V metszés ax > ß, és ennek együtthatói
ah =
max {uah — uo, vah +  t>o} h — j  
max{uah ,vah} h £ {1, . . . ,  n} \  {j}
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és
ß  =  min {ub, u£> +  t>o}.
Az MELP szerepe a metszés előállításában a következőképpen értelmezhető. 
Mint említettük, az előállítandó metszést az (1) alakú diszjunkcióból származtatjuk 
(ahol az o lx > ßi V a 2x  > ß% feltételt a —Xj > 0  V Xj > 1 feltétel helyettesíti). 
Ez felfogható úgy, hogy az (1) mindkét tagját a tag egyenlőtlenségeinek pozitív 
lineáris kombinációjával helyettesítjük:
ahol a metszés „ereje” vagy „mélysége” a két tag egyenlőtlenségeinek súlyozásá­
tól függ, vagyis az u, u0, v, vq multiplikátorok megválasztásán múlik. Az MELP 
hivatása ezt a súlyozást optimalizálni.
A fenti metszés kizárólag az X j - r e  alkalmazott diszjunkció folyománya. Ha a 
többi változók valamelyike ugyancsak egészértékűségi feltételnek van alávetve, ak­
kor ezt a fentebbi metszés felerősítésére lehet felhasználni [12]. Ha az ilyen változók 
index-halmaza Ali, akkor
5. té te l. A felerősített E&V metszés 71 > ß, ahol
(Itt \rrih\ és \rrih\ az m,h felkerekített, illetve lekerekített egész értéke).
Az emelés-és-vetítési módszer sikere felkeltette a gyakorlati körök érdeklődését 
a sokáig elhanyagolt metszési módszerek iránt általában. Kiderült, hogy a koráb­
ban gyakorlatilag haszontalannak ítélt Gomory-féle metszések is hasznosíthatóak, 
ha megfelelő módon beágyazzák őket egy korlátozási és szétválasztási sémába. Mint­
hogy ez utóbbi metszések számítógépes programozása roppant egyszerű, a kilenc­
venes évek vége felé már részeivé váltak a vezető kereskedelmi szoftvernek [18].
Az E&V metszősíkok előállítása a fent vázolt módon, habár kutatási szoftver­
ben érdekes eredményekre vezetett (lásd pl. [20]-at), akkoriban még túl számítá­
sigényesnek nézett ki ahhoz, hogy kereskedelmi szoftverben alkalmazása kerüljön. 
E téren 2002-ben történt meg az áttörés, amikor is M. Perregaard-dal sikerült egy 
pontos megfeleltetést találnunk a magasabb dimenziójú térben felállított MELP 
és az eredeti lineáris program (LP) bázisai között [15]. Ez lehetővé tette, hogy az 
MELP-et implicite oldjuk meg az eredeti LP szimplex tábláján. Ugyanis a megfelel­
tetés alapján az MELP minden eleme, beleértve a redukált költség-koefficienseket,
((uA  — uoej)x > ub) V ((vA + voej)x > vb + vq)
h e  N ! 
egyébként
és
m h =  (vah -  uah) /(u 0 + v0).
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amelyeknek az előjelei irányítják az optimalizálási eljárás báziscseréit, kiszámítha­
tók az eredeti LP szimplex táblájának az adataiból. így tehát az MELP megoldási 
folyamatának iterációit mímelni lehet az eredeti LP szimplex tábláján. Az erre a 
megfeleltetésre alapozott új eljárás sokszoros megtakarítást eredményezett az opti­
mális E&V metszések előállításában, és így lehetővé tette  az XPRESS kereskedelmi 
szoftver egészértékű programozási modulusába való beágyazását, ami lényegesen 
megnövelte a modulus hatékonyságát [32].
5. Párosítható részgráfok poliédere
Kombinatorikus optimalizálási feladatok általában nehezek; de ha a feladat lineáris 
relaxáltjának van valamilyen előnyös tulajdonsága, mint például a teljes unimodu- 
laritás, akkor a feladat könnyűvé válik. Néha egy feladat relaxáltja bizonyos ábrá­
zolásban, mondjuk mint P := {x € Rn : Cx < d}, nem mutat semmilyen kedvező 
tulajdonságot, de ha újabb változók bevezetésével magasabb dimenziójú térben áb­
rázoljuk (emelés!), mondjuk mint Q := {(x,y) £ R" x Rp : Ax +  B y < b}, akkor 
e „bővített megfogalmazás”-ban (extended formulation) felbukkanhat a relaxáltnak 
valamilyen előnyös tulajdonsága. Ha e tulajdonság alapján sikerül kimutatnunk, 
hogy a relaxált bázismegoldásai, vagyis a Q csúcspontjai, egészértékűek, akkor í j­
nak az eredeti altérre való vetítése megőrzi ezt a tulajdonságot. Tehát ha sikerül 
bebizonyítani, hogy P  =  Proj(Q), akkor bebizonyítottuk, hogy P  egészértékű po­
liéder.
Tegyük fel például, hogy adva van a G — (V, E ) páros gráf, és jellemezni akar­
juk a V  csúcshalmaz olyan W  részhalmazait, amelyek teljesen párosítható G[W] 
részgráfot feszítenek. Bár első hallásra ez a feladat kissé mesterkéltnek tűnik, való­
jában egy gyakorlati ütemezési feladat kapcsán merült fel. Egy holland városi au­
tóbusztársaság számára kellett a sofőrök napi menetrendjét összeállítani úgy, hogy 
adott útvonalakat optimálisan fedezzenek. Ez egy jólismert halmazfedési feladat, 
amelynek standard megfogalmazása
min {ex : A x  > e, x € (0,1}” }.
Itt e az 1-esek vektora, c egy költségvektor, és A az a 0-1-es mátrix, amelynek sorai 
egy-egy útvonalszakasz lefedési lehetőségeit, oszlopai pedig egy-egy sofőr lehetséges 
napi menetrendjeit ábrázolják; a feladat tehát az összes lehetséges menetrendekből 
egy optimális kombinációt kiválasztani. A baj ez esetben az volt, hogy az összes 
lehetséges menetrendeknek, vagyis az A oszlopainak a száma túl nagy volt. Köze­
lebbi vizsgálatra azonban kiderült, hogy az A minden oszlopa egy reggeli és egy 
délutáni menetrend kombinációjából állt, és az oszlopok nagy száma abból eredt, 
hogy minden megengedett, vagyis időben és térben kompatibilis kombinációt expli­
cite előállítottak. Ha tehát a reggeli, illetve délutáni lehetséges menetrendek száma 
ni, illetve ri2, és a megengedett kombinációk aránya (az összes lehetséges kom­
binációkhoz viszonyítva) r, akkor az A oszlopainak száma r  x n i x n 2 - Ha ezzel 
szemben a reggeli és délutáni menetrendeket olyan külön-külön feladatként kezel­
jük, amelyeknek a megoldásai bizonyos kompatibilitási feltételnek kell, hogy eleget
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tegyenek, akkor az alábbi feladatot kapjuk. Legyen G = (V,E) az a páros gráf, 
amelynek csúcsai a reggeli (Vj), illetve délutáni (V2) lehetséges menetrendeket kép­
viselik, legyen (z1, x2) a (Vj, V^j-höz rendelt karakterisztikus vektor, és legyen E 
a kompatibilis menetrendpárok listája, vagyis (i,j) e E  akkor és csak akkor, ha a 
reggeli i menetrend kompatibilis a délutáni j  menetrenddel. Keressük a clx l +c2x 2 
függvény minimumát a következő feltételek mellett:
(a) Á ^ x 1 > e1, A2x 2 > e2;
(b) x 1 €  {0, l}ni, x 2 e {0, l} " 2; és
(c) G [W {xl ,x 2)\ a G teljesen párosítható részgráfja.
I t t  az (a) feltétel az A x  > e reggeli és délutáni megfelelőit fejezi ki, mig a (c) 
feltételben előforduló W ( x 1, x 2) az (x1, x2) által definiált csúcshalmaz, és G[W] a 
G-nek a  W  által feszített részgráfja. Az így megfogalmazott feladatnak csak ni + n 2 
változója van (r x ni x n 2 helyett), viszont a (c) feltételt olyan egyenlőtlenség­
rendszerrel kell ábrázolni, amely a G gráf teljesen párosítható részgráfjait feszítő 
csúcshalmazok karakterisztikus vektorainak konvex burkát definiálja. Nevezzük ezt 
a G g ráf teljesen párosítható részgráfjai poliéderének és jelöljük P-vel. Ha a W  C V 
csúcshalmazt képviselő bináris vektort xvv-vel jelöljük, akkor a keresett jellemzés 
tárgya
P  := conv {x w  : W  C V, G\W] teljesen párosítható}.
M ármost a Kőnig Hall-tétel [26] szerint G páros gráf G\W] részgráfja akkor és csak 
akkor teljesen párosítható, ha
(i) | w n  Vil =  \ w n  V2\, és
(ii) m inden S  C W  fi Vj részhalmazra áll, hogy
\S\ <  | ^ ( 5 ) | ,
ahol N ( S )  := {j s  W  fi F2 : 3i € 5, (i, j)  € E}.  Ha ezt átültetjük a 0-1-es 
változókban kifejezett lineáris egyenlőtlenségek nyelvére, azt kapjuk hogy
P := conv {x  € (0, l}n : x(H!) -  x(H2) =  0 
x ( S ) - x ( N { S ) )  < 0 ,
Ezzel kapcsolatban felmerül a kérdés, hogy nem fölöslegesek-e a 0-1-es fel­
tételek, illetve nem egészértékű poliéder-e a P  lineáris programozási relaxáltja. 
Megjegyzendő, hogy a fenti egyenlőtlenség-rendszer koefficiens-mátrixa szemmel 
láthatóan nem teljesen unimoduláris. Hogy a kérdést megválaszoljuk, ábrázoljuk a 
feladatot a csúcs- és él-változók terében (emelés!), vagyis vezessünk be minden (i,j) 
élre egy Uij él-változót, és jelöljük u[i ,N(i ))  := £) • (uy : j  € N(i)),  u ( N( j ) , j )
)TV ( u tj  : i e N(j)).  Akkor a feladatunkat a következő egyenlőtlenség-rendszer 
adja meg:
u(i,7V(i)) — Xj = 0  l e  Vi
(2) u(N(j), j)  -  Xj =  0 j  €  H2
> 0, (i,j)  € E,  0 < Xj < 1, j  e V
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E  rendszer teljesen unimoduláris, tehát a neki megfelelő poliéder egészértékű. 
Mármost könnyű belátni, hogy egy W  C V  csúcshalmaz akkor és csak akkor feszíti 
a G teljesen párosítható részgráfját, ha az í j  = 1, t € W,  x» = 0, i € V  \  W  
által (2) révén definiált egyenlőtlenség-rendszer megoldható. Tehát a (2) rendszer 
feladatunknak érvényes „megemelt” ábrázolása. Sőt, ez az ábrázolás megadja a 
kulcsot kérdésünk megválaszolására [16]:
6. tétel.
P  := {x € Kn : 0 < x < 1
x(Vi) -  x(V2) = 0 
x(5) -  x (N(S) )  < 0 , S C Vj}.
A tétel bizonyítása abból áll hogy kimutatjuk miszerint P  a (2) által definiált 
poliéder vetülete az x-et tartalmazó altérre. A (2) vetítési kónusza
W  : =  {u g Rn : —Vi +  Vj > 0, i e Vj, j  e V2, ( i, j ) €  E 
Vi > 0, i €  V)
és ennek extremális irányai azok a v vektorok amelyekre létezik olyan a  > 0, hogy 
vagy
(a)
vagy pedig
ha i = j* e V2
h a t é  V i u v 2 \ü * } .
(b) Vi
a ha i € 5  U N(S)  
0 egyébként,
ahol G[S U N(S)]  összefüggő gráf. Minthogy a vetítés szabályai értelmében a (2) 
által definiált halmaz vetülete
P  := {x e R” : vx < 0, x(Vj) -  x(V^) = 0, 0 < x < 1, v e  extr W} ,
nem nehéz kimutatni, hogy az (a) eset v vektorai az x > 0 feltételeket eredményezik 
(fölöslegesen), míg a (b) eset v vektorai az x(S)  -  x(N(S) ' j  < 0 egyenlőtlenségeket 
produkálják minden olyan S-re, S C Vj, amelyre az S  U N(S)  csúcshalmaz össze­
függő részgráfot feszít. A bizonyítás mellékeredményeként tehát azt kapjuk, hogy 
a Kőnig-Hall-tételben elég ha a (ii) feltétel minden összefüggő részgráfot feszítő 
csúcshalmazra áll.
A fenti feladat páros gráfra vonatkozott. Ha most ugyanazt a feladatot álta­
lános gráfra vonatkozólag vetjük fel, ezzel már jóval keményebb fába vágjuk fej­
szénket. Az eljárás nagy vonalaiban ugyanaz, vagyis a feladatot él-változók beve­
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zetésével magasabb dimenziójú térbe emeljük. Ezzel az ábrázolással a (2) helyett 
a következő egyenlőtlenség-rendszert kapjuk:
u(5(i)) ~ x í = 0 - t e k
(3) u(7 (S)) <  (|5 | - 1)/2, 5  6 Q
Uij > o, ( i , j )  e  E,  o < Xj < 1, j  e V
ahol G =  (V,E)  a szóbanforgó gráf, Q := {5 C V  : |5| > 3 és páratlan}, 
á(*) := {(bi )  € E  : j  € V \  {i}}, 7(5) := {( i , j )  € E  : i , j  6 5}.
A (2)-től eltérően, a (3)-as rendszer exponenciális számú egyenlőtlenségből 
áll, és a rendszer koefficiens-mátrixa nem teljesen unimoduláris. Ennek ellenére, 
Edmonds jól ismert tételéből [22] következik, hogy a (3)-as rendszer minden bázis­
megoldása, vagyis a megfelelő poliéder minden csúcspontja, egészértékű. így téhat, 
akárcsak a páros gráf esetében, a G teljesen párosítható részgráfjait feszítő csúcshal­
mazok poliedérét, vagyis ezen csúcshalmazok karakterisztikus vektorainak konvex 
burkát -  jelöljük ezt ismét P-vel — megkaphatjuk a (3)-as rendszer megoldáshal­
mazának az x-et tartalmazó altérre való levetítése révén. Maga a vetítés szintén 
bonyolultabb, mint páros gráf esetében, ugyanis a vetítési kónusz
W  ■= ^(y, z)  € K|V/| x R iqi : - V i + y j  + ^ 2 { z s '■ i , j  e  5, 5  6 Q) > 0, (i,j) 6 p j
exponenciális dimenziójú, és nem minden esetben hegyes (csúcsos). Ennek ellenére 
kimutatható, hogy a vetület minden nem-triviális (vagyis az Xj > 0 és x} < 1 típu­
sútól különböző) lapja ax < ao formájú, ahol a = —y és ao = \ z  ' (l^l — l) /2  : 
5  6 Q j , (y, z ) pedig a W  kónusz egy extremális iránya. Az e tétel segítségével 
eszközölt vetítés a következő vetületet eredményezi, ahol k(S) a G[5] komponense­
inek száma [17]:
7. té te l.
P : = { i e R "  : 0 <  x < 1
x(5) — x(7V(5)) < |5| — k(S)  minden olyan S-re, melyre |5 | =  1 vagy
G[5] páratlan csúcsszámú gráf j-.
6. I rá n y íto tt g rá f  kör-poliédere
Az emelés és vetítés egy másik sikeres alkalmazása irányított gráf kör-poliéderének, 
vagyis az irányított körök karakterisztikus vektorai konvex burkának a részleges 
jellemzése. Ezt a feladatot ismét gyakorlati probléma sugalmazta, mégpedig acél­
hengerművek mindennapi tevékenységének ütemezése. Egy hengermű izzó acéltöm­
böket hengerel lemezzé. A napi program összeállítása abból áll, hogy kiválasztják
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a hengerlésre kerülő tömböket és felállítják a hengerlési sorrendet. A tömbök sor­
rendje erősen befolyásolja mind a termelési processzus hatékonyságát, mind a vég­
termék, vagyis a lemezek minőségét. Ha a program összeállítását ketté lehetne osz­
tani tömbkiválasztási, és a kiválasztott tömbök sorbarendezési feladatára, az elsőt 
hátizsákfeladatként, a másodikat pedig utazóügynök-feladatként lehetne kezelni. Ez 
azonban nem járható út, ugyanis ha a tömbkiválasztás nem veszi tekintetbe a sorba 
rendezés követelményeit, akkor a kiválasztott tömbök halmazának sorba rendezési 
feladata könnyen megoldhatatlanná válhat. A kombinált feladat paradigmája vi­
szont az olyan utazóügynök esete, aki nem köteles minden helységbe ellátogatni, 
de ahova ellátogat, ott díjat kap; ennek folytán olyan minimális összköltségű túrát 
kíván összeállítani, amelyben a befolyó díjösszeg elér egy kitűzött minimumot. Ezt 
a feladatot a díjbeszedő utazóügynök (prize collecting travelling salesman) prob­
lémájának [7] kereszteltük, heurisztikus megoldási módszereket dolgoztunk ki rá, 
majd szoftvert állítottunk össze, amely gyakorlati alkalmazást nyert: az LTV Cle­
veland Works acélhengerműveknél 1989-től kezdődően több mint tíz évig ezzel a 
szoftverrel állították össze a napi termelési menetrendet [13].
Az e feladat által sugalmazott elméleti probléma abból áll, hogy adott irá­
nyított gráf kör-poliéderét jellemezzük. Minthogy ez jelenlegi eszközeinkkel elér­
hetetlen, megközelítő jellemzésre törekszünk, vagyis a vizsgált poliéder lapjainak 
legfontosabb családjait igyekszünk felfedezni. Kiinduló pontul az az észrevétel szol­
gálhat, hogy ha feladatunkat az adott gráf Hamilton-köreire korlátozzuk, a jól is­
mert utazóügynök problémáját kapjuk, amely az utolsó ötven évben intenzív és 
fölöttébb sikeres vizsgálatok tárgyát képezte. Ennek eredményeképp, ha az utazó­
ügynök poliéderének, vagyis a megoldások konvex burkának, a teljes jellemzésével 
nem is rendelkezünk, számos lap-családot ismerünk, amelyek összessége elég jól 
megközelíti a szóbanforgó poliédert ahhoz, hogy sokszáz változós feladatokat si­
keresen tudjunk megoldani (lásd pl. [23]-at). Persze ha a feladatot kiterjesztjük 
a Hamilton-körökről tetszőleges körökre, egészen más poliédert kapunk, amelyre 
az utazóügynök poliéderének lap-meghatározó egyenlőtlenségei egyszerűen nem ér­
vényesek. Felmerül azonban a kérdés, lehet-e azt a rengeteg ismeretet, amivel az 
utazóügynök poliéderéről rendelkezünk, valamilyen módon hasznosítani az irányí­
to tt gráf kör-poliéderének vizsgálatában. A válasz az, hogy igenis lehet, mégpedig 
emelés és vetítés útján.
Jelöljük P-vel a G = (N , A) irányított gráfra definiált utazóügynök poliédert, 
vagyis a Dantzig, Fulkerson és Johnson [21] megfogalmazásában,
P  := conv {x  € {0, l} '4 : x(i ,  N(i)) = 1, i € N
x ( N( j ) , j )  =  1J  € N
x(S, S) < \S\ -  1,V5 C N,  2 < |S| < n -  l} ,
ahol := J2(x ij '■ J <= N). x (N( j ) , j )  = Y ,(x*j '■ * € N ), és n = |iV|.
Itt a két első feltételcsoport megoldáshalmaza egymást nem érintő körök G- 
t  feszítő uniója, míg az utolsó egyenlőtlenség-rendszer a résztúrákat, vagyis n-nél
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rövidebb köröket zárja ki. Jelöljük továbbá PK-val a G-re definiált kör-poliédert, 
vagyis a G irányított körei karakterisztikus vektorainak konvex burkát [14]:
Pk  := conv | x  € {0, l}*4 : x( i ,N( i ) )  < 1, i e  TV
-  x[i , N{i)) = 0, i e TV
n— 1 n
y, y  xij—1
i = l  j = i + 1
x(k, TV) +  x ( t ,  TV) -  x(5, TV \  S) < 1, VS C TV,
2 <\S\  < n - 2 ,  k e S, t e  N \ S
Itt az első három feltételcsoport megoldáshalmaza egymást nem érintő körök 
nem üres uniója, míg az utolsó egyenlőtlenség-csoport kizárja az egynél több kör 
unióját (ha ugyanis a megoldás K\  és csúcshalmazú köröket tartalmaz, akkor 
megszegi az S  =  K\,  k € K i ,  t  e K-2 által definiált egyenlőtlenséget, minthogy 
x(k , TV) =  1, x ( t , TV) = 1 és x (S ,  TV \ S )  = 0).
A kérdés, amire választ keresünk, a következő. Tegyük fel hogy hogy az 
ax < «o egyenlőtlenség P -nek  egy lapját definiálja. Lehetséges-e ebből valami­
lyen módon egy vagy több P k -ra  érvényes lap-definiáló egyenlőtlenséget kapni? A 
válasz pozitív, és a módszer ism ét csak emelés és vetítés egy változataként adódik. 
Ezúttal az emelés, vagy bővített megfogalmazás, abból áll, hogy G minden csúcsá­
hoz hozzáadunk egy hurkot, vagyis az x tJ él-változók halmazát yt hurok-változókkal 
egészítjük ki. A G-ből tehát G h  ■= (TV, A U H)  lesz, ahol H  a hurkok halmaza, és 
a magasabb dimenziós térben a  P-ből Ph lesz, a kör- és hurkok-poliédere:
PH ■= conv {(x,y) € {0, l} '4u/í : x(i, N(i))  + yi = 1, i 6 TV 
x {N( j ) , j )  + y j  = l , j  £ N  
x(N,  TV) > 2
x(S, TV \  5) + y k + ye > 1, V5 C TV,
2 < |5| < n - 2 ,  k e  S J e  N \ S } .
Itt az egyenletek biztosítják, hogy a megoldás a Gh minden csúcsára vagy a 
megfelelő hurkot, vagy egy bemenő és egy kimenő élet tartalmaz; tehát a megoldás 
egymást nem érintő körök és hurkok uniója. Az első egyenlőtlenség biztosítja, 
hogy a megoldás nem csupán hurkokból áll, míg a többi egyenlőtlenség szerepe 
a megoldásban előforduló körök számát egyre korlátozni.
Első lépésünk tehát az lesz, hogy a P-re érvényes lap-definiáló ax < oo egyen­
lőtlenségből a Ph -ra érvényes lap-definiáló a x  + ßy < oo egyenlőtlenséget állítunk 
elő. Ez egy, a poliéderes kombinatorikában jól ismert feladattípusnak, az úgyneve­
zett lapemelésnek (facet lifting) speciális esete. Ha e speciális esettől eltekintünk,
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és P -t mint egy általános Ph poliédernek az x-et tartalmazó altérre való korláto­
zásaként fogjuk fel (vagyis P-t az y* = 0 egyenletek révén kapjuk P//-ból), akkor 
jól ismert módszer [31, 33, 34] áll rendelkezésünkre a A  koefficiensek előállítá­
sára. A baj csak az, hogy ez a módszer általában minden koefficiens kiszámítására 
egy 0-1-es programozási feladat megoldását igényli. A bennünket érdeklő speciális 
esetben viszont az alábbi eredmény folytán ez a feladat aránylag könnyen megold­
ható [8]:
8. té te l. Legyen ax  < ao P-re érvényes, lap-defíniáló egyenlőtlenség. Minden 
k e  TV indexre legyen Fk azon {i , y } c  N  párok halmaza, amelyekre létezik olyan 
x e P ,  hogy ax  = c*o és Xik = x kj  =  1.
(i) Ha ax + ßy < c*o érvényes P/f-ra, akkor
ßk < min {a ik +  akj -  a i:j : {i, j }  e Fk}, k e  H.
(ii) Ha ax  + ßy < ao érvényes Ph -ra és
ßk = min {a ik + otkj -  a tj : { i , j }  e Fk}, k e  H,
akkor ax + ßy < ao Ph egy lapját deHniálja.
E tétel felhasználásával sikerült a P  minden ismert lap-definiáló egyenlőtlen­
ségére zárt képlet alapján előállítani a Ph megfelelő lap-definiáló egyenlőtlenségét. 
Ez utóbbiak tehát ma már mind ismertek.
Második lépésünk abból áll, hogy egy, a Ph poliéderre érvényes lap-definiáló 
egyenlőtlensegből megfelelő egyenlőtlenséget nyerjünk a Pk  poliéderre. Ezt viszont 
vetítés útján érhetjük el [14].
9. té te l. Legyen ax  + ßy < ao Ph ~ra érvényes lap-definiáló egyenlőtlenség. Akkor
' y y '  ( a i j  ~  ß i ) x i j  Fi & o ~  y  ] a
íeN j£N\{i} i&N
Ph -ra érvényes lap-definiáló egyenlőtlenség.
így tehát emelés és vetítés útján mindazon ismereteket amiket az irányított 
gráfra definiált utazóügynök poliéderre vonatkozólag az utolsó harminc évben sze­
reztünk, sikerült az irányított gráf kör-poliéderére átültetni.
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SZEREPE KVANTUM DINAMIKAI 
RENDSZEREKBEN
ROBERT ALICKI ÉS MARK FANNES 
(Fordította Mosonyi Milán)
1. N eum ann János kvantummechanikája
1930-ra Heisenberg, Born és Jordan mátrixmechanikája, valamint Schrödinger hul­
lámmechanikája egyesített formát kapott Dirac [12] könyvében. Ebben az elmé­
letben azonban „selbswidersprechenden Eigenschaften”, vagyis önellentmondó tu­
lajdonságokkal rendelkező függvények is szerepet játszottak, ami Neumann Jánost 
arra késztette, hogy matematikailag precíz formalizmust keressen a kvantumme­
chanikának. 1932-ben megjelent [19] könyvében Neumann bemutatta mind a fizi­
kai elmélet konstrukcióját, mind pedig az ehhez szükséges matematikai eszközöket. 
Bár jelölésmódja mára némiképp elavult, a könyv a mai olvasó számára is tarto­
gat érdekes gondolatokat, és kétségkívül jóval magasabb matematikai színvonalat 
képvisel, mint korának hasonló könyvei. A következő rövid összefoglalóban modern 
jelölésmódot használva mutatjuk be Neumann János elméletének alapjait.
Egy fizikai rendszer leírásához szükséges egy szeparábilis H Hilbert-tér, mely­
nek egységvektorai írják le a rendszer lehetséges állapotait1. Az állapotvektorok 
tartalmaznak minden hozzáférhető információt a rendszerről. Egy mérhető X fizi­
kai mennyiségnek önadj ungált, nem feltétenül korlátos X  operátor felel meg. Ezek 
az operátorok a spektráltételen keresztül egy-egy értelmű módon megfeleltethetők 
a számegyenes projektormértékeinek. Annak a valószínűsége, hogy egy ip állapot­
ban az X  fizikai mennyiség a mérhető M c E  halmazba eső értéket vesz fel, egyenlő 
\\E(M) y  | -el. Az X mennnyiség tetszőleges függvényének várható értéke így
Ezután Neumann tárgyalja felcserélhető fizikai mennyiségek együttes várható érté­
két, a határozatlansági relációkat, projekcióknak igen/nem kérdésként való interp­
retációját, fotonokat és azok megkülönböztethetetlenségét.
( 1 )
1A lineáris analízis itt használt fogalmai, valamint a kvantummechanika Neumann-féle axiómái 
megtalálhatók a [23] könyvben is.
1
Neumann levezeti az elmélet statisztikai leírását. Ezen a ponton individuális 
rendszerek helyett sokaságokkal dolgozik. A véletlennek kétfajta forrása van a mé­
réselméletben: egyrészt a rendszer valódi állapotát illető bizonytalanság, másrészt 
a mérés kimenetét illető bizonytalanság, amely a kvantummechanika lényegéből fa­
kad. Amellett érvel, hogy nem szükséges rejtett paramétert tartalmazó elméletet 
használni, és bebizonyítja, hogy egy mérés kimenetelének eloszlása teljesen leírható 
egy statisztikus operátorral, vagyis egy p sűrűségmátrixszal:
M (£) = T r  pX.
A következő pont a statisztikus operátor időfejlődésének kérdése. Kétfajta 
folyamatot különböztet meg. Az 1-es típus egy fizikai mennyiség mérése során 
fellépő véletlen változás:
(2) P IIi(p) := ^ { e ^ p e ^ P ^ y ,
3
a fizikai mennyiség ebben az esetben nem-elfajuló tiszta pontspektrummal rendel­
kező önadjungált operátorral írható le, melynek ortonormált bázist alkotó saját­
vektorai az {ej} vektorok, a P[ej] projekciók pedig az általuk kifeszített altérre 
vetítenek. 2-es típusú folyamatot eredményez a rendszer belső fejlődése, melyet egy 
önadjungált H Hamilton-operátor ír le:
27TÍ . rr ‘Z'KÍ , J J
u 2(p) e h 1 pe h * .
Termodinamikai érvelésre alapozva levezeti egy statisztikus operátor Neumann- 
entrópiájának alapvető formuláját2:
(3) S{p) = -T rp lo g p .
Bebizonyítja, hogy a 2-es típusú folyamatok nem változtatják az entrópiát, míg az 
1-es típusúak általában növelik, és igazolja az entrópia konkavitását.
Az utolsó fejezetben veti fel a mérés problémáját, és a megkülönböztetés szük­
ségességét a fizikai rendszer és a tudattal bíró megfigyelő között. Megvizsgálja annak 
a következményeit, ha egy összetett rendszernek csak egy része kerül megfigyelésre. 
Megmutatja, hogy ebben az esetben automatikusan egy sűrűségoperátort kapunk a 
részrendszeren, amit a teljes rendszer állapotának Schmidt-felbontása segítségével 
lehet kifejezni. Végezetül megmutatja, hogy ha egy kezdeti tiszta állapot felváltva 
1-es és 2-es típusú folyamatokon megy keresztül, az monoton növekvő entrópiájú 
statisztikus operátorok sorozatát eredményezi
n 1o n 2o. . . o  n 2(p M).
A kombinált folyamatok hatására fellépő entrópianövekedés alapvető eszköz a kvan­
tum dinamikai rendszerek tanulmányozásában.
2Neumann gondolatkísérlete, amely a entrópiaformulához vezet, részletesen elemezve van a 
[22] munkában.
2
A kvantumelmélet későbbi fejlődésében a hangsúly áthelyeződik a Hilbert-tér szint­
jéről a mérhető mennyiségek szintjére. A mérhető mennyiségek algebrai struktúrá­
jának hangsúlyozása nem olyan fontos kis rendszerek, mint például atomok vagy 
molekulák leírásában, azonban lényegesen áttekinthetőbb tárgyalásmódot tesz le­
hetővé a térelméletben vagy a kvantum statisztikus fizikában. Átfogó hivatkozás 
ebben a témakörben a [6] monográfia.
Az első alapkérdés ezen a téren az volt, hogyan lehetne mehghatározni az összes 
lehetséges realizációját a hely és az impulzus közötti alapvető [P, Q] =  —ih felcse­
rélés! relációnak. Mivel a reláció fennállásához legalább az egyik operátornak nem 
korlátosnak kell lennie, ezért a problémát inkább Weyl-operátorokra átfogalmazva 
tárgyalták, vagyis keresték az összes olyan folytonos egyparaméteres
K 3 q (—> u(q) (= elq®) és M 9 p >—> v(p) (= eípP) 
unitér csoportokat, amelyek kielégítik az
u(q)v(p) = elhpqv(p)u(q)
felcserélési relációt. A kérdést Stone és Neumann oldotta meg: minden ilyen tulaj­
donságú reprezentráció a standard reprezentáció valahányszoros direkt összegeként 
áll elő, ahol a standard reprezentációt a szokásos, L2(R)-en értelmezett hely- és 
impulzus operátor határozza meg. Az egyértelműségi tétel azt mutatja, hogy az 
algebrai megközelítés a kvantummechanika szokásos keretein belül legfeljebb eszté­
tikai jelentőséggel bír.
A helyzet lényegesen megváltozik, ha végtelen sok részecskét tartalmazó rend­
szerek leírására kerül a sor. Már végtelen sok független részecske leírásához is 
szükségessé válik a nem teljes tenzorszorzatok bevezetése; a végtelen elemi ten- 
zorok aszerint osztályozódnak, hogy faktoraik hogyan viselkednek a végtelenben. 
Ez Hilbert-terek sokaságát definiálja, melyek mindegyike globálisan invariáns olyan 
operátorok hatására nézve, melyek csak véges sok részecskét érintenek, azonban a 
különböző osztályokhoz tartozó vektorok merőlegesek egymásra.
Néhány rendkívül figyelemre méltó cikkben Murray és Neumann megalkotta 
az operátorgyűrűk, vagy mai nevükön Neumann-algebrák, elméletét [18]. Ezek kor­
látos operátorok olyan fül*-algebrái, melyek tartalmazzák az identitás operátort, és 
zártak a gyenge operátor topológiára nézve. Az alapvető jelentőségű bikommutáns 
tétel szerint TI = Sül", ahol TI' az TI algebra kommutánsa, vagyis azon operáto­
rok összessége, amelyek felcsrélhetők Sül minden elemével. Ez az eredmény tehát 
összekapcsolja egy algebra topológiai és szimmetria tulajdonságait3.
A ’60-as években Segal, Gelfand, Kastler és mások munkája nyomán a végte­
len rendszerek kinematikai leírásának még absztraktabb elmélete bontakozott ki: 
Egy absztrakt A  C*-algebra tartalmazza az összes információt a rendszeren mér­
hető fizikai mennyiségekről, ilymódon meghatározva az alkotórészek természetét,
3Neumann operátoralgebrai munkásságát összefoglalja a [24] dolgozat.
2. A lgebrai kvantum elm élet
3
statisztikáját, a geometriai kényszereket, stb. Az időfejlődést és általánosabban a 
szimmetriákat az algebra automorfizmusai írják le. A harmadik fontos tényező egy 
várható érték funkcionál w, vagy más néven egy állapot, ami meghatároz egy kvan­
tum valószínűségi mértéket a mérhető mennyiségeken. Ez a fajta leírás különösen 
jól használható például a rácson adott spinrendszerek tanulmányozásában.
Az egyik központi jelentőségű eredmény a Gelfand-Naimark-Segal-konstruk­
ció, ami megmutatja, hogy egy («4, w) kvantum valószínűségi modell egyértel­
műen indukál egy Hilbert-tér modellt, azaz létezik egy kanonikus Hilbert-tér Hu , 
egy kitüntetett egységvektorral, valamint egy : A  —► B(7iu) reprezentáció, 
amelyre ttu (A ) sűrű Ww-ban, és
(4) u>(x) = (Slu ,Ttu {x) &J) (a: € A).
Ha ezenfelül az u  állapot invariáns a 0  időfejlődésre nézve, akkor egyértelműen 
létezik egy unitér operátor Uw, melyre
(5) 7rw(0(x)) = U* 7r^(x) Uu (x € A), és = ílu .
A ’70-es és a ’80-as években számos kutatás koncentrált a kvantum statiszti­
kus mechanika és a térelmélet szempontjából fizikailag releváns állapotok általános 
tulajdonságainak felderítésére és tanulmányozására. Alapállapotok és egyensúlyi 
állapotok központi szerepet játszottak ebben a kutatásban. A végtelen rendszerek 
egyensúlyi állapotának elmélete vezetett a Kubo-Martin-Schwinger-peremfeltétel 
felfedezéséhez. A Tomita-Takesaki-elmélettel való összefüggés hamarosan összekap­
csolta a KMS-feltételt a Neumann-algebrák elméletének egyik fő kutatási területé­
vel.
További fontos előrelépés volt a kvantum mérések és nyílt kvantum rendsze­
rek tanulmányozása, különös tekintettel a teljesen pozitív leképezések jelentősé­
gére disszipatív kvantum rendszerek algebrai tárgyalásában. A teljes pozitivitás 
a lokalitással összekapcsolva többkomponensű rendszerekben mára a kvantum­
információelmélet egyik alapvető fogalma lett [20].
3. Kvantum mérések és nyílt rendszerek
A Neumann által bevezetett 1-es típusú folyamatok, lásd (2), olyan ideális mérése­
ket írnak le, ahol a megfelelő operátorok nem-elfajuló tiszta pontspektrummal ren­
delkeznek. Ez a fajta leírás azonban nem volt alkalmas a mérési folyamat realisztiku­
sabb vizsgálatára. Különböző szerzők továbbfejlesztették az elméletet [8,10, 15, 11], 
és bevezették a POVM (pozitív-operátor-értékű mérték) fogalmát, ami a projek- 
tormérték általánosítása, és alkalmas nem éles kvantummechanikai mennyiségek 
mérésének leírására. A POVM-ek ugyanazon tulajdonságokkal rendelkeznek, mint 
a projektormértékek, azzal a különbséggel, hogy egy mérhető halmazhoz rendelt 
operátornak nem feltétlenül kell projekciónak lennie, elég, ha pozitív operátor.
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Egy nem éles valósértékű mérhető mennyiséghez tartozó POVM egy E  leké­
pezés a valós számok Borel-halmazairól a Ti Hilbert-tér korlátos operátorai halma­
zába, amelyre
• E(M )  > 0, ha M  a számegyenes Borel-mérhető részhalmaza,
• E(M.) az identitás,
• E(UjMj) = E(Mj)  páronként diszjunkt halmazok minden (Mj) soroza­
tára.
Egy adott p állapotra az E  POVM meghatároz egy valószínűségi mértéket R-en,
M u T r  (pE(M)),
amely minden statisztikai információt tartalmaz a mérés lehetséges kimeneteleiről.
Egy A — J \ d E A(X) spektrális felbontásával adott önadjungált operátorból, 
mint éles mérhető mennyiségből tipikusan egy f ( x , y) konfidencia mérték beveze­
tésével konstruálható POVM; itt f (x ,  y) > 0 és f  f(x ,y) dx =  1. Ennek segítségével 
definiálható az A mennyiség „elkent” verziója, ami az alábbi POVM:
E(M )  := J  f j f  f{x ,y)d (E A)ySj  dx
Egy másik példa kapható Neumann gondolatmenetét követve, aki a mérést az 
S rendszer és egy mérőműszer közötti kölcsönhatási folyamatnak tekintette. Maga 
mérőműszer szintén egy kvantum rendszer, de rendelkezik egy A = f  ÁdEA(Á) 
úgynevezett mutató mennyiséggel, ami közvetlenül mérhető. Feltéve, hogy a műszer 
eredetileg a <fi állapotban volt, és a rendszerrel való kölcsönhatása egy U unitér 
operátorral modellezhető, be lehet vezetni egy POVM-et a rendszeren a
(6) TV {pE(M)) := TV ({ /(p ® |(A>(4>|)í7* I  ® E A(M))
formulával, ahol p tetszőleges állapot S-en. Észrevehető, hogy a (6)-ban definiált 
POVM a következő formájú:
E(M) =  Pa U*Ea (M)UPa ,
ahol PA a Tis ® Ti Hilbert-tér f is  ® "0 (Tis~se\ azonosítható) alterére való ortogo­
nális projekció. Hasonlóan, I  ® E a  azonosítható E a -ys1. Neumark dilatációs tétele 
szerint bármely POVM megkapható egy nagyobb Hilbert-téren ható projekciómér­
tékből egy megefelelő ortogonális projekció segítségével.
A (6)-os formula kapcsolatot teremt a mérések és a nyílt kvantum rendsze­
rek elmélete között. Az utóbbi témája egy, a környezetével kölcsönható S  kvantum 
rendszer redukált dinamikájának vizsgálata; egy ilyen dinamika az S  rendszer re­
dukált sűrűségmátrixain ható irreverzibilis leképezésekkel írható le [5, 7]. A (6)
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formula segítségével definiálható egy M  > A(M) mérték B(R)-en, mely értékeit a 
pozitív nyomoperátorokon ható pozitív affin leképezések halmazából veszi:
(7) Tr(BA(M)p) := Tr (u (p ®  \<f>A)(<t>A\)U* B  ® EA(M)), B  e B{HS).
A A leképezés egy szuperoperátor-értékű mérték vagy más néven transzformáció­
értékű mérték, amelyre
•  A(M)p > 0, ha M  € B(R) és p > 0,
• A(UjMj) = Ylj M M ,)  páronként diszjunkt Borel-halmazok sorozataira. 
A normálással kapott
p \M ) A (M)p 
Tr (A(M)p)
sűrűségmátrix tekinthető egy mérés utáni feltételes állapotnak, ahol a feltétel az, 
hogy a mutató mennyiség értéke az M  Borel-halmazba esik. Az A  mérőműszerre 
vett parciális nyommal kapott A := A(R) operáció, vagyis
(8) Kp:=TAA (U(p®\<t>A){<l>A\)U*)
egy dinamikai leképezést határoz meg a Schrödinger-képben, amely az S rendszer 
állapotát írja le a mérés után, amennyiben a mutató mennyiség értéke nem kerül 
leolvasásra.
Gyakran hasznosabb a dinamikai leképezéseket Heisenberg-képben tekinteni; 
ezt a
Tr (B A(M)p) = Tr (pA*(M)B), B  G *8(Bs), p sűrűségmátrix Bs-en
összefüggést kielégítő A*(M) leképezések határozzák meg. Speciálisan a (7) formu­
lával adott A nem éles mennyiség felírható az
E(M ) = A*(M)I
formában.
A (8) formula matematikai struktúrája univerzális abban az értelemben, hogy 
leírja bármely olyan nyílt kvantumrendszer redukált dinamikáját, amely kölcsön­
hat egy kvantum tárolóval, mely eredetileg a ipA állapotban van. Az egyetlen fizikai 
feltételezés, hogy az összetett rendszer eredetileg szorzat állapotban van; ez gyakor­
latilag nem más, mint a gyenge csatolási feltétel. Nem csorbítja az általánosságot, 
ha a környezet állapotát tisztának tételezzük fel, hisz bármely állapotot lehet „pu- 
rifikálni” egy extra kvantumrendszer bevezetésével.
A A(M) leképezések teljesen pozitívak, ami ekvivalens a következő Kraus- 
felbontással: 9
(9) A {M)p = ^ 2 X jp X *  és A*(M)B = J 2 XjB X j ,
3 3
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ahol az {Xj } korlátos operátorok között teljesül a £V X*Xj < I  összefüggés. Az 
{Xj }  operátorok megválasztása messze nem egyértelmű, ezenkívül a j - re vett 
összegzés helyett állhat integrálás. Egy d-dimenziós Hilbert-térrel leírható rend­
szer esetén elég legfeljebb d2 tagot venni a (9) felírásban. Egy dinamikai leképezés 
nyomtartó volta a következő három ekvivalens feltétellel jellemezhető:
(10) TV(Ap)=TVp, A*I = I, vagy
3
Végezetül pedig Stinespring dilatációs tétele szerint bármely teljesen pozitív dina­
mikai leképezés felírható redukált dinamika formájában (8).
4. Az entrópia tulajdonságai
Egy véges abc-n adott A = (Ai, A2, . . . ,  Ad) valószínűségeloszlás információtartalmá­
nak klasszikus, Shannon-féle
d
H{A) = £ -A, log A,
3=1
formulája [25] levezethető néhány egyszerű feltételből, úgymint folytonosság, az abc 
betűinek permutációjára vett invariancia, valamint a
H{A1; A2, . . . ,  Ad) = H {Ai +  A2, A3, . . . ,  Ad) +  (Ax + A2) H \x A2 \  Ai + A2 Ai + A2 J
kompatibilitási feltétel ([21], második fejezet). Ha úgy értelmezzük a A mértéket, 
mint ami az {1 ,2 ,..., d} szimbólumok előfordulási gyakoriságát adja meg valamely 
információforrás által kibocsájtott üzenetben, akkor H  méri egy tipikus üzenet 
átlagos információtartalmát. Egy másik lehetséges értelmezés szerint H az üzenetek 
előállításának bizonytalanságát méri, és egy fontos Boltzmann-típusú tulajdonsága 
fí-nak, hogy a forrás lényegében csak exp(nH) darab n hosszúságú üzenetet bocsájt 
ki.
A kvantummechanikában azonban mindig jelen van bizonytalanság, még akkor 
is, ha egyébként tökéletesen ismerjük a <p hullámfüggvény által kódolt rendszert. 
Valóban, az X önadjungált mérhető mennyiség függvényeinek várható értékét a 
(y>,E(\) ip) spektrálmérték adja meg, mint az (1) formulában. Természetesen egy 
ilyen tiszta állapotnak nulla entrópiája kell, hogy legyen. Ezenkívül az sem világos, 
hogy interpretálható egy sűrűségmátrix, mint tiszta állapotok sokasága. Egy d pont­
ból álló konfigurációs téren adott valószínűségi mérték egyértelműen bontható fel 
Dirac-mértékek konvex kombinációjára, s így egyértelműen meghatároz egy sokasá­
got. A kvantummechanikában azonban egy sűrűségmátrix tiszta állapotok konvex 
kombinációjaként való előállítása messze nem egyértelmű, és így egy sűrűségmátrix 
egyszerre számtalan sokaságot definiál. Kiderül azonban, hogy a Neumann-entrópia 
továbbra is rendelkezik a fentinek megfelelő Boltzmann-típusú tulajdonsággal.
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Egy sűrűségmátrix S(p) entrópiája (3) alapvető matematikai tulajdonságai­
nak tanulmányozásához fontos az entrópiafüggvény viselkedését ismerni összetett 
rendszerek esetén. Bár sok tulajdonság a klasszikus eset megfelelője, a bizonyítá­
sok általában nehezek és kifinomult matematikai eszközöket igényelnek [28, 21]. 
A továbbiakban az egyszerűség kedvéért feltesszük, hogy minden rendszer véges 
dimenziós Hilbert-térrel írható le. Általánosabb esetek természetesen szintén ke­
zelhetők, megfelelő technikai feltételek mellett. Ha p12 jelöli egy kétkomponensű 
rendszer sűrűségmátrixát, akkor p1 az első komponensre vett megszorítás, vagyis 
p12-nek a második rendszerre vett parciális nyoma.
Egy n-dimenziós rendszer esetén 0 < S(p) < logn. A szélső értékek tiszta álla­
potokon vétetnek fel, melyekre S  — 0, illetve a normált nyomon, melyre S = log n. 
Mi több, S értéke csak p sajátértékeitől függ, s így invariáns bármely szimmetria 
transzformációra nézve. Az entrópia konkáv függvény:
d / d \ d
£ \j s(Pj) < s ( j 2 V t ) < E A; + H (A)
j = 1 ''.7 =  1 '  j = 1
(Prop. 1.6 [21]-ben). Speciálisan, kevertebb állapotnak nagyobb az entrópiája. Vé­
gül, a p *—v S(p) függvény folytonos, de a folytonosság foka sajnos függ p dimenzió­
jától, ami nagy rendszerek tárgyalásában a technikai problémák egyik fő oka [13].
Kétkomponensű rendszerek esetén a legszembetűnőbb különbség a klasszikus 
esethez képest, hogy az entrópia S(p1) < S(p12) monotonitása nem feltétlenül telje­
sül. Ami azt illeti, bármely adott p1 sűrűségmátrixnak létezik egy p12 kiterjesztése 
egy nagyobb rendszerre, melyre S(p12) =  0. Ezt a konstrukciót purifikációnak hív­
ják, és valójában nem más, mint a GNS konstrukció (4). A részrendszerek közötti 
tipikus kvantum korrelációk, melyek ezt lehetővé teszik, szolgáltatják többek között 
az alapot a kvantum kommunikácós és számítási eszközök kifejlesztéséhez. Mi több, 
ha p12 tiszta, akkor p1-nek és p2-nek megegyeszik az entrópiája. Az S(p12) — 5(p2) 
különbséget kvantum feltételes információnak hívják, bár általában felvehet negatív 
értékeket is. Megmutatható, hogy ez a mennyiség folytonos, mégpedig a második 
rendszerre nézve egyenletesen [2[. Ezenkívül az entrópia szubadditív
S(p12) < ^(p1) + S(p2),
és egyenlőség pontosan akkor áll, ha a két részrendszer független, azaz p12 = p1 ®p2. 
Végezetül
l - í V j - s ^ l ^ t p 12).
A legnagyobb jelentőségű eredmény az entrópia erős szubadditivitása:
(11) S(p123) +  S(p2) < S(p12) + S(p23).
Ezen egyenlőtlenség bizonyítása hosszú ideig nyitott probléma volt, melyet először 
Lieb és Ruskai oldott meg [16]. A fenti entrópia egyenlőtlenségek mind levezethe­
tők (ll)-ből, mint speciális esetek, esetleg purifikáció használatával. Az egyenlő-
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ség teljesülése (ll)-ben nagyon erős megszorítást jelent p123 struktúrájára nézve: 
lásd [14]. Viszonylag egyszerű bizonyítás adható (ll)-re a relatív entrópia
5(p | er) := Tr p(log p — log ct)
fogalmának felhasználásával (lásd Prop. 1.9 |21]-ben). A relatív entrópiának szem­
léletes interpretáció adható pl. a kvantum statisztikus fizika keretein belül, mint egy 
tetszőleges és az egyensúlyi állapot szabadenergiájának különbsége. A KMS illetve a 
Tomita-Takesaki-elméleten belül egyszerű formula adható a relatív entrópiára a re­
latív moduláris operátor segítségével. Megmutatható, hogy az erős szubadditivitás 
ekvivalens egyrészről a relatív entrópia monotonitásával teljesen pozitív nyomtartó 
leképezések hatása alatt [17, 26, 21]
S(Ap | Act) < S(p | ct),
másrészről a relatív entrópia mindkét változójában vett együttes konvexitásával
Eltolásinvariáns rácsrendszerek esetén a véges résztérfogatokra vett entrópiák mo­
notonitása bizonyítható az erős szubadditivitás segítségével.
5. Entrópiaterm elés klasszikus rendszerekben
Ebben a fejezetben klasszikus dinamikai rendszereket tekintünk, melyek egy T 
fázistérrel, egy p valószínűségi mértékkel, valamint egy diszkrét idejű dinamikával 
adhatók meg. A dinamika itt egy mértéktartó és invertálható leképezés,
T :  r ~ r ,  p(G) = p (T (G ))= p(T ~ \G )) .
Elsőként Koopman és Neumann vették észre, hogy a Hilbert-tér operátorok kvan­
tum formalizmusa rendkívül hasznos lehet ilyen rendszerek tanulmányozásában. 
A (r, p ,T )  hármashoz hozzá lehet rendelni egy (L2(T, p),Ur) párt, ahol L2{T,p) 
a négyzetesen integrálható függvények tere T-n, Ut  pedig a következő unitér ope­
rátor:
(UTip)(x) := ip(T(x)), ip G L 2(T,p).
A T  leképezés számos lényeges ergodikus tulajdonsága tárgyalható az Ut  operá­
tor spektrális tulajdonságai segítségével. A következőkben megmutatjuk, hogy a 
Kolmogorov-Sinai-entrópia fogalma bevezethető ilyen típusú kvantummechanikai 
rendszerekben. Ez természetesen csak egy matematikai általánosítás, közvetlen fi­
zikai értelmezés nélkül.
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Bevezetésképp felidézzük a KS-entrópia konstrukciójának alaplépéseit. A T 
tér egy mérhető C = {C\, C2 , • ■ ■, Cfc} partíciójához hozzárendelhető egy entrópia 
mennyiség:
k
H{C)  :=-$>(<?,•)10gp{Cj).  
j'= i
A C  és D  partíciók közös finomítása a z a C V D  partíció, amely az összes lehetséges 
Cj D Di metszetekből áll. Egy adott C partíció esetén a dinamika n lépése egy 
finomított
C'(") :=  T ~ n+1C V T~n+2C  V • • • V T ~ lC V C
partíciót eredményez, ahol T ~ mC := {T~rn(Ci),T~m{C2 ), ■ ■ ■, T_m(Cfc)}. Ezek 
után definiálhatjuk a partíció dinamikai entrópáját
h(C,T)  := lim - H ( C m ),n—kx> n v '
és a T  leképezés KS- (vagy dinamikai) entrópiáját:
(12) /i(T) := sup h(C,T).
c
A fenti konstrukció megismételhető a Hilbert-tér formalizmusban. Jelölje íl 
a konstans 1 függvényt, amely egy 1 normájú vektor az L2(T,fi) Hilbert-térben, 
és t/ i’íl =  íí. A C partícióhoz hozzárendelhetjük ortogonális projekciók egy P c  := 
(PCl, P c 2, •.. ,  Pch) családját, ahol
(Pc <fr)(x) := 1 c(x) <t>(x)\
itt 1 c  jelöli a C halmaz karakterisztikus függvényét. Ez a projekciócsalád egy 
diszkrét projekció értékű mértéket, vagy másnéven egy egységfelbontást határoz 
meg,
k
T .  =  I  é s  p c ,  P e j  =  ő i j P c i -  
j = 1
fi és P c  segítségével definiálhatunk egy
k
pc  : = y ^ p C jm n \ p Cj
i=1
sűrűségmátrixot, melynek Neumann-entrópiája
k
S(pc) = - J 2  II Pc, fill2 log II PCj fill2 =  H{C).
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Felváltva alkalmazva a P c  által meghatározott mérést és az Ut  unitér dinamikát, 
sűrűségmátrixok egy időfüggő 
k k
pc ( n ) : = J 2  - J 2  UTPcjn • • • UTPCjl |íí) <íl| Pch Ut --- PCjn U*T
jn = 1 31 = 1
sorozatát nyerjük, mely röviden a
Pc(n) = [f/TAF],l|íí)(íí|
formában írható, ahol
UTp ■■= UTp Ut  és APp := PCjp PCj.
3
Kihasználva, hogy UPcU* = Pt - 1{C)'> könnyen megmutatható az
S(pc(n))  =  H (C ™ )
összefüggés. így mindkét dinamikai entrópia, h(C,T) és h(T), kifejezhető egy olyan 
képzeletbeli kvantum rendszer entrópiatermelésének segítségével, amelyen mérése­
ket hajtunk végre.
A fenti konstrukció általánosítható egy F — ( /i , h ,  ■ ■ ■, fk) egységosztás beve­
zetésével, ahol az f j - k mérhető komplex értékű függvények F-n, melyekre teljesül a
k
Yh\f(x)\2 = x e r
3=1
normálási feltétel. Az f j  függvények azonosíthatók a megfelelő szorzásoperátorokkal
(fi>)(x) := / ( x)<t>(x),
melyek segítségével konstruálható egy transzformáció-értékű mérték 
M  ~  AP(M); AF(M)p := £  f jPf*,
jeM
valamint egy megfelelő POVM
M  i ► E f (M)-, (Ev {M)1>){x) := \fj(x)\2TP(x).
jeM
A KS-entrópia ismét megkapható a nem éles mérés és az unitér dinamika felváltva 
való hattatásával:
h(T) = sup{ lim i s ( p F (n))} ; pF (n) = [C/TAF]n |f2)(fi|.
F  (n - * o o  n  J
A szuprémumot vehetjük az összes F — (fi, f%, ■ ■., fk) partícióra nézve, illetve 
folytonos (sima) T  dinamikai leképezés esetén szorítkozhatunk folytonos (sima) 
f j  függvényekre. Speciális esetekben a KS-entrópia kiszámítása egyszerűsíthető 
az eredeti (12) definícióhoz képest, megfelelően választott nem éles felbontások 
használatával [4],
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6. Entrópiaterm elés kvantum  rendszerekben
Bár a klasszikus dinamikai rendszerek kvantum reprezentációja csupán egy ké­
nyelmes matematikai eszköz, a KS-entrópia fentebb bemutatott konstrukciója jó 
kiindulási alap lehet a megfelelő kvantum mennyiség definíciójához. Vannak azon­
ban más lehetséges megközelítések is, melyek -  a klasszikus esettel ellentétben -  
gyakran lényegesen különböző kvantum dinamikai entrópia fogalmakhoz vezetnek 
[9, 27],
A következőkben olyan egységes algebrai formalizmust használunk, amely egy­
aránt alkalmas klasszikus rendszerek, véges dimenziós kvantum rendszerek, kvan­
tum mezők és kvantum rendszerek termodinamikai limeszének leírására. Ugyanak­
kor a GNS-konstrukció (lásd (4) és (11)) segítségével bármely absztrakt algebrai 
dinamikai rendszer tárgyalható a Hilbert-tér formalizmusban is. Ebben a reprezen­
tációban az A  C*-algebra absztrakt elemei a Ti^ Hilbert-tér korlátos operátorai­
ként jelennek meg, az vektor ciklikus a reprezentációra nézve, és az állapotot az 
|í2w)(ííu>| egydimenziós projekció adja. A 0  dinamika reprezentáltja az unitér 
operátor, amely fixen hagyja az f v e k t o r t .
Ezekután veszünk egy egységosztást, (10)-hez hasonlóan,
k
x  = ( X i , x 2, , Xk) és £ x ; x , = / ,
j=i
valamint az általa meghatározott teljesen pozitív nyomtartó leképezést sűrű­
ségmátrixain
k
AxP '■= Y2 nu(Xj) pnu(Xj). 
í=i
Ismét felváltva hattatjuk az Ue(p) •= U* p Uu dinamikát és Ax-et az |ííh,)(íía>| 
referenciaállapoton, és megvizsgáljuk a
Px{n) := [Wt Af ] |ÍI)(ÍÍ|
sűrűségmátrix viselkedését nagy n időkre. így kapunk egy partíciófüggő
h (0 ,  X)  := limsup — S(px(n))
n —>oo f i
dinamikai entrópiát és magát a dinamikai entrópiát:
h(0,Ao) := sup h(Q,X).
X c A o
Az utóbbi formulában Ao egy (általában sűrű) részalgebráját jelöli A-nak, amely 
invariáns a dinamikára nézve. A partíciókra te tt ezen megszorítás bizonyos regula- 
ritási tulajdonságot jelent a megengedett mérhető mennyiségekre nézve. Konkrét 
példákban általában nehéz feladat eldönteni, hogy ez a feltétel valóban szükséges-e.
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A fentebb ismertetett entrópia számos konkrét példában explicite kiszámolható 
[1]. Mint azt az ötödik fejezetben láttuk, a klasszikus rendszerek speciális esetként 
jelennek meg az általános konstrukcióban, és ebben az esetben az itt ismertetett 
kvantum entrópia fogalom megegyezik a KS-invariánssal. A tanulmányozott rend­
szerek közé tartozik számos eltolás dinamika, mint például az eltolások a kvantum 
spinláncon, a szabad eltolás valamint a Powers-Price-eltolás, ezenkívül a nemkom- 
mutatív tórusz automorfizmusai és a kváziszabad fermion automorfizmusok.
Befejezésül megemlítünk egy kapcsolódási pontot a dinamikai entrópia és nem­
egyensúlyi rendszerek között [3]. Tekintsünk egy végtelen kiterjedésű alacsony sű­
rűségű fermion rendszert, ahol egy effektiv egyrészecske dinamika jó közelítést je­
lent. Feltesszük, hogy a kezdeti eloszlás teljesen homogén. Ezek után bevezetünk 
egy lokális „csapdát” a rendszerben; a csapdával érintkező részecskék kikerülnek a 
rendszerből. Felváltva hattatva a csapdát és egy diszkrét idejű dinamikát model­
lezhetjük a csapdába hulló részecskék folyamát, melynek intenzitását a J{t)  áram 
adja meg t időpillanatban. A J  áram aszimptotikus viselkedése nyilván információt 
szolgáltat a rendszeren belüli részecske transzportról. Megmutatható, hogy ez az 
áram összekapcsolható a rendszer dinamikai entrópia termelésével:
(13) AS( t )  > cJ(t),
ahol c egy megfelelő konstans. Még abban az esetben is, ha az áram aszimptotikusan 
eltűnik, a (13) egyenlőtlenség hasznos információt szolgáltat az exponensekről, 
melyek meghatározzák a dinamikai entrópia szublineáris növekedését. Ráadásul 
a J  áram exponensei összefüggenek a dinamika spektrális exponenseivel.
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Robert Alicki and Mark Fannes: Quantum  dynam ics, m easurem ent 
and entropy
The aim of this paper is to present a line of ideas, centred around entropy produc­
tion andquantum dynamics, emerging from von Neumann’s work on foundations of 
quantum mechanics and leading to current research. The concepts of measurement, 
dynamical evolution and entropy were central in J. von Neumann’s work. Further 
developments led to the introduction of generalized measurements in terms of po­
sitive operator-valued measures, closely connected to the theory of open systems. 
Fundamental properties of quantum entropy were derived and Kolmogorov and 
Sinai related the chaotic properties of classical dynamical systems with asympto­
tic entropy production. Finally, entropy production in quantum dynamical systems 
was linked with repeated measurement processes and a whole research area on 
nonequilibrium phenomena in quantum dynamical systems seems to emerge.
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„AZ INTUICIONIZMUS IMMÁR SEMMILYEN 
ALAPON NEM UTASÍTHATÓ EL” 
NEUMANN JÁNOS GÖDEL NEMTELJESSÉGI 
TÉTELEIRŐL ÉS A MATEMATIKA 
TERMÉSZETÉRŐL
CSABA FERENC ÉS RÉDEI MIKLÓS*
1. N eum ann a H ilbert-program ról és az intuicionizm usról
Neumann János tudományos munkásságát matematikusként az aixomatikus hal­
mazelmélet és a matematika alapjainak területén végzett vizsgálataival kezdte: 
1926-ban Budapesten megvédett doktori dolgozata az axiomatikus halmazelmé­
letről szólt, [13], és doktori fokozatának megszerzése után azonnal, még 1926-ban, 
Rockefeller ösztöndíjjal Göttingenbe ment, hogy Hilbert asszisztenseként dolgozzon 
a Hilbert-programon, melyről 1929-ben jelent meg cikke [12].
A Hilbert-program az egyik válasz volt a 19-20 sz. fordulóján a matematika 
alapjaiban kirobbant válság megoldására. A válságot a cantori naiv halmazelmélet­
ben felfedezett paradoxonok okozták: a naiv halmazelmélet egyik (hallgatólagos) 
feltételezése szerint bármely $  tulajdonságra teljesül, hogy a $  tulajdonságú dol­
gok összessége halmazt alkot. Kiderült azonban, hogy bizonyos $  tulajdonságokkal 
definiált halmazok feltételezése ellentmondáshoz vezet: ha $(x) az a tulajdonság, 
amellyel egy x halmaz akkor rendelkezik, ha „nem eleme önmagának”, akkor a 
$  tulajdonságú halmazok S  halmaza pontosan akkor ^-tulajdonságú, ha nem <£>- 
tulajdonságú, ez pedig ellentmondás (Russell-paradoxon).
A Hilbert-program alapgondolata, általánosan és a technikai részletek mellő­
zésével megfogalmazva* 1, az volt, hogy fel kell építeni -  valamely formális nyelven -  
egy axiomatikus rendszert, amely elegendő a matematika kifejtéséhez, majd pedig 
a formális nyelv matematikai vizsgálatával be kell bizonyítani, hogy a rendszer kon­
zisztens, azaz nem léphetnek fel benne a Russell-paradoxonhoz hasonló ellentmon­
dások. Ebben a gondolatban körkörösség van, amely teljesen nem küszöbölhető ki, 
de a Hilbert-program ezt a nehézséget azzal a követeléssel kívánta orvosolni, hogy a
*A m u n k a  az OTKA tám o g a tá sá v a l készü lt. Szerződésszám: T43642.
1A  H ilbert-p rogram  tech n ik a ilag  ex p lic iteb b  m egfogalm azását és részleteit ille tően ld. pl. [7].
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szóbanforgó aixomatikus rendszer ellentmondástalanságának bizonyítása során fel­
használt matematika legyen „egyszerű”, „véges”. Hogy ez utóbbi pontosan mit jelent, 
azt Hilbert maga sosem definiálta precízen, de intuitíve a követelésnek azt kellett 
biztosítania, hogy ez a véges matematika legyen „biztonságos”, legyen evidens rá 
vonatkozóan, hogy ne legyen ellentmondás benne.
A matematikában felmerült ellentmondások kiküszöbölésének egy másik le­
hetséges stratégiája az, hogy a matematikát meg kell „tisztítani”, és pontosan arra 
a részre kell korlátozni, amely biztonságos. Ez az „intuicionizmus” néven ismert 
álláspont, melyet a holland L.E.J. Brouwer fogalmazott meg és dolgozott ki. Az 
intuicionizmus a biztonságot egyebek mellett úgy kívánja biztosítani, hogy nem 
fogadja el a kizárt harmadik elvét univerzálisan érvényesként, és elutasítja az indi­
rekt egzisztenciabizonyításokat is. Ezzel nagyon erős, a klasszikus matematikában 
lépten-nyomon használt eszközöktől fosztja meg magát, aminek következtében a 
klasszikus matematika fontos részei
... vagy érvénytelenné váltak, vagy rendkívül bonyolult kisegítő 
megfontolások révén történő igazolásra szorultak. Ez utóbbi eljárások­
ban rendszerint sokat vesztettek az érvényesség általános voltából és 
a levezetés eleganciájából. Brouwer és Weyl ennek ellenére szükséges­
nek tartotta, hogy felülvizsgáljuk a matematikai szigor fogalmát, ezen 
eszméknek megfelelően.
Nehéz túlbecsülni ezeknek az eseményeknek a jelentőségét. A husza­
dik század harmadik évtizedében két matematikus -  mindkettő élvonal­
beli, olyan mélyen és teljesen tudatában annak, hogy mi a matematika, 
mire való, s hogy miről szól, amilyen mélyen és teljesen tudatába le­
het ennek valaki -  azt javasolta, hogy változtassuk meg a matematikai 
szigor, az egzakt bizonyítás fogalmát! [19, p. 93-94]
Neumann hangsúlyozza, hogy csak nagyon kevés matematikus követte Brouwert és 
Weylt: a nagy többség egyszerűen úgy dolgozott tovább, mintha mi sem történt 
volna -  abban a reményben, hogy az intuicionizmust majd csak sikerül valahogy 
megkerülni [21, p. 94]. A Hilbert-programot ezek után Neumann úgy határozza 
meg, mint azt a furfangos gondolatot, amely szerint az intuicionizmust önmagával 
kell megcáfolni:
Hilbert a következő zseniális ötlettel állt elő a „klasszikus” (azaz intui­
cionizmus előtti) matematika igazolására. Az intuicionista rendszerben 
is adható szigorú leírás a klasszikus matematika működéséről, azaz le­
írható, bár nem igazolható a klasszikus rendszer működése. Ezért le­
hetséges, hogy intuicionista alapon bizonyítható: a klasszikus eljárások 
sohasem vezetnek ellentmondásokhoz, nem kerülhetnek ellentmondásba 
egymással. Világos volt, hogy ez a bizonyítás nagyon nehéz lenne, de 
voltak bizonyos indikációk, hogy milyen módon lehetne elvégezni. Ha 
ez a séma bevált volna, rendkívül figyelemre méltóan igazolta volna a 
klasszikus matematikát az opponens intuicionista rendszernek az alap­
ján! [19, p. 94]
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2. N eum ann János és G ödel nem teljességi téte le  felfedezésének  
körülm ényei
A Hilbert-programban döntő fordulat következett be 1930-ban: ezen év szeptem­
ber 5—7. között a Bécsben aktív tudományfilozófusokat tömörítő ú.n. Bécsi Kör 
és a hasonlóan gondolkodó tudományfilozófusokat Berlinben összefogó Empirikus 
Filozófiai Társaság konferenciát rendezett Königsbergben Second Conference for 
Epistemology of the Exact Sciences címmel. A konferencia egyik célja a matema­
tika természetének megvitatása volt, speciálisan a három legjelentősebb matema­
tikafilozófiai irányzat, a formalizmus, intuicionizmus és logicizmus álláspontjainak 
áttekintése és megvitatása. A konferencia résztvevői között volt a Bécsi Körbe 
tartozó Rudolf Carnap, aki a logicizmus alapjairól, Arend Heyting, aki az intiuci- 
onista matematikáról és Neumann, aki a formalista matematika felfogásról tartott 
plenáris előadást. Jelen volt a konferencán Kurt Gödel is, aki a konferencia ke­
retében szeptember 7-én folytatott kerekasztal diszkusszió során jelentette be azt 
az eredményét, amelyet ma első nemteljességi tételként ismerünk: minden elegen­
dően gazdag és konzisztens axiómarendszerben létezik eldönthetetlen állítás, azaz 
olyan értelmes állítás, melyre fennáll, hogy sem őt, sem a tagadását nem lehet az 
aixómarendszerben bebizonyítani.2
A konferencián jelen levő matematikusok és filozófusok között Neumann volt 
az, aki ezen bejelentés jelentőségét azonnal felismerte, kikérdezte Gödéit a rész­
leteket illetően, majd Berlinbe visszatérve felfedezte azt, amit ma Gödel második 
nemteljességi tételeként tartunk számon: az a formula, amely egy axiómarendszer­
ben az axiómarendszer konzisztenciáját fejezi ki, eldönthetetlen formula. Neumann 
erről a  felfedezéséről 1930. november 20-án kelt levelében beszámol Gödéinek:
Újabban ismét foglalkoztam logikával, alkalmazva azt a módszert 
amit ön olyan sikeresen használt arra, hogy eldönthetetlen tulajdon­
ságokat mutasson fel. Eközben egy olyan eredményt értem el, amely 
figyelemreméltónak tűnik számomra. Be tudtam ugyanis bizonyítani, 
hogy a matematika ellentmondásmentessége bizonyíthatatlan.
Pontosabban a következőről van szó:
Egy formális, az aritmetikát is tartalmazó rendszerben az ön meg­
gondolásaira támaszkodva kifejezhető az, hogy 1 =  2 nem lehet az utolsó 
formulája egyetlen olyan bizonyításnak sem, amely a rendszer axiómá­
ival kezdődik -  ez a formula ténylegesen formulája a vizsgált formális 
rendszernek. Legyen ez a formula W.
Egy ellentmondásos rendszerben bármely formula bizonyítható, így 
W  is. Ha a [rendszer) konzisztenciája intuicionista módon megalapoz­
ható, akkor a tartalmi, intuicionista megfontolásoknak a formális rend­
szerbe való „fordításával” W-t is be lehet bizonyítani. (Az ön eredményei
2„E legendően gazdag” i t t  a z t  je len ti: a  „term észetes szám okat leírni képes”, vagyis -  lényegé­
b en  — ta r ta lm a z z a  a  P ean o -ax ió m ák a t. A königsbergi konferencia további részle te it ille tően lásd 
[3, p p . 135, 137] és [4, pp. 327-330).
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alapján egy ilyen fordíthatóságot kétségbe lehetne vonni. Mindazonáltal 
azt hiszem, hogy a nevezett esetben fenn kell állnia, és nagyon szeret­
ném a véleményét hallani erről.) Tehát ha W  bizonyíthatatlan, akkor a 
rendszer konzisztens, de a konzisztenciája bizonyíthatatlan.
Mármost azt mutattam meg: konzisztens rendszerekben W  mindig 
bizonyíthatatlan, azaz W  bármely bizonyítását ellentmondásba lehet 
transzformálni.
Nagyon érdekelne a véleménye minderről, különösen a „fordítható- 
ság” kérdéséről.
Neumann Gödéihez, 1930. november 20, [4, p. 337], [16, p. 123]
Ha tehát feltesszük, hogy a rendszerünk konzisztens, akkor bizonyos, a rendszer 
konzisztenciáját természetes módon kódoló állítások is a rendszer eldönthetetlen 
(nem bizonyítható és nem is cáfolható) állításai lesznek.
Neumann Gödéinek írt, 1930. november 29-én kelt leveléből (]4, p. 339], [16, 
p. 124]) kiderül, hogy Gödel válaszolt Neumann november 20-i levelére, és bár úgy 
tűnik, Gödéinek ez a levele elveszett, Neumann november 29-én kelt leveléből az 
is kitűnik, hogy Gödel válasza tartalmazott egy különlenyomatot, amelyben Gödel 
második nemteljességi tétele már ki van mondva: időközben tehát, és Neumann-t 
éppenhogy megelőzve, Gödel is felfedezte a második nemteljességi tételt. Tény, 
hogy Gödel 1930. november 17-én beküldte publikálásra a második nemteljességi 
tételt tartalmazó cikkét3 Neumann, elismerve Gödel elsőségét, így ír:
Minthogy ön bebizonyította az ellentmondásmentesség bizonyíthatat- 
lanságának tételét -  természetes folytatásaként és elmélyítéseként a ko­
rábbi eredényeinek -  én természetesen nem fogok e tárgyban publikálni.
Neumann Gödéihez, 1930. november 29, [4, p. 338], [16, p. 124],
3. Gödel nem teljességi tételének  neum anni értelm ezése
A második nemteljességi tételből Neumann nagyon erős következtetést vont le a 
Hilbert-programra, és ezáltal a matematikafilozófiára nézve:
Mindennek következtében a megalapozási kérdést az ön eredményei 
alapján negative elintézettnek tartom: a klasszikus matematikának 
nincs szigorú igazolása [Rechtfertigung]. Hogy ennek ellenére milyen
3Ennek u to lsó , 4. szakaszában szerepel a  m ásodik  nemteljességi té te l  -  de a  precíz b izony ítás 
hiányzik. E zt G ödel a  „ham arosan m egjelenő” fo ly ta tásb an  ígérte, am ely  azonban sohasen je len t 
meg. A m ásodik nem teljességi té te l b izon y ítása  nyom ta tásban  először a  H ilbert és P au l B ernays 
á lta l közösen ír t Grundlagen der M athem atik  c. a lap m ű b en  jelent m eg. G ödel u tóbb  a r ra  h ivatko­
zo tt, hogy eredm ényének gyors elfogadása m ia tt  nem  ír ta  meg a ta n u lm á n y  cím ében is b e íg é rt II. 
részt. Ha figyelem be vesszük, hogy a  g o n d o latm en e t követése még E rn s t  Zerm elónak, a  ha lm azel­
m élet doyenjének is komoly nehézséget oko zo tt (am iről Gödellel fo ly ta to tt  levélváltása áru lkodik , 
ld. [4, p. 419-431]), akkor ezt az á llítá s t a z é r t  fenntartásokkal kell kezelnünk.
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értelmet tulajdonítsunk azon reményünknek, hogy ténylegesen mind­
azonáltal ellentmondásmentes -  nem tudom; de véleményem szerint ez 
semmit nem változtat a befejezett tényen.
Neumann Gödéihez, 1930. november 29, [4, p. 339-340], [16, p. 124]
Egy másik, Carnaphoz írott levelében ezt Neumann így fogalmazza meg:
Mindezek alapján ma úgy vélem, hogy
1. Gödel bebizonyította, hogy Hilbert-programja nem valósítható 
meg;
2. az intuicionizmus immár semmilyen alapon nem utasítható el 
(amennyiben eltekintünk az esztétikai szemponttól, amely termé­
szetesen a gyakorlatban számomra a döntő szerepet játssza).
A matematika megalapozására vonatkozó, a königsbergi szimpóziumon 
képviselt álláspontot emiatt túlhaladottnak tartom, Gödel alapvető fel­
fedezései a kérdést teljesen új megvilágításba helyezték. (Tudom, hogy 
eredménye jelentőségének megítélésében Gödel sokkal óvatosabb, úgy 
vélem azonban, hogy ebben a tekintetben nincs igaza.)
Neumann Carnap-hoz, 1931. június 7, [6, p. 40-41] [16, p. 85]
Ahogyan a fenti, Carnaphoz írt levél utolsó mondata utal rá, Gödel maga nem vont 
le hasonlóan radikális konklúziókat a nemteljességi tételekől a Hilbert-programra
nézve:
Hangsúlyozzuk, hogy a ix. tétel [a második nemteljességi tétel] nem 
mond ellent Hilbert formalista felfogásának. Ez ugyanis olyan konzisz­
tenciabizonyítás létezését feltételezi, amely kizárólag finit módszereken 
alapul, és elképzelhető, hogy vannak olyan finit módszerek, amelyek a P 
elmélet [A Principia Matematika logikai rendszere a Peano-axiómákkal] 
formalizmusában nem fejezhetők ki.
(]3, p. 195], a fordítás [l]-ből véve.
Neumann tehát radikálisan nem értett egyet Gödellel a nemteljességi tételek mate­
matikafilozófiai jelentőségét illetően, és ezt több alkalommal meg is fogalmazta (pl. 
Gödéihez írt 1931. január 12-i levelében [4, p. 341]), [16, p. 125]).
A Neumann és Gödel közötti nézeteltérés oka az, hogy Neumann az intuicioniz- 
must szigorúbban értelmezte mint Gödel: Neumann elképzelhetetlennek tartotta, 
hogy az intuicionizmus ne legyen reprodukálható, formalizálható, interpretálható 
egy olyan rendszerben, amelyre Gödel nemteljességi tétele igaz:
Abszolúte nem értek egyet az intuicionizmus formalizálhatóságára vo­
natkozó nézetével.
Neumann Gödéihez, 1931. január 12, [4, p. 341]), [16, p. 125]
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Speciálisan, Neumann elgondolhatatlannak tartotta, hogy létezzen olyan intu- 
icionista bizonyítás, mely nem reprodukálható egy ilyen axiómarendszerben:
Königsbergben személyesen (majd levélváltás során) szereztem tudo­
mást K. Gödel (ismeri őt?) eredményeiről. Az (azóta nyomtatásban is 
megjelent) tételek szerint egyes logikai és matematikai állítások, pl. az 
analízis ellentmondásmentessége, bizonyos formális-logikai rendszerek­
ben nem bizonyíthatók. Az eredmények ráadásul azt is megmutatják, 
hogy ez lényegileg lehetetlen, úgy látom ugyanis, hogy a bizonyítás lé­
pései reprodukálhatók egyetlen olyan formális rendszerben (melyet nem 
akarok itt részletesen leírni) amelyre Gödel tétele fennáll.
Neumann Carnaphoz, 1931. június 7., [6, p. 40-41] [16, p. 85]
Hogyan értelmezzük azt a neumanni tézist, miszerint Gödel tételei védtelenné 
teszik a klasszikus matematikát az intuicionista kritikával szemben? Először a 
Hilbert-program „furfangos tervének” kudarcára gondolhatunk, amely szerint a 
klasszikus matematikát magába foglaló formális rendszer konzisztenciabizonyítását 
az intuicionista aritmetika eszközeire szorítkozva kell végigvinni. Neumann 1927- 
ben még így írt erről:
A bizonyításelméletnek ( . . . )  intuicionista alapokon kell felépítenie a 
klasszikus matematikát, és ezáltal a szigorú értelemben vett intuicio- 
nizmust ad absurdum kell vinnie.
([12, p. 257])
És éppen ez volt az, aminek lehetetlensége Gödel tételének egyik következ­
ménye. Ha a rendszert magának a rendszernek az arzenáljával bástyáznánk körül, 
csak légvárat építenénk. Nem véletlen, hogy Neumann, aki évekig dolgozott a kon­
zisztenciabizonyításon -  és még 1927-ben is úgy vélte, hogy jó úton jár -  az elsők 
között ismerte fel a gödeli tételek súlyát.
A Gödel-tételek persze általánosabban, a matematika „metafizikai'' alapjainak 
szintjén is értelmezhetők az intuicionista kihívás megerősítéseként. Az intuicionis- 
ták már említett alapelve szerint ugyanis a matematikában nem létezhet olyan 
igazság-, illetve hamisságfogalom, amely túlmutat az -  akárcsak elvi lehetőségként 
tételezett -  bizonyíthatóságon, illetve cáfolhatóságon. Gödel első nemteljességi té­
tele pedig pontosan ezt támasztja alá: ha egy axiómarendszer elegendően erős, ak­
kor nem képes minden kijelentést úgy eldönteni, ahogy azt a ,kétértékű” klasszikus 
igazságfogalom megkövetelné.
Gödel, mint említettük, nem vont le eredményeiből ilyen radikális következte­
tést. Ez az erős szakmai véleménykülönbség azonban nem akadályozta meg Neu- 
mannt abban, hogy a legnagyobb elismeréssel szóljon Gödéiről. Egyszer egyenesen 
Arisztotelészhez hasonlította ([3, p. 8], máskor pedig megjegyezte, hogy Gödel az 
egyetlen élő matematikus, akiről bátran kijelentheti: pótolhatatlan (Neumann le­
vele Flexner-hez, 1939. szeptember 27., [16, p. 117]). Érdemes megemlíteni, hogy 
Neumann első amerikai előadássorozatának témájául a nemteljességi tételeket vá­
lasztotta.
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4. N eu m an n  nézetei a m atem atikáról
A Hilbert-program megvalósíthatatlansága döntő jelentőségű volt Neumann ma­
tematikafelfogása számára: nézete szerint ez a fejlemény megmutatta, hogy nem 
létezik a matematikai szigorúságnak egy változhatatlan fogalma, és hogy a matema­
tikát nem lehet matematikai eszközökkel megalapozni. Neumann ezt a véleményét 
többször, határozottan megfogalmazta:
Azért mondtam el e vita [a matematika alapjairól, speciálisan a 
Hilbert-programról szóló vita] történetét, mert véleményem szerint min­
den másnál jobban megóv attól, hogy túlságosan garantáltnak tekintsük 
a matematika mozdíthatatlan szigorát. Ez saját életünk idején történt, 
és én magam is tudom, hogy milyen megalázóan könnyen változtak né­
zeteim az abszolút matematikai igazságról ez alatt az epizód alatt, és 
hogyan változtak háromszor egymás után! [19, p. 96]
( . . . )  aligha lehet hinni a matematikai szigor abszolút, változatlan, 
minden emberi tapasztalattól elkülönült fogalmának létezésében. Ma­
gam nagyon földönjáró álláspontot próbálok elfoglalni ebben a kérdés­
ben. Bármilyen filozófiai vagy ismeretelméleti ízlése legyen valakinek 
ebben a vonatkozásban, a matematikus céh tényleges tapasztalata sa­
ját tárgyával kapcsolatban nagyon kevéssé támasztja alá a matematikai 
szigor a priori fogalmának létezését. [19, p. 96]
Mindebből az is következik, hogy
A szigor fogalmának változékonysága azt mutatja, hogy valami más is 
belejátszik a matematika arculatába.
[19, p. 90]
Ez a más Neumann szerint a természettudományok, speciálisan a fizika. Neu­
mann úgy látta, hogy a matematika forrása a természettudomány:
A modern matematika legjobb gondolatai közül sok (szerintem a leg­
jobbak) világosan a természettudományokból ered. [19, p. 85]
Neumann a geometriát és az analízist említi mint nyilvánvalóan empirikus ere­
detű disziplinákat, de ide sorolhatta volna pl. a nem kommutatív valószínűségszámí­
tást, melyet nagyrészt ő alapozott meg az 1930-as évek közepén az operátorgyűrűk 
(ma Neumann-algebráknak nevezett struktúrák) vizsgálatával: a matematikának 
ez a terülte egyértelműen a kvantummechanikai jelenségek matematikai leírásának 
igényéből fejlődött ki, kezdetei a 20. század 20-as éveinek második felére nyúlnak 
vissza, amikor Neumann -  szintén Göttingenben, a Hilbert asszisztenseként töl­
tött idő alatt -  a kvantummechanika ún. Hilbert-tér formalizmusának matematikai 
alapjait tisztázta három, ma már klasszikussá vált cikkében [9, 10, 11], és foglalta 
össze híres könyvében [15]. De ide sorolhatta volna az ergodelméletet is, mely a
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19. sz. második felében Boltzmann és Maxwell munkásságának eredményeképpen 
kialakult klasszikus statisztikus mechanika fogalmi-matematikai megalapozásának 
kísérletéből ered, és amellyel kapcsolatban Neumann szintén kulcsfontosságú té­
telt bizonyított 1931-ben [14], döntő lökést adva az ergodelméleti kutatásoknak. 
(Neumann ergodelméleti eredményeit illetően Id. a [5] es [8] írásokat.)
A matematika empirikus eredetének tudatában lenni Neumann szerint azért 
is fontos, mert
(. . . )  a matematika maga nem tapasztalati tudomány -  vagy legalábbis 
nem olyan módon művelik -  és számos döntő vonatkozásban eltér a 
tapasztalati tudományok technikájától. [19, p. 85]
Ez lehetővé teszi, hogy a matematika eltávolodjon az empirikus, tapasztalati for­
rásoktól, ez az eltávolodás azonban veszéllyel jár:
Ha egy matematikai diszciplína messzire távolodik a tapasztalati forrá­
sától, vagy még inkább, ha már a második vagy harmadik nemzedéket 
csak közvetve érik el a „valóságból” származó eszmék, ez súlyos veszélyt 
rejt magában. Egyre inkább tiszta esztétizálássá válik, egyre tisztább 
l ’art pour l ’art-k. ( . . . )  súlyos a veszély, hogy a tárgy a kisebb ellen­
állás irányába fejlődik ( . . . )  és a diszciplína részletek és bonyodalmak 
szervezetlen tömegévé válik. Más szóval, a tapasztalati forrástól nagy 
távolságban (. . . )  a matematikai tárgyat a degenerálódás fenyegeti.
(. . .)  [Bjármikor következik is be ez az állapot, számomra az egyet­
len megoldásnak látszik a megfiatalító visszatérés a forráshoz: többé- 
kevésbé közvetlen tapasztalati eszmék beemelése a matematikába.
[19, p. 103]4
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Ferenc Csaba and M iklós Rédei:
“There is no more reason to  reject intuitionism ”
John von Neum ann on G ödel’s incom pleteness theorem s and on the  
nature of m athem atics
Based on recently discovered and published documents, especially letters by von 
Neumann to K. Gödel and R. Carnap, the paper recalls first the historical circum­
stances of the discovery of Gödel’s incompleteness theorems and then analyzes von 
Neumann’s interpretation of the second incompleteness theorem from the point of 
view of the fate of Hilbert’s program. It is shown in particular that von Neumann 
discovered the second incompleteness theorem independently of Gödel but was late 
by a few days and so he decided not to publish it. In sharp contrast to Gödel, Von 
Neumann interpreted the second incompleteness theorem as the proof of unreal­
izability of Hilbert’s program. From this von Neumann inferred that intuitionism 
cannot be rejected. While he did not follow the intuitionist practice in mathemat­
ics, he did take a very moderate position concerning precision in mathematics. 
Von Neumann aslo emphasized the empirical origin of mathematical concepts and 
warned of the dangers of mathematics becoming detached of its empirical source.
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NEUMANN JÁNOS SZEREPE A HILBERT-TEREK 
ÉS LINEÁRIS OPERÁTORAIK ELMÉLETÉNEK 
MEGALAPOZÁSÁBAN
MATOLCSI MÁTÉ*
Neumann János születése 100. évfordulójának tiszteletére
1. A z  absztrakt H ilbert-tér
Jól ismert tény, hogy Neumann János szerteágazó munkássága során olyan -  azóta 
meghatározóvá vált -  tudományágak alapjait fektette le, mint a kvantummecha­
nika, számítástechnika és játékelmélet. Neumann személye olyannyira nagy hatást 
gyakorolt az emberiség fejlődésére, hogy a Financial Times 1999. december 24-i 
számában egyenesen az „ É v s z á z a d  Emberének” (Man of the Century) kiáltotta ki. 
Neumann kiterjedt munkássága egy-egy szeletének bemutatására már már több írás 
irányult, lásd [18], [19] és részben [2]). Ebben a cikkben arra vállalkozunk, hogy be­
tekintést adjunk Neumann matematikai munkásságának azon részébe, amelyben 
az absztrakt Hilbert-terek nem-korlátos lineáris operátorai elméletének alapjait 
fektette le. Az itt tárgyalt absztrakt fogalmakat és tételeket Neumann később a 
kvantummechanika matematikai megalapozásában használta fel (lásd [13]). Megje­
gyezzük, hogy a cikkben tárgyalt eredmények sorrendje helyenként eltér a történeti 
időrendiségtől.
Természetesen a konkrét Hilbert-terek behatóbb vizsgálata jóval Neumann 
munkásságának kezdete előtt, a XX. század elején, közvetlenül a Lebesgue-féle in­
tegrálfogalom megjelenése után megkezdődött. A Lebesgue-integrál lehetővé tette 
az L p-terek definiálását, a Riesz-Fischer-tétel pedig kimondta ezen terek teljessé­
gét (azaz, mai szóhasználattal élve, biztosította, hogy ezek a terek Banach-terek). 
Különösen fontos szerep jutott a p  =  2 esetnek, hiszen ebben az esetben ki lehetett 
használni az L2-beli teljes ortonormált függvénysorozat létezését, és az eszerinti 
Fourier-sorfejtés igen hasznos eszköznek bizonyult differenciál- és integrálegyen­
letek megoldásakor. Egy L2-beli /  (általában komplex értékű) függvényt tehát 
helyettesíthetünk / - nek egy rögzített ortonormált bázisra vonatkozó a\, a^, ■ ■ ■ ko­
ordinátáival, és ezzel az azonosítással az egész L2 teret megfeleltethetjük az úgy­
nevezett Hilbert-féle koordináta térnek, azaz az olyan 01,02, . . .  sorozatok terének,
*A szerzőt az OTKA T047276, F049457, T049301 támogatta.
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amelyekre 7N | ctjj 2 < oo (erre a sorozattérre ma már inkább az £2 elnevezés hasz­
nálatos). Ebben a formalizmusban az í 2 tér egy lineáris operátorának egy végtelen 
mátrix felel meg, és általában igen nehéz eldönteni, hogy egy mátrix folytonos 
transzformációt ír-e le. Az (2 térnek és folytonos operátorainak beható vizsgálata 
elsősorban Hilbert nevéhez fűződik; az elmélet sarokkövének tekinthető spektrálté- 
telt is neki sikerült először bebizonyítani (lásd [7]). Láthatjuk, hogy már maga az 
(2 tér is absztrakció során jött létre, hiszen a konkrét függvényeket számsorozatok­
kal helyettesítettük. Ha arra gondolunk azonban, hogy az í 2 formalizmusban egy 
olyan egyszerű művelet, mint két lineáris transzformáció kompozíciója két végtelen 
mátrix összeszorzásának felel meg, akkor megérthetjük, hogy még az egyszerűbb 
tételek bizonyítása is jelentős technikai nehézségekkel járt, és gyakran nehéz volt 
kiigazodni a koordináták és indexek sűrűjében. Ebben a helyzetben Neumann volt 
az, aki felismerte, hogy létezik egy átláthatóbb absztrakt tárgyalásmód, amellyel a 
bizonyítások elegánsabbá válnak, és az új formalizmus segítségével új meghatározó 
eredmények kaphatók. A további absztrakció lényege, hogy a koordinátáktól úgy 
szabadulhatunk meg, hogy nem rögzítjük eleve a térnek egy ortonormált bázisát.
Neumann összegezte, hogy mik azok a meghatározó absztrakt tulajdonságok, 
amelyek az L2 valamint az í 2 teret jellemzik, és ezután ezekkel a tulajdonságokkal 
definiálta az absztrakt Hilbert-teret (lásd [10]). Módszerének lényege, hogy ezután 
már csak ezeket a definiáló tulajdonságokat használta, és így indította el a Hilbert- 
terek absztrakt elméletének fejlődését. Neumann a következő öt tulajdonsággal 
definiálta az absztrakt H Hilbert-teret ([10]):
A. H  komplex vektortér.
B. H -n adott egy skalárszorzat, azaz a € C és /,  g 6 H esetén (af ,g) = a(f,g),  
ifi + f 2 , g) = ifiig) + (f2 ,g), {f , g ) = (g, / )  és (/, /)  > 0 és egyenlőség akkor 
és csak akkor áll, ha /  =  0.
C. Az ll/ll =  y j (/, /)  által definiált normált tér szeparábilis.
D. H  nem véges dimenziós.
E. A fent adott normával H  teljes (azaz minden Cauchy sorozat konvergens).
Itt néhány megjegyzést illik tennünk: a ma is használatos absztrakt definíció 
annyiban tér el a fentiektől, hogy nem szokás eleve kizárni a véges dimenziós, illetve 
nem szeparábilis tereket (azaz nem szokás kikötni a C és D feltételeket). Gyakorlati 
szempontból azonban továbbra is a végtelen dimenziós szeparábilis Hilbert-terek 
a legfontosabbak. Az A pontban nem feltétlenül szükséges megkövetelni, hogy H  
komplex vektortér legyen, de az alkalmazások során a valós Hilbert-tereknek nem 
sok szerep jut.
Neumann ezután belátta ([10]), hogy az így definiált absztrakt Hilbert-tér 
izometrikusan izomorf az í 2 térrel, így a két formalizmus ekvivalens (de hamar 
fény derült arra, hogy az absztrakt megfogalmazás könnyebben kezelhető).
Az absztrakt definíciót látva természetesen merül fel a következő kérdés: ho­
gyan tudjuk eldönteni egy Banach-térről, hogy a norma skalárszorzatból származ- 
tatható-e (azaz, hogy valójában Hilbert-térről van-e szó)? Fréchet ([4]) bebizonyí­
totta, hogy ez a helyzet, ha a tér bármely 3 dimenziós altere izometrikusan izomorf
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egy Euklideszi térrel. Neumann és Jordan ([8]) azonban észrevették, hogy ennél 
több is állítható, és a következő elegáns karakterizációt adták:
1.1. tétel. E gy (X , || • ||) tér normája pontosan akkor származtatható skalárszor- 
zatból, ha teljesül a parallelogramma szabály:
ll/ +  5l|2 +  l l / - 5 l | 2 =  2 ( ||/ ||2 + N |S)
A tétel következménye, hogy a norma skalárszorzatból származtathatóságának 
szükséges és elegendő feltétele, hogy a tér minden 2 dimenziós altere Euklideszi 
legyen. Fontos megjegyezni, hogy ha a parallelogramma szabály teljesül, akkor az 
úgynevezett polarizációs azonossággal meg is kaphatjuk a skalárszorzatot:
( f , 9)  =  ^(Il/ +  0||2 -  1I/-SII2) ~  i \ \ f  + i g f  + i \ \ f  -  i g f .
2. Önadjungált operátorok
Neumann a Hilbert-tér absztrakt definíciója után a lineáris operátorok vizsgálatá­
hoz fordult ([10]). A folytonos lineáris operátorokat jellemzi a következő tétel:
2.1. tétel. E gy R  lineáris operátor pontosan akkor folytonos, ha
(i) \\Rf\\ <  <711/11 (minden f  €  H-ra), vagy ekvivalensen
(ii) (R f , g ) <  011/11 Ibii (m inden f , g £  H-ra).
Ennek a tételnek (és a Riesz-féle reprezentációs tétel egy egyszerű alkalmazásá­
nak) a következménye, hogy az egész H-n értelmezett korlátos szeszkvilineáris for­
mák és korlátos lineáris operátorok megfeleltethetők egymásnak. Azaz, egy R  korlá­
tos operátornak megfeleltethetjük a g) (Rf , g ) formát, és fordítva, egy adott
(j> korlátos formához találhatunk olyan R operátort, amelyre </>(/, g) (Rf , g)■ Fon­
tos megjegyezni, hogy (komplex Hilbert-tér esetén) egy <p(f, g) formát a polarizá­
ciós azonosság révén egyértelműen meghatározzák a 4>(f, / )  értékek. Ennek egyik 
következménye, hogy ha minden /-re (A f , / )  =  0, akkor A  = 0.
Mi a helyzet azonban a nemkorlátos lineáris operátorokkal? Neumann felis­
merte, hogy az alkalmazásokban felmerülő differenciál- és integráloperátorok pre­
cíz kezeléséhez a nemkorlátos operátorok absztrakt elméletének megalapozása ve­
zet. A matematikusokat foglalkoztató egyik fő probléma az volt, hogy a korlátos 
önadjungált operátorokra már bebizonyított spektráltételt milyen formában lehet 
nemkorlátos operátorokra megfogalmazni.
2.2. definíció. Egy (nem feltétlenül korlátos) A  lineáris operátort szimmetrikusnak 
hívunk, ha (A f , g ) = (f , A g ) teljesül minden f , g  G DomA-ra.
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Korlátos esetben ez éppen az önadjungáltságnak felel meg. Nemkorlátos eset­
ben azonban az már ismert volt ([1]), hogy ez a tulajdonság önmagában még kevés 
ahhoz, hogy a spektráltétel érvényben maradjon. Neumann számára világos volt, 
hogy a nemkorlátos operátorok vizsgálatához a linearitáson túl fel kell tenni még 
valamilyen (a folytonosságnál gyengébb) regularitási tulajdonságot, és a következő 
definíciókat vezette be ([10], [14]):
2.3. definíció. Egy A lineáris operátort zártnak nevezünk, ha a gráfja r(A) := 
{(x; Ax) : x G Dom A} zárt altér H  x //-ban.
Egy A lineáris operátort lezárhatónak hívunk, ha létezik olyan B  zárt operátor 
amelyre A c  B.
Egy sűrűn definiált A lineáris operátor A* adjungáltját a következőképp értel­
mezzük: Dom A* := {g £ H : létezik g* amelyre (Af ,g) = (f , g*)}, és A*g := g*.
Egy A szimmetrikus operátort maximálisnak hívunk, ha .4-nak nincs szimmet­
rikus (valódi) kiterjesztése. (Azaz nincs olyan szimmetrikus B operátor, amelyre 
A c  B, és A ^  B.)
Egy A lineáris operátort önadjungáltnak (Neumann eredeti terminológiájában 
hipermaximálisnak) nevezünk, ha A = A*.
Minden önadjungált operátor (maximális) szimmetrikus, azonban (a korlátos 
esettel ellentétben) léteznek olyan szimmetrikus operátorok, amelyek nem önad- 
jungáltak. Neumann bebizonyította, hogy az önadjungált operátorokat éppen az 
tünteti ki a szimmetrikusok között, hogy érvényben marad rájuk a spektrális fel­
bontási tétel ([10]).
Mielőtt rátérnénk a spektráltétel vizsgálatára, teszünk néhány egyszerű észre­
vételt. Nem nehéz belátni, hogy a fent definiált A* adjungált operátor mindig zárt 
([14]), előfordulhat azonban, hogy A* nem sűrűn definiált (sőt, lehet példát adni 
olyan A-ra, amelynél A* egyedül a 0 vektoron értelmezett). Ha azonban A zárt, ak­
kor A* sűrűn definiált, és A =  A** ([14]). Továbbá egy A operátor pontosan akkor 
lezárható, ha A* sűrűn definiált (és ekkor A** az A lezártja) ([14]).
Látható, hogy a szimmetrikus operátor definíciója azzal ekvivalens, hogy 
A C A* (de A* általában nem szimmetrikus!), így az előbbiekből következik, hogy 
egy szimmetrikus operátor mindig lezárható (és könnyű látni, hogy a lezártja is 
szimmetrikus), tehát egy maximális szimmetrikus operátor szükségképpen zárt. 
Speciálisan, ha A mindenütt értelmezve van és szimmetrikus, akkor a zárt gráf té­
telből adódóan azt kapjuk, hogy A szükségképpen korlátos (ezt már Hellinger és 
Toeplitz [6] korábban bebizonyították). Ez azt mutatja, hogy nincs remény arra, 
hogy egy nem korlátos szimmetrikus operátort a szimmetrikusság megtartásával 
az egész térre kiterjesszünk. Lássuk, milyen módon tudta Neumann a nemkorlá­
tos esetben mégis kihasználni a korlátos szimmetrikus operátorokra már ismert 
spektráltétel.
Neumann először az absztrakt Hilbert-tér ortogonális projekcióit jellemezte: 
egy mindenütt értelmezett korlátos E  operátor pontosan akkor egy zárt altérre 
való ortogonális projekció, ha E 2 =  E  és E = E *. Továbbá ortogonális projekciók
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összege, Ei + E2 + ■.. Ep, pontosan akkor lesz ortogonális projekció, ha minden 
EmE n =  ö(ra /  n).
Ezután Neumann definiálta további vizsgálatainak fő eszközét: tetszőleges R 
zárt, szimmetrikus operátor esetén a
operátort az R Cayley-transzformáltjának nevezzük [10]. Megmutatható, hogy V 
zárt, izometrikus operátor, amely a Dom V = Ran(/? +  i l)  alteret képezi a Ran V = 
Ran( Jí — i l)  altérre. A Dom V  illetve Ran V  alterek ortogonális kiegészítőjét defekt- 
altereknek, dimenziójukat (amely akár végtelen is lehet) defekt indexeknek nevezik. 
Neumann megmutatta ([10]), hogy V pontosan akkor maximális szimmetrikus, ha 
V valamelyik defekt indexe 0, és pontosan akkor önadjungált, ha V  mindkét defekt 
indexe 0, azaz, ha V  unitér. Fontos továbbá, hogy fí-et vissszanyerhetjük V-böl az
képlet segítségével. Neumann módszere tehát az volt, hogy kiindulva egy tetszőleges 
A önadjungált operátorból, annak V Cayley transzfer máit ja  unitér (így korlátos), 
és V  spektrálfelbontásából visszanyerhetjük A  sepktrálfelbontását. Precízen meg­
fogalmazva:
2.4. definíció. Ortogonális projekcióknak egy E{A), (A G R) családját az [a,b] 
intervallumra támaszkodó spektrálmértéknek nevezzük, ha
(i) E \  < Ep ha A < p
(ii) ha A > Ao és A —*• Ao, akkor minden /  e H-ra E(X) f  —» E(Ao)/
(iii) ha A —> a, akkor E(X) f  —* 0, illetve ha A —> b, akkor E(X)f  —> /  minden f  £ H-
2.5. té te l .  Egy unitér U operátorhoz egyértelműen létezik egy [0, l]-re támaszkodó 
E(X) spektrálmérték, amelyre
teljesül minden f,g £ H esetén.
Ezt a tételt Neumann úgy látta be ([10], Abhang II.), hogy módosította Ri- 
esz Frigyes egy a korlátos, szimmetrikus operátorok spektrálfelbontására irányuló 
bizonyítását. Ezután pedig kimondta a nemkorlátos önadjungált operátorokra vo­
natkozó spektráltételt [10]:
2.6. té te l.  Legyen F(A) egy (—00,+ 00)-re támaszkodó spektrálmérték. Ha az
V : -  {R -  i I)(R + i i y 1
r  = í {i  + v)(i - v y 1
ra.
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integrál valamely f  £ H-ra véges, akkor létezik egy olyan f* £ H, amelyre minden 
g £ H-ra
/ O O Xd(F(X)f,g)
-O O
teljesül. Az ilyen f-ekre legyen R f  := /*. Az így kapott R operátor önadjungált, 
és minden önadjungált operátor egyértelműen előállítható ilyen alakban.
Ez a tétel nemcsak matematikai szempontból alapvető fontosságú, hanem a 
kvantummechanika matematikai modelljének is egyik pillére.
Az önadjungált operátorok kitüntetett szerepét figyelembe véve felmerül a kér­
dés, hogy egy adott szimmetrikus operátor vajon mindig kiterjeszthető-e önadjun- 
gálttá, és ha igen, hogyan jellemezhetők ezek a kiterjesztések. Neumann ezeknél a 
kérdéseknél is a Cayley-transzformáltat hívta segítségül ([10]). Könnyű látni, hogy 
ha R i az R  kiterjesztése (ahol mindkét operátorról feltesszük, hogy szimmetrikus 
és zárt), akkor Rí Cayley-transzformáltja, V\, is kiterjesztése K-nek. Fordítva, V 
minden izometrikus Vj kiterjesztéséhez létezik i?-nek egy olyan R\ zárt, szimmet­
rikus kiterjesztése, amelynek Cayley-transzformáltja éppen Vj . Ezek szerint tehát 
i?-nek pontosan akkor létezik önadjungált kiterjesztése, ha C-nek létezik unitér ki- 
terjesztése, és világos, hogy ennek szükséges és elegendő feltétele, hogy a két defekt 
index megegyezzen egymással. Összefoglalva:
2.7. tétel. Az R zárt, szimmetrikus operátornak pontosan akkor létezik önad­
jungált kiterjesztése, ha defekt-indexei egyenlők, és az önadjungált kiterjesztések 
egy-egyértelműen megfeleltethetők a V Cayley-transzformált unitér kiterjesztései­
nek. R pontosan akkor önadjungált, ha mindkét defekt indexe 0. R pontosan akkor 
maximális szimmetrikus, ha legalább az egyik defekt indexe 0.
Az önadjungált kiterjesztések vizsgálatakor Neumann külön figyelmet szentelt 
egy könnyebben ellenőrizhető, és a gyakorlati alkalmazásokban igen fontos speciális 
esetnek:
2.8. definíció. Egy zárt, szimmetrikus R operátort alulról korlátosnak nevezünk, 
ha (R f , f ) > C | |/ | |2 minden ( /  £ Domfí) esetén. Speciálisan, R-et pozitívnak ne­
vezzük, ha (Rf,  f )  > 0.
Hasonlóan definiáljuk a felülről korlátosság fogalmát, és az alulról, illetve fe­
lülről korlátos szimmetrikus operátorokat összefoglalva félig korlátosnak nevezzük. 
Neumann megmutatta, hogy minden félig korlátos szimmetrikus R operátornak 
létezik (szintén félig korlátos) önadjungált kiterjesztése [10]. Azt azonban először 
Friedrichsnek sikerült megmutatnia [5], hogy olyan önadjungált kiterjesztés is lé­
tezik, amelynek korlátja megegyezik az eredeti R operátor korlátjával. (Neumann 
csak annyit mutatott meg, hogy a kiterjesztés korlátja tetszőlegesen megközelítheti 
R  korlátját.)
2.9. tétel. Legyen R olyan zárt, szimmetrikus operátor, amelyre (Rf , f )  > C | |/ | |2 
minden ( /  € Domf?) esetén. Ekkor létezik R-nek olyan S önadjungált kiterjesztése, 
amelyre (S f , f ) > C | |/ | |2 minden ( /  £ Dom S') esetén.
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Természetesen elég a C = l  esetet vizsgálni. Friedrichs bizonyítása azon ala­
pul, hogy a korlátos lineáris operátorok és szeszkvilineáris formák közötti egy- 
egyértelmű kapcsolatnak igen speciális esetben nemkorlátos operátorokra is van 
megfelelője. A részletek pontosítása nélkül említjük meg, hogy az R  operátorhoz 
tartozó (R f , g ) szeszkvilineáris forma lezárható, és a lezárt formához asszociált 
operátor önadjungált, és ez szolgáltatja a keresett Friedrichs-féle kiterjesztést (lásd 
pl. [3]). A félig korlátos szimmetrikus operátorok önadjungált kiterjesztéseinek el­
méletét később Krein [9] fejlesztette tovább, jellemezve egy pozitív szimmetrikus 
operátor összes pozitív önadjungált kiterjesztését.
3. Normális operátorok
Az önadjungált operátorokra bizonyított tételek után Neumann a normális ope­
rátorok vizsgálatát kezdte meg [11]. Korlátos esetben egy A  operátor normalitása 
egyszerűen definiálható az AA* — A* A  relációval. Nemkorlátos esetben azonban 
gondot okoz, hogy az operátorok nem mindenütt értelmezettek, így nem világos, 
hogy a fenti egyenletet hogyan értsük. Neumann ezért a következő kerülőutat vá­
lasztotta:
Két tetszőleges (nemkorlátos) lineáris operátor helyett tekintsük egy korlá­
tos A  és egy nem korlátos R  operátor felcserélhetőségének problémáját. Ebben az 
esetben legalább A  mindenütt értelmezett, így a felcserélhetőség egy természetes 
definíciója, hogy az A R f  = R A f  egyenlőséget követeljük meg minden /  G Dorn fi­
re. (Ekvivalensen: A R  C R A .) Ezután egy tetszőleges R  operátorhoz definiálhatjuk 
azon A  korlátos operátorok Ad1 (fi) halmazát, amelyekre mind A, mind A* fel- 
cserélhetők fi-rel. Továbblépve, Ad2 (fi) jelöli azon korlátos operátorok halmazát, 
amelyek adjungáltjukkái együtt az összes A/í1(ü)-beli operátorral felcserélhetők. 
Ezt az eljárást iterálva definiálhatjuk az Ad” (ü) G ff (ff) halmazokat.
Visszatérve arra az esetre, amikor maga R  is korlátos Neumann megvizsgálta, 
hogy milyen tulajdonságai vannak a fenti Ad” (fi) halmazoknak. A pontos jellemzés 
érdekében a korlátos operátorok B(H)  algebráján különböző operátor topológiákat 
vezetett be [11]:
3.1. definíció. Az A n C B ( H )  operátorsorozat tart A  G fi (ff)-hoz
(i) normában, ha ||An — A|| —> 0
(ii) erősen, ha A nf  —> A f  minden /  € ff-ra.
(iii) gyengén, ha (A nf , g) -> ( A f ,  g) minden / ,  g € ff-ra.
Neumann megmutatta, hogy R G B( H) esetén M n(R) gyengén zárt operá­
toralgebra, valamint Ad1 (fi) =  Ad3(fi) = . . .  és R G M 2(R) =  Ad4(fi) = . . .  . (A 
gyengén zárt -  vagy, ami ekvivalens, erősen zárt- operátoralgebrákat mai termino­
lógiában Neumann-algebráknak nevezzük, és kutatásuk továbbra is az operátorel­
mélet egyik alapvető ága (lásd [18])). Bebizonyította továbbá, hogy M 2(R) ponto­
san akkor kommutatív algebra, ha R  normális operátor. Ezek után nemkorlátos R  
esetén ezt a tulajdonságot használta a normalitás definiálására:
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3.2. definíció. Egy R lineáris operátort normálisnak nevezünk, ha
(i) Dom R  D Dom R* sűrű fí-ban, és
(ii) A42(f?) kommutatív.
Későbbi kutatásai során (lásd [15]) Neumann megmutatta, hogy az első feltétel 
elhagyható, mert következik a másodikból (sőt, ha feltesszük, hogy R  zárt, akkor 
Domií =  Dorn R* következik). Ennek bizonyítását arra az önmagában is jelentős 
eredményére alapozta, amely azt állítja, hogy tetszőleges T  zárt operátor esetén a 
T*T operátor pozitív, önadjungált [14]. Korlátos T  esetén ez triviális, az általános 
esetben azonban első ránézésre már az sem világos, hogy miért lenne T*T  sűrűn 
definiált. A T*T  operátor önadjungáltságának fontos következménye, hogy minden 
zárt operátornak létezik poláris felbontása [14], azaz olyan T = W B  előállítása, 
ahol B  ( = (T*T)1^ 2) pozitív, önadjungált, továbbá W  izometrikus transzformáció. 
(Bizonyos természetes megszorítások mellett ez a felbontás egyértelmű).
A nemkorlátos normális operátorok fenti úton való definiálása után Neumann 
megmutatta, hogy a spektrális felbontási tétel minden zárt, normális operátorra 
érvényben marad [11]:
3.3. téte l. Legyen R zárt, normális operátor. Ekkor egyértelműen létezik egy olyan 
A(z) komplex spektrálmérték, amelyre:
(i) R f  (és R*f )  pontosan akkor van értelmezve, ha f f  |z|2d(A(z), A(z)) véges, 
és ilyen f  esetén
(ii) (Rf ,g) = f f  zd(A{z)f ,g) és (R*f ,g) = f f zd (A( z ) f , g ) .  4
4. Függvénykalkulus, spektrálhalmazok
A spektráltétel önadjungált és normális operátorokra történő igazolása után termé­
szetes út nyílik operátorok függvényeinek definiálására. Neumann először korlátos 
önadjungált operátorokra tekintette az
(F(A)f ,g) = J  F(X)d(E(X)f,g)
formulát (lásd [12]), és megmutatta, hogy ha F(X)  az A  spektrumán korlátos, 
mérhető függvény, akkor az előbbi képlet egy F(A)  korlátos, normális operátort 
definiál. Megmutatta továbbá, hogy ha F  végigfut az összes, a spektrumon korlá­
tos és mérhető függvényen, akkor az F(A)  operátorok kiadják az Ad2(A)  algebrát, 
és az F  t—> F(A)  leképezés algebra homomorfizmus. (Megjegyezzük, hogy a funk­
cionálanalízis jelenleg legelterjedtebb felépítésében a lépések fordított sorrendben 
követik egymást: a Gelfand-transzformáció segítségével előbb definiálják a fenti 
algebra morfizmust, majd ebből vezetik le a spektrális felbontási tételt (lásd pl. 
[17]).) Neumann ezután a következőképp tért át a normális operátorok függvénye­
ire: megmutatta, hogy ha N  normális operátor, akkor létezik olyan A  önadjun­
gált operátor amelynek N  függvénye, azaz N  — F(A)  valamely F- re, és ezután a 
G(N)  := G(FIA))  definíciót alkalmazta [12],
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Igazolható továbbá, hogy az F(A) függvény tulajdonságai szoros kapcsolatban 
vannak az F(A) operátor tulajdonságaival: ha |F(A)| < K,  akkor ||F(A)|| < K,  ha 
F(A) valós értékű, akkor F(A)  önadjungált, ha F(A) értékei a komplex egységkörön 
vannak, akkor F(A) unitér.
Későbbi kutatásai során Neumann rátért tetszőleges korlátos operátorok függ­
vényeinek vizsgálatára (lásd [16]). Természetes módon értelmezhetők egy tetszőle­
ges korlátos A operátor p(Á)  = pnAn ------Vp\A +poI alakú polinomjai. Neumann
ezután rátért az olyan /(A) = p\\x) alakú racionális törtfüggvényekre, amelyek­
ben a nevező gyökei az A  operátor spektrumán kívül esnek. Megmutatta, hogy 
az f ( A)  =  pi(A)(p2(A)) definíció értelmes, és csak az /  függvénytől függ (a pi 
és p2 polinomok választásától nem). Az olyan /  függvényekre amelyek egy az A 
spektrumát tartalmazó nyílt halmazon holomorfak az f (A)  operátort racionális 
törtfüggvényekkel való approximációval definiálta. Az önadjungált (és normális) 
operátoroknál látott összefüggések nyomán természetesen adódik a kérdés, hogy az 
/(A) függvény tulajdonságaiból tudunk-e következtetni az f(A)  operátor tulajdon­
ságaira.
4.1. té te l. A zárt egységkörlemez minden kontrakció operátornak spektrálhalmaza, 
azaz:
Legyen A £ B(H) kontrakció (|| A|| < 1), és /(A) olyan holomorf függvény egy 
az egységkörlemezt tartalmazó nyílt tartományon, amelyre |/(A)| < 1 teljesül a zárt 
egységkörlemezen. Ekkor ||/(A )|| < 1, tehát f(A) is kontrakcó.
Neumann továbbá megmutatta, hogy a fenti tulajdonság jellemzi is a kontrak­
ciókat: ha egy korlátos A  operátornak az egységkörlemez spektrálhalmaza, akkor 
A kontrakció.
Neumann fenti eredményeinek sokszínűségét figyelembe véve láthatjuk, hogy 
annak ellenére, hogy őt elsősorban a fizikai alkalmazások motiválták, az elméleti 
matematikán belül is olyan alapvető, ma is fejlődő kutatási területeket nyitott 
meg, mint az operátoralgebrák elmélete, a szimmetrikus operátorok önadjungált 
kiterjesztéseinek vizsgálata, operátor-osztályok függvény kalkulusának vizsgálata és 
operátorok spektrálhalmazainak vizsgálata.
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M áté Matolcsi: John von Neum ann and the foundation o f the abstract 
theory of Hilbert spaces
In this historical survey we describe John von Neumann’s original approach to 
the foundation of the theory of abstract Hilbert spaces and the spectral theory of 
unbounded self-adjoint operators. The paper is dedicated to the John von Neumann 
centennial.
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TÖBBCÉLÚ, VALÓSZÍNŰSÉGGEL KORLÁTOZOTT 
SZTOCHASZTIKUS PROGRAMOZÁSI MODELL: 
A LINEÁRIS PROGRAMOZÁS DUALITÁS 
TÉTELÉNEK EGY ALKALMAZÁSA
PRÉKOPA ANDRÁS
A  do lg o za t elején ism e r te tjü k  N eum ann  Ján o s szerepét a  d u a litás  té te l m egfo­
g a lm azásáb an  és b izo n y ításáb an . E zt követően rá té rü n k  a  sz tochasz tikus program ozási 
e red m én y ü n k  ism ertetésére. M egfogalm azunk egy olyan, valószínűséggel korlátozott m o­
dellt, m e ly b en  a célfüggvény eg y  ta g ja  lineáris függvények m axim um a. A bban az eset­
ben, a m ik o r véges sok célfüggvény m ax im u m át vesszük és a  valószínűségi k o rlá to t je ­
lentő  fe lté te lb en  szereplő valószínűségi változó  véges tartóval rendelkezik, felírunk egy 
közelítő  lineáris program ozási fe lad a to t. M eg m u ta tju k , hogy h a  a  célfüggvények vek to ­
rai k ö ré b en  egyik sem d o m in á l egy m ásikat, akkor a  duális fe lad a t is ilyen típ u sú . A 
fo ly tonos eloszlású valószínűségi változó ese tére  h a tá rá tm en e tte l nyerünk prim ál-duál, 
tö b b  célfüggvényes, valószínűséggel k o rlá to zo tt fe lad a tp á rt, m id ő n  az eloszlásfüggvény 
szigo rúan  kvázikonkáv. S p ec iá lis  esetben  a  K om árom i-féle (1986) fe lad a tp á rt és d u a litá s  
té te lt  k a p ju k .
1. A lineáris programozás dualitás tételéről
A szakirodalom a lineáris programozás dualitás tételének első szabatos bizonyítá­
sát a Gale, Kuhn, Tucker (1951) szerzőhármasnak tulajdonítja. A tételnek azonban 
fontos előzményei vannak, melyekről Prékopa (1979) cikkemben említést teszek. Ér­
demes ezek körében különös figyelmet szentelni Neumann János egy nem publikált 
cikkében foglalt, tételszerűen kimondott állításnak, melyben a primál-duál feladat­
pár megfogalmazásán túl a dualitás tétel kimondására is sor kerül. A bizonyítás 
teljességét azonban a fent említett szerzőhármas vitatja.
Neumann már 1928-ban közölt egy olyan tételt, a mátrix játékok minimax té­
telét, melyben egy lineáris programozási primál-duál feladatpár felismerhető és bár 
Neumann más utat követett, a bizonyítás a dualitás tétel alapján egyszerűen elvé­
gezhető. A lineáris programozással közelebbi kapcsolatba azonban csak akkor ke­
rült, amikor őt 1947-ben Dantzig meglátogatta. Hosszasan elbeszélgettek és ennek 
eredményeképpen a princetoni Institute for Advanced Studyban 1949-ben közzé­
tett egy kéziratos dolgozatot (Neumann, 1949), melyben gondolatait összefoglalta.
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Felállította a lineáris programozási primál-duál kapcsolatot és adott egy bizonyí­
tást is a tételre, melyben a lineáris egyenlőtlenségek alaptételére hivatkozik. Nem 
említi azonban, hogy kinek a tételére gondol. Ebben az időben már Farkas Gyula 
(1901) eredményei közismertek voltak és a lineáris egyenlőtlenségek alaptételén 
általában a homogén esetre vonatkozó Farkas-tételt értették. Ha Neumann erre hi­
vatkozott, akkor a tétel általa adott bizonyításában valóban van egy logikai ugrás. 
Ha azonban Neumann ekkor Haar (1918, 1924) tételére gondolt, mely az inhomogén 
esetre vonatkozik, akkor a bizonyítás teljes. Haar dolgozatában nem ez a fő tétel, a 
Farkas-tétel inhomogén egyenlőtlenségekre vonatkozó változata könnyen bizonyít­
ható a homogén esetre vonatkozó tétel alapján. Lehetséges, hogy Neumann ismerte 
Haar dolgozatait, de az is elképzelhető, hogy az említett általánosítási lehetőséget 
észrevette és szükségtelennek tartotta a figyelmet erre külön felhívni. Hogy ponto­
san mi járt Neumann fejében, rejtve marad előttünk, ám a közismerten zseniális 
Neumannról nyugodtan feltételezhetjük, hogy az utóbbi esetről van szó. Ha ezt 
elfogadjuk, akkor Neumannt kell a dualitás tétel első felfedezőjének tekintenünk.
A primál-duál feladatpár legegyszerűbb változata a következő:
prím ái feladat: maxcTx
(1)
feltéve, hogy 
Ax < b
x > 0,
duális feladat: min bT y
(2)
feltéve, hogy 
ATy > c
y>  o.
A dualitás tétel a következő módon fogalmazható meg:
1. tétel. Ha az (1), (2) feladatpár valamelyikének van megengedett megoldása 
és véges optimuma, akkor a másik is rendelkezik ezekkel a tulajdonságokkal és az 
optimum értékek egyenlők.
Ha vannak egyenlőséges feltételek és előjellel nem korlátozott változók, akkor 
is megfogalmazható primál-duál feladatpár. Az egyenlőséges feltételeket egyenlőt­
lenség párokkal helyettesítjük, az előjellel nem korlátozott változókat nemnega- 
tív változók különbségeként állítjuk elő és eljutunk egy általánosabb primál-duál 
kapcsolathoz, illetve dualitás tételhez. Teljesség kedvéért felírjuk az általánosabb 
primál-duál feladatpárt is (feltesszük, hogy az egyenlőtlenséges feltételek, illetve a 
nemnegativitással korlátozott változók kerülnek előre):
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max{c^ Xi + C2 } 
feltéve, hogy 
.A11X1 + ^ 12X2 < bi 
A21X1 + A22X2 — 62 
Xi > 0,
m in if y !  +  632/2} 
feltéve, hogy
A iiVi + A íiy2 > Cl
A L vi + A22 2/2 = c2 
2/1 >  0 .
A (3), (4) feladatpárra az 1. tétel változatlan formában érvényes.
A (3), (4) feladatpárt szemlélve észrevesszük, hogy minden prímái (duál) relá­
cióhoz hozzárendelhető egy duál (prímái) változó és vice versa. E megfeleltetésben 
egyenlőtlenséges feltételnek nemnegativitással korlátozott változó felel meg, egyen- 
lőséges feltételnek pedig olyan változó, melyet nem korlátozunk előjellel. Ennek 
ismerete megkönnyíti adott LP duálisának a felírását.
prím ái feladat:
(3)
duális feladat:
(4)
2. Valószínűséggel korlátozott sztochasztikus programozási feladat 
diszkrét valószínűségi változókkal
A sztochasztikus programozási feladatok megfogalmazása leggyakrabban oly mó­
don történik, hogy kiindulunk egy ún. determinisztikus alapfeladatból, mellyel kap­
csolatban azután megállapítjuk, hogy bizonyos paraméterei nem állandók, hanem 
valószínűségi változók. Az ily módon értelmét vesztett feladatra támaszkodva, va­
lamilyen döntési elv felhasználásával, új feladatot fogalmazunk meg és ezt nevezzük 
sztochasztikus programozási feladatnak, vagy modellnek.
A sztochasztikus programozási feladatok körében a valószínűséggel korláto­
zott feladat típus az egyik legelterjedtebb. Tekintsük az alábbi determinisztikus 
alapfeladatot:
(5)
min cTx  
feltéve, hogy 
Ax > b 
Tx > £ 
x > 0,
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ahol A m  x n-e s, T r y  n-es mátrix, x, c, b, £ megfelelő méretű vektorok, £ valószí­
nűségi vektorváltozó, x  döntési változó.
Az (5) feladat alapján megfogalmazzuk az alábbi, valószínűséggel korlátozott 
sztochasztikus programozási feladatot:
min cT x 
feltéve, hogy
(6) Ax > b
P(Tx>  £) > p 
x>0 ,
ahol p (0 < p < 1) rögzített, a gyakorlatban 1-hez közeli valószínűség.
Tegyük fel, hogy a £ = (£ i,. . .  , £r)T véletlen vektornak véges sok lehetséges 
értéke van, jelölje S  ezek halmazát. Ebben az esetben megfogalmazunk egy a 
(6) feladattal ekvivalens feladatot, mely az ún. diszjunktív programozási feladatok 
körébe esik. A fentiekhez szükségünk van az ún. p-cfficiens pont fogalmára (lásd 
Prékopa, 1990). Jelölje F  a £ valószínűségi vektorváltozó eloszlásfüggvényét: F(z) = 
P(£ < z ) , z &  Rr.
1. definíció. Az s 6 S  pontot a £ valószínűségi vektorváltozó eloszlása p-efBciens 
pontjának nevezzük, ha F(s) > p és nincs olyan y 6 S, y < s, y ^  s, melyre F(s) > 
P-
Jelölje {si , . . . , sjv} a p-efliciens pontok halmazát. Ezek segítségével a (6) 
feladat az alábbi alakban írható fel:
(7)
min cTx
feltéve, hogy 
Ax > b
N
T x e  ( J (Si + Rr+)
i=1
x > 0.
A (7) feladat a diszjunktív programozási feladatok körébe esik, ezek nume­
rikus megoldása általában igen nehéz, a feladat nem-konvex jellege miatt. Szokás 
a feladatot 0 —1 értékű változók segítségével is felírni. Ezáltal a megoldás nem 
könnyebb, ám lehetőség nyílik meglévő programcsomagok alkalmazására. Másik le­
hetőség a feladatnak egy konvexifikációja, vagyis egy közelítő, konvex feladattal 
való helyettesítése. Az általunk erre a célra választott feladat a következő (lásd
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Prékopa, Vízvári, Badics, 1998):
min cTx 
feltéve, hogy 
Ax > b
N
( 8 ) T x  — AíSí > 0
i=1 N
E ^ =1
X > 0, A > 0.
A (8) feladat duálisa a következő:
max{u + bTu}
(9)
feltéve, hogy
v — s f z <  0, * =  1, . . . ,JV
A Tu + T Tz < c 
u > 0, z>  0.
A (9) feladatban a döntési változók u, z és az előjellel nem korlátozott v. Ez utóbbi 
feldattal ekvivalens az alábbi többcélfüggvényes feladat:
melyben a v változó nem szerepel.
A (7) feladat valószínűségi korlátjában szereplő s i , . . . , sn  p-efficiens pontok 
a (10) feladatban több célfüggvényt eredményeznek. A (10) feladatban azonban 
valószínűségi korlát nincsen.
Ha a (10) feladatból indulunk ki, akkor viszont a dualizálás révén eljutha­
tunk a  (8) alakú feladathoz, ekkor azonban az {.Sx,. . . ,  s^ }  vektorhalmaz egy olyan 
tulajdonságára van szükség, mely automatikusan adódik, ha ennek elemei £ elosz­
lásának p-efficiens pontjai. Ez abban áll, hogy e vektorok között nincs olyan pár, 
melyben az egyik dominálja a másikat, vagyis .s* ^  Sj, ha i ^  j. A félig rendezett 
halmazok terminológiájával élve, az {«i,. . . ,  syv} halmaz egy ellenlánc.
Mielőtt tovább mennénk, megemlítünk egy tételt.
2. t é te l  (Prékopa, Vízvári, Badics, 1998). Tegyük fel, hogy {si , . . . , sjv} egy 
ellenlánc az r-dimenziós tér félig rendezett halmazában. Ekkor minden 0 < p < 1 
esetén létezik olyan valószínűségeloszlás, melynek s í , . . .  , s ^  a p-cfficicns pontjai.
max < mm sL 1 <i<N
feltéve, hogy 
A Tu + T t z  < c
u > 0, z>  0
{
( 10)
40
A tétel bizonyítása egyszerű. Az N  = 1 eset triviális. H a A > 2 é s e  =  (l — 
p)/(N — 1) <p,  akkor az s i , . . . , sjv pontokhoz felveszünk még egy d pontot oly 
módon, hogy d < Sí , d ^  st, i = 1, . . . ,  N,  majd ri-hez hozzárendeljük a p — £, az 
s í , . . . ,  sn  pontok mindegyikéhez pedig az e valószínűséget. Ha viszont p < (1 /N),  
akkor olyan d pontot veszünk fel, melyre d> Sí , d ^  st , i =  1, . . . ,  N,  majd d-hez 
hozzárendeljük az 1 — Np,  az Sí, . . . ,  Sjv pontok mindegyikéhez pedig a p valószí­
nűséget.
A bizonyításból látható, hogy N  +  1 pont mindig elegendő a kívánt valószínű­
ségeloszlás konstrukciójához.
A 2. tétel birtokában induljunk most ki a (10) feladatból, mellyel kapcsolatban 
feltesszük, hogy az si , . . . , sjv vektorok ellenláncot alkotnak. A (10) feladat ekvi­
valens a (9) feladattal, annak duálisa pedig a (8) feladat. A 2. tétel szerint létezik 
olyan P  valószínűségeloszlás, melynek p-efficiens pontjai az S\ , . . . , Sn  vektorok. 
A (8) feladat közelítése a P valószínűségeloszlással felírt (6), (7) feladatnak.
A fentiek szerint nem az eredeti, valószínűséggel korlátozott feladat, hanem 
annak közelítése hozható a lineáris programozás értelmében vett duális kapcsolatba 
egy többcélfüggvényes feladattal.
3. Az általános, többcélú, valószínűséggel korlátozott modell
Az előző szakaszban alkalmazott jelöléseink a diszkrét valószínűségi változós, va­
lószínűséggel korlátozott modell hagyományos jelöléseihez igazodtak. Ebben a sza­
kaszban azonban eltérünk ettől, és inkább a kétlépcsős modell jelöléseit alkalmaz­
zuk, noha modellünk statikus, vagyis egylépcsős modellként is értelmezhető. Te­
kintsük az alábbi feladatot:
Az eddigiekhez képest új az, hogy a feladatban egyidejűleg szerepel több célfügg­
vény és valószínűségi korlát, továbbá szerepelnek még a B, W  mátrixok és a q, y 
vektorok. A döntési változók x és y. Az A, T  mátrixok és az x , £, b vektorok mé­
reteinek a korábban bevezetett jelölését megtartjuk, y komponenseinek a számát 
jelölje l. Ezzel a B, W  mátrixok és a q vektor mérete is már adott.
min < max
1 1 < i < M
feltéve, hogy 
Ax  + B y> b 
P(Tx + W y > £ ) > p a  
x > 0, y > 0.
{
( 11)
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Feltesszük, hogy £ diszkrét valószínűségi változó, po-efficiens pontjai az st , 
i =  1 , . . .  , N  vektorok. Ekkor a (11) feladattal ekvivalens az alábbi:
( 12)
mini ma.x cJx + qTy \
L 1 < i < M  )
feltéve, hogy 
Ax+ B y >  b
N
Tx + W y e  U ( s4 +  ä ; )
Í= 1
x  > 0, y > 0.
Ennek közelítése a következő:
(13)
min < max e j  x + qTy
1 1 < i < M  1
feltéve, hogy
Ax+ By  > b
N
Tx + Wy  — ^isi — 0
1= 1 
N
í > =1
t=i
a; > 0, y > 0, A > 0.
Az előjellel nem korlátozott í változó bevezetésével a (13) feladatot felírjuk a vele 
ekvivalens újabb alakban:
min{t 4- qTy} 
feltéve, hogy
t — c j x  > 0, i =
(14) A x  + By > b
N
T x  + W y — ^ ísí — 0
Í= 1
x > 0, y > 0, A > 0.
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A (14) feladat duálisaként a következő feladatot kapjuk:
max{u + bT u)
feltéve, hogy
v — s f z  < 0 , i = í , . . . , N 
B t u + W t z <q
(15) MATu + T Tz — E
i= 1 
M
= 1
u > 0, z > 0, n > 0 .
A Ci, i = 1, .. . ,  M  vektorokról feltehetjük, hogy ha i ^  j , akkor c, ^  Cj. Ha ugyanis 
valamely i ^  j  számpár esetén ct < Cj. akkor a feladat célfüggvényéből a c f x  függ­
vényt elhagyva, az optimális megoldások halmaza és az optimum érték nem válto­
Alkalmazzuk a 2. tételt a (15) feladatból vett c \ . . , C m  vektorok — Ci,. . . ,  — c m  
negatívjaira, melyek szintén ellenláncot alkotnak. Ezekhez hozzáveszünk még egy 
alkalmas további d vektort, és az így kapott M  +  1 vektort egy r/ valószínűségi 
változó lehetséges értékeinek tekintjük. A 2. tétel bizonyítása szerint tetszőleges 
0 < pi < 1 esetén létezik olyan d és a {—c\ , . . . ,  —cm, d} halmazon értelmezett P 
valószínűségeloszlás, melynek pi-efficiens pontjai a { — C i , . . . ,  —c m }  halmaz elemei. 
Ezt felhasználva, a (15) feladat átírható az alábbi ekvivalens alakba:
A (11) többcélú, valószínűséggel korlátozott sztochasztikus programozási mo­
dell konvexifikáltjának duálisa tehát felírható hasonló típusú feladat formájában.
Ha az A, B , W  mátrixok és a b, q vektorok 0-val egyenlők, akkor a (11), (16) 
feladatpár az alábbira redukálódik:
zik.
(16)
feltéve, hogy
W Tz + BTu< q 
P(—T Tz -  ATu >r j )>pi  
z > 0, u > 0.
mm
(17) feltéve, hogy 
P{Tx>£)  >p0 
x > 0
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max ( min s j  z )
\ l < i < N  )
(18) feltéve, hogy
P i { - T T z>ri)  > pi 
z>0 .
A (17), (18) feladatok konvexifikált változatai egymás duálisai a lineáris progra­
mozási duális megfeleltetés értelmében. Ezek Komáromi (1986) feladatainak diszk­
rét változatai.
A konvexifikált feladatokra természetszerűleg érvényes a dualitás tétel, és az 
is, hogy a két feladat közül akármelyiknek a szimplex módszerrel történő megoldása 
a másik feladat megoldását is szolgáltatja.
4. A  folytonos eset
Folytonos eseten azt értjük, hogy a (11), (16) feladatokban £ és p folytonos eloszlású 
valószínűségi változók. Erre az esetre bizonyítunk be egy dualitás tételt, a (14), (15) 
feladatokra támaszkodva. Ezekhez a £ és p valószínűségi változók diszkretizálása 
révén jutunk. A (14), (15) közelítő feladatokra a lineáris programozás dualitás 
tételét alkalmazzuk, az eredeti, (11), (16) feladatokra vonatkozó nemlineáris prog­
ramozási dualitás tételt pedig határátmenettel nyerjük.
Feltesszük, hogy a £ £ R k, p € Rn valószínűségi vektorváltozók eloszlásfüggvé­
nyei kvázikonkávak és adott, kompakt, konvex halmazokon szigorúan kvázikonkávak 
is. Ez utóbbin az értjük, hogy a kvázikonkávitási egyenlőtlenség szigorú értelemben 
teljesül minden pozitív hosszúságú szakasz esetén.
Ha a valószínűségi vektorváltozók sűrűségfüggvényei szigorúan logkonkávak 
adott konvex halmazokon, akkor Prékopa (1973) egy tétele szerint ez az eloszlás- 
függvényekre is érvényes ugyanott. Ebből viszont következik az eloszlásfüggvények 
szigorú kvázikonkávitása ezeken a halmazokon.
Egyszerűség kedvéért feltesszük, hogy mindkét eloszlásfüggvény az egész téren 
szigorúan kvázikonkáv. Később megszabadulunk ettől a megszorítástól és e tulaj­
donságot kompakt, konvex halmazokon kívánjuk csak meg.
Jelöljék F, G, rendre a £, p valószínűségi változók eloszlásfüggvényeit.
Feltételünkből következik, hogy minden 0 < po, pi < 1 esetén
S  = {w | F(w) > po}
C  = {w | G(w) > pi}
kompakt, konvex halmazok és határpontjaik az
S  = {w | F(w) = po}
C  = {w | G(w) = p i}
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halmazok. Az is igaz, hogy S, C szigorúan konvex felületek, melyek függvény alak­
ban is leírhatók oly módon, hogy a változók közül bármelyiket a többiek függvé­
nyeként előállítjuk.
A (11) feladat ekvivalens az alábbi, végtelen sok alternatív feltételt tartalmazó 
diszjunktív programozási feladattal:
min < max cTx + qTy >
 ^ c€C >
feltéve, hogy
(19) Ax+ B y> b
T x + W y G  \ J{ s  + Rr+) 
ses
x > 0, y > 0.
( 20)
Ugyanígy, a (16) feladattal ekvivalens az alábbi, hasonló típusú feladat:
max min sTz + bTu > 
f ses >
feltéve, hogy
W Tz+ B t u < q
- T t z - A t u £  | J ( - c +  .R^)
cec
z > 0, u > 0.
A (19), (20) feladatok félig végtelen (semi infinite) diszjunktív programozási 
feladatok: véges dimenziós döntési változók szerepelnek bennük, az alternatív fel­
tételek száma azonban végtelen, kontinuum számosságú.
Válasszunk egy az S = {w | F(w) = po } halmazban mindenütt sűrű Si, S2 , ■ ■ ■ 
sorozatot és egy a C{u> | G(w) = p i} halmazban mindenütt sűrű —Ci, —C2, ... so­
rozatot.
Vezessük be a következő jelöléseket:
N
Sn = [J{m  € RT | w > sí}
Í= 1 
M
CM = 6 Än I tu > -c,}
t=i
S n  =  { s í ,  • • •, Sív} 
C m  =  { —c i , . . . ,  — c m }-
Nyilvánvaló, hogy SN C SN+1, CM C CM+1 , Sn C Sn+ i , CM C CM+1 -
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Ha a (19), (20) feladatokban az S, C halmazok helyett az Sn , Cm halmazokra 
szorítkozunk, akkor azok a 3. szakasz (11), (16) feladataira redukálódnak. Könnyen 
belátható, hogy fennállnak az alábbi relációk:
c1( ä Sk) “ s
cl (  lim CM) = C,
\  M —>oo /
ahol cl (•) a zárójelben álló halmaz lezártját jelenti. Ebből viszont következik, hogy 
hasonló határérték reláció érvényes a (19), (20) feladatok megengedett megoldás­
halmazaival kapcsolatban is. Az, S n , Cm  halmazokkal vett megengedett megoldás­
halmazok határértékeinek lezártjai (N  —> oo, M  —► oo) rendre egyenlők a (19), (20) 
feladatok megengedett megoldáshalmazaival.
Mielőtt tovább mennénk, megemlítjük, hogy az Sjy, Cm halmazok diszkrét 
konvex halmazok. Egy véges elemű D  halmazt diszkrét konvex halmaznak neve­
zünk, ha minden h £ D  esetén h £ riconv (D\{/i}).
Ebből következik, hogy ha a (19), (20) feladatokban S, C helyett 5jv-et, Cm -vt 
írunk, akkor a célfüggvények első tagjait a  ^max^ ejx,  alakba írhatjuk.
A véges N, M esetére vonatkozó feladatpár tehát az alábbi:
( 21)
illetve ennek duálisa,
( 22)
mini  max  cfx  + qTy \
L 1 < i < M  )
feltéve, hogy 
Ax+ B  y >  b
N
Tx+ W y £  IJ ts i + f?;)
t=i
x  > 0, y > 0,
min s j  z + bTu
1 < i < N
feltéve, hogy 
W Tz+ B t u < q
M
—T t z —A t u e (J(-Ci + f?” )
1=1
z  > 0, u > 0,
Könnyen belátható, hogy a véges N, M  esetére vonatkozó optimum értékek 
az említett feltételek esetén konvergálnak a folytonos esetre vonatkozó optimum 
értékekhez.
A fenti gondolatmenet érvényben marad akkor is, ha az eloszlások tartói nem 
terjednek ki az egész térre, hanem csupán azt kívánjuk meg, hogy azok kompakt,
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konvex halmazok. Ez esetben az S/v, Cm , *Stv> Cm halmazokat e tartókra megszo­
rítva kell értelmezni.
Az említett halmazsorozatok határértékeinek a lezártjai és az említett célfügg­
vény sorozatok határértékei függetlenek az {s^}, {—Cj} sorozatok megválasztásától.
Érvényes az alábbi
3. té te l. Tegyük fel, hogy a (19), (20) feladatokban szereplő £, rj valószínűségi 
vektorváltozók tartói kompakt, konvex halmazok és ezeken eloszlásfüggvényeik szi­
gorúan kvázikonkávak (ez teljesül, ha sűrűségfüggvényeik szigorúan logkonkávak). 
Ekkor, ha a két feladat közül valamelyiknek van megengedett megoldása és véges 
optimuma, akkor ez a másik feladatra is érvényes és az optimum értékek egyenlők.
B izon yítás. Az Sn , Cjv halmazok segítségével felírjuk a (21), (22) feladatokat. Azt 
kell belátnunk, hogy ha a (19), (20) feladatok közül valamelyiknek van megengedett 
megoldása, akkor a másiknak is van. Ekkor ugyanis a megengedett megoldások hal­
mazainak monoton konvergenciájából és a lineáris programozás dualitás tételéből 
az állítás következik.
Tegyük fel, hogy a (19) feladatnak van megengedett megoldása és véges opti­
muma: legyen xo, Uo megengedett megoldás. Ha a valószínűségi korlát egyenlőséggel 
teljesül, akkor az sí =  T xo + Wyo választás mellett minden N  esetére a közelítő 
feladatnak van megengedett megoldása. Minthogy a megengedett megoldások hal­
mazai N -ben növekvő sorozatot alkotnak és a (19) feladatnak van véges optimuma, 
minden közelítő feladatnak is van véges optimuma. A lineáris programozás dualitás 
tételének értelmében ugyanez érvényes a duális közelítő feladatokra is. Ez viszont 
maga után vonja azt, hogy a (20) feladatnak is van megengedett megoldása, ilyen 
pl. a most nyert duális közelítő feladat tetszőleges megengedett megoldása. A du­
ális közelítő feladatok optimum értékeinek felső korlátja a (19) feladat optimum 
értéke, ezért ennek a sorozatnak van határértéke. Erről már beláttuk, hogy egyenlő 
a (20) feladat optimum értékével. Miután az optimum értékek a közelítő feladatok 
esetén egyenlők, ugyanez érvényes a (19), (20) feladatok optimum értékeire.
Ha a valószínűségi korlát határozott egyenlőtlenséggel teljesül, akkor elég nagy 
N  esetén minden közelítő feladatnak van megengedett megoldása és a gondolatme­
net ugyanúgy folytatható, mint az előbb.
Ugyanez a bizonyítás alkalmas arra az esetre is, amikor a (20) feladatból 
indulunk ki. ■
Komáromi (1986) dualitás tétele a 3. tétel speciális esete, midőn az A, B, W 
mátrixok és a b, q vektorok 0-val egyenlők.
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5. Algoritmikus m egoldás, alkalmazás
A (14), (15) feladatok numerikus megoldására hatékony módszer a Prékopa, Víz­
vári, Badics (1998) cikkben közölt metsző sík módszer. Ez tovább finomítható a 
t ,  v  változókat tartalmazó feltételek speciális szerkezetének a figyelembe vételével. 
További hatékony megoldási módszert ajánl a Dentcheva, Prékopa, Ruszczynski 
(2000) cikk. Az utóbbi előnye az, hogy nem igényli a p-efficiens pontok előzetes 
leszámlálását, azokat az algoritmus végrehajtása során generálja.
A folytonos eset feladatára vonatkozólag arra az esetre is adódik fontos kö­
vetkezmény, amikor csak egy célfüggvényünk van. Ha ugyanis a £ valószínűségi 
vektorváltozó számára szimulációval generálunk elég sok lehetséges értéket, akkor 
a nyert diszkrét valószínűségi változójú feladatot, vagy ha kedvezőbb, annak duá­
lisát megoldhatjuk az említett módszerekkel.
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A ndrás Prékopa: M u lti-ob jective , probabilistic con stra in ed  stoch astic  
program m ing model: an app lication  o f  th e  duality th eorem  o f linear  
program m ing
First we summarize John von Neumann’s role in the formulation and proof of the 
duality theorem of linear programming. Then we present a new probabilistic con­
strained stochastic programming model, where one term in the objective function 
is the maximum of linear functions. For the case, where the maximum of a finite 
number of linear functions is taken and the support of the random vector in the sto­
chastic constraint is finite, we write up an approximate LP. If the linear functions 
in the multi-objective term do not dominate each other, then the dual problem is 
of the same type. Primal-dual problems and duality theorem are obtained for the 
case of a continuous distribution too, by the application of a limiting procedure, 
under the assumption that the c.d.f. is strictly quasi-concave. As a special case we 
recover Komáromi’s duality theory.
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TÁRSULATI ÉLET -  2002
S ze le  T ibor-em lékérem
A Szele Tibor-emlékérem Bizottság döntése értelmében a 2002. évi érmet Frank  
A n d rá s egyetemi tanár, az ELTE operációkutatási tanszéke vezetője kapta.
Indoklás: Frank András 1972-ben végzett az ELTE-n. 1976-ban szerzett egye­
temi doktori, 1980-ban kandidátusi- 1990-ben tudományok doktora fokozatot. Több 
mint 70 tudományos dolgozatot írt. Munkájának nemzetközi elismertsége is széles­
körű, azokra igen sok hivatkozás van. Vendégprofesszor volt Waterloo-ban, és több 
évig volt Bonnban, mint kiemelt „John von Neumann” vendégprofesszor. Számos 
konferencia meghívott előadója, melyek közül kiemelendő a Nemzetközi Matema­
tikai Kongresszus (Berlin, 1998.)
Több eredményét tekinti alapvetőnek a nemzetközi közvélemény. Elsők között 
vezette be azt a módszert, hogy egy gráfelméleti problémában a lineáris célfügg­
vényt, illetve lineáris feltételeket alkalmasan szubmodulárisokkal helyettesítette. 
Modelljeire min-max tételeket bizonyított, hatékony optimalizálási algoritmusokat 
dolgozott ki, és a módszert sikerrel alkalmazta fontos problémák megoldására. Alap­
vető Frank Andrásnak és Tardos Évának az a közös eredménye, mely szerint minden 
polinomiális időben megoldható kombinatorikus optimalizálási feladat (0-1 válto- 
zós lineáris programozási feladat) erősen polinomiális időben is megoldható. Az 
utóbbi években Frank András és tanítványai kidolgozták a gráfok összefüggőség­
növelésének elméletét. Ezek a hálózatelméleti szempontból is fontos eredmények 
nehéz eszközöket igényelnek.
Az egyik legsikeresebb hazai iskolaalkotó matematikus. Formális és informális 
szemináriumain igen sok diák tanulta meg a kombinatorika és kombinatorikus 
optimalizálás alapjait, és kapott olyan kutatási feladatot, mely pályáját hosszú 
évekre meghatározta. Az évek során egy valódi, együttdolgozó kutatókból álló, 
nyüzsgő iskola alakult ki körülötte, tanítványait bevezeti az igényes alkalmazott 
matematikai munkába is.
Legsikeresebb tanítványa Tardos Éva, aki Fulkerson-díjat kapott a Frank And­
rás irányításával végzett munkájáért, és a Nemzetközi Matematikai Kongresszuson 
Kyotoban 1990-ben meghívott előadó volt. Sebő András és Győri Ervin nemzetközi­
leg kiemelkedő kutatók, akik a Frank vezette informális szemináriumokon indultak 
el. Mindkettőjük kandidátusi disszertációja Frank András problémáinak megoldá­
sából indult ki. A fiatalabb generációból Jordán Tibor és Szigeti Zoltán Frank
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Andrásnál írták a PhD-jüket a fent említett összefüggőség-növelés témából, és ab­
ból kinövő kérdésekből. Azóta is mindketten igen sikeresen folytatják kutatásaikat 
ezekben a témákban; mindketten több évet voltak külföldön, és nemzetközileg el­
ismert kutatók. A Frank által irányított doktoranduszok (Fleiner Balázs, Újvári 
Miklós, Jüttner Alpár, Bajba Tamás, Király Tamás, Szegő László, Fülöp Otília) 
mindegyike eredményesen indul a pályáján. Témaválasztásuk sokszínűsége és sike­
ressége Frank széles áttekintését tükrözi a kombinatorikus optimalizálás egészéről. 
Megemlítendő még Benczúr András és Fleiner Tamás, akik a szakdolgozatukat ír­
ták Franknál, majd külföldön PhD-ztek jelentős részben olyan témában dolgozva, 
amit még a szakdolgozatukban Frank javaslatára kezdtek.
Beke M anó-emlékdíj
A Beke Manó-emlékdíj Bizottság a Beke Manó-díj első fokozatát ítélte oda Fried 
Ervinnének.
Indoklás: Fried Ervinné odaadó és eredményes munkájával a magyar mate­
matikusok és matematikatanárok megbecsülését vívta ki. Hozzájárult ahhoz, hogy 
a matematika művelése sok-sok középiskolai diák, egyetemista, matematikát művelő 
tanár és nem tanár, esetleg a matematikai feladatokat csak kedvtelésből megoldó 
ember számára magas szinten hozzáférhető legyen. Salgótarjánban, a budapesti Ka­
nizsai Dorottya Gimnáziumban és a József Attila Gimnáziumban tanított. 1974-től 
a Középiskolai Matematikai és Fizikai Lapok felelős szerkesztője lett. Nyugdíjba 
vonulása után is tagja maradt a szerkesztőbizottságnak, 1993 óta tagja a Lapot 
felügyelő kuratóriumnak. A szakközépiskolások motiválására 1984-ben bevezette a 
C-jelű, a hozzájuk közelebb álló feladatok rovatát, amelyik mára talán a folyói­
rat legnépszerűbb rovatává vált. Szerkesztője volt a Lap 1993. évi centenáriumi 
számának, az 1994. évi angol nyelvű számnak, válogatója és társszerkesztője az 
1998-ban megjelent angol nyelvű könyv anyagának. Több éven keresztül tagja volt 
az Oktatási Bizottságnak. (Fried Ervinné, sajnos nem vette át a díjat.)
A Beke Manó-díj 2. fokozatában részesülnek: K ubatov A ntal, Lénárt Is t­
ván, N áfrádi Ferenc, Szakaiiné H araszti Éva, Szom m er Imréné, Veres 
Pál, Vígh M ária.
Indoklás: Kubatov Antal a Kaposvári Táncsics Mihály Gimnázium tanára. 
A munkáját közelről ismerők szavait idézve „a magyar matematikaoktatásnak, a 
matematikai tehetséggondozásnak meghatározó egyénisége”. Tanítványai rendsze­
resen szerepelnek a különböző országos versenyek díjazottjai között. Tudását, pe­
dagógiai tapasztalatait szívesen osztja meg fiatalabb tanártársaival. Iskolájában 
hozzáértéssel irányítja a speciális matematikai osztályok tanítását. Matematika tá­
borokban, konferenciákon előadásokat, feladatmegoldó szemináriumokat vállal és 
tart nagy sikerrel. Aktívan vesz részt a Bolyai Társulat munkájában, a Somogy 
megyei Tagozat titkára, az Oktatási bizottság tagja. Kubatov Antal volt a Nem­
zetközi Magyar Matematikaverseny kaposvári rendezője.
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Szommer Imréné tanító, 1971 óta a Szekszárdi Babits Mihály Általános Is­
kola hűséges dolgozója. Sokoldalúan képzett, magát folyamatosan képző pedagó­
gus. Nagy gondot fordít tanítványainak matematikai nevelésére mind a tanítási 
órákon, mind azokon kívül is. Iskolájában évek óta szakkört vezet. Kiemelkedő te­
hetséggondozó munkáját igazolja növendékeinek különféle matematikai versenyeken 
tanúsított kitűnő szereplése. A megyei szintű pedagógiai munkába is bekapcsoló­
dott.
Lénárt István 1969 óta foglalkozik matematikai és matematika-didaktikai ku­
tatással. 1982 óta oktatási kísérleteket vezet a gömbi geometria minél korábbi ta­
níthatóságát kutatva. Ebből fejlődött ki az a tananyag, amely az ELTE Termé­
szettudományi és Tanítóképző karain már az oktatás része lett, a hallgatók nagy 
élvezettel követik előadásait, szemináriumait. A sík és gömb összehasonlító geomet­
riája témakörben nem csak Magyarországon, hanem Európa számos országában és 
Amerikában nagysikerű előadásokat tart. Széles látóköre, hallgatósághoz való al­
kalmazkodásának képessége teszi lehetővé, hogy a legfiatalabb korosztálytól kezdve 
a matematika iránt esetleg előítéletekkel bírókig, mindenkihez közel tudja vinni 
a geometriatanítás más, új szemléletét. A rajzgömbkészlet megalkotásával lehe­
tővé tette, hogy a témakör tanítása a konkrét tevékenység szintjén kezdődhessen. 
A „Nem-euklideszi kalandok a rajzgömbön” című tankönyve mind Magyarországon, 
mind az angol nyelvterületen nagy sikert aratott.
Náfrádi Ferenc a Nyugat-Magyarországi Egyetem Apáczai Csere János Taní­
tóképző Főiskola matematika és természettudományi tanszékének főiskolai docense, 
matematika-fizika-számítástechnika szakos középiskolai tanár. Középiskolai tanár­
ként lényeglátásra, logikus gondolkodásra nevelte tanítványait, a tanítás során meg­
mutatta diákjainak a matematika szépségeit, megéreztette a tantárgy fontosságát, 
társadalmi hasznosságát. Fontosnak tartja, hogy minden diák számára biztosítva 
legyen a matematika terén a fejlődés lehetősége. 1985 óta mint tanítóképző főis­
kolai tanár, 1990 és 1996 között mint tanszékvezető ezt a szemléletet próbálta a 
leendő tanítók sajátjává tenni. Mind a tanítóképzés, mind a közoktatás területén 
vezető és fáradságos szerepet vállalt oktatási programok kidolgozásában, versenyek 
szervezésében, lebonyolításában. Rendszeresen részt vesz a felvidéki kihelyezett ta­
nítóképzésben. A Bolyai János Matematikai Társulat megyei tagozati titkára. Szá­
mos publikációval gazdagította a középiskolai matematikatanítás és a felsőoktatás 
szakirodalmát.
Szakaiiné Haraszti Éva az egri Neumann János Szakközépiskola és Gimnázium 
igazgatóhelyettese. Vezetői tevékenysége során iskolájában olyan matematikaokta­
tási műhelyt hozott létre, melynek eredményeképpen az iskola diákjai évről évre 
kiváló eredményeket érnek el országos versenyeken. Saját tanítványai is rendszere­
sen szerepelnek az Arany Dániel verseny és az OKTV díjazottjai között. A tanu­
lók képességeit figyelembe véve, törekszik olyan problémákat kiválasztani, amelyek 
megoldása minden tanuló számára sikerélményt biztosítanak.
Veres Pál a miskolci Földes Ferenc Gimnázium igazgatója. Kiválóan felké­
szült, országosan ismert és elismert tanár, a speciális matematika tantervű oktatás 
szakembere. Közeli és távolabbi munkatársai szakértelmét, segítőkészségét, ember­
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ségét is tapasztalhatják. Nem csak a matematikában, hanem a közéletben is kiváló 
problémamegoldó. Iskolán kívüli tevékenysége is sokoldalú. Rendszeres előadója, 
programvezetője a Matematikatanárok Nyári Egyetemének. Rendszeresen csoport- 
vezetője versenygyőztes diákok matematika táborainak. Konferenciák szervezője­
ként és előadóként járul hozzá a határon kívüli magyarok szakmai fejlődéséhez. 
A Társulat Oktatási Bizottságának alelnöke volt a kitüntetés évében.
Vigh Mária a budapesti X. kerületi MÁV Telepi Általános Iskola tanára, szak- 
tanácsadó. Szívügyének tekinti a hátrányos helyzetű tanulók fejlesztését, szakér­
telemmel, szeretettel, türelemmel foglalkozik tanítványaival, osztozik gondjaikban, 
örömeikben. Keresi az aktuális fejlesztési helyzetnek megfelelő matematikataní­
tási eljárásokat. Fővárosi szinten részt vett a matematikai nevelés megújításának 
fontos mozzanataiban. Bekapcsolódott a Fővárosi Pedagógiai Intézet és a hollan­
diai CITO Mérési Központ közös munkájába, amelynek keretében egy gyakorlati 
szemléletű feladatbank fejlesztésében vesz részt. Az FPI diagnosztikus matemati­
kai méréseihez feladat anyagot készített és tapasztalatait tanulmányokban foglalta 
össze. Továbbképzéseken, módszertani napokon előadásokat tart. Közreműködője 
kerületi, budapesti matematika versenyeknek.
G rünwald G éza-em lékérem
Az e célból létrehozott bizottság 2002-ben úgy határozott, hogy a jelöltek közül 
a 2002. évi emlékérmet B arát János, M ato lcsi M áté, P od osk i K ároly  és 
Szegedy B alázs kapja.
Indoklás: Barát Jánosnak, aki 1974-ben született, 7 dolgozata jelent meg -  
a díj átadásáig -  a véges geometriák és gráfelmélet témakörében, további 3 van 
elfogadva, illetve közlésre benyújtva. Munkásságát a Hamilton-körök számával fog­
lalkozó TDK dolgozata indította el. Ezek után a gráfok szélesség típusú paraméte­
reivel kezdett foglalkozni, jelenleg is e témában folytatja kutatásait.
Matolcsi Máténak, aki 1973-ban született, 6 megjelent és további 4 benyújtott, 
illetve elfogadott dolgozata van. Eleinte a formaösszeg konstrukciójának általánosí­
tásával foglalkozott, majd bekapcsolódott a transzfer függvények pozitív realizáci­
ójával kapcsolatos kutatásaiba. Ezzel párhuzamosan a „projekciós” Trotter-formula 
konvergenciáját is tanulmányozta.
Podoski Károly 1972-ben született, viszonylag későn kezdte matematikai kuta­
tásait, így csak 2 megjelent dolgozata van. Munkásságát a csoportelméletben, végzi. 
Egyik fő eredménye, hogy kimutatta, hogy, ha egy G csoportot le lehet fedni végte­
len k számosságú kommutatív részcsoporttal, akkor a centrum indexe legfeljebb 2K, 
és ez a korlát tovább már nem javítható. Szegedy Balázzsal együtt feltérképezték 
a csoport kommutativitásának különböző mérőszámai közötti kapcsolatokat.
Szegedy Balázsnak, aki 1974-ben született, 4 dolgozata jelent meg, további 3 
van elfogadva, illetve közlésre benyújtva. Érdeklődése középpontjában az algebra 
és azon belül a csoportelmélet áll, de írt kombinatorikai témájú dolgozatokat is. 
Doktori értekezésének védésére a közeli jövőben kerül sor.
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Farkas G yula-em lékdíj
A Farkas Gyula-emlékdíj Bizottság 2002-ben a következőknek ítélte oda az emlék­
díjat:
Im reh C san ád  (Szegedi Tudományegyetem, informatikai tanszékcsoport), 
P intér M árta  (Budapesti Műszaki és Gazdaságtudományi Egyetem, számítás- 
tudományi és informatikai tanszék), Tasnádi A ttila  (Budapesti Közgazdaságtu­
dományi és Államigazgatási Egyetem, matematikai tanszék), valamint posztumusz 
díjat: László Á k o s (Pécsi Tudományegyetem, matematika tanszék).
Indoklás: Imreh Csanád 1975-ben született. A JATE matematikus szakát 
1998-ban fejezte be, kitüntetéses oklevéllel. Ugyanitt kapott 2001-ben doktori fo­
kozatot. Egyik kutatási területe a hálózati folyamok szintézise. A feladat teljes 
általánosságban algoritmikusán nehéz, épp ezért fontos a jól megoldható részese­
tek vizsgálata. Ebben Imreh Csanád jelentős és szép eredményeket ért el. Másik 
fontos kutatási területe az on-line algoritmusok. Ezen belül különböző ütemezési 
feladatokkal foglalkozik, ezekre fejlesztett ki hatékony módszereket. Ezeket az ered­
ményeket nemzetközi konferenciákon és rangos folyóiratokban publikálta. 2002-ben 
a saarbrückeni Max-Planck Intézetben egy több előadásból álló minikurzust tar­
tott.
Pintér Márta 1974-ben született. 1997-ben kapott informatikus diplomát a 
Budapesti Műszaki Egyetemen. 2002-ben ugyanitt szerzett doktori fokozatot. Ku­
tatásainak nagy része az alakfelismerés valószínűségi elméletéhez kapcsolódik. Be­
vezetett például egy új fogalmat függvényosztályok nagyságának mérésére, ami a 
klasszikus Vapnik-Chervonenkis-dimenziónál alkalmasabb a feladatra. Több nem­
zetközi konferencián tartott előadást, eredményeit referált folyóiratokban és konfe­
renciakiadványokban publikálta, amelyek közül néhányra már a terület egyik leg­
jobb folyóiratában hivatkoztak is.
Tasnádi Attila 1969-ben született. Előbb a Budapesti Közgazdaságtudomá­
nyi Egyetemen szerzett közgazdász diplomát, majd 1997-ben az ELTE program- 
tervező matematikus szakát is elvégezte, 2000-ben kapott közgazdaságtudományi 
PhD-t. Tasnádi Attila a matematikai közgazdaságtan és a játékelmélet terén ért 
el nemzetközileg is figyelemre méltó eredményeket. Olyan közgazdaságtani model­
leket vizsgál, ahol a termelők dönthetnek a termékek áráról, és gyártókapacitá­
suk függvényében az áruk mennyiségéről is. Ebben a modellben sikerült például 
a játékelméletből ismert tiszta Nash-egyensúlyi pont létezését garantáló feltétele­
ket meghatároznia. Eredményeit rangos szakmai folyóiratokban publikálta és jelent 
meg cikke a Természet Világában is.
László Ákos 1970-ben született. 1993-ban a BME gépészmérnöki karán szer­
zett mérnök matematikus diplomát. Ezt követően az ELTE Alkalmazott mate­
matika doktori iskoláján folytatta tanulmányait. Érdeklődésének középpontjában 
az irányításelmélet állt. A lineáris rendszerek elméletének alapvető módszereit és 
eredményeit vizsgálta. Munkái mély matematikai tudásról tesznek bizonyságot. Al­
gebrai, geometriai és komplex függvénytani eszközökkel ért el új eredményeket és 
helyezett korábbi, ismert eredményeket új megvilágításba. Több cikkét a témakör
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vezető lapja közölte. László Ákos ígéretes tehetség volt, de biztatóan induló pá­
lyája sajnos korán megszakadt. 2002-ben kapta meg a PhD fokozatot, de korai 
halála miatt az oklevelet már nem vehette át.
R ényi K ató-díj
A Bizottság döntése alapján a Rényi Kató-emlékdíj első fokozatában részesült K un  
G ábor, az ELTE (2002-ben) negyedéves és M átrai Tam ás, az ELTE végzett 
hallgatója. Második fokozatban részesült Bérezi G ergely, L ippner G ábor, az 
ELTE negyedéves és Szabó Jácin t, az ELTE végzett hallgatója.
Indoklás: Kun Gábor 2001-ben már megkapta a Rényi Kató-emlékdíj II. fo­
kozatát, akkor díjazott két cikkét most nem vette figyelembe a bizottság. További 4 
dolgozata alapján kapta a díj első fokozatát. Cikkeiben az alábbiakkal foglalkozik: 
kidolgozza a részbenrendezett halmazok fundamentális csoportjának és a fedőte­
rek elméletét. Belátja, hogy egy ordervarietásban pontosan akkor nincs korona, 
ha minden bennelévő részbenrendezett halmaz fundamentális csoportja triviális. 
Lippner Gáborral közösen egy konvex halmazokkal kapcsolatos síkbeli Ramsey- 
problémában kettős exponenciálisra javítja a korábbi ismert korlátot. Egy másik 
cikkében ügyes konstrukciót ad Borel-halmazok egy speciális sorozatára.
Mátrai Tamás következőkben felsorolt eredményeit, a díj elnyeréséig 6 dolgozat 
tartalmazta. Egy, a differenciafüggvényekre vonatkozó Laczkovich-tétel kategória­
duálisát igazolva belátja, hogy ha egy /  valós függvény minden differenciafüggvénye 
Baire-tulajdonságú, akkor /  előáll g +  H  + <f> alakban, ahol G Baire-tulajdonságú, 
H  additív, 0 minden differenciafüggvénye első kategóriájú halmaz kivételével 0. 
Egy másik dolgozatában azt vizsgálta, hogy adott p < q-ra egy /  periodikus Lp 
függvénynek h-k milyen halmazára lehet az f(x  + h) — f (x)  differenciafüggvénye 
Lq'-ban, anélkül, hogy /  maga Lq-beli lenne. Keleti Tamás azt sejtette, hogy ezek 
a halmazok éppen az IV-halmazok (ahol egy nem mindenütt abszolút konvergens 
Fourier sor abszolút konvergens lehet). Mátrai ezt q < 2-re igazolta.
Bérezi Gergely a díj odaítéléséig 3 dolgozatot írt. Fehér Lászlóval és Rimá­
nyi Richárddal közös cikkében a 1,1 és )T) I . L I típusú szingularitások Thom- 
polinomjait számolják ki. Önálló dolgozataiban bebizonyítja, hogy minden a > 0 
aszimptotikus alsó sűrűségű sorozat 2 tényezős szorzataiból álló sorozat hézagai 
legfeljebb a -4 hosszúak, illetve Sárközy és Manduit-bináris sorozatok mértékeire 
vonatkozó tételeit általánosítja több szimbólumot tartalmazó sorozatokra.
Lippner Gábornak két dolgozata született a díj odaítéléséig. Kun Gáborral 
egy konvex halmazokkal kapcsolatos síkbeli Ramsey-problémában kettős exponen­
ciálisra javítja a korábbi ismert korlátot. Egy 25 éve megoldatlan immerzióelméleti 
(differenciáltopológia) problémára ad teljes, kimerítő és effektiv megoldást.
Szabó Jácint is kétdolgozatos a díj elnyeréséig. Király Zoltánnal nagymérték­
ben kiterjesztette Kelmans úgynevezett feszített fc-faktorokkal kapcsolatos eredmé­
nyét, amely Tutte klasszikus tételének általánosítása. Egy másik cikke Kaneko azon 
tételével foglalkozik, amely karakterizálta azon gráfokat, amelyeknek létezik hosszú
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(tehát legalább 2 élű) utakból álló faktora. Szabó ezt általánosítja olyan erdőkre, 
amelyekben minden komponensében a maximális fokszám k. Tutte, illetve Kaneko 
tétele a k = 1,2 eseteknek felel meg.
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JELENTÉS A 2002. ÉVI SCHWEITZER MIKLÓS- 
EMLÉKVERSENYRŐL
A Bolyai János Matematikai Társulat a Schweitzer Miklós-emlékversenyt a 2002/ 
2003-as tanévben 2002. november 8. és 18. között rendezte meg. A verseny szer­
vezőbizottságának munkájában a következő tagok vettek részt: Laczkovich Mik­
lós (elnök), Freud Róbert, Fried Ervin, Halász Gábor, Makai Endre, Michaletzky 
György, Pálfy Péter Pál, Rúzsa Imre, T. Sós Vera és Fleiner Tamás (titkár).
A bizottság október 7-i és október 21-i ülésén a beérkezett javaslatokból tíz 
feladatot választott ki az alábbiak szerint: 1. feladat: Komjáth Péter és Saharon 
Shelah javaslata; 2. feladat: Fleiner Tamás javaslata; 3. feladat: Fried Ervin ja­
vaslata; 4. feladat: Rúzsa Imre javaslata; 5. feladat: Laczkovich Miklós javaslata;
6. feladat: Totik Vilmos és Komjáth Péter javaslata; 7. feladat: Halász Gábor ja­
vaslata; 8. feladat: Pach János javaslata; 9. feladat: Moussong Gábor javaslata; 
10. feladat: Móri Tamás javaslata.
A versenyen 13 versenyző vett részt, akik összesen 69 feladat megoldásásval 
próbálkoztak. A legnehezebbnek a negyedik, számelmélet feladat bizonyult, amire 
mindössze egyetlen teljes megoldás született. A bizottság november 27-i ülésén az 
alábbi döntést hozta:
I. díjban részesül K un  Gábor, az ELTE ötödéves matematikus hallgatója. 
Kun Gábor valamennyi feladatra helyes megoldást nyújtott be. Említést érdemel 
a 6. példában az (a) => (b) implikáció elegáns bizonyítása, ami lényegesen egysze­
rűbb a kitűzők megoldásánál. Ugyancsak világosan és szépen igazolja a 2. feladat 
állítását. Kun Gábor a bizottság döntése alapján az I. díj mellett 45 000 Ft pénz­
jutalomban részesül.
II. díjat kap Terpai Tamás, az ELTE negyedéves matematikus hallgatója. 
Terpai Tamás a legnehezebbnek bizonyult 4. kivételével minden feladattal foglalko­
zott, a 7. kivételével minden benyújtott megoldása helyes. Terpai Tamás a II. díjjal 
30 000 Ft pénzjutalmat vehet át.
III. díjat kap B raun G ábor, az ELTE 2002-ben végzett matematikus hallga­
tója, L ippner G ábor, az ELTE ötödéves matematikus hallgatója, illetve M áthé  
A ndrás, az ELTE harmadéves matematikus hallgatója. Braun Gábor megoldotta 
az 1., a 3., az 5., a 6., a 9. és a 10. feladatot. Lippner Gábor az 1., a 3., az 5., a 6., a 
8., illetve a 10. feladatot oldotta meg és a 4. feladatban ért el részeredményt. Máthé 
András megoldotta az 1., a 3., az 5., a 6., a 8. és a 10. feladatot, a 6. feladathoz 
érdekes megjegyzést fűzött. A III. díj 20 000 Ft pénzjutalommal jár.
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Dicséretben részesül G y en es Z oltán , az ELTE harmadéves matematikus hall­
gatója, Juhász A n d rás, az ELTE negyedéves matematikus hallgatója, P álvöl- 
g y i D ö m ö tö r , az ELTE harmadéves matematikus hallgatója és V ég h  László, az 
ELTE negyedéves matematikus hallgatója. Gyenes Zoltán megoldotta az 1., a 3., 
a 7., a 8. és a 10. feladatot és részeredményt ért el a 4. feladatban. Juhász András 
megoldotta az 1., a 3., és a 9. feladatot, lényeges eredményt ért el a 6. feladatban 
és részmegoldást adott a 7., illetve a 10. példára. Pálvölgyi Dömötör lényegében 
jól oldotta meg a 3. és a 8. feladatot illetve részeredményt ért el az 1., 5., 6. és 
10. feladatban, továbbá ő adta a legegyszerűbb megoldást a 3. feladatra. Az 5. pél­
dára adott megoldása hibás, de javítható. Végh László az 1., 3., 8. és 10. feladatot 
oldotta meg és a 2. feladatban ért el lényeges eredményt.
A bizottság köszönetét mond mindazon közreműködőknek akik segítették a 
verseny lebonyolítását, így a kitűzött és ki nem tűzött feladatjavaslatokat beküldő 
kollégáknak és a Bolyai Társulat alkalmazottainak. A verseny sikerének természe­
tesen elengedhetetlen feltétele volt a versenyzők részvétele, akiknek száma sajnos 
nem érte el a legutóbbi években megszokottat. A bizottság mindazonáltal megkö­
szöni a részvevők kitartó munkáját, és az itt nem díjazottaknak is további sikeres 
versenyzést kíván.
Budapest, 2002. december 6.
Laczkovich Miklós (elnök) és Fleiner Tamás (titkár) 
a Schweitzer Miklós-emlékverseny bizottsága nevében
A  2 0 0 2 . évi Schw eitzer M ik lós-em lékversen y  feladatai és m egoldásai 
2 0 0 2 . novem ber 8—18.
1. Tetszőleges a rendszámra jelöljük H(a)-val azon f  : a —> {—1,0,1} függvények 
halmazát, amelyek csak véges sok helyen vesznek fel 0-tói különböző értéket. Ren­
dezzük H(a)-t, az utolsó eltérés szerint, azaz / ,  g £ H(a) esetén legyen f  -< g akkor, 
ha f ( ß )  < g(ß) teljesül a legnagyobb ß  < a rendszámra, amelyre f (ß)  ß  giß)- Bizo­
nyítsuk be, hogy a (17(a), -< ) rendezett halmaz rendtípusa szétszórt (azaz nem tar­
talmaz a racionális számok szokásosan rendezett halmazával izomorf részhalmazt), 
továbbá minden szétszórt rendtípus beágyazható valamelyik (H(a),  -< ) -ha.
Megoldás. Tegyük fel először, hogy valamilyen a  rendszámra van rendezéstartó /  : 
(Q, <) —► (17(a), < ) beágyazás. Legyen ß < a  a legkisebb rendszám, ami előfordul, 
mint f ( q o )  és f [ q \ )  utolsó eltérése valamilyen qo <  q í-re. Legyen qo <  q-z < <7.3 < qi két 
további racionális szám. Ekkor az f ( q o ) , . . . ,  f ( q i )  függvények megegyeznek ß - n  kívül, 
tehát f ( q o ) ( ß )  <  /(<?2 )(d) < f i g ß i ß )  <  ami lehetetlen.
A másik irányhoz nevezzünk egy rendezett halmazt kis halmaznak, ha valamelyik 
(17(a), <  )-ba ágyazható, egyébként pedig nagynak.
1. á llítá s . K is  h a lm a zo k  j ó l r e n d e z e t t  v a g y  fo rd í to t ta n  j ó l r e n d e z e t t  ö s s zeg e  is kis ha lm az.
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Bizonyítás. Tegyük fel, hogy az (A, <) halmaz az (Ap, <p) kis halmazok rendezett 
összege (ß  < r), (Ap, <p) pedig beágyazható (H(cxp), <  )-be. Legyen a  az ap rendszámok 
felső korlátja, ekkor nyilván minden (Ap, <p) (H(a), < )-be is ágyazható, legyen ipp egy 
ilyen beágyazás. Ezután legyen <p : A —> H(a +  r) az a beágyazás, ami x € Ap-t abba az 
a +  t  —> {—1 , 0 , 1 } függvénybe viszi, ami a alatt y>p(x)-szel azonos, az a + ß helyen 1 , a 
többi helyen 0. Ez nyilván rendezett beágyazás lesz.
A fordítottan rendezett összeg esetében hasonlóan járunk el, csak a <p(x) függvénynek 
az a +  ß helyen a — 1  értéket adjuk.
Tegyük most fel, hogy (A, < )  nagy. Ha x e  A, legyen Ax =  {y 6  A : y <  x}, Ax = 
{y € A : x < y}.
2. állítás. Ha a; € A, akkor (Ax, <) vagy (Ax, <) nagy.
Bizonyítás. Különben (A, <), mint a rendezett Ax U {z} U Ax összeg eredménye, kis 
halmaz lenne.
3. állítás. Van x G A, amire (Ax, <) és (Ax, <) is nagy.
Bizonyítás. Különben A az A =  A' D A" diszjunkt unióként írható, ahol A' azokól az x 
pontokból áll, amikre Ax kis halmaz, A" pedig azokból az x pontokból áll, amikre Ax kis 
halmaz. Nyilván Ax kezdőszelet és Ax végszelet, tehát ez rendezett unió, így valamelyikük, 
mondjuk A " nagy halmaz.
Legyen most {xp : ß <  fi} kofinális, jólrendezett részhalmaz (A", <)-ben. Ekkor 
az xp-k által alkotott intervallumok kis halmazok jólrendezett összegére bontja a nagy 
(A", <)-t, ami lehetetlen.
A 3. állítás segítségével sorra tudjuk definiálni az F (q )  £ A elemeket (q 6  Q), hogy 
q <  q' esetén az (F (q ) ,  F ( q  )) intervallum nagy, ezzel beágyazzuk (Q ,<)-t ( A ,  <)-be. ■
A kitűzők m egoldása
2. Legyen G egyszerű, k-élösszefüggő, n csúcsú gráf, u és v pedig legyenek G 
különböző csúcsai. Bizonyítsuk be, hogy létezik G-ben u és v között k élidegen út, 
melyek bármelyike legfeljebb élt tartalmaz.
Megoldás. Irányítsuk G minden élét mindkét irányba, legyen a keletkező élek c kapacitása 
és k költsége is egységnyi. A kapott hálózatot jelöljük A?-nel. A G gráf fc-élösszefüggősége 
miatt létezik u és v közt k élidegen út, ezért az N hálózatban létezik tí-ból v-be k értékű 
folyam. Mivel bármely k értékű u — v folyam költsége pozitív, ezért a lineáris programozás 
dualitástétele miatt létezik az N hálózatban olyan k értékű x folyam is u-ból v-be, ami 
egyrészt minimális költségű, másrészt a kapacitások egész volta miatt egész értékű is, azaz 
k db élidegen irányított u — v út karakterisztikus vektorának összege. Figyeljük meg, hogy 
ezen utak nem használhatják G egyetlen élét sem mindkét irányban, mert egy (2 hosszú) 
irányított kör törlése után olcsóbb k értékű u — v  folyamot kapunk. Ezért az x folyam 
k db élidegen (irányítatlan) útnak felel meg a G-ben.
Megmutatjuk, hogy a szóbanforgó utak egye sem túl hosszú. Jól ismert, hogy a fent 
említett -  a k értékű folyamok költségét minimalizáló -  lineáris program duálisának is 
létezik egész optimuma, ami egy, az N csúcsain értelmezett 7r potenciálfüggvény az alábbi 
tulajdonsággal. N bármely ab irányított élére
x(ab) <  c(ab) k(ab) >  tt(b) — tt(a), illetve x(ab) > 0 => k(ab) <  n(b) — -rr(a).
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Vagyis ha a 7T potenciál nívóhalmazai a V ( G ) - t  Vq. V i , . . .  ,Vm  nemüres részhalmazokra 
partícionálják, akkor a kapott utak minden éle legalább egy nívóhalmazt ugrik előre, 
továbbá a legalább két nívóhalmazt ugró élek mindegyike útél. Azonnal adódik, hogy a 
nívóhalmazok m  száma felső korlát a szóbanforgó utak bármelyikének hosszára.
Legyen m  :=  \Vi\. Megmutatjuk, hogy 0 < i  <  m  — 5-re
(1) ni +  rii+1 +  Tii+2 +  ni+3 +  n<+4 +  rn+5 > — +  1.
Ha ugyanis ez nem áll, akkor Vj+i, Vj+2 , K+3 , illetve Vi+ 4  bármely v  csúcsából legalább 
k  él indul ki, amik közül legfeljebb ~ — 1 db vezethet a Vj U Ví+i U . . .  U Vj+ 5 halmazba. 
Tehát Vi+i U V+ 2  U V + 3  U V,;+ 4  bármely v  csúcsából legalább |  + 1 olyan él indul, amelyik 
a Vi vagy a Vi+5 halmazt átugorja, és ezért útél. Tudjuk, hogy a Ví-t átugró is és a Ví+5-t 
átugró élekből is legfeljebb annyi lehet, ahány utunk van, azaz k, vagyis
(r i i+ i  +  m + 2  +  Tii+ 3  +  n<+4 ) (H< 2k,
ahonnan
2k  Ak
4 < r i i+ i  +  r i i+ 2 +  rií+3 +  n < + 4  <  -jj .---- - r  =  , 0 <  4,
(ä + lj
ellentmondás, tehát (1) valóban igaz. Innen
" ^ ■ ( H  -  L I J < 2nk +  2 < 2 nk  +  2
így m < 6 [^ 1  < 6[^1 < 6 ■ < 6 • Sn = l|n < 2^  ad-dik_
A  k i tű ző  megoldása
3. Az  A = {igen, nem} halmazon értelmezett f  : A n —> A függvényt döntési függ­
vénynek mondjuk, ha
(a) mindegyik argumentumát megváltoztatva a függvényérték is megváltozik; vala­
mint
(b) tetszőlegesen választott argumentuma helyébe a függvényértéket helyettesítve a 
függvényérték nem változik meg.
Egy h : A" —> A  függvényt hatalmi függvénynek nevezünk, ha van olyan i 
index, hogy a függvény értéke mindig az i-edik argumentummal egyezik meg.
Azt az m : A 3 —> A függvényt, amelynek értéke mindig az, ami az argumen­
tumok között legalább kétszer fellép, nevezzük demokratikus függvénynek.
Mutassuk meg, hogy minden döntési függvény előállítható hatalmi és demokra­
tikus függvényekből összetett függvényként.
Megoldás. A feladatot a kitűzésbeli helyett az A  =  {1, —1} halmazra fogjuk megoldani. 
Az A n halmazon bevezetünk egy részbenrendezést: a =  (a i, 0 ,2 , . . . ,  a „ ) ,  b =  (bi, 6 2 , ■ • •, b„) 
6  A n elemekre a <  b, ha a ,  <  b, teljesül minden 1 < i <  n  esetén. Jelölje a  6  A n esetén 
—a  := (—ai, —ű2 , . . . ,  —a n ) az a  ellentettjét, H  C  A n esetén pedig — H  := { —h  : h £ H }  a 
íf-beli elemek ellentettjeinek halmazát. Azt kell igazolnunk, hogy ha /  : A n —► A  dö n té s i
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függvény, azaz /  monoton (a < 6 =>• /(o) < f ( b ) ) ,  valamint / ( —o) =  —/(a) áll tetszőleges 
a G An-re, akkor /  előáll az n i  és a /if függvények kompozíciójaként, ahol a hf : Afc —> A 
h ata lm i függvény t  illetve az m  : A 3 —> A  dem okra tikus  fü g g vén y t  a hk ( a i , a 2 , . . . ,  a k ) : = a i ,  
illetve m ( a ,  b, c) := |°+b+c| egyenlőségek definiálják. Legyen n >  1 esetén dn '■ A n —♦ A  az 
a függvény, amire
dn(ai, Ö.2, • - •, ®n)
1 ha di — ö.2 =  • • • — dn — 1 — 1?
-1 ha a i  =  0 ,2  =  . ■. . —■ dn—1 =  1
h n (a  í , . . . , a n) különben.
Vegyük észre, hogy d„ döntési függvény, di =  h \ ,  d% — h \ ,  d 3  =  m ,  továbbá, hogy n  >  4-re 
d n =  m ( h i  ,d„_i(/i2 , h%, . . . ,  h"), h”) teljesül. Innen n szerinti indukcióval adódik, hogy 
minden d n függvény előáll demokratikus és hatalmi függvények kompozíciójaként.
A feladat állítását ugyancsak n szerinti indukcióval igazoljuk. Az állítás n  =  1-re 
igaz, hiszen h \  az egyetlen döntési függvény. Tegyük fel tehát, hogy minden /  : An-1 —> A  
döntési függvény előáll a demokratikus függvény és hatalmi függvények kompozíciójaként, 
és rögzítsünk egy tetszőleges /„  : A n —* A  döntési függvényt. Legyen
X := {x G A"-1 : fn(x, 1) = l , /n ($ ,-1) = -1} =  {xx,x2, ... ,xk},
H  :=  { a  G An_1 : /„(a, 1) =  /„ (a ,-1 )  =  l}.
Világos, hogy az An_1 halmaz az X ,  H  és —H  halmazok diszjunkt uniója.
Lemma. M in d en  i G l  e le m h e z  lé te z ik  e g y  o lyan  fx  ■ An_1 —> A d ö n té s i  függvény,  
am ire  f x ( x )  =  1 és f x \ H =  1, f x \ _ H =  —1 te ljesül.
Bizonyítás. Ügy konstruálunk egy megfelelő fx  függvényt, hogy meghatározzuk a K  := 
f f 1 [1) C An_1 halmazt az alábbi tulajdonságokkal.
(1) H  C A, (2) x  G A", (3) A felfelé zá r t ,  azaz o > 6 G A  esetén a G A, valamint (4) 
An_1 a A  és —A  halmazok diszjunkt uniója.
Legyen Ao a H  U {x} halmaz felfelé zárt burka, azaz Ao := H  U { k  : x < k } .  Mivel H  
felfelé zárt, az imént definiált Ao is az. Továbbá Ao D (—Ao) =  0, hiszen H D (—H ) =  0 és 
x<£ H U  (—H ). Tegyük fel ezután, hogy meghatároztuk a Ao C A i C ... C Aj felfelé zárt 
halmazokat úgy, hogy K i  Pl ( —K i )  = 0. Ha K i  U ( —K i )  =  An_1, akkor A := K i  megfelel, 
és befejeztük a bizonyítást. Különben legyen a  G An_1 \  (A U (—A)) egy tetszőleges elem 
és legyen A'l+i a Aj Ua  halmaz felfelé zárt burka, azaz A;+i := K i  U { k  : a  < fc}. Világos, 
hogy Aj+i is felfelé zárt, és hogy Ai+i fi ( - A ,+i) =  0. Az ATl_1 halmaz véges volta miatt 
a K i  halmazok lánca csak véges sokszor bővülhet, azaz előbb-utóbb találunk egy megfelelő 
A  halmazt. ■
Az indukciós feltétel szerint minden / $ függvény előáll az m  és hatalmi függvények 
kompozíciójaként. Tehát 1 < i  <  k esetén az
f  :=/*(/»?,
függvény is a fenti függvények kompzíciója. Figyeljük meg, hogy
f n = d k+l( f \ f \ . . . , f kX n).
61
Valóban: ha h 6 H  U —H ,  akkor f n ( h , a „ )  =  f x ^ h )  =  f l (h, a„) teljesül tetszőleges 1 < 
i  <  k - ra. Ha pedig x  G V , akkor f n (x ,  a n ) — a„ , továbbá /x(x) =  1 és f - x ( x )  =  —1 áll 
—x  € V  miatt. Tehát /„  is előáll a demokratikus és hatalmi függvények összetételéből, és 
ezzel igazoltuk az indukciós lépést.
P á lv ö lg y i  D ö m ö tö r  m ego ldása  a lapján
4 .  A d o t t  n  t e r m é s z e t e s  s z á m h o z  t e k i n t s ü k  a z o n  A  C Z „  h a lm a z o k a t ,  a m e ly e k r e  a z  
x y  =  u v  e g y e n le tn e k  n i n c s  m á s  m e g o l d á s a  a z  x , y , u , v  € A  m a r a d é k o s z t á l y o k b ó l ,  
m i n t  a z  x  =  u ,  y  =  v  é s  a z  x  =  v ,  y  — u  t r i v i á l i s  m e g o ld á so k .  L e g y e n  g { n )  a z  i l y e n  
A  h a l m a z o k  e l e m s z á m á n a k  m a x i m u m a .  B i z o n y í t s u k  be, hogy
limsup =  l.
Megoldás. Belátjuk először, hogy g ( p 2) > p —1, ha p  páratlan prím. Csak redukált 
maradékokat fogunk használni. Ezek p ( p  — 1) rendű ciklikus csoportot alkotnak. A kitűző 
egy eredménye szerint pedig kiválasztható a modulo p ( p  — 1) maradékosztályok közül 
p — 1 darab, amelyekből képzett kéttagú összegek mind különbözők (1. Erdős-Surányi, 
Válogatott fejezetek a számelméletből 2. kiadás, Polygon, Szeged 1996, 228. o.). 
Megjegyzés. Kis erőfeszítéssel belátható, hogy g ( p 2) =  p.
Most megbecsüljük felüről g ( n ) - e t. Legyen x , y  € Zn esetén
H xy =  { z  € Z„ : x  =  y z ,  ( z ,  n ) =  l}.
Ha A  olyan halmaz, hogy az x y  =  u v  egyenletnek A-ban csak triviális megoldásai vannak, 
akkor az összes H x y , x , y  G A , x  y  halmazok diszjunktak, ezért
(!) l#*vl < <P(n)-
x ,yeA , x^y
Lemma. \Hxy\ =  0, h a  (x,n) (V:n)> és = p(n)/p(n/d), ha (x,n) — (y,n) = d.
Bizonyítás. Az első fele nyilvánvaló. A második feléhez nézzük először azt az esetet, ami­
kor n  prímhatvány, n  =  p k . Ekkor d  =  p l , 0 < l <  k. Ha l =  k, akkor z gyanánt bármely p -  
vel nem osztható maradék vehető, a megoldások száma tehát p ( p k). Ha l <  k, akkor z  ma­
radéka meg van határozva modulo p k~ l , a megoldások száma tehát p l =  ip(pk) / (p (p k/ p l ).
Általános n =  Y [ p ki és d  =  n  p\' esetén pedig a Z„-beli egyenlet, vagyis modulo n  
vett kongruencia, visszavezethető modulo p ki kongruenciák rendszerére, a megoldásszám 
pedig a prímhatvány esetből szorzással nyerhető.
Legyen ra =  {a G d  : (a, n )  =  d } \ .  A lemma alapján (1) a következőképpen írható:
( 2 )
■vp r d ( r d -  1)
TTf P(n/ d)
Legyen D  =  { d \ n  : r d >  0}. Ekkor
^ 2  (d'd ~ ^
d e D
(rd ~ l )2
p { n / d ) J2  p(n/ d)d e D
1/2
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53 (r* -!) < A
d e D
Itt az első összeg (2) miatt < 1, a második összeg pedig < tP (n / c0  =  n > tehát
Ehhez még hozzáadva azt, hogy
53 1 < 53 1 = r(n),
d £ D  d \n
azt kapjuk, hogy
g (n )  =  |i4| < y /n  +  r(n) =  ( l + o ( l ) ) s / n .
A  k i tű ző  m ego ldása
5. Jelöljük a H  C [0, 1] halmaz Lebesgue-féle külső mértékét \{H)-val. Az 
A  C [0,1] x [0,1] halmaz vízszintes és függőleges szekcióit Av-nal és Ax-szel je­
löljük, tehát Ay = {x € [0,1]: (x , y) € A} és Ax = {y € [0,1]: (x , y) 6 A } minden 
x ,y  G [0, l]-re.
(a) Van-e a [0,1] x [0,1] négyzetnek olyan A U B felbontása, amelyre Ay véges 
sok, 1/ 2-nél kisebb összhosszúságú szakasz egyesítése, és A(Bx) < 1/2 minden 
x, y e [0,1 ]-re?
(b) Van-e a [0,1] x [0,1] négyzetnek olyan A U B felbontása, amelyre Ay véges 
sok, legfeljebb 1/2 összhosszúságú szakasz egyesítése, és \{B X) < 1/2 minden 
x, y G [0, l]-re?
Megoldás. Egyik felbontás sem létezik. Tegyük fel először, hogy [0,1] x [0,1] = A  U B, 
ahol A v véges sok 1/2-nél kisebb összhosszúságú szakasz egyesítése és X ( B x ) < 1/2 minden 
x ,  y  e  [0, l]-re. Legyen M x C [0,1] olyan mérhető halmaz, amelyre B x C M x és \ { M X) =  
A( B x ) < 1/2 minden x  € [0, l]-re. Ekkor a D  = {(x,y) € [0,1] x [0,1] : y  M x }  halmazra 
teljesül, hogy D x =  [0,1] \  M x mérhető, és legalább 1/2-mértékű minden x-re, továbbá 
D  C A, tehát D y lefedhető véges sok, 1/2-nél kisebb összhosszúságú szakasszal. Jelölje 
/  a D  halmaz karakterisztikus függvényét. Ekkor egyrészt f *  f x d y  >  1/2 minden x-re,
másrészt / Qf y d x  < 1 /2  minden y-ra, ahol f 0 a Darboux-féle felső integrált jelöli. Legyen
1 n
F ( x ,  y )  -  limsup -  53 / ( x + ( i / n ) , y ) ,
n —*oo TI
ahol az x  +  (i / n ) összegeket mod 1 értjük. Ekkor f Qf vd x  <  1/2 alapján F ( x , y )  <  1/2 
minden x ,  y  £ [0,1] x [0, l]-re. Másfelől tetszőleges rögzített x-re
,1 /■! TC ^
/ F ( x , y ) d y  >  limsup / -  5 3
J o n —*oo J 0 TI
f ( x  +  ( i /n ) ,  y )  d y
a Fatou-lemma szerint. Ez nyilván lehetetlen.
Most tegyük fel, hogy [0,1] x [0,1] =  AU B, ahol Ay véges sok legfeljebb 1/2 össz­
hosszúságú szakasz egyesítése és \{BX) < 1 /2  minden x, y € [0, l]-re. Legyen Mx C [0,1] 
olyan mérhető halmaz, amelyre Bx C Mx és A(Mx) =  \(BX) < 1 /2  minden x £ [0, l]-re.
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Ekkor a D = {(x,y) 6 [0,1] x [0,1] : y </ Mx} halmazra teljesül, hogy Dx = [0,1] \  Mx 
mérhető és 1/2-nél nagyobb mértékű minden x-re, továbbá D C A, tehát Dv lefedhető 
véges sok legfeljebb 1/2 összhosszúságú szakasszal. Jelölje /  a D halmaz karakterisztikus 
függvényét, és legyen h(x) =  fQ f x dy (x £ [0,1]). Ekkor egyrészt h(x) > 1 /2  minden x-re,
másrészt J 0f vdx <  1 / 2  minden y - ra.
Legyen e  > 0 adott. Minden y £ [0, l]-re létezik egy 6(y) > 0 úgy, hogy ha 0 =  xo < 
xi < ... < xn =  1 a [0 , 1 ] intervallum egy J(j/)-nál finomabb felosztása, akkor
n
(1) y :  f(ci,y)(x i -  X j-i) < (1/2) +  e
i= 1
minden c* 6  [xí_i ,Xí] (i =  l , . . .  , n )  esetén. Legyen Yn = \y  £ [0,1] : S(y) >  1/n}. Ek­
kor i j  C I 2  C . . .  és U~=i L"n =  [0,1], tehát A(Yn) —* 1, és így van olyan n, amelyre 
A(Yn) >  1 -  £. Legyen c, £ ± \  ( i =  1 ,.. .  ,n) tetszőleges. Ekkor A £ " = 1  / ( có y )  az
y -nak olyan mérhető függvénye, amely (1 ) szerint kisebb, mint (1 / 2 ) + £  egy 1  — e külső 
mértékű halmazon, tehát valójában < (1 / 2 ) +  e egy 1 — e  mértékű mérhető halmazon. 
Ebből nyilvánvaló, hogy
1 n
-  V f c ( c i )  <  ( 1 / 2 ) +  2e.n í—'i=l
A fentiekből világos, hogy f Qh d x  <  1/2. Ez azonban ellentmond annak, hogy h (x )  > 1 /2  
minden x-re. Valóban, legyen X n =  {x £ [0,1] : h (x )  >  (1/2) +  (1/n)}. Ekkor [0,1] = 
X n , tehát a kategória-tétel szerint van olyan n, hogy X n sűrű valamely /  interval­
lumban. Ha |/ | =  o, akkor h minden felső összege >  (1/2) • (1 — a) +  ((1/2) +  (1/n)) • a =
(1 / 2 ) +  (a /n), tehát J0hdx >  (1 / 2 ) +  (o/n).
A kitűző megoldása
6. Legyen K  C l  kompakt. Igazoljuk, hogy az alábbi két állítás ekvivalens:
(a) K  minden x pontjához található olyan Fx C K nem megszámlálható halmaz, 
hogy
dist (Fx,Fy) > \x -  y\ 
teljesül minden x ,y  £ K  esetén;
(ib) K  nulla mértékű.
Megoldás. Legyen K  nulla mértékű. Feltehető, hogy K  C (0,1]. Az alábbiakban 2n- 
diadikus intervallumon az ('i/2 n , ( i  +  l ) / 2 n] alakú jobbról zárt intervallumokat értjük. 
Jegyezzük meg, hogy ha K  nulla mértékű, akkor o(2n) darab 2"-diadikus intervallum 
metszi csak K - t  (n —> 0 0 ), legyenek ezek (ii/2 n , (H + l) /2 " ] , . . . ,  (im/2n, (im +  l) /2 n], 
és legyen ezen intervallumok halmaza S n ■ Itt minden i j  és a z  m  is függ n-től és A'-tói. 
Mint mondtuk, m = o(2n) ha n  —> oc. Legyen n olyan nagy, hogy m < 2n/24 teljesül. 
Rendeljük hozzá az I  =  ( i j / 2 n , ( i j  +  l) /2 n] , j  =  1 , . . .  , m  intervallumhoz a
H(I) = Hn,K(I) + «  + 1) A U
[1 ( I j „ \  1 1 ( I j \  1 1u
[ 2 H
J
. 8 +  3 j j  2 ^ ’ 2 +  (
J
8 +  3 j  +  1j  2 ”  J
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két zárt intervallumból álló halmazt. Mivel 3m/2n < 1/8, e két intervallumból az első min­
dig a [0,1/4], a második pedig az [1/2, 3/4] intervallumba esik, ezért ha 7 =  ( i j / 2” , (i j  +  
l) /2 n] és J  = (ik /2 n , (ik + l) /2 n] , k > j ,  akkor a 77(7) és 77(J) távolságára kapjuk, hogy
dist (H ( J ), H ( I ) )  >  ( [ú / 8 ] + 3 k ) / 2 n -  ([ij/8 ] + 3j  +  l) /2 "
> ( ik / 8  -  i j / 8  +  3(fc -  j )  -  2)/2n > ( ( i k +  l ) / 8  -  i j / 8)/2n =  diám (7, J ) / 8 .
Tehát ily módon az Sn intervallumrendszer minden 7 intervallumához hozzárendel­
tünk egy 77(7) =  77n,if(7) két zárt intervallumból álló halmazt úgy, hogy 7, J  £ I  ^  J  
esetén
(1) dist (77(J), 77(7)) > diám (7, J ) / 8 .
Ez a konstrukció a (0,1] intervallumon történt, és az egyes 7 intervallumokhoz rendelt 
(két zárt intervallumból álló) 77(7) halmazok is mind [0, l]-nek részei. Világos azonban, 
hogy ugyanez a konstrukció bármely más (a, 6 ] diadikus intervallumon is elvégezhető 
mégpedig úgy is, hogy egy, az (a, 6 ]-be eső K-t metsző 2n-diadikus 7 intervallumhoz rendelt 
77(7) halmaz egy előre adott [c, d\ intervallumba esik, ahol az egyszerűség kedvéért mindig 
feltesszük, hogy a [c, d] hossza megegyezik az (a, 6 ] hosszával.
Most ismételjük meg ezt az eljárást minden 7 £ Sn-en és a hozzárendelt halmaz min­
den intervallumán (itt 7 játssza az (a, 6] intervallum szerepét, és a 77(7) egy tetszőleges 
részintervalluma játssza a [c, d] szerepét), majd az így kapott intervallumokon és a hoz­
zájuk rendelt halmazok minden részintervallumán stb. Formálisan a következőt csináljuk: 
választunk egy gyorsan növekvő {nm} sorozatot, és minden 7 £ Sm =  >í?2 ni in­
tervallumhoz hozzárendelünk egy 2 m darab zárt, l / 2 Tll+'"+rim hosszú intervallumból álló 
T m ( I )  halmazt úgy, hogy ha 7* az a <Sm_i-be tartozó intervallum, amely tartalmazza 
7-t, és Tm_i(7*) =  J {  U ...  M m  = 2 ni  +  .. • +  2"m és 7* =  (a*, a* + 1/2M— i],
J,* =  [cr,c? + 1 / 2 m— i ], akkor
r~(7)= U {Cl + ((J - a*)2Mm_1) | ,
i=i 1 J
azaz a fenti 77 konstrukciót elvégezzük az 5m_i minden 7* intervallumán (mint (a, 6 ]-vel) 
és a hozzá rendelt Tm_i(7*) halmaz minden részintervallumán (mint [c, d]-vel). 
Indukcióval kapjuk, hogy 7, J  £ <Sm, 7 /  J  esetén
(2) dist (Tm(J), Tm (I ) )  >  diám (7, J ) / 8 .
Valóban, ha 7 és J  az 5m-i-nek ugyanabba a részintervallumába esnek, akkor ez (1)- 
nek és annak a ténynek a folyománya hogy 7* £ Sm-i  esetén Tm_i(7*) bármely két 
részintervallumának a távolsága legalább 7*/4; ha pedig nem, pl. 7 C 7*, J  C  J* ahol 
7* /  J*, 7*, J* £ Sm- 1 , akkor az indukciós hipotézis szerint
dist ( T m ( J ) ,T m ( I ) )  >  dist (Tm_ 1 (J*),Tm_1 (7*)) > diám (7*, J * ) / 8  > diám (7, J ) / 8 .
Legyen S =  UmSm, és 7 £ S  esetén ha m  az az index amelyre 7 £ <Sm, akkor legyen 
T ( I )  =  Tm(7). Az előző egyenlőtlenség adja, hogy 7, .7 £ 5, 7 fi J  =  0 esetén
(3) dist (T(J),T(7)) > diám (7, J ) / 8 .
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Valóban, mindössze (2)-t kell alkalmazni a legkisebb olyan m  indexre, amelyre I  és J  az 
Sm  különböző intervallumainak részei (és ezekre az intervallumokra).
Mármost legyen x  £  K  esetén
Fx =  f |  T(I) = f  Tm(I).
I E S  m , iG z S m ,  x E l
Mivel x  €  l m  C l m - 1 , lm  £ <Sm esetén Tm(/m) a Tm_ i(/m_i) minden intervallumából két 
pozitív távolságra levő zárt intervallumot tartalmaz, Fx perfekt minden x  £  k-ra. Továbbá 
(3) adja, hogy
dist(Fx,Fy) >  \x  — 3/1/ 8 ,
ezzel a feladatbeli feltétel elegendőségét beláttuk (pontosabban az x  —► 8 Fx renszer meg­
felel a feltételeknek).
A szükségesség bizonyításához tegyük ismét fel, hogy K  C [0,1], és minden x £  Fx 
esetén Fx egy perfekt halmaz úgy, hogy ha x, y £  K, akkor Fx és Fy távolsága legalább 
akkora mint az x  és az y távolsága. Egy rözített M-re legyen K m  azon x £ K-k halmaza 
amelyekre F x C  [—M, M ).  Elegendő megmutatni, hogy K m  0 mértékű minden M - re.
Az F  =  UX£ k Fx halmazon definiáljuk a g függvényt úgy, hogy g(u) =  x minden 
u £  Fc-re és x £ K-ra. Ekkor a feltevés alapján |c/(u) — g(v) < \u — v\ minden K-
ra (azaz g egy Lip 1 függvény 1 Lipschitz-konstanssal), és könnyen látható hogy ekkor g 
egyértelműen kiterjeszthető ugyanilyen tulajdonságú függvénnyé az F  lezártjára, majd a 
lezárt köztes intervallumaira lineárisan kiterjesztve kapjuk a g egy kiterjesztését [0 , l]-re. 
Jelöljük ezt továbbra is <7-vei. Könnyen látható, hogy ez is rendelkezik a |<?(u) — g(v) < 
|m — v|, u, v  £  [0 , 1] tulajdonsággal, amiből világos, hogy g abszolút folytonos és így g 
majdnem mindenütt differenciálható.
Legyen H  az Fx, x 6  K m  halmazok legkisebb elemeinek halmaza (vigyázat, II nem 
feltétlenül mérhető!). A K m  halmaz a H  halmaz g melletti képe. Mivel /  konstans 
minden Fx halmazon, ha egy z 6  H  pontban g differenciálható, akkor ott a deriváltja
0. Tehát H  = Ho V H í , ahol Hq 0 mértékű, és g differenciálható H \  minden pontjában, 
és a deriváltja 0. Legyen e > 0. Ha tehát z £ III , akkor valamilyen 1 > Sz > 0-ra igaz az, 
hogy ha 0  < h <  6Z, akkor
(4) g ( z )  -  g ( z  ±  h ) 
h
< £.
Az I z =  ( z  — őz , z  + Sz ) intervallumok befedik ü i-e t, ezért kiválasztható belőlük egy meg­
számlálható I Zi, i = l ,2 , . . .  rendszer, amely szintén befedi H i - e t .  De ekkor H z  =  Uj/Zi 
mérthető, ezért van egy olyan L 2  C II 2  kompakt részhalmaza, hogy I I 2  \  L2 mértéke ki­
sebb, mint £. L2-nek van egy véges befedése: L 2  C U?L1IZi, és e véges befedésben felté­
telezhetjük, hogy egyetlen pont sem tartozik három befedő intervallumba (ha van ilyen 
pont, akkor valamelyik intervallum elhagyható).
(4) szerint minden I z g  melletti g[Iz ] képének a hossza legfeljebb e \ I z \, ezért 3 (^2 ] | < 
2s:IF 2 ! < 2e ( M  -(- 2). Mivel |/ Í 2  \  L 2 I < £, ez a halmaz befedhető e-nál kisebb összhosszú 
intervallumrendszerrel. A Lip 1 tulajdonság m iatt minden befedő I  intervallum p[7] képe 
legfeljebb |/ | hosszú, ezért \g [ H 2  \  L2 ] < e. Hasonlóan kapjuk, hogy g [H \\  nulla mértékű.
De K m  C g [H \\ \J g [H z  \  L 2 ] U g[Í2 ] miatt az eddigiekből \K \  <  2e ( M  + 2) + e  adódik, 
és mivel itt e  >  0 tetszőleges, igazoltuk, hogy K  nulla mértékű.
A  kitűzők m ego ldása
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7. L e g y e n  a  k o m p l e x  é r t é k ű  F ( z )  f ü g g v é n y  r e g u lá r i s  a  k o m p le x  s í k  {0 <  \z \ <  R }  k i ­
p o n t o z o t t  k ö r la p já n .  S z i n t v o n a l o n  é r t s ü k  a  Re F ( z )  fü g g v é n y  v a l a m e l y  s z i n t h a l m a ­
z á n a k  k o m p o n e n s é t ,  t e h á t  o ly a n  m a x i m á l i s  ö s s z e f ü g g ő  h a lm a z t ,  a m e l y e n  Re F ( z )  
á l la n d ó .  J e lö l jü k  A ( r ) - r e l  a z o n  s z in t v o n a l a k  u n ió j á t ,  m e ly e k  t e l j e s  e g észü k b en  a  
{0 <  \z \ <  r}  k i p o n t o z o t t  k ö r la p o n  h e ly e z k e d n e k  el. M u ta s s u k  m e g ,  h o g y  h a  A ( r )  
k o m p o n e n s e i n e k  s z á m a  r - t ő l  f ü g g e t l e n  k o r l á t  a l a t t  m a r a d ,  a k k o r  F ( z ) - n e k  0-b a n  
legfe ljebb  p ó lu s  s z in g u la r i t á s a  leh e t .
Megoldás. (A feladat szövegének kiegészítéseként jegyezzük meg, hogy pólus helyen a 
komponensek száma valóban korlátos, a pólus rendjének kétszerese elég kis r  esetén.)
Az indirekt bizonyításban feltesszük, hogy a szingularitás lényeges. Legyen U ( z ) =  
R e F ( z ) ,  V ( z )  =  lmF ( z ) ,  F ( z )  =  U ( z )  +  i V ( z ) .  Kritikus pontnak F ' ( z )  zérus helyét nevez­
zük, kritikus értéknek F ( z )  ott felvett érékét. ,S’-sel és indexelt változataival szintvonalakat 
jelölünk, c (S )  jelenti U ( z )  konstans értékét S-en.
Kizárólag olyan S  szintvonalakat fogunk konstruálni, amelyek nem haladnak át 
kritikus ponton, sőt c (S )  a legfeljebb megszámlálható kritikus érték valós részétől mind 
különbözni fog. Ezt úgy érjük el -  anélkül, hogy erre a későbbiekben külön kitérnénk -, 
hogy c (S )  értékét mindig intervallumból választhatjuk.
A kritikus pontokkal is kipontozott {0 < 1*1 < R } körlapon F ( z )  lokálisan konform 
(elágazás nélküli fedés), ezért S  a c(S) valós részű függőleges egyenes egy véges vagy 
végtelen nyílt részintervallumának a 2  síkra való felemelése, ami mindkét irányban elér a 
határig, 0-ig, illetve a {|z| =  R )  körvonalig.
Tömören megfogalmazva:
1. lépés. S - e t  m e g a d h a t ju k  o lya n  z ( v )  (—oo < a < v  < ß  < +oo) p a ra m é te re zé sse l ,  
a m e ly r e  F ( z ( v )) =  c ( S )  + i v  ( a  <  v  <  ß ) ,  é s  a m e l y  v a g y  0-hoz  v a g y  a {|z| = R j  k ö r ­
v o n a lh o z  ta r t  v  —> a  T 0 , i l le tve  v  —> ß  — 0  ese tén .
A  továbbiakban röviden úgy fogjuk mondani, hogy S  mindkét irányban 0-ban vagy 
a körvonalon ér véget.
2. lépés. T e tsző leg es  n -re  m e g a d h a tó  n  d a r a b  k ü lö n b ö z ő  sz in tvona l ,  S í (i = 1,. . .  , n) 
k ö z ö s  c (S i)  é r tékkel,  a m e ly e k  m in d k é t  irá n yb a n  0 -b a n  érnek véget.
Bizonyítás. Feltehető, hogy F ( z )  még {0 < \z\ < R }-en is folytonos. Ha
|c(S)| > max )[/({)|,
\ S \ = K
akkor S  nem mehet { \z\ =  R \  közelébe, és mindkét irányban csak 0-ban érhet véget.
Jelöljük n ( w ) - v e l  azt, hogy F ( z )  hányszor veszi fel -  multiplicitással számolva -  a 
w  értéket a {0 < \z\ < R j  kipontozott körlapon. Tegyük fel, hogy n ( w ) ,  valamilyen wo 6 
sugarú környezetére megszorítva, a w i pontban felveszi a legnagyobb értékét, és még erre 
a legnagyobb értékre is n (w )  < n ( w \ ) < n  (|ui — wo| < ú) volna.
A tűi ősképeit Z j - v e  1 ( j  =  1 , . . . ,  m  <  n )  jelölve, ezek akármilyen kis környezetében 
F { z )  felveszi w \  egy teljes környezetének a pontjait, mégpedig összesen n(iüi)-szer. De 
n(iüi) maximális volt, tehát legalábbis w i  ezen környezetének azokat a pontjait, amelyek 
lüo ó sugarú környezetébe is beleesnek, F ( z )  a Z j - k  ezen kis környezetein kívül sehol
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másutt már nem veheti fel. Speciálisan 0 kis környezetében F ( z )  kihagyná w i  egy teljes 
környezetét, ellentmondásban a  Casorati- Weiers trass-tét ellel.
Arra jutottunk, hogy bármely wo bármely környezetében található olyan w  érték, 
amit F ( z )  legalább n-szer felvesz, sőt ilyen értéket egy teljes környezetből választhatunk.
(Persze a Nagy Picard-tétel birtokában mindez triviális: F ( z ) ,  legfeljebb egy kivétel­
től eltekintve, minden értéket végtelen sokszor vesz fel.)
Jelöljük Zi-ve 1 (t =  1 , . . . ,  n) a kiválasztott w  n  ősképét, és ÓV vei a Zi-t tartalmazó 
szintvonalat. Ezek mind különbözők, hiszen -  ahogyan az 1. lépésben a szintvonalakat 
jellemeztük -  S í mentén lm F ( z )  szigorúan monoton módon változik, és így S í-n z  =  Zi 
az egyetlen pont, ahol F ( z )  =  w .
Mivel w - t  tetszőleges környezetből választhattuk, azt is elérhetjük, hogy Re w  | > 
max|£|=H |£/(0 |> és a kiinduló megjegyzésünk szerint S í mindkét irányban 0 -ban ér véget.
Ilyen 0-ból induló és oda visszatérő S  szintvonalhoz 0-t hozzáképzelve Jordan-görbét 
kapunk. Jelöljük a belsejét D (S )-sei.
3. lépés. Ha r olyan kicsi, hogy { \z\ = r} metszi D(S)-et, akkor D(S) tartalmazza A(r) 
egy komponensét.
Bizonyítás. Legyen ehhez
M  d=  max U(z), m d= min U(z)\
\ z \ = r  \z \= r
zeD(S)  zeD(s)
a felülvonás lezárást jelent.
m < c(S) < M, és M  és m  közül legalább az egyiket U(z) kénytelen felvenni D(S) 
belsejében.
A Maximum Elv szerint m  <  U(z) <  M  (z G D(S), \z\ >  r) . Ha e két egyenlőtlenség 
ű(S)-ben az r sugarú körön belül is fennállna, akkor
sup U(z) =  M, inf U(z) =  mzeD(S) *eo(S)
volna, és legalább az egyiket U (z) D(S) belsejében ténylegesen fel is venné. Ez azonban 
lehetetlen, mert a Maximum Elv szerint akkor konstans volna.
Van tehát z' G D(S), \z'\ < r, amelyre U(z') > M  vagy U(z') < m. (A Phragmén 
Lindelöf-elv legegyszerűbb változata szerint egyébként U(z) nem is korlátos D(S)-ben.) 
A z'-t tartalmazó S' szintvonal sem {|z| =  r}-et, sem S-et nem metszheti. Egyrészt tehát 
S' C A(r), másrészt S' C D (S). Ezért A(r) f] D(S) nem üres. S  pontjai azonban nem 
tartoznak A(r)-hez, S  belseje és külseje tehát elválasztja A(r) f) D(.S')-et A(r) \  D(S)-tői.
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4. lépés. Ha tehát k felső korlát A (r) komponenseinek a számára, akkor a mindkét 
irányban O-ban végződő S  szintvonalak által határolt D(S) tartományok közül legfeljebb 
k diszjunktat lehet kiválasztani.
Speciálisan a D(Si) tartományok között is legfeljebb csak k diszjunkt lehet, de 
jegyezzük meg, a 4. lépésben nem feltétel, hogy a tartományokhoz tartozó c(S) értékek 
megegyezzenek.
Hogy a c(Si) (i = 1 ,... ,n) értékek megegyeznek, azt most fogjuk kihasználni.
5. lépés. D(Si) tartományokból alkotott monoton lánc is -  azaz olyan sorozat, aminek 
minden eleme tartalmazza a következőt -  legfeljebb csak k hosszúságú lehet.
Bizonyítás. Legyen S  és S' a lánc két szomszédos eleme; c(S) = c(S'), D(S') C D(S).
A 3. lépésben az ottani S' konstrukciója azon múlt, hogy U(z) az ottani D(S) tarto­
mány határán állandó. Ugyanez igaz most a D(S) \  D (S') tartományra is. Az okoskodás 
elismétlésével kapunk tehát egy szintvonalat -  jelöljük S^'-vel amelyre
S "C Ű (S )\D (S Ö , S"  C {0 < \z\ <  r}.
Két, egy pontban érintkező Jordan-görbe, mint amilyen S' 1J{0} és S" |J{0}, három­
féle helyzetben lehet egymáshoz képest:
D(S') C D(S"), D(S") C D{S'), vagy D(S') f |  D(S") = 0.
Ha r-et, olyan kicsinek választjuk, hogy a {|z| = r } körvonal messe D(S')-1, akkor 
az első eset ki van zárva, mert S” C { \z\ < r}. A második eset azért van kizárva, mert 
S”, választása szerint, D(S') külsejében halad. Marad a harmadik eset: konstruáltunk 
D(S)-ben egy D(S')-től diszjunkt D(S") tartományt.
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Ha ezt a lánc minden szomszédos párjával elvégezzük, akkor a konstruált D ( S " )  
típusú tartományok a lánc utolsó tagjával együtt -  az ábrán a vonalkázott tartományok -  
diszjunktak lesznek, a számuk pedig megegyezik a lánc hosszával. A c( ) értékek biztosan 
nem mind egyeznek meg, de ez -  mint megjegyeztük -  a 4. lépésben érdektelen: a lánc 
hossza legfeljebb k. ■
Az 5. lépés bizonyításában már szó volt arról, hogy két D ( S i )  tartomány vagy 
diszjunkt, vagy egyik tartalmazza a másikat.
6 . lépés. I lyen  h a lm a zre n d s ze r  előáll m in t  a n n y i  m o n o to n  lá n c  egyesí tése ,  a h á n y  m in i­
m ális  — a z a z  to vá b b i  h a lm a z t  r é s z k é n t  n e m  ta r ta lm a z ó  -  h a lm a z  van a  ren d szerb en .
B izonyítás. Egy minimális halmazhoz tekintsük az őt tartalmazó halmazokat a rendsze­
rünkből. Ezek közül bármelyik kettő metszi egymást, tehát az egyik része a másiknak, és 
így monoton módon sorba rendezhetők, monoton láncot alkotnak.
Másfelől véges rendszerben nyilván minden halmaz tartalmaz további halmazt nem 
tartalmazó, tehát minimális részhalmazt, és így benne lesz az ahhoz a minimális halmazhoz 
konstruált láncban.
(Hivatkozhatnánk persze Dilworth általános tételére: tetszőleges véges részbenren- 
dezett halmaz előáll annyi monoton lánc egyesítéseként, amilyen hosszú a legnagyobb 
antilánc -  azaz páronként összehasonlíthatatlan elemekből álló részhalmaz.) ■
A minimális halmazok száma, diszjunktak lévén, a 4. lépés szerint legfeljebb k , és 
minden lánc az 5. lépés szerint legfeljebb k  hosszú. Innen n  < k 2, ami ellentmondás, mert 
n-et a 2. lépésben akármilyen nagynak választhattuk. Az ellentmondás bizonyítja a feladat 
állítását.
M egjegyzés. A  megoldás lén yeg é b en  K u n  G á b o r tó l  szárm azik .  A  k i tű ző  eredeti b izon y í­
tása a n n y ib a n  bonyolultabb, h o g y  u gyan azok  a z  e lőzm ények, a m e ly e k  i t t  a 6., k o m b in a to r i ­
kus lé p é s h e z  vezettek, o t t  o ly a n  F ( z )  le írásá t igénylik , am elyre  Re F ( z )  >  c (S )  D ( S ) - b e n .
8 . B i z o n y í t s u k  be, hogy  l é t e z i k  o ly a n  c  a b s z o lú t  k o n s ta n s ,  h o g y  m i n d e n  n - p o n t ú ,  
á l ta lá n o s  h e ly z e tű ,  s íkbeli  H  p o n t h a l m a z  e l e m e i t  k i s z ín e z h e t j ü k  c  • log n  s z í n n e l  úgy ,  
hogy  a  s í k  b á r m e ly  k ö r l e m e z e ,  m e l y  H - n a k  legalább eg y  p o n t j á t  t a r t a l m a z z a ,  H  
v a l a m e l y i k  s z ín o s z tá ly á b ó l  p o n t o s a n  eg y  p o n t o t  fed .
M egoldás. Kössünk össze két pontot egy éllel, ha van olyan kör, ami csak őket tar­
talmazza. (Ezt a gráfot egyébként Delaunay-háromszögelésnek hívják, mert telített síkg­
ráf. Máskülönben a Dirichlet-Voronoi-cellafelbontás duálisa.) Minden síkgráf 4 színnel 
színezhető, tehát tartalmaz egy maximum --pontú független halmazt. Ennek pontjait 
színezzük meg az első színnel, m ajd dobjuk el, és ismételjük meg az eljárást a maradék 
ponthalmazra, melynek legalább negyedsok pontját a második színnel színezzük. így végül 
[í°g4 / 3 n l színnel mindent kiszínezünk.
Miért jó ez a színezés? Vegyünk egy tetszőleges kört, és nézzük meg, hogy mely 
pontjai kapták a legmagasabb számú színt, ami a körben előfordul. Ha csak egy ilyen pont 
van, akkor kész vagyunk. Ha legalább kettő, akkor az adott lépésben képzett gráfnak van 
egy teljes éle, ami a körbe esett, és ennek csak egyik végpontját hagyhattuk el. így a másik 
végpont kénytelen magasabb számú színt kapni, ami ellentmondás.
A  k itű ző  m ego ldása
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9. Legyen M  összefüggő, kompakt, C°°-differenciálható sokaság, és jelölje 
az M-en értelmezett sima valós függvények vektorterét. Legyen V  < C°°(M) olyan 
altér, amely invariáns azM  sokaság C°°-diffeomorfizmusaira nézve, azaz f  oh £ V , 
valahányszor f  £ V és h: M  —> M  tetszőleges C°°-diffeomorfizmus. Bizonyítsuk 
be, hogy ha V különbözik a {0} és C°°(M ) alterektől, akkor pontosan a konstans 
függvényekből áll.
Megoldás. Elég azt megmutatni, hogy ha V tartalmaz egy nem konstans /  függvényt, 
akkor V  =  C ° ° ( M ) .
Vegyük észre, hogy nem konstans /-re  df azonosan 0 nem lehet. Valóban, különben 
/  lokálisan konstans volna, és így a | / _ 1 (c) | c £ R} halmazrendszer az M-nek nyílt par­
tíciója lenne, legalább két nemüres partíciótaggal, ami ellentmond M összefüggőségének 
(ugyanis ci,C2 £ R, Ci /  C2 , / _1 ( c i ) , / - 1 (c2 ) /  0 esetén / _1 (ci) nem-triviális zárt-nyílt 
halmaz M-ben).
Tegyük fel tehát, hogy a V-beli /  függvényünkre és egy p £ M pontra (df)p ^  0. 
Ekkor a kiegyenesítési tétel szerint létezik p-nek egy U nyílt környezete és azon egy r  : 
U —► R" térkép, hogy x £ t/-ra f(x) =  Xi, ahol Xi a t (x) i-edik koordinátája. Feltehető, 
hogy r(U) C Rn egy nyílt gömb.
Először belátjuk, hogy ha g £ esetén supp g C U, akkor g £ V. Ehhez egy
elég kicsi e > 0 szám választásával definiáljuk a h : M —> M függvényt a következőképpen:
Hogy az x  £ U  esetben adott definíció értelmes legyen, elég feltenni, hogy 
emax |p(x)| < dist (supp(goT_1),ö(r(17)))/2, mert akkor x  £ suppg-re (x i  +  e g (x ) ,  X 2 , 
. . .  , x „ )  £ t (U ) ,  míg x  £ U  \  suppg-re  ugyanez a tartalmazási reláció nyilvánvalóan tel­
jesül. (Ebből következőleg x  £ U  =>■ h (x )  £ U .) így M  két nyílt részhalmazán, amelyek 
uniója M ,  definiáltunk, a metszetükön egybehangzó módon, egy-egy C °°  leképezést, 
ezért az ilymódon definiált h leképezés M-bó'l M -be menő C °°  leképezés lesz. To­
vábbá h  az M-nek C°° diffeomorfizmusa lesz, ha bijekció, és dh  seholsem elfajuló. Nyil­
ván elegendő ezeket a feltételeket U -n  biztosítani. Mindkét feltétel biztosítva lesz, ha 
emax |9 (flor_ 1 )(xi,X 2 , .. . , x n) / d x i  \ < 1 /2  teljesül. Ugyanis ekkor a r  o f io r - 1  : r { U )  —> 
t (U )  leképezés, amely (xi,X2 , . . . ,  .Xn)-et (xi +  e (g  o r - 1 )(xi,X2 , • ■., x n ), X2 , • • • ,x„)-be 
viszi, a r(í/)-nak minden xi tengelyiránnyal párhuzamos nyílt húrján bijekció (mivel a 
húr két végpontja egy-egy környezetében identikus, azért a folytonosság miatt szürjektív, 
és mivel első koordinátájának x \  szerinti parciális deriváltja 1 + e d ( g  o r ~ 1) / d x i  >  1 / 2 , 
azért injektív), továbbá ennek a leképezésnek a Jacobi-mátrixa nem szinguláris (mivel 
determinánsa 1 + e d ( g  o r ~ 1) / d x i  >  1 / 2 ).
Most legyen x  £ U . Ekkor h (x )  £ U  is fennáll, és ezek miatt /(x ) , illetve f ( h ( x ) )  
megegyezik r(x)-nek, illetve r(h(x))-nek az első koordinátájával, azaz xi-gyel, illetve 
xi -I- e^(x)-szel. Ezek szerint U -n  teljesül az ( /  o h ) ( x )  = f ( x )  +  e g ( x )  egyenlőség. De 
x € M \ supp g- re h ( x )  =  x, g (x )  =  0, így az
egyenlőség az egész M - e n  fennáll. Itt /  £ V ,  a feladat feltétele szerint /  o h  £ V  is fennáll, 
így az előbb belátott egyenlőségből kapjuk, hogy g  £ V ,  mivel V  lineáris altér.
/  o h  =  f  +  eg
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Most legyen g £ C ° ° ( M )  tetszőleges. Belátjuk, hogy g  £ V . Először is, Diff°° (M)-mel 
jelölve az M  sokaság G1oc-diffeornorfizmusainak csoportját, a homogenitási lemma alapján 
minden y  £ M  esetén létezik h y  £ Diffx>(A/), amelyre hy (p) =  y .  Ekkor a {hv ( U ) | y  6  M} 
halmazrendszer M -nek nyílt fedése, így M  kompaktsága miatt közülük véges sok, mond­
juk { h y i  ( U ) , . . . ,  hVk( U ) }  is fedése M-nek. Ehhez a { h yi ( [ / ) , . . . ,  h,Jk( U )} nyílt fedéshez 
létezik egy {«i, . . .  ,U k }  C C ° ° ( M )  függvényrendszer, amelyre 0 < u3 < 1, ^f!j=i u i  =  
és supp Uj C h Vj (U ), ahol j  =  1 , . . . ,  k. Ekkor minden j  =  1 , ,  fc-ra a gj =  (Uj ■ g ) o h Vj 
függvényre g j  € C°°(M) és su p p g3 =  h “ 1 ( supp(itj • g)) C h f *  (suppte,) C [/. Tehát a bi­
zonyítás első részében bizonyítottak szerint g j  £ V. Ekkor viszont u j ■ g =  g j  o h y 1 £ V a 
feladat feltétele szerint. Végül g = ■ <?) £ V, mivel V lineáris altér.
A kitűző, J u h á sz  A n d rá s  és K u n  G ábor  m egoldása i a lapján
10. L e g y e n e k  X 1; V2, . . .  f ü g g e t l e n ,  a z o n o s  e lo s z lá s ú  v a ló s z ín ű s é g i  v á l to z ó k ,  m e l y e k  
k ö z ö s  e l o s z l á s a  vé g te le n  s o k  k ü lö n b ö z ő  é r t é k r e  k o n c e n tr á l t  d i s z k r é t  e lo s z lá s .  L e g y e n  
a n a n n a k  a  v a ló s z ín ű s é g e ,  h o g y  X \ , . . . ,  X n + i  m i n d  k ü l ö n b ö z ő  é r t é k e t  v e s z  fe l ,  
f e l t é v e ,  h o g y  X \ , . . . ,  X n k ü l ö n b ö z ő  é r t é k e k e t  v e t t e k  f e l  ( n >  1 ) .  M u t a s s u k  m e g ,  ho g y
(a )  n  —* oo e se té n  a n s z i g o r ú a n  m o n o t o n  c s ö k k e n v e  t a r t  0 -h o z ;  v a la m in t
(b) a  p o z i t í v  eg ész  s z á m o k  te t s z ő l e g e s  1  <  / ( 1 ) <  / ( 2 ) <  . . .  r é s z s o r o z a t á r a  
X 1 , X 2, . . .  k ö zö s  e l o s z l á s a  m e g v á l a s z t h a t ó  úgy , h o g y  a
lim sup^ M  = i
n —>oo Cin
ö s s z e f ü g g é s  t e l j e s ü l jö n .
Megoldás. Legyenek az X , - k  által felvehető értékek valószínűségei Pi > P2  > • .. > 0 és 
legyen bn annak a valószínűsége, hogy Xi, X 2, . . . ,  Xn mind különböző értékeket vesznek 
fel. Ekkor
. , - h n + lbn =  n \  y  P iiP i2 - - -P i„  es a n =  —— ._ , . Un
1<*1 <*2 <••■<%
A monoton csökkenés az alábbi általánosabb állításból is levezethető:
Lemma. Ha 1 < m < n, akkor bmbn > bm +n és
b m —lbn+1 bm+n ^  bmbn bm+n 
(m  — l)(n + l) ~~ mn
Ugyanis ebből azt kapjuk, hogy &m-i&n+i <  bn bm , amiből a bizonyítandó an < sm- i  
egyenlőtlenség következik.
Bizonyítás. Szorozzuk össze a  bn-e t és a bm- e t  kifejező szummát, minden tagot minden 
taggal, és csoportosítsuk az eredményt aszerint, hogy a két összeszorzott tagban hány 
tényező közös.
bmbn =  bm +n  +  fÁ A)h{B)n\m\ m + n — 2k m  — k
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ahol 52 a pozitív egészek azon A  és B  részhalmazaira történő szummázást jelöl, amelyekre 
A  n  B  = 0, \A\ =  m  +  n  — 2k  és \B\ =  k, továbbá f i ( A )  = \ \  p ) -  Ezért
jeA
bmbn bm+n
m n E  E /^ ) /2(ß)k= 1 »
(n — l)!(m — l)!(m  +  n — 2k)\  
(m — k ) \ ( n  — k)\
Hagyjuk el a külső szumma utolsó tagját és használjuk fel, hogy k <  m  esetén
(n  — l)!(m — l)!(m +  n  — 2 k)\ _  n ! ( m  — 2 )!(m +  n — 2k)\ /  (k  — l)(n  +  1 — m )  
(m — fc)!(n — fc)! (m — 1 — fc)!(n + 1 — fc)! \  n ( m  — k)
Ezzel
bmbn - b m+n
m n
m — 1
> E  'EhWMB)
k = 1 *
n!(m — 2)!(m +  n — 2fc)! 
(m  — 1 — fc)!(n + 1 — fc)!
m  —1
= E E / i W j (ß ),,!(m - 2)!fc=i *
( n  +  m  — 2k  
t o  —  1  —  fc
bm — lÖn+1 bm-\-n
(to — l)(n + 1)
A továbbiakban azt mutatjuk meg, hogy <2 2 n <  4gn és  a n >  <7n, ahol gn =  Pn+i +
Pn+ 2  + __Ebből már minden következni fog, ugyanis az első egyenlőtlenségből azt kapjuk,
hogy a n —> 0. Ha pedig az n  >  1 sorozat adott, legyen f o ( n )  =  n  és f i ( n )  =  / ( / i - i ( n ) ) ,  
* > 1, továbbá legyen fc(l) =  1 és fc(n +1) =  /„  (2fc(n)). Végül legyen p, =  |  és fc(n — 1) < 
i  <  k (n )  esetén p, =  (2n (fc(n) — fc(n — l ) ) ) -1 . Ilyen módon valószínűségeloszlást kapunk, 
p, monoton nemnövekvő, és
ífc(n-t-l) _ 1
0-2k(n) ^Q k(n )  8
Mivel
afc(n+l) _  TT h(2fc(n)) 
a2fc(n) ü  «*/,_,(»(»))’
azért
max { a M') . 2 k (n )  <  j  <  f n- i ( 2 k ( n ) )  1 >  max j —/■ (2fc(^ )) _ . 1 < j < n \  >  2“ 3/7\
Mármost könnyen látható, hogy
bn+m  ^  (ín)
(n +  to)! — n! to! ’
amiből a”^ 1 < a 2na2n - i . . . a „  = 62n+i/&n < (2"n+1)(ín)n+1 < 22n(9n)n+1. Másrészt pedig
6n+i = n! E  E pJ > bn<ln-
\A \= n  j ( A
A  k i tű z ő  megoldása
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ERICSSON-DIJ 2006
Felhívás díjazandó tanárok ajánlására 
Beadási határidő: 2006. szeptember 15.
A z  E r ic s so n  cég m agya ro rszá g i  K u ta tá s -F e j le s z té s i  Igazgatósága á l ta l  1999-ben a la p í­
to t t  d íja t á l t a l á n o s - ,  v a g y  k ö z é p i s k o l á s o k a t  t a n í t ó  f i z i k a -  é s  m a t e m a t i k a t a n á r o k  
nyerhetik  el, a z  alább ré sz le teze t t  f e l té te lek  szerin t .  A  d í j  a lap ításának  célja, hogy tá m o g a ssa  
és erősítse a m agyarország i  m a te m a t ik a i  és t e r m é sz e t tu d o m á n y o s  a lapképzés  v i lá g v is zo n y ­
latban is k iem e lk ed ő  sz ínvonalá t ,  igényességét. E n n e k  köszönhe tő  ugyan is ,  hogy a haza i  
m űszaki és te r m é sz e t tu d o m á n y i  d ip lom áva l ren d e lk ező k  tudása m eg fe le lő  sze l lem i é r té k e t  
képvisel a z  ig én yes  hazai és külföldi befektetők e lő t t  és vonzóvá  te s z i  M a g ya ro rszá g  bekap­
csolását a távköz lés  és egyéb csúcstechnológiák n e m z e tk ö z i  ku tatási f e j le s z té s i  láncába.
A z  ERICSSON-DÍJAKAT 2006-ban két kategóriában ítélik oda:
1. „Ericsson a m atem atika és fizika népszerűsítéséért” díj
4 m atem atika- és 4 fizikatanár részére egyenként 200 000 Ft-tal járó díj, melyet 
olyan tanárok kaphatnak, akik tanítványaikkal aktívan bekapcsolódtak a Középiskolai 
Matematikai és Fizikai Lapok vagy az ABACUS folyóiratának pontversenyeibe, vagy a 
tanítás mellett évek óta a legtöbbet teszik a tantárgyuk iránti érdeklődés felkeltéséért és 
megszerettetéséért.
2. „Ericsson a m atem atika és fizika tehetségeinek  gondozásáért” díj
2 m atem atika- és 2 fizikatanár részére egyenként 200 000 Ft-tal járó díj, melyet 
olyan tanárok kaphatnak, akiknek tanítványai a Középiskolai Matematikai és Fizikai La­
pok vagy az ABACUS versenyein, vagy a Varga Tamás, Kalmár László, Arany Dániel 
matematikaversenyek, matematika vagy fizika OKTV, Öveges József, Mikola Sándor, Szi­
lárd Leó fizikaversenyek, a Nemzetközi Matematika vagy Fizika Diákolimpiák, a Kürschák 
József matematikai tanulóversenyek vagy az Eötvös Loránd fizikaversenyek valamelyikén 
a 2000-2001-es tanévtől kezdődően elnyerték az első öt díj egyikét.
A díjakat a MATFUND Középiskolai Matematikai és Fizikai Alapítvány ítéli oda, 
a Bolyai János Matematikai Társulat és az Eötvös Loránd Fizikai Társulat Ericsson- 
díjbizottságainak ajánlása alapján. A díjazandókra írásos javaslatot nyújthatnak be szak­
mai és társadalmi szervezetek, a javasolt tanár tevékenységét ismerő kollégák, tanítványok. 
Az a ján lásnak  ta rta lm azn ia  kell a javasolt szem ély részletes szakmai je llem ­
zését különös tekintettel azokra a szempontokra, amelyek alapján a díjra érdemesnek 
tartják. Ha a korábbi években már javasolt tanár nem kapott díjat, a felterjesztést (hi­
vatkozva a már beküldött jellemzésre, esetleg kiegészítve azt) kérjük, ismételjék meg! 
A beadási határidő: 2006. szep tem ber 15. Cím: Bolyai János Matematikai Társulat 
vagy Eötvös Loránd Fizikai Társulat, 1027 Budapest, Fő u. 68.
A bizottságok a benyújtott írásos javaslatok alapján 2006. október 6-ig döntést 
hoznak a jelöltek sorrendjéről. A bizottságok részletes indoklását tartalmazó jelentése 
után a MATFUND kuratóriuma 2006. október 16-ig dönt a díjazandók személyéről.
Modok és Társa Nyomda, Kiskunhalas
