Stability and B-convergence of linearly implicit Runge-Kutta methods by Hundsdorfer, W. (Willem)
Centrum voor Wiskunde en lnformatica 
Centre for Mathematics and Computer Science 
W.H. Hundsdorfer 
Stability and 8-convergence of 
linearly implicit Runge-Kutta methods 
Department of Numerical Mathematics Report NM-R8516 July 
The Centre for Mathematics and Computer Science is a research institute of the Stichting 
Mathematisch Centrum, which was founded on February 11 , 1946, as a nonprofit institution aim-
ing at the promotion of mathematics, computer science, and their applications. It is sponsored by 
the Dutch Government through the Netherlands Organization for the Advancement of Pure 
Research (Z.W.0.). 
Copyright © Stichting Mathematisch Centrum, Amsterdam 
,, 
STABILITY AND B-CONVERGENCE OF LINEARLY IMPLICIT RUNGE-KUTTA METHODS 
W.H.Hundsdorfer 
Centre for Mathematics and Computer Seienee, Amsterdam 
Abstract. In this paper we study stability and convergence properties 
of linearly implicit Runge-Kutta methods applied to stiff semi-linear 
systems of differential equations. The stability analysis includes 
s~ability with respect to internal perturbations. All results presented 
in this paper are independent of the stiffness of the system. 
1980 AMS Subject Classification 65L05, 65L20 
Key Words & Phrases : numerical analysis, stiff initial value problems, 
linearly implicit Runge-Kutta methods, B-convergence. 
Note This paper will be submitted for publication elsewhere. 
Report NM-R8516 
Centre for Mathematics and Computer Science 
P.O. Box 4079, 1009 AB Amsterdam, The Netherlands 

I.Introduction 
We shall be concerned with the numerical solution of stiff nonlinear 
initial value problems for systems of ordinary differential equations 
(1., I) U'(t) = f(t,U(t)) (0$t$T), U(O) = u0 • 
The analysis will be restricted to semi-linear problems where 
(1.2) f(t,u) = Qu + g(t,u) (for all t E 1R and m U E 1R ) 
with m :<:: 1, Q an m xm -matrix and g 1R x 1R m + 1R m such that 
1 
lg(t,~) - g(t,u) I $ a. l;;-ul (for all ,.., m t E 1R and u, u E 1R ) , 
<u, Qu> $ S lul 2 (for all m UEJR )o 
Here a.:<:: 0 , S E 1R are given constants , < •, • > is an inner product on 
1R m and I • I stands for the corresponding norm on 1R m .. 
The class of functions f : 1R x 1R m + 1R m given by (1., 2) with m :<:: 1 
and g, Q satisfying (1 .. 3),(1 .. 4) will be denoted by S(a,a). Occasionally 
the initial value prolems (lol) with f ES(a.,S) will also be referred to as 
the class of problems S(a.,S). The problems in this class may be arbitrarily 
stiff since there is no bound on the Lipschitz constant of f(t,•). On the 
other hand these problems are properly posed because f(t,•) does satisfy 
a one-sided Lipschitz condition with constant a.+ S (see e.g.[3]). 
Let h > 0 be a given stepsize and t = nh (n :<:: 0) .. For the numerical n 
solution of the initial value problem (Iol) with f given by (1 .. 2) we 
shall deal with linearly implicit Runge-Kutta methods which yield approxi-
mations un to U(tn) by the scheme 
s ( (n) (1 o5a) un+I = u + E b. (hQ) hf t +c.h,y. ) ' n i=l ]. n 1. 1. 
(n) i-1 (n) (1 o5b) y. = u + E a .. (hQ) hf ( t +c . h, y. ) (1 $i$s) .. ]. n j=l 1.J n J J 
~ (l$i$s) The integer s ;::: 1 is the number of stages, c. are real para-]. 
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meters and the b. (I ::::; i::::; s), a .• (I ::::; j < i::::; s) are rational functions. 
l. l.J 
These methods are called linearly implicit because only linear systems of 
algebraic equations have to be solved to compute the approximations u • n 
In the literature (eog.[6],[7],[9]) such methods are also called generalized 
Runge-Kutta methods or semi-implicit methods. The class of methods (1.5), 
introduced by van der Houwen [7], contains among others the popular W-methods 
[12] (ROW-methods with inexact Jacobian; cf. example 3o5 and [8]). 
The object of this paper is the derivation of stability and convergence 
results which hold uniformly on the class of problems S(a,8). In particular, 
our results are independent of the stiffness of the problem under consider-
ation and the dimension m (which makes the results also relevant for 
partial differential equations). 
In section 2 we regard some stability questionso We introduce the 
concepts AS-stability and ASI-stability, used already in [1] for implicit 
Runge-Kutta methods, which guarantee that one step of the proces (lo5) is 
not too sensitive for perturbations on the internal stages (I.Sb). Some 
results in this direction given in [8] are generalizedo Further it will be 
shown that A-stability together with ASI-stability is sufficient for the 
integration proces to be stable Wor.t. a perturbation on the initial 
value u0 • 
Next we shall turn our attention to convergence for the linearly 
implicit Runge-Kutta methodso By the paper of Prothero and Robinson [11] 
it has become known that stiffness may not only affect the stability of 
a scheme but also its order of accuracyo For implicit Runge-Kutta methods 
this phenomenon has been analyzed in the papers of Frank, Schneid and 
Uberhuber ([4],[5]), and, more recently, in [1],[2],[10]. Following [2] 
(and essentially also [5]) we put 
II u II (q) = max{ IU(j) (t) I : O ::::; t::::; T , O ::::; j ::::; q } 
and we give the following definition. 
Definition 1.lo Method (1.5) is said to be B-aonvergent of order p on 
S(a,6) if there are ~onstants y0, h0 >0, p0 ElN such that 
IU(t )-u I::::; r 0 11ull (po) hp (for O<h::;h0 , n~O, O::;t ::;T) n n n 
whenever f E S(a, 8), the 
with a continuous p0-th 
u satisfy (1.5), and U 
n 
derivative. 
is a solution of (I.I) 
In this definition y0 , h0, p0 may only depend on a, S, T· and the 
coefficients of the methodo 
In section 3 sufficient conditions on the method (1.5) will be given 
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for having B-convergence with order on S(a,S)o For the class of linear 
(nonhomogeneous) problems S(O,S) we shall present necessary and sufficient 
conditions for B-convergence with order p o 
2. Stability 
2. 1 o PPeUmina:l'ies 
In order to write the scheme (lo5) in a more compact way we introduce 
some notations that were also used in [llo 
The s x s and m xm identity matrices will be denoted by I , I , s m 
respectively9 or, if no confusion can arise, simply by I o The vector e 
stands for the vector in lRs with all components equal to I o By L(lKN,lKM) 
we denote the space of linear operators (or matrices) from lKN to lKM, and 
L(lKN) stands for L(lKN,lKN)o Here lK may be either lR or a:. Further 
A(z;;) = (a •• (z;)) EL(O:s), b(z;) = (b.(z;;)) EO:s for z;; E 0: with a .. , b. (1 ::;; l.J 1. l.J ]. 
::;; i,j ::;; s, a .. = O for i::;; j ) the coefficient-functions of the method (1.5), and 
l.J T ' ' • . T 
we put c = (c 1,c2,.oo,cs) , cJ = (c 1 J,c2J,~ •• ,csJ~ for j ~Oo We define 
e = e ® I , I = I ® I , c = c ® I and cJ = cJ ® I , with ® standing 
m- s m- m - m 
m for the Kronecker producto If Z E L(lR ) then A(Z) stands for the block-
matrix in L(lRsm) with blocks ai. (Z) EL (lRm). Similarly b (Z) T= (b 1 (Z), b2 (Z), .... 
o.,b (Z))T EL(lRsm,lRm)o On th~ space lRsm we shall deal with the norm 
s 
for 
where l•I is the inner product-norm on lRmo Also the induced operator 
norms on L(lR m), L(lR sm) will be denoted by I• I, II• II , respectivelyo 
For a given stepsize h >O and f given by (1 o2) we put Z = h Q 
and we define F lR x lR sm + :m. sm by 







y = (y 1 ' y 2' 00 0 'y s) € lR • 
With these notations the linearly implicit Runge-Kutta scheme can be 
written as 
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n+I = u + b (Z) Th F ( t , y ) n - n n ' 
y = e u + A(Z) h F(t ,y ) 
n - n - n n 




= u + b(Z) h F(t ,y ) + v , 
n - n n n 
+ w 
n 
m (n) (n) (n) T sm with perturbations v E lR , w = (w1 ,w2 , o •• ,w ) E lR • These pertur-n n · s 
bations may stand for local (discretization) errors, but they may also 
represent round-off errors or errors caused by not solving exactly the 
linear algebraic systems (eog• iteratively with only a few iterations). 
Let ~n be the block-diagonal matrix diag(Z~n) ,Z~n),. 0 0 ,z~n» E L(lR sm) 
with Z~n) E L(lR m) such that 
1 
Z (n) (~(n) _ (n)) 
i Yi Yi 
~(n) (n) 
= h (f(t +c.h,y. ) - f(t +c.h,y. )) • 
n 1 1 n 1 1 
If f E S(a,S) the z. (n) 
1 
can be chosen such that IZ~n) -ZI ~ha, 
1 
this will always be assumed. Subtraction of (2.1) from (2.2) yields 
(2.3a) "' "' T "' un+I -un+l = un -un + E_(Z) ~n(yn -yn) + vn ' 
(2.3b) Yn -yn = e(;;'. -u ) + A(Z)Z (y -y ) + w 
- n n - -n n n n • 
From (2.3b) we obtain 
(2.4) 
and 
Insertion of this expression into (2e3a) leads to the following recursion 
scheme for the u -u 
n n ' 
(2.5) u I -u I = [I + b(Z)TZ (I -A(Z)Z )-le]{;:;: -u ) + 
n+ n+ - -n - - -n - n n 
+ b{Z)TZ (I -A(Z)Z )-lw + v o 
- -n - - -n n n 
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The relations (2o4),(2o5) will be basic for the analysis in the 
subsequent sectionso For this analysis we shall sometimes work with complex 
scalar differential equations. These equations can be easily converted to 
real equations (with f E S(a,S)) by identifying IC with the JR. 2 in the 
usual wayo 
2o2o Stability per step w.rot. internal perturbations 
In order to introduce some stability concepts we consider one step 
of (2.l),(2o2) for the simple testproblem (the A-stability model problem) 
U 1 (t) = A U(t) with A E IC-
where 0: = {r;:r; E IC, Re r;:::; 0 lo Let z = h A, n ~ 0 and assume for 




yn -yn = (I -A(z)z)-1wn , 
un+l -un+l = b(z)Tz(I -A(z)z)-1wn + v n 0 
Therefore, if we want II yn -yn II and l;:;n - un I to be small if II wn II 
and Iv I are so, we need bounds for (all the entries off) (I -A(z)z)-IE 
m n T -1 m E L(IC ) and b(z) z(I -A(z) z) E L(IC ,IC) o 
Definition 2olo The method (1.5) is said to be ASI-stable if (I-A(r;)z;;)-l 
is uniformly bounded for r; E IC • 
Definition 2.2o The method Oo5) is called AS-stable if b(r;)Tr;(I -A(r;)r;)-l 
is uniformly bounded for r; E IC o 
These definitions are similar to the ones given in [l] for implicit Runge-
Kutta methodso For the linearly implicit methods (1.5) such stability 
concepts were considered in [8; sect.3.3.2] and there a result closely 
related to the following lennna 2o3 was provedo In all of the following it 
is tacitly assumed that the coefficient-functions 
a pole at the origino 
a •• and b. do not have 
l.J l. 
Lemma 2.3o Method (lo5) is AS-stable and ASI-stable iff all 
regular on IC and a .. (co) = b. (co) = 0 (1 :::; i,j :::; s). 
l.J l. 




Proofo In the proof of lennna 2o4oll in [8] the sufficiency has been 
demonstrated and it was shown that AS- and ASI-stability imply that 
a .. (i;;)i;;, b.(i;;)i;; remain bounded for i;;+ 00 • This proof can be extended 
l.J l. 
in a straightforward way to show that all a .. (i;;)i;;, b.(i;;)i;; must be 
l.J l. 
uniformly bounded for i;; E IC in order to have AS- and ASI-stability. a 
We note that the conditions in this lennna on the coefficient-functions a .. , b. 
l.J l. 
were already used in [13] to formulate sufficient conditions for S-stabilityo 
Lennna 2o3 shows that most well-known linearly-implicit Runge-Kutta methods 
are AS- and ASI-stableo In particular it can be easily seen that any 
W-method whose stability function is regular on IC has these stability 
propertieso 
The names AS- and ASI-stability a:re derived from BS- and BSI-stabilityo 
These concepts, introduced in [4], are designed for the B-stability model 
problem (problem (lol) with f dissipative)o Our definitions arised from 
considerations on the A-stability model problem (206)0 The following theorem 
shows that our concepts for linear, scalar problems are also relevant for 
nonlinear, nonscalar problems in S(a,S)o 
Theorem 2o4o Let (2o 1), (2o2) hold with u = u and f E S(a,S) • Suppose 
n n 
the method (1.5) is AS- stable and ASI-stableo Then there are positive: 
constants y., h. (i=l,2), which only depend on a, S and the coefficients l. l. 
of the method, such that II y -y II s y 1 llw II (for 0< h sh 1) and n n n l~n+l-un+ll s lvnl + r2 llwnll (for O<hsh2)o 
Proofo We note that if h S $ w with w >O such that all a .• , b. are 
l.J l. 
regular on { i;;: i;; Ea:, Re i;; s w } , then the matrices a •• (Z), b. (Z) are well 
l.J l. 
definedo In the same way as in [I; lemmas 3o5-3o7J one can prove.the 
existence of y., h. > 0 such that 
l. l. 
(2 .. 9) 
(2o JO) 
-1 II (!.-A(Z)~n) II s y 1 (for O<hsh1) , 
lb (Z) T~n (.!, -A(Z)~n)- 1 wl ~y 2 II w II (for O< h s h2 , w E lR sm) • 
The proof of the theorem now follows innnediately from (2o4),(2o5). a 
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From our considerations on the model problem (2.6) it can be seen that 
AS-stability, ASI-stability are necessary for having bounds as in theorem 
2.4 for 1;:;'.n+l - un+l I' II yn -yn II , respectively. However, also if we are 
only interested in a bound for l~n+l -un+l I on S(a,B) with a >O , then 
ASI-stability is essentialo This will be shown by means of the following 
example. 
Example 2.5. Consider the method (1.5) with s = 2, c. arbitrary, 
1 
a 21 (i:;) = ! , bi(l;) = !/(1-l;)i (i=l,2). 
This method is AS-stable (and A-stable), but, since a21 (00) ~ 0 , it is 
not ASI-stableo 
Let a.> 0 , BE JR. , and let f be given by (1.2) with m=2 , 
g(t,u) = v(t) ( O ) u 
0 0 
(for 2 te:JR, ue:JR ), 
where AEJR, ASB and v: JR+JR, lv(t)I Sao Clearly fe:S(a.,B) o 
Further we take u = u v = w(n) = 0 and w(n) = ( 0 e)T o Then we 
n n' n 2 1 ' 
get in view of (2a5), with Z~n) equal to Z + h g (t +c.h,•) , 
1 n 1 
= [ b (Z)Z(n) + b(n)(Z)Z(n)a Z(n) J w(n) = 
un+l - un+I I I 2 2 21 1 I 
(n) 2 (n) 
= [ b 1(Z)Z + b 1(Z)(Z 1 -Z) + a21b2(Z)Z + a21b2(Z)Z(Z 1 -Z) + 
(n) (n) (n) J (n) + a21 b2(z)(z2 -Z)Z + a 21b2(Z)(Z2 -z)(z1 -Z) _ w1 = 
2 2 
= eb1(hA)hAe2 + ev 1b 1(hB)e 1 + ea21b2(hA)h A e2 + ev 1a 21 b2 (hB)hBe 1 + 
+ ev2a21 b2 (hB)hAe 1 
T T 
where vi = h v(tn+cih) , e 1 = (I,O) , e2 = (O,l) o All terms on the 
right-hand side exept the last one are uniformly bounded for As B • For 
any h> 0 such that v(tn+c2h) ~ 0 this last term ev2a21b2(hB)hAe 1 
does not stay bounded if A+- 00 , and thus we have lim fun+l-un+l I = 00 o 
A+-w 
2.3. StabiZity on the integration intePVaZ 
In this section we study the stability of the entire integration 
proces., (1 o5) with t ranging from 0 to T .. First we consider the 
n 
effect of an error in the initial value u0 on the unperturbed scheme. 
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Theorem 206. Consider (2.1),(2.2) with v = 0, w = 0 (for all n ), and 
n n 
f E S(a.,8) • Suppose the method (I o5) is A-stable and ASI-stable. Then there 
are constants y3 ~ 0 , h3 > 0 , which only depend on a., 8 and the 
coefficients of the method, such that 
Proofo In the same way as in [l; lemma 3o6J it can be shown that there 
exist y3 ~ 0 , h3 > 0 such that 
(2.11) 
The recursion (2o5) thus yields I~ -u I ~ (l+y3h)I~ -u I n+l n+l n n (for 0 < h ~ 
~ h3), from which the theorem can be easily proved • a 
Remark 2o7. For any W-method which is A-stable theorem 206 provides a 
stability result on the class of problems S(a.,8). In [6] (cfo also [8]) 
additional conditions on these methods are given which ensure aontraativity 
"' "' of the scheme, ioeo lun+l-un+l I ~ lun-unl (for 0 <h ~h3 ), for given 
constants a., 8 with a. +8 ~ 0 • Such a stronger stability property may be 
quite useful if the integration interval [O,T] is very long, but in most 
practical situations one will not encounter numerical instabilities if only 
a stability result as in theorem 206 holds. 
Remark 208. If a. = 0 the condition that the method should be ASI-stable 
can be removed from the assumptions in theorem 206 ; for the linear 
problems S(0,8) A-stability is sufficient (and necessary)o However, if 
a. > 0 this condition cannot be removedo This can be seen by considering 




.A + -oo • 
= 0 , w 
n 
= 0 • As in example 2.5 we then get I~ -u I+ 00 if n+l n+l 
By combining (2o5) with the upper bounds (2ol0),(2.Il) we obtain the 
following resulto 
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Theorem 2.9. Consider (2ol),(2ol) with fES(a,f3)o Suppose the method (I.5) 
is A-stable, AS-stable and ASI-stableo Then we have 
"' y.t "' yt I lun-unl ~ e 3 n lu0-u0 1 + (e 3 n -l)h max {lvkl + y 2 11wkll} Y3 o~~n-1 
for y. ,h. (i=2,3) l. l. as in the 
theorems 2.4,2060 
If the vn' wn represent local errors and lvk I, II wk II = O(hq+l) unif-
ormly in k , the above theorem can be used to prove convergence of order 
q • In the following section we shall use a more refined technique which 
shows that these local and the global errors often have the same order. 
3. B-convergence 
3.I. B-convergenee on S(a.,(3) 
Let U be the solution of the initial value problem (lol)o We define 
Yin) = U(tn+cih) , Yn = (Y~n) ,Y~n) ,oo•,Y~n))T • Then 
(3o la) 
(3.lb) 
U(tn+l) = U(tn) + b(Z)T hF(tn,Yn) + pn , 
Y = eU(t) + A(Z)hF(t ,Y) + r 
n - n - nn n 
where p E lR m r E lR sm are the residual errors.. By a Taylor series 
n ' n 
expansion we get 
= [ I-b(Z)Te ]hU 1 (t) + [ !I-b(Z)Tc Jh2U"(t) + ... Pn - - n - - n 
r = [ c-A(Z)e ]hU'(t) + [ !c2 -A(Z)c Jh2 U"(t) + ... 
n -- - n - - - n 
, 
" 
Thus, unless b(~)Te = I , A(~)e = c 
is AS- and ASI-stable, we only have 
( h +o , uniformly on S(a.,(3) ) with 
, which is impossible if the method 
Pn = O(hq+l) , rn = O(hq+l) 
q = 0 • Therefore theorem 2.9 cannot 
be applied to prove B-convergence on S(a.,13) o Yet we can prove such conver-
gence for a large class of linearly implicit Runge-Kutta methods. This 
will be done along the same lines as in [1], by employing a technique 
introduc~d by Kraaijevanger [IO] for some simple implicit Runge-Kutta 
methodso 
10 
Let $ stand for the stability function of the method (1.5) 
(3e2) (for z; € IC ) , 
and define the rational function w by 
(3.3) 
Theorem 3o 1 o Assume method (I o5) is A-stable, AS-stable and ASI-stable, and 
w is bounded on IC o Then the method (lo5) is B-convergent on S(a,8) (with 
order <:: 1 ) o 
The proof of this theorem will be given in the next sectiono The following 
corollary shows that the B-convergence result is valid for many well-known 
linearly implicit Runge-Kutta methods which are A-stableo 
Corollary 3.2o Assume method (1.5) is A-stable, all a .. , b. are regular l.J 1. 
on IC and have a zero at infinity, b(O)Te = I , and $(l;) ~ for z; € 
€ a:-u {oo} , z; ~ 0 • Then the method is B-convergent on S(a,8) • 
Proofo From lemma 2o3 we know the method is AS- and ASI-stable, and thus 
we only have to show that w is bounded on IC o From the AS-stability it 
follows that 1 +b(z;)T(I-A(z;)z;)-1(cz;-e) is uniformly bounded for z; € IC 
and since $(l;) ~ 1 for z; € a:--{o} we only have to make sure that w is 
bounded near z; = 0 o This is so if b(O)Te = , because then $'(0) = 
and lim {I + b(z;) T (I-A(z;) z;)-l (cz; - e)} = 0 o a 
z; + 0 
The condition 
having order 
tion $(z;) ~ 
T b(O) e = I in this corollary is simply the requirement for 
for nonstiff problems (see eogo [7J)o Results on the condi-
for z; € a:--{o} can be found in [1],[2] for some interes-
ting stability functions $ • 
The necessity of the requirement that w is bounded on IC will be 
demonstrated in section 3o3 where the linear problems S(0,8) are consi-
deredo For such problems Q is the exact Jacobian a:f(t,u) , and also 
higher order results will be obtained. It is not clear whether B-convergence 
on S(a,8) with order p > I is possible for amethod Oo5) in case a > O. 
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3.2o The proof of theorem 3.1 
Let w > 0 be a number such that i/J and all a .. , b. are bounded on 
l.J l. 
{r;: r; EO:, Re I'; ::;; w}, and assume h4 > 0 , h 4 f3::;; w, and li/J(I';) I ::;; y4 for 
r; Ea: , Re I'; ::;; w o By a result of vonNeumann (see eogo[6; theorem 4]) it 
follows that li/J (Z) I s; y4 , and similar bounds hold for I a .. (Z) I, lb. (Z) I o l.J l. 
Further we shall use in this proof the inequalities (2.9)-(2oll), and we 
assume that O< h s:h0 = min{h 1,h2 ,h3 ,h4 } • 
Let £ = U{t ) - u • Application of (2.5) with ~ = U(t ) , v - p 
n ... n n n n n- n 
r gives 
n 
and w = 
n 
= (I + b(Z)TZ (I-A(Z)Z )-le)£ + b(Z)TZ (I-A(Z)Z )-lr + p • 
- -n-- -n - n - -n-- -n n n 
£ 
n+l 
For ... £ = 
n 
£ - i/J(Z) h U' (t ) we then obtain the relation 
n n 
£ = (I+ b(Z)TZ (I-A(Z)Z )-le)£ + "" 
n+l - -n - - -n - n Pn 
where 
pn = pn + b(Z) T~n (I-A(Z)~n)-l (rn + eiJ!(Z)hU' (tn)) + i/J(Z) h {U' (tn)-U' (tn+l)} 
= {I-b(Z)Te+b(Z)TZ (I-A(Z)Z )-1(c-A(Z)e+ei}J(Z))}hU'(t) + 
- - - -n -- -n - - - - n 
+ {p -(I-b(Z)Te) hU'(t )} + b(Z)TZ (I-A(Z)Z )-l{r -
n - - n - -n-- -n n 
We have 
1-b(r;)Te+b(r;)Tr;(I-A(r;)r;)-1(c-A(r;)e+ei/J(1';)) = 0 (for all l';EO:), 
Z (I-A(Z)Z )-l = Z(I-A(Z)Z)-l + (I-A(Z)Z)-l(Z -Z) (I-A(Z)Z )-l 
-n - - -n -- - - - - - -n -n 
where Z = I ® Z o By using these relations it can be seen that 
- s 
• I - b(Z)Te + b(Z)TZ (I-A(Z)Z )-1(c-A(Z)e +ei/J(Z)) = 
- - - -n -- -n - - - -
= b(Z)T(I-A(Z)Z)-l(Z -Z) ( I-A(Z)Z )-I (c -A(Z)e +ei/J(Z)) o 
- -- - -n- -- -n - - - -
Further we know that I Z~n) - Z I s; ha ( 1 ::;; i s; s) , and this implies 
l. 
II~ - ~II s; ha • From (2.9), (2.10) and a Taylor series expansion of pn' rn 
it can now be seen that there exist a y5 > 0 (only depending on a, f3 
and the coefficients of the method) such that 
lt:>nl::;; Y5 11ull(2)h2 
and with •. (2o 11) we thus get 
1£n+l I s; (1 +y3h) lenl + y5 11 Ull(
2) h 2 • 
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It follows that 
lenl::;; ey3tn 1£
0




for any n;;:: 0 with Q::;;t ::;;T, and since 1€ -e: I::;; y
4
11Ull(l)h, the n n n 
B-convergence result is now easily obtainedo a 
3.3. B-eonvergenae on S(O,S) 
In this section we consider the initial value problems in the class 
S(O,S) , i.e. problems of the type 
U' (t) = QU(t) + g(t) (0::;; t::;; T), U(O) = u0 
with u
0 
E lRm , m ;;:: 1 , Q E L(lRm) 
arbitrary. 
satisfying (lo4), and m g:lR-+lR 
Let the rational functions W· (j=l,2,ooo) be defined by J 
(3.4) (for r,; Ea: ) 
where 1. : a:-+ a: and k. : a:-+ <Cs are given by J J 
I 1 T j-1] I [ I j j-1] lj(r,;) = (j-l)I [ J -b(r,;) c , kj(r,;) = (j-l)I j c -A(r,;)c 
(for r,; Ea!). Note that w(r,;) ' defined by (3o3), equals (1-<t>(r,;))- 1wl(r,;) 0 
Theorem 3.3. Let p;;:: 1 • Suppose method (1.5) is A-stable and AS-stableo 
Then the method is B-convergent of order p on S(O,S) iff w. = 0 (I ::;; j ::;; 
-1 J -::;; p-1) and (1 - <l>(r,;)) w (r,;) is uniformly bounded for r,; E a: o p 
Proof. If U is a solution of (I.I) with a continuous p+l-th derivative 
it follows by a Taylor series expansion that 
p 
1. (Z) hj U(j) (t ) p = E 
n j=I J n 
p 
k. (Z) hj U(j) (t ) r.·. = E 
n j=I J n 
(n) (n) (n) T 
where ~n = (~ 1 ,~2 , ••• ,~s ) E 
dn) = c. p+ 1 u (p+ I) ( t +e . h) I (p+ I) I 
i i n i 
and n~nj = c.P u(p+I) (t +e.' h)/pi 
i i n i 
+ hp+l U:(n) -b(Z) Tn } 
0 - n ' 
+ hp+l {~ -A(Z)n } 




( (n) (n) (n)) T lRsm , nn = n 1 ,n2 , •• o,nS E 
6 • E ( Q , C • ) ( 0 ::;; i ::;; S ; CQ : = I) , i i 
e.' e: (O,c.) (1 ::;; i ::;; s) • Defining i i 




b(Z)TZ(I -A(Z)Z)- 1r + p = JI l/J. (Z) hj u(j) (t ) + 
- - - n n J= J n 
+ hp+I {~cin) + E_(Z) TZ(I-A(Z)Z)-l ~n - b(Z) T (I-A(Z)Z)-lnn} • 
We now prove the sufficiency of the conditions. It will be assumed 
13 
that, if S >O , hS is small enough for the arising rational functions to 
be bounded on {i;;: l;;E O:, Rei;; ::;; hS } • Define 'l'(i;;) = (1 - <l>(i;;) )-ll/J (i;;) (1;; E IC), 
e = U(t )-u and £ = e -'l'(Z) hpU(p)(t) (for n ~ o, o::;;~ ::;;r). n n n n n n n 
From (2o5) it can be seen that the £ satisfy 
n 
£ +l = $(Z)£ + p n n n 
with 
p = p + b(Z)TZ(I-A(Z)Z)-lr + $(Z)'l'(Z)hpU(p)(t) 
n n - --- - n n 
Since l/J. = 0 (0 ::;;j ::;;p-1) we get in view of (3.5) 
J 
p = 'l'(Z) hp{U(p)(t )-U(p)(t )} + 
n n n+l 
+ hp+l{~an)+ b(Z)TZ(I-!(Z)!)-l~n - b(Z)T(.!,-A(Z)!)-lnn} , 
from which it can be seen that 
for some y6 > 0 which only depends on S and the coefficients of the 
method. Proceding as in section 3.2 the order p convergence result now 
easily follows o 
In order to prove the necessity of the conditions on the l/J. we 
J 
consider the scalar, complex testproblem of Prothero and Robinson [11] 
U' (t) = A.(U(t) - g(t)) + g' (t), U(O) = g(O) 
with A. E IC , Re A. ::;; S and g(t) = (l+t)p/pl ; its solution is U(t) = g(t). 
The same problem was used in [2] for determining upper bounds for the order 
of B-convergence of implicit Runge-Kutta methodso 
From (2o5) and (3.5) we obtain 
e: = ~ l/J. (z) hj u<j) (O) 
1 j=l J 
where z = hA. • Thus we have e: 1 = O(hp) (h+ O, uniformly for A. E IC, Re A.::;; S) 
only if l/J. = 0 (1 ::;;j ::;;p-1) .. 
J 
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Now assume tjJ. = 0 (I sj Sp-1) but sup{l1:l'(z;) I: z; €or} = 00 0 For the 
J 
global error we then have, in view of (2.5),(3.5), the recursion 
and thus we get, for all n 2:: 0 with 0 s t s T , 
n 
En = (<l>(z)n-l+ ••• + <P(z) + 1 ) tjJP (z)hp , 
c: = (I -<P(z)n)-11:l'(z) hp provided <P(z) ~ 1 • 
n 
For any C > 0 and sufficiently small h > 0 we can take z = h). with 
Re A. s f3 such that l<P(z)I < 1 , 11:l'(z)I >Co For hi- 0, nh = t E [O,T] 
fixed we get with this choice of ). 
I c: I -+ l 1¥(z) I hP > c hP o 
n 
Since C can be chosen arbitrarily large, we see that we do not have 
convergence of order p uniformly for all ). EI& with Re A. s f3 o a 
Example 3o4. Consider the linearly implicit Runge-Kutta method (1.5) with 
s = 1 , c 1 E lR. and b 1 (z;) = I I (1 - ez;) (z; EI&) • This method is A-stable 
for 8 2:: ! , and it is AS- and ASI-stable for 8 > 0 o We have 
-1 
= (I - ez;) (c 1 - e)z; , 
-I 
= < 1 - e z;) r O - c 1) 
Application of theorem 3.3 shows that for e 2::! this method is B-convergent 
of order p2::1 on S(0,(3), and 
p = 2 iff c 1 = e = ! • 
This order 2 ~esult does not hold on S(a,13) if a > 0 o For such non-
a linear problems Q may differ from the exact Jacobian auf(t,u) , and a 
simple counter-example can be constructed by considering the problem with 
m = 1 , Q = f3 and g(t,u) = au (for t,u E lR.) • Then 
u +l = u + ( 1 - !hf3)-I (ha+ hf3)u = (I - Shv)-I (I + (1-e)hv)u 
n n . . n n 
with v = a + f3 , e = (3/2v ,and we see that the u approximate U(t ) = 
vt n ~ n 
= e n u0 up to order 2 , uniformly for tn E [0,T] , only if e = J , 
ioe. a•·= 0 ., For the method with e = i which uses instead of Q the 
exact Jacobian, a B-convergence result for a class of nonlinear stiff 
problems can be found in [8]. 
Example 3.5. Consider the 2-stage W-method 
_ (n) (n) 
un+I - un + SixI + f32x2 ' 
(I-hyQ)x~n) = hf(tn+cih'un) , 
(n) (n) (n) (I-hyQ)x2 = hf(tn+c2h,un+a.21 xI ) + y21h Qx1 
with the coefficients satisfying s1 +f32 = 1 , S2a.21 = l , S2y21 = -y and 
S1cI +f32c2 = l. This method has order 2 for nonstiff problems (cf.[I2]}, 
and it is A-stable for y ~ ! , AS- and ASI-stable for y > O • It can be 
written in the form (1.5) with 
I5 
-I -2 -I 
a2I (r;) =(I-yr;) a.2I 'bI (r;) =(I-yr;) (Sl+(f32Y21-f3 y)r;) 'b2(r;) =(I-yr;) f32° 
This form is only convenient for the analysis, not for actual computations. 
We have 
~(r;) = (I-yr;)-2[I+(I-2y)r;+(!-2y+y2)r;2] , 
-2 2 l/Jl(r;) = (1-yr;) [(y-!)(y-cl)r;]' 
-2 2 2 l/J2(r;) = (I-yr;) [!(2ycl-y-cl+f31cl +f32c2 )r; + 
I( 2 2 l 2 2 2) 2] + 2 y -ycl +2cl -yf31cI -yf32c2 r; ' 
l/J/O) = -Hf31cl 2+f32c2 2) + 1/6 • 
From the theorems 3ol,3o3 it can be seen by some calculations that this 
method is B-convergent on S(O,f3) with order 
iff 
p = 2 iff 
and that the order 
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