Abstract. We consider the relationship between Hele-Shaw evolution with drift, the porous medium equation with drift, and a congested crowd motion model originally proposed by [MRS]- [MRSV]. We first use viscosity solutions to show that the porous medium equation solutions converge to the HeleShaw solution as m → ∞ provided the drift potential is strictly subharmonic. Next, using of the gradient flow structure of both the porous medium equation and the crowd motion model, we prove that the porous medium equation solutions also converge to the congested crowd motion as m → ∞. Combining these results lets us deduce that in the case where the initial data to the crowd motion model is given by a patch, or characteristic function, the solution evolves as a patch that is the unique solution to the Hele-Shaw problem. While proving our main results we also obtain a comparison principle for solutions to the minimizing movement scheme based on the Wasserstein metric, of independent interest.
Introduction
Let Ω 0 be a compact set in R d with locally Lipschitz boundary, and let Φ(x) :
function which satisfies
For Ω 0 and Φ as given above, we consider a function u : R d → R, u(x, t) ≥ 0 solving the following free boundary problem: (P )    −∆u(·, t) = ∆Φ in {u > 0};
Here ν x,t is the outward normal vector of the set Ω t (u) := {x : u(x, t) > 0} at x ∈ Γ t (u) := ∂Ω t (u), and V denotes the outward normal velocity of Ω t (u) at x ∈ Γ t (u).
In terms of u, ν = −∇u/|∇u| and thus one can write down the second condition of (P ) as u t = |∇u| 2 + ∇u · ∇Φ on ∂{u > 0},
given that |∇u| = 0 at the boundary point. Note that the free boundary velocity V may be positive or negative depending on the behavior of Φ on Γ(t). Consequently Ω t (u) may expand or shrink over time (see Figure 1 ). Indeed formal calculations based on (P ) yield that Ω t preserves its volume over time.
The initial data u(x, 0) = u 0 is the unique function satisfying − ∆u 0 = ∆Φ in the interior of Ω 0 , u 0 = 0 on Ω C 0 .
(1.1)
Note that, due to (A1), u 0 is positive in Ω 0 and thus (1.1) is well-defined. Still, even starting from a smooth domain Ω 0 , the solution of (P ) can develop finite-time singularities as its support goes through topological changes such as pinching and merging, and thus it is necessary to consider a notion of weak
equilibrium profile s(x) = (C − Φ(x)) + Figure 1 . Evolution of the positive phase, converging toward the equilibrium solutions. We will use the notion of viscosity solutions for (P ) , see section 2 for definitions and properties of u. Let us mention that the usual variational inequality formulation for weak solutions of Hele-Shaw flow, introduced by [EJ] , does not apply here due to the non-monotonicity of solutions in time variable.
In the context of fluid dynamics, the problem (P ) describes a flow in porous media. Indeed if we denote by u = u(x, t) the density of a fluid and define the velocity of the fluid as
where ∇Φ is the external velocity field given by Φ, then (1.2) and the incompressibility condition ∇ · U = 0 (1.3) yields (P ) .
When Φ = 0 and there is a fixed boundary in the positive phase through which the fluid is injected, (1.2) and (1.3) yield the classical one-phase Hele-Shaw problem [HS] . In this article however, our goal is to derive (P ) from a model problem in crowd motion with hard congestion, as described below.
1.1. A model in congested crowd motion. Let us recall the transport problem with density constraint, introduced in [MRS] - [MRSV] . Formally the problem can be written as the following: we look for a solution ρ : R d × [0, ∞) → [0, ∞) satisfying ρ t + ∇ · (ρ∇Φ) = 0 if ρ < 1, and ρ ≤ 1 for all times.
(1.4)
The density constraint is natural in many settings, and it describes motion of congested individuals. We refer to the articles [MRS,MRSV,San] for applications and mathematical formulations of the problem (1.4). More rigorously, the problem can be written as ρ t + ∇ · (ρu) = 0, u = P Cρ ∇Φ, (1.5)
where P is the projection operator and C ρ is the space of L 2 -admissible velocity fields which do not increase ρ on the saturated zone {ρ = 1}. We refer to [MRSV] for further description of C ρ . Due to the low regularity of the velocity field u and the non-continuous dependence of the operator P Cρ with respect to ρ, classical methods to study transport equations do not apply to (1.5). Indeed the uniqueness of Figure 2. This diagram is a summary of the results of Theorems 1.1 and 1.2. Here ρ ∞ denotes the gradient flow solution in the continuum limit, which in particular is a solution of (1.5).
solutions for (1.5) is an open question, and is probably false without further conditions on the solution, given its hyperbolic nature.
In [MRSV] , the authors study the connection between the PDE (1.5) with ρ ∞ , which is the gradient flow of the following functional E ∞ with respect to the 2-Wasserstein distance:
(1.6) Further, they prove that when Φ is λ-convex, the gradient flow solution ρ ∞ is a weak solution for (1.5). However, the full characterization of the solution and further qualitative properties of the solution remain open due to the lack of available methods to study (1.5). The connection between ρ ∞ and (P ) has been hinted, but only formally in the context of particle velocity.
• Our contribution: In this article, our main focus is on establishing the connection between the free boundary problem (P ) and the gradient flow of E ∞ in the setting of patches, i.e. when the initial data is given as a characteristic function of a compact set Ω 0 , which we denote by χ Ω0 . Note that since Φ is assumed to have a positive Laplacian, solutions tend to aggregate and thus we expect that the gradient flow ρ ∞ (·, t) will stay as a characteristic function at all times t > 0.
We show that the preservation of patches is indeed the case, and moreover the gradient flow solution ρ ∞ (·, t) indeed coincides with the characteristic function of the set Ω t , which evolves according to our problem (P ) with the initial support Ω 0 (see Theorem 1.2 below). This result enables us to characterize the evolution of ρ ∞ in a unique way and also helps to understand the geometric behavior of ρ ∞ . A summary of our results is shown in Figure 2 .
In our analysis, the main challenge is the low regularity of ρ ∞ , since a priori we only know that it is in C W ([0, T ], P 2 (R d )) (see Theorem 4.1(b)). Thus it is rather difficult to directly study the geometric property of ρ ∞ . Instead of trying to directly show the link between the free boundary problem (P ) with the gradient flow ρ ∞ , we use an approximation with degenerate diffusion. It has been formally suggested in [MRS] and [San] that one could consider approximating the gradient flow of E ∞ by the unconstrained gradient flow problem with the energy It is well known (for example, see [O] ) that the gradient flow ρ m associated with E m solves the porous medium equation with drift ρ t − ∇ · (∇(ρ m ) + ρ∇Φ) = 0.
(1.8)
Let us denote ρ m as the viscosity solution to (1.8) with initial data χ Ω0 . We will prove that as m → ∞, ρ m on the one hand converges to χ Ωt locally uniformly, and on the other hand converges to ρ ∞ (·, t) in 2-Wasserstein distance. Thus it follows that χ Ωt and ρ ∞ must be equal to each other almost everywhere. The main ingredients of the proof consist of stability results from viscosity solution theory and optimal transport theory, both of which rely strongly on the convexity-type conditions on Φ. We also obtain comparison results and qualitative rates of convergences; see section 1.2 for precise statements.
1.2. Summary of results. We are now ready to state our main results. The relevant assumptions, besides (A1) in the introduction, are stated in the beginning of section 4. Theorem 1.1. Let Ω 0 be a compact set in R d with locally Lipschitz boundary, and consider the initial data u 0 as given in (1.1). Then the following holds:
(a) (Theorem 3.5) Assuming (A1), there exists a unique family of compact sets Ω t in R d starting from Ω 0 such that any viscosity solution u of (P ) satisfies {u(·, t) > 0} = Ω t for all t > 0. Furthermore, let ρ m denote the viscosity solution to (1.8) with initial data χ Ω0 . Then as m → ∞, ρ m converges toρ := χ Ωt locally uniformly in R d − ∂Ω t at each time t > 0.
(b) (Theorem 4.2) Assume (A2) and (A3'), and consider ρ 0 ∈ P 2 (R d ) with ρ 0 ∞ ≤ 1 and ρ 0 Φdx ≤ M . Let ρ m (x, t) denote the viscosity solution of (1.8) with initial data ρ 0 . Then
, with the following convergence rate:
Combining Theorem 1.1 (a) and (b), we immediately draw the following conclusion for the identification of ρ ∞ . Theorem 1.2. [Characterization of ρ ∞ ] Let Ω 0 , ρ ∞ andρ as given in Theorem 1.1. If (A1), (A2) and (A3') hold and if ρ 0 = χ Ω0 , then ρ ∞ =ρ a.e.
As a by-product of our analysis, we also show that a version of comparison principle holds between solutions to the discrete Jordan-Kinderlehrer-Otto (JKO) steepest descent scheme:
Mi is as defined in section 5.1) with the property M 1 ≤ M 2 and ρ 01 ≤ ρ 02 a.e. (In the case m = ∞, we require in addition that ρ 0i ∞ ≤ 1 for i = 1, 2). For given h > 0, let ρ 1 , ρ 2 be the respective minimizers of the following schemes:
This comparison result is new in the context of Wasserstein distances and might be of independent interest (see section 5.1 for more discussions). As a consequence one obtains geometric properties of the discrete solutions such as the confinement property (Corollary 5.5).
Lastly, making use of this confinement result, for strictly convex Φ (but not necessarily uniformly convex), we have the following result concerning the long time behavior of ρ ∞ starting from general initial data: Theorem 1.4 (Convergence to the stationary solution, see Theorem 5.6). Let 2 < m ≤ ∞. Let Φ be strictly convex and satisfy (A2) and (A3'). Assume the initial data ρ 0 ∈ P 2 (R d ) has compact support, and in addition satisfies ρ 0 ∞ ≤ 1 in the case m = ∞. For 2 < m ≤ ∞, let ρ m be given as the gradient flow for E m with initial data ρ 0 , as defined in Theorem 4.1(b). Then as t → ∞, ρ m (·, t) converges to the unique global minimizer ρ S of E m exponentially fast in 2-Wasserstein distance.
1.
3. An outline of the paper. In section 2 we introduce the notion of viscosity solutions for (P ) and state basic properties of solutions. This part is largely parallel to [K] . In section 3 we show Theorem 3.5. A key ingredient in this section is Theorem 3.4, which identifies properties of the half-relaxed limits of ρ m as m → ∞. We point out that such convergence is previously known without the presence of the drift ( [GQ] , [K] ), but the presence of the drift and the resulting non-monotonicity of the support {ρ(·, t) > 0} causes new challenges. In particular the weak formulation used in [GQ] based on variational inequalities no longer applies, and thus we proceed with the viscosity solutions approach similar to those taken in [K] . The argument presented in Theorem 3.4 is of independent interest: it presents a strong stability argument which would apply to a general class of non-monotone free boundary problems. Let us point out that the assumption (A1) not only justifies (P ) but also ensures the non-generacy of solutions of (P ) near the free boundary which leads to stability properties (see e.g. the proof of Theorem 3.4.)
In section 4 we introduce the corresponding discrete-time schemes with free energy E m and E ∞ respectively, and we study the convergence of the discrete solutions (and continuous gradient flow solutions) as m → ∞. There are new difficulties in handling the singular limit m → ∞, since the discrete solutions ρ m,h corresponding to free energy (1.7) are not necessarily less than 1. Lemma 4.4 ensures that ρ m,h can be approximated with a density less than 1 which is close to the original solution in W 2 distance and has similar energy E m . This approximation as well as estimates between ρ m,h and ρ ∞,h obtained in Proposition 4.5 enable us to prove Theorem 4.2. Finally, by combining the uniform convergence results obtained in Theorem 3.5 and Theorem 4.2, we conclude with Theorem 1.2. Let us mention that the Γ-convergence approach ( [DM] - [Ser] ) may apply here to derive the convergence of ρ m to ρ ∞ in 2-Wasserstein distance. On the other hand our approach is more quantitative and thus provides, for example, convergence rates in terms of m.
Finally, in section 5, for any fixed 2 < m ≤ ∞, we present a comparison principle between solutions ρ m,h of the discrete-time scheme corresponding to free energy E m when Φ is semi-convex (Theorem 5.1). As mentioned above this result is new for the (discrete) gradient flow solutions in the setting of Wasserstein distances. As applications of the comparison principle, we discuss some confinement results and the long time behavior of ρ m for convex Φ in section 5.2 (Theorem 5.6).
1.4. Remarks on possible extensions. For simplicity of the presentation we did not consider the most general setting our approach could handle. Below we discuss several situations where our approach (partially) extends.
1. Our approach would apply, with little modification, to the problem confined in a domain Σ ⊂ R d with Neumann boundary data. On the other hand our approach would not apply, at least in its direct form, if one puts an exit (e.g. Dirichlet) condition on parts of ∂Σ. The challenge is in showing the convergence of discrete solutions, due to the fact that the λ-convexity of the associated energy no longer holds. On the other hand, the analysis in section 2 and 3 should still go through to yield that the solution of (1.8) converges to the solution of (P ) in domain Σ, with corresponding boundary conditions.
2. In the case that ∆Φ is not necessarily positive, and for general initial data 0 ≤ ρ 0 ≤ 1, the results in sections 4 and 5 are still valid and one can conclude that the solutions ρ m of (1.8) uniformly converges to a limiting profile ρ ∞ in 2-Wasserstein distance. In this case, the jammed region {ρ ∞ (·, t) = 1} no longer satisfies finite speed of propagation and may nucleate at times. Due to this reason further characterization of ρ ∞ beyond as a weak solution of (1.5) remains open.
3. As mentioned above, without (A1), the unique characterization of the continuum limit ρ ∞ given as the limit of discrete-time solutions remains open. In this case we suspect that a rather unstable mushy region {0 < ρ ∞ < 1} would develop in the limit m → ∞, generating non-uniqueness of ρ ∞ . A similar difficulty arises in the analysis of [PQV] where singular limits of degenerate reaction diffusion equations are considered.
On the continuum solutions
In section 2 and 3 we assume that Φ satisfies (A1). As mentioned before, we do not expect classical solutions to exist globally either for (P ) or (1.8). Hence to investigate qualitative behavior of solutions we begin by introducing the notion of weak solutions for (P ) , in our case the viscosity solutions. This notion of solutions is particularly useful when we are interested in the stability properties of interface problems. Let us point out that solutions of (P ) may be discontinuous due to the quasi-static nature of the evolution, and due to the singularity of the free boundary. Therefore in the definition of viscosity solutions we need to consider semi-continuous functions, in contrast to the definitions of viscosity solutions in section 3. We introduce a definition using comparison with smooth functions similar to the one in [K] and [P] .
is a viscosity subsolution of (P ) with compactly supported initial data u 0 if the following hold:
Note that the condition (c)(ii) is to ensure that limits of viscosity solutions are viscosity solutions, since the boundary can collapse in a limit and then boundary points of the limiting functions becomes interior points of the limit.
is a viscosity supersolution of (P ) with initial data v 0 if the following hold:
The condition (2.1) is to ensure that φ touches v from below in a non-degenerate way.
Let us define, for a function h in Q, the upper and lower semi-continuous envelopes of h:
Definition 2.3. u is a viscosity solution of (P ) with initial data u 0 if u * and u * are respectively viscosity sub-and supersolutions of (P ) with initial data u 0 .
We will discuss several properties of viscosity solutions which will be used in the main theorem of the article.
2.1. Inf-and Sup-convolutions. Next we introduce regularizations for viscosity solutions of (P ) , which is by now standard for free boundary problems (see e.g. [CV] ). Given a viscosity subsolution u and r > 0, we define u r = sup
and likewise given a viscosity supersolution v, and r, δ > 0 with δ << r, we define
These are called the sup-and inf-convolutions, respectively, and serve to smooth out viscosity solutions to help analyze the speed of the free boundary. The following properties of u r and v r are direct consequences of their definitions.
Lemma 2.4. (a) u r is a viscosity subsolution of (P ) . Moreover, at each point (x 0 , t 0 ) ∈ ∂{u r > 0} there exists a space-time interior ball B such that B ⊂ {ū r > 0} and B ∩ {ū r = 0} = {(x 0 , t 0 )}.
(b) v r is a viscosity supersolution of (P ) . Moreover, at each point (x 0 , t 0 ) ∈ ∂{v r > 0} there exists a space-time exterior ball B such that
Let e n+1 denote the vector (0, ..., 1) in Q. The following two lemmas will prove useful in our analysis later. The first lemma can be proven with a parallel proof to that of Lemma 2.5 in [K] and thus we omit the proof. The second lemma is more interesting and involves ruling out the case of local total collapse of the solution, that is, the solution completely vanishing at a given time. The proof relies on (A1) to build a quadratic barrier subsolution.
Lemma 2.5 ({ū r > 0} cannot expand with infinite speed). Suppose (x 0 , t 0 ) ∈ ∂{u r > 0}. Then the corresponding interior ball cannot have its outward normal as e n+1 at (x 0 , t 0 ). Lemma 2.6 ({v r > 0} cannot shrink with infinite speed). Suppose (x 0 , t 0 ) ∈ ∂{v r > 0}. Then the corresponding exterior ball cannot have its outward normal as −e n+1 at (x 0 , t 0 ).
Proof. 1. Suppose that {v r > 0} has an exterior ball with outward normal −e n+1 at a point (x 0 , t 0 ). Then at (x 0 , t 1 ), v will have an interior ball B 1 centered at (x 0 , t 0 ) where t 1 − t 0 = r − δt 0 and B 1 has outward normal e n+1 at (x 0 , t 1 ).
2. Fix a number λ satisfying
This serves to map the cylinder
Then ω is a viscosity solution of a re-scaled version of (P ):
where Φ 1 is a rescaled and recentered version of Φ. By our choice of λ, the bottom of C is strictly contained in B 1 , and so by lower semi-continuity we can find > 0 satisfying ω > at t = 0.
4. We construct our barrier. Define
where we choose α > 0 so that α < min(inf C ∆Φ 1 , ). Then −∆ϕ = α < ∆Φ 1 , and on the bottom of C, ϕ < < ω. On the sides of C, ϕ < 0 < ω, so ϕ < ω on the parabolic boundary of C. However, ϕ(0, 1) = 4α/5 > 0 = ω(0, 1), so they eventually cross.
5. We examine their crossing. To this end, we define T to be the first crossing time of ϕ and ω:
Then we can find a sequence (x n , t n ) with t n ↓ T and
Now we are in a compact set so we can suppose that x n →x ∈ C, and since ω is lower semi-continuous, we must have that
Then (x, T ) must be in the parabolic interior of C.
The fact that this is a local minimum of ω − φ follows since it is the first time ω and φ cross. We are done now because −∆ϕ(x, T ) = α < ∆Φ 1 (x, T ) and
where the final inequality comes from our assumption on λ.
Comparison principle.
The central property of the viscosity solution theory is in the comparison principle, which we state below. The proof is mostly parallel to that of [K] , and thus we only sketch the outline of the proof.
We say two functions u, v :
Theorem 2.7. Let u and v be respectively viscosity sub-and supersolutions of (P ) .
Sketch of the proof 1. Due to the fact that u 0 ≺ v 0 , applying Definition 2.1 (a)-(b) and the semi-continuities of u and v, we haveū r (·, r) ≺ v r (·, r) for sufficiently small r > 0.
2. We claim thatū r ≤ v r for all times bigger than r, which yields our theorem. Hence suppose not, and define
One can then proceed as in [K] , using the above lemmas to exclude the possibility thatū r and v r cross over each other discontinuously in time, to show that at t = t 0 , there is a point x 0 such that
Moreover, there exists an interior ball B 1 to {ū r > 0} and an exterior ball B 2 to {v r > 0} at (x 0 , t 0 ) such that
Let (ν, m 1 ) be the interior normal to the interior ball B 1 and (ν, m 2 ) be the exterior normal to the exterior ball B 2 at (x 0 , t 0 ), with |ν| = 1. Due to the Lemmas 2.5 and 2.6, m 1 and m 2 are both finite. In particular at t = t 0 both the sets {ū r > 0} and {v r > 0} have the interior space ball B 1 ∩ {t = t 0 } with interior normal ν. Sinceū r crosses v r from below at (x 0 , t 0 ), we have m 1 ≥ m 2 . Moreover at (x 0 , t 0 ), the support ofū r propagates faster than normal velocity m 1 , and the support of v r slower than normal velocity m 2 . Formally speaking, we would like to claim from the fact thatū r and v r are respectively sub-and (strict) supersolutions of (P ) that
(2.5)
From the claim, we deduce a contradiction sinceū r ≤ v r at t = t 0 and m 1 ≥ m 2 .
3. To prove (2.5) in the viscosity sense, we can use appropriate barriers to compare withū r and v r , to measure the growth of these functions at x 0 . This part of the proof is parallel to that of Theorem 2.2 in [K] . Indeed the barriers corresponding to our problem (P ) are constant multiples of the ones constructed in Appendix A of [K] .
Remark 2.8. Let us point out that, due to the restriction on the strict separation of the initial data, the above comparison principle does not immediately yield the uniqueness of the solutions for (P ) . Later in the paper we will derive the uniqueness result (see Theorem 3.5), by showing that L 1 -contraction holds between the characteristic functions of the positive sets of the viscosity solutions.
Approximation by degenerate diffusion with drift
As in section 2 we continue to assume (A1). Let ρ be a weak, continuous solution of (1.8), as given in [V] . We define the pressure variable u by
Then u formally solves
In [CV] (for Φ = 0) and in [KL] it was shown that u is a viscosity solution of (PME-D) m . For completeness we review the definitions. First we define a classical solution of (PME-D) m as a nonnegative function u ∈ C 2,1 ({u > 0}) that (a) solves (PME-D) m in {u > 0}, (b) has a free boundary Γ = ∂{u > 0} which is a C 2,1 hypersurface, and (c) Γ evolves with the outer normal velocity |∇u| + η · ∇Φ, where η is the inward normal of Γ.
We then use the classical solutions as test functions to define viscosity solutions of (PME-D) m .
(b) Any classical solution of (PME-D) m that lies below v at time t 1 ≥ 0 cannot cross v at a later time.
Finally, u is a viscosity solution of (PME-D) m with compactly supported initial data u 0 if it is both a viscosity subsolution and supersolution of (PME-D) m and both u(·, t) and {u(·, t) > 0} uniformly converge to u 0 and {u 0 > 0} as t → 0, respectively, in uniform norm and in Hausdorff distance.
Let us point out that the above definitions, based on comparison with classical solutions, are essentially in the same spirit as the definition of viscosity solutions of (P ) introduced in section 2.
3.1. Properties of u m at the free boundary. We remark that the definition of viscosity supersolutions of (PME-D) m only applies in {v > 0} in order to make the viscosity solution notion be equivalent to the idea of weak solutions. This has the consequence of needing extra effort to analyze the behavior at the free boundary, which is provided by the following lemma. Its proof is analogous to Lemma 1.7 in [K] , with the difference in the construction of barriers.
Lemma 3.3. Let v be a viscosity supersolution (subsolution) of (PME-D) m , and suppose that φ is a smooth function where v − φ has a local minimum (maximum) zero in {v > 0} at (x 0 , t 0 ) ∈ ∂{v > 0} with t 0 > 0. If φ satisfies (2.1) at (x 0 , t 0 ), then
Proof. First note that the subsolution case by definition is trivial as discussed above, since φ(x 0 , t 0 ) = 0. Thus we proceed to the supersolution case. We may set t 0 = 0 after a translation.
Let us fix constants r, δ > 0 and prove the lemma for the inf-convolution of v,
Then the lemma follows by taking δ → 0 and then r → 0.
Now suppose that for a smooth φ, W − φ has a local minimum in {W > 0} at (x 0 , 0) ∈ ∂{W > 0}, with φ satisfying (2.1). By perturbing φ we may assume that the minimum is strict. Let H be the hyperplane tangent to {φ > 0} at (x 0 , 0), with (ν, γ) the inward normal to H with |ν| = 1. Note that γ > −∞ from Corollary 2.16 in [KL] . Let α = |∇φ|(x 0 , 0) = φ ν (x 0 , 0) > 0. Towards a contradiction, we assume that (3.2) fails, and so it follows that for some σ > 0
Hence γ is finite. Moreover we have
Due to the regularity of φ, there exists a space ball B 0 interior to the set {x : φ(x, 0) > 0} with x 0 ∈ ∂B 0 . We define γ 1 as follows:
Then we use the result of Lemma A.1 to find a classical subsolution S of (
that firstly has initial support inside B 0 , secondly has advancing speed γ 1 at (x 0 , 0), and lastly has a parameter 0 < < min(σ/4, α/4) such that S satisfies
This condition helps us to show that it initially lies under φ.
We now claim that S lies under W in B η (x 0 ) × [−η, 0] for sufficiently small η , which will yield the desired contradiction to the fact that S is a subsolution and W is a supersolution, since S will cross W at (x 0 , 0). Due to (3.3) and (3.5), we have
On the other hand, observe that the support of S propagates with the normal speed faster than that of φ at (x 0 , 0) due to (3.5). Due to the regularity of φ and S and their ordering at t = 0 it then follows that
if η is sufficiently small. From the above two inequalities it follows that S ≤ φ in B η (x 0 ) × [−η, 0] if η is sufficiently small. We can now conclude using the fact that φ ≤ W in that neighborhood.
3.2. Characterization of the half relaxed limits of u m as m → ∞. Let Ω 0 and u 0 as given in the introduction, and let u m be the unique viscosity solution to (PME-D) m with the initial data u 0 . Recall that u m is given as the pressure variable of ρ m by (3.1), where ρ m assumes the corresponding initial data (
Note that the {u m } are uniformly bounded in m, as a consequence with comparison with stationary solutions of the form (C − Φ(x)) + with sufficiently large C > 0. Hence u 1 and u 2 are both finite.
Since we cannot guarantee that the support of u 1 traces those of u m , we need to define an auxilliary function. Let us define the function
and the closure of the support of η:
Finally, let us define the largest subsolution of the Poisson equation −∆w = ∆Φ supported in Ω:
Here f * denotes the upper semicontinuous envelope of f , as defined in (2.2).
Note that thenũ 1 = 0 outside of Ω and for each t > 0,ũ 1 satisfies
This auxiliary functionũ 1 is indeed the new component of the proof compared to the corresponding theorem in [K] . We point out thatũ 1 is positive in the interior of Ω(t) due to (A1).
Theorem 3.4. Let u 1 , u 2 andũ 1 be as given above, and let Φ satisfy (A1). Thenũ 1 is a viscosity subsolution of (P ) in Q, and u 2 is a viscosity supersolution of (P ) in Q with initial data u 0 .
Proof. First note that u 2 is lower semicontinuous by its definition. Likewise, u 1 is upper semicontinuous.
A. u 2 is a supersolution:
1. Suppose we have a smooth function φ and u 2 − φ has a local minimum at (x 0 , t 0 ) in
2 + c to φ one may assume that the minimum is zero, and is strict in C r ∩ {u 2 > 0}, where
If (x 0 , t 0 ) is in {u 2 > 0}, by lower-semicontinuity of u 2 , we can make r smaller and assume that C r ⊂ {u 2 > 0}. On the other hand if (x 0 , t 0 ) ∈ ∂{u 2 > 0}, we can assume that (2.1) holds for φ. In particular, |∇φ| = 0 so that u 2 − φ > 0 in C r ∩ {u 2 > 0} c away from (x 0 , t 0 ). Thus in either case we can find that u 2 − φ has a strict local mininum zero in all of C r .
2. We now claim the following: if r is sufficiently small, along a subsequence u m − φ has a minimum at points (x m , t m ) ∈ C r with (x m , t m ) → (x 0 , t 0 ) and (x m , t m ) ∈ {u m > 0}.
To show this, define (x m , t m ) = argmin Cr (u m − φ); we can assume that the sequence only ranges over m that achieve the infimum of u 2 at (x 0 , t 0 ). Let (x , t ) be a limit point of {(x m , t m )} m .
First let us show that upon further refinement of our sequence we have (x m , t m ) ∈ {u m > 0}. Clearly this is true if (x 0 , t 0 ) ∈ {u 2 > 0}, and thus suppose (x 0 , t 0 ) ∈ ∂{u 2 > 0} and (x m , t m ) lies outside of the support of u m . Then we can assume that (2.1) holds for φ, so in particular we can assume that |∇φ| = 0 in C r . This rules out the possibility that (x m , t m ) lies in the interior of C r . Also, in this case φ(x 0 , t 0 ) = 0, and so we can find α > 0 so that φ < −α < 0 on ∂C r ∩ {u 2 > 0}
c . This rules out the possibility that (x m , t m ) lies on the boundary of C r . Thus we conclude that (x m , t m ) ∈ {u m > 0} for sufficiently large m.
Next let us verify that (x
Taking sup n on both sides we find lim inf m→∞ u m (x m , t m ) ≥ u 2 (x , t ). Then, taking lim inf of both sides of (3.9) as (y, s) → (x 0 , t 0 ) and m → ∞, we find
which contradicts that (x 0 , t 0 ) is the strict minimum of u 2 − φ in C r . This proves our claim.
3. To finish showing that u 2 is a viscosity supersolution, take φ and (x m , t m ) as given above. When (x 0 , t 0 ) ∈ {u 2 > 0}, a straightforward computation using the the properties of u m as viscosity solutions of (PME-D) m gives −∆φ(x 0 , t 0 ) ≥ ∆Φ(x 0 , t 0 ) as needed. Next suppose (x 0 , t 0 ) ∈ ∂{u 2 > 0}, and that (2.1) holds for φ. Suppose towards a contradiction that there is α > 0 so that
which contradicts with the fact that u m is viscosity solution of (PME-D) m . Thus we have (x m , t m ) ∈ ∂{u m > 0}. But then the inequality
contradicts Lemma 3.3, which applies since φ is smooth and so satisfies (2.1) at (x m , t m ) for large m.
B.ũ 1 is a subsolution
The subsolution part of our theorem is harder to prove, since a smooth test function touchingũ 1 at a free boundary point (x 0 , t 0 ) from above in Ω cannot be extended smoothly to outside of Ω so that the order is preserved. Thus the proof of B requires a careful study of the behavior of the free boundary ofũ 1 , which is achieved by studying the properties of u 1 and u m . First note that Definition 2.1 (b) is satisfied due to Theorem B.1. We proceed to show the property given in Definition 2.1 (c).
1. It is straightforward from the definition of Ω(t) that
(3.11)
Parallel arguments to the supersolution case yield that −∆u 1 ≤ ∆Φ in {u 1 > 0} in the viscosity sense.
Thus it follows that u 1 ≤ũ 1 .
(3.12)
Suppose that we have a smooth function φ andũ 1 −φ has a strict local maximum at (x 0 , t 0 ) in Ω∩{t ≤ t 0 }. As mentioned beforeũ 1 satisfies −∆ũ 1 (·, t) ≤ ∆Φ, indeed with equality in the interior of Ω(t). Thus to check thatũ 1 is a subsolution, it is enough to consider the case when x 0 ∈ ∂Ω(t 0 ) andũ 1 (x 0 , t 0 ) = 0. Note that in this case (3.12) yields that u 1 − φ also has a local maximum at (x 0 , t 0 ) in Ω ∩ {t ≤ t 0 }. Now suppose towards a contradiction that
Then since φ and Φ are smooth, it follows that for a small r > 0
2. Let Γ be the parabolic boundary of C r . We claim that Γ ∩ Ω ⊂ {φ ≥ δ 0 } for some δ 0 > 0. To see this, suppose the claim is false: this means that we can find (y, s) ∈ Γ ∩ Ω ∩ {φ > 0} c . But then φ(y, s) ≤ 0 and so (ũ 1 − φ)(y, s) ≥ −φ(y, s) ≥ 0 which violates the assumption thatũ 1 − φ is strictly negative in Γ ∩ C r .
3. Now we proceed to show that u m < φ on the relevant part of the parabolic boundary, that is, there exists some > 0 independent of m such that u m < φ − on Γ ∩ supp(u m ) for sufficiently large m.
(3.13)
To show (3.13), suppose not. Then we can find (
k , and by compactness we can assume (x k , t k ) → (x , t ) ∈ Γ ∩ Ω. Then we have that for each n, there is
Taking the infimum over both sides, we find
4. Now we define ξ(x, t) = φ(x + γν, t), where ν = − ∇φ |∇φ| (x 0 , t 0 ).
Here γ > 0 is chosen small enough to satisfy first that
and secondly that for m large, u m < ξ on Γ ∩ supp(u m ) (which is possible since ξ − φ = O(γ) and u m − φ is bounded away from zero on Γ ∩ supp(u m )). 
Then τ m will be the first crossing time of u m and φ, provided they cross (since u m is continuous, we need not worry about jumps inside its support).
5. We now wish to show that, along a subsequence, u m crosses ξ in C r . To do this, we first prove that there is a subsequence {m k } so that
To show this first observe that, since u 1 (x 0 , t 0 ) = 0, there exists M so that
(3.14)
Now assume towards a contradiction that there is a δ where our claim fails; we can take δ small enough so that δ < M −1 . We use Theorem B.1 to derive our contradiction. First, we use the theorem to find positive numbers r max , T that depend on K = 1, the behavior of Φ near (x 0 , t 0 ), and dimension, and we may assume T < δ/8. Now set r 0 a number smaller than min(r max , δ/8) and µ = min(T /8, r 0 /8). By definition of Ω, we can find (x , t ) within distance µ of (x 0 , t 0 ) where η(x , t) = 1. Thus we can find a subsequence {m k } ∞ k=1 all bigger than M and points (y m k , s m k ) ∈ supp u m k within distance µ of (x , t ).
Consider a specific m k . Then by the assumption that u m k = 0 in C δ ∩ {t < t 0 }, since r 0 and T 0 are chosen much smaller than δ, we find u m k = 0 in B r0 (x ) ∩ {t = t 0 − T /2}. Further, by (3.14),
Thus we apply Theorem B.1 to find that
and by the size of r 0 , we have that y m k ∈ B r0/4 (x ) and s m k < t 0 + T /2. This yields u m k = 0 in a neighborhood of (y m k , s m k ). This is a contradiction, so we find our claim holds for every m k , giving us our desired subsequence.
6. We will use the subsequence from the previous step to show that τ m k < t 0 . Indeed note that, for |α|, β > 0,
Thus there exists δ = δ(γ) > 0 so that if |α| 2 + β 2 < δ 2 then ξ(x 0 + α, t 0 − β) < 0. Due to the previous claim we can now find points (
is on the parabolic interior of C r . Then we have that
which forces that (x m k , τ m k ) ∈ ∂{u m k > 0}. But then the inequality
contradicts Lemma 3.3, which applies since ξ is smooth and thus satisfies (2.1) at (x m k , τ m k ).
It is not hard to check via comparison with radial barriers of (PME) m , based on the local Lipschitz geometry of ∂Ω 0 , that Ω(t) and {u 2 (·, t) > 0} converges to Ω 0 in Hausdorff distance as t → 0 + . From this fact and that u 0 solves −∆u 0 = ∆Φ in the interior of Ω 0 , we have lim τ →0ũ1 (·, τ ) = u 0 from the definition ofũ 1 . On the other hand u 2 satisfies −∆u 2 > ∆Φ in {u 2 > 0} ∩ {t > 0} and thus we have lim inf τ →0 u 2 (·, τ ) ≥ u 0 . Since u 2 ≤ũ 1 by definition, it follows that u 2 (·, τ ) converges to u 0 as τ → 0 as well.
3.3. Convergence of u m as m → ∞. Now let us fix a compact set Ω 0 in R d with Lipschitz boundary, and let u 0 be as given in (1.1). Let u m be the viscosity solution of (PME) m with initial data u 0 . If we knew that {u m } locally uniformly converges to a function u as m → ∞, then Theorem 3.4 would yield that u is a viscosity solution of (P ). Unfortunately we do not know whether such convergence is true: due to the quasi-static nature of (P ), u may not be continuous over time and this may complicate the convergence of u m . Thus we take the alternative approach to show the convergence of the support of {u m > 0} (see Theorem 3.5 (b)). The proof relies on the fact that {u m } has a stability property obtained from the L 1 contraction of the corresponding density function ρ m given by (3.1). Using this stability as well as the comparison principle (Theorem 2.7) we will obtain the support of u m converges to that of the unique solution u of (P ). From this result we then obtain the uniform convergence of ρ m to the characteristic function of Ω t away from the boundary of Ω t (Corollary 3.6).
Theorem 3.5. Take Ω 0 and u 0 as given above and let Φ satisfy (A1). Then the following hold:
(a) There exists a unique evolution of compact sets {Ω t } t>0 such that any viscosity solution u of (P ) satisfies Ω t = {u(·, t) > 0} for each t > 0.
(b) For each t > 0, the Hausdorff distance d H (Ω t , {u m (·, t) > 0}) goes to zero as m → ∞, and lim sup m→∞ u m (·, t) is uniformly bounded.
Proof. 1. The proof is based on the L 1 -contraction property (see e.g. section 3.5 of [V] ), which states that for two weak solutions ρ 1 , ρ 2 of (1.8), the L 1 norm of their differences decreases in time. In terms of the pressure variable p i = 
(3.15)
Let us fix the initial data u 0 and v 0 so that u 0 ≺ v 0 . For each m, let u m and v m be respectively the viscosity solutions of (PME-D) m with their respective initial data u 0 and v 0 . Let us consider u 1 , u 2 , u 1 as given in Theorem 3.4, and let v 1 , v 2 ,ṽ 1 denote the corresponding functions given in Theorem 3.4 defined with {v m } instead of {u m }.
Since u 0 ≺ v 0 , Theorem 2.7 applies toũ 1 and v 2 , and so using Theorem 3.4 yields that
On the other hand, (3.15) yields that
The above inequality and the fact that u m ≤ v m andũ 1 ≤ v 2 imply that
2. Take u 0 as given above, and let us consider V (x, t) := (inf{v : v is a viscosity supersolution of (P ) with u 0 ≺ v(·, 0)}) * and U (x, t) := sup{u : u is a viscosity subsolution of (P ) with u(·, 0) ≺ u 0 }.
Here f * denotes the lower semicontinuous envelop of f , as defined in (2.2). Due to Theorem 2.7, U (V ) then has the property of being below (above) any viscosity supersolution (subsolution) of (P ) with initial data u 0 .
Let us consider a sequence of initial data v Using these approximations of initial data, the fact that {V (·, t) > 0} is open, and (3.16), we conclude that
Now for any viscosity solution u of (P ) with initial data u 0 , we have U ≤ u ≤ V . Thus {u(·, t) > 0} = Ω t , and we showed (a).
By Theorem 3.4 and the definition of U and V , we have
Hence we have Ω t = {u 2 (·, t) > 0} = {ũ 1 (·, t) > 0}.
The above inequality and the fact thatũ 1 is a viscosity subsolution of (P ) with initial data u 0 yield (b).
In terms of ρ m = ( Φ is finite, and without loss of generality we assume inf
(A3') In addition to (A3), ∆Φ ∞ ≤ C for some finite C.
The semi-convexity assumption (A3) guarantees the well-posedness of the discrete-time JKO solution. When we prove convergence results as m → ∞, we will replace (A3) by the stronger assumption (A3'). It ensures that ∆Φ(x) cannot be too large, which makes it possible for us to obtain some quantitative estimates on the difference between ρ m and ρ ∞ for large m. (A2) is a technical assumption, and will be used explicitly in the proof of Lemma 4.3 in section 4. The assumption (A1) will be only used in section 4 to link ρ ∞ with the free boundary problem (P ) , and in section 5 to obtain convergence results as t → ∞.
We denote by P 2 (R d ) the space of Borel probability measures on R d with finite second moment, i.e., the set of probability measures ρ(x) such that´R d ρ(x)|x| 2 dx < ∞. For a probability density ρ ∈ P 2 (R d ),
we define its "free energy" E m [ρ] as
where´R d ρ(x)Φ(x)dx corresponds to the potential energy of ρ, and S m [ρ] is its "internal energy", given by
while S ∞ is defined as
Next let us introduce the following discrete-time scheme (also called a minimizing movement scheme) introduced by [JKO] . We consider a time-step h > 0, and initial data
where W 2 (·, ·) is the 2-Wasserstein distance (for definition, see e.g. [AGS] .) We then define ρ m,h (x, t) as a function piecewise constant in time, given by
Under the assumption in (A3) that Φ is semi-convex, one can check that for all m > 1, the free energy E m [ρ] is λ-convex along the generalized geodesics with respect to 2-Wasserstein distance, where λ is as given in (A3) (For the definition of generalized geodesics and λ-convexity, we refer to Appendix C). One can then apply the theory of gradient flow solution developed in [AGS] , which gives the following existence and uniqueness results of the discrete solution, as well as a convergence result as h → 0. 
where λ is given by (A3). Here we say
Moreover, for finite m, ρ m (x, t) coincides with the viscosity solution of (1.8).
(c) Contraction in Wasserstein distance (Theorem 4.0.4 (iv) in [AGS] ): For a given m, consider the initial data ρ 01 , ρ 02 ∈ P 2 (R d ), with E m [ρ 0i ] < ∞ for i = 1, 2. Let ρ 1 (x, t) and ρ 2 (x, t) denote the limit solutions as defined in part (b), with initial data ρ 01 and ρ 02 respectively. Then we have the following stability result, where λ is as given in (A3):
The above theorem yields the gradient flow solutions ρ m (·, t) and ρ ∞ (·, t). In this section, our main goal is to prove that as m → ∞, ρ m (·, t) converges to ρ ∞ (·, t) uniformly in t ∈ [0, T ] in 2-Wasserstein distance. Convergence rates will also be obtained in terms of m. Although the rate is not optimal, to the best of our knowledge, our result is the first that gives some explicit convergence rate as the exponent m → ∞ in the porous medium equation. More precisely, our main theorem in this section is as follows:
Theorem 4.2. Let Φ satisfy (A2) and (A3'), and consider ρ 0 ∈ P 2 (R d ) satisfying ρ 0 ∞ ≤ 1 and ρ 0 Φdx ≤ M . Let ρ m (t) and ρ ∞ (t) be as given in Theorem 4.1(b) with the initial data ρ 0 . Then for any T > 0, we have lim
More precisely, we have the following convergence rate:
We point out that under the additional assumption (A1) and the assumption that ρ 0 = χ Ω0 , we can combine the results in Theorem 4.2 with Theorem 3.5, and immediately obtain that ρ ∞ must coincide with χ Ωt almost everywhere, which gives Theorem 1.2. Without these two additional assumptions, Theorem 4.2 still holds, but our approach fails to yield the connection between ρ ∞ with the free boundary problem (P) . Thus a further characterization of ρ ∞ beyond as a weak solution of (1.5) remains open in the general context. The rest of this section will be devoted to proving Theorem 4.2. In section 4.2, we consider the discrete JKO scheme (4.4) for E m and E ∞ respectively, with the same initial data ρ 0 ∞ ≤ 1. We show that if we run the JKO scheme for one step only, then their Wasserstein distance is small. Once we have the one-step estimate, we are finally ready to prove Theorem 4.2 in section 4.3, which says the Wasserstein distance between the continuous gradient flow solutions ρ m and ρ ∞ also goes to zero as m → ∞, with an explicit rate in terms of m.
4.2. One-step estimate for large m. We consider the initial data ρ 0 ∈ P 2 (R d ) satisfying ρ 0 ∞ ≤ 1 and with finite potential energy, and let h be some fixed small time step. Then for any 2 < m ≤ ∞, we define µ m (and µ ∞ in the case m = ∞) as follows:
Our main result in this subsection is Proposition 4.5, which says that the Wasserstein distance between µ m and µ ∞ is of order O(m −1/8 ) for large m. To show that we first establish the following two technical lemmas concerning µ m for 2 < m < ∞.
Lemma 4.3. Let 2 < m < ∞, and let Φ satisfy (A2) and (A3), and consider the initial data ρ 0 ∈ P 2 (R d ) satisfying ρ 0 ∞ ≤ 1 and´ρΦ ≤ M . Letting µ m be defined as in (4.6), the following estimate holds (where a + := max{a, 0}):
Proof. Our proof is based on the following crude estimate:
, together with the assumption (A2) that inf Φ ≥ 0:
which upon rearranging givesˆR
Note that for m > 2, we havê
Combining the inequalities (4.8) and (4.9) together, we havê
Finally, note that |{x : µ m (x) ≥ 1}| ≤ 1, and so the Cauchy-Schwarz inequality yields that
The following lemma says that for large m, we can find a probability densityμ m that is close to µ m in Wasserstein distance, has maximum density bounded by one, and has potential energy not much larger than µ m .
Lemma 4.4. Let Φ satisfy (A2) and (A3'). Under the conditions of Lemma 4.3, there exists a proba-
andμ m is "close" to µ m in the sense that
Proof. Due to the previous lemma,
m for all 2 < m < ∞ and h > 0. We denote by a := 2 M +1 m for short, and note that a is small for large m. Next we will give a explicit construction ofμ m , such that it satisfies all the requirements.
We begin with breaking µ m into the sum
The idea is to constructμ m by keeping µ 1 m and modifying µ 2 m . We first make the observation that µ 2 m only contains a small amount of mass: more precisely,
(4.12) This is due to the following two facts. First, due to Lemma 4.3, the mass of µ m above 1 cannot exceed a. Second, we claim |{µ m > 1 − a}| ≤ 1. To show the claim, suppose not, then we havé min{µ m , 1 − a}dx > 1 − a. As a result,´µ m dx > (1 − a) + a = 1, where the (1 − a) corresponds to the mass below (1 − a), and a corresponds to the mass squeezed between (1 − a) and 1 due to our (false) assumption.
Let us now constructμ m as follows: We claim thatμ m constructed in (4.13) satisfies all the requirements stated in the theorem. First note that the facts´g = 1 and g ≥ 0 imply thatμ m is nonnegative and has the same mass as µ m . To show that μ m ∞ ≤ 1, it suffices to check g * µ 2 m ∞ ≤ a. Since the mass of µ 2 m is less than 2a, this inequality is a direct consequence of Young's inequality:
Next we verify that the inequality (4.10) holds, which is equivalent tô
This can be rewritten asˆR
Since µ 2 m has mass less than 2a, it suffices to show that
where we used the fact that R(d) ≤ 1 to get the right hand side, and note that ∆Φ ∞ is finite due to (A3'). The proof of this inequality is similar to the proof of the mean value property for harmonic functions, and hence is omitted here.
Finally it remains to show (4.11), which is equivalent to
(4.14)
We now heuristically describe a transport plan, which is not necessarily optimal. First, we keep the mass of µ 1 m at its original location, so that no transportation cost is induced. Second, for for every "particle" located at x in µ 2 m , the transport plan is to distribute it evenly in the disk B(x, R(d)). (Again recall that R(d) ≤ 1 for any dimension d ≥ 1.) Since the mass of µ 2 m is no more than 2a, the total cost of the transportation plan is bounded by 2aR(d) 2 , which immediately implies (4.14).
Now we are ready to state the following one-step estimation, which controls the Wasserstein distance between µ m and µ ∞ : Proposition 4.5. Let Φ satisfy (A2) and (A3'), and consider the initial data ρ 0 ∈ P 2 (R d ) with ρ 0 ∞ ≤ 1 and´ρ 0 Φdx ≤ M . Let λ be as given in (A3), and λ − := − min{0, λ}. For any 0 < h < 1 32λ − , let µ m and µ ∞ be as defined in (4.6) for the cases m finite and m = ∞ respectively. Then the following inequality holds:
Proof. Let us fix M and d. Suppose the statement is false. Then for an arbitrarily large A 0 > 0, there exist m > 2, 0 < h <
To get a contradiction, we will construct a new probability measure η ∈ P 2 (R d ) with η L ∞ (R d ) ≤ 1 such that the following inequality holds if A 0 is chosen to be sufficiently large:
This means that η would beat at least one of the minimizers in (4.6) for some m (m may either be finite or +∞), contradicting the definition of µ m and µ ∞ .
The probability density η is constructed as follows. Letμ m be the probability density constructed in Lemma 4.4, and we denote byT m the optimal transport map such that (T m ) # ρ 0 =μ m . Similarly, let T ∞ be the optimal transport map such that (T ∞ ) # ρ 0 = µ ∞ . Then η is defined as
η is thus the midpoint betweenμ m and µ ∞ on their generalized geodesics, as defined in Sec 9.2 of [AGS] .
Next we will prove that η satisfies the inequality (4.16). This is done by proving the inequalities (4.18)-(4.20):
If A 0 is chosen to be a sufficiently large number depending only on M and d, since A > A 0 , the sum of these three inequalities implies (4.16) (where we make use of the assumption that h ≤ [AGS] states that the L p norm with p > 1 is convex along the generalized geodesics, and thus 2 η p ≤ μ m p + µ ∞ p for all p > 1.
Sending p → ∞ in the above inequality yields η ∞ ≤ 1, since both μ m ∞ and µ ∞ ∞ are bounded by 1.
(4.19) comes from the semi-convexity of Φ given by (A3) (which is a consequence of (A3')). Let λ ∈ R be as given in (A3). Proposition 9.3.2 in [AGS] yields that´ρΦdx is a λ-convex functional of ρ along any generalized geodesic, and thus
where the last line comes from (4.10). Next let us estimate W 2 2 (μ m , µ ∞ ). Due to our assumption (4.15) in the beginning of this proof and the inequality (4.11), we have
We take the square of the above inequality and apply the inequality (a + b) 2 ≤ 2a 2 + 2b 2 , and obtain
Plugging this inequality into (4.21) yields (4.19).
Finally it remains to show (4.20). Due to Lemma 9.2.1 of [AGS] W 2 2 (ρ 0 , ·) is 1-convex along generalized geodesics, and thus
( 4.22) Now, by the triangle inequality, we have
For the second inequality we used the fact that W 2 (µ m ,μ m ) ≤ C(M )m −1/4 due to Lemma 4.4 as well as that W (ρ 0 , µ m ) ≤ C(M ) for all m and h (otherwise µ m would fail to be a minimizer of Ψ m ). For the third inequality we use the assumption that W 2 (µ m , µ ∞ ) = Am −1/8 . Finally, dividing both sides of the above inequality by h yields (4.20).
4.3. Convergence of the continuum solutions as m → ∞. In this subsection, we give a proof of Theorem 4.2. The proof is done by combining the one-step estimation results in section 4.2 with the convergence results for discrete solutions as h → 0.
Proof of Theorem 4.2. 1. Note that the assumptions on ρ 0 immediately imply that E m [ρ 0 ] ≤ M + 1 for all 2 < m ≤ ∞. This enables us to apply Theorem 4.1(b): For all time steps h satisfying 0 < h < h 0 (where h 0 is a small constant depending on M, T, ∆Φ ∞ ), we have 23) and this inequality holds for both finite m and m = ∞. For notational simplicity, the various constants C appearing in this proof may depend on M, ∆Φ ∞ , T , and the value of C may differ from line to line.
2. Now we fix the small time step h such that 0 < h < h 0 , and our goal is to show that Figure 4 . Illustration of the tree structure.
Before we prove this inequality, let us point out the proof is finished once we obtain this: by combining (4.24) with the inequality (4.23) (and note that (4.23) holds for both finite m case and m = ∞), one immediately has
which concludes the proof and would give the rate
3. To prove the inequality (4.24) in step 2, note that it is equivalent to prove
From now on we will denote ρ Here for n ≥ 2, η n is defined as below:
We point out that for n ≥ 2, ρ n−1 ∞ ∞ ≤ 1 holds by definition, and in addition we have´ρ
Hence by taking ρ n−1 ∞ as the initial data, the one-step estimate in Proposition 4.5 yields that (4.27) where δ is as defined in (4.26). Now it remains to control W 2 (ρ n m , η n ). Note that ρ n m and η n are minimizers given by the discrete-time scheme (4.4) with the same free energy functional E m , but with different initial data ρ n−1 m and ρ n−1 ∞ . To estimate d n in terms of d n−1 , we use Lemma 4.2.4 of [AGS] which states that the Wasserstein distance between two discrete solutions does not grow too fast. More precisely, it gives the following inequality (4.28) where λ − := − min{λ, 0}, with λ as given in (A3). We denote a n−1 := E m [ρ
, which satisfies the following properties: a n ≥ 0 for all n ∈ N + , and
Finally, we plug (4.28) into (4.27) to obtain the following family of inequalities: (4.30) 4. We next focus on the inequality (4.30), and our goal is to show that d T h ≤ C √ h for δ sufficiently small (more precisely, δ ≤ h 3/2 would be enough). By taking the square of (4.30) and applying the (4.31) where in the last line we let δ ≤ h 3/2 so that (1 + 1 h )δ 2 ≤ 2h 2 . Also note that b n := 2a n + 2h satisfies T /h n=0 b n ≤ 2(M + T + 1). Now by dividing by (1 + Ch) n on both sides of (4.31) and summing the inequality from 2 to n, we obtain that
Hence as a result, we see that
as long as δ ≤ h 3/2 (recall that δ = Cm −1/8 , hence it is equivalent with m > h −12 ), and so we are done.
5.
Comparison principle and long-time behavior for gradient flow solutions 5.1. Comparison principle for the discrete-time solutions. In the beginning of section 4, we have defined the discrete-time scheme (4.4) for the porous medium equation with drift (1.8). Since the comparison principle for the viscosity solutions of (1.8) is well-known (see e.g. [KL] ), it is natural to ask whether the comparison principle holds for the discrete-time solutions generated by (4.4) as well. In this section we prove that this is indeed true, but the proof is quite different from the continuous case.
In fact comparison principle-type results have been shown between discrete gradient flow solutions with L 2 distances, for instance in [C] , [GK] , etc. The novelty in our result is that we address the discrete gradient flow solutions with W 2 distances, for which nonlocal perturbation arguments are necessary.
In order to define the scheme for two ordered initial data, we need to consider non-negative measures which do not necessarily integrate to 1. We denote by P 2,A (R d ) the set of non-negative measures which integrate to A > 0 and have finite second moment. We also generalize the Wasserstein distance W 2 as follows: For two regular measures ρ 1 , ρ 2 ∈ P 2,A (R d ), we define W 2 (ρ 1 , ρ 2 ) as
|T (x) − x| 2 ρ 1 (x)dx.
Next we state the comparison result.
Theorem 5.1. Let Φ satisfy (A3). For 2 < m ≤ ∞, consider the two densities ρ 01 ∈ P 2,M1 (R d ), ρ 02 ∈ P 2,M2 (R d ) with the property M 1 ≤ M 2 and ρ 01 ≤ ρ 02 a.e. (In the case m = ∞, we require in addition that ρ 0i ∞ ≤ 1 for i = 1, 2). For given h > 0, let ρ 1 , ρ 2 be the respective minimizers of the following schemes:
Then ρ 1 ≤ ρ 2 almost everywhere.
Remark 5.2. The proof of above theorem does not directly use the semi-convexity of Φ, except to guarantee the existence of the ρ i .
Before we prove Theorem 5.1, we first state and prove the following simple lemma, which can be informally stated as follows: Given that ρ 1 is the minimizer for the discrete scheme in (5.1) and T 1 is the optimal map between ρ 01 and ρ 1 , if a part of ρ 01 is forced to be transferred by the map T 1 , then T 1 is still the optimal map for the rest of ρ 01 .
Lemma 5.3. Let 2 < m < ∞, and let h and ρ 01 be as given in Theorem 5.1. We denote by ρ 1 the minimizer of F 1 as given by (5.1), and let T 1 be the optimal mapping such that T 1 #ρ 01 = ρ 1 . Consider an arbitrary function η :
Proof. Suppose that the minimum ofF is achieved by another measureρ ∈ P 2,M (R d ), such thatF(ρ) < F(T 1 #(ηρ 01 )). We denote byT the optimal map such thatT #(ηρ) =ρ. The claim is then that we can find a better transfer plan of ρ 01 than ρ 1 in (5.1), yielding a contradiction. We construct the transfer plan as follows.
First, we separate ρ 01 into two parts: ηρ 01 and (1 − η)ρ 01 . Then we use T 1 to push forward (1 − η)ρ 01 , and useT to push forward ηρ 01 . The resulting measure would be equal to ϕ +ρ. Then it follows that
which contradicts the fact that ρ 1 is the minimizer of (5.1) and so we are done.
Proof of Theorem 5.1. First we point out that once we prove the comparison result for all 2 < m < ∞, it will be automatically true for the case m = ∞ as well, due to the one-step estimate in Proposition 4.5. To see this, let us denote by ρ i,m the minimizer ρ i when the free energy is E m . Then Proposition 4.5 gives us ρ i,m → ρ i,∞ as m → ∞ in Wasserstein distance. Therefore if we know that ρ 1,m ≤ ρ 2,m a.e. for all 2 < m < ∞ then it directly follows that ρ 1,∞ ≤ ρ 2,∞ a.e.
Due to the above discussion, it suffices to prove the comparison principle for any fixed m satisfying 2 < m < ∞. Let T i denote the optimal map such that T i #ρ 0i = ρ i for i = 1, 2. We prove by contradiction and suppose Ω := {ρ 1 > ρ 2 } has non-zero measure. We first claim that
which directly follows from the inequality below:
>ˆΩ ρ 2 dx (from the definition of Ω and the assumption that |Ω| > 0)
From now on we fix δ such that the above inequality is true, and denote
By definition of the set B, it immediately follows that T 1 maps B into the set where ρ 2 + δ < ρ 1 ≤ 1 δ , while T 2 maps B into the set where ρ 1 ≤ ρ 2 ≤ 1 δ . (Note that these inequalities hold in the a.e. sense). These facts are illustrated in Figure 5 . Figure 5 . Illustration of the set B, T 1 (B) and T 2 (B). Recall that T i is the optimal map between ρ 0i and ρ i for i = 1, 2. Moreover, the set B is chosen such that
Let ρ := ρ 01 χ B , where 0 < δ is a sufficiently small number to be determined later. Let
, then by applying Lemma 5.3 to the optimal plan T 1 in comparison to T 2 , and subtracting 1 m ϕ m 1 on both sides, we arrive at the following inequality:
where
Next we state a simple algebraic inequality without proof. For all real numbers a and b satisfying 0 < b < a < 1 δ and m > 2, we have
where the constant C only depends on m and δ. Using (5.7), (5.6) yields that
where the last inequality holds since ρ 1 ≤ ρ 2 in T 2 (B), and supp(T 2 #ρ ) ⊂ T 2 (B).
where C A is chosen such that the total mass of ρ A is equal to A. Observe that for any A > 0, such ρ A is also a stationary solution for the discrete JKO scheme, and it has a compact support.
Therefore for any ρ 0 ∈ L ∞ (R d ) with compact support, one can choose A to be sufficiently large such that ρ 0 ≤ ρ A a.e. Then one can apply Theorem 5.1 and obtain that ρ n m,h ≤ ρ A a.e., hence the support of ρ n m,h stays within the support of ρ A for all time steps.
• Case 2: m = ∞. In this case, we first point out that for any mass size A > 0, the global minimizer of E ∞ among P 2,A is given by some characteristic function χ S A , where S A is the level set of the function Φ, i.e.
and C A is chosen so that χ S A has mass A. Moreover, since χ S A is the global minimizer of E ∞ , it must be a stationary solution as well.
Recall that ρ 0 has compact support, ρ 0 ∞ ≤ 1, and Φ(x) → ∞ as |x| → ∞. Therefore if we let A be sufficiently large, we will have supp ρ 0 ⊂ S A , which implies that ρ 0 ≤ χ S A . Since χ S A is a stationary solution, the comparison result in Theorem 5.1 immediately implies that supp ρ n ∞,h ⊂ S A for all n and h, and we are done.
Lastly we briefly discuss the long time behavior of the gradient flow solution ρ m for 2 < m ≤ ∞, when Φ is strictly convex and bounded below in R d . In this case, one can easily obtain that the global minimizer for
≤ C}, and C is chosen such that χ O has mass 1.
Theorem 5.6. Let 2 < m ≤ ∞. Let Φ be strictly convex and satisfy (A2) and (A3'). Assume the initial data ρ 0 ∈ P 2 (R d ) has compact support, and in addition satisfies ρ 0 ∞ ≤ 1 in the case m = ∞. For 2 < m ≤ ∞, let ρ m be given as the gradient flow for E m with initial data ρ 0 , as defined in Theorem 4.1(b). Then as t → ∞, ρ m (·, t) converges to the unique global minimizer ρ S of E m exponentially fast in 2-Wasserstein distance.
Proof. If Φ is uniformly convex in R d , then there exists some λ > 0, such that D 2 Φ(x) ≥ λI for all x ∈ R d . In this case we can directly apply the contraction result in Theorem 4.1(c) between ρ ∞ (x, t) and ρ S (x) (where ρ S is the global minimizer for the free energy
and hence the 2-Wasserstein distance between ρ ∞ (x, t) and ρ S (x) decays exponentially fast in t.
On the other hand, if Φ is strictly convex in R d but not uniformly convex, we will make use of the confinement result in Corollary 5.5. As long as ρ 0 is compactly supported, the proof of Corollary 5.5 shows the support of ρ ∞ (·, t) will stay in some compact set O A for all time, and indeed one can find an O A such that it is independent of m for all 2 < m ≤ ∞. This confinement result allows us to apply the contraction result in Theorem 4.1 (c), which gives that W 2 (ρ ∞ (·, t), ρ S (·)) ≤ W 2 (ρ 0 , ρ S )e −λt , whereλ = inf{λ : D 2 Φ(x) ≥ λI for all x ∈ O A } is a strictly positive constant depending on ρ 0 and Φ.
Finally we remark that for finite m and ρ m , the corresponding result is shown in [CJMTU] , where they use entropy dissipation methods. We suspect the convergence rate to be exponential in stronger norms instead of Wasserstein distance, but this issue is not pursued here.
Appendix A. Constructing a (PME-D) m subsolution Lemma A.1. Fix > 0, m > 0, a number γ, a point x , and vector n. Then if γ > ∇Φ(x ) · n, there exists a positive constant η depending on so that we can construct a classical subsolution S of (P M E − D) m in E η := B η (x ) × [−η, η] with (x , 0) on its free boundary with outward normal n , which moves with normal velocity γ. Further, S will be an "almost" supersolution near (x , 0) in the following sense:
γ ≥ |∇S| + ∇S · ∇Φ − at (x , 0).
Proof. Recall that the Barenblatt profiles are given by B(x, t; τ, C) = (C(t + τ )
where C > 0 and λ = ((m − 1)n + 2) −1 , K = λ/2, and they are solutions of (PME) m . C and τ are parameters that control the free boundary speed and initial support. Now we change variables so that n is colinear with x , and take x 0 = 0 . Then it suffices to take x 0 = 0. We start with B(x, t): a Barenblatt solution with initial support B R (0), and initial free boundary advancement speed ξ where R and ξ will be determined later. We fix r(t) = µ − νt, with µ, ν as yet unspecified. Then we definẽ S(x, t) = sup y∈B r(t) (x) B(y, t) = B((1 − r(t)/|x|)x, t) in E η , where η is for now much smaller than R/2.
Note thatS
Moreover in E η , since η < R/2, then E η is bounded away from the origin and we get 1/|x| ≤ 2/R. Thus we find that ∂S ∂x j = ∂B ∂x j + µ|∇B|O(1/R).
Thus ∇S = ∇B +O(µ) and since |∇B| does not vary fast in E, we can repeat and find ∆S = ∆B +O(µ). Using that B is a (P M E) m solution then gives At this point we have to start picking our parameters carefully. First, we can assume that is small enough so that < inf Eη∩{S>0} |∇S|/6 for some small value of η. Then we take ν = /3, ξ = γ − b · x + ν > 0 Now we take η, µ small enough so that in E η ,
|O(µ) + O(η)| < inf

Eη∩{S>0}
|∇S|/3
and we set R = |x | − µ = 1 − µ. Now we refine η so that where we used our assumption on small. Thus we find that Proof. 1. We may assume that (x , t ) = 0. Now to prove this theorem, first we construct a supersolution of (PME-D) m in B 2r0 (0) × [0, T ] where T is yet to be determined. We start by constructing u(r) on B 2r0 (0) satisfying u(r 0 ) = K and u(r) = 0 for r ≤ r 0 /2. We take r 0 small enough so that sup B4r 0 (0) |∇Φ(x) − ∇Φ(0)| < 1. Define α = sup B4r 0 (0) ∆Φ(x). Then we solve that ∆u = −α in the annulus B 2r0 (0)\B r0/2 (0). This yields u given by ) and so if we take r 0 small enough we have u (r) ≥ 1 when r 0 /2 ≤ r ≤ 4r 0 . Then this entails that u(r) ≥ u(r 0 ) = K if r ∈ [r 0 , 4r 0 ], and we are done finding r max which is the largest value of r 0 that makes the desired estimates hold.
2. Now let us defineũ (r, t) := u(R(t)r)
where R(t) is a function to be determined with R(0) = 1, 1 ≤ R(t) ≤ 3/2. Then by construction of u, ∆ũ = R(t) 2 (∆u)(R(t)r) = −αR(t) 2 ≤ −α ≤ 0 Further straightforward computation yields thatũ t ≥ 2|∇ũ| But we know that |∇v| = u (r) ≥ R(t)u ≥ u ≥ 1, so the above quantity is positive. Thus v t ≥ (m − 1)v(∆v + ∆Φ) + |∇v| 2 + ∇v · ∇Φ and since v t ≥ |∇v| 2 + b·∇v in general this holds at the boundary too. Thus v is a classical free boundary supersolution, and so by Lemma 2.6 in [KL] a viscosity supersolution.
Lastly, T is chosen so that both | b|T ≤ 2r 0 /3 and T < 1/(3L), and lastly so that T < r 0 /(12| b|). The first condition ensures that the bounds onũ in B 8r0/3 hold for v in B 2r0 and the second ensures that R(t) ≤ 3/2. The last one ensures that if |x| ≤ r 0 /4, |x + bt| ≤ |x| + r 0 /12 ≤ r 0 /3 ≤ r 0 /2R(t) and hence v(x, t) = u(R(t)(x + bt), t) = 0 in |x| ≤ r 0 /4. Now by construction u m ≤ v on the parabolic boundary of B 2r0 (0) × [0, T (d, Φ, K)], so we can apply a comparison principle, Theorem 2.25 in [KL] , to find that
Then observing the properties of v, we are done.
