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Disorder and interactions can lead to the breakdown of statistical mechanics in certain quantum
systems, a phenomenon known as many-body localization (MBL). Much of the phenomenology of
MBL emerges from the existence of localized-bits, or `-bits, a set of conserved quantities that are
spatially localized and binary (i.e., possess only ±1 eigenvalues). While MBL and `-bits are known
to exist in one-dimensional systems, their existence in dimensions greater than one is a key open
question. To tackle this question, we develop an algorithm that can find approximate binary `-bits
in arbitrary dimensions by adaptively generating a basis of operators in which to represent the `-
bit. We use the algorithm to study four models: the one-, two-, and three-dimensional disordered
Heisenberg models and the two-dimensional disordered hard-core Bose-Hubbard model. For all four
of the models studied, our algorithm finds high-quality `-bits at large disorder strength and rapid
qualitative changes in the distributions of `-bits in particular ranges of disorder strengths, suggest-
ing the existence of MBL transitions. These transitions in the one-dimensional Heisenberg model
and two-dimensional Bose-Hubbard model coincide well with past estimates of the critical disorder
strengths in these models which further validates the evidence of MBL-like behavior in the other
two and three-dimensional models we examine. In addition to finding MBL-like behavior in higher
dimensions, our algorithm can be used to probe MBL in various geometries and dimensionality.
INTRODUCTION
It is natural to expect quantum systems to obey sta-
tistical mechanics. However, there is increasing evidence
that there exist disordered strongly interacting quantum
systems that do not obey the laws of statistical mechan-
ics and never reach thermal equilibrium – a phenomenon
known as many-body localization (MBL) [1–7]. A key
feature of MBL systems is that they exhibit robust emer-
gent integrability, i.e., they possess many quasilocal con-
served quantities (known as localized bits, or `-bits) that
exist even in the presence of noise [8–10]. The existence
of these robust conserved quantities is strongly related
to other well-known properties of MBL systems, such as
area-law entanglement of excited states and logarithmic
growth of entanglement entropy under time-evolution [5–
7].
Numerical methods have been key to studying MBL.
Techniques such as exact diagonalization and tensor net-
works have enabled the study of mobility edges [11, 12],
level-spacing statistics [11, 13], and the entanglement en-
tropy of ergodic and MBL excited states [14–20]. Yet,
due to the strongly interacting nature of the problem,
most numerical studies have been limited to small finite-
size systems and one spatial dimension.
A key open question that remains is the role of dimen-
sionality on MBL-like behavior [7]. Some have argued
that an MBL phase cannot exist in greater than one di-
mension [21, 22], but the matter is still unsettled [23].
It may be that `-bits in higher dimensions are protected
from avalanches in finite systems and non-standard ther-
modynamic limits [24]. Even in the case where true
MBL does not survive to higher dimensions, there may
be a crossover at high disorder strength where interesting
transient or MBL-like behavior may appear. Experimen-
tally, evidence for MBL-like behavior has been observed
in a system of interacting bosonic 87Rb atoms trapped
in a 2D optical lattice [25] and in systems of interacting
fermionic 40K atoms trapped in 2D [26] and 3D optical
lattices [27]. Numerically, 2D MBL has been examined
in spin-1/2, bosonic, and fermionic models using meth-
ods such as perturbation theory [28], quantum Monte
Carlo [29], continuous unitary flows [30], tensor networks
[31, 32], the fluctuation operator expansion [33], and the
time-dependent variational principle [34]. It is important
to develop new numerical techniques that will allow us
to further probe MBL physics in higher dimensions, par-
ticularly in three-dimensions, where to our knowledge no
numerical studies have been done.
In this work, we present a new algorithm for finding ap-
proximate `-bits (or `-bit-like operators [35]) in interact-
ing disordered systems of arbitrary dimensions. In MBL
systems, `-bits are spatially localized conserved quanti-
ties that act like pseudospins, i.e., they are Pauli-matrix-
like operators with a binary spectrum of half +1 and half
−1 eigenvalues. Other non-binary conserved quantities
also exist in MBL systems, however they are more diffi-
cult to systematically analyze than `-bits. Our algorithm
constructs an approximate `-bit by finding an operator
that (1) is quasilocal, (2) commutes with the Hamilto-
nian, and (3) has a binary spectrum. Property (1) is
enforced by representing the `-bit as a linear combina-
tion of local Pauli strings, while properties (2) and (3)
are approximately enforced by minimizing an objective
function using gradient descent. Some previously devel-
oped numerical methods for finding `-bits in MBL sys-
tems have attempted to enforce these properties exactly
[32, 36–41]. Other methods have attempted to numeri-
cally construct non-binary approximate quasilocal inte-
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2grals of motion [29, 30, 42–47]. Many of these methods
have required numerically expensive calculations, e.g.,
exact diagonalization or large bond-dimension tensor net-
works, and, except for the methods of Refs. 29, 30, and
32, have been limited to the study of one-dimensional
chains. Our algorithm can efficiently produce operators
that are reasonable approximations of binary, quasilocal
`-bits in arbitrary dimensions.
Using our algorithm, we study four model Hamiltoni-
ans: the disordered Heisenberg model in one, two, and
three-dimensions, and the disordered hard-core Bose-
Hubbard model in two-dimensions (also examined in
Ref. 32). In all models studied, we find high quality `-bits
at high disorder strengths suggesting MBL-like behav-
ior and see statistical signatures of a potential transition
from localized to delocalized integrals of motions. Our
results provide new evidence for the existence of MBL-
like behavior in two and three-dimensions.
BACKGROUND
In this work, we investigate two different types of
Hamiltonians. First, we consider the disordered spin-1/2
Heisenberg model
H =
∑
〈ij〉
Si · Sj +
∑
i
hiS
z
i (1)
where the first summation is over nearest neighbor sites
of a lattice, hi ∈ [−W,W ] are random numbers drawn
from a uniform distribution, and W is the disorder
strength. We investigate this model on three differ-
ent lattices: a one-dimensional chain, a two-dimensional
square lattice, and a three-dimensional cubic lattice.
The one-dimensional model has been extensively inves-
tigated numerically, mostly using exact diagonalization
[11, 13, 16, 48, 49] and tensor networks [17, 19, 50–55].
However, the model in higher dimensions has, up to this
point, been largely unexplored [56].
Second, we consider the disordered Bose-Hubbard
model
H = −
∑
〈ij〉
(
a†iaj + H.c.
)
+
U ′
2
∑
i
ni(ni − 1) +
∑
i
δini
(2)
where the first summation is over nearest neighbor sites
of a two-dimensional square lattice, a†i and ai are bosonic
creation and annihilation operators, ni ≡ a†iai, and δi are
random on-site potentials drawn from a Gaussian dis-
tribution with full-width half-maximum ∆. This model
approximately describes [57] the interactions between
bosonic 87Rb atoms in a two-dimensional disordered opti-
cal lattice experiment carried out in Ref. 25. Experimen-
tally, a potential MBL-ergodic transition was observed
at a critical disorder strength of ∆expc ≈ 5.5(4) with
U ′ = 24.4. Refs. 32 and 33 performed numerical studies
of the above model for a variety of parameters. Since
the experiments of Ref. 25 had low double-occupancy of
bosons, Ref. 32 performed some tensor network calcula-
tions on Eq. (2) with hard-core bosons, where they found
a transition at ∆tnc ≈ 19. To directly compare to the ten-
sor network calculations, we also work in the hard-core
boson limit. In this limit, n2i = ni so that the second
term in Eq. (2) vanishes and the model can be mapped
to a spin-1/2 disordered XX model (see supplement).
Generically, a Hamiltonian such as Eq. (1) or (2) can
be represented as
H =
∑
i
h˜iτ
z
i +
∑
i,j
J˜ijτ
z
i τ
z
j +
∑
i,j,k
J˜ijkτ
z
i τ
z
j τ
z
k + · · · (3)
where h˜i, J˜ij , . . . are coupling constants and τ
z
i = U
†σzi U
where U is a unitary that diagonalizes the Hamiltonian.
The τzi operators are integrals of motion ([H, τ
z
i ] = 0)
that mutually commute ([τzi , τ
z
j ] = 0) and have a binary
spectrum ((τzi )
2 = I and tr (τzi ) = 0). Note that these
operators are not unique, since there exist many unitaries
that diagonalize H. In MBL systems, the τzi operators
can be made quasilocal, so that the support of the op-
erators decays rapidly away from a single site on which
they are localized, and are known as “localized”-bits or
`-bits. A τzi operator can be written as
τzi =
|B|∑
a=1
caOa, (4)
where ca is a real coefficient, Oa is a Pauli string (a prod-
uct of Pauli matrices, such as σx1σ
x
3σ
z
5), and B = {Oa}|B|a=1
is a basis of Pauli strings of size |B|. The quasilocality
of `-bits make it possible to accurately represent them
using a small, finite basis B of local Pauli strings.
To quantify quasilocality, we can define the weight wr
of a τzi operator [37, 47] as
wr =
∑
a∈Br |ca|2∑
r′
∑
b∈Br′ |cb|2
(5)
where r is the spatial coordinate of a site in the lattice
and Br is the set of (labels of) Pauli strings in the basis
B with (non-identity) support on lattice coordinate r.
The weight wr decays rapidly in MBL phases, as shown
in Fig. 1.
METHOD
Our algorithm constructs quasilocal operators τzi that
approximately commute with the Hamiltonian and are
approximately binary. In particular, the algorithm opti-
3W = 3 W = 28 W = 100(c)
z
(a)
(b)
y x y x y x
y
FIG. 1. Typical weights wr of random τ
z
i for the (a) 1D,
(b) 2D, and (c) 3D disordered Heisenberg models at different
disorder strengths. r = x, (x, y), or (x, y, z) in 1D, 2D, and
3D, respectively.
mizes the ca parameters in Eq. (4) to minimize the ob-
jective function
Z[{ca}] = α‖[H, τzi ]‖2 + β‖(τzi )2 − I‖2, (6)
where α, β are positive real parameters, ‖O‖2 ≡
tr
(
O†O
)
/tr (I) is the Frobenius norm, and I is the iden-
tity operator. As described in the supplement, this min-
imization is done using gradient descent and Newton’s
method [58] . Note that if the second term of Eq. (6) is
zero, then the eigenvalues of τzi are exactly ±1; since τzi
is traceless by construction, this makes τzi have ±1 sec-
tors of equal dimension. Also note that while we do not
constrain τzi to be normalized (‖τzi ‖2 =
∑
a c
2
a = 1), it
stays approximately normalized during the optimization
because of the second term of Eq. (6). In our calculations,
we set α = β = 1.
Rather than perform a single minimization of Eq. (6)
in a fixed basis B, we iteratively and adaptively build
the basis during the minimization. This adaptive basis
approach is inspired by the selected configuration inter-
action method in quantum chemistry [59–62]. The steps
of the algorithm are as follows:
1. Initialize B = {σzi }.
2. Expand B by adding new Pauli strings.
3. Minimize Eq. (6) in basis B.
4. Repeat steps 2–3 while |B| ≤ |B|max.
In step 1, we initialize the basis with a single Pauli ma-
trix at site i. In step 2, we expand the basis by includ-
ing new Pauli strings that we believe are important for
minimizing the objective in Eq. (6). In particular, our
heuristic expansion procedure is two-step: (a) first, we
compute [H, [H, τzi ]] =
∑
a c
′
aOa and add M1 new Pauli
strings Oa to B with the largest amplitudes |c′a| [63];
(b) then, we compute (τzi )
2 − I = ∑a c′′aOa and add
M2 new Pauli strings to B with the largest amplitudes
|c′′a|. The logic behind step (a) is that, to cancel the re-
mainder of [H, τzi ], we need to add Pauli strings that,
when commuted through the Hamiltonian, coincide with
the remainder. These are the terms in [H, [H, τzi ]]. The
logic is similar for step (b). In our calculations, we set
M1 = M2 = M/2 = 100 and perform 11 basis expan-
sions, so that we expand our basis by up to M = 200
Pauli strings in each iteration and up to a maximum ba-
sis size of |B|max = 2201 [64]. In step 3, we perform
gradient descent with the ca parameters in Eq. (4) ini-
tialized to the optimized values obtained in the previous
basis size, but rescaled so that they are normalized to
one.
It would be interesting future work to develop other
basis initializations [65] or basis expansion procedures
that are more efficient or lead to better minimization of
the objective Eq. (6). One could also explore whether
basis reduction techniques for pruning the basis of Pauli
strings could improve performance and memory usage. It
would also be interesting to use this method to find many
mutually commuting binary integrals of motion at once,
which can be done by modifying the objective in Eq. (6)
to include multiple τzi operators, but we generally expect
this to be computationally expensive.
We execute our algorithm on the Hamiltonians of
Eq. (1) and (2) with periodic boundary conditions in one,
two, and three-dimensions. In one-dimension we perform
our calculations on a length 101 chain; in two-dimensions
on a 21× 21 square lattice; and in three-dimensions on a
11× 11× 11 cubic lattice. In all cases, the optimized τzi
operators that we find do not extend far enough to reach
the boundaries of the lattice. This fact indicates that
our calculations do not exhibit finite system size effects,
though they do exhibit finite basis size effects.
Our calculations are done using an open-source Python
code we developed for performing this optimization which
is available online [66] and is based on the Qosy package
[67].
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FIG. 2. (a) The average and median commutator norms
‖[H, τzi ]‖2 and binarities ‖(τzi )2 − I‖2 of our optimized τzi
operators for the disordered 1D Heisenberg model. (b) The
average and median commutator norms for the 2D and 3D
Heisenberg models and 2D hard-core Bose-Hubbard model.
For comparison, we show the average commutator norms ob-
tained by Ref. 32 (Wahl 2019) using shallow 2D tensor net-
works for the 2D Bose-Hubbard model. Note that the method
of Ref. 32 finds all τzi in a 10 × 10 lattice, while our method
finds only a single τzi .
RESULTS AND DISCUSSION
Using our algorithm, we obtain quasilocal approximate
binary integrals of motions τzi for 1600 random realiza-
tions of the disordered Heisenberg model of Eq. (1) in
one, two, and three-dimensions and for 800 realizations of
the disordered hard-core Bose-Hubbard model of Eq. (2)
in two-dimensions [68]. In this section, we present some
statistical properties of the (normalized) τzi operators
that our algorithm finds after the final iteration of basis
expansions [69]. Additional analysis of other properties
of these operators at different iterations of basis expan-
sion is presented in the supplement.
At high disorder, we find τzi operators that are largely
binary and nearly commute with the Hamiltonian for
all four models studied (see Fig. 2). This is antici-
pated in an MBL phase where quasilocal operators should
be well represented by a small local basis of operators.
However, the algorithm’s ability to find good `-bits be-
comes worse with respect to both the commutator norm
‖[H, τzi ]‖2 and binarity ‖(τzi )2− I‖2 with decreasing dis-
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FIG. 3. Interpolated histograms of |〈τzi , σzi 〉|2 at different dis-
order strengths for the disordered 1D, 2D, and 3D Heisen-
berg models and 2D hard-core Bose-Hubbard model. The
histograms are made of 50 evenly spaced bins (25 for 2D
Bose-Hubbard) and are normalized so that at a fixed disorder
strength the maximum of the histogram is at a value of 1.
order strength; the averages of both terms of Eq. (6)
become 1–2 orders of magnitude worse over the range of
disorder strengths we measure. Note that, while the av-
erages of these quantities, even at high disorder, are dom-
inated by outlier operators with bad commutator norms
and binarities, the medians show that in fact typical τzi
operators are reasonable approximations of `-bits. We
also note that, generally, the binarity is about an order of
magnitude smaller than the commutator norm for most
τzi operators (with our choice of parameters α = β = 1
in Eq. (6)).
An important statistical quantity that we consider is
the overlap |〈τzi , σzi 〉|2, which quantifies how much the
quasilocal pseudospin operator τzi overlaps with the fully
localized spin operator σzi [70]. Fig. 3 shows the dis-
tributions of the |〈τzi , σzi 〉|2 overlaps for the four models
studied. At high disorder, most τzi operators are localized
so that |〈τzi , σzi 〉|2 ≈ 1, with the distribution exhibiting a
quickly decaying tail away from this value. At low disor-
der, there are almost no operators with |〈τzi , σzi 〉|2 ≈ 1;
instead most operators have an overlap with a non-zero
value significantly below one. For all the models studied,
we find a rapid change in the probability distribution of
these operator overlaps over a narrow region of disorder;
within this region we see hints of bimodality of the proba-
bility distribution. Bimodality has previously been seen
in various other contexts in MBL [12, 16]. We would
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FIG. 4. (a) The average correlation lengths of our τzi opera-
tors versus disorder strength for the 1D, 2D, and 3D Heisen-
berg models. For comparison, we show average correlation
lengths of `-bits obtained by Ref. 40 (Varma 2019) for the 1D
model. (b) Average correlation lengths of our τzi operators
for the 2D hard-core Bose-Hubbard model compared to val-
ues obtained by Ref. 32 (Wahl 2019). For reference, we have
drawn horizontal dashed lines at the values of (a) ξ = 1/ ln(4)
and (b) ξ = 1/ ln(42) and shaded the approximate transition
regions for the four models (see Fig. 3).
anticipate that this rapid change signals a “transition.”
We find in 1D that the location of this transition
region agrees well with the accepted location of the
MBL-ergodic transition in the range 3 <∼ W <∼ 4
[11, 13, 16, 37, 38, 43, 44, 46, 47, 49, 52, 55]. Moreover,
the transition region of 15 <∼ ∆ <∼ 25 in the 2D hard-core
Bose-Hubbard model is consistent with the critical dis-
order strength of ∆tnc ≈ 19 estimated by Ref. 32 for that
model. The rapid changes in the probability distributions
of |〈τzi , σzi 〉|2 in the 2D and 3D Heisenberg models and
their high overlap at large disorder then suggests that
similar MBL-like transitions exist in these higher dimen-
sional models as well. These transitions happen around
8 <∼W <∼ 12 and 20 <∼W <∼ 30, respectively.
We note that in the 1D model, the two peaks of
|〈τzi , σzi 〉|2 in the transition region are more separated
than in higher dimensions. We believe this is due to
limitations of the basis size; in 1D, as the basis size |B|
grows the separation between the peaks also grows (see
supplement) and we expect the same to hold for other
models.
Another quantity that we use to characterize the τzi
operators is the correlation length, shown in Fig. 4. We
obtain these correlation lengths by fitting the function
w˜r = e
−‖r−ri‖/ξ/(
∑
r′ e
−‖r′−ri‖/ξ) to the weight wr of
Eq. (5) for the τzi operator centered at site ri using a
non-linear least-squares fit [71]. We perform a non-linear
fit on the weights rather than a linear fit on the logarithm
of the weights in order to better capture the “peak” of the
weights distribution, which is more accurate than the tail
given the finite basis used in our algorithm. We should
note that while this fitting procedure gave sensible re-
sults for all models, other reasonable ways of fitting these
approximate `-bits were less robust. For a wide range
of disorder strengths, our 1D Heisenberg model correla-
tion lengths agree with correlation lengths obtained by
Ref. 40 using a Wegner-Wilson flow procedure (see sup-
plement for comparison with correlation lengths obtained
in other studies). For large disorder strengths, our 2D
Bose-Hubbard correlation lengths agree with those ob-
tained by Ref. 32 using shallow 2D tensor networks, but
take on larger values at low disorder strength. As shown
in Fig. 2(b), our `-bits have significantly lower commu-
tator norms, so might be able to more accurately cap-
ture the τzi operators near the transition. As expected
theoretically, none of the correlation lengths diverge at
the “transition.” Interestingly, we empirically find that
ξ ≈ 1/ ln(4d), where d is the spatial dimension, near the
transition region. While the d = 1 value agrees with some
theoretical predictions [40], we are not aware of expected
values of correlation lengths at the transition region in
higher d and the values in larger dimensions might be
coincidental.
Finally, we would like to mention that for the 2D Bose-
Hubbard model we see a sharp change in the histogram
of |〈τzi , σzi 〉|2 at ∆ ≈ 3 (see Fig. 3) somewhat close to the
∆expc ≈ 5.5(4) value obtained experimentally by Ref. 25.
Near this disorder strength the binarity of our `-bits in-
creases sharply and so this behavior could simply be at-
tributed to a breakdown of our algorithm (see supple-
ment); nonetheless, we cannot rule out that the algo-
rithm breaking down near this low ∆ is somehow related
to the results seen in the experimental systems.
CONCLUSIONS
We present an algorithm for constructing high-quality
approximations of quasilocal binary integrals of motion
and use it to study MBL in four different models. This
algorithm works by adaptively building a basis of oper-
ators in which to construct the local integrals of motion
(`-bits).
We find evidence for MBL-like behavior in all four
models signaled by a rapid onset of a qualitatively dis-
tinct behavior in the overlap of the `-bit operator with σzi .
Our predicted transitions for the disordered 1D Heisen-
6berg model and 2D hard-core Bose-Hubbard model are in
reasonable agreement with previous studies, further vali-
dating the efficacy of our approach. We perform the first
theoretical probe of MBL in three dimensions. We pro-
vide the first estimate for the locations of MBL-ergodic
“transitions” in the 3D and 2D disordered Heisenberg
models. In addition, we consider the correlation lengths
of our `-bits and find reasonable agreement with previ-
ous studies. We find that the correlation lengths in these
models do not diverge at the transitions and instead take
on finite values below 1/ ln(4).
Our algorithm is well suited for studying `-bits in more
general settings than has previously been possible. For
example, it can be used to construct approximate `-
bits for models on complicated lattice geometries, for
fermionic models (in which Majorana strings can be used
instead of Pauli strings; see Ref. 72), or for models with
potential MBL-MBL transitions [73]. Moreover, using
the strategy of Ref. 29, the `-bits constructed with this
algorithm could be used to push highly excited states
into the ground state, making them amenable to study
by techniques such as quantum Monte Carlo.
Since our algorithm is quite general, it will be exciting
to apply it in other contexts. For example, our method
could construct localized zero modes in interacting topo-
logical systems [72, 74]. Moreover, with slight adjust-
ment, the algorithm can be re-purposed to construct
unitary operators that commute with given Hamiltoni-
ans or symmetries [75]. This could be useful, for exam-
ple, in the context of near-term quantum computers [76]
for constructing unitary circuits with specific properties,
perhaps relating to Hamiltonian simulation [77].
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Supplemental Material: Numerical evidence for many-body localization in two
and three dimensions
HARD-CORE BOSE-HUBBARD MODEL AS A SPIN-1/2 MODEL
If the bosons in the Bose-Hubbard model of Eq. (2) are hard-core bosons, then they can
be represented with Pauli matrices. In particular, the creation and annihilation operators
can be represented as a†i = σ
+
i = (σ
x
i + iσ
y
i )/2 and ai = σ
−
i = (σ
x
i − iσyi )/2 and the number
operator as ni = a
†
iai = (I + σ
z
i )/2 = n
2
i . Substituting these expressions into Eq. (2), we
obtain the spin-1/2 Hamiltonian
H = −J
2
∑
〈ij〉
(
σxi σ
x
j + σ
y
i σ
y
j
)
+
1
2
∑
i
δiσ
z
i (S1)
plus a term proportional to the identity operator, which we ignore because it commutes with
all operators. This is a two-dimensional XX model with random magnetic fields. We use
Eq. (S1) in our hard-core Bose-Hubbard calculations.
ALGORITHMIC DETAILS
Here we describe the details of the gradient descent calculation performed to optimize
the objective function in Eq. (6). As described in Ref. 1, for an operator O =
∑
a caOa,
the norm of the commutator with a Hamiltonian H =
∑
a JaOa can be expressed as the
quadratic form
ZC ≡ ‖[H,O]‖2 =
∑
ab
ca(CH)abcb (S2)
where (CH)ab = tr
(
[H,Oa]†[H,Ob]
)
/tr (I) is the commutant matrix, which is Hermitian and
positive semi-definite. Finding the (normalized) operator O that minimizes this quantity
amounts to finding the smallest eigenvalue eigenvector of CH . Since the Pauli strings Oa
are orthonormal with respect to the Frobenius inner product, the commutant matrix can
be written as CH = L
†
HLH , where (LH)ca =
∑
b Jbf
c
ba is the Liouvillian matrix and f
c
ab are
structure constants that describe how Pauli strings commute ([Oa,Ob] =
∑
c f
c
abOc). For
Pauli strings, the tensor f cab and matrix LH are sparse and efficient to compute numerically
[1].
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The “binarity” ‖O2 − I‖2 of the operator O can be written as
ZB ≡ ‖O2 − I‖2 = ‖1
2
{O,O} − I‖2
= ‖1
2
∑
ab
cacb{Oa,Ob} − I‖2
= ‖
∑
c
(
1
2
∑
ab
cacbf¯
c
ab − δc,0
)
Oc‖2
= 1−
∑
ab
cacbf¯
0
ab +
1
4
∑
aba′b′c
cacbca′cb′ f¯
c
abf¯
c
a′b′ , (S3)
where f¯ cab are real constants that describe how Pauli strings anti-commute ({Oa,Ob} =∑
c f¯
c
abOc) and the c = 0 index corresponds to the identity operator so that O0 = I. Note
that ZB is quartic in the {ca} parameters, making it difficult to minimize in general.
To minimize the non-linear objective αZC+βZB, we perform gradient descent using New-
ton’s method, which requires calculation of gradients and Hessians. To avoid the numerical
cost and stability issues of using finite-difference derivatives, we use exact expressions for
these quantities. The gradient and Hessian of the commutator norm can be expressed as
∂aZC ≡ ∂ZC
∂ca
=
∑
b
(
CH + C
†
H
)
ab
cb (S4)
and
∂a∂bZC =
(
CH + C
†
H
)
ab
. (S5)
The gradient and Hessian of the binarity can be expressed as
∂aZB =
∑
bc
cb(L¯O)bc(L¯O)ca − 2(L¯O)a,0 (S6)
and
∂a∂bZB =
∑
c
[
2(L¯O)ca(L¯O)cb +
∑
d
(L¯O)cdcdf¯
c
ab
]
− 2f 0ab, (S7)
where (L¯O)ca ≡
∑
b cbf¯
c
ba is itself a function of the {ca} parameters. We checked Eqs. (S4)–
(S7) numerically against finite-difference derivatives and Hessians and found that they
agreed.
Our open-source Python code for performing this optimization is available online [2].
To compute commutators and anti-commutators between Pauli strings, we used the quan-
tum operators from symmetry (QOSY) python package [1, 3]. The gradient descent was
2
performed using Newton’s method with conjugate-gradient iteration as implemented in the
scipy.optimize.minimize function in the scipy library [4], with the desired relative error
required for convergence set to xtol= 10−6. We used python version 3.5.5, scipy version
1.0.0, and numpy version 1.14.2.
During the calculations, we stored the commutators and anti-commutators between Pauli
strings, i.e., the constants f cab and f¯
c
ab, into python dictionaries (hash tables). In our calcu-
lations, memory was a main bottleneck, which prevented us from working with larger basis
sizes |B|. To gather reliable statistics, we performed many independent optimizations on
different random realizations of the Hamiltonians in Eqs. (1) and (2) by running the opti-
mization in parallel over many processes and nodes of the Blue Waters supercomputer at the
National Center for Supercomputing Applications at the University of Illinois at Urbana-
Champaign. In future work, it would be useful to consider alternative more memory-efficient
numerical minimization procedures that would allow us to go to larger basis sizes and/or
optimize more disordered realizations in parallel.
STATISTICAL PROPERTIES OF THE APPROXIMATE INTEGRALS OF MO-
TION
Quantities considered
In this work, we analyzed a variety of quantities to understand the properties of the ap-
proximate `-bits that our algorithm produced as output. In summary, given an approximate
`-bit, we consider its commutator norm, binarity, normalization, overlap with a single-site
τ zi operator, range (r), locality (k), correlation length (ξ), and the IPR.
The commutator norm ‖[H, τ zi ]‖2 and binarity ‖(τ zi )2 − I‖2 make up the objective func-
tion in Eq. (6) that we minimize with our algorithm. Note that the minimization of Eq. (6)
is performed without any constraint on the normalization of τ zi ; a perfectly binary operator
is normalized, and so minimizing the binarity takes care of keeping operators nearly nor-
malized. Therefore, it is interesting to consider ‖τ zi ‖ as a metric for the performance of the
algorithm. A strong deviation from ‖τ zi ‖ ≈ 1 potentially indicates a failure of our algorithm.
Note that for consistency the commutator norms, binarities, and other quantities depicted
in all of the figures in the main paper and the supplemental material use normalized τ zi
3
operators.
An important quantity that we discuss in the main paper is the overlap of the τ zi operator
with σzi . As shown in Fig. 3 in the main text, the probability distribution of |〈τ zi , σzi 〉|2
changes significantly as one decreases disorder strength. In particular, the distribution
rapidly changes near the ergodic-MBL transition for the 1D Heisenberg model and behaves
similarly for the other models considered.
Another quantity related to the spatial localization of a τ zi operator is the “range”
r =
1∑
b |cb|2
(∑
a
|ca|2 max
r,r′∈Ra
‖r− r′‖
)
, (S8)
where Ra is the set of lattice coordinates that Pauli string Oa acts on. The range is a
weighted average over the spatial extents of the operator’s Pauli strings and is similar to
other definitions for the range of an `-bit used in studies of 1D MBL systems [5, 6]. A similar
quantity that we consider is the “locality” k of a τ zi operator, which is defined as
k =
∑
a |ca|2ka∑
b |cb|2
, (S9)
where ka = |Ra| is the number of sites a Pauli string Oa acts on (i.e., Oa is ka-local),
regardless of their position in the lattice. The locality measures the average contribution of
non-local Pauli strings to the operator.
In Eq. (5) in the main text, we introduced the weights wr of a τ
z
i operator, which can be
interpreted as the spatial probability distribution of τ zi over the lattice positions r. We fit
the weights wr of each τ
z
i operator to an exponential decay with a correlation length ξ. In
addition, we also use the weights wr to define the operator inverse participation ratio
IPR =
1∑
rw
2
r
, (S10)
a quantity analogous to inverse participation ratios considered in other MBL studies [7–9].
For a τ zi operator localized on site i, wr ≈ δr,ri and so IPR ≈ 1. For a τ zi operator delocalized
evenly over N sites, wr is approximately 1/N on those sites so that IPR ≈ 1/(N ·1/N2) = N .
Distributions
Figs. S1–S3 show interpolated histograms of |〈τ zi , σzi 〉|2, r, and ξ versus disorder strength
for the four models studied and for different iterations of the algorithm. The histograms are
normalized so that at a fixed disorder strength the maximum of the histogram is one.
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FIG. S1. Interpolated histograms of |〈τ zi , σzi 〉|2 overlaps at different disorder strengths for the four
models studied at different iterations I of the basis expansion.
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FIG. S2. Interpolated histograms of the range r at different disorder strengths for the four models
studied at different iterations I of the basis expansion.
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FIG. S3. Interpolated histograms of the correlation length ξ at different disorder strengths for the
four models studied at different iterations I of the basis expansion. For reference, 1/ ln(4d), where
d is the spatial dimension, is marked with a horizontal dashed line.
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Averages, medians, and fluctuations
Figs. S4–S11 show the averages, standard deviations, medians, and median absolute
deviations (MAD, defined as the median distance from the median: Med[|x−Med[x]|]) of
the previously discussed quantities versus disorder strength for the optimized τ zi operators
that our algorithm produces. The medians and MADs are included for comparison since they
are more robust to outliers than averages and standard deviations. Different colored lines
represent calculations done in different basis sizes, i.e., at different steps in our expansion
procedure. For visual guidance, we mark the approximate locations of local maxima in the
plots with blue stars, which were obtained by fitting third-order polynomials to data in the
windows marked by dashed blue lines. The locations of these maxima versus basis size are
shown in Fig. S12.
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FIG. S4. Statistics of commutator norms for different models and basis sizes.
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FIG. S5. Statistics of binarities for different models and basis sizes.
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FIG. S6. Statistics of operator norms for different models and basis sizes.
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FIG. S7. Statistics of |〈τ zi , σzi 〉|2 for different models and basis sizes.
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FIG. S8. Statistics of ranges for different models and basis sizes.
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FIG. S9. Statistics of localities for different models and basis sizes.
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FIG. S10. Statistics of correlation lengths for different models and basis sizes.
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FIG. S11. Statistics of operator inverse participation ratios for different models and basis sizes.
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Correlations between quantities
Note that many of the quantities discussed above are strongly correlated with one another.
The correlations between the commutator norm, binarity, |〈τ zi , σzi 〉|2 overlaps, ranges, and
localitites can be seen in the scatterplots shown in Figs. S13 and S14. The range r and
locality k in particular are highly correlated so that r ≈ k − 1 to high accuracy.
10 1010 810 610 410 2 100
|[H, zi ]|2
10 13
10 11
10 9
10 7
10 5
10 3
10 1
|(
z i)2
I|2
1D Heisenberg
W = 1.0
W = 3.5
W = 10.0
10 1010 810 610 410 2 100
|[H, zi ]|2
10 11
10 9
10 7
10 5
10 3
10 1
101
|(
z i)2
I|2
2D Heisenberg
W = 3.0
W = 10.0
W = 100.0
10 7 10 5 10 3 10 1 101
|[H, zi ]|2
10 9
10 7
10 5
10 3
10 1
101
|(
z i)2
I|2
3D Heisenberg
W = 3.0
W = 28.0
W = 100.0
10 910 710 510 310 1 101
|[H, zi ]|2
10 10
10 8
10 6
10 4
10 2
100
102
|(
z i)2
I|2
2D Bose-Hubbard
= 3.0
= 20.0
= 100.0
10 1010 810 610 410 2 100
|[H, zi ]|2
10 3
10 2
10 1
100
101
1
|
z i,
z i
|2
1D Heisenberg
W = 1.0
W = 3.5
W = 10.0
10 1010 810 610 410 2 100
|[H, zi ]|2
10 5
10 3
10 1
101
1
|
z i,
z i
|2
2D Heisenberg
W = 3.0
W = 10.0
W = 100.0
10 7 10 5 10 3 10 1 101
|[H, zi ]|2
10 4
10 3
10 2
10 1
100
1
|
z i,
z i
|2
3D Heisenberg
W = 3.0
W = 28.0
W = 100.0
10 910 710 510 310 1 101
|[H, zi ]|2
10 4
10 3
10 2
10 1
100
1
|
z i,
z i
|2
2D Bose-Hubbard
= 3.0
= 20.0
= 100.0
FIG. S13. Scatterplots of binarity versus commutator norm (left) and 1 − |〈τ zi , σzi 〉|2 versus com-
mutator norm (right) for τ zi obtained with our algorithm for the four models studied.
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ANALYSIS OF CORRELATION LENGTHS
In past MBL studies, many correlation or localization lengths, defined in various ways,
have been examined. Here we compare the correlation lengths of our τ zi operators ob-
tained with our method against other `-bit lengthscales obtained in past studies of the 1D
Heisenberg model [10–14] and the 2D hard-core Bose-Hubbard model [15]. We include this
comparison for reference, but stress that these quantities are measured in different ways and
might not be directly comparable. Fig. S3 shows the distributions of our correlation lengths
for the different models studied. Fig. S15 (and Fig. 4 from the main paper) shows how our
average correlation lengths compare with previous studies.
Rademaker 2017 [10] obtained approximate `-bits obtained using a displacement trans-
formation technique. Their data shown in Fig. S15 (taken from Fig. 10 of Ref. 10) was
obtained by fitting an exponential decay to a quantity similar to the weight wr of their ap-
proximate `-bits generated by a sixth-order displacement transformation on a length L = 20
chain. Kulshreshta 2018 [12] obtained `-bits using a hybrid ED-tensor network approach
that involves matching eigenstates. Their average correlation lengths (taken from Fig. 3 of
Ref. 12) were obtained by fitting to the weights of their `-bits for a length L = 14 chain.
Thomson 2018 [11] found approximate `-bits using a continuous unitary flow procedure, in
which they restricted their Hamiltonian and `-bit ansatze to be composed of 1 and 2-local
fermionic operators. Their average correlation lengths (taken from Fig. 1(c) of Ref. 11) were
obtained by fitting an exponential decay to coupling constants of their approximately diag-
onalized MBL Hamiltonian for a L = 100 chain. Pancotti 2018 [13] obtained approximate
integrals of motion (that are often not binary `-bits) using the slow-operator method [16],
exact diagonalization, and tensor networks. Their correlation lengths (taken from the inset
of Fig. 2(b) of Ref. 13) were also obtained by fitting to the weights of their operators. Villa-
longa 2018 [6] obtained approximate `-bits from one-particle orbitals using matrix product
states. Their correlation lengths (taken from Fig. 4 of Ref. 6) were obtained by fitting to a
quantity similar to the weight of their operators for a length L = 32 chain. Varma 2019 [17]
obtained approximate `-bits using a Wegner-Wilson flow. The shown correlation lengths
(taken from Fig. 1 of Ref. 17) are obtained from fitting an exponential to a transverse
correlation function |〈n|σxi τxj |n〉|. Peng 2019 [14] obtained `-bits using a “quicksort-like”
algorithm involving ED for constructing binary `-bits that have high overlap with σzi . Their
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correlation lengths (taken from Fig. 4(c) of Ref. 14) were obtained by fitting to the overlaps
〈τ zi , σzj 〉 ∼ exp(−|i− j|/ξ) for a chain of length L = 12.
Interestingly, there is significant disagreement in the correlation lengths shown in Fig. S15.
Some studies predict that ξ ≈ 1/ ln(2) at the transition, though Ref. 17 suggests that ξ ≈
1/ ln(4) at the transition. Some of the data in the figure agree better with 1/ ln(2), though
our data appear more consistent with 1/ ln(4). There are many potential explanations for the
disagreements in the data: the existence of multiple length-scales in MBL systems, finite-size
effects, finite basis-size effects, differences in methodology, differences in correlation length
definitions, algorithmic biases, and the non-uniqueness of `-bits.
For the 2D hard-core Bose-Hubbard model, we compared our average correlation lengths
with the average correlation lengths obtained by Wahl 2019 [15] (see Fig. 4 in main paper).
In their work, they used a shallow 2D tensor network to represent a short quantum circuit
U that could be used to construct binary `-bits of the form τ zi = U
†σziU . Their correlation
lengths (taken from Fig. 6 of Ref. 15) were obtained by fitting an exponential decay to a
disordered-averaged eigenstate-averaged density-density correlation function. Our correla-
tion lengths agree with Wahl 2019 at large disorder (∆ ≥ 150), though are larger at smaller
disorder (Fig. 4 in the main paper). Also, as shown in Fig. 2(b), the average commutator
norms of our approximate `-bits are orders of magnitude lower than their average commuta-
tor norms (scaled appropriately). This suggests that our method is able to construct more
accurate `-bits with longer-range correlations than the shallow tensor network method used
in Ref. 15.
Fig. S15(b) shows the average correlation lengths that we measure over many decades of
disorder strength. For all of the models studied, we find that the inverse correlation lengths
scale logarithmically with disorder strength in the large disorder strength limit.
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FIG. S15. (a) The average correlation lengths obtained with our method compared against values
from past studies (described in text) for the 1D Heisenberg model. The dotted (dashed) horizontal
line corresponds to a value of 1/ ln(4) (1/ ln(2)). (b) The inverse correlation lengths versus disorder
strengths on a log-scale for the four models studied with fits to their large disorder strength (≥ 50)
behavior.
BEHAVIOR OF 2D HARD-CORE BOSE-HUBBARD MODEL AT LOW DISOR-
DER
Here we comment on the properties of the τ zi operators that we find at very low disorder
strength <∼ 5 for the 2D hard-core Bose-Hubbard model (see Fig. S16). At very low disorder,
we find that many of the τ zi operators are essentially linear combinations of only single-site
Pauli matrices so that τ zi ≈
∑
j cjσ
z
j with |cj|2 peaked at site i and spread over many sites
(with occasional two-site Pauli strings contributing strongly). This causes τ zi to have a large
IPR and ξ but small |〈τ zi , σzi 〉|2, r, and k. Because of the small basis size, our algorithm
is unable to reduce the binarity ‖(τ zi )2 − I‖2 of the τ zi operator, as one can see in Fig S16.
However, the algorithm is able to improve the commutator norm ‖[H, τ zi ]‖2 by constructing
a delocalized operator of the form τ zi ≈
∑
j cjσ
z
j . This particular delocalized operator
commutes well with the Hamiltonian because it has high overlap with the total magnetization
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operator, Sztot =
∑N
j=1 σ
z
j , which is an exact integral of motion of the Hamiltonian. Note that
for all four of the Hamiltonians considered Sztot is an integral of motion and this tendency
for producing τ zi that have high overlap with S
z
tot at very low disorder exists. Yet, as we
find empirically, this tendency is particularly strong in the Bose-Hubbard model. This
might be due to the physics of the particular model or perhaps the nature of the disorder,
which is generated from Gaussian instead of uniform sampling. Interestingly, the transition
into this behavior is observed at low disorder, near ∆ ≈ 5, close to the transition value
of ∆expc ≈ 5.5(4) obtained by the experiment in Ref. 18 (with non-hard-core bosons and
interaction strength U ′ = 24.4).
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FIG. S16. A zoomed-in look at the averages and standard deviations of various quantities for the
2D hard-core Bose-Hubbard model at low disorder strength ∆ where the algorithm fails to find
binary operators.
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ANALYSIS OF CUMULATIVE DISTRIBUTION FUNCTIONS
A key feature of the distributions of |〈τ zi , σzi 〉|2 in the MBL phase is the presence of the
sharp peak at |〈τ zi , σzi 〉|2 ≈ 1 (see Fig. S1), indicating a large probability of observing highly
localized `-bits in the system. Here we analyze the cumulative distribution function (CDF)
of |〈τ zi , σzi 〉|2 for values of |〈τ zi , σzi 〉|2 ≈ 1. In particular, we fit the CDF of x = 1−|〈τ zi , σzi 〉|2 to
a function of the form CDF (x) = Axγ for small x and identified the exponent γ for different
disorder strengths (see Fig. S17). The idea is that, since the probability density function
(PDF) is the derivative of the CDF, if γ = 1 as x→ 0+ then PDF (x→ 0+) ∝ limx→0+ xγ−1
is constant and there is a finite probability of observing a highly localized `-bit. For all of the
models considered, at high disorder γ ≈ 1. At disorder strengths near the transition regions
(see Fig. 3 in the main paper), γ begins to diverge, potentially suggesting a transition. Note
that we observe the same behavior for x = r.
However, we would like to emphasize that the results in Fig. S17, while suggestive, are
not entirely trustworthy. As can be seen by the fits used to obtain the values of γ, shown
in Fig. S18, the CDF is not obviously captured by a power-law form and has a noticeable
change at very low 1− |〈τ zi , σzi 〉|2, which we do not fully understand. When we perform our
fitting, we first sort the N data points x1, . . . , xN (e.g., the 1 − |〈τ zi , σzi 〉|2 values of the τ zi
operators) in increasing order so that x1 ≤ x2 ≤ · · · ≤ xN . Then, we define CDF (xn) = n/N
as a discretized representation of the CDF. Finally, we perform linear fits on the data points
(log10(xn), log10(CDF (xn))) and determine the slope γ. We perform these fits using only
points with xn in the range c0 ≤ CDF (xn) ≤ c1. For the 1D, 2D, and 3D Heisenberg
models, we set c0 = 0.05 and c1 = 0.4. For the 2D hard-core Bose-Hubbard model, we set
c0 = 0.03 and c1 = 0.35. Setting (c0, c1) to different values changes this fit, making our
results somewhat arbitrary. Also, in Fig. S17, we omit γ values obtained from bad linear
fits with R2 < 0.95, which occur for small values of ∆ for the 2D Bose-Hubbard model.
Note that the CDFs and fits for x = r look similar. While these results are not completely
reliable or systematic, we include them here for completeness.
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are shaded for reference.
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FIG. S18. Cumulative distribution functions (CDFs) of 1− |〈τ zi , σzi 〉|2 on a log-log scale superim-
posed with linear fits for different disorder strengths and different models.
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DRIFT OF `-BITS
At low disorder, it is possible for our algorithm to find τ zi operators that are not located at
the original site i used to initialize the basis B = {σzi }. However, as shown in Fig. S19, this
algorithmic “drift” of `-bits away from their initial site is not significant for most disorder
strengths considered. In particular, it only becomes significant in certain models and only
for disorder strengths significantly below where we observe signatures of MBL transitions.
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FIG. S19. The fraction of τ zi operators that drift away from their original site versus disorder
strength for the four models studied. A τ zi operator has drifted away if its weight wr is not maximal
at the position where it was initialized. For reference, we shade the approximate transition regions
(see Fig. 3 in the main paper).
[1] E. Chertkov, B. Villalonga, and B. K. Clark, Phys. Rev. Research 2, 023348 (2020).
[2] E. Chertkov, “BIOMS: Binary Integrals of Motion,” https://github.com/
ClarkResearchGroup/bioms (2020).
[3] E. Chertkov, “Qosy: Quantum Operators from Symmetry,” https://github.com/
ClarkResearchGroup/qosy (2019).
20
[4] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Cournapeau,
E. Burovski, P. Peterson, W. Weckesser, J. Bright, S. J. van der Walt, M. Brett, J. Wilson,
K. Jarrod Millman, N. Mayorov, A. R. J. Nelson, E. Jones, R. Kern, E. Larson, C. Carey,
I˙. Polat, Y. Feng, E. W. Moore, J. Vand erPlas, D. Laxalde, J. Perktold, R. Cimrman, I. Hen-
riksen, E. A. Quintero, C. R. Harris, A. M. Archibald, A. H. Ribeiro, F. Pedregosa, P. van
Mulbregt, and S. . . Contributors, Nature Methods 17, 261 (2020).
[5] D. A. Huse, R. Nandkishore, and V. Oganesyan, Phys. Rev. B 90, 174202 (2014).
[6] B. Villalonga, X. Yu, D. J. Luitz, and B. K. Clark, Phys. Rev. B 97, 104406 (2018).
[7] E. Canovi, D. Rossini, R. Fazio, G. E. Santoro, and A. Silva, Phys. Rev. B 83, 094431 (2011).
[8] M. Serbyn, Z. Papic´, and D. A. Abanin, Phys. Rev. Lett. 111, 127201 (2013).
[9] C.-J. Lin and O. I. Motrunich, Phys. Rev. B 96, 214301 (2017).
[10] L. Rademaker, M. Ortun˜o, and A. M. Somoza, Ann. Phys. (Berl.) 529, 1600322 (2017).
[11] S. J. Thomson and M. Schiro´, Phys. Rev. B 97, 060201(R) (2018).
[12] A. K. Kulshreshtha, A. Pal, T. B. Wahl, and S. H. Simon, Phys. Rev. B 98, 184201 (2018).
[13] N. Pancotti, M. Knap, D. A. Huse, J. I. Cirac, and M. C. Ban˜uls, Phys. Rev. B 97, 094206
(2018).
[14] P. Peng, Z. Li, H. Yan, K. X. Wei, and P. Cappellaro, Phys. Rev. B 100, 214203 (2019).
[15] T. Wahl, A. Pal, and S. Simon, Nat. Phys 15, 164 (2019).
[16] H. Kim, M. C. Ban˜uls, J. I. Cirac, M. B. Hastings, and D. A. Huse, Phys. Rev. E 92, 012128
(2015).
[17] V. K. Varma, A. Raj, S. Gopalakrishnan, V. Oganesyan, and D. Pekker, Phys. Rev. B 100,
115136 (2019).
[18] J.-Y. Choi, S. Hild, J. Zeiher, P. Schauß, A. Rubio-Abadal, T. Yefsah, V. Khemani, D. A.
Huse, I. Bloch, and C. Gross, Science 352, 1547 (2016).
21
