On the K-theory of C*-algebras for substitution tilings (a pedestrian
  version) by Gonçalves, Daniel & Ramirez-Solano, Maria
On the K-theory of C∗-algebras for substitution tilings
(a pedestrian version)
DANIEL GONC¸ALVES∗ MARIA RAMIREZ-SOLANO∗∗
In memory of Uffe Haagerup†
Abstract. Under suitable conditions, a substitution tiling gives rise to a
Smale space, from which three equivalence relations can be constructed, namely
the stable, unstable, and asymptotic equivalence relations. We denote with S,
U , and A their corresponding C∗-algebras in the sense of Renault. In this
article we show that the K-theories of S and U can be computed from the
cohomology and homology of a single cochain complex with connecting maps
for tilings of the line and of the plane. Moreover, we provide formulas to com-
pute the K-theory for these three C∗-algebras. Furthermore, we show that the
K-theory groups for tilings of dimension 1 are always torsion free. For tilings
of dimension 2, only K0(U) and K1(S) can contain torsion.
1. Introduction
The study of aperiodic order has gained impetus after the discovery of quasicrys-
tals by Dan Shechtman in 1982, for which he was awarded the 2011 Nobel Prize
in Chemistry. The quasicrystal structure can be explained by an aperiodic tiling
[41], [17], [39], and physical properties of quasicrystals are related to mathematical
aspects of the corresponding tiling. An important mathematical aspect to be un-
derstood is the K-theory of C∗-algebras associated with an aperiodic tiling, since
K-theory enters physics through Bellissard’s formulation of gap labelling [5], [6], [7].
Moreover, K-theory has applications to deformations, spaces of measures, and exact
regularity [9], [37]. One can associate the so-called stable and unstable C∗-algebras
to a tiling. The first author computed the K-theory for the stable C∗-algebra
for a few examples in an ad-hoc manner in [16], and from that the first author
raised the conjecture that there is a relationship between the stable and unstable
C∗-algebras. In this paper we show that there is indeed a relationship. To this
end, we introduce the so-called stable cohomology and stable-transpose homology,
from which one can compute the K-theories of the stable and unstable C∗-algebras,
respectively. In particular, for tilings of dimension 1, and for tilings of dimension
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2, in the absence of torsion, we show that the cohomology and homology can be
computed as a direct limit of a matrix and its transpose. Our new method for com-
puting the K-theories of the stable and unstable C*-algebras is highly computable,
and we have implemented this new method in Mathematica. The stable-transpose
homology arguably provides a simpler method than other methods found in the
literature for computing the K-theory of the unstable C∗-algebra. We start with
some background theory.
A tiling of Rd is a subdivision of Rd into so-called tiles. These tiles can only
intersect on their boundaries, and they are homeomorphic to the closed unit disk.
There are several ways to construct these tilings, see for example [40]. In this
paper, we consider only those built via a substitution rule on a finite number of
tiles. For such tilings, one can construct a tiling space (Ω, d) and a substitution
map ω : Ω → Ω with inflation factor λ > 1. We will assume that the tiling space
has FLC (finite local complexity), and that the substitution map ω is primitive and
injective. In such case, the tiling space, which is also called the continuous hull, is
a nonempty compact metric space, and it has no periodic tilings. Moreover, ω is a
homeomorphism, and the triple (Ω, d, ω) is a topologically mixing Smale space. For
more details see [1]. Using the Smale space structure of (Ω, d, ω), one can construct
three equivalence relations on Ω, namely, Rs, Ru, Ra – the stable, unstable, and
asymptotic equivalence relations. Each of these equivalence relations are defined as
an increasing union of subspaces of Ω×Ω with the subspace product topology, and
Rs, Ru, Ra are given the inductive limit topology. They are locally compact and
Hausdorff. Moreover, the equivalence classes [T ]Rs , [T ]Ru , [T ]Ra of T ∈ Ω are each
dense in Ω. A characterization of the stable and unstable equivalence relations is
given in the following proposition
Proposition 1.1 (Characterization of the equivalence relations Rs, Ru). For tilings
T, T ′ ∈ Ω, the following holds
• T ∼Rs T ′ ⇐⇒ ∃n ∈ N0: ωn(T )(0) = ωn(T ′)(0)
• T ∼Ru T ′ ⇐⇒ ∃x ∈ Rd: T ′ = T + x,
where N0 := N ∪ {0}, and T (0) is the set of tiles in T that contain the origin.
(cf. Section 3). Recall that an equivalence relation is in particular a groupoid, and
that the definition of a groupoid C∗-algebra [33] requires a topology on the groupoid
and a Haar system for the groupoid. Rs and Ru have the already-mentioned in-
ductive limit topologies and the Lebesgue measures. The inductive limit topology
of the asymptotic equivalence relation Ra is an e´tale topology and thus Ra has the
Haar system of counting measures. Let
S := C∗r (Rs), U := C∗r (Ru), A := C∗r (Ra)
denote their C∗-algebras, in the sense of Renault. These are all UCT, simple, and
amenable – UCT holds for the C∗-algebra of any amenable groupoid, by J. L. Tu’s
[44, Proposition 10.7 and Lemma 3.5]. Moreover, A is strongly Morita equivalent
to U ⊗ S. For more details, see [30], [31]. We should note that ”the C∗-algebra of
a tiling” in the literature usually refers to the C∗-algebra U .
The K-theory of U is related to the Cˇech cohomology of Ω (cf. [1, Theorem 6.3]).
This cohomology can be computed in many different ways [1], [23], [25], [38], [42],
[3]. An alternative way of computing the K-groups of U is as follows: The transver-
sal equivalence relation Rpunc is an e´tale equivalence relation. Moreover, the C∗-
algebras U and C∗r (Rpunc) are strongly Morita equivalent by Theorem 2.8 in [26],
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and hence their K-theories coincide. For more details see [20], [21], [22], [24]. One
can also compute the K-theory of U for some tilings via AF-algebras [18]. In gen-
eral, there exists a homology theory for Smale spaces [28] and a duality theory for
the Ruelle algebras associated to a Smale space [19], but there is no general theory
linking the K-theory of the stable and unstable C∗-algebras associated to a Smale
space. We show nonetheless in this article that the K-theories of S and U can be
computed from the cohomology and homology of a single cochain complex with
connecting maps.
The K-theory of S is computed via a transversal to Rs as follows: Let T ∈ Ω be
a fixed tiling. The equivalence relation
(1.1) R′s :=
⋃
n∈N0
Rn
is equipped with the inductive limit topology, where
Rn :=
1
λn
R(ωn(T )) = 1
λn
{(x, y) ∈ Rd × Rd | ωn(T )(x)− x = ωn(T )(y)− y}
is given the subspace topology of Rd × Rd. Then R′s is topologically groupoid
isomorphic to a transversal of Rs. Since R′s is an e´tale equivalence relation, i.e. the
range and source maps are local homeomorphisms, we can define the C∗-algebra
S′ := C∗r (R′s)
in the sense of Renault. Since S is strongly Morita equivalent to S′, their K-theory
coincide. For more details see Section 3.
In this paper we only focus on tilings of the line and of the plane. So assume
that the fixed tiling T is of dimension d ∈ {1, 2}. Although many of our definitions
can be generalized immediately to higher dimensions, we will keep them in their
simplest form, for the purpose of clarity.
The equivalence relation R0 induces an equivalence relation on the cells. The
R0-equivalence classes of the vertices, edges, and faces are called the stable vertices,
stable edges, and stable faces, respectively, and there is a finite number of them.
These numbers are denoted by sV , sE, sF , respectively. It is convenient to identify
the stable cells with its representatives. This proves quite useful when doing explicit
computations. We thus make the following informal definition
Definition 1.2 (Stable cells). If v is a vertex, e an edge, f a face of the fixed tiling
T of dimension d ≤ 2, then
• stable vertex: sv := T (v).
• stable edge: se := T (◦e), where ◦e is the edge minus its vertices.
• stable face: sf := f .
Here T (X), for X ⊂ Rd, is the set of tiles that contain one or more points of X.
We remark that the stable vertices are collared vertices (cf. Definition 2.2).
The cochain map of abelian groups with connecting maps is given as the following
commutative diagram
(1.2) 0 // ZsV δ
0
//
WV

ZsE δ
1
//
WE

ZsF //
WF

0
0 // ZsV δ
0
// ZsE δ
1
// ZsF // 0,
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where the coboundary maps δ0, δ1, and the connecting maps WV , WE , WF are
given below, right after the statement of Theorem 1.5. The stable cohomology
groups for T are given by
H2S(T ) = lim→ coker δ
1 WF // coker δ1 WF // coker δ1 WF // · · ·(1.3)
H1S(T ) = lim→
ker δ1
Im δ0
WE // ker δ1
Im δ0
WE // ker δ1
Im δ0
WE // · · ·
H0S(T ) = lim→ ker δ
0 WV // ker δ0 WV // ker δ0 WV // · · · .
and the stable-transpose homology groups for T are given by
HST2 (T ) = lim→ ker(δ
1t)
W tF // ker(δ1t)
W tF // ker(δ1t)
W tF // · · ·(1.4)
HST1 (T ) = lim→
ker(δ0t)
Im (δ1t)
W tE // ker(δ0
t)
Im (δ1t)
W tE // ker(δ0
t)
Im (δ1t)
W tE // · · ·
HST0 (T ) = lim→ coker (δ
0t)
W tV // coker (δ0t)
W tV // coker (δ0t)
W tV // · · · .
Then by Section 2, Section 4 and Section 5 we have
Theorem 1.3 (K-theory of S). For tilings of dimension 1 or 2 the following holds
line: K0(S) = H0S(T ) K1(S) = Z
plane: 0 // Z 
 // K0(S) // // H0S(T ) // 0 K1(S) = H1S(T ).
where the sequence is a short exact sequence. Moreover, H0S(T ) is torsion free for
both dimensions. In particular, tilings of the line always have torsion free K-theory
groups.
Theorem 1.4 (K-theory of U). For tilings of the plane with convex tiles, or tilings
of the line, the following holds.
line: K0(U) = HST0 (T ) K1(U) = Z
plane: K0(U) = Z⊕HST0 (T ) K1(U) = HST1 (T ).
Moreover, HST1 (T ) is torsion free for both dimensions. For tilings of the line
HST0 (T ) is torsion free. Thus tilings of the line always have torsion free K-theory
groups.
It is worth noting that in the absence of torsion, e.g. for tilings of dimension 1,
HkS(T ) and HSTk (T ) are given alone by the direct limit of a single matrix and its
transpose! (cf. Corollary 5.27).
Since S is UCT , and A is strongly Morita equivalent to U ⊗ S, we can use the
Ku¨nneth formula to express the K-theory of A in terms of the K-theory of U and
S (cf. Section 6)
Theorem 1.5 (K-theory of A). For tilings of dimension 1 or 2, the following holds
line: K0(A) =
(
K0(S)⊗K0(U)
)
⊕ Z
K1(A) = K0(S)⊕K0(U)
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plane: If Ki(S) and Ki(U), i = 1, 2 are torsion free then
K0(A) =
(
K0(S)⊗K0(U)
)
⊕
(
K1(S)⊗K1(U)
)
K1(A) =
(
K0(S)⊗K1(U)
)
⊕
(
K1(S)⊗K0(U)
)
.
To define the coboundary maps δ0, δ1 we need to assume that the stable faces
and stable edges have orientation, e.g. one can put counterclockwise orientation on
the faces. By translation, all cells of T have orientation. For vertex v, edge e, face
f of T let
(1.5) δe,v :=
 −1, v is the initial vertex of e1, v is the final vertex of e0, else
(1.6) δf,e :=
 1, e ∈ ∂f same orient.−1, e ∈ ∂f opps. orient.0, else
Then δ0 : ZsV → ZsE is given by
(1.7) δ0([v]) :=
∑
e∈T (v)
δe,v [e]
and δ1 : ZsE → ZsF is given by
(1.8) δ1([e]) :=
∑
f∈T (◦e)
δf,e [f ] = [f1]− [f2],
where f1 and f2 are the faces in T that contain the edge e, and such that e and the
corresponding edge in f1 have same orientation.
To define the connecting maps, we need a homotopy h on the prototiles which
extends to Rd by translation of the prototiles (cf. Definition 4.6). For edges e ∈ T ,
e′ ∈ ω(T ), let
δe,e′ :=
 1, h1(
1
λe
′) = e (matching orientation)
−1, h1( 1λe′) = e (opposite orientation)
0, else
Then the connecting maps, which are also named substitution-homotopy matrices,
are given by
WF ([f ]) :=
∑
f ′∈ω(f)
h1( 1λ f
′)=f
[f ′]
WE([e]) :=
∑
e′∈ω(T (◦e))
h1( 1λ e
′)=e
δe,e′ [e′]
WV ([v]) :=
∑
v′∈ω(T (v))
h1( 1λv
′)=v
[v′].
Compare these formulas with their unstable counterparts given in Section 2. (The
reason that we use the letter W is that it looks similar to ω).
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In Section 7 we computed the K-theory of a number of tilings of dimension 1
and dimension 2 using the above formulas. The results are listed in Tables 1, 2, 3,
4. It is interesting to note that in all of our examples of dimension 1, we had the
equality Ki(U) = Ki(S), i = 0, 1. Some of these groups are direct sums of groups of
the form Z[ 1λ ], Z[
1
detA ], where λ denotes the eigenvalues of a matrix A coming from
the substitution matrices. But we also include one example, namely, the tiling that
we named Pathologic, whose stable and unstable K0-groups are rank-3 subgroups
of Z ⊕ Z[1/17]2. Here it is impossible to write the rank-2 subgroup of Z[1/17]2
nontrivially as a direct sum! Yet those two K0-groups are isomorphic. For tilings
of the plane, it is worth noting that the torsion of the stable and unstable K-groups
occurred precisely in the groups predicted by Corollary 5.26.
We are in the process of extending this article to higher dimensions using spectral
sequences. It is also our hope that we can remove the homotopy.
The paper is organized in the following way: In the next section we summarize a
description of the tiling space as an inverse limit using an alternative definition of
the so-called collared tiles. Moreover, we present some remarks on cohomology. In
Section 3, we prove that the stable equivalence relation Rs has a transversal which
is isomorphic to the inductive equivalence relation R′s on Rd. In Section 4, we
introduce the C∗-algebras C∗(Rn), and calculate their K-theory groups in terms of
the compacts. Then we introduce a homotopy of the tiling and use it to construct
connecting maps which we show are ∗-homomorphisms. We calculate the generators
of the K-theory groups and formulas for the connecting maps in K-theory, and
the K-theory of S. In Section 5, we show a relationship between the K-theory
of the stable C∗-algebra S (as constructed in this paper) and the K-theory of the
unstable C∗-algebra U via Cˇech cohomology, PE-cohomology, PE-homology, stable-
transpose homology and stable homology, plus the homotopy introduced in Section
4. Moreover, we use a universal coefficient theorem to derive properties of the
stable cohomology and the stable-transpose homology. In Section 6 we investigate
the asymptotic C∗-algebra A and show that the stable C∗-algebra S is amenable.
In Section 7 we give explicit calculations of the K-theory for a number of tilings
of the line and of the plane. In Appendix A, we provide methods for calculating
the direct limits of automorphisms of finitely generated free abelian groups. In
particular, we provide formulas to compute the kernel, cokernel, and homology of
integer matrices. Such formulas are based on the Smith normal form of integer
matrices, and they can easily be implemented for example in Mathematica. For
convenience to the reader we provide in the rest of the appendix some background
results on topological spaces and C∗-algebras, which we assume are well-known.
This paper is a continuation of the work initiated by the first author in the
papers [15], [16]. On the one hand, we provide detailed proofs not found in those
papers, for example that R′s is isomorphic to a transversal of Rs. We furthermore
give a solid foundation to the concept of a homotopy defined on a tiling, which
can be used to define ∗-homomorphisms called connecting maps. These connecting
maps are used to give explicit formulas for the K-theory of the stable C∗-algebra.
We should note that the idea of the homotopy was borrowed from an example in
[16]. Of course, we avoid repeating results from [15], [16], but in a few instances we
provide alternative short proofs using machinery found in the literature for the full
C∗-algebra (instead of the reduced C∗-algebra as was done in [15], [16]). Moreover,
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we work mostly with connected components of Rn, instead of working directly with
Rn, in order to make the proofs simpler.
On the other hand, we show the results mentioned in the introduction such as
a relationship between the K-theories of the stable and unstable C∗-algebras, and
we provide interesting examples and formulas to compute the K-theory groups of
the C∗-algebras S, U and A.
2. Preliminaries
We start with some remarks on the definition of a tiling T of Rd. On the one
hand, T is a CW-complex with underlying space Rd, such that the closed d-cells are
homeomorphic to the closed unit disk. The closed d-cells are called tiles, and we
allow the possibility that our tiles carry labels. On the other hand, we will consider
T to be the collection of its tiles, which is a cover of Rd satisfying that two tiles
can only intersect on their boundaries. (cf. [1, p. 6]). More generally, we consider
the closed k-cells of T as a cover of the k-skeleton of T , where k = 0, . . . , d. We
will always assume that the cells of T are closed.
The tiling space Ω is the set of all the tilings whose tiles are translated copies of
a finite (fixed) set of prototiles t1, . . . , tN , such that if T ∈ Ω, and P ⊂ T is a patch
(i.e. a finite subset) then P is contained in a translated copy of ωk(tj) for some
k ∈ N, j ∈ {1, . . . , N}. Since the equivalence class [T ]Ru is dense in Ω, it holds as
well that
Ω = T + Rd
d
i.e. Ω is the completion under the metric d of the set of all the translations of T .
Moreover, one can also write the tiling space as an inverse limit
(2.1) Ω = lim← Γ
oooo Γ oooo Γ oooo · · · ,
where Γ := Ω×RdRc , with Rc being given as follows:
Definition 2.1 (Collared equivalence relation Rc). Two pointed tilings (T, x),
(T ′, x′) ∈ Ω× Rd are said to be collared equivalent (or Rc-equivalent) if
T (σ)− x = T ′(σ′)− x′,
where σ ∈ T (resp. σ′ ∈ T ′) is the (necessarily unique) closed cell whose interior
contains x (resp. x′).
We remark that by a pointed tiling we just mean a pair consisting of a tiling and
a point. It is easy to see that Rc is indeed an equivalence relation, and so there
is no need to take the transitive closure. All the proofs in [1, Section 4] carry out
almost immediately using Rc instead of the relation ∼1 defined in that section, and
thus Eq. (2.1) holds (using Rc instead of ∼1). We should remark that our definition
of Rc is equivalent to the one in [13, Definition 2.2] and they also show Eq. (2.1)
using their definition. Since Cˇech cohomology behaves well under inverse limits we
get
(2.2) H˘(Ω) = lim→ H˘
k(Γ) // H˘k(Γ) // H˘k(Γ) // · · · ,
and since Γ is a finite CW-complex, H˘k(Γ) = Hkcell(Γ), and cellular cohomology is
much easier to compute.
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The equivalence relation Rc induces an equivalence relation on the cells. The Rc-
equivalence classes of the vertices, edges, and faces are called the collared vertices,
collared edges, and collared faces, respectively, and there is a finite number of
them. These numbers are denoted by cV , cE, cF , respectively. We make though
the following informal definition, just as we did for their stable counterparts.
Definition 2.2 (Collared cells). If v is a vertex, e an edge, f a face of a tiling T ,
then
• collared vertex: cv := T (v).
(i.e. cv is the set of tiles that contain the vertex v).
• collared edge: ce := T (e).
(i.e. ce is the set of tiles that contain the edge e or its vertices).
• collared face: cf := T (f).
(i.e. cf is the set of tiles that share an edge or vertex with the tile f).
Using that Γ is a finite CW-complex, we can define the following commutative
diagram
(2.3) 0 // ZcV
∂t1 //
ωtV

ZcE
∂t2 //
ωtE

ZcF //
ωtF

0
0 // ZcV
∂t1 // ZcE
∂t2 // ZcF // 0
where the exponent t stands for the transpose, the boundary maps ∂1, ∂2 are the
standard cellular boundary maps, and the substitution matrices ωV , ωE , ωF are
given below. The Cˇech cohomology groups are given by
H˘2(Ω) = lim→ coker ∂
t
1
ωtF // coker ∂t1
ωtF // coker ∂t1
ωtF // · · ·(2.4)
H˘1(Ω) = lim→
ker ∂t2
Im ∂t1
ωtE // ker ∂
t
2
Im ∂t1
ωtE // ker ∂
t
2
Im ∂t1
ωtE // · · ·
H˘0(Ω) = Z .
By Theorems 6.1, 6.3, 7.1 in [1] we get
Theorem 2.3 (K-theory of U). For tilings of dimension 1 or 2, the following
holds.
line: K0(U) = H˘1(Ω) K1(U) = Z
plane: K0(U) = Z⊕ H˘2(Ω) K1(U) = H˘1(Ω).
To define the boundary maps ∂1, ∂2, we need to assume that the prototiles and
the collared edges have orientation. By translation, all the cells of T ∈ Ω have
orientation.
The boundary map ∂1 : ZcE → ZcV is given by
∂1([e]) :=
∑
v∈e
T (v)⊂T (e)
δe,v [v],
and the boundary map ∂2 : ZcF → ZcE is given by
∂2([f ]) :=
∑
e∈f
T (e)⊂T (f)
δf,e [e],
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where δe,v and δf,e are defined in Eq. (1.5) and Eq. (1.6).
The collared substitution matrices are given by
ωF ([f ]) :=
∑
f ′∈ω(f)
T (f ′)⊂ω(T (f))
[f ′],
ωE([e]) :=
∑
e′∈ω(e)
T (e′)⊂ω(T (e))
[e′],
ωV ([v]) :=
∑
v′∈ω(v)
T (v′)⊂ω(T (v))
[v′].
2.1. Cohomology notation. Given a cochain complex
C• := · · · δ−1 // C0 δ0 // C1 δ1 // C2 δ2 // · · · ,
we will denote the cohomology groups by
Hn(C•) := ker δ
n
Im δn−1 n ∈ Z.
3. Dynamics
The construction of the Smale space (Ω, d, ω) for a substitution tiling, and the
dynamics for the unstable equivalence relation Ru, were developed in [1, Section 3].
In this section, we consider the stable equivalence relation Rs, describe a transversal
to it, and set up the ground for computation of the K-theory of S.
Recall that two tilings T , T ′ are said to be stable equivalent if
lim
n→∞ d(ω
n(T ), ωn(T ′)) = 0.
The stable equivalence class for tiling T can be written as (see [31, p.181])
(3.1) [T ]Rs = V s(T ) =
⋃
n∈N0
ω−n(V s(ωn(T ), ε0)),
where V s(ωn(T ), ε) is the stable local canonical coordinate of T and it is defined
in [1, p. 9] as
V s(T, ε) = {T ′ ∈ Ω | [T, T ′] = T ′ and d(T, T ′) < ε} for 0 < ε ≤ ε0.
Moreover, the constant ε0 < 1√2 is fixed, and it depends on the inflation factor λ
and on some separation constant of the diagonal of R0 to the other components
of R0, and it is defined right after Lemma 3.2 in [1]. Note that 1ε0 − ε0 > 0. We
remark that the union in (3.1) is an increasing union (see [31, p.181])
V s(T, ε0) ⊂ ω−1(V s(ω(T ), ε0)) ⊂ ω−2(V s(ω2(T ), ε0)) ⊂ · · · .
The equivalence relation Rs is considered as a topological groupoid as follows.
Define
Gs0 ⊂ Gs1 ⊂ · · ·
by
Gs0 := {(T, T ′) ∈ Ω× Ω | T ′ ∈ V s(T, ε0)}
Gsn := (ω × ω)−n(Gs0),
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and equip Gsn ⊂ Ω× Ω with the subspace topology, and give the increasing union
Rs =
⋃
n∈N0
Gsn
the inductive limit topology. A simple characterization of the stable equivalence
relation is
Proposition 3.1. Two tilings T , T ′are stable equivalent if and only if their tiles
containing the origin agree after a finite number of substitutions. That is,
T ∼Rs T ′ ⇐⇒ ∃n ∈ N0 : ωn(T )(0) = ωn(T ′)(0).
Proof. (⇒). By [1, p. 9], we have
V s(T, ε) ⊂ {T ′ ∈ Ω | T and T ′ agree on B 1
ε−ε(0)},
for any 0 < ε ≤ ε0. (We would like to point out that we replaced the strict
inequality ε < ε0 given in [1, p. 9] with ε ≤ ε0. This can be done since a Smale
space with constant ε0 is also a Smale space with smaller constant ε˜0. We work
with 0 < ε ≤ ε˜0, and we rename ε˜0 as ε0.) Recall that two tilings T, T ′ ∈ Ω are
said to agree on a set U ⊂ Rd if T (U) = T ′(U), where T (U) denotes the smallest
patch in T containing the set U . (cf. [1, p. 4]). Suppose that T ′ ∈ [T ]Rs . Then by
Eq. (3.1) there exists a n ∈ N0 such that
ωn(T ′) ∈ V s(ωn(T ), ε0).
Thus ωn(T ′) and ωn(T ) agree on a ball of radius 1ε0 −ε0 > 0 centered at the origin.
In particular they agree at the origin, i.e.
ωn(T ′)(0) = ωn(T )(0).
(⇐). Suppose that ωn(T )(0) = ωn(T ′)(0) for some n ∈ N0, and define the patch
P := ωn(T )(0). Let r := d(0, ∂P ) be the largest radius such that Br(0) ⊂ P . Note
that 0 is an interior point of P , and hence r > 0. Then for k ∈ N, ωn+k(T ) and
ωn+k(T ′) agree on the patch ωk(P ). Thus they agree on the ball of radius λkr.
Hence
d(ωn+k(T ), ωn+k(T ′)) ≤ 1
λkr
→ 0 for k →∞.
Thus T and T ′ are stable equivalent.

By [30] the unstable equivalence class [T ]Ru is dense in Ω and [T ]Ru = T + Rd
is a transversal to Ω with respect to Rs. We elaborate on this in the rest of the
paragraph. The unstable equivalence class [T ]Ru is considered as a topological
space as follows. Define
V un (T ) := ωn(V u(ω−n(T ), ε0)) = T +B2ε0λn(0) ⊂ Ω,
where the equality is given in [1, p.9], and the set V u(T, ε0) is known as the unstable
local canonical coordinate of T . By [1, p.10], we can write
(3.2) [T ]Ru = V u(T ) =
⋃
n∈N0
V un (T ) = T + Rd.
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Equip V un (T ) ⊂ Ω with the subspace topology, and give the increasing union in
Eq. (3.2) the inductive limit topology. Define the equivalence relation
Hs(T ) := Rs ∩
(
(T + Rd)× (T + Rd))
= {(T − x, T − y) ∈ Rs | x, y ∈ Rd}
= {(T − x, T − y) ∈ Ω× Ω | ∃n ∈ N0 : ωn(T − x)(0) = ωn(T − y)(0)}.
By [30, Theorem 4.2, Theorem 3.7] Hs(T ) is groupoid equivalent to Rs in the sense
of [26]. Moreover, by [30, Theorem 3.7] Hs(T ) is e´tale. Note that the set T +Rd is
a (generalized) transversal to Ω with respect to Rs since the set [T ′]Rs ∩ (T + Rd)
is countable for any T ′ ∈ Ω.
By [26, Theorem 2.8] the C∗-algebras C∗(Hs(T )) and C∗(Rs) are strongly Morita
equivalent, and hence their K-theories coincide. It is worth noting that T +Rd ⊂ Ω
has been given the inductive limit topology in Eq. (3.2) and not the subspace topol-
ogy of Ω. Moreover, Hs(T ) is equipped with the topology stated in [30, Lemma 3.3].
Convergence of sequences in Hs(T ) can be stated as follows by [30, p.10]:
(T − xn, T − yn)→Hs(T ) (T − x, T − y)
if and only if
(T − xn, T − yn)→Rs (T − x, T − y)
and T − xn →T+Rd T − x
and T − yn →T+Rd T − y.
Proposition 3.2. Equip T + Rd with the inductive limit topology as in Eq. (3.2).
Then the map Rd → T + Rd given by
x 7→ T − x
is a homeomorphism.
Proof. The map α : Rd → T + Rd defined by
α(x) := T − x
is bijective because T − x = T − y implies x = y as the tiling T is aperiodic.
Moreover, α is continuous since d(T − x, T − y) ≤ 12 ||x− y||, where the inequality
follows since T −x+ x−y2 and T −y− x−y2 agree everywhere. Let Bn := B2ε0λn(0) ⊂
Rd, n ∈ N0 be the open ball of radius 2ε0λn. Since Bn ⊂ Rd is bounded and α is
continuous, the restriction map
αn := α : Bn → T +Bn
is a homeomorphism, where Bn and T +Bn have the subspace topology of Rd and
Ω, respectively. (It is the restriction of the homeomorphism α¯n : Bn → T +Bn
defined in the same way). Then, since the following diagram commutes,
B0
  //
α0 ∼=

B1
  //
α1 ∼=

B2
  //
α2 ∼=

T +B0 
 // T +B1 
 // T +B2 
 //
we get that
Rd =
⋃
n∈N0
Bn ∼=
⋃
n∈N0
T +Bn = T + Rd,
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where the first equality is by Lemma B.2. 
We should remark that the above proposition would be false if we had equipped
T + Rd with the subspace topology of Ω, as shown in Proposition E.1.
Using Proposition 3.2, we can ”see” the transversal Hs as an equivalence relation
on Rd. We provide the details below.
3.1. Equivalence relation R′s on Rd. For a tiling T of Rd, d ∈ N, let R(T ) be
the associated equivalence relation on Rd given by
R(T ) := {(x, y) ∈ Rd × Rd | T (x)− x = T (y)− y}.
Let T ∈ Ω be a fixed tiling, and define the sequence of tilings with shrunk prototiles
Tn :=
1
λn
ωn(T )λn, n ∈ N0
and equivalence relations
Rn := R(Tn) =
1
λn
R(ωn(T )), n ∈ N0,
where ω is the substitution map with inflation factor λ > 1. Note that Tn, as a
function on Rd, is given by
Tn(x) :=
1
λn
(ωn(T )(λnx)), for x ∈ Rd.
It is easy to check that
R1 ⊂ R2 ⊂ R3 ⊂ . . . ,
so we can define the equivalence relation R′s on Rd by
R′s :=
∞⋃
n=0
Rn.
We equip Rn ⊂ R2d with the subspace topology, and R′s with the inductive limit
topology, which, as we show next, is e´tale. Since Rn is an equivalence relation on
Rd, it is in particular a groupoid with unit space Rd. Every connected component
C in Rn is homeomorphic onto its image in Rd via both the range r and source s
maps given by r(x, y) := x and s(x, y) := y. In particular, we have that r and s
are local homeomorphisms. Hence Rn is e´tale. Moreover, r(C) and s(C) are both
open in Rd. It follows that Rn is open in Rn+1: if x ∈ Rn, and Cn (resp. Cn+1) is
the connected component of x in Rn (resp. Rn+1), then r(Cn) is open in r(Cn+1)
since r(Cn) is open in Rd and Cn ⊂ Cn+1. Thus, Cn is open in Cn+1 because
r : Cn+1 → r(Cn+1) is a homeomorphism. As a consequence we have that R′s is
e´tale: If x ∈ R′s then x ∈ Rn for some n ∈ N0. As above, let Cn be the connected
component of x in Rn. Since Rn is open in Rk for k ≥ n and since R′s has the
inductive limit topology, then Cn is open in R′s. Furthermore, since Rn is open in
Rn+1, Cn as a subspace of Rn has the same topology as Cn as a subspace of R′s.
Since r and s restricted to Cn (as a subspace of Rn and hence also as a subspace
of R′s) are homeomorphisms onto their images in Rd, we see that r and s are local
homeomorphisms on R′s.
It is convenient to write Rn in different ways:
Rn = R(Tn)
= {(x, y) ∈ Rd × Rd | Tn(x)− x = Tn(y)− y}
= {(x, y) ∈ Rd × Rd | ωn(T − x)(0) = ωn(T − y)(0)}.
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Moreover, Rn induces an equivalence relation on the cells of the shrunk tiling Tn,
namely
Definition 3.3 (Stable cells). Let n ∈ N0 be fixed. If v is a vertex, e an edge, and
f a face of the tiling Tn, then we define the equivalence relations:
• vertices: v ∼Rn v′ ⇐⇒ ∃x ∈ Rd : Tn(
◦
v′) = Tn(
◦
v) + x
• edges: e ∼Rn e′ ⇐⇒ ∃x ∈ Rd : Tn(
◦
e′) = Tn(
◦
e) + x
• faces: f ∼Rn f ′ ⇐⇒ ∃x ∈ Rd : Tn(
◦
f ′) = Tn(
◦
f) + x,
where ◦σ denotes the interior of a cell σ. We remark that the interior of a vertex is
by convention the vertex itself.
The number of equivalence classes of k-cells, k = 0, 1, 2, is always finite and
independent of n, and is denoted by sV, sE, sF, respectively. In this paper we are
only considering tilings of dimension d ≤ 2, and thus we have that Tn(
◦
f) = f . The
equivalence classes of vertices, edges, and faces are called stable vertices, stable
edges, and stable faces, respectively, but informally it is more convenient to define
them as follows
Definition 3.4 (Stable cells). Let n ∈ N0 be fixed. If v is a vertex, e an edge, f a
face of tiling Tn, then
• stable vertex: sv := Tn(◦v) = Tn(v).
• stable edge: se := Tn(◦e), where ◦e is the edge minus its vertices.
• stable face: sf := Tn(
◦
f) = f .
Note that 1λnωn(T ) and Tn are the same as tilings, i.e. one can draw Tn by first
drawing the tiling ωn(T ) and then shrinking all its cells by the factor 1λn . Also
1
λnω
n(T )(0) = Tn(0), but in general 1λnωn(T )(x) 6= Tn(x) for x ∈ Rd, n ∈ N.
3.2. R′s - Hs relationship. Given a fixed tiling T ∈ Ω, the following proposition
shows that the transversal equivalence relation Hs := Hs(T ) is groupoid isomorphic
to the equivalence R′s.
Proposition 3.5. The map R′s → Hs given by
(x, y) 7→ (T − x, T − y)
is a topological groupoid isomorphism.
Proof. By the proof of Proposition 3.2, the map α : Rd → T +Rd given by α(x) :=
T − x is bijective. Since
x ∼R′s y ⇐⇒ α(x) ∼Hs α(y),
α induces the (non-topological) groupoid isomorphism φ : R′s → Hs given by
φ(x, y) := (T−x, T−y). It remains to show that φ is a homeomorphism. We start by
showing that ψ := φ−1 is continuous. Suppose that (T−xk, T−yk)→ (T−x, T−y)
in Hs. That is, suppose that
(T − xk, T − yk)→ (T − x, T − y) in Rs
and
T − xk → T − x in T + Rd (ind)
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and
T − yk → T − y in T + Rd (ind),
where ’ind’ stands for convergence in the inductive limit topology of T + Rd. By
Proposition B.1, there exists a n0, k0 ∈ N0 such that
(T − x, T − y), (T − xk, T − yk) ∈ Gsn0 , k ≥ k0.
Define the set
G′n := Gsn ∩
(
(T + Rd)× (T + Rd)), n ∈ N0.
Since also (T − xk, T − yk) ∈ (T + Rd)× (T + Rd), then
(T − x, T − y), (T − xk, T − yk) ∈ G′n0 ⊂ G′n0,max, k ≥ k0,
where ε1 := 1ε0 − ε0 and
G′n0,max := {(T −x, T −y) ∈ (T +Rd)2 | Tn0 − x and Tn0 − y agree on B 1ε1λn (0)}.
Since ε1 > 0 (as ε0 < 1√2 ), we get (α× α)−1(G′n0,max) ⊂ Rn0 as sets. Thus
(x, y), (xk, yk) ∈ Rn0 , k ≥ k0.
Now, since by Proposition 3.2
xk = α−1(T − xk)→ α−1(T − x) = x
and
yk = α−1(T − yk)→ α−1(T − y) = y
in Rd, and Rn0 ⊂ R2d has the subspace topology, then, by Lemma B.3,
(xk, yk)→ (x, y) in Rn0
and hence in R′s, because the inclusion Rn0 ↪→ R′s is continuous. This completes
the proof that ψ is continuous.
We now show that φ is continuous. Suppose that (xk, yk) → (x, y) in R′s. We
need to show that (T − xk, T − yk) → (T − x, T − y) in Hs. That is, we need to
show the following three statements
(3.3) (T − xk, T − yk)→ (T − x, T − y) in Rs,
(3.4) T − xk → T − x in T + Rd (ind),
(3.5) T − yk → T − y in T + Rd (ind).
Note that R′s ↪→ Rd × Rd is continuous since all the inclusions Rn ↪→ Rd × Rd are
continuous. By this and since (xk, yk)→ (x, y) in R′s, we get that
xk → x and yk → y in Rd.
Hence, Eq. (3.4) and Eq. (3.5) hold by Proposition 3.2. It remains to show Eq. (3.3).
By Proposition B.1, there exists m0, k0 ∈ N0 such that
(x, y), (xk, yk) ∈ Rm0 k ≥ k0,
and by Lemma B.3 (xk, yk)→ (x, y) in Rm0 . Let
G′min :=
⋃
n∈N0
G′n,min,
where
G′n,min := {(T − x, T − y) ∈ (T + Rd)2 | Tn − x and Tn − y agree on B 1ε0λn (0)}.
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For n ∈ N0, give G′n,min the subspace topology of (T +Rd)×(T +Rd), where T +Rd
has the inductive limit topology. By a proof similar to the one of Proposition 3.1,
we have Hs = G′min as sets. Hence there is an n′0 ∈ N0 such that (T − x, T − y) ∈
G′n′0,min. Let
n0 := max(n′0 + 1,m0 + 1),
and let Cn0G be the connected component of (T − x, T − y) in G′n0,min. Let Cn0R be
the connected component of (x, y) in Rn0 . Before we proceed we need the following
auxiliary result
Lemma 3.6. Let α : Rd → T + Rd be the homeomorphism from Proposition 3.2.
Let CnG be the connected component of (T − x, T − y) in G′n,min, and let CnR be
the connected component of (x, y) in Rn. Then (α × α)−1(CnG) is a subset of CnR.
Moreover, (α × α)−1(CnG) is a subset of the Cn+1R -interior of (α × α)−1(Cn+1G ),
n ∈ N0.
Proof. The proof of the lemma is illustrated in Figure 1. Since ε0 > 0, we have that
(α × α)−1(G′n,min) ⊂ Rn as sets. Since (α × α)−1 : G′n,min → Rn is continuous by
restriction and corestriction, and since CnG is connected, we get that (α×α)−1(CnG)
is connected. Thus (α × α)−1(CnG) ⊂ CnR. This proves the first statement of the
lemma. Define
C˜nG := {(T − x, T − y) ∈ (T + Rd)2 | (x, y) ∈ CnR, Brn(x) ⊂ r(CnR)}
= {(T − x, T − y) ∈ (T + Rd)2 | (x, y) ∈ CnR, d(x, ∂Rd(r(CnR))) ≥ rn},
where rn := 1ε0λn and Brn(x) is the open ball of R
d of radius rn and with center
x ∈ Rd. Roughly speaking, C˜nG is obtained from CnR by removing a neighborhood
of the boundary. We claim that
(3.6) (α× α)−1(C˜nG) = (α× α)−1(G′n,min) ∩ CnR (as sets).
Then, since CnG ⊂ G′n,min and (α× α)−1(CnG) ⊂ CnR, we get by the claim that
(3.7) (α× α)−1(CnG) ⊂ (α× α)−1(C˜nG) ⊂ CnR.
We now show our claim. We start by showing Eq. (3.6)(⊆) : Let (x′, y′) ∈ (α ×
α)−1(C˜nG). Then (T − x′, T − y′) ∈ C˜nG. Then (x′, y′) ∈ CnR and Brn(x′) ⊂ r(CnR).
Let x′′ ∈ Brn(x′) ⊂ r(CnR). Let (x′′, y′′) := (r|CnR)−1(x′′) ∈ CnR ⊂ Rn. Thus
rn
r′(CnG) ⊆ r′(C˜nG)
rn+1
r′(Cn+1G )
r(CnR)
r′(C˜nG)
Figure 1. Subsets r(CnR), r′(CnG), r′(Cn+1G ), r′(C˜nG) of Rd, where
r′ := r ◦ (α× α)−1.
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x′
y′
x′′
y′′
CnR
r(CnR)
Rn
Figure 2. (x′′, y′′) 6∈ Rn.
(Tn − x′′)(0) = (Tn − y′′)(0). Since (x′′, y′′) ∈ CnR, y′′ = x′′ + y′ − x′. The last two
equalities together with the identity (cf. [1, p.9])
(Tn − x′′)(0) + x′′ = Tn(x′′) = (Tn − x′)(x′′ − x′) + x′
give
(Tn − x′)(x′′ − x′) = (Tn − x′′)(0) + (x′′ − x′)(3.8)
= (Tn − y′′)(0) + (y′′ − y′)
= (Tn − y′)(y′′ − y′).
i.e. (Tn−x′) and Tn− y′ agree on Brn(0). Thus (x′, y′) ∈ (α×α)−1(G′n,min). Since
(x′, y′) ∈ CnR, the inclusion ⊆ holds.
We now show Eq. (3.6)(⊇) by contraposition: Suppose that (x′, y′) ∈ CnR but
(x′, y′) 6∈ (α × α)−1(C˜G), we want to show that (x′, y′) 6∈ (α × α)−1(G′n,min). By
this assumption we have Brn(x′) 6⊂ r(CnR). We claim that this implies that
Brn(x′) ∩ ∂r(CnR) 6= ∅.
Suppose for contradiction that Brn(x′) ∩ ∂r(CnR) = ∅. Then
Brn(x′) =
(
Brn(x′) ∩ r(CnR)
) ∪ (Brn(x′) ∩ ∂r(CnR)) ∪ (Brn(x′) ∩ (Rd\r(CnR))◦)
=
(
Brn(x′) ∩ r(CnR)
) ∪ (Brn(x′) ∩ (Rd\r(CnR))◦).
Moreover, Brn(x′) ∩ r(CnR) and Brn(x′) ∩
(
Rd\r(CnR)
)◦ are both open in Brn(x′)
with the subspace topology of Rd. Since they are complement of each other, they
are clopen in Brn(x′). Moreover, Brn(x′)∩ r(CnR) is not empty since it contains x′,
and Brn(x′)∩
(
Rd\r(CnR)
)◦ is not empty because Brn(x′) 6⊂ r(CnR). Hence Brn(x′)
is not connected, a contradiction, which proves our claim.
We illustrate this paragraph in Figure 2. Pick x′′ ∈ Brn(x′) ∩ ∂r(CnR), and let
y′′ = x′′ + y′ − x′. Then since r(CnR) is open and since
(x˜, y˜) ∈ CnR ⇐⇒
(
y˜ − y′ = x˜− x′ and x˜ ∈ r(CnR)
)
we get that (x′′, y′′) 6∈ CnR. Since also x′′ ∈ ∂r(CnR) we have (x′′, y′′) 6∈ Rn. Thus
(Tn− x′′)(0) 6= (Tn− y′′)(0). Hence (Tn− x′) and (Tn− y′) do not agree on Brn(0)
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as y′′− y′ = x′′−x′ ∈ Brn(0) and by Eq. (3.8). Hence (x′, y′) 6∈ (α×α)−1(G′n,min),
and thus Eq. (3.6)(⊇) has been shown.
We will now show the second statement of the lemma. Let (x′, y′) ∈ (α ×
α)−1(CnG) ⊂ (α × α)−1(C˜nG). Then (x′, y′) ∈ CnR ⊂ Cn+1R and Brn(x′) ⊂ r(CnR) ⊂
r(Cn+1R ), where the last inclusion is because Rn ⊂ Rn+1. We need to show that
(x′, y′) is in the interior of (α×α)−1(Cn+1G ) as subsets of Cn+1R . Let r˜ := rn−rn+1.
Then for any x′′ ∈ Br˜(x′) we get by the triangle inequality that
Brn+1(x′′) ⊂ Brn(x′) ⊂ r(Cn+1R ),
which shows that x′′ ∈ r′(C˜n+1G ) and hence that x′′ ∈ r′(Cn+1G ) as Br˜(x′) is con-
nected, where r′ := r ◦ (α× α)−1. Thus
U := (r|Cn+1
R
)−1(Br˜(x′)) ⊂ (α× α)−1(Cn+1G )
is a neighborhood of (x′, y′) and is open in Cn+1R .

Continuation of the proof of Proposition 3.5. Since (xk, yk) → (x, y) in Rn0 , and
since Cn0R is open, we get that (xk, yk)→ (x, y) in Cn0R for k ≥ k1 for some k1 ≥ k0.
By the lemma above, the point (x, y), which is in (α× α)−1(Cn0−1G ), is also in the
Cn0R -interior of (α× α)−1(Cn0G ), and thus (xk, yk) ∈ (α× α)−1(Cn0G ) for k ≥ k2 for
some k2 ≥ k1. By Lemma B.3 (xk, yk)→ (x, y) in (α×α)−1(Cn0G ) ⊂ Cn0R for k ≥ k2.
Applying the homeomorphism α × α we get (T − xk, T − yk) → (T − x, T − y) in
Cn0G for k ≥ k2. Since the inclusion f : T + Rd → Ω is injective and continuous
by [30, Lemma 4.1, p.16], where T + Rd has the inductive limit topology, then
the restriction f × f : Cn0G → Gn0 is continuous, and hence (T − xk, T − yk) →
(T − x, T − y) in Gn0 for k ≥ k2. Since the inclusion Gn0 ↪→ Rs is continuous, we
get (T − xk, T − yk)→ (T − x, T − y) in Rs. 
Corollary 3.7. Let α : Rd → T +Rd be the homeomorphism from Proposition 3.2.
For n ∈ N0 let
Hn := (α× α)(Rn)
= {(T − x, T − y) ∈ (T + Rd)× (T + Rd) | (Tn − x)(0) = (Tn − y)(0)}.
Give Hn the subspace topology of (T+Rd)×(T+Rd), where T+Rd has the inductive
limit topology. Equip the increasing union
H0 ⊂ H1 ⊂ · · ·
with the inductive limit topology. Then
Hs =
⋃
n∈N0
Hn
as topological spaces.
Proof. Let
H ′′s :=
⋃
n∈N0
Hn.
Clearly Hs = H ′′s as sets. Since φn : Rn → Hn given by the restriction
φn := α× α : Rn → Hn
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is a homeomorphism, and since the following is a commutative diagram
R0
  //
φ0 ∼=

R1
  //
φ1 ∼=

R2
  //
φ2 ∼=

H0
  // H1
  // H2
  //
we get
Hs ∼= R′s = lim→ Rn
∼= lim→ Hn = H
′′
s .
Since the map from Hs to H ′′s is the identity map, which by the above expression
is a homeomorphism, the corollary follows. 
4. Stable C∗-algebra S
In this section we build a cochain complex with connecting maps from which we
define the so-called stable cohomology. We describe the K-theory of S in terms of
this stable cohomology.
For fixed tiling T ∈ Ω, recall the definition of the tiling Tn with shrunk prototiles
given by
Tn :=
1
λn
ωn(T )λn n ∈ N0.
That is Tn(x) := 1λn (ωn(T )(λnx)) for x ∈ Rd.
Recall as well the associated equivalence relation Rn (for Tn) on Rd given by
Rn := {(x, y) ∈ R2d | Tn(x)− x = Tn(y)− y}.
Then the increasing union
R′s :=
∞⋃
n=0
Rn
is an e´tale equivalence relation, where Rn ⊂ R2d is given the subspace topology and
R′s the inductive limit topology. For more details see subsection 3.1. That subsec-
tion also comments on the connected components of Rn, which play an important
role in some of the proofs of this section.
Let XTnk be the k-skeleton of Tn, n ∈ N0, k = 0, . . . , d. Then XTnk is Rn-invariant,
i.e. if x ∈ XTnk and x ∼Rn y then y ∈ XTnk , or more succinctly,
s(r−1(XTnk )) ⊂ XTnk ,
where r and s denote the range and source map of the groupoid Rn. The restriction
Rn |
X
Tn
k
:= r−1(XTnk ) ∩ s−1(XTnk ), n ∈ N0, k = 0, . . . , d
= {(x, y) ∈ Rn | x, y ∈ XTnk }
is a sub-equivalence relation of Rn and hence a subgroupoid of Rn with unit space
XTnk . Moreover, the complement
XTnk −XTnk−1 := XTnk \XTnk−1, n ∈ N0,
is also Rn-invariant, and the restriction
Rn |XTn
k
−XTn
k−1
, n ∈ N0, k = 1, . . . d
is a sub-equivalence relation of Rn and thus a subgroupoid of Rn with unit space
XTnk − XTnk−1. Since the equivalence relations Rn are e´tale, i.e. r : Rn → Rd and
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s : Rn → Rd are local homeomorphisms, by restriction these maps are still local
homeomorphisms, and hence the above sub-equivalence relations are also e´tale. We
can now define the following reduced groupoid C∗-algebras in the sense of Renault
[33].
Definition 4.1 (Groupoid C∗-algebras). For n ∈ N0, let
An := C∗r (Rn)
Bn := C∗r (Rn|XTn1 )
Cn := C∗r (Rn|XTn0 )
In := C∗r (Rn|XTn2 −XTn1 )
Jn := C∗r (Rn|XTn1 −XTn0 ).
By the following proposition the algebras Cn, In, Jn, n ∈ N0, can be written in
terms of the compacts. Using the theory for the compact operators, we can then
compute their corresponding K-theory groups. For convenience to the reader, we
provide in the appendix a short proof to the following proposition.
Proposition 4.2. [15, Prop. 3.7-9] For n ∈ N0,
(1) Cn ∼=
sV⊕
k=1
K(`2([vk]))
(2) Jn ∼=
sE⊕
k=1
C0(
◦
ek,K(`2([ek])))
(3) In ∼=
sF⊕
k=1
C0(
◦
fk,K(`2([fk])))
where sV, sE, sF are the number of stable vertices, stable edges, stable faces, respec-
tively, and vk, ek, fk are representatives of the Rn-equivalence classes.
Proof. Proposition F.1. 
Taking the K-theory of these algebras, we get (cf. [36])
Corollary 4.3. For n ∈ N0
(1) K0(Cn) ∼= ZsV K1(Cn) = 0.
(2) K0(Jn) = 0 K1(Jn) ∼= ZsE
(3) K0(In) ∼= ZsF K1(In) = 0
Since In, Jn and Cn are given in terms of the compacts, they are type I and
hence amenable. Using that Cn is amenable we get by [34, Remark 4.10 p.32] the
short exact sequence
(4.1) 0 // Jn // Bn // Cn // 0.
Since the class of type I C∗-algebras is closed under extensions we see that Bn is
type I, hence amenable. Using that Bn is amenable we get by arguing as above the
short exact sequence
(4.2) 0 // In // An // Bn // 0,
and that An is type I, hence amenable. We would like to remark that it is crucial
that the quotient algebras be amenable for the above statements to hold, otherwise,
one can find counterexamples in [34, Remark 4.10 p.32] and [43].
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We are interested in computing the K-theory of the C∗-algebra (cf. Proposition
B.4)
S′ = lim→ A0
ι0 // A1
ι1 // A2
ι2 // ,
where the inclusion map ιn : An ↪→ An+1, n ∈ N0, is a ∗-homomorphism by
Remark 4.24. We will first compute the abelian groups K0(An), K1(An), and then
we will construct a homotopy of ∗-homomorphisms in order to compute the group
homomorphisms K0(ιn), K1(ιn).
4.1. The K-theory groups of An. To compute the K-theory groups K0(An) and
K1(An), we need to put an orientation on the cells of the tiling. For tilings of the
plane, we can put on the faces the counterclockwise orientation, and for the edges
we can put the orientation of the vectors
(cos θ, sin θ), θ ∈ (−pi2 ,
pi
2 ].
Each short exact sequence of C∗-algebras induces in K-theory a six-term exact
sequence of abelian groups. From Eq. (4.1) we get the six term exact sequence
(4.3) 0 // K0(Bn) 
 // K0(Cn)
δ0

∼= ZsV
0
OO
K1(Bn)oo K1(Jn)oooo ∼= ZsE.
because K0(Jn) = 0 and K1(Cn) = 0. For n = 0, the exponential map δ0 : ZsV →
ZsE is computed to be (cf. [16, Prop. 2.1])
(4.4) δ0([v]) :=
∑
e∈T (v)
δe,v [e],
where δe,v was defined in Eq. (1.5), and T (v) is the set of all tiles in T that contain
the vertex v, and e ∈ T (v) means all the edges in the patch T (v). We should
remark that we are using a different convention for δ0 than the one in [16] (one is
the negative of the other). Our δ0 corresponds to the standard differential defining
cellular cohomology. There is no ambiguity in calling δ0 : K0(Cn) → K1(Jn) and
δ0 : ZsV → ZsE with the same name, as the latter is a computation of the former
via the isomorphisms K0(Cn) ∼= ZsV, K1(Jn) ∼= ZsE . For convenience to the reader
we provide a proof of the description of the exponential map for tilings of dimension
1 in Proposition F.2.
From Eq. (4.2) we get the six term exact sequence
(4.5) ZsF ∼= K0(In) // K0(An) // // K0(Bn)

K1(Bn)
δ˜1
OO
K1(An)? _oo 0.oo
because K1(In) = 0, where δ˜1 is the index map.
From Eq. (4.3), we get
K0(Bn) ∼= ker δ0
(4.6) K1(Bn) ∼= Z
sE
Im δ0
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Thus, Eq. (4.5) can be rewritten as
(4.7) ZsF∼=
K0(In) // K0(An) // // K0(Bn)

∼= ker δ0 ⊂ ZsV
ZsE ∼= K1(Jn) q // //
δ1
::
K1(Bn)∼=
δ˜1
OO
K1(An)? _oo 0,oo
ZsE
Im δ0
where q is the quotient map, and δ1 := δ˜1 ◦ q. Since q is surjective, Im δ1 = Im δ˜1,
and therefore by Lemma A.20 we get the short exact sequence
(4.8) 0 // ZsFIm δ1
  // K0(An) // // ker δ0 // 0 .
Since ker δ0 is free abelian, the short exact sequence splits
(4.9) K0(An) ∼= Z
sF
Im δ1 ⊕ ker δ
0.
Note that δ1(Im δ0) = 0, i.e.
(4.10) δ1 ◦ δ0 = 0.
From Eq. (4.7) we get
(4.11) K1(An) ∼= ker δ˜1 ∼= ker δ
1
ker q =
ker δ1
Im δ0 .
For n = 0, the (extended) index map δ1 : ZsE → ZsF is computed in [16, Prop. 2.4]
to be
(4.12) δ1([e]) :=
∑
f∈T (◦e)
δf,e [f ],
where δf,e was defined in Eq. (1.6), and where T (
◦
e) means all the tiles that contain
the edge e without its two vertices, and f ∈ T (◦e) means all the faces in the patch
T (◦e).
Lemma 4.4. For tilings of the plane,
Im δ1 = {(x1, . . . , xsF) ∈ ZsF | x1 + . . .+ xsF = 0}.
Proof. For each edge e,
δ1([e]) = [f1]− [f2],
where f1, f2 are the two faces adjacent to e. Thus, whenever two faces f1, f2 share
an edge, [f1]− [f2] ∈ Im δ1, i.e. [f1] ∼Im δ1 [f2]. By connectedness of the tiling, all
faces are mapped to the same element in ZsFIm δ1 , i.e. all faces are Im δ1-equivalent,
i.e. if f1 and f2 are arbitrary faces then [f1]− [f2] ∈ Im δ1. For instance if f1f2f3 is
a chain of faces (i.e. f1 shares an edge with f2, and f2 shares an edge with f3) then
Im δ1 3 ([f1]− [f2]) + ([f2]− [f3]) = [f1]− [f3].
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Thus
Im δ1 = spanZ{(1,−1, 0, . . . , 0), (0, 1,−1, 0, . . . , 0), (0, . . . , 0, 1,−1)}
= {(x1, . . . , xsF) ∈ ZsF | x1 + . . .+ xsF = 0}.
The second equality is because
y1(1,−1, 0, . . . , 0) + y2(0, 1,−1, 0, . . . , 0) + ysF−1(0, . . . , 0, 1,−1)
= (y1, y2 − y1, y3 − y2, y4 − y3, . . . , ysF−1 − ysF−2 ,−ysF−1)
= (x1, x2, x3, . . . , xsF),
and thus
x1 + x2 + · · ·+ xsF = y1 + y2 − y1 + y3 − y2 + · · ·+ ysF−1 − ysF−1 = 0.
Finally, notice that from the xi’s one gets the yi’s and vice-versa. 
Lemma 4.5. For tilings of the plane, it holds
ZsF
Im δ1
∼= Z
K0(An) ∼= Z⊕ ker δ0
Proof. Let φ : ZsF → Z be the linear map φ(x1, . . . , xsF) = x1 + . . .+xsF. Note that
φ has matrix (1, . . . , 1). By Lemma 4.4, kerφ = Im δ1. Hence since φ is surjective,
ZsF
Im δ1 =
ZsF
kerφ
∼= Imφ = Z.
The second equation in the lemma follows by Eq. (4.9). 
4.2. Homotopy. Recall that T is a fixed tiling of dimension d, and that T0 := T ,
and T1 := 1λω(T )λ. Let t1, . . . , tN ∈ T be the prototiles (then for dimension d = 1,
N=sE is the number of stable edges, and for d = 2, N = sF is the number of stable
faces).
Roughly speaking, one can say that the tiles of T0 can be obtained from the
shrunk tiles of T1 simply by joining them, i.e. for a tile t ∈ T , one joins the shrunk
tiles of the patch 1λ (ω(t)) ⊂ T1 to get t. We need a homotopy hs of Rd such that
the restriction hs : t → t homotopes a unique shrunk tile t′ ∈ 1λ (ω(t)) to t, and
the rest of the cells will collapse cellularly, i.e. the vertices of 1λω(t) collapse to
vertices of t, the edges of 1λω(t) collapse to edges or vertices of t, and the faces of
1
λω(t)\{t′} collapse to edges or vertices of t. Since T is a substitution tiling, we
define h : ti → ti on the prototiles and extend it to the whole Rd by translation.
Of course, one has to ensure that the extension by translation to the whole Rd is
possible, for one can easily construct a homotopy on the prototiles which will not
extend by translation, e.g. if “pulling” occurs in opposite directions when gluing
together two copies of the patches 1λω(ti).
Formally, we assume that there is a homotopy satisfying the following assump-
tions
Definition 4.6 (Homotopy hs). Suppose that h : Rd × [0, 1] → Rd, d ≤ 2, is a
homotopy that satisfies the following items with the assumption that the homotopy
ignores the orientation of the cells, i.e. as if the cells had no orientation,
(1) h0 = id
(2) hs, 0 < s < 1 is a homeomorphism where for each prototile ti ∈ T0
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(a) hs : ti → ti is a homeomorphism and is cellular. Hence, in particular,
hs(v) = v for every vertex v ∈ ti, and hs(e) = e for every edge e ∈ ti.
(3) h1 : T1 → T0, where for each prototile ti ∈ T0 the following holds
(i) h1 : 1λω(ti) → ti is cellular and surjective. Moreover, for every edge
e ∈ ti, and every edge e′ ∈ 1λω(ti), if e ∈ h1(e′) then h1(e′) = e,
i.e. h1(e′) cannot contain more than one edge e.
(ii) there is a unique tile t′i ∈ 1λω(ti) which homotopes to ti and such that
h1 :
◦
t′i →
◦
ti is a homeomorphism.
(iii) for each vertex v ∈ ti, we require that h1(v) = v.
For each edge e ∈ ∂ti, there is a unique shrunk edge e′ ∈ 1λω(∂ti) that
homotopes to e. For such shrunk edge e′ we require that e′ ⊂ e, and
that h1 :
◦
e′ → ◦e is a homeomorphism.
(iv) for each shrunk tile t′′ ∈ 1λω(ti), and each edge e ∈ ti, if e ∈ h1(t′′)
then there is exactly two edges e′1, e′2 ∈ t′′ with h1(e′1) = e = h1(e′2)
when t′′ 6= t′i, and there is exactly one edge when t′′ = t′i. Moreover,
h−11 (e) is connected.
(4) Items (2) and (3) extend to the rest of the tiles of T0 by translation of the
scaled substituted prototiles 1λω(ti + x0) =
1
λω(ti) + x0.
Remark 4.7. We should note that some parts of item 3 follow from item 2(a)
by continuity, but for clarity we prefer to spell them out. Note that for s ∈ [0, 1],
the underlying space of hs( 1λω(ti)) is ti. Hence for any patch P ⊂ T and any
s ∈ [0, 1], the underlying space of hs( 1λω(P )) is P . For s ∈ [0, 1], the continuous
map hs : T → T is by construction cellular, i.e. hs(XT1 ) ⊂ XT1 and hs(XT0 ) ⊂ XT0 ,
where XT1 and XT0 are the 1- and 0-skeleton of T , respectively. Item (3)(iii) plays
an important role in Section 5. We include item (3)(iv) in the definition of our
homotopy to simplify our proofs of Section 5 even though it is not strictly needed.
For tilings of the line, items (3)(iii) and (3)(iv), though still true, can be ignored.
Definition 4.8. Define tiling
Ts := h1−s(T1), 0 ≤ s ≤ 1.
Note that the family of tilings Ts continuously deform the tiling T1 = h0(T1) to
the tiling T0 = h1(T1). We illustrate this in Figure 3.
t′
T1 T0.5 T0.25
t
T0
Figure 3. Tilings Ts =: h1−s(T1), s ∈ [0, 1].
Since the C∗-algebra An is amenable, it is equal to the full C∗-algebra C∗(Rn).
Given a locally compact space X, we denote by Cc(X) the space of complex-valued,
continuous functions on X with compact support. In what follows we consider
groupoids and their C∗-algebras. The results concern the full C∗-algebra C∗(G),
24 D. GONC¸ALVES M. RAMIREZ-SOLANO
not the reduced C∗-algebra C∗r (G). The goal is to construct a homotopy of ∗-
homomorphisms φs.
Remark 4.9. The fact that the φs defined below is a ∗-homomorphism relies on
the properties of our special homotopy. The construction of φs is inspired by the
fact that any groupoid homomorphism pi : G→ H, which is continuous and proper,
induces the map pi∗ : Cc(H) → Cc(G) given by pi∗(f) = f ◦ pi. However, this map
is usually not a ∗-homomorphism. For instance, consider the case when G := ∆R0
is the diagonal of H := R0 for the Fibonacci tiling with proto-edges a, b. Then G
is a connected component and a subgroupoid of the e´tale equivalence relation H.
Note that the product in Cc(G) is just pointwise multiplication, and G is trivially
e´tale. Let i : G → H be the inclusion map, which is obviously continuous and
proper. Then the restriction map i∗ is not a ∗-homomorphism since the product
is not preserved. For example, choose a1 = [0, 1], a2 = [1, 2] with label a, and let
f, g ∈ Cc(H) be such that f is zero outside (a1× a2)◦ ∩H, and f(0.5, 1.5) 6= 0, and
g is zero outside (a2×a1)◦∩H and g(1.5, 0.5) 6= 0. Then i∗(f) = f ◦ i = 0 and thus
i∗(f) ∗ i∗(g) = 0. On the other hand, i∗(f ∗ g)(0.5, 0.5) = f(0.5, 1.5)g(1.5, 0.5) 6= 0,
and hence i∗(f ∗ g) 6= i∗(f) ∗ i∗(g).
Definition 4.10 (Homotopy φs). Let φs : Cc(R0)→ Cc(R0), 0 ≤ s ≤ 1, be defined
as
φs(g)(x, y) :=
{
g ◦ (hs × hs)(x, y) hs(x) ∼R0 hs(y)
0 else,
where g ∈ Cc(R0) and x ∼R0 y.
In [14, p.92-93], it was shown that φs is well-defined as stated in the next lemma.
For the convenience of the reader, we provide an alternative proof of this lemma in
terms of connected components. Moreover, many of the ideas in the proof of the
next lemma will also be used in later proofs of this section.
Lemma 4.11. The map φs : Cc(R0)→ Cc(R0), s ∈ [0, 1] is well-defined.
Proof. Since g ∈ Cc(R0) is evaluated only when hs(x) ∼R0 hs(y), the map φs(g) :
R0 → C is well-defined. For s ∈ [0, 1] we have
(4.13) suppφs(g) = (hs × hs)−1(supp g)
because
(x′, y′) ∈ suppφs(g) ⇐⇒ g(hs(x′), hs(y′)) 6= 0 and hs(x′) ∼R0 hs(y′)
⇐⇒ (hs(x′), hs(y′)) ∈ supp g
⇐⇒ (x′, y′) ∈ (hs × hs)−1(supp g).
By assumption
K˜ := supp(g)R0 ⊂ R0
is compact in R0. For showing that φs(g) is continuous with compact support, it
is enough to consider the restrictions g|C , φs(g)|C to a connected component C of
R0. This is because the support of g is in K˜, and by compactness, K˜ intersects
only a finite number of connected components. Moreover, K˜ ∩ C is compact in C
because C is clopen. Also, a compact set in C is compact in R0 by continuity of the
inclusion map C ↪→ R0. Furthermore, a finite union of compact sets is compact.
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Since the range map r : R0 → Rd restricted to the component C is a homeomor-
phism onto its image, it is enough to consider the maps
f : r(C)→ C, φ′s(f) : r(C)→ C
given by
f := g|
C
◦ r−1, φ′s(f) := φs(g)|C ◦ r−1.
Note that
• r(C) can be unbounded (e.g. r(C) = Rd when C is the diagonal of R0).
Abusing language, r(C) is a (not necessarily finite) connected patch minus
its boundary; the patch is made of tiles of T .
• For s < 1, hs maps r(C) to r(C) homeomorphically.
• h1 maps r(C) to r(C)R
d
, thus r(C)R
d
\h1(r(C)) can be nonempty. Actually
for any patch P of T , h1 :
◦
P → P , and h1(
◦
P )\
◦
P can be nonempty.
• h1 : r(C) \h−11 (∂Rd r(C))→ r(C) is surjective.
LetK be the closure of the support of f in r(C). Then, by Eq. (4.13), K ′s := h−1s (K)
contains the closure of the support of φ′s(f) in r(C) i.e.
(4.14) K = supp f r(C) and h−1s (supp f)
r(C) ⊂ h−1s (K) = K ′s.
If s < 1, then h−1s (supp f)
r(C)
= h−1s (K) = K ′s is compact in r(C) because hs is
a homeomorphism of r(C) when restricted to r(C). Moreover, since
φ′s(f) = f ◦ hs, s < 1
is a composition of continuous functions, φ′s(f) is continuous. This completes the
proof for s < 1.
Now suppose that s = 1. Then
φ′1(f)(x) =
{
f ◦ h1(x) h1(x) ∈ r(C)
0 else
We start by showing that φ′1(f) is continuous. Suppose that (xn)∞n=1 ⊂ r(C) is
a sequence that converges to x ∈ r(C). We need to show that φ′1(f)(xn) converges
to φ′1(f)(x) ∈ C.
Assume that h1(x) ∈ r(C). Then by continuity of h1 we have h1(xn) → h1(x).
Since r(C) is open, and h1(x) ∈ r(C), h1(xn) ∈ r(C) for n ≥ n0 for some n0 ∈ N.
Thus by continuity of f on r(C),
φ′1(f)(xn) = f(h1(xn)) → f(h1(x)) = φ′1(f)(x), (n ≥ n0)
which proves that φ′1(f) is continuous at h1(x) whenever h1(x) ∈ r(C).
Assume that h1(x) 6∈ r(C). (i.e. h1(x) is in the boundary of r(C)R
d
.) Then
h1(x) 6∈ K because K ⊂ r(C). Thus φ′1(f)(x) = 0. We claim that h1(xn) 6∈ K,
for all n ≥ n0 for some n0 ∈ N. Hence φ′1(f)(xn) = 0 → 0 = φ′1(f)(x), and thus
φ′1(f) is continuous. We proceed to the claim. For contradiction, assume that the
claim is false. Then by compactness of K, there exists a convergent subsequence
h1(xnk) ∈ K. Since h1(xn) → h1(x), we have that h1(xnk) → h1(x). Since K is
closed, h1(x) ∈ K, a contradiction, which proves the claim. This completes the
proof of continuity of φ′1(f).
We will now show that K ′1 = h−11 (K) is r(C)-compact.
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h−11 (K)
maps to boundary
T (K)
t′i
ti
K
Figure 4. h−11 (K) ⊂ T (K).
Since K is compact in r(C), it is compact in Rd by continuity of the inclusion
map r(C) ↪→ Rd. Hence K is closed and bounded in Rd. Let P := T (K) be the
smallest patch of T that contains K, i.e. P is the necessarily finite set of tiles in
T that intersect K. By definition of our homotopy, h−11 (K) ⊆ P , as the homotopy
moves points from a tile of T to the tile itself. See Figure 4. More precisely, if
x 6∈ P then h1(x) 6∈
◦
P (although it could be in the boundary of P ), and since
K ⊂
◦
P then h1(x) 6∈ K, i.e. x 6∈ h−11 (K). Hence T (h−11 (K)) ⊆ T (P ). Hence
K ′1 ⊂ P is bounded. Since h1 is Rd-continuous, h−11 (K) is Rd-closed and hence
K ′1 = h−11 (K) is Rd-compact.
Since h1 is cellular, (e.g. h1 maps the Rd-boundary of r(C) to itself), and K ⊂
◦
T (K) ⊂ r(C), we have that
K ′1 = h−11 (K) ⊂ r(C).
This is because
h1(∂r(C)) ⊂ ∂r(C)
⇔ ∀x ∈ r(C) : x ∈ ∂r(C) =⇒ h1(x) ∈ ∂(r(C))
⇔ ∀x ∈ r(C) : h1(x) 6∈ ∂(r(C)) =⇒ x 6∈ ∂(r(C))
⇔ ∀x ∈ r(C) : h1(x) ∈ r(C) =⇒ x ∈ r(C)
⇔ ∀x ∈ r(C) : x ∈ h−11 (r(C)) =⇒ x ∈ r(C)
⇔ h−11 (r(C)) ⊂ r(C),
where the boundary and closure are done in Rd. Thus we have shown that K ′1 is
Rd-compact and that K ′1 is contained in r(C). By Lemma C.2, K ′1 is r(C)-compact.

Remark 4.12. Using the notation from the above proof (of Lemma 4.11), the
map φ′1(f) shrinks the graph of f on prototile ti ∈ T to the shrunk tile t′i ∈ T1 and
expands continuously (cylindrically) the graph of f on the boundary ∂ti to the set
ti\t′. We illustrate this in Figure 5.
We next introduce the auxiliary map ψ whose extension (see Lemma 4.18) is
used in the proof of Proposition 4.20 given later in this section. The proof of the
next lemma is similar to the one of Lemma 4.11.
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Figure 5. (i) φ′1(f), (ii) f .
Lemma 4.13. The map ψ : Cc(R0)→ Cc([0, 1]×R0) given by
(4.15) ψ(f)(s, (x, y)) :=
{
f(hs(x), hs(y)) hs(x) ∼R0 hs(y)
0 else
is well-defined.
Proof. Recall that the product of two groupoids is a groupoid, and [0, 1] is the
trivial groupoid where each x ∈ [0, 1] is a unit. As explained in the proof of Lemma
4.11, it is enough to consider the restriction to a connected component C of R0
via the range map r : R0 → Rd, because a R0-compact set can only intersect a
finite number of connected components, and because the range map restricted to
a connected component is a homeomorphism onto its image. Thus, it suffices to
show that ψ′ : Cc(r(C))→ Cc([0, 1]× r(C)) given by
ψ′(f)(s, x) :=
{
f(hs(x)) hs(x) ∈ r(C)
0 else
is well-defined. The case s < 1 is easy as hs is a homeomorphism of r(C), so we just
show the case s = 1. We start by showing continuity of ψ′(f) for f ∈ Cc(r(C)) with
compact support K = supp fr(C). Suppose that the sequence (sn, xn) converges to
(1, x) and that h(1, x) ∈ r(C). Then by continuity of h we have h(sn, xn)→ h(1, x)
for n → ∞. Since r(C) is open and h(1, x) ∈ r(C), h(sn, xn) ∈ r(C) for n ≥ n0,
for some n0 ∈ N. Then by continuity of f on r(C), we get
ψ′(f)(sn, xn) = f(h(sn, xn))→ f(h(1, x)) = ψ′(f)(1, x), (n ≥ n0).
Thus ψ′(f) is continuous at (1, x) whenever h(1, x) ∈ r(C). Now assume that
the sequence (sn, xn) converges to (1, x), and that h1(x) 6∈ r(C). (i.e. h1(x) ∈
∂Rd(r(C))). Thus h(1, x) 6∈ K because K ⊂ r(C). We claim that h(sn, xn) 6∈ K for
n ≥ n0 for some n0 ∈ N. Then
ψ′(f)(sn, xn) = 0→ 0 = ψ′(1, x), (n ≥ n0),
and hence ψ′(f) is continuous at (1, x) whenever h1(x) 6∈ r(C). We now prove the
claim. Suppose that it is false, i.e. suppose that for all n0, there exists an n ≥ n0
such that h(sn, xn) ∈ K. Since K is compact, there exists a convergent subsequence
h(snj , xnj )→ h(1, x) ∈ K, which contradicts h(1, x) 6∈ K.
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
Lemma 4.14. Equip Cc(R0) and Cc([0, 1]× R0) with the inductive limit topology
(cf. [10, Example 5.10, p .118]). Then ψ : Cc(R0)→ Cc([0, 1]×R0) is continuous.
Proof. As explained in the proof of Lemma 4.11, and used in the previous lemma, it
is enough to consider the restriction to a connected component C of R0 via the range
map r : R0 → Rd. Thus, it suffices to show that ψ′ : Cc(r(C))→ Cc([0, 1]× r(C))
given by
ψ′(f)(s, x) :=
{
f(hs(x)) hs(x) ∈ r(C)
0 else
is continuous in the inductive limit topology. Suppose that fn ∈ Cc(r(C)) converges
to f ∈ Cc(r(C)) in the inductive limit topology. That is, there is a compact subset
K ⊂ r(C) such that for all n ∈ N
supp fn, supp f ⊂ K,
and such that
||fn − f ||sup → 0 as n→∞.
Note that the supremum is taken over K. We claim that
K ′ := h−1(K) ⊂ r(C)
is compact and that
supp ψ′(fn), supp ψ′(f) ⊂ K ′.
Then
||ψ′(fn)− ψ′(f)||sup = sup
(s,x′)∈K′
|ψ′(fn)(s, x′)− ψ′(f)(s, x′)|
= sup
(s,x′)∈K′
hs(x′)∈r(C)
|fn(hs(x′))− f(hs(x′))|
≤ sup
x∈K
|fn(x)− f(x)|
= ||fn − f ||sup → 0 as n→∞,
where the inequality holds because we can only get nonzero values if hs(x′) ∈ K.
To check that the claim holds, notice that, by the proof of Lemma 4.11,
K ′s := h−1s (K) ⊂ r(C), s ∈ [0, 1].
Since
(s, x) ∈ h−1(K) ⇐⇒ hs(x) ∈ K,
we have
K ′ = h−1(K) =
⋃
s∈[0,1]
{s} × h−1s (K) =
⋃
s∈[0,1]
{s} ×K ′s ⊂ [0, 1]× r(C).
Moreover, supp ψ′(f) ⊂ K ′ because if ψ′(f)(s, x) 6= 0 then f(hs(x)) 6= 0 and thus
hs(x) ∈ supp f , i.e. x ∈ h−1s (supp f). Hence (s, x) ∈ {s} ×K ′s ⊂ K ′. Similarly, it
holds that supp ψ′(fn) ⊂ K ′. By definition of our homotopy K ′ is Rd+1-bounded,
and by continuity of h, it is Rd+1-closed. Hence K ′ is Rd+1-compact, and since it
is a subset of [0, 1]× r(C), K ′ is ([0, 1]× r(C))-compact by Lemma C.2. 
We show next that φs is continuous, the proof of which is a “pointwise” version
of the previous proof (continuity of ψ).
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Lemma 4.15. Equip Cc(R0) with the inductive limit topology (cf. [10, Ex. 5.10,p.118]).
Then φs : Cc(R0)→ Cc(R0) is continuous for any s ∈ [0, 1].
Proof. As before, it is enough to consider the restriction to a connected component
C of R0 via the range map r : R0 → Rd.
Suppose that fn ∈ Cc(r(C)) converges to f ∈ Cc(r(C)) in the inductive limit
topology. That is, there is a compact subset K ⊂ r(C) such that for all n ∈ N
supp fn, supp f ⊂ K,
and such that
||fn − f ||sup → 0 as n→∞.
Note that the supremum is taken over K. We claim that
K ′ := h−1s (K) ⊂ r(C)
is compact and that
supp φ′s(fn), supp φ′s(f) ⊂ K ′,
where φ′s was given in the proof of Lemma 4.11. Then
||φ′s(fn)− φ′s(f)||sup = sup
x′∈K′
|φ′s(fn)(x′)− φ′s(f)(x′)|
= sup
x′∈K′
hs(x′)∈r(C)
|fn(hs(x′))− f(hs(x′))|
≤ sup
x∈K
|fn(x)− f(x)|
= ||fn − f ||sup → 0 as n→∞,
where the inequality holds because we can only get nonzero values if hs(x′) ∈ K.
To check the claim notice that, since by Eq. (4.13) suppφ′s(fn) = h−1s (supp fn) and
suppφ′s(f) = h−1s (supp f), it is clear that
suppφ′s(fn), suppφ′s(f) ⊂ h−1s (K) = K ′.
Now, K ′ = h−1s (K) ⊂ r(C) is compact, by the same argument as in the proof of
Lemma 4.11. 
The next lemma shows that φs preserves the involution and the product. Note
that the product is convolution, not pointwise multiplication. As a corollary it will
follow that ψ is also a ∗-homomorphism.
Lemma 4.16. Let s ∈ [0, 1]. Then the map φs : Cc(R0) → Cc(R0) given in
Definition 4.10 is a ∗-homomorphism.
Proof. The ∗-operation holds because
φs(g)∗(x, y) = φs(g)(y, x) = g(hs(y), hs(x)) = φs(g∗)(x, y)
when hs(x) ∼R0 hs(y). Now
(4.16) φs(g ? g′)(x, y) =
∑
hs(x)∼R0z′
g(hs(x), z′)g′(z′, hs(y)),
when hs(x) ∼R0 hs(y), else the sum is zero. On the other hand,
φs(g) ? φs(g′)(x, y) =
∑
x∼R0z
g(hs(x), hs(z))g′(hs(z), hs(y)),
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when hs(x) ∼R0 hs(z) and hs(z) ∼R0 hs(y), else the sum is zero. i.e.
(4.17) φs(g) ? φs(g′)(x, y) =
∑
x∼R0z
hs(x)∼R0hs(z)
g(hs(x), hs(z))g′(hs(z), hs(y)),
when hs(x) ∼R0 hs(y) else the sum is zero.
Assume s < 1. Since hs is a homeomorphism, there is a unique z ∈ Rd such
that z′ = hs(z). Moreover, by item 2(a) in the definition of our homotopy,
hs(x) ∼R0 hs(z) if and only if x ∼R0 z. Hence φs(g ? g′) = φs(g) ? φs(g′) for
s < 1. (See picture 6).
T1
a′ b′ a′ a′ b′ a′ b′
T1−s
T0a b a a
hs(x) hs(z)
x z
Figure 6. hs(x) ∼R0 hs(z) if and only if x ∼R0 z for s < 1.
Now assume that s = 1. If h1(x) 6∼R0 h1(y) then both sums are zero, so assume
h1(x) ∼R0 h1(y). Define
S1 := {z′ | h1(x) ∼R0 z′}
S2 := {z | x ∼R0 z, h1(x) ∼R0 h1(z)}.
Let Φ : S2 → S1 be given by
Φ(z) := h1(z).
Then clearly, S1 = [h1(x)]R0 , S2 = [x]R0 ∩ h−11
(
[h1(x)]R0
)
and
(4.18) φ1(g ? g′)(x, y) =
∑
z′∈S1
g(h1(x), z′)g′(z′, h1(y)),
(4.19) φ1(g) ? φ1(g′)(x, y) =
∑
z∈S2
g(h1(x), h1(z))g′(h1(z), h1(y)).
We claim that Φ is bijective. Then φ1(g ? g′) = φ1(g) ? φ1(g′) and hence φ1 is a
∗-homomorphism. We start by showing surjectivity. Suppose that z′ ∈ Rd satisfies
that h1(x) ∼R0 z′. We thus have T (h1(x)) − h1(x) = T (z′) − z′. By definition of
our homotopy we also have x ∈ T (h1(x)), and note that h1(x) ∈ T (x) ⊆ T (h1(x)),
where the inclusion holds because the map h1 is cellular. Thus z ∈ T (z′) given by
h1(x)− x = z′ − z
satisfies h1(z) = z′, since the definition of the homotopy on T (z′) is the same as
that on T (h1(x)) (up to translation). We illustrate this in the following figure.
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•x
•h1(x)
T (h1(x))
•z
•z′ = h1(z)
T (z′)
By construction of z, we have T (x) − x = T (z) − z, i.e. x ∼R0 z, and hence Φ is
surjective.
We now show that Φ is injective. Suppose that Φ(z) = h1(z) = z′ = h1(z˜) = Φ(z˜)
and that x ∼ z, x ∼ z˜, h1(x) ∼ h1(z), h1(x) ∼ h1(z˜). Thus we have,
T (z)− z = T (x)− x = T (z˜)− z˜.
In particular, the definition of h1 on T (z) is the same as that on T (z˜). By definition
of our homotopy, we must have z, z′ ∈ T (z), z˜, z′ ∈ T (z˜), from where we note that
z′ ∈ T (z) ∩ T (z˜). From the two last statements we get z′ − z = z′ − z˜, i.e. z = z˜.
(Compare with Figure 7.) Thus Φ is injective.
•
z
•
z′
•z˜
h1(z)=z′=h1(z˜)
but
z 6∼R0 z˜
•z
•
z′
•z˜
z∼R0 z˜
but
h1(z)6=z′=h1(z˜)
Figure 7. h1(z) = z′ = h1(z˜) and z ∼R0 z˜ implies z = z˜.

Corollary 4.17. The map ψ : Cc(R0) → Cc([0, 1] × R0) given in Eq. (4.15) is a
∗-homomorphism.
Proof. Note that ψ(f)(s, (x, y)) = φs(f)(x, y) for f ∈ Cc(R0), s ∈ [0, 1], (x, y) ∈ R0.
We have ψ(f∗) = ψ(f)∗ because
ψ(f∗)(s, (x, y)) = φs(f∗)(x, y) = φs(f)(y, x), and
ψ(f∗)(s, (x, y)) = ψ(f)(s−1, (x, y)−1) = ψ(f)(s, (y, x)) = φs(f)(y, x).
We also have ψ(f ? g) = ψ(f) ? ψ(g) because
ψ(f ? g)(s, (x, y)) = φs(f ? g)(x, y) = φs(f) ? φs(g)(x, y)
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and
ψ(f) ? ψ(g)((s, s), (x, y)) =
∑
(s′,z)∼(s,x)
ψ(f)((s, s′), (x, z))ψ(g)((s′, s), (z, y))
=
∑
z∼x
ψ(f)(s, (x, z))ψ(g)(s, (z, y))
=
∑
z∼x
φs(f)(x, z)φs(g)(z, y)
= φs(f) ? φs(g)(x, y),
where we identify the interval [0, 1] with the “trivial” equivalence relation, where
each s ∈ [0, 1] is equivalent only to itself, i.e. [s] = {s} for s ∈ [0, 1]. We also see it
as the “trivial” groupoid where each s ∈ [0, 1] is a unit. 
In the next two lemmas we apply Theorem D.5 to extend the ∗-homomorphisms
ψ and φs to their completions under the full C∗-norm.
Lemma 4.18. The map ψ defined in Eq. (4.15) extends to a (continuous) ∗-
homomorphism
ψˆ : C∗(R0)→ C∗([0, 1]×R0).
Proof. By Lemma 4.14 and Corollary 4.17, the map ψ : Cc(R0) → Cc([0, 1] × R0)
is continuous and it is a ∗-homomorphism. The statement of the lemma follows by
Theorem D.5. 
Lemma 4.19. The map φs : Cc(R0) → Cc(R0) in Definition 4.10 extends to
∗-homomorphism
φˆs : C∗(R0)→ C∗(R0), s ∈ [0, 1].
Proof. By Lemma 4.15 and Lemma 4.16, the map φ : Cc(R0)→ Cc(R0) is contin-
uous and it is a ∗-homomorphism. By Theorem D.5 the lemma follows. 
We have now arrived to the main result of this subsection, namely that φs
gives a homotopy of ∗-homomorphisms of C∗-algebras. We should note that in the
statement of the proposition, we use the same notation for φs as for its extension.
Proposition 4.20. The map φ : [0, 1]× Cc(R0)→ Cc(R0) given by
φ(s, g) := φs(g)
extends to a homotopy of ∗-homomorphisms
φs : C∗(R0)→ C∗(R0),
where φs is given in Definition 4.10, Cc(R0) has the inductive limit topology, and
multiplication in Cc(R0) is convolution. In particular, id ∼h φ1 (a path of ∗-
homomorphisms).
Proof. Let φˆ : [0, 1]× C∗(R0)→ C∗(R0) be the map given by
φˆ(s, a) := φˆs(a),
where φˆs was constructed in Lemma 4.19. By Lemma 4.18,
ψˆ : C∗(R0)→ C∗([0, 1]×R0)
is a (continuous) ∗-homomorphism. It is well known that
C∗([0, 1]×R0) ∼= C([0, 1], C∗(R0))
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Via the above isomorphism, we have
ψˆ = (a 7→ φˆ(·, a))
(up to the isomorphism), and hence φˆ(·, a) ∈ C([0, 1], C∗(R0)) for a ∈ C∗(R0).
It follows that the map ρ : a 7→ φˆ(·, a) is a ∗-homomorphism from C∗(R0) to
C([0, 1], C∗(R0)). We are now ready to show that φˆ is continuous. Suppose that
(sn, an) converges to (s, a). Then
φˆ(sn, an)− φˆ(s, a) = φˆ(sn, an)− φˆ(sn, a) + φˆ(sn, a)− φˆ(s, a),
and
||φˆ(sn, an)− φˆ(sn, a)||C∗(R0) ≤ ||ρ(an − a)||sup ≤ ||an − a|| → 0,
because ρ is bounded, and
||φˆ(sn, a)− φˆ(s, a)||C∗(R0) → 0,
because φˆ(·, a) ∈ C([0, 1], C∗(R0)) and sn → s. 
4.3. Connecting maps. In this subsection we do the preparations for computing
the group homomorphisms K0(ιn), K1(ιn), n ∈ N0. To accomplish this task, we
need to use the filtration of Rn by the skeletons of the tiling T , i.e. we need to use
the short exact sequences in Eq. (4.1) and Eq. (4.2). However, we cannot simply
“restrict” the inclusion map ιn to the ideal and quotient C∗-algebras of these short
exact sequences. The reason is that we would get a non-commutative diagram, as
it is going to be explained in Remark 4.21. But, one gets a commutative diagram
when one instead “restricts” the ∗-homomorphism ι0 ◦ φ1. Since φs is a homotopy
of ∗-homomorphisms, and φ0 is the identity, we get by homotopy invariance of
K-theory (cf. [36, Prop. 4.1.4, p. 61]), that Ki(ι0) = Ki(ι0 ◦ φ1), i = 1, 2. Recall
that homotopy invariance of K-theory uses the property that the homotopy is a
homotopy of ∗-homomorphisms φs, since we need the fact that φs, extended to the
unitization, preserves projections and unitaries. We only need to consider ι := ι0,
since, in the natural bases in terms of stable cells, each matrix for the K-theory of
ιn ◦φ1 “restricted” to the ideal and quotient C∗-algebras is equal to that of ι0 ◦φ1.
We end this subsection with Lemma 4.25, where we show the construction of a
“computable” cochain complex with connecting maps. It is “computable” since it
is given in terms of the compacts.
Similarly, from Eq. (4.2) we get the diagram (which will be shown to be com-
mutative in Lemma 4.22)
(4.20) 0 // I0 
 //
α′

A0
α

// // B0
β

// 0
0 // I1 
 // A1 // // B1 // 0,
where the connecting maps α, β, α′ are defined in terms of φ1 as follows:
The map α := ι0 ◦ φ1 : A0 → A1 is given by
α(g)(x′, y′) :=
{
g ◦ (h1 × h1)(x′, y′) h1(x′) ∼R0 h1(y′)
0 else,
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for g ∈ Cc(R0) and x′ ∼R1 y′.
The map α′ := α|I0 : I0 → I1 is given by
α′(g)(x′, y′) :=
{
g ◦ (h1 × h1)(x′, y′) h1(x′) ∼R0 h1(y′)
0 else,
for g ∈ Cc(R0|XT02 −XT01 ) and x
′ ∼R1 y′. Note that g vanishes on the edges of T0.
The map β : B0 → B1 is given by
β(g)(x′, y′) :=
{
g ◦ (h1 × h1)(x′, y′) h1(x′) ∼R0 h1(y′)
0 else,
for g ∈ Cc(R0|XT01 ) and x
′ ∼R1 y′ and x′, y′ ∈ XT11 lie in edges of T1. Note that g
is defined only on the edges of T0.
From Eq. (4.1) we get the diagram (which will be shown to be commutative in
Lemma 4.22)
(4.21) 0 // J0 
 //
β′

B0
β

// // C0
γ

// 0
0 // J1 
 // B1 // // C1 // 0,
where the connecting maps β′, γ are defined as follows:
The map β′ := β|J0 is given by
β′(g)(x′, y′) :=
{
g ◦ (h1 × h1)(x′, y′) h1(x′) ∼R0 h1(y′)
0 else,
for g ∈ Cc(R0|XT01 −XT00 ) and x
′ ∼R1 y′ and x′, y′ are in the edges of T1. Note that
g is defined only on the edges of T0 and vanishes on the vertices of T0.
The map γ is given by
γ(g)(x′, y′) :=
{
g ◦ (h1 × h1)(x′, y′) h1(x′) ∼R0 h1(y′)
0 else,
for g ∈ Cc(R0|XT00 ) and x′ ∼R1 y′ and x′, y′ ∈ XT10 are vertices of T1. Note that g
is defined only on the vertices of T0.
Remark 4.21. Roughly speaking, the connecting maps of the above two diagrams
are just the inclusion maps composed with the homotopy φ1. By the next lemma,
these diagrams commute. Had we defined the above diagrams solely in terms of
the inclusion map (without homotopy) then the restriction maps α′, β′ would not
map into the ideals I1, J1 respectively, and the connecting maps β, γ would make
the diagrams to not commute (to make sense of this see for example Figure 8).
Lemma 4.22 (Connecting maps). The diagrams in Eq. (4.20) and Eq. (4.21) are
commutatative diagrams of ∗-homomorphisms.
Proof. The map α|I0 is a ∗-homomorphism because it is the composition I0 ↪→
A0
α−→ A1 of ∗-homomorphisms. The left square of the diagram in Eq. (4.20)
commutes because α′ is just a corestriction of the ∗-homomorphism α|I0 . That is,
α′ maps I0 into I1. This follows since the map h1 : T1 → T0 is cellular. Indeed,
if g ∈ Cc(R0|XT02 −XT01 ) vanishes on the edges of T0, then α
′(g) ∈ Cc(R1|XT12 −XT11 )
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Figure 8. A commutative diagram for the fibonacci tiling.
vanishes on the edges of T1. That is, α′(g)(x′, y′) = g(h1(x′), h1(y′)) = 0 for
x′, y′ ∈ XT11 because h1(x′), h1(y′) are in the edges of T0.
We will now show that β is a ∗-homomorphism making the right square in
Eq. (4.20) commute.
We start by showing that
0 // I ′n
  in // A′n
qn // // B′n // 0
is a short exact sequence, where I ′n := Cc(Rn|XTn2 −XTn1 ), A
′
n := Cc(Rn), B′n :=
Cc(Rn|XTn1 ). To show that qn is surjective one uses Tietze’s extension theorem
applied to functions with compact support, cf. [29, Theorem 3.4.8 p.124]. That qn
is a ∗-homomorphism follows from the fact that the 1-skeleton XTn1 is Rn-invariant.
The map in extends functions with compact support to be zero outside Rn|XTn2 −XTn1
such that the extended function is continuous, which can be done as Rn|XTn2 −XTn1
is open in Rn. It follows that in is injective. That in is a ∗-homomorphism follows
by the fact that XTn2 −XTn1 is Rn-invariant. It is easy to see that Im in = ker qn.
If g, g′ ∈ Cc(R0) are equal on the 1-skeleton of T0, i.e. q0(g) = q0(g′) then
(q1 ◦ α)(g) = (q1 ◦ α)(g′) because h1 is cellular. More precisely, for x′, y′ ∈ XT11 we
get by cellularity of h1 that h1(x′), h1(y′) are in the 1-skeleton of T0. Then
(q1 ◦ α)(g)(x′, y′) = g(h1(x′), h1(y′)) = g′(h1(x′), h1(y′)) = (q1 ◦ α)(g′)(x′, y′)
if h1(x′) ∼R0 h1(y′) else they are both zero. Hence q1 ◦ α : A′0 → B′1 descends to
the quotient giving a unique ∗-homomorphism β : B′0 → B′1, making the diagram
commute. The evaluation of β on B′0 is the map shown above. (In this proof, β is
defined on B′0, while its extension to the C∗-algebra is denoted by
ˆˆ
β. We do this
for notational reasons). It is a general fact that β preserves multiplication:
β(q0(g)q0((g′)) = β(q0(gg′)) = q1(α(gg′)) = q1(α(g))q1(α(g′)) = β(q0(g))β(q0(g′)),
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for g, g′ ∈ Cc(R0). It is clear that β is ∗-preserving.
To continue with our proof we need the following result.
Lemma 4.23. Equip Cc(R0) with the inductive limit topology (cf. [10, Ex. 5.10,p.118]).
Then β : Cc(R0|XT01 )→ Cc(R1|XT11 ) is continuous.
Proof. As explained in the proof of Lemma 4.11, it is enough to consider the re-
striction to a connected component C of R0 via the range map r : R0 → Rd because
a R0-compact set can only intersect a finite number of connected components, be-
cause the range map restricted to a connected component is a homeomorphism onto
its image, and because β(g) is 0 outside R0 for g ∈ Cc(R0|XT01 ). Thus it suffices
to show that the maps βˆ and ιˆ defined below are continuous in the inductive limit
topology. The map ιˆ : Cc(R0|XT11 )→ Cc(R1|XT11 ) is given by
ιˆ(g)(x′, y′) :=
{
g(x′, y′) x′ ∼R0 y′
0 x′ 6∼R0 y′ ,
where x′, y′ ∈ XT11 and x′ ∼R1 y′. Since R0 is open in R1, we get by the gluing
lemma for open subsets that one can always extend a function with compact support
to be zero outside R0 such that the extended function is continuous. Hence ιˆ is
well-defined. Moreover, ιˆ is continuous in the inductive limit topology because the
support of a function is unchanged when extending it by zeroes.
The map βˆ : Cc(r(C) ∩XT01 )→ Cc(r(C) ∩XT11 ) is given by
βˆ(f)(x′) :=
{
f(h1(x′)) h1(x′) ∈ r(C)
0 h1(x′) 6∈ r(C)
where x′ ∈ XT11 (and thus h1(x′) ∈ XT01 ).
Suppose fn ∈ Cc(r(C)∩XT01 ) converges to f ∈ Cc(r(C)∩XT01 ) in the inductive
limit topology. That is, there is a compact subset K ⊂ r(C) ∩ XT01 such that for
all n ∈ N
supp fn, supp f ⊂ K
and such that
||fn − f ||sup → 0 as n→∞.
Note that the supremum is taken over K. We claim that
K ′ := h−11 (K) ∩XT11 ⊂ r(C) ∩XT11
is compact and that
supp βˆ(fn), supp βˆ(f) ⊂ K ′.
Then
||βˆ(fn)− βˆ(f)||sup = sup
x′∈K′
|βˆ(fn)(x′)− βˆ(f)(x′)|
= sup
x′∈K′
h1(x′)∈r(C)
|fn(h1(x′))− f(h1(x′))|
≤ sup
x∈K
|fn(x)− f(x)|
= ||fn − f ||sup → 0 as n→∞,
where the inequality holds because we can only get nonzero values if h1(x′) ∈ K.
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Next we check the claim. By an argument similar to Eq. (4.13), supp βˆ(fn) =
h−11 (supp fn) ∩XT11 and supp βˆ(f) = h−11 (supp f) ∩XT11 . It follows that
supp βˆ(fn), supp βˆ(f) ⊂ K ′.
Now, K is compact in r(C) since the inclusion r(C) ∩XT01 ↪→ r(C) is continuous.
By the same argument as in the proof of Lemma 4.11, h−11 (K) is compact in r(C).
Since the 1-skeleton XT11 is Rd-closed, K ′ ⊂ r(C) ∩ XT11 is compact in Rd hence
also compact in r(C) ∩XT11 by Lemma C.2. 
We continue with the proof of Lemma 4.22. By the above lemma, Lemma 4.23,
β is continuous in the inductive limit topology. By Theorem D.5, β extends to a
∗-homomorphism ˆˆβ : B0 → B1. By continuity of ˆˆβ, we get ˆˆβ(lim bi) = lim β(bi),
bi ∈ Cc(R0|XT01 ), from which it follows that the right square commutes.
A similar argument shows that the diagram in Eq. (4.21) commutes, and that
the maps are ∗-homomorphisms. 
The inclusion map ιn was shown to be a ∗-homomorphism in [14, Prop. IV.9,
p. 57] using the reduced norm. In the next remark, we include an alternative proof
using the full norm.
Remark 4.24. Recall that ιn : Cc(Rn)→ Cc(Rn+1) is given by
ιn(g)(x′, y′) :=
{
g(x′, y′) x′ ∼Rn y′
0 x′ 6∼Rn y′ ,
where x′ ∼Rn+1 y′. The map ιn is well-defined and continuous in the inductive
limit topology by the same proof as for ιˆ in the proof of Lemma 4.23. It is easy to
check that ιn is a ∗-homomorphism. By Theorem D.5, ιn extends to a continuous
∗-homomorphism ιn : C∗(Rn)→ C∗(Rn+1).
Lemma 4.25. Each row in the following diagram is a cochain complex of abelian
groups (not a short exact sequence).
(4.22) 0 // K0(C0) δ
0
//
K0(γ)

K1(J0)
K1(β′)

δ1 // K0(I0)
K0(α′)

// 0
0 // K0(C1) δ
0
// K1(J1) δ
1
// K0(I1) // 0.
Moreover the diagram commutes, (i.e. the diagram is a cochain map).
Proof. From the six-term exact sequence in Eq. (4.3) we get the diagram with exact
rows
K0(C0) δ
0
//
K0(γ)

K1(J0)
K1(β′)

// // K1(B0)
K1(β)

// 0
K0(C1) δ
0
// K1(J1) // // K1(B1) // 0.
The diagram commutes because of the naturality of the exponential map, because
the diagram in Eq. (4.21) commutes, and because Kj(φ ◦ ψ) = Kj(φ) ◦ Kj(ψ),
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j = 1, 2. Similarly, from the six-term exact sequence in Eq. (4.5) we get the
commutative diagram
K1(B0) δ˜
1
//
K1(β)

K0(I0)
K0(α′)

K1(B1) δ˜
1
// K0(I1).
Putting these two diagrams together and using Eq. (4.7) we get
(4.23) K0(C0) δ
0
//
K0(γ)

K1(J0)
K1(β′)

// //
δ1
%%
K1(B0)
K1(β)

δ˜1 // K0(I0)
K0(α′)

K0(C1) δ
0
// K1(J1) // //
δ1
99
K1(B1) δ˜
1
// K0(I1).
By Eq. (4.10), δ1 ◦ δ0 = 0. Thus each row in Eq. (4.22) is a cochain complex of
abelian groups. 
4.4. Computation of K0(γ), K0(α′), K1(β′). In this subsection, we compute
the connecting maps of the diagram in Lemma 4.25. That is, we compute the
connecting maps K0(γ), K0(α′), K1(β′) in terms of the generators (i.e. the natural
basis elements) of the K-groups. This can be done since they are expressed in terms
of the compact operators. The following lemma will be given up to the isomorphism
given in Proposition 4.2, which we denote by λ.
Lemma 4.26. The generators of K0(C0) are
[euu]0,
where u is a vertex in T . Take a vertex u ∈ T from each R0-equivalence class
(i.e. each stable class) to get all generators.
Proof. Let
euv(δw) :=
{
δu v = w
0 else
be a matrix unit (e.g. it sends δv to δu), where u ∼R0 v ∼R0 w are vertices in T ,
and δw ∈ `2([u]R0) is the standard basis element of the Hilbert space `2([u]R0), i.e.
for w′ ∈ [u]R0 ,
δw(w′) :=
{
1 w = w′
0 else.
Recall that a 1-dimensional projection generates the K0-group of the compact
operators K and that K0(K) is isomorphic to Z (cf. [36, Cor. 6.4.2, p.103]). One
can choose any 1-dimensional projection because they are all equivalent (cf. Lemma
G.2). Since euu is a 1-dimensional projection, and since C0 can be written in terms
of the compacts by Proposition 4.2(1), the lemma follows by taking a vertex u ∈ T
from each R0-equivalence class. 
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Lemma 4.27. With notation as in the previous lemma, K0(γ) : K0(C0)→ K0(C1)
evaluated on the generators of K0(C0) is given by
K0(γ)([euu]0) = [γ(euu)]0 =
∑
h1(u′)=u
[eu′u′ ]0,
where the sum is over all vertices u′ in T1 = 1λω(T )λ.
Proof. Take vertex u ∈ T . Then by definition of K0 on ∗-homomorphisms we get
(cf. [36, p. 61])
K0(λγλ−1)([(euu)]0) = [λγλ−1(euu)]0,
where λ is the isomorphism in Proposition 4.2(1). We have λ−1(euu) = g, where
g(x, y) :=
{
1 x = y = u
0 else.
Then since
γ(g)(x, y) =
{
1 x = y and h1(x) = u
0 else
where x, y are vertices in T1 such that x ∼R1 y, we get
λγλ−1(euu) =
∑
h1(u′)=u
eu′u′ ,
where the sum is over all vertices u′ ∈ T1.

The following lemma will be given up to the isomorphism given in Proposition
4.2, which we denote by λ.
Lemma 4.28. The generators of K0(I0) are
[b⊗ euu + s(b)⊗ (I − euu)]0 − [s(b)⊗ I]0,
where u ∈ T is a face, b ∈M2
(
C˜0(
◦
u)
)
is the (reparametrized) Bott projection, s(b)
is its scalar part, and
I =
∑
v
evv,
where the sum is over all faces v ∈ T .
Choose face u ∈ T0 from each R0-equivalence class (i.e. from each stable face) to
get all generators.
Proof. Choose protoface fn ∈ T , (n fixed), and let Kn := K(`2([fn])) be the C∗-
algebra of compact operators on the Hilbert space Hn := `2([fn]). Since [fn]R0 is
an infinite set, Kn is non-unital, i.e. In := IHn 6∈ Kn. Let
D := {z ∈ C | |z| < 1}
be the open unit disk. Since D is homeomorphic to
◦
fn, we have C0(
◦
fn,Kn) ∼=
C0(D,Kn). Recall that C0(D,Kn) is isomorphic to C0(D)⊗Kn via the map
f ⊗ a 7→ (t 7→ f(t)a).
(cf [46, p.173]). Let euv ∈ Kn be the standard matrix unit
euv(δw) =
{
δu w = v
0 else
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where u, v ∈ [fn], i.e. u, v ∈ T are faces R0-equivalent to face fn. Consider the
projection euu ∈ Kn, and let φu : C0(D)→ C0(D)⊗Kn be the ∗-homomorphism
φu(a) := a⊗ euu.
Then K0(C0(D) ⊗Kn) is canonically isomorphic to K0(C0(D)) via the homomor-
phism K0(φu), (but the inverse is not explicit). Moreover, K0(C0(D)) is isomorphic
to Z via the map 1 7→ [b]0 − [s(b)]0 , where b ∈ M2(C˜0(D)) is the Bott projection,
and s(b) is its scalar part (cf. [46, p.156,173], [36, Example 11.3.2 p.200], [36, Exer-
cise 9.5, p.171]). We remark that the Bott projection and its scalar part correspond
to the elements in M2(C(D¯)) given by
b = (z 7→
[ |z|2 z√1− |z|2
z¯
√
1− |z|2 1− |z|2
]
), s(b) =
[
1C(D¯) 0
0 0
]
= (z 7→
[
1 0
0 0
]
).
Define the non-unital C∗-algebras
A :=
sF⊕
i=1
C0(D), A′ :=
sF⊕
i=1
C0(D)⊗Kn.
As usual, A˜, A˜′ will denote their unitization, respectively. Let p ∈ M2(A˜′) be the
projection (assuming n=1)
p :=
(
(b− s(b))⊗ euu, 0, . . . , 0
)
+
(
s(b)⊗ I1, . . . , s(b)⊗ IsF
)
= b⊗ euu + s(b)⊗ (I − euu),
where
I :=
sF∑
i=1
Ii =
sF∑
i=1
∑
v∼fi
evv =
∑
v
evv,
and the last sum is over all faces v of T . (We use the rule of tensors a⊗x+a⊗ y =
a⊗ (x+y)). Thus the scalar part of p is s(p) = s(b)⊗I. Note that the unit element
of A˜′ is
1
A˜′ = 1C˜0(D) ⊗ I,
where 1
C˜0(D)
is the constant function z 7→ 1, z ∈ D¯. Let bA ∈ M2(A˜) be the
projection
bA :=
(
(b− s(b)), 0, . . . )+ (s(b), s(b), . . . , s(b))
= (b, s(b), . . . , s(b)).
We claim that
(4.24) φ˜2(bA) = p,
where φ˜2 is the usual extension of φu toM2(A˜)→M2(A˜′). Then by [36, Prop. 4.2.2, p. 63]
we have the following identifications
1 7→ [b]0 − [s(b)]0 7→ [bA]0 − [s(bA)]0 7→ [p]0 − [s(p)]0,
from which the lemma follows.
The proof of the claim, which is inspired by the splitting lemma, follows from
the facts that
(4.25) φ2
(
bA − s(bA)
)
= p− s(p) and ψ2(pi2(bA)) = pi′2(p),
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where φ2 is the extension of φu to M2(A) → M2(A′), and ψ2, pi2, pi′2 are defined
below. Here we use the fact that we have a commutative diagram of short exact
sequences that split as C-vector spaces:
0 // A i //
φ

A˜
r
||
pi //
φ˜

C
σ
||
//
ψ

0
0 // A′ i
′
// A˜′
r′
zz
pi′ // C
σ′
{{
//// 0,
where φ := φu, and the retractions are r(a) = a− s(a) and r′(a′) = a′ − s(a′), and
the sections σ(pi(a)) = s(a) and σ′(pi′(a′)) = s(a′), and ψ = idC, and we have the
identities
r ◦ i = idA, pi ◦ σ = idC, i ◦ r + σ ◦ pi = idA˜(4.26)
r′ ◦ i′ = idA′ , pi′ ◦ σ′ = idC, i′ ◦ r′ + σ′ ◦ pi′ = idA˜′ .
By functoriality and additivity of M2 we get the commutative diagram
0 // M2(A) //
φ2

M2(A˜)
r2
vv
pi2 //
φ˜2

M2(C)
σ2
uu
//
ψ2

0
0 // M2(A′) // M2(A˜′)
r′2
vv pi′2 // M2(C)
σ′2tt
// 0,
where the operations are done coordinatewise. In particular, the equations corre-
sponding to Eq. (4.26) hold here as well. Since bA ∈ M2(A˜) and p ∈ M2(A˜′) and
assuming φ2 ◦ r2(bA) = r′2(p) and ψ2(pi2(bA)) = pi′2(p) then φ˜2(bA) = p because
φ˜2(bA) = φ˜2(i2 ◦ r2(bA) + σ2 ◦ pi2(bA))
= i′2 ◦ φ2 ◦ r2(bA) + σ′2 ◦ ψ2 ◦ pi2(bA) = i′2 ◦ r′2(p) + σ′2 ◦ pi′2(p) = idA˜′(p) = p.
The converse, although not needed in this proof, follows by commutativity of the
diagram. Thus Eq. (4.24) is equivalent to Eq. (4.25). It remains to show that
Eq. (4.25) holds. The first equality follows immediately:
φ2(bA − s(bA)) = φ2
(
b− s(b), 0, . . . , 0)
=
(
(b− s(b))⊗ euu, 0, . . . , 0
)
= p− s(p).
Let 1ˆ := 1C˜0(D). Then s(bA) ∈M2(A˜) is
s(bA) = (s(b), . . . , s(b))
= (
[
1ˆ 0
0 0
]
, . . . ,
[
1ˆ 0
0 0
]
)
=
[
(1ˆ, . . . , 1ˆ) 0
0 0
]
=
[
1A˜ 0
0 0
]
,
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where we use the identifications
sF⊕
i=1
M2
(
C˜0(D)
) ∼= M2( sF⊕
i=1
C˜0(D)
) ⊃M2(A˜).
Hence
pi2(bA) = pi2(s(bA)) =
[
1 0
0 0
]
∈M2(C).
Similarly,
s(p) = (
[
1ˆ⊗ I1 0
0 0
]
, . . . ,
[
1ˆ⊗ IsF 0
0 0
]
)
=
[
(1ˆ⊗ I1, . . . , 1ˆ⊗ IsF) 0
0 0
]
=
[
1
A˜′ 0
0 0
]
,
yields
pi2(p) = pi2(s(p)) =
[
1 0
0 0
]
∈M2(C).
Hence the second equality in Eq. (4.25) holds as well. 
Lemma 4.29. With notation as in the previous lemma, K0(α′) : K0(I0)→ K0(I1)
evaluated on the generators of K0(I0) is
K0(α′)
(
[b⊗ euu + s(b)⊗ (I − euu)]0 − [s(b)⊗ I]0
)
= [α′
(
b⊗ euu + s(b)⊗ (I − euu)
)
]0 − [α′
(
s(b)⊗ (I − euu)
)
]0
= [b⊗ eu′u′ + s(b)⊗ (I − eu′u′)]0 − [s(b)⊗ I]0.
In the above expression u′ ∈ T1 is the unique face of T1 = 1λω(T )λ, which homotopes
to u.
Proof. Let g : R0 →M2(C) be given by g = λ˜−1
(
b⊗ euu + s(b)⊗ (I − euu)
)
where
λ˜ is the ∗-isomorphism induced by λ. Note that here b denotes the Bott projection
reparametrized to face u and note that g is (up to isomorphism) a projection in M2
of the unitization of I0 = C∗(R0|X2−X1). Evaluating g we get
g(x, y) =
 s(b)(x) x = y 6∈ ub(x) x = y ∈ u0 x 6= y .
Note that g is zero outside the diagonal of R0, and it is constant on the diagonal
intersected with X1 ×X1. Next, we evaluate α˜′(g) and get
α˜′(g)(x, y) =
 b(h1(x)) x = y ∈ u
′
c x = y 6∈ u′
0 x 6= y
,
where c :=
[
1 0
0 0
]
∈ M2(C) is the constant value of the constant function
s(b). Then, denoting the constant function with value c by ζ(x) := c (i.e. ζ is
a reparametrization of s(b)), we have that
λ˜(α˜′(g)) = b ◦ h1 ◦ γu′
i
,u′ ⊗ eu′u′ + ζ ⊗ (I − eu′u′)
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is a projection in the unitization of
⊕sF
i=1 C0(
◦
ui
′) ⊗K(`2([u′i]R1)), (u′i are the rep-
resentatives of the R1-equivalence classes, i.e., the stable faces of T1) and its scalar
part is
s(λ˜(α˜′(g))) = ζ ⊗ I.
The map γu′
i
,u′ : u′i → u′ is the translation map given by γu′i,u′(x) := x+ x0, with
x0 being the translation of the two faces u′ = u′i + x0. Note that the constant
function ζ has different faces as domain depending on the context. That is
ζ ⊗ I =
sF∑
i=1
ζu′
i
⊗ (
∑
v′∼u′
i
ev′v′), ζ ⊗ (I − eu′u′) =
sF∑
i=1
ζu′
i
⊗ (
∑
v′∼u′i
v′ 6=u′
ev′v′),
where the inner sum is over all faces v′ ∈ T1 equivalent to u′i, and ζu′i is the
constant function c with domain u′i. By definition of K0 on ∗-homomorphisms and
Proposition 4.2.2 p.63 in [36], we get
[λ˜(α˜′(g))]0 − [s(λ˜(α˜′(g)))]0 = [b ◦ h1 ◦ γu′
i
,u′ ⊗ eu′u′ + ζ ⊗ (I − eu′u′)]0 − [ζ ⊗ I)]0.
Moreover, the scalar part map s and λ˜ commute. Since all faces of T1 and T0 are
oriented counter clockwise, the map h0|u = idu is orientation preserving and since h
is a homotopy, also h1 : u′ → u is orientation preserving. Hence (up to orientation
preserving reparametrization) we can replace b ◦ h1 ◦ γu′
i
,u′ with b and ζ with s(b)
and we get
[λ˜(α˜′(g))]0 − [s(λ˜(α˜′(g)))]0 = [b⊗ eu′u′ + s(b)⊗ (I − eu′u′)]0 − [s(b)⊗ I]0.

The following lemma will be given up to the isomorphism given in Proposition
4.2, which we denote by λ. Since the proofs of the next two lemmas are similar to
the previous two, we omit some technical details.
Lemma 4.30. The generators of K1(J0) are
[b⊗ euu +
∑
v 6=u
1⊗ evv]1
where u is an edge in T , the sum is over all vertices of v in T , and b is the map
s 7→ ei2pis, s ∈ [0, 1] (up to reparametrization from domain u to domain [0, 1]).
Choose edge u ∈ T from each R0-equivalence class to get all generators.
Proof. Let T := {z ∈ C | |z| = 1} be the unit circle, and u ∈ T be an edge.
Recall that Z is isomorphic to K1(C(T)) mapping 1 7→ [b′]1, where b′ is the identity
map z 7→ z, z ∈ T. Moreover, K1(C(T)) is isomorphic to K1(C0(◦u)) mapping
[b′]1 7→ [b]1. Note that b is in the unitization of C0(◦u). Recall that C0((0, 1),K) is
isomorphic to C0((0, 1))⊗K via the map
f ⊗ a 7→ (t 7→ f(t)a).
Recall that K1(C0(
◦
u)) is isomorphic to K1(C0(
◦
u)⊗K), where K is the C∗-algebra of
compact operators on the Hilbert space `2([u]R0). Moreover, C0(
◦
u)⊗K embeds in
J0 via the isomorphism given in Proposition 4.2(2), where for simplicity, we assume
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that u is one of the representatives ei in the proposition. Let eu˜v ∈ K(`2([u])) be
the standard matrix unit
eu˜v(δw) =
{
δu˜ w = v
0 else ,
where u˜, v, w ∈ T are edges R0-equivalent to edge u. Thus we have the following
identifications
1 7→ [b′]1 7→ [b]1 7→ [b⊗ euu + 1⊗ (I − euu)]1,
where the third map follows by the same argument as for the faces, the 1 in the
expression 1⊗ (I − euu) denotes the constant function 1, and
I :=
sE∑
i=1
IB(Hi) =
∑
v
evv, 1⊗ I :=
sE∑
i=1
1ei ⊗
(∑
v∼ei
evv
)
,
where the sum is over all edges v ∈ T , and 1ei ∈ C˜0(
◦
ei) is the unit element – the
constant function 1. Note that b⊗euu+1⊗ (I−euu) is a unitary in the unitization
of
⊕sE
i=1 C0(
◦
ei)⊗K(`2([ei])). 
Lemma 4.31. With notation as in the previous lemma, K1(β′) : K1(J0)→ K1(J1)
evaluated on the generators of K1(J0) is
K1(β′)
(
[b⊗ euu +
∑
v 6=u
1⊗ evv]1
)
=
∑
h1(u′)=u
[b⊗ eu′u′ +
∑
v′ 6=u′
1⊗ ev′v′ ]1 −
∑
h1(u′)=u˘
[b⊗ eu′u′ +
∑
v′ 6=u′
1⊗ ev′v′ ]1.
where the sums are over all edges u′, v′ in T1. Here u˘ is the edge u with reversed
orientation, and for this lemma equality h1(u′) = u is understood to include that
h1 : u′ → u is orientation preserving.
We remark that by Whitehead’s lemma
[b⊗ eu′u′ +
∑
w′ 6=u′
1⊗ ew′w′ ]1 = [b⊗ ev′v′ +
∑
w′ 6=v′
1⊗ ew′w′ ]1 for u′ ∼R1 v′.
Proof. Take edge u ∈ T . Then by definition of K1 on ∗-homomorphisms we get
K1(λβ′λ−1)
(
[b⊗ euu + 1⊗ (I − euu)]1
)
= [λ˜β˜′λ˜−1(b⊗ euu + 1⊗ (I − euu))]1,
where 1 is the constant function 1.
Let g be the unitary in the unitization of J0 given by
g := λ˜−1
(
b⊗ euu + 1⊗ (I − euu)
)
,
where λ˜ is the isomorphism in Proposition 4.2 extended to the unitization. We
evaluate g and get
(4.27) g(x, y) :=
 b(x) x = y ∈ u1 x = y 6∈ u0 else.
Since
β˜′(g)(x, y) =

b(h1(x)) x = y ∈ u′, h1(u′) = u
b(h1(x)) x = y ∈ u′, h1(u′) = u˘
1 x = y ∈ u′, u˘ 6= h1(u′) 6= u
0 x 6= y
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we get
λ˜β˜′(g) =
∑
h1(u′)=u
b⊗ eu′u′ +
∑
h1(u′)=u˘
b∗ ⊗ eu′u′ +
∑
h1(v′)6=u
h1(v′)6=u˘
1⊗ ev′v′ ,
where the sums is over all edges u′, v′ ∈ T1 = 1λω(T )λ (and b∗ is the function e−2piis,
s ∈ [0, 1], up to reparametrization). Thus
[λ˜β˜′λ˜−1(b⊗ euu +
∑
v 6=u
1⊗ evv)]1 =
[
∑
h1(u′)=u
b⊗ eu′u′ +
∑
h1(u′)=u˘
b∗ ⊗ eu′u′ +
∑
h1(v′)6=u
h1(v′)6=u˘
1⊗ ev′v′ ]1 =
[
∑
h1(u′)=u
b⊗ eu′u′ +
∑
h1(v′) 6=u
1⊗ ev′v′ ]1 − [
∑
h1(u′)=u˘
b⊗ eu′u′ +
∑
h1(v′)6=u˘
1⊗ ev′v′ ]1 =
∑
h1(u′)=u
[b⊗ eu′u′ +
∑
v′ 6=u′
1⊗ ev′v′ ]1 −
∑
h1(u′)=u˘
[b⊗ eu′u′ +
∑
v′ 6=u′
1⊗ ev′v′ ]1,
where the equalities hold by [36, Prop. 8.1.4(iv), p.135].
Note that by Whitehead’s lemma
[b⊗ eu′u′ + c2]1 = [b⊗ ev′v′ + c3]1,
whenever u′ ∼R1 v′. This equality is equivalent to [b⊗ eu′u′ + b∗ ⊗ ev′v′ + c1]1 = 0
by [36, Prop. 8.1.4(iv), p.135], which can easily be verified:
[b⊗ eu′u′ + b∗ ⊗ ev′v′ + c1]1 = [bb∗ ⊗ eu′u′ + c2]1 = [(1⊗ eu′u′ + c2)]1 = [1]1 = 0,
where the first equality is by Whitehead’s lemma, and
c1 :=
∑
w′ 6=u′
w′ 6=v′
1⊗ ew′w′ c2 :=
∑
w′ 6=u′
1⊗ ew′w′ c3 :=
∑
w′ 6=v′
1⊗ ew′w′ .

4.5. Stable cohomology and K-theory. In this subsection we introduce the
stable cohomology groups, from which we compute the K-theory of the C∗-algebra
S′. We start with the following theorem, which is one of our main results. It shows
that
(4.28) C•S := 0 // ZsV
δ0 // ZsE δ
1
// ZsF // 0
is a cochain complex, and the collection of connecting maps
(4.29) WV := K0(γ), WE := K1(β′), WF := K0(α′)
form a cochain map, which we denote by W • : C•S → C•S , and whose explicit
computations are given in Lemma 4.27, Lemma 4.31, Lemma 4.29. Moreover, it
relates the group homomorphisms K0(ι), K1(ι) with the connecting maps.
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Theorem 4.32. With the above notation, the rows of the following commutative
diagram are cochain complexes of abelian groups
(4.30) 0 // ZsV δ
0
//
WV

ZsE δ
1
//
WE

ZsF //
WF

0
0 // ZsV δ
0
// ZsE δ
1
// ZsF // 0.
Moreover, the group homomorphism K1(ι) : K1(A0)→ K1(A1) is given by
(4.31) K1(ι) = H1(WE),
where H1(WE) : ker δ
1
Im δ0 → ker δ
1
Im δ0 is given by H
1(WE)([z]) := [WE(z)], z ∈ ker δ1.
The group homomorphism K0(ι) : K0(A0) → K0(A1) fits into the commutative
diagram
(4.32) 0 // H2(C•S)
  //
H2(WF )

K0(A0)
K0(ι)

// // H0(C•S)
H0(WV )

// 0
0 // H2(C•S)
  // K0(A1) // // H0(C•S) // 0,
where H0(C•S) = ker δ0, H0(WV ) = WV |ker δ0 . For tilings of dimension 1, H2(C•S) =
0. For tilings of dimension 2, H2(C•S) = Z and H2(WF ) = id.
Proof. The first diagram is simply restating the one in Lemma 4.25 but with explicit
formulas for the connecting maps, which were computed in the lemmas 4.27, 4.31,
4.29. We now show the second statement of the theorem, namely that K1(ι) =
H1(WE). From the six-term exact sequence in Eq. (4.7) we get the following
diagram with exact rows
0 // K1(A0)
K1(α)

  // K1(B0)
K1(β)

δ˜1 // K0(I0)
K0(α′)

0 // K1(A1) 
 // K1(B1) δ˜
1
// K0(I1)
as K1(In) = 0. The diagram commutes because of naturality of δ˜1, because the
diagram in Eq. (4.20) commutes, and because Kj(φ ◦ψ) = Kj(φ) ◦Kj(ψ), j = 1, 2.
(cf. [36, Prop. 9.1.5, p. 157]). Hence by this diagram
K1(ι) = K1(α) = K1(β)|ker δ˜1 ,
where the first equality follows from the invariance under homotopy of K-theory,
and the second equality is up to the isomorphism K1(An) ∼= ker δ˜1. By the diagram
in Eq. (4.23) we get
K1(β)|ker δ˜1 = [K1(β′)|ker δ1 ]Im δ0
= [WE |ker δ1 ]Im δ0
= H1(WE),
where the first equality is up to the isomorphism ker δ˜1 ∼= ker δ1Im δ0 , and [WE |ker δ1 ]Im δ0
denotes the map [x]
Im δ0
7→ [W
E
(x)]
Im δ0
for x ∈ ker δ1.
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We now show the last statement of the theorem. By Eq. (4.7) and Eq. (4.8)
and naturality of the index map (and hence naturality of δ1) we get the following
commutative diagram with exact rows
0 // K0(I0)Im δ1
  //
[K0(α′)]Im δ1

K0(A0)
K0(ι)

// // K0(B0)
K0(β)

// 0
0 // K0(I1)Im δ1
  // K0(A1) // // K0(B1) // 0,
and note that
[K0(α′)]Im δ1 = [WF ]Im δ1 = H
2(WF ).
By the six-term exact sequence in Eq. (4.3) and naturality of the exponential map
we get the following commutative diagram with exact rows
0 // K0(B0)
K0(β)

  // K0(C0)
K0(γ)

δ0 // K1(J0)
K1(β′)

0 // K0(B1) 
 // K0(C1) δ
0
// K1(I1)
Thus
K0(β) = K0(γ)|ker δ0 = WV |ker δ0 = H0(WV ),
where the first equality is up to the isomorphism K0(Bn) ∼= ker δ0.
For tilings of dimension 2, it holds, by Lemma 4.5, that
K0(In)
Im δ˜1
∼= Z
sF
Im δ˜1
= Z
sF
Im δ1
∼= Z
[WF ]Im δ1 = 1.
Note that in the last isomorphism, any face f yields a generator of Z. Now
WF ([f ]) = [f ′] in the notation of the definition of homotopy (cf. Definition 4.6),
corresponds to the identity map Z→ Z, which we denote by 1. 
Definition 4.33 (Stable(S)). For k ∈ {0, 1, 2}, we define the stable cohomology
groups for the fixed tiling T as
HkS := lim→ (H
k(C•S), Hk(W •)),
where the chain complex C•S and chain map W • were defined right above Theorem
4.32. Here the notation is
lim→ (X,A) := lim→ X
A // X
A // X
A // .
The K-theory groups K0(S′), K1(S′) for the C∗-algebra S′ can be expressed in
terms of the stable cohomology groups H0S , H1S , H2S as is shown in the following
theorem.
Theorem 4.34. For tilings of dimension 1 or 2, the group K1(S′) is given by
K1(S′) = H1S ,
and the group K0(S′) fits into the short exact sequence
0 // H2S
  // K0(S′) // // H0S // 0.
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Moreover, in dimension 1 it holds, H2S = 0, H1S = Z, and in dimension 2 it holds
H2S = Z.
Proof. By Proposition B.4 we have that
S′ = lim→ A0
ι0 // A1
ι1 // . . . .
By [36, Theorem 6.3.2]
Kj(S′) = lim→ Kj(A0)
Kj(ι0) // Kj(A1)
Kj(ι1) // . . . j = 0, 1.
Then, by Theorem 4.32, we get the statements of the theorem, where for the second
statement, we use the fact that the direct limit of a directed system of short exact
sequences of abelian groups is a short exact sequence because the direct limit is an
exact functor in the category of abelian groups. 
Unlike in the unstable case (cf. Theorem 1.4), we do not know whether the
short exact sequence in Theorem 4.34 splits, since H0S is not necessarily projective,
i.e. isomorphic to Z` for some ` ∈ N0.
4.6. Properties.
Proposition 4.35. The short exact sequence in Eq. (4.1) does not split.
Proof. Suppose for contradiction that the short exact sequence splits, that is, there
exists a section σ : Cn → Bn. Since σ is in particular a ∗-homomorphism, σ˜(p) is a
projection for any projection p ∈M`(C˜n), ` ∈ N. Then by the continuous functional
calculus, exp(2piiσ˜(p)) = I. By [36, Prop. 12.2.2(i)], δ0([p]0 − [s(p)]0) = [I]1 = 0,
i.e. the exponential map δ0 is the zero map. This, together with Eq. (4.4), implies
that there is only 1 prototile, a contradiction since the tiling T is aperiodic. 
Proposition 4.36. For tilings of dimension 2, the short exact sequence in Eq. (4.2)
does not split.
Proof. Suppose for contradiction that the short exact sequence splits, that is, there
exists a section σ : Bn → An. Since σ is in particular a ∗-homomorphism, v := σ˜(u)
is a unitary for any unitary u ∈ M`(B˜n), ` ∈ N. Thus p := 1 − v∗v = 0 and
q := 1−vv∗ = 0. By [36, Prop. 9.2.2], δ˜1([u]1) = [p]0− [q]0 = 0, i.e. the exponential
map δ˜1 is the zero map, and hence also δ1 is the zero map. This together with
Eq. (4.12) implies that there is only 1 prototile, a contradiction since the tiling T
is aperiodic. 
Proposition 4.37. The C∗-algebra S′ is not unital. (But this does not rule out
that S might be unital).
Proof. It is well-known that the C∗-algebra of compact operators K is never unital
on an infinite dimensional Hilbert space H, since the identity I ∈ B(H) is not a
compact operator. The quotient of a unital C∗-algebra is unital because the class
[I] is the identity in the quotient. Since, by Eq. (4.1), the compacts K is a quotient
of Bn = C∗r (Rn|X1), Bn is not unital. Similarly, by Eq. (4.2), An = C∗r (Rn) is non-
unital. Hence S′ must be non-unital, since all the algebras forming the limit are
non unital. Cf. [36, Exc.6.7(iii)] which uses that the inclusion map An → An+1 is
injective. This is because an element of a unital C∗-algebra with distance less than
1 to the identity is invertible, so if the limit algebra is unital then the individual
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algebras must be unital from a certain step. Tensoring with the compact operators
will turn a unital C∗-algebra into an non-unital C∗-algebra Morita equivalent to the
first. So S′ non unital does not rule out the possibility that S might be unital. 
Proposition 4.38. Let n ∈ N. Then, the ideal Jn of Bn (d=1) in Definition 4.1
does not contain any projections other than the zero projection. Hence Bn is not
AF. (The same holds for d=2). This does not prove though that S′ is not AF.
However, we can decide this from K1(S′).
Proof. If p ∈ C0((0, 1),K(`2([edge]))) is a projection, then p : (0, 1)→ K(`2([edge]))
is continuous vanishing at the endpoints. Since the map p(t) 7→ ||p(t)|| is continu-
ous and since p(t) is a projection, its norm is 0 or 1. Since (0, 1) is connected, and
since the image of connected sets under continuous maps is connected, the map
p(t) 7→ ||p(t)|| is either 0 or 1. Since it vanishes at the endpoints, it has to be zero.
In particular Jn is not AF. Any ideal in an AF algebra is AF. Hence Bn is not AF.
(Recall that an AF-algebra is the norm closed linear span of its projections. This is
because it is an inductive limit of finite dimensional C∗-algebras (which are direct
sums of matrix algebras), and every finite dimensional C∗-algebra is the linear span
of its projections.) 
5. Stable-Unstable relationship
In this section we relate the K-theory of U to theK-theory of S. On the one hand,
the K-theory of S, as shown in Section 4, is given in terms of the stable cohomology
via a skeletal decomposition. On the other hand, the K-theory of U is well-known
to be given in terms of the Cˇech cohomology also via a skeletal decomposition. We
will relate the so-called stable-transpose homology to Cˇech cohomology via PE-
cohomology and PE-homology. In particular, the stable-transpose homology is a
simpler method for computing the K-theory of U .
Recall that Ω denotes the continuous hull, ω : Ω → Ω denotes the substitution
map, which is a homeomorphism, and λ > 1 denotes the inflation factor. Define
the tiling space
Ωn := λ−nΩλn, n ∈ Z,
with inflation factor λ and substitution map ωn : Ωn → Ωn given by
ωn := Ad(λ−n)ωAd(λn) n ∈ Z,
where Ad(λ) : Ω→ λΩλ−1 is defined by
Ad(λ)(T ) := λTλ−1.
Fix a substitutional tiling T ∈ Ω. We can then construct the sequence of tilings
Tn := λ−nωn(T )λn ∈ Ωn, n ∈ Z,
whose tiles shrink as n increases. Furthermore we can construct the following
commutative diagram
· · · // T−2 
ω˜−2 //

θ2 //
T−1
 ω˜−1 //

θ1 ##
T0
 ω˜0 //
_
id

T1
 ω˜1 //8
θ−1{{
T2;
θ−2oo
 //
T0
· · ·
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where T0 := T , θ0 := id, and
ω˜n := Ad(
1
λ
)ωn, n ∈ Z.(5.1)
θn := ω−nAd(λn), n ∈ Z.
If p is a prototile of T0 then λ−np is a prototile of tiling Tn, n ∈ Z. Moreover, the
prototile λnp coincides with ωn(p) as sets.
Example 5.1. Consider the Fibonacci tiling with protoedges a, b of lengths |a| = 1,
|b| = 1/φ, (λ = φ=golden ratio) and substitution rule ω(a) = ab, ω(b) = a. The
tilings T1, T0, T−1, T−2 are shown in the following picture.
aˆ bˆ aˆ aˆ bˆ
a
λ
b
λ
a
λ
a
λ
b
λ
a b a a b a
T1 := 1λω(T )λ
T0 := T
T−1 := λω−1(T ) 1λ
T−2 := λ2ω−2(T ) 1λ2
a′ b′ λa λb
a′′ λ2a
Note that the edge a′ = λa ∈ T−1 coincides with the patch ω(a) = ab ⊂ T0 as sets,
i.e. a′ is “tiled” with ω(a).
We then define the equivalence relation Rn (for Tn) on Rd as
Rn := R(Tn) =
1
λn
R(ωn(T )), n ∈ Z,
where
R(Tn) := {(x, y) ∈ R2d | Tn(x)− x = Tn(y)− y},
and recall that Tn(x) is the patch made of all the tiles in tiling Tn that contain x.
We equip these equivalence relations with the subspace topology of R2d. Then
· · · ⊂ R−2 ⊂ R−1 ⊂ R0 ⊂ R1 ⊂ R2 ⊂ · · ·
and Rn is open in Rn+1, n ∈ Z (cf. Subsection 3.1). We have the directed system
of chain complexes indexed by Z
· · · // C•S(R−1)
W•−1 // C•S(R0)
W•0 // C•S(R1)
W•1 // C•S(R2)
W•2 // · · · ,
where C•S(R0) and W •0 are defined in the diagram of Lemma 4.25 in terms of the
compacts and of the stable cells of T0 and simplified in Eq. (4.28). The remaining
C•S(Rn) and W •n are defined similarly in terms of the compacts and of the stable
cells of Tn. They are independent of n because Tn has the same stable cells as T0
up to shrinking. Applying the contravariant Hom(—,Z) functor we get
· · · // CST• (R1)
W•0
t
// CST• (R0)
W•−1
t
// CST• (R−1)
W•−2
t
// CST• (R−2)
W•−3
t
// · · · ,
where CST• (Rn) := C•S(Rn)t. Note that we used the transpose instead of Hom(—,Z)
since the groups we take the transpose of are finitely generated free abelian groups
with a fixed basis (the stable cells of Tn). Recall that the category of abelian groups
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is cocomplete, i.e. all small colimits (in particular all direct limits) exist. Hence,
we can define the abelian groups
HkS := lim→ (· · ·
Hk(W•−1) // Hk(C•S(R0))
Hk(W•0 ) // Hk(C•S(R1))
Hk(W•1 ) // · · · ),
HSTk := lim→ (· · ·
Hk(W•0
t) // Hk(CST• (R0))
Hk(W•−1
t)
// Hk(CST• (R−1))
Hk(W•−2
t)
// · · · ).
Since all chain complexes are independent of n, it makes sense to define them more
succinctly as follows
Definition 5.2 (Stable-Transpose(ST), Stable(S)). For k ∈ {0, 1, 2}, define the
homology and cohomology groups
HSTk := lim→ (Hk(C
ST
• ), Hk(W •
t))
HkS := lim→ (H
k(C•S), Hk(W •)),
where we repeat the definition of HkS from Definition 4.33. When we want to
emphasize the tiling T we will write HSTk (T ) and HkS(T ) instead. Here the notation
is
lim→ (X,A) := lim→ X
A // X
A // X
A // .
In Section 4 we related the stable cohomology HkS to the K-theory of the stable
C∗-algebra S. Next we present a series of definitions, which are necessary for us
to relate the stable-transpose homology HSTk to the K-theory of the unstable C∗-
algebra U via the Cˇech cohomology of Ω (cf. Section 2).
Define the relation
Definition 5.3 (Rn-equivalent sets). Let n ∈ Z. Two bounded subsets σ1, σ2 ⊂ Rd
are said to be Rn-equivalent, σ1 ∼Rn σ2, if there exists x ∈ Rd such that σ1 = σ2+x
and Tn(σ◦1) = Tn(σ◦2) + x. (Recall that for tiling T ′, T ′(σ) denotes the patch made
of all the tiles containing at least a point of σ).
Note that x in the definition is unique: If σ1 = σ2 + x then we can write
xi = sup pi(σ1)− sup pi(σ2),
where pi : Rd → R is the projection onto the i-th coordinate. Since the sets
σ1, σ2 are bounded, their supremums on each coordinate are unique and hence
x = (x1, . . . , xn) is uniquely determined by σ1 and σ2.
It is straightforward to check that the above Rn-equivalence is an equivalence
relation on the set of bounded subsets of Rd. For instance, transitivity is just
addition of vectors. Moreover, this definition reduces to Definition 3.3(stable cells)
when applying it to the k-cells of Tn. We use the standard convention that a vertex
has no boundary.
Definition 5.4 (Combinatorial ball T ′m(σ)). Let m ∈ N0, let T ′ be a tiling, and let
σ ⊂ Rd be a bounded subset. Define the combinatorial ball T ′m(σ) of combinatorial
radius m and combinatorial center σ to be the patch T ′(· · · (T ′(σ))) done m times.
The combinatorial ball T ′m(σ) induces the following relation:
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Definition 5.5 (T ′m-equivalent sets). Let m ∈ N0, and T ′ a tiling. Two bounded
subsets σ1, σ2 ⊂ Rd are said to be T ′m-equivalent, which we denote by σ1 ∼T ′m σ2,
if there exists x ∈ Rd such that σ1 = σ2 + x and T ′m(◦σ1) = T ′m(◦σ2) + x.
It is straighforward to check that the above relation ∼T ′m is actually an equiva-
lence relation on the set of bounded subsets of Rd and that the vector x is unique.
The proof is the same as for the Rn-equivalence relation.
5.1. Borel-Moore chains. We start by defining some subchain complexes of the
Borel-Moore chain complex on a tiling T ′. These definitions are equivalent to
definitions in [42].
Definition 5.6 (BM k-chain for tiling T ′). Let k ∈ {0, 1, 2} be fixed, and let
ξ :=
∑
σ closed k-cell of T ′
Kσ σ,
where Kσ ∈ Z for all k-cells σ ∈ T ′. We say that the k-chain ξ is Borel-Moore (BM
for short).
We remark that all integers Kσ in the above sum can be non-zero. This is
in contrast with the definition of a standard cellular k-chain where only a finite
number of the Kσ’s are allowed to be nonzero.
Definition 5.7 (PE k-chain for tiling T ′). Let k ∈ {0, 1, 2} be fixed, and let
ξ :=
∑
σ closed k-cell of T ′
Kσ σ,
where Kσ ∈ Z for all k-cells σ ∈ T ′. We say that the k-chain ξ is pattern-equivariant
(PE for short) if the following condition is satisfied:
(5.2) ∃m ∈ N0 : ∀σ, σ′ k-cells of T’ : σ ∼T ′m σ′ =⇒ Kσ = Kσ′ .
If ξ is a PE k-chain, then by definition there exists an m0 such that the condition
in Eq. (5.2) is satisfied. We would like to remark that the condition is also satisfied
for any integer m > m0.
We define the chain complex
(5.3) 0 // CBM,PE2 (T ′)
∂2 // CBM,PE1 (T ′)
∂1 // CBM,PE0 (T ′) // 0
where CBM,PEk (T ′), k ∈ {0, 1, 2}, is an abelian group whose elements are exactly all
the PE k-chains, and where the differentials ∂k are the standard cellular boundary
maps.
Example 5.8. For the Fibonacci tiling, an example of a sequence (Ke)e∈T of edges
that yield a PE 1-chain with m ≥ 0 is
T
Ke2 3 2 2 3 2 3 2 2 3 2
a b a a b a b a a b a
and with m ≥ 1 is (m=0 does not work here)
T
Ke? 4 5 3 4 2 4 5 3 4 ?
a b a a b a b a a b a
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where Kaab = 3,Kaba = 4,Kbaa = 5,Kbab = 2, and the underlined letter denotes
the center of the combinatorial ball.
An example of a sequence (Kv)v∈T of vertices that yield a PE 0-chain with m ≥ 0
is
T
Kv? 5 5 5 5 5 5 5 5 5 5 ?
a b a a b a b a a b a
and with m ≥ 1 is (m=0 does not work here)
T
Kv? 1 2 0 1 2 1 2 0 1 2 ?
a b a a b a b a a b a
where Ka.a = 0, Ka.b = 1, Kb.a = 2.
Definition 5.9 ((T−`, R−n) k-chain). Let n ∈ Z and let ` ≤ n. Let k ∈ {0, 1, 2}
be fixed, and let
ξ :=
∑
σ closed k-cell of T−`
Kσσ,
where Kσ ∈ Z for all k-cells σ ∈ T . We say that the k-chain ξ is a (T−`, R−n)
k-chain if the following condition is satisfied
(5.4) ∀σ, σ′ k-cells of T−`: σ ∼R−n σ′ =⇒ Kσ = Kσ′ .
A (T−`, R−n) k-chain complex is a PE-chain complex for tiling T−`. This
amounts to showing that there exists an m ≥ 0 such that the map
fm,n,k([σ]Tm−`) := [σ]R−n , σ ∈ T−` is a k-cell,
is well-defined. For instance consider the Fibonacci tiling and ` = 0, n = 1: We get
a well-defined map on the edges (k = 1) if we choose a combinatorial radius m = 1,
and on vertices (k = 0) if we choose a combinatorial radius m = 2. Namely, using
the notation of Example 5.28, fm,n,k on the 1-balls of edges is given by
baa 7→ b′e0 bab 7→ a′e0 aab 7→ a′e0 aba 7→ a′e1 ,
where the underlined letter denotes the center of the combinatorial ball. On the
2-balls of vertices, fm,n,k is
aa.ba 7→ a′v1 ab.aa 7→ a′.b′ ab.ab 7→ a′.a′ ba.ab 7→ b′.a′ ba.ba 7→ a′v1 .
Definition 5.10 (C•(T−`, R−n)). Define the abelian group Ck(T−`, R−n) to be
the subgroup of CBM,PEk (T−`) whose elements are the (T−`, R−n) k-chains. Here
k ∈ {0, 1, 2}, n ∈ Z, ` ≤ n. The chain complex C•(T−`, R−n) is then a subchain
complex of the chain complex in Eq. (5.3) (with T ′ = T−`) by restricting the
differentials.
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For the fixed tiling T , we now construct the approximate sequence of chain maps
(not a short exact sequence)
(5.5)
0 // C2(T,R0)
∂2 //
q2 i2

C1(T,R0)
∂1 //
q1 i1

C0(T,R0) //
q0 i0

0
0 // C2(T,R−1)
∂2 //
q
(1)
2 i
(1)
2

C1(T,R−1)
∂1 //
q
(1)
1 i
(1)
1

C0(T,R−1) //
q
(1)
0 i
(1)
0

0
0 // C2(T,R−2)
∂2 //
q
(2)
2 i
(2)
2

C1(T,R−2)
∂1 //
q
(2)
1 i
(2)
1

C0(T,R−2) //
q
(2)
0 i
(2)
0

0
  
0 // C∞2 (T )
∂2 // C∞1 (T )
∂1 // C∞0 (T ) // 0.
The direct limit chain complex
C∞• (T ) := lim→ C•(T,R0)
i
(0)
• // C•(T,R−1)
i
(1)
• // C•(T,R−2)
i
(2)
• // ,
where C∞k (T ) := ∪n∈N0Ck(T,R−n), is quasi-isomorphic to the chain complex in
Eq. (5.3) by [42, Lemma 4.13]. Recall that a quasi-isomorphism is by definition a
morphism of chain complexes that becomes an isomorphism after taking homology.
We will only describe in detail the chain maps between C•(T,R0) and C•(T,R−1)
because the maps for higher n behave similarly.
A basis element for Ck(T−`, R−n), n ∈ Z, ` ≤ n, is a (T−`, R−n) k-chain
I([σ]R−n) :=
∑
σ′∈[σ]R−n
σ′,
where σ ∈ T−` is a closed k-cell. Choose k-cell σ ∈ T` from each R−n equiva-
lence class to get a whole basis. Unless ambiguity arises, we will denote I([σ]R−n)
simply as [σ]R−n . Since R−(n+1) ⊂ R−n then for any k-cell σ ∈ T−`, the set
[σ]R−n is partitioned with the equivalence relation R−(n+1). Thus a basis element
of Ck(T−`, R−n) equals a (finite) sum of basis elements of Ck(T−`, R−(n+1)). Hence
Ck(T−`, R−n) is a subgroup of Ck(T−`, R−(n+1)). Define C•(T−`, R−n) to be the
transpose of C•(T−`, R−n) with respect to the above basis, that is the abelian group
Ck(T−`, R−n) can and will be given the basis of Ck(T−`, R−n), but the differentials
of C•(T−`, R−n) are
(5.6) δk := ∂tk+1.
5.2. Stable Transpose homology (ST). In this subsection we relate the stable
transpose homology with Cˇech cohomology. Moreover, we show that the stable
cohomology and stable transpose homology are always torsion free for tilings of
the line. For tilings of the plane, we show that only H1S and HST0 can contain
torsion. In the absence of torsion, we show that HkS = lim→ (Z
nk , Ak) and HSTk =
lim→ (Z
nk , (Ak)t) for some matrix Ak ∈ Mnk(Z). We start with some technical
definitions and lemmas.
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Definition 5.11 (replacing equivalence relation). We define the cochain map r• :
C•(T,R−1)→ C•(T,R0) by
rk([σ]R−1) := [σ]R0 σ ∈ T is a k-cell,
for k ∈ {0, 1, 2}.
Definition 5.12 (inclusion). Let k ∈ {0, 1, 2}. Let σ ∈ T be a k-cell, and suppose
that [σ]R0 = [σ1]R−1 unionsq · · · unionsq [σj ]R−1 for some j ∈ N. The inclusion chain map
i• : C•(T,R0)→ C•(T,R−1) in the basis given above and evaluated at σ is
ik(I([σ]R0)) := I([σ1]R−1) + · · ·+ I([σj ]R−1).
Since rk([σi]R−1) = [σi]R0 = [σ]R0 for i = 1, . . . , j, the inclusion ik is the trans-
pose of rk
(5.7) ik = (rk)t.
Definition 5.13 (relabeled parent map). Let k, j ∈ {0, 1, 2}. Since T−1 and
λω−1(T ) are the same as tilings, for every j-cell σ′ ∈ T−1 there is a cell σ ∈ ω−1(T ),
such that σ′ = λσ. In particular ω(σ) ⊂ T . Moreover, σ′ and ω(σ) are equal as
sets. We say that σ′ is the parent of a k-cell τ (k ≤ j) if ◦τ is in ω(◦σ). Note that
the parent of a cell is unique and the parent always has at least the dimension of
the cell. We define the cochain map g′• : C•(T,R−1)→ C•(T−1, R−1) by
g′k([τ ]R−1) :=
{
δσ,τ · [λσ]R−1 if λσ is a k-cell of T−1
0 else,
where τ ∈ T is a k-cell such that ◦τ ∈ ω(◦σ). Informally, and ignoring signs, the map
g′k maps a cell τ to its parent λσ if λσ has the same dimension as τ , else it maps
τ to 0 (i.e. when λσ has a higher dimension).
We define the cochain map g• : C•(T,R−1)→ C•(T,R0) by
gk := Λ′k ◦ g′k, k ∈ {0, 1, 2},
where (Λ′k)−1 : Ck(T0, R0)→ Ck(T−1, R−1) is the isomorphism that identifies the
k-stable cells σ ∈ T with the expanded k-stable cells λσ + x ∈ T−1
(5.8) (Λ′k)−1([σ]R0) := [λσ + x]R1 ,
where x is a translational vector such that λσ + x ∈ T−1.
Definition 5.14 (relabeled children map). The chain map q• : C•(T,R0) →
C•(T,R−1) is defined as
qk := (gk)t k ∈ {0, 1, 2},
i.e. qk is the transpose of the relabeled parent map gk.
This definition of q• coincides with that of q• in [42, Lemma 4.14], and by the
same lemma, q• is a quasi-isomorphism, i.e. it is an isomorphism when one takes
homology.
Definition 5.15 (a section). Let h′1 : T → T−1 be the homotopy defined in Sub-
section 4.2 but for tiling T−1 instead of tiling T0. That is, on the (expanded)
prototiles of T−1, the definition of h′1 is the same as the definition of h1 on the
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prototiles of T0 up to expanding by the factor λ. We define the cochain map
s′• : C•(T−1, R−1)→ C•(T,R−1) by
s′k([σ′]R−1) :=
∑
τ∈ω˜−1 (T−1(
◦
σ′))
h′1(τ)=σ
′
δσ′,τ · [τ ]R−1 ,
where σ′ is k-cell of T−1, and τ is k-cell of T , and ω˜−1 : T−1 → T is the map defined
in Eq. (5.1). Note that ω˜−1(T−1(
◦
σ′)) ⊂ T0 is, as a set, the stable cell T−1(◦σ′); this
set is tiled with prototiles of T0 via ω˜−1 .
We define the cochain map s• : C•(T,R0)→ C•(T,R−1) as
sk := s′k ◦ (Λ′k)−1, k ∈ {0, 1, 2},
where Λ′k was defined in Eq. (5.8).
By the following two lemmas, the maps sk commute with the differentials δk.
Lemma 5.16. For dimension d ≤ 2, the following diagram commutes
C1(T−1, R−1) s
′1
//
δ1

C1(T0, R−1)
δ1

C2(T−1, R−1) s
′2
// C2(T0, R−1).
Proof. We will assume that d = 2, otherwise the lemma trivially holds. To help the
reader with the notation, we will use Fig. 9 as intuition. Moreover, in this proof [·]
denotes [·]R−1 . Let T−1(
◦
e′) = {t′1, t′2} be a stable edge, for some edge e′ ∈ T−1 of
two tiles t′1, t′2 ∈ T−1, and assume e′ has same orientation as one of the edges of t′1,
and e′ has opposite orientation as one of the edges of t′2. Then
δ1([e′]) = [t′1]− [t′2].
We remark that if t′ ∈ T−1 is a prototile (i.e. a stable face), then all the shrunk
tiles in ω˜−1(t′) ⊂ T0 are representatives of the (T0, R−1)-equivalence classes. By
definition of h′1, there are unique tiles t1, t2 ∈ T0 such that h′1(t1) = t′1 and h′1(t2) =
t′2. Hence
s′2(δ1([e′])) = [t1]− [t2].
On the other hand, by definition of h′1, there is a chain of tiles τ0|τ1|τ2| · · · |τn from
τ0 := t1 to τn := t2 such that the edges i := τi|τi+1 ∈ T0 homotope to e′, i.e.
h′1(i) = e′. Indeed, by definition of h′1 (cf. Definition 4.6(3(iii))) there is a unique
edge e ∈ ω˜−1(t′1) ⊂ T0 such that e ∈ e′. Again, by definition of h′1 (cf. Definition
4.6(3(iv))), a tile τ ∈ ω˜−1(t′1) ⊂ T0 that contains the edge e contains exactly two
edges that homotope to e′ whenever τ 6= t1, else τ = t1. There is a finite number of
cells to go through, so the chain ends eventually in an edge of t1. By connectedness
of h−11 (e′), all the edges in ω˜−1(t′1) which homotope to e′ are contained in the chain.
A similar argument holds for tile t2. We can assume that the edges homotoping
to e′ preserve the orientation, since we can replace [] with [ˇ] = −[] without
changing the resulting value of δ1(s1([e′])), where ˇ is the edge  but with opposite
orientation. Then
s′1([e′]) = [1] + · · ·+ [n−1].
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t′1
e′
t′2
T−1(
◦
e′)
τ0 := t1
τ1
τ2
τ3
τ4
τ5 := t2
ω˜−1(T−1(
◦
e′))e
Figure 9. The stable edge T−1(
◦
e′) tiled with the patch
ω˜−1(T−1(
◦
e′)) ⊂ T0.
Thus
δ1(s1([e′])) = ([t1]− [τ1]) + ([τ1]− [τ2]) + · · ·+ ([τn−1]− [t2]])
= [t1]− [t2].

Lemma 5.17. For dimension d ≤ 2, the following diagram commutes
C0(T−1, R−1) s
′0
//
δ0

C0(T0, R−1)
δ0

C1(T−1, R−1) s
′1
// C1(T0, R−1).
Proof. In this proof, [·] denotes [·]R−1 . Let T−1(v′) be a stable vertex, for some
vertex v′ ∈ T−1. Suppose that e′1, . . . , e′n are all the edges in T−1(v′) for which one
of its vertices is v′. We will assume that e′j , j = 1, . . . , n, is oriented so that v′
is a final vertex since we can replace [e′j ] with [e˘′j ] = −[e′j ] without changing the
resulting value of s′1(δ0([v′])), where e˘′j is the edge e′j with reversed orientation.
Then
s′1(δ0([v′])) = s′1([e′1]) + · · · s′1([e′n]).
Suppose that T−1(
◦
e1
′) = {t′1, t′2} such that e′1 matches the orientation of one of
the edges of t′1, and e′1 with reverse orientation matches one of the edges of t′2.
Suppose that ej1, . . . ejmj are all the edges whose interior is in ω˜−1(
◦
t′j) ⊂ T0 and
that homotope to e′1, where j = 1, 2. We assume here as well that the edges
homotoping to e′1 preserve the orientation, since the resulting value would not
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change by similar reasons as above. Then
s′1([e′1]) = [e1] + [e11] + · · ·+ [e1m1 ] + [e21] + · · ·+ [e2m2 ],
where e1 is the unique edge in ω˜−1(e′1) that homotopes to e′1.
On the other hand, consider all the vertices in ω˜−1(T−1(v′)) ⊂ T0 which homo-
tope to v′: If two of these vertices are connected by an edge e of T0, then, in the
resulting value of δ0(s′1([v′])), we get the term +[e] (coming from the final vertex)
and the term −[e] (coming from the initial vertex), and hence, after cancellation,
[e] does not occur. After removing such edges, all the edges in δ0(s′1([v′])) must
homotope to one of the e′i’s. We conclude that the terms in δ0(s′1([v′])) coming
from edges homotoping to e′1 are
[e1] + [e11] + · · ·+ [e1m1 ] + [e21] + · · ·+ [e2m2 ].
It follows that s′1(δ0([v′])) = δ0(s′1([v′])). 
Next we will prove four auxiliary results, that will be necessary in our main
theorems.
Lemma 5.18. For k ∈ {0, 1, 2}, the map sk is a section of the relabeled parent
map gk, that is
gk ◦ sk = id.
Proof. By the standard isomorphism Λ′ that identifies stable cells T with stable
cells of T−1, it suffices to show that g′k ◦ s′k = id. We get
g′k(s′k([σ′]R−1)) =
∑
τ∈ω˜−1 (T−1(
◦
σ′)), h′1(τ)=σ′
δσ′,τ · g′k([τ ]R−1) = [σ′]R−1 ,
where the last equality is because of the following: First, σ′ is a k-cell in T−1.
Second, all the k-cells τ ∈ ω˜−1(T−1(
◦
σ′)) with h′1(τ) = σ′ that don’t lie inside σ′ (as
sets) vanish under g′k because the parent of τ is a j-cell of T−1 of dimension j > k.
Third, exactly one k-cell τ0 ⊂ σ′ homotopes to σ′ (cf. Subsection 4.2 adapted to
h′1). Hence τ0 is the only k-cell for which g′k is nonzero. Since g′k([τ0]R−1) = [σ′]R−1
the equality follows. 
Lemma 5.19. We have
(5.9) C•S = C•(T,R0) and CST• = C•(T,R0).
Proof. Recalling that C•(T,R0) := C•(T,R0)t where the right hand side is given
the standard basis, it is easy to see that
C•S = C•(T,R0).
Namely, the basis elements of CkS are the stable classes [σ]R0 , where σ ∈ T0 is a
k-cell. As explained at the end of Subsection 5.1, the basis elements of Ck(T,R0)
are also the equivalence classes [σ]R0 where σ ∈ T0 is a k-cell. Moreover, the
differentials for C•S in Eq. (1.7) and Eq. (1.8) agree with those for C•(T,R0) given
in Eq. (5.6). Applying the transpose to both sides, we get
CST• = C•S
t = C•(T,R0)t = (C•(T,R0)t)t = C•(T,R0).

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Lemma 5.20. For k ∈ {0, 1, 2}, the connecting maps W k : CkS → CkS can be
obtained from the replacing-equivalence-relation chain map rk and the section chain
map sk by the following equality:
W k = rk ◦ sk, k ∈ {0, 1, 2}.
Proof. By the standard isomorphism Λ′k in Eq. (5.8) that identifies stable k-cells of
T−1 with stable k-cells of T , and by Λk defined similarly, that identifies the stable
k-cells of T with stable k-cells of T1, it suffices to show that W k0 : Ck(T0, R0) →
Ck(T1, R1) given by
W k0 ([σ]R0) :=
∑
τˆ∈ω˜0(T (σ◦)), h1(τˆ)=σ
δσ,τˆ [τˆ ]R1
has the same matrix as rk ◦s′k : Ck(T−1, R−1)→ Ck(T,R0) in their standard basis.
This holds because the composition is
rk(s′k([σ′]R−1)) =
∑
τ∈ω˜−1 (T−1(
◦
σ′)), h′1(τ)=σ′
δσ′,τ · rk([τ ]R−1)
=
∑
τ∈ω˜−1 (T−1(
◦
σ′)), h′1(τ)=σ′
δσ′,τ · [τ ]R0 .

Lemma 5.21. For k ∈ {0, 1, 2}
Hk(W •t) = Hk(q•)−1Hk(i•).
Proof. Applying the functor Hk(( )t) to the cochain map W • : C•S → C•S we get
the following map
Hk(W •t) : Hk(C•S
t)→ Hk(C•St).
Since W • = r• ◦ s• and g• ◦ s• = id• and r• = it• and g• = qt•, and q• is a
quasi-isomorphism we have that
Hk(W •t) = Hk(s•t)Hk(r•t) = Hk(q•)−1Hk(i•).

Recall that the tiling space Ω is assumed to be FLC, and that the substitution
map ω is primitive and injective.
Theorem 5.22. Let T ∈ Ω be a tiling of dimension less or equal to two, with convex
prototiles. For k ∈ {0, 1, 2}, the stable-transpose-homology groups are related to the
Cˇech cohomology groups by
HSTk (T ) = H˘d−k(Ω).
Proof. Let
H∞k := lim→ (Hk(C•(T,R0)), Hk(q•)
−1Hk(i•)).
Then, by Lemma 5.19 and Lemma 5.21, we have that
HSTk = H∞k k ∈ {0, 1, 2}.
The theorem follows by the previous equality and by the isomorphisms
H∞k ∼= HPEk ∼= Hd−kPE ∼= H˘d−k(Ω),
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where the first isomorphism is by [42, Thm. 4.5], the second is by [42, Thm. 2.2], and
the third isomorphism is in [23], [25], [38]. We should remark that the first isomor-
phism factors through Hk(C∞• (T )). Namely, the groups H∞k and Hk(C∞• (T )) are
obtained by taking direct limit of the rows in the following commutative diagram
whose vertical maps are isomorphisms
(5.10)
Hk(C•(T,R0))
Hk(W•t) //
id

Hk(C•(T,R0))
Hk(W•t) //
Hk(q•)

Hk(C•(T,R0))
Hk(W•t) //
Hk(q(1)• ◦q•)

Hk(C•(T,R0))
Hk(i•) // Hk(C•(T,R−1))
Hk(i(1)• ) // Hk(C•(T,R−2))
Hk(i(2)• ) // ,
and one also uses that C∞• (T ) ↪→ CBM,PE• (T ) is a quasi-isomorphism. 
Remark 5.23. For tilings with non-convex prototiles, one can either refine the
substitution using convex tiles, or adapt a recipe similar to the Kites-Darts Penrose
tiling shown in [42, Example 4.3].
We should remark that we denote cohomology groups in the following theorem
using the notational convention given in Subsection 2.1.
Theorem 5.24. With notation from the beginning of this section, the following
diagram commutes, and the rows in the diagram are short exact sequences which
split (non-canonically)
0 // Ext1Z(Hk+1(C•S),Z) //
Ext1Z(H
k+1(W•),Z)

Hk(CST• ) //
Hk(W•t)

Hom(Hk(C•S),Z) //
Hom(Hk(W•),Z)

0
0 // Ext1Z(Hk+1(C•S),Z) // Hk(CST• ) // Hom(Hk(C•S),Z) // 0.
Proof. Applying the universal coefficient theorem (UCT) for cohomology to the
chain map W • : C•S → C•s (using the notation of Subsection 2.1) we get the
following commutative diagram, where the rows are short exact sequences which
split (non-canonically)
0 // Ext1Z(Hk+1(C•S),Z) //
Ext1Z(H
k+1(W•),Z)

Hk(Hom(C•S ,Z)) //
Hk(Hom(W•,Z))

Hom(Hk(C•S),Z) //
Hom(Hk(W•),Z)

0
0 // Ext1Z(Hk+1(C•S),Z) // Hk(Hom(C•S ,Z)) // Hom(Hk(C•S),Z) // 0.
The result follows by identifying Hom(C•S ,Z) with CST• . 
Definition 5.25 (S-tor, ST-torFree). Define the following homology groups
HS-tork := lim→
(
Ext1Z(Hk(C•S),Z), Ext1Z(Hk(W •),Z)
)
HST-torFreek := lim→
(
Hom(Hk(C•S),Z), Hom(Hk(W •),Z)
)
.
Corollary 5.26. We have
Hk(CST• ) ∼= Ext1Z(Hk+1(C•S),Z)⊕Hom(Hk(C•S),Z),
where the isomorphism is non-canonical. Note that the stable-torsion part moves
from level k + 1 to level k of the unstable-torsion part.
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Moreover, HS-tork is a torsion group, HST-torFreek is a torsion free group, and
0 // HS-tork+1 // HSTk // HST-torFreek // 0
is a short exact sequence (might not split). In particular,
(1) if T is a one-dimensional tiling, then there is no stable nor unstable torsion
part.
(2) if T is a two-dimensional tiling, then in the stable case, the groups H0S and
H2S = Z are torsion free, but H1S can contain torsion; in the unstable case,
the groups HST2 = Z, HST1 are torsion free, but HST0 can contain torsion.
Proof. The direct sum follows from the short exact sequence of the top row of the
diagram in the theorem, which splits (non-canonically).
Recall that the direct limit of a directed system of short exact sequences of
abelian groups is a short exact sequence. This is because the direct limit is an
exact functor in the category of abelian groups. From this fact and the theorem,
the short exact sequence of the corollary follows.
Recall that if G is an abelian torsion group then any quotient of an infinite
direct sum of G’s is a torsion group. Since Ext1Z(Hk+1(C•S),Z) is a torsion group
and the direct limit HS-tork+1 is in particular a quotient of an infinite direct sum of
Ext1Z(Hk+1(C•S),Z), we get that HS-tork+1 is a torsion group (it might be the zero
group).
The group HST-torFreek is torsion free since it is isomorphic to a subgroup of Qn
for some n ∈ N (here we used that Hom(Hk(C•S),Z) is a finitely generated free
abelian group). (cf. Appendix A).
If the tiling T is of dimension d = 1 then H1(C•S) = Z by a similar proof to
Lemma 4.5, and thus by the direct sum in this corollary, there is no torsion to
move to H0(CST• ). Furthermore, since H−1(CST• ) = 0, there can be no torsion to
move from H0(C•S). Finally, H1(CST• ) = H˘0(Ω) = Z. Since before taking the direct
limit there is no torsion in any of the groups, after taking the direct limit there is
still no torsion in any of the groups, that is, there is no torsion in HST• nor in H•S .
The conclusion for tilings of dimension 2 is deduced similarly from the following
table
Unstable Stable
H2(CST• ) = Z H2(C•S) = Z
torsion freess
H1(CST• ) H1(C•S)
ss
H0(CST• ) H0(C•S).

Corollary 5.27. If T ∈ Ω is a tiling of dimension 1, or if T is of dimension 2
with H1(C•S) torsion free then
HSTk
∼= lim→ Z
n
Atk // Zn
Atk // Zn
Atk // k ∈ {0, 1, 2}
HkS
∼= lim→ Z
n Ak // Zn Ak // Zn Ak // k ∈ {0, 1, 2}.
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where Ak ∈Mn(Z) is the matrix of Hk(W •) with respect to a fixed basis of Hk(C•S),
and Atk is the transpose of Ak.
Proof. By assumption and by Corollary 5.26, Hk(C•S) is torsion free. Since taking
direct limits cannot introduce torsion, HkS is also torsion free. By the short exact
sequence in Corollary 5.26 we get that
HSTk = lim→
(
Hom(Hk(C•S),Z),Hom(Hk(W •),Z)
)
, k ∈ {0, 1, 2}.
Since Hk(C•S) is a finitely generated torsion free abelian group, it is isomorphic
to Zn for some n ∈ N0. Choosing such an isomorphism, that is, giving a basis to
Hk(C•S), then in the dual basis of Hk(C•S), the matrix for the dual map
Hom(Hk(W •),Z) : Hom(Hk(C•S),Z)→ Hom(Hk(C•S),Z)
is well-known (and easily shown) to be the transpose of the matrix. That is
Hom(Hk(W •),Z) = (Hk(W •))t. The corollary follows immediately.
Note that,
HST2 = lim→ (coker δ
1)t
W tF // (coker δ1)t
W tF // · · ·(5.11)
HST1 = lim→ (
ker δ1
Im δ0 )t
W tE // (ker δ1Im δ0 )t
W tE // (ker δ1Im δ0 )t
W tE // · · ·
HST0 = lim→ (ker δ
0)t
W tV // (ker δ0)t
W tV // (ker δ0)t
W tV // · · ·

5.3. Examples. We denote with (T0, R0) the tiling T0 with cells partitioned by
the equivalence relation R0. The equivalence classes [σ]R0 , where σ is a k-cell of
T , are the stable vertices if k = 0, the stable edges if k = 1, and the stable faces
if k = 2. For tilings of the line, we denote the stable edges with the labels of the
prototiles, e.g. a, b. The stable vertices we denote them by pairs of edges with a
dot in the middle to denote the vertex, e.g. a.b.
Similarly, we denote with (T−1, R−1) the tiling T−1 with cells partitioned by the
equivalence relation R−1. The R−1-equivalence classes of cells of T−1 are the stable
cells of T−1. For tilings of the line we denote the stable edges and stable vertices
of T−1 with primes on the labels of the prototiles, e.g. a′, b′, a′.b′.
Similarly, we denote with (T0, R−1) the tiling T0 with cells partitioned by the
equivalence relation R−1. However, the similarity with the above ends here. Each
cell in T0 has a parent cell in T−1. The R−1 equivalence classes of cells in T0 are
denoted by the label of the stable parent cell (which lives in T−1) together with a
unique sub-label to distinguish the siblings from each other.
Example 5.28 (Fibonacci tiling). Consider the Fibonnacci tiling with protoedges
a, b of lengths |a| = 1, |b| = 1/φ, (λ = φ=golden ratio) and substitution rule
ω(a) = ab, ω(b) = a. The pairs (T0, R0), (T−1, R−1) (T0, R−1) are drawn below:
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(T0, R0)a b a a b a b a a b a
(T0, R−1)a′e0 a′e1 b′e0 a′e0 a′e1 a′e0 a′e1 b′e0 a′e0 a′e1 b′e0
h′t
(T−1, R−1)
a′ b′ a′ a′ b′ a′ b′
a′v1 a′.b′ b′.a′ a
′
v1 a′.a′ a
′
v1 a′.b′ b′.a′ a
′
v1 a′.b′
The matrices for the replacing-the-equivalence-relation maps rk are
r0 =
a′.a′ a′.b′ b′.a′ a′v1( )
a.a 0 0 1 0
a.b 0 0 0 1
b.a 1 1 0 0
For instance r0(a′.a′) = ω(a).ω(a) = ab.ab = b.a.
r1 =
a′e0 a
′
e1 b
′
e0( )
a 1 0 1
b 0 1 0
For instance r1(a′e1) = r1(ω(a)e1) = b because the second edge of ω(a) = ab is b.
The matrices for the parent maps g′k are
g′0 =
a′.a′ a′.b′ b′.a′ a′v1( )
a′.a′ 1 0 0 0
a′.b′ 0 1 0 0
b′.a′ 0 0 1 0
g′1 =
a′e0 a
′
e1 b
′
e0( )
a′ 1 1 0
b′ 0 0 1
.
The matrices for the relabeled parent maps gk are
g0 =
a′.a′ a′.b′ b′.a′ a′v1( )a.a 1 0 0 0
a.b 0 1 0 0
b.a 0 0 1 0
g1 =
a′e0 a
′
e1 b
′
e0( )
a 1 1 0
b 0 0 1
.
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The matrices for the section maps s′k are
s′0 =
a′.a′ a′.b′ b′.a′

a′.a′ 1 0 0
a′.b′ 0 1 0
b′.a′ 0 0 1
a′v1 1 1 0
s′1 =
a′ b′( )a′e0 1 0
a′e1 0 0
b′e0 0 1
.
The matrices for the section maps sk are
s0 =
a.a a.b b.a

a′.a′ 1 0 0
a′.b′ 0 1 0
b′.a′ 0 0 1
a′v1 1 1 0
s1 =
a b( )a′e0 1 0
a′e1 0 0
b′e0 0 1
.
It is easy to check that gk ◦ sk = id, as expected by Lemma 5.18. It is also easy
to check that r0 ◦ s0 = WV in Eq. (7.2) and r1 ◦ s1 = WE in Eq. (7.1), as expected
by Lemma 5.20.
6. Asymptotic C∗-algebra A
In this section we compute the K-theory of the asymptotic C∗-algebra A. To do
so we will use the Ku¨nneh formula, and so we will first prove that both S′ and S
are UCT.
Recall that, by Section 3 and Section 4, the C∗-algebra S is Morita equivalent
to the transversal S′ = lim
n→∞(C
∗
r (Rn), ιn).
Theorem 6.1. For tilings of dimension d = 1, 2, the C∗-algebras C∗r (Rn) are type
I. Hence S′ and S are both UCT and amenable.
Proof. By Proposition 4.2(1), C∗r (Rn|X0) is isomorphic to a finite direct sum of the
compacts. Hence it is type I. By Proposition 4.2(2) C∗r (Rn|X1−X0) is isomorphic
to a finite direct sum of C0((0, 1),K). Hence it is also type I. Since the class of type
I C∗-algebras is closed under extensions, C∗r (Rn|X1) is type I by Eq. (4.1). This
proves that C∗r (Rn) is type I for tilings of dimension 1.
By Proposition 4.2(3) the ideal C∗r (Rn|X2−X1) is type I. Hence, by Eq. (4.2)
C∗r (Rn) is type I. Hence C∗r (Rn) is also type I for tilings of dimension 2.
Since type I is UCT (cf. [8, p.229]), C∗r (Rn) is UCT. Since the class of UCT
C∗-algebras is closed under direct limits (cf. [8, p.229]) the stable transversal C∗-
algebra S′ is UCT as well. Since type I C∗-algebras are amenable, and amenability
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is preserved under direct limits, S′ is amenable. By the third line in [8, p.229], UCT
is preserved by Morita equivalence. Hence S is UCT. Amenability is also preserved
by Morita equivalence. Hence S is also amenable. (Note: In [8] the UCT class of
C∗-algebras is called class N, cf. [8, Definition 22.3.4]). 
Corollary 6.2. For tilings of dimension 1,
K0(A) =
(
K0(S)⊗Z K0(U)
)⊕ Z,
K1(A) = K0(S)⊕K0(U),
where A, S and U are the asymptotic, stable, and unstable C∗-algebras, respectively.
Proof. By [31, Theorem 3.1] the C∗-algebras A and S ⊗max U are strongly Morita
equivalent. The Ku¨nneth formula [8, Theorem 23.1.3, p.234] holds here because:
1) Ki(S), Ki(U) i = 0, 1 are torsion free (Corollary 5.26, Theorem 4.34).
2) S is UCT by the theorem.
The explicit formulas for the Ku¨nneth formula are
K0(S ⊗ U) =
(
K0(S)⊗Z K0(U)
)⊕ (K1(S)⊗Z K1(U)),
K1(S ⊗ U) =
(
K0(S)⊗Z K1(U)
)⊕ (K1(S)⊗Z K0(U)).
We do not need to worry about the kind of tensor product S ⊗ U since S and U
are amenable. Since K1(S) = Z and K1(U) = Z the corollary follows. 
For tilings of the plane we have, by Theorem 4.34, that K1(S′) has torsion only
if H1S(T ) has torsion. Note that K0(S′) cannot have torsion, because if an element
has torsion in K0(S′) then by injectivity of the inclusion in the short exact sequence
in Theorem 4.34, the element does not come from the ideal, as the ideal has no
torsion, and thus the element must map to the quotient, with torsion. This is a
contradiction since H0S has no torsion by Corollary 5.26.
By the Ku¨nneth formula, Corollary 5.26, and by a similar proof as the one above,
we have
Corollary 6.3. For tilings of dimension 2, if H1S(T ) and HST0 (T ) are torsion free,
then
K0(A) = (K0(S)⊗Z K0(U))⊕ (K1(S)⊗Z K1(U)),
K1(A) = (K0(S)⊗Z K1(U))⊕ (K1(S)⊗Z K0(U)),
where A, S and U are the asymptotic, stable, and unstable C∗-algebras, respectively.
7. Examples
In this section, we calculate the stable and unstable K-theories for a number of
tilings of the line and of the plane. We then use Corollary 6.2 and Corollary 6.3
to obtain the asymptotic K-theories. The simplification of the tensor products are
done using Proposition A.15, Corollary A.16 and Corollary A.17.
Many of the following computations of direct limits could be done by hand. We
choose however to use the general formulas stated in Appendix A, which rely heavily
on the Smith normal form of integer matrices, in order to illustrate the use of them.
Moreover, we have programmed these formulas in Mathematica. For instance, we
have written functions in Mathematica that, in the absence of torsion, yield the
isomorphisms kerA ∼= Zr, cokerA ∼= Zr, kerAImB ∼= Zr for integer matrices A, B. The
Mathematica files for the examples found in this section can be downloaded at
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https://github.com/mariars/Tilings-Ktheory
We should remark that in this section we use the notation for direct limit
lim→ (A,X) := lim→ X
A // X
A // X
A // ,
where we write the matrix first, in order to emphasize it, in contrast to our previous
notation where we wrote the group first.
7.1. One dimensional tilings. Let T be a tiling of the line and let e1, . . . , eN ∈ T
be the prototiles(=proto-edges). For these tilings we can always put the homotopy
that homotopes the leftmost edge in 1λω(ei) to ei. Morever, we put the orientation
of the vector (1, 0) ∈ R2 to all the edges of the tiling.
Example 7.1 (Fibonacci tiling). (cf. [1, Ex. 1, p.30]). Let T be the Fibonacci
tiling with proto-edges a, b ∈ T and substitution rule ω(a) := ab, ω(b) := a. The
length of the interval a is 1, and the length of b is 1/φ, where φ is the golden ratio.
The inflation factor λ = φ ≈ 1.618. We illustrate this and the homotopy in the
following figure:
T1 = 1λω(T )λ
a
λ
b
λ
a
λ
a
λ
b
λ
a
λ
b
λ
a
λ
a
λ
b
λ
a
λ
hs
T0 := Ta b a a b a b
• stable edges (2): a, b.
• stable vertices (3): a.a, a.b, b.a
Note that b.b never occurs. Recall that the stable edges are always the proto-edges
for 1-dimensional tilings. Since ω3(a) and ω4(a) both contain precisely the stable
vertices a.a, a.b, b.a and w(b) = a, these are all the stable vertices in the tiling.
The prototiles of the shrunk tiling T1 := 1λω(T )λ are a′ :=
a
λ , b′ :=
b
λ .
The substitution-homotopy map WE : ZsE → ZsE is given by WE(a) = a′,
WE(b) = a′. Thus its matrix is
(7.1) WE =
a b( )
a′ 1 1
b′ 0 0
.
The substitution-homotopy map WV : ZsV → ZsV is given by
WV (a.a) = a′.b′ + b′.a′, WV (a.b) = a′.b′ + b′.a′, WV (b.a) = a′.a′
Thus its matrix is
(7.2) WV =
a.a a.b b.a( )a′.a′ 0 0 1
a′.b′ 1 1 0
b′.a′ 1 1 0
.
The exponential map δ0 : ZsV → ZsE is given by
δ0(a.a) = a− a = 0, δ0(a.b) = a− b δ0(b.a) = b− a.
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Thus its matrix is
δ0 =
a.a a.b b.a( )
a 0 1 −1
b 0 −1 1 .
By Proposition A.10,
lim→ (WV , ker δ
0) = lim→ (pWV q, Z
n−r),
where p : ker δ0 → Zn−r and q : Zn−r → ker δ0 are Z-isomorphisms defined in the
proposition. Since
W ′V := pWV q =
(
0 1
1 1
)
is symmetric (i.e. W ′V is equal to its transpose) the zero stable cohomology group
and zero stable-transpose homology group are the same:
H0S(T ) = lim→ (WV , ker δ
0) = lim→ (W
′
V , Zn−r) =
lim→ ((W
′
V )t, Zn−r) = lim→ ((WV )
t, (ker δ0)t) = HST0 (T ).
Thus the zero K-groups for the stable and unstable C∗-algebras are the same:
K0(S) = H0S(T ) = HST0 (T ) = K0(U).
Since W ′V has determinant 1, it is Z-invertible and thus
K0(U) = K0(S) = H0S(T ) = lim→ (W
′
V , Z2) = Z2.
Example 7.2 (Morse Tiling). (cf. [1, p.33]). Let T be the Morse tiling with proto-
edges a, b ∈ T and substitution rule ω(a) = ab, ω(b) = ba. The length of the edges
a, b are 1, and inflation factor is λ = 2. We follow the same procedure as for the
Fibonacci tiling so we omit most of the details.
• stable edges (2): a, b
• stable vertices (4): a.a, a.b, b.a, b.b
WV =

0 0 1 0
1 1 0 1
1 0 1 1
0 1 0 0
 , WE = ( 1 00 1
)
, δ0 =
(
0 1 −1 0
0 −1 1 0
)
.
By Proposition A.10,
lim→ (WV , ker δ
0) = lim→ (pWV q, Z
n−r),
where p : ker δ0 → Zn−r and q : Zn−r → ker δ0 are the Z-isomorphisms defined in
the proposition. Since
W ′V := pWV q =
 0 1 01 1 1
0 1 0

is equal to its transpose, K0(S) = H0S(T ) = HST0 (T ) = K0(U).
Using Proposition A.9 we remove the zero eigenvalues of W ′V , i.e.
lim→ (W
′
V , ker δ0) = lim→ (p
′W ′V q
′, Zn−r),
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where p′ : W ′V Zn → Zr and q′ : Zr → W ′V Zn are the maps defined in the proposi-
tion, and computing we get
W ′′V := p′W ′V q′ =
(
1 1
2 0
)
.
Using Proposition A.14 we extract the eigenvalue -1 of W ′′V , i.e.
0 // lim→ (W
′′
V , ker q(W ′′V ))
  // lim→ (W
′′
V , Zn) // // lim→ (λIn, q(W
′′
V )Zn) // 0 ,
where p(x) = (x + 1)(x − 2) = (x + 1)q(x) is the minimal polynomial of W ′′V . By
Proposition A.10, lim→ (W
′′
V , ker q(W ′′V )) = lim→ (2,Z) = Z[1/2], and by Proposition
A.9 lim→ (W
′′
V , Im q(W ′′V )) = lim→ (−I, Im q(W
′′
V )) = lim→ (−1,Z) = Z. Since the short
exact sequence
0 // Z[ 12 ]
  // lim→ (W
′′
V , Zn) // // Z // 0
splits, we get
K0(U) = HST0 (T ) = H0S(T ) = K0(S) = Z[
1
2 ]⊕ Z.
Example 7.3 (Pathologic). Let T be the Pathologic tiling with proto-edges a, b ∈ T
and substitution rule ω(a) = babbaaa, ω(b) = abbbbb. The length of edge a is√
13−1
2 ≈ 1.30 and of b is 1, and the inflation factor is λ = 9+
√
13
2 ≈ 6.30. (To
compute the lengths see [1, Section 8, p.26]). We follow same procedure as for the
Fibonacci tiling and Morse tiling so we omit most of the details.
• stable edges (2): a, b
• stable vertices (4): a.a, a.b, b.a, b.b
WV =

2 3 0 0
2 1 1 1
2 2 0 1
1 1 5 4
 , WE = ( 0 11 0
)
, δ0 =
(
0 1 −1 0
0 −1 1 0
)
.
By Proposition A.10,
lim→ (WV , ker δ
0) = lim→ (pWV q, Z
n−r),
where p : ker δ0 → Zn−r and q : Zn−r → ker δ0 are the Z-isomorphisms defined in
the proposition, and we get
W ′V := pWV q =
 2 3 02 2 1
1 6 4
 .
We now extract the eigenvalue -1 of W ′V as follows. By the proof of Proposition
A.14, (and Propositions A.10, A.9) we get the following commutative diagram with
exact rows
0 // Z2
W ′′V

  // Z3
W ′V

// // Z
−1

// 0
0 // Z2 
 // Z3 // // Z // 0,
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where
W ′′V :=
(
7 −1
3 2
)
.
We now get by the proof of Proposition A.14 that,
lim→ (W
′
V , Z3) = Z⊕ lim→ (W
′′
V , Z2).
Since
W ′′′V :=
(
1 −1
1 0
)
.
(
7 −1
3 2
)
.
(
1 −1
1 0
)−1
=
(
3 1
1 6
)
we get
lim→ (W
′′
V , Z3) = Z⊕ lim→ (W
′′′
V , Z2).
Similarly, using Proposition A.14, we extract the eigenvalue -1 of the transpose of
W ′V and get
lim→ ((W
′
V )t, Z3) = Z⊕ lim→ (
(
5 3
1 4
)
, Z2).
Since (
4 −1
−3 1
)−1
.
(
5 3
1 4
)
.
(
4 −1
−3 1
)
=
(
3 1
1 6
)
,
we get
K0(S) = H0S(T ) = HST0 (T ) = K0(U) = Z⊕lim→ (
(
3 1
1 6
)
,Z2) = Z⊕lim→ (W
′′′
V ,Z2).
We now show that lim→ (W
′′′
V ,Z2) cannot be written as a direct sum even though it
has rank two! First note that the group lim→ (W
′′′
V ,Z2) is of rank 2, as the matrix
has determinant 17. Since the eigenvalues of W ′′′V are 9±
√
13
2 , hence two distinct
irrational numbers, the minimal polynomial for W ′′′V is the same as the characteristic
polynomial for W ′′′V , and is irreducible over Q. Let λ := 9+
√
13
2 . By [11, Prop. 4]
the direct limit lim→ (W
′′′
V ,Z2) is quasi-isomorphic (as abelian groups) to
Lλ := R[
1
λ
] = { q
λn
| q ∈ R, n ∈ Z},
where R is the ring of algebraic integers in the quadratic extension Q[λ] = Q[
√
13] =
{q1 + q2
√
13 | q1, q2 ∈ Q}. That is,
R = {m+ n
√
13
2 | m,n ∈ Z},
since 13 is congruent to 1 mod 4. Note that λ ∈ R. Since 13 is a prime number,
it is a square free integer. Moreover, it is not a unit in R since λ−1 = 9−
√
13
34 6∈ R.
Furthermore there is no prime number p such that λ ∈ pR because the equation
mp+ np
√
13
2 =
9 +
√
13
2 = λ
implies that p must divide 9 and 1. Similarly, there is no prime number p such that
λ2 ∈ pR because the equation
mp+ np
√
13
2 =
47 + 9
√
13
2 = λ
2
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implies that p must divide 47 and 9. Hence, by [11, Prop. 9] λ is strong. By [11,
Thm. 6] and the remark below the theorem, Lλ is an E-ring whose additive group is
strongly indecomposable (cf. [2, Thm. 14.3, p. 163]). Hence by [32, Thm. 6, p. 49]
lim→ (W
′′′
V ,Z2) is strongly indecomposable, since lim→ (W
′′′
V ,Z2) is quasi-isomorphic to
the additive group of Lλ. Recall that a ring R is said to be an E-ring if R+, the
additive group of R, is group isomorphic to End(R) via the map r 7→ (x 7→ rx).
A group G is said to be strongly indecomposable if for all integers n 6= 0 and all
abelian subgroups A,B:
(nG ⊂ A⊕B ⊂ G) =⇒ (A = 0 or B = 0).
A group G is said to be indecomposable if for all abelian subgroups A,B:
(G = A⊕B) =⇒ (A = 0 or B = 0).
Thus lim→ (W
′′′
V ,Z2) is an indecomposable group, i.e. it cannot be written as a direct
sum of two nonzero abelian subgroups!
In the following example we discuss briefly the computation of the stable coho-
mology and stable-transpose homology for several more tilings of the line.
Example 7.4 (more 1-dimensional tilings).
Tiling OneFifth:(cf. [13, Example 2.6]).
• Inflation factor: λ = 5+
√
5
2 = 3.618
• Proto-edges(=stable edges) (2): a,b, |a| =
√
5−1
2 = 0.618, |b| = 1• substitution: ω(a) = aba, ω(b) = bbab
• Stable vertices (3): a.b, b.a, b.b
• K0(U) = HST0 (T ) = H0S(T ) = K0(S) = lim→ (
(
3 1
1 2
)
,Z2) = Z[ 15 ]2.
The substitution-homotopy matrix WV is calculated in a similar way as for the
Fibonacci tiling. We then use Proposition A.10 to compute the matrix W ′V :=(
3 1
1 2
)
. Since it is equal to its transpose, the stable 0-cohomology group equals
the stable-transpose 0-homology group. By Proposition A.2,
lim→ (W
′
V ,Z2) ⊂ Z[
1
5 ]
2.
We then check with a computer that the powers 5kW ′−kV are integer matrices for
small values of k ∈ N. Diagonalizing the matrix W ′V in C, we compute explicitly
W ′−kV , and using an induction argument we show that the above inclusion is actu-
ally an equality. We learn from this example that this direct limit is of the form
Z[ 1detA ]2.
Tiling OneSixth:(cf. [13, Example 1.21]).
• Inflation factor: λ = 3 +√3 ≈ 4.73
• Proto-edges(=stable edges) (2): a,b, |a| = √3 ≈ 1.73, |b| = 1
• substitution: ω(a) = bbaaab, ω(b) = bbab
• Stable vertices (4): a.a, a.b, b.a, b.b
• K0(U) = HST0 (T ) = H0S(T ) = K0(S) = lim→ (
(
6 −2
3 0
)
,Z2) = Z[ 16 ]2
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• H0S(T ) = K0(S) = lim→ (
(
6 −2
3 0
)
,Z2) = Z[ 16 ]2
• K0(U) = HST0 (T ) = lim→ (
(
6 3
−2 0
)
,Z2) = Z[ 16 ]2.
The substitution-homotopy matrix WV is calculated in a similar way as for the
Fibonacci tiling. We then use Proposition A.10 and Proposition A.9 to compute
the matrix W ′V :=
(
6 −2
3 0
)
. The direct limit is computed the same way as we
did for the tiling OneFifth and is also of the form Z[ 1detA ]2. Moreover, this example
shows that the collared equivalence relation Rc given in Definition 2.2 is different
from the equivalence relation ∼1 defined in [1, Section 4], even though both yield
the same Cˇech cohomology (cf. Section 2).
Tiling nonReducible-4-Letter:
• Inflation factor: λ ≈ 2.508
• Proto-edges(=stable edges) (4): a, b, c, d |a| ≈ 1.966, |b| ≈ 0.542, |c| ≈
0.359, |d| = 1
• substitution: ω(a) = aad, ω(b) = cd, ω(c) = cb, ω(d) = ab
• Stable vertices (9): a.a, a.b, a.d, b.a, b.c, c.b, c.d, d.a, d.c
• K0(U) = HST0 (T ) = H0S(T ) = K0(S) = Z5
We compute the substitution-homotopy matrix WV in a similar way as we did for
the Fibonacci tiling. We then use Proposition A.10 and Proposition A.9 to remove
the eigenvalue 0. The result matrix is a 5× 5 matrix with determinant 1.
Tiling PeriodDoubling:
• Inflation factor: λ = 2
• Proto-edges(=stable edges) (2): a, b, |a| = 1, |b| = 1
• substitution: ω(a) = bb, ω(b) = ba
• Stable vertices (3): a.b, b.a, b.b
• K0(U) = HST0 (T ) = H0S(T ) = K0(S) = Z⊕ Z[ 12 ]
We compute the substitution-homotopy matrix WV in a similar way as we did for
the Fibonacci tiling. We then use Proposition A.10 to get the matrix lim→ (
(
1 1
2 0
)
,Z2),
which also occurs in the Morse tiling example, hence the same direct limit is ob-
tained.
Tiling Rauzy:
• Inflation factor: λ ≈ 1.839
• Proto-edges(=stable edges) (3): a, b, c |a| ≈ 1.839, |b| ≈ 1.543, |c| = 1
• substitution: ω(a) = ab, ω(b) = ac, ω(c) = a
• Stable vertices (5): a.a, a.b, a.c, b.a, c.a
• K0(U) = HST0 (T ) = H0S(T ) = K0(S) = Z3
We compute the substitution-homotopy matrix WV in a similar way as we did for
the Fibonacci tiling. We then use Proposition A.10 to get a 3 × 3 matrix with
determinant 1.
Tiling Rudin-Shapiro:
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• Inflation factor: λ = 2
• Proto-edges(=stable edges) (4): a, b, c, d |a| = 1, |b| = 1, |c| = 1, |d| = 1
• substitution: ω(a) = ab, ω(b) = ac, ω(c) = db, ω(d) = dc
• Stable vertices (8): a.b, a.c, b.a, b.d, c.a, c.d, d.b, d.c
• K0(U) = HST0 (T ) = H0S(T ) = K0(S) = Z⊕ Z[ 12 ]3
We compute the substitution-homotopy matrix WV in a similar way as we did for
the Fibonacci tiling. We then use Proposition A.10 and Proposition A.9 to remove
the eigenvalue 0. We then extract the eigenvalue -1 with Proposition A.14 and get
lim→ (WV , ker δ
0) = Z⊕ lim→ (W
′
V ,Z3),
where
W ′V :=
 −2 1 −1−1 2 0
1 0 2
 , W ′V 2 =
 2 0 00 3 1
0 1 3
 .
By Proposition A.6 and Proposition A.8,
lim→ (W
′
V ,Z3) = Z[
1
2 ]⊕ lim→ (
(
3 1
1 3
)
, Z2).
Since (
1 1
0 1
)
.
(
3 1
1 3
)
.
(
1 1
0 1
)−1
=
(
4 0
1 2
)
we get, by Proposition A.4, that
lim→ (
(
3 1
1 3
)
, Z2) = lim→ (
(
4 0
1 2
)
,Z2) = lim→ (A,Z
2)
where A =
(
4 0
1 2
)
. It is clear that A−nZ2 is a subset of Z[ 12 ]2 because every
entry is of that form. The other inclusion is by the following argument: The second
coordinate A−n.(0, k) is obviously all the dyadic numbers for all integers k and all
n. The first coordinate A−n.(k, 0) gives all the dyadics in the first entry and some
numbers in the second entry, which we know are dyadics, so we just subtract that
and in this way we get all dyadic numbers in the first entry. Hence by Proposition
A.2, lim→ (A,Z
2) = Z[ 12 ]2, and thus H0S(T ) = lim→ (WV , ker δ
0) = Z⊕ Z[ 12 ]3.
The K-theory groups of the above examples are summarized in Table 1 and
Table 2. For computing the K-theory of the asymptotic C∗-algebra A we used the
formula given in Proposition A.15. We are the first ones to compute the stable
and unstable K-theories of the “Pathologic” tiling. The unstable K-theories of
the rest of the above examples are already well-known, and they agree with our
computations.
7.2. Stable cells - Collared cells relationship. Recall that for tilings of dimen-
sion 1, we can always use the homotopy that maps the leftmost edge of ω(e) to
e (the orientation of the edges is from left to right). In such case, we can write
the substitution-homotopy matrices WV ,WE in terms of the collared-substitution
matrices and the forgetful and inclusion maps defined as follows
FE(ee′e′′) := e′.e′′ iE(e′.e′′) := ee′e′′
FV (e.e′) := e′ iV (e′) := e.e′,
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Table 1. K0-groups for tilings of the line.
Tiling K0(U) = HST0 (T ) K0(S) = H0S(T ) K0(A)
Fibonnaci Z2 Z2 Z5
Morse Z⊕ Z[ 12 ] Z⊕ Z[ 12 ] Z2 ⊕ Z[ 12 ]3
Nonreducible 4 letter Z5 Z5 Z26
Period doubling Z⊕ Z[ 12 ] Z⊕ Z[ 12 ] Z2 ⊕ Z[ 12 ]3
Rauzi (tribonacci) Z3 Z3 Z10
Rudin Shapiro Z⊕ Z[ 12 ]3 Z⊕ Z[ 12 ]3 Z2 ⊕ Z[ 12 ]15
OneFifth Z[ 15 ]2 Z[
1
5 ]2 Z⊕ Z[ 15 ]4
OneSixth Z[ 16 ]2 Z[
1
6 ]2 Z⊕ Z[ 16 ]4
Pathologic Z⊕ lim→
(
3 1
1 6
)
$ Z⊕ Z[ 117 ]2 Z⊕ lim→
(
3 1
1 6
)
Note: some authors prefer to write for example Z[1/4] instead of its reduced form Z[1/2].
Table 2. K1-groups for tilings of the line.
Tiling K1(U) = HST1 (T ) K1(S) = H1S(T ) K1(A)
Fibonnaci Z Z Z4
Morse Z Z Z2 ⊕ Z[ 12 ]2
nonreducible 4 letter Z Z Z10
Period doubling Z Z Z2 ⊕ Z[ 12 ]2
Rauzi (tribonacci) Z Z Z6
Rudin Shapiro Z Z Z2 ⊕ Z[ 12 ]6
OneFifth Z Z Z[ 15 ]6
OneSixth Z Z Z[ 16 ]4
Pathologic Z Z
where ee′e′′ is a collared edge, e′ is a stable edge, and e.e′ is a stable or collared
vertex. Then it is easy to see that
Theorem 7.5 (Stable cells - Collared cells relationship). For any tiling T ∈ Ω of
dimension 1 with the homotopy defined above, the following relations hold
• WE = FV ◦ ωV ◦ iV
• WV = FE ◦ ωE ◦ iE
• δ0 = FV ◦ ∂1 ◦ iE
• FV ◦ ∂1 = δ0 ◦ FE
• FV ◦ ωV = WE ◦ FV
• FE ◦ ωE = WV ◦ FE.
The last relation in the above theorem gives rise to the following commutative
diagram
(7.3) coker ∂t1
ωtE // coker ∂t1
ωtE // · · ·
coker δt0
W tV //
F tE
OO
coker δt0
W tV //
F tE
OO
· · · .
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All the above one dimensional tilings satisfied
HST0 (T ) K0(U) K0(S)
lim(coker δt0,W tV ) = lim(coker ∂t1, ωtE) = lim(ker δ0,WV ).
The first equality holds in general for any 1-dimensional tiling by Theorem 1.4. See
also Corollary 5.27. The second equality holds at least for the above examples, but
we don’t know if it is valid in general. In all these 1-dimensional examples, except
the tiling called OneSixth, the first equality was verified using diagram (7.3) after
removing some of the 0-eigenvalues; the second equality was verified empirically
with the following 4 steps:
(1) Let Au : Zr → Zr be the matrix for ωtE : coker ∂t1 → coker ∂t1 with some of
the zero eigenvalues removed.
(2) Let As : Zr → Zr be the matrix for WV : ker δ0 → ker δ0 with some of the
zero eigenvalues removed.
(3) Let the following be C-diagonalization of the matrices Au, As:
PuDP
−1
u = Au, PsDP−1s = As.
(4) If PuP−1s is a Z-invertible integer matrix then Au and As are Z-similar.
The matrix PuP−1s in Step 4 always yielded a Z-invertible matrix for the above
examples except for the tiling called OneSixth.
7.3. Two dimensional tilings. [Block/Rectangular tilings.] Let T be a tiling
of the plane, and let f1, . . . , fN ∈ T be the prototiles(=protofaces). If all the
prototiles are rectangles or blocks (cf. [1, Section 8]) then one can always generalize
the procedure that was used for the one-dimensional tilings. Namely, for these
“block” tilings one can always put the homotopy that homotopes the left-most
bottom-most rectangle in 1λω(fi) to fi. Moreover, we put the counterclockwise
orientation on all the rectangles of the tiling, on its horizontal edges we put the
orientation from left to right, and on its vertical edges we put the orientation from
bottom to top.
Figure 10. Tri-square tiling.
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Example 7.6 (Tri-square tiling). (cf. [45, Section 5.4,p.99]). Let T be the tri-
square tiling with protofaces a, b, c ∈ T and substitution rule given as follows:
a b c
ω ω ω
c
cb
b a
ab
b c
ca
a
The length of the horizontal edge and of the vertical edge is 1. The inflation factor
is λ = 2. We illustrate the homotopy hs, 0 ≤ s ≤ 1, on the vertices in the following
figure:
hs hs
hs
hs
hs
• •
•
•
•
• •
••
• stable faces (3): a, b, c
• vertical stable edges (7): a|a, a|b, a|c, b|a, b|c, c|a, c|b
• horizontal stable edges (7): aa , ba , ca , ab , cb , ac , bc
• stable vertices (21): aa ||aa , ba ||aa , ca || ba , aa || ca , ba || ca , aa ||ab , ba ||ab , aa ||cb , aa ||bc , ca ||bc , cb ||aa , cb || ba ,
a
b
|
|
a
c ,
c
b
|
|
a
c ,
a
b
|
|
b
c ,
c
b
|
|
b
c ,
a
c
|
|
a
a ,
b
c
|
|
a
a ,
a
c
|
|
c
a ,
a
c
|
|
a
b ,
b
c
|
|
c
b
We list the stable edges in the above order starting with the vertical stable edges.
We denote them as se1, . . . , se14. The stable vertices are also listed in the above
order and we denote them as sv1, . . . , sv21. The exponential map δ0 : ZsV → ZsE
is given by the matrix
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Figure 11. WV (sv2) = sv15 + sv16 + 2 sv21
For instance δ0(sv3) = se1 − se7 − se9 + se10. The index map δ1 : ZsE → ZsF is
given by the matrix
δ1 =
 0 1 1 −1 0 −1 0 0 −1 −1 1 0 1 00 −1 0 1 1 0 −1 0 1 0 −1 −1 0 1
0 0 −1 0 −1 1 1 0 0 1 0 1 −1 −1

For controlling computational errors, it is always good to check that δ1 ◦ δ0 = 0.
The substitution-homotopy map WV : ZsV → ZsV is given by the matrix
For instance, WV (sv2) = sv15 +sv16 +2 sv21, and it is illustrated in Figure 11. The
substitution-homotopy map WE : ZsE → ZsE is given by the matrix
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c
c
b
b
a
a
b
b
•
•
•
•
Figure 12. WE(se2) = se4 + se7
For instance, WE(se2) = se4 + se7, and it is illustrated in Figure 12.
The substitution-homotopy map WF : ZsF → ZsF is given by the matrix
WF =
 0 1 00 0 0
1 0 1

For controlling computational errors it is always good to check that the diagram
(1.2) commutes, i.e. thatWE◦δ0 = δ0◦WV andWF ◦δ1 = δ1◦WE . The computation
of the direct limits is done similarly as the ones done for the 1-dimensional tilings,
so here we skip most of the steps. By Proposition A.10 we replace ker δ0 with Z11.
By Proposition A.9 we remove the zero-eigenvalues of the matrix. By Proposition
A.14 we extract the ±1-eigenvalues and get
H0S(T ) = lim→ (WV , ker δ
0) = Z4 ⊕ lim→ (
 18 −38 168 −18 8
2 −6 4
 , Z3).
Note that −1 2 −10 1 0
0 0 −1
 .
 18 −38 168 −18 8
2 −6 4
 .
 −1 2 −10 1 0
0 0 −1
−1 =
 4 0 0−8 −2 0
2 2 2

is a lower triangular matrix with eigenvalues 4,−2, 2 and, by Proposition A.4, we
get that
lim→ (
 18 −38 168 −18 8
2 −6 4
 , Z3) = lim→ (
 4 0 0−8 −2 0
2 2 2
 , Z3).
78 D. GONC¸ALVES M. RAMIREZ-SOLANO
By the same argument as the one used for the lower triangular matrix in Example
7.4(Rudin-Shapiro) we conclude that
H0S(T ) = lim→ (WV , ker δ
0) = Z4 ⊕ lim→ (
 4 0 0−8 −2 0
2 2 2
 , Z3) = Z4 ⊕ Z[ 12 ]3.
By Proposition A.12, lim→ (WE ,
ker δ1
Im δ0 ) = lim→ (W
′
E , cokerB) for some matrices W ′E , B.
Then by Proposition A.11 we get rid of the coker and get
K1(S) = H1S(T ) = lim→ (WE ,
ker δ1
Im δ0 ) = (
(
2 0
0 2
)
,Z2) = Z[ 12 ]
2.
We are the first ones to compute the stable and unstable K-theories of the Tri-
square tiling. The computation of K(U) for this example and for the rest of the
examples was done in Mathematica. Since the computations are similar to the ones
for K(S), we do not explain them in this paper.
The Table tiling and its unstable K-theory was communicated by Franz Ga¨hler.
However, we have refined its substitution rule in order to be able to apply our
formulas.
Example 7.7 (Table Tiling). Let T be the Table tiling with proto-faces a, b, c, d ∈
T and substitution rule given below:
Figure 13. Table tiling.
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a b
ω ω
c
ad
a b
db
c
c
d
ω
ω
a
cc
b
d
ba
d
The length of each of the edges of the proto-faces is 1, and the inflation factor is
λ = 2. The homotopy is the same as the one of the previous example.
• stable faces (4): a, b, c, d
• vertical stable edges (10): a|b, b|a, b|c, b|d, c|a, c|c, c|d, d|a, d|c, d|d
• horizontal stable edges (10): aa , ba , ca , ab , bb , cb , dc , ad , bd , cd
• stable vertices (24): ba ||ab , ca ||ab , aa ||bb , ba ||cb , ca ||cb , ab || ba , cb || ca , bb ||dc , cb ||dc , cb ||ad , ab || bd , bb ||cd ,
d
c
|
|
a
a ,
d
c
|
|
c
a ,
d
c
|
|
d
c ,
d
c
|
|
a
d ,
d
c
|
|
c
d ,
c
d
|
|
a
a ,
a
d
|
|
b
a ,
b
d
|
|
c
a ,
b
d
|
|
d
c ,
c
d
|
|
d
c ,
b
d
|
|
a
d ,
a
d
|
|
b
d
We list the stable edges in the above order starting with the vertical stable edges.
We denote them as se1, . . . , se20. The stable vertices are also listed in the above
order and we denote them as sv1, . . . sv24. The exponential map δ0 : ZsV → ZsE is
given by the matrix
The index map δ1 : ZsE → ZsF is given by the matrix
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The substitution-homotopy map WV : ZsV → ZsV is given by the matrix
The substitution-homotopy map WE : ZsE → ZsE is given by the matrix
The substitution-homotopy map WF : ZsF → ZsF is given by the matrix
WF =

0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1
 .
The computation of the direct limits is done similar to the one from the previous
example. By Proposition A.10 we replace ker δ0 with Z9. By Proposition A.9
we remove the zero-eigenvalue of the matrix. By Proposition A.14 we extract the
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±1-eigenvalues and get
H0S(T ) = lim→ (WV , ker δ
0) = Z3 ⊕ lim→ (

0 2 8 18 −8
2 0 −6 −10 8
0 0 −10 −16 16
0 0 8 14 −10
0 0 2 4 0
 , Z5).
Note that
is a lower triangular matrix with eigenvalues 4, -2, -2, 2, 2, and by Proposition A.4
we get that
lim→ (

0 2 8 18 −8
2 0 −6 −10 8
0 0 −10 −16 16
0 0 8 14 −10
0 0 2 4 0
 , Z5) = lim→ (

2 0 0 0 0
2 −2 0 0 0
0 0 2 0 0
0 0 −6 −2 0
0 0 −2 0 4
 , Z5).
By the same argument as the one used for the lower triangular matrix in Example
7.4(Rudin-Shapiro) we conclude that
H0S(T ) = lim→ (WV , ker δ
0) = Z3⊕lim→ (

2 0 0 0 0
2 −2 0 0 0
0 0 2 0 0
0 0 −6 −2 0
0 0 −2 0 4
 , Z5) = Z3⊕Z[ 12 ]5.
By Proposition A.12, lim→ (WE ,
ker δ1
Im δ0 ) = lim→ (W
′
E , cokerB) for some matrices W ′E , B.
Then by Proposition A.11 we get rid of the coker and get
K1(S) = H1S(T ) = lim→ (WE ,
ker δ1
Im δ0 ) = lim→ (
 1 −1 00 2 0
0 0 2
 ,Z2⊕Z2) = Z2⊕Z[ 12 ]2.
7.4. Two dimensional tilings. [more general tilings.]
Example 7.8 (Half-hex tiling). Let T be the Half-hex tiling with proto-faces
a, b, c, d, e, f ∈ T and substitution rule
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Figure 14. Half-hex tiling.
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The inflation factor is λ = 2. There are 24 stable edges and 20 stable vertices.
84 D. GONC¸ALVES M. RAMIREZ-SOLANO
The exponential map δ0 : ZsV → ZsE is given by the matrix
The index map δ1 : ZsE → ZsF is given by the matrix
We illustrate the homotopy hs, 0 ≤ s ≤ 1, on the vertices in the following figure:
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The substitution-homotopy map WV : ZsV → ZsV is given by the matrix
The substitution-homotopy map WE : ZsE → ZsE is given by the matrix
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The substitution-homotopy map WF : ZsF → ZsF is given by the matrix
By Proposition A.10,
H0S(T ) = lim→ (WV , ker δ
0) = lim→ (
 2 1 11 2 1
1 1 2
 ,Z3).
By Proposition A.14 we extract the 1-eigenvalues and get
H0S(T ) = lim→ (
 2 1 11 2 1
1 1 2
 ,Z3) = Z2 ⊕ lim→ (4,Z) = Z2 ⊕ Z[ 12 ].
By Proposition A.12, lim→ (WE ,
ker δ1
Im δ0 ) = lim→ (W
′
E , cokerB) for some matrices W ′E , B.
Then by Proposition A.11 we get rid of the coker and get
K1(S) = H1S(T ) = lim→ (WE ,
ker δ1
Im δ0 ) = lim→ (
 0 −2 −20 2 0
0 0 2
 ,Z2 ⊕ Z2) = Z[ 12 ]2.
Example 7.9 (Chair tiling). Let T be the Chair tiling with proto-faces a, b, c, d ∈ T
and substitution rule given by:
Figure 15. Chair tiling.
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The inflation factor is λ = 2. There are 44 stable edges and 47 stable vertices
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We remark that we will write big matrices in the format:
{{row1}, {row2}, . . .}.
The exponential map δ0 : ZsV → ZsE is given by the matrix:
{{1, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, -1, 0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, -1, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, -1, 0, -1, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {-1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, -1, 0,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 0, -1, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, -1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0}, {0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0,
0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0,
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0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, -1, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0,
0, 0, -1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 1, 0, 0, 0, 0, 0, 0, 0,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0,
1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, -1, -1,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, -1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0,
0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, -1, 0, 0, 0, 1, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, -1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, -1, -1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, 0, 0, 1, 0, 0, 0, 0, 0, 0, -1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, -1, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, -1, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 1, 0, 0, 0,
0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 1, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, -1, 0, 0, 0}}
The index map δ1 : ZsE → ZsF is given by the matrix:
{{1, 0, 0, -1, 1, 1, -1, -1, -1, -1, 1, -1, 1, 1, 0, 0, -1, 0, 0, 1, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {-1, 0, 0, 0,
-1, -1, 0, 0, 1, 1, -1, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, -1, 1, -1, -1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, -1, -1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
-1, 0, 0, 0, 0, 1, 0, 1, -1, 1, 0, 0, -1, -1, 1, 1, -1, 0, 0, -1, 1, 0, -1, 1, 0, -1, -1, 1, 1}, {0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1, -1, -1, 0, 0, 0, 0, 0, -1, -1, 0, 0, 0,
0, 0, 0, 0, 0, -1, -1, 1, -1, 1, 1, -1, 0, 1, 0, 0, 1, 1, 0, 0}}
We illustrate the homotopy hs, 0 ≤ s ≤ 1, on the vertices in the following figure:
The substitution-homotopy map WV : ZsV → ZsV is given by the matrix:
{{1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 2, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 0, 0, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0}, {1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0}, {0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {1, 0, 0, 0, 0, 0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0,
0}, {0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 1, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,
0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 1, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0,
1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0,
0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0,
0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1}, {0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0,
0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 1, 0, 1, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 1, 1, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,
0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0}}
The substitution-homotopy map WE : ZsE → ZsE is given by the matrix:
{{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 2, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 2, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1,
0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0,
0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0}, {0, 0,
0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
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0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0,
0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 2, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0,
0, 0, 2, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0}, {0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0,
0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1}}
The substitution-homotopy map WF : ZsF → ZsF is given by the matrix
By Proposition A.10,
H0S(T ) = lim→ (WV , ker δ
0) = lim→ (

0 0 −1 1 0 1 1 −1
0 4 0 0 0 0 0 0
0 1 1 −1 1 −1 −1 1
0 2 0 0 0 0 0 0
0 1 0 0 2 0 0 0
0 0 −1 1 1 1 1 −1
0 0 0 0 1 0 0 0
0 0 0 0 1 0 0 0

,Z8).
By Proposition A.9 we remove the zero-eigenvalues and get
H0S(T ) = lim→ (WV , ker δ
0) = lim→ (
 2 −1 10 5 −3
0 1 1
 ,Z3).
Since 1 0 −10 −1 1
0 0 1
−1 .
 2 −1 10 5 −3
0 1 1
 .
 1 0 −10 −1 1
0 0 1
 =
 2 0 00 4 0
0 −1 2
 ,
H0S(T ) = lim→ (WV , ker δ
0) = lim→ (
 2 0 00 4 0
0 −1 2
 ,Z3) = Z[ 12 ]3.
By Proposition A.12, lim→ (WE ,
ker δ1
Im δ0 ) = lim→ (W
′
E , cokerB) for some matrices W ′E , B.
Then by Proposition A.11 we get rid of the coker and get
K1(S) = H1S(T ) = lim→ (WE ,
ker δ1
Im δ0 ) = lim→ (

2 0 0 0
0 2 0 0
0 0 2 0
0 0 0 2
 ,Z22 ⊕ Z2) = Z[ 12 ]2
because 2 mod 2 is zero.
Example 7.10 (Octagonal tiling). (cf. [24]). Let T be the Octagonal tiling with
proto-faces a, b, c, d, e, f, g, h, i, j, k, l,m, n, o, p, q, r, s, t,∈ T and substitution rule
given by:
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Figure 16. Octagonal tiling.
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The tiles a, i form a unit square, and the angles in the tile q are 45◦, 135◦. The
inflation factor is λ = 1 +
√
2. There are 56 stable edges and 49 stable vertices.
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The exponential map δ0 : ZsV → ZsE is given by the matrix:
{{-1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, -1, -1, -1},
{0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 1, -1, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 1, 1}, {0, 0, -1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0,
0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0}, {0, -1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 1, 0, 1,
0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0}, {0, 0, 0, 0, 1, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0,
0, 0, 0}, {0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, -1, 0, 0, -1, 0, 0, 0, 0, 0, 0}, {0, 0, 0,
0, 1, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {-1, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, 0, -1, 0, 0, -1, -1, 0, -1}, {1, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0, 1, 1, 1, 0}, {0, 0, 0, 0, 0, 0, 1, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, -1, 0, 0, 0, 1, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, 0, 0, 0, 0, 0,
-1, 0, 0, -1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, -1, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1,
0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 1, 1, 0, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1,
1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, -1, 0, 0, 0, -1, 0, 1, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, -1, 0, -1, 0, 0, 0}, {0, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, -1, 0, 0, -1, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, -1, 0, -1, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1, 1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0}, {-1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, -1, -1, 0, -1, 0, 0, 0, -1, 0, -1}, {0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {-1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, -1, 0, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, -1, 0, -1, 0, -1}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, -1, 0, 0, 0, 0, 0, 0, -1, 0, 0,
0, 0, -1, 0, -1, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, -1, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0,
-1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 0, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 1, 0,
-1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, -1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, -1, 0, -1, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, -1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0,
0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0}, {0, -1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 1, 0, -1,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, -1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, -1, 0, -1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, -1,
0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, -1, -1, 0, 0, 0, -1, -1, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
-1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 1, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}
The index map δ1 : ZsE → ZsF is given by the matrix:
{{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, -1, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0,
0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, -1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,
0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0},
{0, 1, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0},
{0, 0, 1, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, -1, 0, 0, 0, 0, 0, 0, -1, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, -1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0}, {0,
0, 0, 0, 0, 0, 0, 1, 0, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0}, {0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0}, {0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0,
0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0,
1, 0, 1, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 1, -1, -1, 0, 0, 0, 0, 0, 1, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {-1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, -1, 0, 1, 1, 0, 0, 0, 0, -1, 0, -1, 0, 0, 0, 0}, {1, -1,
-1, 1, 0, 0, 0, 0, 0, 0, 1, -1, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, -1, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0,
0, -1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, -1, 0, -1, 1, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 1, 1, 0, -1, 0, 0, 0, 0, 0, 0, 0}}
We illustrate the homotopy hs, 0 ≤ s ≤ 1, on the vertices in the following figure:
ON THE K-THEORY OF C∗-ALGEBRAS FOR SUBSTITUTION TILINGS (A PEDESTRIAN VERSION)97
The substitution-homotopy map WV : ZsV → ZsV is given by the matrix:
{{1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 0, 1, 1, 1, 1, 0, 1, 1, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {1, 0, 0, 0, 1, 1, 1,
0, 1, 0, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 0, 0, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 0, 1, 1, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1}, {1, 0, 0, 0, 1, 1, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 1,
0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 0, 0, 1, 1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 1, 1, 1, 0, 0, 1, 1,
1, 1}, {1, 0, 1, 0, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 1, 1, 0, 1, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {0, 0, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 1, 0, 1, 1, 0, 0, 1, 0, 0, 0, 0,
0, 0, 0, 0, 1, 0, 0, 1, 1, 1, 1, 1, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {1, 0, 1, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1,
0, 0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 1, 1, 1, 0, 1, 1, 1, 1, 0}, {1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 1, 1, 1, 0, 1, 1, 1,
1, 1, 1, 1, 1, 0, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 1, 0, 1, 1, 1, 1, 0, 1, 0, 0, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1,
1, 1, 1, 1}, {1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 1, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 1, 1, 1, 0, 0, 1, 1, 1, 0, 1, 0, 1, 0, 1, 0, 1}, {1, 0, 0,
0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 1, 1, 0, 0, 0, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0,
0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 0, 1, 0, 1, 0, 0, 1, 1, 1, 1, 1, 1, 0, 1, 0}, {0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 0, 1, 0, 0, 1, 0, 0, 0, 1, 1, 0, 1, 1, 1,
1, 1, 1, 1, 1, 1, 1, 0, 1, 1, 1, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 1, 1, 0, 1, 1, 0,
0, 0, 1, 0, 1, 0, 0, 1, 1, 1, 1, 0, 1, 1}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0,
0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 0, 0, 0, 0, 1, 0, 0,
0, 1, 0, 1, 0, 0, 0, 1, 1, 0, 0, 0, 1, 0, 0, 0, 0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0, 1, 0, 1, 1, 0, 0, 1, 0, 1, 1, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {1, 0, 1, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 1, 0, 0, 0, 1,
0, 0, 0, 1, 0, 1, 0, 0, 0, 1, 1, 0, 0, 1, 1, 1, 0, 1, 1, 0, 1, 1, 0, 1}, {0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}
The substitution-homotopy map WE : ZsE → ZsE is given by the matrix:
{{0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 1, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0,
0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, -1, 0,
0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0}, {1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0}, {1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0,
0}, {0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0},
{0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 1,
0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 1, 0, -1, 0, 0, 0, -1, 1, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 1, 0, -1, 0, 1, -1, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 0,
1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 1, 0, 0,
0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0}, {0, 0, 1, 0, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 1, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0}, {0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0}, {0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
-1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0,
0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 1, 0, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0,
1, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0,
1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0}, {0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0}, {0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0,
0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 1, 0,
0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {-1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 0, 0, 0, 0,
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0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0}, {0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
-1, 0, 0, 0, 0, 0, 0, -1, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 1, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0}}
The substitution-homotopy map WF : ZsF → ZsF is given by the matrix
By Proposition A.10 we replace ker δ0 with Z17. By Proposition A.9 we remove the
zero-eigenvalues of the corresponding matrix and get
H0S(T ) = lim→ (WV , ker δ
0)
= Z3 ⊕ lim→ (

8 −19 −63 12 −14 −7 12 −1 7
10 −24 −74 15 −15 −6 8 −1 4
−2 2 5 −1 1 0 0 0 0
3 −15 −48 10 −10 −5 7 −1 3
0 6 21 −4 5 3 −5 1 −2
−2 1 7 −2 −1 −1 5 −1 1
0 1 7 −1 2 2 −4 1 −2
1 1 7 −1 2 2 −4 1 −2
0 −1 −4 0 −3 −3 8 −2 3
 ,Z9)
= Z9
because the determinant of the 9×9 matrix is -1. By Proposition A.12, lim→ (WE ,
ker δ1
Im δ0 ) =
lim→ (W
′
E , cokerB) for some matrices W ′E , B. Then by Proposition A.11 we get rid
of the coker and get
K1(S) = H1S(T ) = lim→ (WE ,
ker δ1
Im δ0 ) = lim→ (

0 1 0 −1 0
3 1 0 0 1
2 2 −1 −2 0
0 −1 1 2 1
1 −1 1 3 1
 ,Z5) = Z5
because the determinant of the 5× 5 matrix is -1.
The K-theory groups of the above examples are summarized in Table 3 and
Table 4. We are the first ones to compute the stable and unstable K-theories of
the tri-square tiling. The unstable K-theories of the rest of the above examples are
already well-known, and they agree with our computations.
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Table 3. K0-groups for tilings of the plane.
Tiling K0(U) = Z⊕HST0 (T ) K0(S)/Z = H0S(T ) K0(A)
Octagonal Z10 Z9 Z200
Chair Z⊕ Z[ 12 ]3 Z[ 12 ]3
Tri-square Z5 ⊕ Z[ 12 ]3 Z4 ⊕ Z[ 12 ]3
Half-hex Z3 ⊕ Z[ 12 ] Z2 ⊕ Z[ 12 ]
Table Z4 ⊕ Z[ 12 ]5 ⊕ Z2 Z3 ⊕ Z[ 12 ]5 –
Table 4. K1-groups for tilings of the plane.
Tiling K1(U) = HST1 (T ) K1(S) = H1S(T ) K1(A)
Octagonal Z5 Z5 Z200
Chair Z[ 12 ]2 Z[
1
2 ]2
Tri-square Z[ 12 ]2 Z[
1
2 ]2
Half-hex Z[ 12 ]2 Z[
1
2 ]2
Table Z[ 12 ]2 Z[
1
2 ]2 ⊕ Z2 –
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Appendix A. Direct limits of abelian groups
In this section we give some tools to compute direct limits of integer matrices.
Definition A.1 (Direct limit notation). Suppose that A : X → X is an endomor-
phism of some abelian group X (i.e. a Z-module). Then we introduce the notation
for the direct limit
lim→ (A,X) := lim→ X
A // X
A // X
A // .
Note that we write the homomorphism A first, which we do in order to emphasize
it.
Proposition A.2. Let A ∈Mn(Z) be an n×n integer matrix such that detA 6= 0.
Then ⋃∞
k=0A
−kZn = lim→ Z
n A // Zn A // Zn A // .
Note that
∞⋃
k=0
A−kZn ⊂ Z[ 1detA ]
n.
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Proof. Since AZn ⊂ Zn we get that Zn = A−1(AZn) ⊂ A−1Zn. Thus the following
diagram is well defined
Zn A //
I∼=

Zn A //
A−1∼=

Zn A //
A−2∼=

Zn A //
A−3∼=

Zn 
 // A−1Zn 
 // A−2Zn 
 // A−3Zn 
 A // .
Moreover, since the diagram commutes, and the vertical maps are isomorphisms,
and the maps on the bottom row are the inclusion maps the statement of the
proposition holds. 
Corollary A.3. Let A ∈Mn(Z) be an integer matrix such that detA = ±1. Then
lim→ (A,Z
n) = Zn.
Proof. If detA = ±1 then A−1Zn = Zn. The statement of the corollary then
follows by the proposition. 
Proposition A.4. Let A,G ∈Mn(Z) be integer matrices, and suppose that detG =
±1. Then
lim→ (A,Z
n) = lim→ (GAG
−1,Zn).
Proof. Since the diagram
Zn A //
G∼=

Zn A //
G∼=

Zn A //
G∼=

Zn A //
G∼=

Zn
GAG−1
// Zn
GAG−1
// Zn
GAG−1
// Zn
GAG−1
//
commutes, and its vertical maps are isomorphisms, the statement of the proposition
holds. 
Proposition A.5. Let A ∈Mn(Z) be an integer matrix. Then
lim→ (A,Z
n) = lim→ (A,AZ
n).
Proof. Since the diagram
Zn A //
A

Zn A //
A

Zn A //
A

Zn A //
A

AZn
A
//
- 
ι
;;
AZn
A
//
- 
ι
;;
AZn
A
//
- 
ι
;;
AZn
A
//
. 
ι
>>
commutes and we can go up and down in the diagram, the statement of the propo-
sition holds. 
Proposition A.6. Let A ∈Mn(Z) be an integer matrix. Then
lim→ (A,Z
n) = lim→ (A
2,Zn).
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Proof. Since the diagram
Zn A //
I

Zn A //
A

Zn A //
I

Zn A //
A

Zn
A2
//
A
==
Zn
I
//
I
==
Zn
A2
//
A
==
Zn
I
//
I
??
commutes, and we can go up and down in the diagram, the statement of the propo-
sition holds. 
Proposition A.7. Let X,Y be Z-modules. Let A : X → X be an endomorphism,
and let X and Y be Z-isomorphic with isomorphisms p : X → Y , q : Y → X. Then
lim→ (A,X) = lim→ (pAq, Y ).
Proof. This is because the following diagram commutes and we can go up and down
the diagram.
X
A //
p

X
A //
p

X
A //
p

X
A //
p

Y
pAq
//
q
OO
Y
pAq
//
q
OO
Y
pAq
//
q
OO
Y
pAq
//
q
OO

Proposition A.8 (direct sum). Let A ∈Mm(Z), B ∈Mn(Z) be integer matrices.
Then
lim→ (
(
A 0
0 B
)
,Zm+n) = lim→ (A,Z
m)⊕ lim→ (B,Z
n).
Proof. Recall that
lim→ (A,Z
m
i ) =
⊕∞
i=1 Zmi
span{xiei − (Axi)ei+1 | i ∈ N} = {[zei] | i ∈ N, z ∈ Z
m},
where ei = (0, . . . , 0, 1, 0, . . .) has 1 at the i-th position, and Zi := Z. For instance
if
x = x1ei1 + x2ei2 + x3ei3 ∈
⊕
i∈N
Zmi
with i1 < i2 < i3 then
x ∼ (Ai3−iix1 +Ai3−i2x2 + x3)ei3 .
We claim that⊕
i∈N(Zmi,a ⊕ Zni,b)
〈(x, y)ei − (Ax,By)ei+1〉 =
(
⊕
i∈N Zmi,a)⊕ (
⊕
i∈N Zni,b)
〈xe(a)i − (Ax)e(a)i+1, ye(b)j − (By)e(b)j+1〉
=
( ⊕
i∈N Zmi,a
xe
(a)
i − (Ax)e(a)i+1
)
⊕
( ⊕
i∈N Znj,b
ye
(b)
i − (By)e(b)j+1
)
.
The second equality is clear since the relations do not intertwine. The proof of
the first equality is as follows. Note that the left numerator of the equality can be
identified with the right numerator. Hence it suffices to show that the denominators
are equal. Proof that the left denominator is contained in the right denominator:
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Let (x, y)ei − (Ax,By)ei+1 be given. This element is in the right denominator
because it is the sum of two generators of the right denominator with i = j, namely
(xe(a)i − (Ax)e(a)i+1) + (ye(b)i − (By)e(b)i+1) = (x, y)ei − (Ax,By)ei+1.
Proof that the left denominator contains the right denominator: Let xe(a)i −(Ax)e(a)i+1
be given. This element is in the left denominator since
(x, 0)ei − (Ax, 0)ei+1 = xe(a)i − (Ax)e(a)i+1.
By the same argument as before, we see that the element ye(b)j − (By)e(b) is in the
left denominator. 
The next proposition tells us how to remove the zero-eigenvalues of a matrix.
Proposition A.9 (ImA ∼= Zr). Let A ∈ Mm×n(Z) be an m × n integer matrix
and let D = PAQ be its Smith normal form. In particular, all the nonzero entries
in the diagonal of
D = diag(d1, d2, ..., dr, 0, ...0)
are given first. Moreover, di divides di+1, i = 1, . . . , r − 1.
Define pi : Zn → Zr to be the projection onto the first r coordinates i.e. pi is the
first r rows of the identity matrix In.
Let q : Zr → AZn be defined by
q := P−1Dpit,
where pit is the transpose of pi, and let p : AZn → Zr be defined by
p := piD†P
where the pseudo-inverse D† is the diagonal matrix
D† = diag( 1
d1
,
1
d2
, ...,
1
dr
, 0, ..., 0).
Then AZn and Zr are Z-isomorphic with isomorphisms p, q. In particular, (for
computer testing)
pq = Ir, qpA = A,
where Ir is the r × r identity matrix.
Proof. Observe that p is a rational matrix, not necessarily an integer matrix. We
have
qZr = P−1DpitZr = P−1(Dpitpi)Zn = P−1DZn = A(QZn) = AZn.
Thus q is surjective. The map pq is the identity on Zr because
pq = piD†PP−1Dpit = pi(D†Dpit) = pipit = Ir.
We now show that the map qp is the identity on AZn. Let x ∈ AZn. Since q is
surjective x = q(y) for some y ∈ Zr. Then
qp(x) = qpq(y) = q(y) = x.
Thus AZn and Zr are Z-isomorphic with isomorphisms p, q. 
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Proposition A.10 (kerA ∼= Zn−r). Let A ∈Mm×n(Z) be an m×n integer matrix
and let D = PAQ be its Smith normal form. In particular, all the nonzero entries
in the diagonal of
D = diag(d1, d2, ..., dr, 0, ...0)
are given first. Moreover, di divides di+1, i = 1, . . . , r−1. If r = n then kerA = {0},
so assume r < n. Define pi : Zn → Zn−r to be the projection onto the last n − r
coordinates i.e. pi is the last n − r rows of the identity square matrix In. Let
q : Zn−r → kerA be defined by
q := Q ◦ pit,
where pit is the transpose of pi, and let p : kerA→ Zn−r be defined by
p := pi ◦Q−1.
Then kerA and Zn−r are Z-isomorphic, with isomorphisms p, q. In particular, (for
computer testing)
pq = In−r, Aqp = Aq = 0.
Proof.
kerA = {x ∈ Zn | Ax = 0}
= {x ∈ Zn | P−1DQ−1x = 0}
= {x ∈ Zn | Dy = 0, y = Q−1x}
= {Qy | λ1y1e1 + · · ·+ λryrer = 0}
= {Qy | y1 = 0, . . . , yr = 0}
= span(Qer+1, . . . , Qen)
= QpitZn−r
= qZn−r.
Thus q is surjective. The map pq is the identity on Zn−r because
pq = piQ−1Qpit = pipit = In−r.
We now show that the map qp is the identity on kerA. Let x ∈ kerA. Since q is
surjective, x = q(y) for some y ∈ Zn−r. Then
qp(x) = qpq(y) = q(y) = x.
Thus kerA and Zn−r are Z-isomorphic, with isomorphisms p, q. 
Proposition A.11 (cokerA ∼= Zds+1 ⊕· · ·⊕ Zdm (for m ≤ n)). Let A ∈Mm×n(Z) be
an m × n integer matrix such that m ≤ n, and let D = PAQ be its Smith normal
form. In particular, all the nonzero entries in the diagonal of
D = diag(±1, . . . ,±1, ds+1, ds+2, ..., dr, 0, ...0)
are given first. Moreover, di divides di+1, i = 1, . . . , r − 1, and there are s ≥ 0
ones. If s = m then cokerA = {0}. So assume s < m. Define pi : Zm → Zm−s to
be the projection onto the last m− s coordinates i.e. pi is the last m− s rows of the
identity square matrix Im. Let q : Zm−s → Zm be defined by
q := P−1 ◦ pit,
where pit is the transpose of pi, and let p : Zm → Zm−s be defined by
p := pi ◦ P.
104 D. GONC¸ALVES M. RAMIREZ-SOLANO
Then cokerA and Zds+1 ⊕ · · · ⊕ Zdm are Z-isomorphic, with isomorphisms q¯ : Zds+1 ⊕
· · · ⊕ Zdm → cokerA and p¯ : cokerA→ Zds+1 ⊕ · · · ⊕ Zdm induced by q, p, respectively.
In particular, (for computer testing)
pq = Im−s, qpA = 0.
Proof. Consider the following diagram whose rows are short exact sequences of
abelian groups.
0 // ImA 
 // Zm // //
P∼=

Zm
ImA
//
P¯ ∼=

0
0 // ImD 
 // Zm
g // //
pi

Zm
ImD
//
p¯i

0
0 // Zds+1 ⊕ · · · ⊕ Zdm 
 // Zm−s h // // ZZds+1 ⊕ · · · ⊕ ZZdm // 0
Since h is a quotient map and pi is a projection, they are both surjective and hence
hpi is surjective. Since
ker(hpi) = pi−1(kerh) = pi−1(Zds+1⊕ · · · ⊕Zdm) = Zs⊕Zds+1⊕ · · · ⊕Zdm = ImD
we get by the first isomorphism theorem of groups that
Zm
ImD =
Zm
kerhpi
∼= ZZds+1 ⊕ · · · ⊕
Z
Zdm
,
where the isomorphism is induced by pi and it is denoted by p¯i. Now since pipit =
Im−s and since
ker(gpit) = (pit)−1(ker g) = (pit)−1(ImD) = (pit)−1(kerhpi) = ker(hpipit) = kerh
we get that pit induces an isomorphism pit : ZZds+1 ⊕ · · · ⊕ ZZdm
∼−→ ZmImD and that
pit = p¯i−1.
Similarly, since gP is surjective and
ker gP = P−1(ker g) = P−1(ImD) = P−1DZn = AQZn = AZn = ImA,
we get that P¯ exists and that it is an isomorphism with inverse P−1. Thus q :=
P−1pit and p := piP induce the isomorphisms q¯, p¯ :
q¯ = P−1 ◦ pit = P−1pit,
p¯ = p¯i ◦ P¯ = piP .

Proposition A.12 (ker δ1Im δ0 ∼= cokerpiQ−1δ0). Let
0 // ZV δ
0
// ZE δ
1
// ZF // 0
be a cochain complex (i.e. δ1 ◦ δ0 = 0) for some V,E, F ∈ N. Let D = Pδ1Q be the
Smith normal form of δ1. In particular, all the nonzero entries in the diagonal of
D = diag(d1, ..., dr, 0, ...0)
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are given first. Moreover, di divides di+1, i = 1, . . . , r − 1. Define pi : ZE → ZE−r
to be the projection onto the last E − r coordinates, i.e. pi is the last E − r rows of
the identity square matrix IE. Let q : ZE−r → ZE be defined by
q := Q ◦ pit,
where pit is the transpose of pi, and let p : ZE → ZE−r be defined by
p := pi ◦Q−1.
Then ker δ1Im δ0 and cokerpiQ−1δ0 are isomorphic, with isomorphisms q′ : cokerpiQ−1δ0 →
ker δ1
Im δ0 , p
′ : ker δ1Im δ0 → cokerpiQ−1δ0 induced by q, p, respectively. In particular, (for
computer testing)
pq = IE−r, δ1qp = 0.
Proof. From the commutative diagram of cochain complexes (not a short exact
sequence)
0 // ZV
id∼=

δ0 // ZE
Q−1∼=

δ1 // ZF
P∼=

// 0
0 // ZV Q
−1δ0 //
id∼=

ZE D //
pi

ZF //
0

0
0 // ZV piQ
−1δ0// ZE−r
pit
OO
// 0 // 0
we get the isomorphisms
H1(Q−1) : ker δ1Im δ0
∼ // kerD
ImQ−1δ0 ,
H1(pi) : kerDImQ−1δ0
∼ // ZE−r
piQ−1δ0ZV = cokerpiQ
−1δ0 ,
where the inverse of the last isomorphism is described next. Note that ImQ−1δ0 ⊂
kerD = 0r ⊕ ZE−r because DQ−1δ0ZV = Pδ1δ0ZV = 0. Hence
pitpiQ−1δ0 = Q−1δ0,
because pitpi = 0r ⊕ IE−r. So pit induces the map H1(pit) and, since pipit = IE−r,
we get that H1(pi)−1 = H1(pit). Thus q := Qpit and p := piQ−1 induce the isomor-
phisms q′, p′ :
q′ = H1(Q) ◦H1(pit) = H1(q)
p′ = H1(pi) ◦H1(Q−1) = H1(p).

Proposition A.13. Let A ∈ Mn(Z) be an n × n integer matrix. Suppose that 0
is an eigenvalue of A and let p(x) = xrq(x) be the characteristic polynomial of A.
Then
lim→ (A
r,Zn) = lim→ (A
r, ker q(A)).
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Proof. Since q(A)Ar = Arq(A) = p(A) = 0, we get ArZn ⊂ ker q(A). Moreover,
A ker q(A) ⊂ ker q(A) because if x ∈ ker q(A) then q(A)x = 0 and thus q(A)Ax =
A(q(A)x) = 0. Hence the following diagram is well-defined
Zn A
r
//
Ar

Zn A
r
//
Ar

Zn A
r
//
Ar

ker q(A) A
r
//
+ 
ι
88
ker q(A) A
r
//
+ 
ι
88
ker q(A)A
r
//
- 
ι
<<
and since it commutes lim→ (A
r,Zn) = lim→ (A
r, ker q(A)). 
Proposition A.14 (extract the 1-eigenvalues). Let A ∈Mn(Z) be an n×n integer
matrix and let p(x) be its minimal polynomial. Suppose that λ ∈ Z is an eigenvalue
of A and let q(x) be defined from the equation p(x) = (x − λ)q(x). Let q(x) have
integer coefficients. Then
0 // lim→ (A, ker q(A))
  // lim→ (A, Z
n) // // lim→ (λIn, q(A)Z
n) // 0
is a short exact sequence, where In ∈Mn(Z) is the identity matrix.
Proof. Recall that an eigenvalue of A is a root of the minimal polynomial p(x) of
A, and thus by the assumption it makes sense to write p(x) = (x − λ)q(x). By
definition of minimal polynomial 0 = p(A) = (A − λI)q(A), i.e. Aq(A) = λq(A).
Moreover, A ker q(A) ⊂ ker q(A) because if x ∈ ker q(A) then q(A)x = 0 and thus
q(A)Ax = A(q(A)x) = 0. Hence the following diagram is well-defined
0 // ker q(A)
A

  // Zn
A

q(A) // // q(A)Zn
λI

// 0
0 // ker q(A) 
 // Zn
q(A) // // q(A)Zn // 0.
Moreover, the rows are clearly short exact sequences and the diagram is commu-
tative. Recall that the direct limit of a directed system of short exact sequences
of abelian groups is a short exact sequence because the direct limit is an exact
functor in the category of abelian groups. Hence the statement of the proposition
holds. 
Proposition A.15. Let m,n ∈ N. Then
Z[ 1
m
]⊗Z Z[ 1
n
] = Z[ 1
mn
].
Proof. We use the formula “localization of a module” (see [12, Lemma 2.4, p.66]):
S−1M = M ⊗Z S−1Z
with S = {ni | i ∈ N0} and M = Z[ 1m ]. Notice that 1 ∈ S and ninj ∈ S. Recall
that
S−1M = {[(m˜, s)]∼ | m˜ ∈M, s ∈ S}
where
(m˜, s) ∼ (n˜, t) ⇐⇒ ∃u ∈ S : u(sn˜− tm˜) = 0
m˜
s
:= [(m˜, s)]∼
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and S−1M is a module with operations
m˜
s
+ n˜
t
:= tm˜+ sn˜
st
, a · m
s
:= am
s
.
Thus,
S−1M = {m˜
s
| m˜ ∈ Z[ 1
m
], s ∈ S}
= {
a
mi
nj
| a ∈ Z, i, j ∈ N0}
= { a
minj
| a ∈ Z, i, j ∈ N0}
= { a(mn)i | a ∈ Z, i ∈ N0}
= Z[ 1
mn
]

Corollary A.16. Let m,n, a, b,∈ N. Then
Z[ 1
m
]a ⊗Z Z[ 1
n
]b = Z[ 1
mn
]ab.
Corollary A.17. Let k, `,m, n, a, b, c, d ∈ N. Then(
Z[ 1
k
]a ⊕ Z[ 1
`
]b
)
⊗
(
Z[ 1
m
]c ⊕ Z[ 1
n
]d
)
= Z[ 1
km
]ac ⊕ Z[ 1
kn
]ad ⊕ Z[ 1
`m
]bc ⊕ Z[ 1
`n
]bd
A.1. Short exact sequences.
Lemma A.18. Let
0 // I 
 ι // A
r // // B // 0
be a short exact sequence of abelian groups. If Ext1(B,Z) = 0 then the transpose
0 // Bt 
 rt // At
ιt // // It // 0
is also a short exact sequence.
Proof. From the given short exact sequence we get the long exact sequence
0 // Hom(B,Z) 
Hom(r,Z) // Hom(A,Z)
Hom(ι,Z) // Hom(I,Z) //
Ext1(B,Z)
Ext1(r,Z) // Ext1(A,Z)
Ext1(ι,Z) // Ext1(I,Z) //
Ext2(B,Z)
Ext2(r,Z) // Ext2(A,Z)
Ext2(ι,Z) // Ext2(I,Z) // · · · .
Hence if Ext1(B,Z) = 0 we get a short exact sequence. 
Corollary A.19. Let
0 // I 
 ι // A
r // // Zn // 0
be a short exact sequence of abelian groups. Then the transpose
0 // Zn 
 rt // At
ιt // // It // 0
is also a short exact sequence.
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Proof. We start by constructing a projective resolution
// 0 // 0 // Zn
0
id // Zn
−1
// 0.
Applying Hom(−,Z) to this projective resolution of abelian groups (without the -1
term) we get
0oo 0oo 0
1
oo Hom
0
(Zn,Z)oo 0oo .
Taking homology of this chain complex we get Ext0(Zn,Z) = Hom(Zn,Z) and
Exti(Zn,Z) = 0 for i ∈ N. In particular Ext1(Zn,Z) = 0. Thus by the lemma, the
corollary follows. 
Lemma A.20. Let
// A
f // B
g // C
h // // D // 0
be an exact sequence of abelian groups. Then
0 // BIm f
  ι // C
h // // D // 0
is a short exact sequence. In particular,
C
ι( BIm f )
∼= D.
Proof. Since the sequence is exact, Im f = ker g, and Im g = kerh. Thus
B
Im f =
B
ker g
∼= Im g ⊂ C.
The map induced by g from BIm f to C is denoted by ι, and it is injective. Since
Im g = kerh, the short sequence is exact. In particular, since h is surjective
C
ι( BIm f )
= Ckerh
∼= D.

Appendix B. Direct limits of topological spaces and C∗-algebras
Proposition B.1. Let
X0 ⊂ X1 ⊂ X2 ⊂ . . .
be an increasing sequence of T1-spaces, and equip
X :=
⋃
n∈N0
Xn
with the inductive limit topology. Suppose that (xk)∞k=0 is a sequence in X that
converges to x ∈ X. Then there exists an n0 ∈ N0 such that x ∈ Xn0 and such that
the sequence is eventually in Xn0 . That is, there exists a k0 ∈ N0 such that
x, xk ∈ Xn0 for k ≥ k0.
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Proof. Define X−1 := ∅, and assume that xk → x ∈ X. For contradiction, assume
that the conclusion of the proposition is false. Then, without loss of generality, we
can assume that there exists a subsequence (xk`)∞`=0 such that
x ∈ X0 and xk` ∈ X`\X`−1, for ` ∈ N0,
and such that xk0 6= x. (We simply dropped all the spaces not containing an
element of the subsequence). Then
xk0 ∈ X0
xk1 ∈ X1, xk1 6∈ X0
xk2 ∈ X2, xk2 6∈ X0 ∪X1, etc.
Choose a neighborhood x ∈ U0 ⊂ X0 open in X0 such that xk0 6∈ U0. Such
neighborhood exists because X0 is a T1-space. Notice also that xk` 6∈ U0 for ` ≥ 1
because xk` 6∈ X0. Now, choose V1 ⊂ X1 open in X1 such that
U0 = V1 ∩X0.
This is possible since X0 has the subspace topology of X1. Let
U1 := V1\{xk1} = V1 ∩ {xk1}c,
which is open in X1 since all one point sets in T1-spaces are closed. Then
U1 ∩X0 = V1 ∩X0 = U0
since xk1 6∈ X0. Moreover, xk` 6∈ U1 for ` ∈ N0 because U1 ⊂ X1, because we have
removed xk1 , and because xk0 6∈ U0 = U1 ∩X0, hence also xk0 6∈ U1 (as xk0 ∈ X0).
Inductively, we can construct the sets Um ⊂ Xm, m ∈ N0, where
Um is open in Xm
and,
(B.1) Um′ = Um ∩Xm′ ∀ m′ ≤ m,
and such that
xk` 6∈ Um ∀ ` ∈ N0.
Let U :=
⋃∞
m=0 Um. Then U is open in X because by Eq. (B.1), U ∩Xn = Un for
all n ∈ N0, and Un is open in Xn for all n ∈ N0. Since
x ∈ U0 ⊂ U1 ⊂ U2 ⊂ · · · ,
U is a neighborhood of x in X. But xk` 6∈ U for all ` ∈ N0 because xk` 6∈ Um for all
`,m ∈ N0. Hence xk` 6→ x, a contradiction. Thus the conclusion of the proposition
is true. 
Lemma B.2. Let Bn(0) be the open ball in Rd of radius n ∈ N, and equip it with
the subspace topology of Rd. Let
X :=
⋃
n∈N
Bn(0)
be given the inductive limit topology. Then X = Rd as topological spaces.
Proof. The inclusion map i : X ↪→ Rd, is continuous because the inclusion in :
Bn(0) ↪→ Rd is continuous for all n ∈ N. We now show that i−1 is continuous. Let
U ⊂ X be open in X. That is, U ∩ Bn(0) is open in Rd for all n ∈ N0. Hence
U =
⋃
n∈N U ∩Bn(0) is open in Rd. 
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The following lemma is straightforward and well-known.
Lemma B.3. Let Y be a subspace of a topological space X, and suppose that
xn → x in X as n→∞. If xn, x ∈ Y for all n ∈ N, then xn → x in Y .
Proposition B.4. Let R0 ⊂ R1 ⊂ R2 ⊂ · · · , be the increasing sequence of e´tale
equivalence relations defined in Section 4, and recall that Rn ⊂ Rn+1 is open for
n ∈ N0. Recall as well that An := C∗(Rn), n ∈ N0 is amenable, (thus C∗(Rn) =
C∗r (Rn)). Then
C∗(
∞⋃
n=0
Rn) = lim→ A0
ι0 // A1
ι1 // . . .
Proof. Consider the following diagram
C∗(R0) 
 ι0 //
λ0 %%
C∗(R1) 
 ι1 //
λ1

C∗(R2) 
 ι3 //
λ2yy
C∗
( ∞⋃
n=0
Rn
)
.
where λn is the inclusion map. For f ∈ Cc(∪∞n=0Rn), since {Rn}∞n=0 is an open
cover, and the support of f is compact, a finite subset covers the support of f .
Moreover, since the union is increasing, the support of f is in RN for some N ∈ N0.
Hence f = λN (f˜) for some f˜ ∈ Cc(RN ). By slight abuse of notation, we will write
f ∈ Cc(RN ) instead of f˜ ∈ Cc(RN ).
By a similar proof to Remark 4.24, λn : C∗(Rn)→ C∗(R′s) is continuous. By an
adaptation of the proof of [14, Prop. IV.9], λn is injective, which uses C∗(Rn) =
C∗r (Rn) (amenability). Hence the C∗-algebra C∗(Rn), n ∈ N can be viewed as a
subalgebra of C∗(R′s). Then by [36, Exc. 6.2, p.104], the direct limit
lim→ (C
∗(Rn), ιn) =
∞⋃
n=1
C∗(Rn)
||·||C∗(R′s)
⊂ C∗(R′s)
is a subalgebra. We now show the inclusion ⊃. Let a ∈ C∗(R′s). Then there is a
sequence (ak)∞k=1 ⊂ Cc(
⋃∞
n=0Rn) such that
ak
||·||C∗(R′s) // a .
By compactness of the support of ak, there exists a nk ∈ N such that ak ∈ Cc(Rnk).
Hence (ak)∞k=1 ⊂
⋃∞
n=1 C
∗(Rn) and thus a ∈
⋃∞
n=1 C
∗(Rn)
||·||C∗(R′s) . 
Appendix C. Compactness in Rd
Lemma C.1. Let U be an open subset of Rd, and let its Rd-boundary be non-empty.
Let K ⊂ U be compact in U . Then
d(K, ∂U) > 0.
Proof. NoteK∩∂U is empty becauseK is a subset of U and U∩∂U = U∩(U\
◦
U) = ∅
as U is open. Suppose for contradiction that d(K, ∂U) = 0. Then there is a sequence
(xn)∞n=1 ⊂ K such that
d(xn, ∂U)→ 0 as n→∞.
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Since K is compact, there exists a convergent subsequence xnj → x ∈ K. Since
d(xnj , ∂U) = inf
u∈∂U
||xnj − u||,
we have
d(x, ∂U) ≤ ||x− xnj ||+ d(xnj , ∂U)→ 0.
Hence d(x, ∂U) = 0. Thus there is a sequence (un)∞n=1 ⊂ ∂U converging to x. Since
∂U = U ∩ Rd\U is closed, x ∈ ∂U . Thus x ∈ K ∩ ∂U = ∅, a contradiction. 
Lemma C.2. Let X be a subset of Rd, and let K ⊂ X. Then K is X-compact if
and only if K is Rd-compact.
Proof. IfK isX-compact, then it is Rd-compact because the inclusion mapX ↪→ Rd
is continuous. If K is Rd-compact then it is Rd-closed and bounded. Since it is
Rd-closed, it is complete. Since it is bounded, then by the Archimedean property
it is totally bounded. Thus K is X-compact. 
Appendix D. Cc(G)
Let G be a locally compact groupoid with left Haar system {λu}u∈G0 . Then the
set Cc(G) of continuous C-valued functions with compact support is equipped with
the inductive limit topology (cf. [10, Example 5.10, p.118]), and with operations
f ? g(x) :=
∫
y∈r−1(s(x))
f(xy)g(y−1)dλs(x)(y)
f∗(x) := f(x−1).
Under these operations Cc(G) is a ∗-algebra (cf. [33, p. 48]).
We remark that the names Renault-representation and Renault-bounded (given
below) are not standard terminology, but we use them for the sake of brevity.
Definition D.1 (Renault-representation). ([33, p.50]) A Renault-representation of
Cc(G) on a Hilbert space H is a ∗-homomorphism
L : (Cc(G), ind)→ (B(H),WO)
which is continuous, where Cc(G) has the inductive limit topology, and B(H) has
the WO-topology (weak-operator topology). Moreover, the linear span {L(f)ξ |
f ∈ Cc(G), ξ ∈ H} is dense in H.
By [33, Prop. I.4, p.50], the topology given by the one-norm || · ||I on Cc(G) is
coarser than the inductive limit topology, i.e.
fn
ind // f =⇒ ||fn − f ||I → 0,
where
||f ||I = max
(
sup
u∈G0
∫
x∈r−1(u)
|f(x)| dλu(x) , sup
u∈G0
∫
x−1∈r−1(u)
|f(x)| dλu(x−1)
)
,
for f ∈ Cc(G). Moreover, || · ||I is a ∗-algebra norm on Cc(G).
Definition D.2 (Renault-bounded). (cf. [33, p. 50-51]) A Renault-representation
L : (Cc(G), ind)→ (B(H),WO)
is said to be Renault-bounded if
||L(f)||B(H) ≤ ||f ||I ∀f ∈ Cc(G),
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where || · ||B(H) is the operator norm of B(H).
(Thus L : (Cc(G), || · ||I)→ (B(H), || · ||B(H)) is continuous).
For f ∈ Cc(G) define
||f || := sup
L
||L(f)||B(H),
where the supremum is taken over all Renault-bounded Renault-representations
(L,H) of Cc(G). This norm on Cc(G) is a C∗-norm, and the C∗-algebra C∗(G) of
the groupoid G is defined as the completion
C∗(G) := Cc(G)
||·||
.
(cf. [33, p.51-58]). Observe that for f ∈ Cc(G),
(D.1) ||f || ≤ ||f ||I .
Lemma D.3. If
L : (Cc(G), ind)→ (B(H),WO)
is a Renault-bounded Renault-representation, then
L : (Cc(G), || · ||)→ (B(H), || · ||B(H))
is continuous.
Proof. By definition of ||f ||, f ∈ Cc(G) we have ||L(f)||B(H) ≤ ||f ||. Hence the
linear operator L(f) is bounded (with norm at most 1) and thus continuous. 
Lemma D.4. If L : C∗(G) → B(H) is a faithful representation (in the standard
way) then L restricted to Cc(G) is a Renault-bounded Renault-representation.
Proof. Suppose that a sequence (fn)∞n=1 ⊂ Cc(G) converges to f ∈ Cc(G) in the in-
ductive limit topology. Since the I-norm is coarser than the inductive limit topology
we have
||fn − f ||I → 0.
Hence by Eq. (D.1)
||fn − f || → 0.
Since L is faithful, we get by [47, Theorem 10.7] that
||L(fn)− L(f)||B(H) = ||fn − f || → 0.
Since convergence in the norm-topology implies convergence in the weak-operator
topology we get
L(fn) WO // L(f).
Thus L is a Renault-representation. It is Renault-bounded since
||L(f)||B(H) = ||f || ≤ ||f ||I ,
by [47, Theorem 10.7] and Eq. (D.1).

For convenience to the reader, we provide a proof of the following well-known
result:
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Theorem D.5 (extension by continuity for groupoids). Let G′ and G be locally
compact groupoids with Haar systems, and assume that G′ is second countable and
e´tale. Let ψ : Cc(G′)→ Cc(G) be a continuous ∗-homomorphism. Then ψ extends
to a (continuous) ∗-homomorphism
ψ˜ : C∗(G′)→ C∗(G).
Proof. Let (L,H) be a faithful representation of C∗(G). By Lemma D.4, L is
a Renault-representation Renault-bounded when restricted to Cc(G). Since ψ is
continuous in the inductive limit topology and it is a ∗-homomorphism, L ◦ ψ is
a Renault-representation. Then by [33, Corollary 1.22, p. 72], L ◦ ψ is Renault-
bounded. By Lemma D.3,
L ◦ ψ : (Cc(G′), || · ||C∗(G′))→ (B(H), || · ||B(H))
is bounded. Hence we can extend L ◦ψ by continuity to C∗(G′) and we denote the
extended map by L˜ ◦ ψ. Thus
ψ˜ = L−1 ◦ L˜ ◦ ψ
is a (continuous) ∗-homomorphism (as L is a ∗-isomorphism onto its image in
B(H)). 
Appendix E. On T + Rd with the subspace topology of Ω
Proposition E.1. Let T + Rd ⊂ Ω be given the subspace topology. Then the map
T + Rd → Rd given by
T + x 7→ x
is not continuous.
Proof. Let Pn := T (Bn(0)), n ∈ N, be the patch containing the ball Bn(0) of radius
n, and note that Pn ⊂ Pn+1. Choose patch Pn+xn in T such that ||xn|| ≥ n. This
can be done by [24, Thm 2.3, p.3] and [1, Cor. 3.5, p.11]. Since T and T −xn agree
on the patch Pn and thus on Bn(0), we have
d(T, T − xn) ≤ 1
n
.
Thus T − xn converges to T , but xn 6→ 0 because
||xn|| → ∞.

Appendix F. Projections in C∗r (R|X0)
We use the notation of Section 4. For simplicity of notation, let T := Tn, R := Rn
for fixed n ∈ N0.
Let f ∈ Cc(R|X0) be defined by
f(x, y) =
{
1 if x = y = v0i
0 otherwise
where x ∼ y. Since f∗(x, y) = f(y, x) = f(y, x) = f(x, y), f is self-adjoint. For
x ∼ z we have
(f ? f)(x, z) =
∑
x∼y
f(x, y)f(y, z).
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f(x, y) =
{
1 if x = y = v0i
0 otherwise
f(y, z) =
{
1 if y = z = v0i
0 otherwise
Thus (f ? f)(x, z) 6= 0 only if x = z = v0i . In this case,
(f ? f)(v0i , v0i ) =
∑
y∼v0
i
f(v0i , y)f(y, v0i )
= f(v0i , v0i )f(v0i , v0i )
= 1.
Hence, f ? f = f . Hence f is a projection in C∗r (R|X0).
Below we give a different proof of [15, Prop. 3.7-9].
Proposition F.1. [15, Prop. 3.7-9]
(1) C∗r (R|X0) ∼=
sV⊕
k=1
K(`2([vk]))
(2) C∗r (R|X1−X0) ∼=
sE⊕
k=1
C0(
◦
ek,K(`2([ek])))
(3) C∗r (R|X2−X1) ∼=
sF⊕
k=1
C0(
◦
σk,K(`2([σk])))
where sV, sE, sF are the number of stable vertices, stable edges, stable faces, respec-
tively, and vk, ek, σk are representatives of the R-equivalence classes.
Proof. Let N := sV be the number of stable vertices, i.e. the number of R-
equivalence classes. Then the underlying space of the 0-skeleton of T is the set
of vertices
X0 = {v ∈ Rd | v ∈ [v1] ∪ · · · ∪ [vN ]},
where the vertices v0, . . . , vN ∈ T are (fixed) representatives of the R-equivalence
classes. We remark that each of these equivalence classes has countable many
vertices. The restriction of R to the vertices is
R |X0= {(x, y) ∈ Rd × Rd | (x, y) ∈ [v1]× [v1] ∪ · · · ∪ [vN ]× [vN ]}.
The C∗-algebra C∗r (R|X0) is the completion inside B(`2(X0)) of
{λ(f) | f ∈ Cc(R|X0)},
where
(λ(f)ξ)(x) =
∑
y∼x
f(x, y)ξ(y).
For f ∈ Cc(R |X0) let
fi := f |[vi]×[vi], i = 1, . . . , N.
Then
f = f1 + · · ·+ fN , supp(fi) ⊂ [vi]× [vi]
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and
λ(f) =
[v1] [v2] · · · [vN−1] [vN ]

|f1(x, y)| 0 0 0 0 [v1]
0 |f2(x, y)| 0 0 0 [v2]
0 0 . . . 0 0
...
0 0 0 |fN−1(x, y)| 0 [vN−1]
0 0 0 0 |fN (x, y)| [vN ]
We have
C∗r (R|X0) ∼=
sV⊕
i=1
K(`2([vi]))
because λ : Cc(R|X0) ↪→ B(`2(X0)) is an injective ∗-homomorphism and
C∗r (R|X0) = λ(Cc(R|X0))
||·||B(H) =
sV⊕
i=1
K(`2([vi])),
where H is the Hilbert space `2(X0). This is fairly easy to show.
Now let N := sE be the number of stable edges, and J := Jn. Then the
underlying space of the 1-skeleton of T is
X1 = {x ∈ e | e ∈ [e1] ∪ · · · ∪ [eN ]},
where the edges e1, . . . , eN ∈ T are (fixed) representatives of the R-equivalence
classes. The restriction of R to the 1-skeleton minus its vertices is
R |X1−X0= {(x, γe,e′(x)) | x ∈
◦
e, (e, e′) ∈ [e1]× [e1] ∪ . . . ∪ [eN ]× [eN ]},
where γe,e′(x) := x+x0, with x0 being the translation of the two edges: e′ = e+x0.
For f ∈ Cc(R |X1−X0) let
fi := f |R|[ei]×[ei]−X0 , i = 1, . . . , N,
where
R |[ei]×[ei]−X0= {(x, γe,e′(x)) | x ∈
◦
e, (e, e′) ∈ [ei]× [ei]}.
Then
f = f1 + · · ·+ fN , supp(fi) ⊂ R|[ei]×[ei]−X0 .
Since f has compact support and we have removed the vertices, f is zero in a neigh-
borhood of the vertices. (Recall that the topology of the graph γ◦
e,
◦
e′
⊂ R|X1−X0
is the topology of ◦e, which by definition is homeomorphic to R.) Thus fi has
compact support as well. The C∗-algebra C∗r (R|X1−X0) is the completion inside⊕N
i=1 C0
(◦
ei, B(`2([ei]))
)
of
{λ(f) | f ∈ Cc(R|X1−X0)},
where
λ(f) = (λ(f1), . . . , λ(fN )),
and λ(fi) :
◦
ei → B(`2([ei])) is defined on s ∈ ◦ei as
λ(fi)(s)(ξ)(e) =
∑
e∼e′
fi
(
γei,e(s), γei,e′(s)
)
ξ(e′),
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Since fi is non-zero only on a finite number of the graphs γ◦
ei,
◦
e
, and it is zero on a
neighborhood of its vertices, λ(fi) is zero in a smaller neighborhood of its vertices
as well. Thus λ(fi) has also compact support. We have
C∗r (R|X1−X0) ∼=
sE⊕
i=1
C0
(◦
ei,K(`2([ei]))
)
because λ : Cc(R|X1−X0) ↪→
⊕N
i=1 Cc
(◦
ei, B(`2([ei]))
)
is an injective ∗-homomorphism
and
C∗r (R|X1−X0) =
N⊕
i=1
Cc(R|[ei]×[ei]−X0)
||·||r
=
sE⊕
i=1
C0(
◦
ei,K(`2([vi]))).
The proof of (3) is similar to the proof of (2).

It follows that
K0(C∗r (R|X0)) ∼= K0
( sV⊕
i=1
K(`2([vi]))
)
=
sV⊕
i=1
K0
(
K(`2([vi]))
) ∼= ZsV ,
where the equality in the second line follows because the number of stable vertices
sV is finite.
It is well-known that the K0-group of the compact operators K(`2([v])) is iso-
morphic to Z and that it has generator [p]0, for any 1-dimensional projection p in
K(`2([v])). Take
(F.1) fi(x, y) =
{
1 x = y = v0i
0 otherwise.
Now we show that λ(fi) is a one dimensional projection in K(`2([vi])): Let
ξ ∈ `2([v0i ]). For x ∈ [v0i ],
(λ(fi)ξ)(x) =
∑
y∈[v0
i
]
fi(x, y)ξ(y)
=
{
ξ(v0i ) x = v0i
0 x 6= v0i
So λ(fi)|`2([v0
i
]) is a projection onto Cδv0
i
. If ξ ∈ `2([vj ]), j 6= i, then for x ∈ [vj ],
(λ(fi)ξ)(x) = 0 because x 6= v0i for all x ∈ [v0j ]. Hence λ(fi) is a one dimensional
projection in K(`2([v0i ])) ⊂
⊕
[v0
i
]∈V K(`2([v0i ])). Therefore,
K0(C∗r (R|X0))
has generators
[f1]0, . . . , [fn]0
where f1, . . . , fn are defined in (F.1).
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F.1. Exponential map. Recall that we are using the notation of Section 4 and
T := Tn and R := Rn, n ∈ N0.
Proposition F.2 ([14, Proposition III.28]). Assume that the dimension of tiling T
is 1. The exponential map δ0 : ZsV → ZsE is given by
δ0(e1.e2) = e1 − e2.
Proof. Recall that a 1-dimensional projection generates the K0-group of the com-
pact operators K. One can choose any 1-dimensional projection because all are
equivalent (cf. Lemma G.2). Let v ∈ T be a vertex in the stable vertex e1.e2; let p
be the 1-dimensional projection in C = C∗r(R|X0) given by
p(x, y) =
{
1 (x, y) = (v, v)
0 else.
Let a ∈ B be the self-adjoint operator given by
a(x, y) =
 s x = y = s ∈ e11− s x = y = s ∈ e20 else.
(where we ignore reparametrization of the edge, e.g. we identify e2 with the unit
interval [0, 1]). Note that p is a projection that corresponds to the stable edge e1.e2.
Moreover, the support of p and a is on the diagonal of R.
x
y
e1 v e2
e1
v
e2
•
•
•1
s
1− s
R
x = y
a(x, y)
Then p˜ := (p, 0) is a projection in the unitization C˜ of C, and a˜ := (a, 0) is a selfad-
joint operator in the unitization B˜ of B = C∗r (R|X1). By [36, Proposition 12.2.2],
there exists a unique unitary u ∈ J˜ , where J˜ is the unitization of J = C∗r (R|X1−X0),
such that
i˜(u)(x, y) = e2piia˜(x, y)
and such that
δ0([p˜]0) = δ0([p˜]0 − [s(p˜)]0) = [u]1.
and note that the scalar part s(p˜) = 0 is zero. We would like to remark that we are
using a different convention than Rørdam’s (he defines δ0([p˜]0) = −[u]1). Our δ0
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corresponds to the standard differential defining cellular cohomology. We evaluate
e2piia˜(x, y) and get
e2piia˜(x, y) =

e2piis s = x = y ∈ e1
e2pii(1−s) = e−2piis s = x = y ∈ e2
1 x = y 6∈ e1 ∪ e2
0 else.
Note that the evaluation of the exponential function e2piia˜(x, y) is done pointwise
since a˜ has support on the diagonal ∆R of R and C∗r (∆R) = C0(∆R).
We want to describe u in terms of the compacts, that is, up to the isomorphism
given in Proposition 4.2. But first note that u is in the unitization of J , and recall
that the unitization of the compacts is K(H) + CIH . Suppose that e1 6∼R e2 as
stable edges (we are only working on the diagonal of R). Then
δ0([p˜]0) = [e2piis ⊗ ee1e1 + e−2piis ⊗ ee2e2 +
∑
e3 6∼e1,e3 6∼e2
1⊗ ee3e3 ]1.
= [e2piis ⊗ ee1e1 − e2piis ⊗ ee2e2 +
∑
e3 6∼e1,e3 6∼e2
1⊗ ee3e3 ]1,
(where the second equality is because for unitary u it holds 0 = [uu−1]1 = [u]1 +
[u−1]1 by Proposition 8.1.4 in [36]). Remark: e2piis is just a unitary in the unitiza-
tion of C0((0, 1)) i.e. is in A := {f ∈ C[0, 1] | f(0) = f(1)}. [e2piis]1 is a generator
for K1(A) (see Bott element in [36] 11.3). Thus
δ0(e1.e2) = e1 − e2.
If e1 ∼R e2 as stable edges then we get, by Whitehead’s lemma (Lemma 2.1.5 in
[36]), that (
e2piis 0
0 e−2piis
)
∼h
(
1 0
0 1
)
.
Hence
δ0([p˜]0) = [e2piis ⊗ ee1e1 + e−2piis ⊗ ee2e2 +
∑
e3 6∼e1
1⊗ ee3e3 ]1 = 0.
Thus
δ0(e1.e2) = 0 = e1 − e2,
where the last equality is because e1 and e2 are R-equivalent.

Appendix G. Background review
The following lemma is closely related to the splitting lemma.
Lemma G.1. Let A,B,C be R-modules, where R is a commutative ring. Let
0 // A i // B
r
}}
pi // C
s
||
// 0
be a split short exact sequence. Thus the injective map i, the surjetive map pi, the
retraction map r, and the section map s are all homomorhism, and they satisfy
r ◦ i = 1A, pi ◦ s = 1C , pi ◦ i = 0,
i ◦ r + s ◦ pi = 1B , r ◦ s = 0.
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This is equivalent to B being isomorphic to the direct sum A⊕ C. More precisely,
the following diagram commutes
0 // A
1A∼=

i // B
φ∼=

pi // C
1C∼=

// 0
0 // A i
′
// A⊕B pi′ // C // 0,
where i′(a) = (a, 0) and pi′(a, c) = c.
Proof. We will show that B ∼= A⊕ C. Define
φ(b) := (r(b), pi(b)) φ−1(a, c) := i(a) + s(c).
Then
φ−1 ◦ φ(b) = φ−1(r(b), pi(b)) = i ◦ r(b) + s ◦ pi(b) = b
φ◦φ−1(a, c) = φ(i(a)+s(c)) = (r(i(a)+s(c)), pi(i(a)+s(c))) = (a+0, 0+c) = (a, c).
The first square commutes since
φ ◦ i(a) = (r(i(a)), pi(i(a))) = (a, 0) = i′(a).
The second square commutes since
pi′ ◦ φ(b) = pi′(r(b), pi(b)) = pi(b) = 1C ◦ pi(b).
Conversely, assume B ∼= A⊕ C. Define
0 // A i // A⊕ C
r
zz pi // C
s
yy
// 0
as
i(a) = (a, 0), pi(a, c) = c, r(a, c) = a, s(c) = (0, c).
Moreover, we get
kerpi = Im i, ker r = Im s, r ◦ i = 1A, pi ◦ s = 1C
i ◦ r + s ◦ pi = 1A⊕C .
Define r′ := 1A ◦ r ◦ φ−1, s′ := φ ◦ s ◦ 1C . Then we have the commutative diagram
(clockwise and counterclockwise)
0 // A
1A

i // B
r
zz
φ∼=

pi // C
s
zz
1C

// 0
0 // A i
′
// A⊕B
r′
cc
pi′ // C
s′
dd
// 0.

If A is nuclear and B is any arbitrary C∗-algebra, then only the minimal tensor
product is possible to make A ⊗ B into a C∗-algebra. The unitization of the
compacts K := K(H) is K(H) + CIH . Moreover A˜⊗K ⊂ A˜ ⊗ K˜. Equality
holds if A or K is unital. (K is unital if K is finite dimensional). Otherwise the
inclusion is proper since a⊗ 1 and 1⊗ k are not in the unitization of A⊗K.
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Lemma G.2. Let E, F be 1-dimensional projections on a Hilbert space H, and let
K(H) be the compact operators. Then E ∼ F in K(H) i.e. there is a V ∈ K(H)
such that V ∗V = E and V V ∗ = F .
Proof. K := E(H) and L := F (H) are 1-dimensional subspaces of H. Thus, there
is a V0 : K → L isometry of K onto L. Extend to H by putting
V x := V0Ex.
Then V ∈ B(H), V ∗V = E, V V ∗ = F . Since V (H) = F (H) are 1-dimensional, V
is finite dimensional, hence compact i.e. V ∈ K(H). 
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