Abstract k-means algorithm and its variations are known to be fast clustering algorithms. However, they are sensitive to the choice of starting points and inefficient for solving clustering problems in large data sets. Recently, a new version of the k-means algorithm, the global k-means algorithm has been developed. It is an incremental algorithm that dynamically adds one cluster center at a time and uses each data point as a candidate for the k-th cluster center. Results of numerical experiments show that the global k-means algorithm considerably outperforms the k-means algorithms. In this paper, a new version of the global k-means algorithm is proposed. A starting point for the k-th cluster center in this algorithm is computed by minimizing an auxiliary cluster function. Results of numerical experiments on 14 data sets demonstrate the superiority of the new algorithm, however, it requires more computational time than the global k-means algorithm.
Introduction
The cluster analysis deals with the problems of organization of a collection of patterns into clusters based on similarity. It is also known as the unsupervised classification of patterns and has found many applications in different areas.
In cluster analysis we assume that we have been given a finite set of points A in the n-dimensional space IR n , that is A = {a 1 , . . . , a m }, where a i ∈ IR n , i = 1, . . . , m.
There are different types of clustering. In this paper, we consider the hard unconstrained partition clustering problem, that is the distribution of the points of the set A into a given number k of disjoint subsets A j , j = 1, . . . , k with respect to predefined criteria such that:
1) A j = ∅, j = 1, . . . , k;
2) A j A l = ∅, j, l = 1, . . . , k, j = l;
4) no constraints are imposed on the clusters A j , j = 1, . . . , k.
The sets A j , j = 1, . . . , k are called clusters. We assume that each cluster A j can be identified by its center (or centroid) x j ∈ IR n , j = 1, . . . , k. Then the clustering problem can be reduced to the following optimization problem (see [5, 22] ):
subject to x = (x 1 , . . . ,
k j=1 w ij = 1, i = 1, . . . , m,
and w ij = 0 or 1, i = 1, . . . , m, j = 1, . . . , k
where w ij is the association weight of pattern a i with the cluster j, given by w ij = 1 if pattern a i is allocated to the cluster j, 0 otherwise (5) and
, j = 1, . . . , k.
Here · is an Euclidean norm and w is an m × k matrix. The problem (1) is also known as minimum sum-of-squares clustering problem. Different algorithms have been proposed to solve the clustering problem. The paper [16] provides survey of most of existing algorithms. We mention among them heuristics like k-means algorithms and their variations (h-means, j-means etc.), mathematical programming techniques including dynamic programming, branch and bound, cutting plane, interior point methods, the variable neighborhood search algorithm and metaheuristics like simulated annealing, tabu search, genetic algorithms (see [1, 6, 7, 8, 9, 11, 12, 13, 14, 17, 21, 22, 23] ).
The objective function ψ k in (1) has many local minimizers (local solutions of problem (1)- (6) ). Local minimizers are points, where the function ψ k achieves its smallest value in some feasible neighborhood of these points. Global minimizers (or global solutions of problem (1)-(6)) of ψ k are points where the function attains its least value over the feasible set. It is expected that global minimzers provide better cluster structure of a data set. However, the most of clustering algorithms can locate only local minimizers of the function ψ k and these local minimizers may differ from global ones significantly as the number of clusters increases. Global optimization algorithms, mentioned above, are not applicable to even relatively large data sets. Another difficulty is that the number of clusters is not known a priori.
Over the last several years different incremental algorithms have been proposed to address these difficulties. Incremental clustering algorithms attempt to optimally add one new cluster center at each stage. In order to compute k-partition of the set A these algorithms start from an initial state with the k−1 centers for the (k−1)-clustering problem and the remaining k-th center is placed in an appropriate position. Results of numerical experiments show that these algorithms are able to locate either a global minimizer or a local minimizer close to global one. The paper [4] develops an incremental algorithm based on nonsmooth optimization approach to clustering. The incremental approach is also discussed in [15] .
The global k-means algorithm, introduced in [18] , is a significant improvement of the k-means algorithm. It is an incremental algorithm. In this algorithm each data point is used as a starting point for the k-th cluster center. Such an approach leads at least to a near global minimizer. However this approach is not efficient since it is very time consuming, as m applications of k-means algorithm are made. Instead the authors suggest two procedures to reduce computational load.
The first algorithm is called the fast global k-means algorithm. Given the solution x 1 , . . . , x k−1 of the (k − 1)-clustering problem and the corresponding value ψ * k−1 = ψ k−1 (x 1 , . . . , x k−1 ) of the function ψ k in (1) this algorithm does not execute the k-means algorithm for each data point. Instead it computes an upper bound
Here d i k−1 is the squared distance between a i and the closest center among k − 1 cluster centers x 1 , . . . , x k−1 :
A data point a j ∈ A with the maximum value of b j is chosen as a starting point for the k-th cluster center.
In the second procedure a k − d tree is used to partition A into m m subsets; their centroids are used as starting points in the global k-means scheme. The second procedure can be applied to low dimensional data sets.
In this paper, we propose a new version of the global k-means algorithm. The difference between the new version and the fast global k-means algorithm lies in the way a starting point for the k-th cluster center is obtained. Given the solution x 1 , . . . , x k−1 of the (k − 1)-clustering problem, we formulate the so-called auxiliary cluster function:
We apply the k-means algorithm to minimize this function. A local minimizer found is selected as a starting point for the k-th cluster center. We present the results of numerical experiments on 14 data sets. These results demonstrate that the superiority of the proposed algorithm over the global k-means algorithm, however, it is less computationally efficient. The rest part of the paper is organized as follows: Section 2 gives a brief description of k-means and the global k-means algorithms. The nonsmooth optimization approach to clustering and an algorithm for the computation of a starting point is described in Section 3. Section 4 presents an algorithm for solving clustering problems. The results of numerical experiments are given in Section 5. Section 6 concludes the paper.
k-means and the global k-means algorithms
In this section we give a brief description of the k-means and the global k-means algorithms.
The k-means algorithm proceeds as follows.
Algorithm 1 The k-means algorithm
Step 1. Choose a seed solution consisting of k centers (not necessarily belonging to A).
Step 2. Allocate data points a ∈ A to its closest center and obtain k-partition of A.
Step 3. Recompute centers for this new partition and go to Step 2 until no more data points change their clusters.
This algorithm is very sensitive to the choice of a starting point. It converges to a local solution which can significantly differ from the global solution in many large data sets.
The global k-means algorithm proposed in [18] is an incremental clustering algorithm. To compute k ≤ m clusters this algorithm proceeds as follows.
Algorithm 2
The global k-means algorithm.
Step 1. (Initialization) Compute the centroid x 1 of the set A:
and set q = 1.
Step 2. (Stopping criterion) Set q = q + 1. If q > k, then stop.
Step 3. Take the centers x 1 , x 2 , . . . , x q−1 from the previous iteration and consider each point a of A as a starting point for the q-th cluster center, thus obtaining m initial solutions with q points (x 1 , . . . , x q−1 , a); apply the k-means algorithm to each of them; keep the best q-partition obtained and its centers y 1 , y 2 , . . . , y q .
Step 4. Set x i = y i , i = 1, . . . , q and go to Step 2.
This version of the algorithm is not applicable for clustering on middle sized and large data sets. Two procedures were introduced to reduce its complexity (see [18] ). We mention here only one of them, because the second procedure is applicable only to low dimensional data sets. Let d i k−1 be a squared distance between a i ∈ A, i = 1, . . . , m and the closest cluster center among the k − 1 cluster centers obtained so far. In order to find the starting point for the k-th cluster center, for each a j ∈ A, j = 1, . . . , m we compute b j using (7) .
b j , j = 1, ..., m shows how much one can decrease the value of the function ψ k from (1) if the data point a j is chosen as the k-th cluster center. Obviously, if a j ∈ A, j = 1, . . . , m is not among the cluster centers x 1 , . . . , x k−1 , then b j > 0. This means that by selecting any such data point as a starting point for the k-th cluster center one can decrease the value of the function ψ k at least by b j . It is clear that a data point a j ∈ A with the largest value of the b j is the best candidate to be a starting point for the k-th cluster center. Therefore, first we computeb = max j=1,...,m b j (11) and find the data point a j ∈ A such that b j =b. This data point is selected as a starting point for the k-th cluster center. In our numerical experiments we use this procedure.
Computation of starting points
The clustering problem (1) can be reformulated in terms of nonsmooth, nonconvex optimization as follows (see [2, 3, 5] ):
where
We call f k a cluster function. Comparing two different formulations (1) and (12) of the hard clustering problem one can note that:
1. The objective function ψ k depends on variables w ij , i = 1, . . . , m, j = 1, . . . , k (coefficients, which are integers) and x 1 , x 2 , . . . , x k , x j ∈ IR n , j = 1, . . . , k (cluster centers, which are continuous variables). However, the function f k depends only on continuous variables x 1 , . . . , x k .
2. The number of variables in problem (1) is (m + n) × k whereas in problem (12) this number is only n × k and the number of variables does not depend on the number of instances. It should be noted that in many real-world data sets the number of instances m is substantially greater than the number of features n.
3. The function ψ k is continuously differentiable with respect to both variables w and x. Since the function f k is represented as a sum of minima functions it is nonsmooth for k > 1, that is it is not differentiable everywhere.
4. Both functions ψ k and f k are nonconvex.
5. Problem (1) is mixed integer nonlinear programming problem and problem (12) is nonsmooth global optimization problem. However, they are equivalent in the sense that their global minimizers coincide (see [5] ).
Circumstances mentioned in Items 1 and 2 can be considered as advantages of the nonsmooth optimization formulation (12) of the clustering problem.
Assume that k > 1 and the cluster centers x 1 , . . . , x k−1 for (k − 1)-partition problem are known. Considering k-partition problem we introduce the following function:
where y ∈ IR n stands for k-th cluster center and d i k−1 is defined in (8) . The functionf k is called an auxiliary cluster function. It depends on n variables only. It is clear that
for all y ∈ IR n . This means that the auxiliary cluster functionf k coincides with the cluster function f k with fixed k − 1 cluster centers x 1 , . . . , x k−1 . For each data point a i ∈ A consider also the following function:
This function is represented as a minimum of constant and very simple quadratic function. If the data point a i is a cluster center then d i k−1 = 0 and ϕ ik (y) ≡ 0. Otherwise
Since it is natural to assume that k < m, it is obvious that ϕ ik (y) > 0 for some a i ∈ A and y ∈ IR n andf k (y) > 0 for all y ∈ IR n . As a minimum function, ϕ ik is nonsmooth and nonconvex. It is nondifferentiable at points y ∈ IR n , where y − a i 2 = d i k−1 . Therefore, the functionf k is also nonsmooth and nonconvex. The set where this function is nondifferentiable can be represented as a union of sets, where functions ϕ ik are nondifferentiable.
Minimum value f * k−1 of the function f k−1 is
If the data point a j ∈ A is not a cluster center, then
Given a j ∈ A consider the following two index sets:
Using this notation one can rewrite a formulae for b j from (7) as follows
Thenf
and therefore,
This means that if one selects a j as a starting point for the k-th cluster center then the optimal value of the function f k−1 can be decreased by b j ≥ 0. Therefore it is natural to select a data point with the largest value of b j as a starting point for the k-th cluster center, which is done in one of the versions of the global k-means algorithm. In this paper, we suggest to minimize the auxiliary cluster functionf k to find a starting point for the k-th cluster center. Since the auxiliary cluster function coincides with the cluster function f k when previous k − 1 cluster centers x 1 , . . . , x k−1 are fixed, the minimization of the auxiliary cluster function is equivalent to the minimization of the cluster function f k with fixed k − 1 cluster centers x 1 , . . . , x k−1 . The k-means algorithm is applied to find a local minimizer off k .
Now consider the set
D is the set where the distance between any its point y and any data point a i ∈ A is no less than the distance between this data point and its cluster center. We also consider the following set
The functionf k is a constant on the set D and its value is
It is clear that x j ∈ D for all j = 1, . . . , k − 1 and
Any y ∈ D 0 can be selected as a starting point for the k-th cluster center. The function f k is nonconvex function with many local minima and the global minimizer of this function can be the best candidate to be starting point for the k-th cluster center. However, it is not always possible to find the global minimizer off k in a reasonable time. Therefore, we propose an algorithm for finding a local minimizer of the functionf k .
For any y ∈ D 0 consider the following sets:
The set S 2 (y) = ∅ for any y ∈ D 0 . The following algorithm is proposed to find a starting point for the k-th cluster center.
Algorithm 3 An algorithm for finding a starting point.
Step 1. For each a i ∈ D 0 A compute the set S 2 (a i ), its center c i and the valuef k,a i = f k (c i ) of the functionf k at the point c i .
Step 2. Computef k,min = min
the corresponding center c j and the set S 2 (c j ).
Step 3. Recompute the set S 2 (c j ) and its center until no more data points escape or return to this cluster.
Letx be a cluster center generated by Algorithm 3. Since we consider the hard clustering problem, that is each data point belongs to only one cluster, one can assume that S 1 (x) = ∅.
Proposition 1
The pointx is a local minimizer of the functionf k .
The proof can be found in Appendix.
An incremental clustering algorithm
In this section we describe an incremental algorithm for solving cluster analysis problems.
Algorithm 4 An incremental algorithm for clustering problems.
Step 1. (Initialization). Select a tolerance ε > 0. Compute the center x 1 ∈ IR n of the set A. Let f 1 be the corresponding value of the objective function (13) . Set k = 1.
Step 2. (Computation of the next cluster center). Set k = k + 1. Let x 1 , . . . , x k−1 be the cluster centers for (k − 1)-partition problem. Apply Algorithm 3 to find a starting point y ∈ IR n for the k-th cluster center.
Step 3. (Refinement of all cluster centers). Select (x 1 , . . . , x k−1 ,ȳ) as a new starting point, apply k-means algorithm to solve k-partition problem. Let y 1 , . . . , y k be a solution to this problem and f k be the corresponding value of the objective function (13).
Step 4. (Stopping criterion). If
then stop, otherwise set x i = y i , i = 1, . . . , k and go to Step 2.
It is clear that f k ≥ 0 for all k ≥ 1 and the sequence {f k } is decreasing, that is,
This means that the stopping criterion in Step 4 will be satisfied after finite many iterations. Thus Algorithm 4 computes as many clusters as the data set A contains with respect to the tolerance ε > 0. The choice of the tolerance ε > 0 is crucial for Algorithm 4. Large values of ε can result in the appearance of large clusters whereas small values can produce artificial clusters. The recommended values for ε are ε ∈ [0.01, 0.1].
Results of numerical experiments
To verify the efficiency of the proposed algorithm numerical experiments with a number of real-world data sets have been carried out on a PC Pentium-4 with CPU 2.4 GHz and RAM 512 MB. 14 data sets have been used in numerical experiments. The brief description of the data sets is given in Table 1 . The detailed description of German towns, Bavaria postal data sets can be found in [22] , Fisher's Iris Plant data set in [10] , the traveling salesman problems TSPLIB1060 and TSPLIB3038 in [20] and all other data sets in [19] .
We computed up to 10 clusters in data sets with no more than 150 instances, up to 50 clusters in data sets with the number of instances between 150 and 1000 and up to 100 clusters in data sets with more than 1000 instances. The multi-start k-means (MS k-means) and the global k-means algorithms (GKM) have been used in numerical experiments for comparison purpose. To find k clusters, 100 times k starting points were randomly chosen in the MS k-means algorithm for all data sets and starting points were data points. In the GKM and the modified global k-means (MGKM) algorithms a distance matrix D = (d ij ) m i,j=1 of a data set was computed before the start of the algorithms. Here d ij = a i − a j 2 . This matrix was used by both algorithms to find starting points. Results of numerical experiments are presented in Tables 2-8 . In these tables we use the following notation:
• k is the number of clusters;
• f opt is the best known value of the cluster function (13) (multiplied by m) for the corresponding number of clusters. For German towns, Bavaria Postal 1 and 2, Iris Plant data sets f opt is the value of the cluster function at the known global minimizer ( see [15] );
• E is the error in %;
• N is the number of Euclidean norm evaluations for the computation of the corresponding number of clusters. To avoid big numbers in tables we use its expression in the form N = α × 10 l and present the values of α in tables. l = 4 for German towns, Bavaria Postal 1 and 2, Iris Plant data sets, l = 5 for Heart Disease, Liver Disorders, Ionosphere, Congressional Voting Records data sets, l = 6 for Breast Cancer, Pima Indians Diabetes, TSPLIB1060, Image Segmentation data sets and l = 7 for TSPLIB3038, Page Blocks data sets.
• t is the CPU time (in seconds).
The values of f opt for German towns, Bavaria postal , Iris Plant, Image Segmentation (k ≤ 50), TSPLIB1060 (k ≤ 50) and TSPLIB3038 (k ≤ 50) data sets are available, for example, in [4, 15] . In all other cases we take as f opt the best value obtained by the MS k-means, GKM and MGKM algorithms.
The error E is computed as
wheref is the best value (multiplied by m) of the objective function (13) obtained by an algorithm. E = 0 implies that an algorithm finds the best known solution. We say that an algorithm finds a near global (or best known) solution if 0 < E < 1. The results presented in Table 2 show that the MS k-means algorithm can locate global solutions when the number of clusters k ≤ 6 for German towns and k ≤ 5 for Bavaria postal 1 data sets. However, the results also show that this algorithm is not effective at computing more than 5 clusters even for small data sets. For German towns data set the GKM algorithm does as same as the MGKM algorithm four times, it does two times better and three times worse than the MGKM algorithm. For Bavaria postal 1 data set the GKM algorithm does as same as the MGKM algorithm eight times and it does once worse than the MGKM algorithm. The MS k-means algorithm is better than two other algorithms when the number of clusters k ≤ 5. The GKM algorithm requires less computational efforts than other two algorithms.
In these data sets both the GKM and MGKM algorithms in most of cases could locate either global or near global solutions. For German towns data set the MS k-means algorithm could find global or near global solutions six times, the GKM algorithm eight times and the MGKM algorithm seven times. On Bavaria Postal 1 data set the MS kmeans algorithm finds global or near global solutions six times, the GKM algorithm seven times and the MGKM algorithm eight times. As one can see from Table 3 , the GKM and MGKM algorithms find the same solutions for both Bavaria postal 2 and Iris Plant data sets. However, the GKM algorithm requires less computational efforts than the MGKM algorithm.
All algorithms failed to find the global solution for k = 2 in Bavaria postal 2 data set. The MS k-means algorithm fails to find the global solution when the number of clusters k > 5 for Bavaria postal 2 data set and k > 6 for Iris Plant data set. For Bavaria postal 2 data set the MS k-means algorithm finds global or near global solutions three times, the GKM and MGKM algorithms seven times. For Iris Plant data set the MS k-means algorithm finds such solutions five times, the GKM and MGKM algorithms four times.
The results from Table 4 demonstrate that the MS k-means algorithm cannot locate the global solution for Heart Disease data set when k > 5 and for Liver Disorders data Table 4 : Results for Heart Disease and Liver Disorders data sets set when k > 10. For Heart Disease data set the GKM algorithm does as same as the MGKM algorithm two times, it does four times better and three times worse than the MGKM algorithm. For Liver Disorder data set the GKM algorithm does as same as the MGKM algorithm two times and it does once better and six times worse than the MGKM algorithm. Again the GKM algorithm requires less computational efforts than other two algorithms. For Heart Disease data set the MS k-means algorithm finds the best known or near best known solutions two times, the GKM and MGKM algorithms find those solutions seven times. For Liver Disorder data set the MS k-means algorithm finds the best known or near best known solutions three times, the GKM algorithm five times and the MGKM algorithm eight times. The MGKM algorithm outperforms two other algorithms as the number of clusters increases.
In Ionosphere and Congressional Voting Records data sets the MS k-means algorithm again cannot find the global solution when the number of clusters k > 5 (see Table 5 ). For Ionosphere data set the GKM algorithm does as same as the MGKM algorithm once, it does once better and seven times worse than the MGKM algorithm. For Congressional Voting Records data set the GKM algorithm does as same as the MGKM algorithm two times and it does once better and six times worse than the MGKM algorithm. Again the GKM algorithm requires less computational efforts than other two algorithms.
For Ionosphere data set the MS k-means and GKM algorithms find the best known (or near best known) solutions two times and MGKM algorithms finds those solutions nine times. For Congressional Voting Records data set the MS k-means and GKM algorithms find such solutions two times and the MGKM algorithm eight times. The MGKM algorithm significantly outperforms two other algorithms as the number of clusters increases.
Results from Table 6 show that the MS k-means algorithm cannot find the global solution when the number of clusters k > 5 in Breast Cancer data set and when k > 10 in Pima Indians Diabetes data set. For Breast Cancer data set the GKM algorithm does as same as the MGKM algorithm once, it does two times better and six times worse than the MGKM algorithm. For Pima Indians Diabetes data set the GKM algorithm does as same as the MGKM algorithm three times and it does four times better and two times worse than the MGKM algorithm. Again the GKM algorithm requires less computational efforts than other two algorithms.
For Breast Cancer data set the MS k-means and GKM algorithms find the best known or near best known solutions three times and the MGKM algorithm finds such solutions eight times. For Pima Indians Diabetes data set the MS k-means algorithm finds such solutions three times, the GKM algorithm eight times and the MGKM algorithm nine times.
The MS k-means algorithm cannot find the global solution when the number of clusters k > 10 for TSPLIB1060 data set and k > 2 for Image Segmentation data set (Table 7) . For TSPLIB1060 data set the GKM algorithm does as same as the MGKM algorithm two times, it does two times better and five times worse than the MGKM algorithm. For Image Segmentation data set the GKM algorithm does as same as the MGKM algorithm five times and it does two times better and two times worse than the MGKM algorithm. Again the GKM algorithm requires less computational efforts than two other algorithms.
For TSPLIB1060 data set the MS k-means algorithm finds the best known (or near best known) solutions two times, the GKM algorithm five times and the MGKM algorithm six times. For Image Segmentation data set the MS k-means algorithm finds such solutions only once, the GKM algorithm six times and the MGKM algorithm five times.
The MS k-means algorithm again cannot find the global solution when the number of clusters k > 10 for TSPLIB3038 data set and k ≥ 2 for Page Blocks data set (Table  8 ). For TSPLIB3038 data set the GKM algorithm does as same as the MGKM algorithm two times, it does three times better and four times worse than the MGKM algorithm. For Page Blocks data set the GKM algorithm does three times better and six times worse than the MGKM algorithm. The MGKM algorithm requires less CPU time than other two algorithms for both data sets.
For TSPLIB3038 data set the MS k-means algorithm finds the best known (or near best known) solutions three times, the GKM algorithm four times and the MGKM algorithm seven times. For Block Pages data set the MS k-means algorithm finds such solutions only once, the GKM algorithm eight times and the MGKM algorithm nine times.
Overall on 14 data sets, the GKM algorithm does as same as the MGKM algorithm 50 (39.7 %) times, it does 25 (19.8 %) times better and 51 (40.5 %) times worse than the MGKM algorithm. The MS k-means algorithm finds the best known (or near best known) solutions 42 (33.3 %) times, the GKM algorithm 76 (60.3 %) times and the MGKM algorithm 102 (81.0 %) times.
The following results clearly demonstrate that the MGKM algorithm is better than two other algorithms at computing large number of clusters (k ≥ 25) in larger data sets (m > 150). Indeed, in this case the GKM algorithm does as same as the MGKM algorithm 3 (6.3 %) times, it does 12 (25.0 %) times better and 33 (68.7 %) times worse than the MGKM algorithm. The MS k-means algorithm failed to find the best known (or near best known) solutions, the GKM algorithm finds such solutions 22 (45.8 %) times and the MGKM algorithm 42 (87.5 %) times. Thus, these results allow us to draw the following conclusions:
1. The MS k-means algorithm is not effective at computing even moderately large number of clusters in large data sets.
2. Three algorithms, considered in this paper, are different versions of the k-means algorithm. Their main difference is in the way they compute starting points. In the MS k-means algorithm starting points are chosen randomly, however in two other algorithms special schemes are applied to find them. Results of numerical experiments show that the MGKM algorithm is more effective than two other algorithms at finding good starting points.
3. There is no any significant difference between the results of the GKM and MGKM algorithms on small data sets. However, the GKM requires significantly less compu-tational efforts.
4. The MGKM algorithm works better than the GKM algorithm for large data sets and for large number of clusters (k ≥ 25). The MGKM algorithm is especially effective for data sets such as Ionosphere, Congressional Voting Records, Liver Disorders data sets, which do not have well separated clusters.
Conclusions
In this paper, we have developed the new version of the global k-means algorithm, the modified global k-means algorithm. This algorithm computes clusters incrementally and to compute k-partition of a data set it uses k − 1 cluster centers from the previous iteration. An important step in this algorithm is the computation of a starting point for the kth cluster center. This starting point is computed by minimizing the so-called auxiliary cluster function. The proposed algorithm computes as many clusters as a data set contains with respect to a given tolerance. We have presented the results of numerical experiments on 14 data sets. These results clearly demonstrate that the multi-start k-means algorithm cannot be alternative to both the global k-means and the modified global k-means algorithms when the number of clusters k > 5. The results presented also demonstrate that the modified global k-means algorithm is more effective than the global k-means algorithm at computing of large number of clusters in large data sets. However, the former algorithm requires more CPU time than the latter one. Results presented in this paper again confirms that the choice of starting points in k-means algorithms is crucial.
[19] UCI repository of machine learning databases, http://www.ics.uci.edu/mlearn/MLRepository.html.
