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INTRODUZIONE 
La Banca centrale esercita un controllo puntuale e diretto sulla quantità di banconote e 
moneta.  L’intervento  continuo  sul  tasso  di  interesse  è  uno  dei  temi  più  discussi 
nell’ultimo  periodo.  Molti  articoli  riflettono  su  questo  argomento,  uno  di  questi  è 
l’articolo di Olivier Coibion e Yuriy Gorodnichenko (2011) in cui si discute come le 
autorità  monetarie  cambiano  il  tasso  di  interresse  gradualmente,  e  perché  lo  shock 
monetario sia cosi persistente. 
Questa  tesi  stima  un  modello  Neo-Keynesiano  (NKPC)  con  quattro  regole  diverse 
usando i dati americani che riguardano il periodo 1984: I – 2008: II. Tale modello è 
stato  già  trattato  da  molti  altri  autori.  Un  articolo  interessante  è  “  The  science  of 
monetary policy”, di R. Clarida , J. Gali e M. Gertler (1999) in cui viene sviluppato il 
modello IS-Philips dinamico di equilibrio economico generale, nel quale il banchiere 
centrale gioca un ruolo importante per il calcolo dei valori di equilibrio di breve periodo 
di aggregati, quali inflazione e output, e ovviamente anche nella fissazione del tasso di 
interesse nominale nel breve periodo. La versione empirica del modello è stata discussa 
anche dagli autori, Nisticò, Airaudo, Zanna (2008), Castelnuovo (2010). 
L’obbiettivo è di stimare un modello Neo-Keynesiano del ciclo economico nel periodo 
(1984:I-2008:II) al fine di identificare il ruolo giocato dalla politica monetaria e dagli 
shock macroeconomici (quali all’output gap l’inflazione e tasso di interesse nominale) 
nel  determinare  la  volatilità  dell’inflazione  e  del  ciclo  economico.  In  particolare, 
vogliamo  capire  perché  la  banca  centrale  americana  la  Fed  effettua  cambiamenti 
continui  sul  tasso  di  interesse  nominale,  implementando  ogni  volta  una  politica 
monetaria diversa.  
La novità di questo lavoro consiste nell’effettuare un confronto tra le quattro regole 
.Vedremo  le  differenze  tra  esse,  e  quale  di  loro  fornisca  una  spiegazione  migliore 
relativa ai nostri dati americani. 
Questo lavoro è sviluppato come segue: nel primo capitolo verrà presentato il modello 
Neo-Keynesiano (NKPC) con l’equazione dell’inflazione , dell’output gap e del tasso di 
interesse nominale .   4
I capitoli seguenti, (2) (3) (4) (5) presentano i risultati ottenuti da varie metodologie di 
analisi dei dati, quali la convergenza del modello, l’analisi delle densità a posteriori, le 
funzioni di risposta ad impulso . 
Nel capitolo (6) verrà presentato un confronto tra le quattro regole, mentre il capitolo 
(7)  stima  di  nuovo  il  modello  con  le  priori  più  ampie  e  analizzando  i  possibili 
cambiamenti. Infine il capitolo (8) conclude il lavoro.   5
CAPITOLO 1 
MODELLO NEO KENEYSIANO 
1.1. Versione empirica del modello 
1.1.1. Prima Regola
L’equazione (1.1) rappresenta la curva di Philips Neo-Keynesiana (NKPC), dove  è il 
tasso  di  inflazione,    presenta  a  il  fattore  di  sconto,    indica  a  il  peso  assegnato 
all’inflazione passata,   misura l’output gap il cui l’effetto sull’inflazione è influenzato 
dal parametro di pendenza   e  segue un processo auto regressivo AR(1) del primo 
ordine ed è chiamato lo shock all’inflazione o il cambiamento di offerta. 
L’equazione (1.2) è ottenuta log-linearizzando l’equazione di Eulero per l’output. Le   6
fluttuazioni  dell’output  sono  influenzate  sia  dalle  aspettative  future  che  dalle 
realizzazioni di output gap passate. In particolare   presenta le aspettative future sulle 
abitudini,  mentre    cattura  l’effetto  che  l’output  passato,  dove    rappresenta 
rappresenta la formazione delle abitudini. Mentre   è l’elasticità intertemporale di 
sostituzione che determina l’impatto del tasso di interesse reale ex-ante sul consumo. Il 
termine di errore   indica lo shock alle abitudini dei consumatori o lo shock fiscale. 
L’equazione (1.3) è la cosiddetta regola di Taylor standard modellata anche da Clarida, 
Gali e Gertler (2000), e suggerisce una risposta graduale alle oscillazioni del gap di 
inflazione e dell’output. Essa mette in relazione l’inflazione e l’output gap con il tasso 
di interesse nominale, e permette di descrivere la politica monetaria implementata dalla 
banca  centrale.  L’interpretazione di questa  equazione migliora quando  viene incluso 
anche  il  tasso  di  interesse  nominale  ritardato    ,  il  suo  effetto  è  presentato  dal 
parametro  . Il termine del errore   rappresenta lo shock della politica monetaria. 
Infine l’equazione (1.4) presenta gli shock autoregressivi e la (1.5) indica gli shock per 
le innovazioni, considerate serialmente e mutuamente incorrelate.   7
1.1.2. Seconda Regola 
Il Modello Neo-Keynesiano con la seconda regola è come segue: 
 
L’equazione  (1.1)  rappresenta  la  curva  di  Philips  Neo-Keynesiana  (NKPC)  come 
descritta nel paragrafo precedente. Inoltre l’equazione (1.2) è ottenuta log-linea rizzando 
l’equazione di Eulero per il consumo (la sua interpretazione è presentata nel paragrafo 
precedente). 
La novità del modello in questo caso è l’equazione (1.3) la regola di Taylor, nel quale 
  è  il  tasso  di  interesse  nominale.  L’equazione  indica  la  reazione  della  politica 
monetaria alle oscillazioni del gap dell’inflazione e dell’output gap. La stima di questa 
equazione migliora quando viene incluso anche il tasso di interesse nominale con ritardi 
 rappresentato da i due indicatori di interesse  . 
Infine l’equazione (1.4) presenta gli shock autoregressivi e la (1.5) indica gli shock per 
le innovazioni, considerate serialmente e mutuamente incorrelate.   8
1.1.3. Terza Regola 
Il Modello Neo-Keynesiano con la terza regola è come segue: 
L’equazione  (1.1)  presenta  la  curva  di  Philips  Neo-Keynesiana  (NKPC)  ,descritta  e 
spiegata nel primo paragrafo. L’equazione (1.2) indica il consumo ed è ottenuta log-
linearizzando l’equazione di Eulero. La sua versione è spiegata nel primo paragrafo. 
L’equazione  (1.3)  è  quella  che  distingue  il  modello  rispetto  alle  altre  regole.  Essa 
cattura la reazione della politica monetaria alle oscillazioni del gap di inflazione, mentre 
(  indica il tasso di crescita dell’output gap e l’impatto sul tasso di 
interesse nominale. L’indicatore macroeconomico   indica  il peso assegnato al tasso 
di interesse nominale ritardato  .  
Infine l’equazione (1.4) presenta gli shock auto regressivi e la (1.5) indica gli shock per 
le innovazioni, considerate serialmente e mutuamente incorrelate.   9
1.1.4. Quarta Regola 
Il Modello Neo-Keynesiano con la terza regola è come segue: 
 
L’equazione  (1.1)  presenta  la  curva  di  Philips,  mentre  l’equazione  (1.2)  indica  il 
consumo. Entrambe sono descritte nei paragrafi precedenti. 
La novità in questo caso è l’equazione (1.3) che presenta la Regola di Taylor standard. I 
due parametri   che presentano il peso assegnato al tasso di interesse nominale 
ritardato di due periodi  .  
Infine l’equazione (1.4) presenta gli shock auto regressivi e la (1.5) indica gli shock per 
le innovazioni, considerate serialmente e mutuamente incorrelate.   10
1.2. Analisi Empirica 
Il modello (1.1)-(1.5) viene stimato con il metodo Bayesiano. Il campione è relativo al 
periodo 1984:I-2008: II con dati americani trimestrali.  
La  decisione  di  studiare  l’andamento  degli  aggregati  economici  fino  al  secondo 
trimestre  del  2008  è  dovuta  al  cambiamento  delle  strategie  di  politica  monetaria 
effettuate  dalla  Federal  Reserve  per  affrontare  la  crisi  finanziaria  iniziata  con  la 
bancarotta di Lehman Brothers nel settembre 2008 (Brunnermeier (2009)). 
1.3. I dati 
Per la stima del modello, vengono utilizzate tre serie di osservazioni. La prima serie è 
l’output gap, calcolata come log-deviazione del GDP reale. La seconda indica il tasso di 
inflazione, ovvero il tasso di crescita trimestrale del deflatore del GDP. La terza serie 
presenta  il  tasso  di  interesse  nominale  a  breve  termine  il  cui  riscontro  empirico  è 
l’effettivo federal funds rate espresso in termini trimestrali. La fonte dei dati analizzati è 
la Federal Reserve Bank of St. Louis (FREDII). Questa scelta è dovuta al fatto, che in 
uno stato stazionario tutte le variabili del nostro modello assumono valore zero. Tutto 
ciò è in contrasto con i fatti, e ci costringe di prefiltrare i dati in modo tale da avere una 
corrispondenza significativa tra il modello stimato e i nostri dati. 
In questo lavoro verrà stimato il modello Neo-keynesiano con quattro regole diverse per 
il tasso di interesse nominale. L’obbiettivo è di individuare quale delle quattro regole 
fornisca  informazioni  maggiori  relative  al  nostro  problema.  Punto  chiave  di  questa 
analisi è riflettere sul tasso di interesse nominale e sullo shock persistente della politica 
monetaria usando i dati reali della Federal Reserve Bank.  
Inoltre  forniamo  i  risultati  empirici  del  modello  stimato  per  ciascuna  regola,  la 
convergenza del modello, le analisi delle densità a posteriori e la funzione di risposta ad 
impulso.   11
1.4. Stima del modello 
La stima del modello (1.1)-(1.4) viene fatta con il metodo Bayesiano. Tale approccio 
richiede le distribuzioni a priori dei parametri del modello. Nella tabella seguente sono 
riportate tutte le distribuzioni a priori assegnate ai parametri, come suggerito da Benati, 
Surico (2008) e Castelnuovo (2010). 
La tabella presenta le varie densità a priori di tutti i parametri, i valori tra parentesi 
indicano (media, deviazione standard) di ogni distribuzione a priori. Le densità a priori 
sono  scelte  in  modo  tale  da  riflettere  la  conoscenza  relativamente  al  parametro  in 
considerazione.  Inoltre  le  densità  a  priori  sono  utili  a  risolvere  i  problemi  di 
verosimiglianza  piatta  e  vengono  scelte  in  modo  tale  da  non  influenzare  troppo  la 
densità a posteriori.    12
Le priori di tutti i parametri presentate nella tabella sopra sono state scelte per essere il 
meno informative possibili per lasciare spiegare ai dati, tramite la verosimiglianza la 
distribuzione a posteriori.  
Per una analisi di dati trimestrale conviene porre   = 0.99, che indica che il tasso di 
sconto annuale è pari a circa 4%. Le rimanenti priori sono standard e in linea con Benati 
e Surico (2008), e Benati e Surico (2009). Consideriamo i seguenti vettori: 
Il vettore dei parametri strutturali: 
Il Vettore delle variabili endogene: 
Il Vettore degli shocks esogeni: 
Il Vettore delle innovazioni: 
Il Vettore delle variabili osservabili che si vogliono analizzare:   13
Il modello viene espresso nella forma state space: 
Il sistema in forma state space è rappresentato da due gruppi di equazioni, il primo 
indica  l’equazione  strutturale  che  lega  le  endogene  alle  esogene,  mentre  la  seconda 
equazione indica l’equazione di misura che collega le variabili latenti del processo con 
quelle osservabili (non vengono considerati gli errori di misura). 
Il sistema contiene tre matrici di parametri A, B, C. In particolare A è la matrice di 
transizione dello stato, B è la matrice che trasforma lo stato nelle osservazioni e infine C 
è una matrice di elementi deterministici che servono per selezionare l’errore. Dopo che 
il  modello  viene  espresso  nella  state  space  si  procede  con  il  calcolo  della 
verosimiglianza. 
Per calcolare la verosimiglianza   viene usato il filtro di Kalman, che è un 
meccanismo  che  ci  permette  di  aggiornare  la  verosimiglianza  ogni  volta  che  è 
disponibile una nuova osservazione. Infine combiniamo la distribuzione a priori 
con  la  verosimiglianza    per  ottenere  la  distribuzione  a  posteriori 
 . 
Per  l’analisi  Bayesiana  viene  usato  il  pre-processore  Dynare  4.0.0  per  MatLab,  che 
contiene  un  insieme  di  algoritmi  sviluppati  da  Michel  Juillard  (2010),  scaricabili 
gratuitamente all’indirizzo http:// www.dynare.org. 
La moda a posteriori è calcolata attraverso l’algoritmo csminwel sviluppato da Chris 
Sims. Il modello è stimato e diviso in due parti. Nella prima controlliamo la moda a 
posteriori. Ciò viene fatto plottando la densità a posteriori dei valori attorno alla moda 
per  ogni  parametro  stimato,  confermando  cosi  la  bontà  del  risultato.  Nella  seconda 
parte,  invece,  viene  usato  l’algoritmo  di  Metropolis-Hasting  per  simulare  la 
distribuzione  a  posteriori.  Simuliamo  due  serie  di  250.000  estrazioni  ciascuna  e 
scartiamo il primo 50%: questo perché scegliendo un numero alto di pescate una parte   14
andrà eliminata , al fine di convergere alla distribuzione ergodica della posteriori. 
La matrice di varianza e covarianza del termine d’errore di ogni pescata casuale, che 
permetterà di arrivare a disegnare l’intera distribuzione a posteriori, viene riaggiustata in 
modo di avere un tasso di accettazione delle pescate compreso tra il 23% e il 40%. 
Infine per valutare la stazionarietà delle catene si considera il controllo di convergenza 
suggerito da Brooks e Gelman (1998).   15
CAPITOLO 2 
ANALISI BAYESIANA DELLA PRIMA REGOLA 
In questo capitolo analizziamo i risultati ottenuti dalla stima del modello presentato in 
(1.1)-(1.5) con la prima regola. 
2.1. Convergenza del modello 
La  convergenza  del  modello  è  utile  per  l’analisi  dei  risultati  poiché  assicura  la 
correttezza delle stime ottenute. Per valutare la convergenza del modello viene usato il 
metodo algoritmo di Monte Carlo (MCMC). Tale metodo consiste nel comparare la 
varianza tra ed entro le catene di Markov, usate per simulare la distribuzione ergodica. 
La convergenza del modello si ottiene quando le conclusioni sulle quantità di interesse 
convergono alla distribuzione stazionaria, ovvero quando non dipendono dal punto di 
partenza della simulazione. Quindi per valutare la convergenza del modello dobbiamo 
confrontare i risultati ottenuti da campioni indipendenti con diversi punti di partenza. Il 
metodo è stato proposto prima da Gelman e Rubin (1992), poi è stato modificato da 
Brooks e Gelman (1998). Questa ultima versione del metodo presuppone di avere m
catene simulate in parallelo, ognuna con una differente condizione iniziale. Una volta 
scelto  il  punto  di  partenza,  ogni  catena  effettua  k  iterazioni,  delle  quali  le  prime  n
vengono scartate. Le m catene producono m possibili conclusioni e per vedere quali tra 
queste sono abbastanza simili da indicare la convergenza del modello, gli autori hanno  
proposto  di  confrontarle  con  il  risultato  ottenuto  mescolando  assieme  tutte  le  mn
estrazioni da tutte le sequenze. 
Per valutare la convergenza del modello è preferibile usare il metodo grafico. Vengono 
presentati i grafici della varianza tra e entro . Per ottenere la convergenza le due serie 
devono avere la tendenza a stabilizzarsi (di solito la varianza tra tende a diminuire e 
quella entro ad aumentare). A finché i risultati siano sensati il numero di iterazioni sarà 
adeguatamente alto. Sotto sono riportati i grafici per la prima regola:   16
 
 
Le  linee  blu  e  rosse  rappresentano  misure  specifiche  dei  vettore  dei  parametri  per 
quanto riguarda la varianza tra ed entro le catene di Markov. Nel nostro caso è possibile 
effettuare  il  confronto  tra  i  due  tipi  di  varianza  perché  sono  state  simulate  125.000 
iterazioni per ogni catena. Per valutare la convergenza del modello dobbiamo analizzare 
il grafico da 1.25 in poi perché si scarta la prima meta delle iterazioni ( 250.000/2 = 
125.000 = 1.25*  ). Inoltre le serie devono essere costanti e tendenti a stabilizzarsi. 
Dynare presenta tre tipi di grafici: interval è l’intervallo costruito attorno alla media 
delle medie con livello di confidenza del 90%, m2 è una misura della varianza e m3 è il 
momento terzo. L’asse delle ascisse indica il numero delle iterazioni del Metropolis-
Hasting  che  sono  state  simulate,  mentre  l’asse  delle  ordinate  misura  i  momenti  del 
parametro  ed  il  primo  valore  corrisponde  al  valore  iniziale  in  cui  è  cominciato   17
l’algoritmo Metropolis-Hasting. Nel caso in cui i momenti rilevanti non siano stabili, 
significherebbe  che  le  priori  scelte  sono  troppo  povere  o  poco  informative.  Una 
soluzione di tale problema potrebbe essere scegliere delle distribuzioni a priori diverse e 
rifare le stime con le nuove priori. 
In alternativa si può scegliere un numero più alto di iterazioni di Metropolis-Hasting, ad 
esempio 500.000. 
Nel nostro caso:
La  figura  2.1  presenta  i  tre  grafici  necessari  per  la  valutazione  della  convergenza. 
Osservando i grafici si può affermare che le due linee non si discostano molto l’una 
dall’altra tranne qualche oscillazione iniziale , e dal valore 1.25  e in poi tendono a 
stabilizzarsi e a convergere. Quindi possiamo essere abbastanza fiduciosi che le priori 
che  abbiamo  scelto  siano  sufficientemente  informative,  benché  state  appositamente 
scelte  debolmente  per  lasciare  parlare  i  dati.  Inoltre  il  numero  di  iterazioni 
dell’algoritmo  di  Metropolis-Hasting  scelto  (250.00)  sembra  adeguato.  Dopo  aver 
valutato la convergenza del modello procediamo con l’analisi delle densità a posteriori.   18
2.2. Stima delle densità a posteriori 
2.2.1. Prima parte di stima  
Nella prima parte di stima viene calcolata solamente la moda, mentre nella seconda 
parte si ottiene la stima delle densità a posteriori completa. 
 
￿
La Tabella (2.1) sopra riporta i risultati della prima parte di stima, il calcolo della moda 
per ogni parametro, e le deviazioni standard dei tre shock . 
Inoltre  la  tabella  presenta  le  medie  a  priori,  le  mode  a  posteriori  con  le  relative 
deviazioni standard e le statistiche test t per valutare la significatività dei parametri. Se 
confrontiamo  per  ogni  parametro  i  valori  della  statistica  t  con  quelli  della  normale 
standard sotto l’ipotesi nulla di uguaglianza a zero, quello che otteniamo è sempre il 
rifiuto di tale ipotesi nulla e quindi possiamo concludere che tutti i parametri sopra 
elencati  sono  significativi  tranne  i  parametri    e  .  Ovviamente  in  questo  caso   19
assumiamo normalità nella posteriori. 
Il valore della log-verosimiglianza di Laplace è un buon indicatore per valutare la bontà 
del  nostro  modello,  calcolata  assumendo  una  distribuzione  a  posteriori  normale 
(Laplace approximation). In questo caso il suo valore è pari a -43.169347, ed esso andrà 
confrontato con i valori delle log-verosimiglianze delle altre regole.  
Infine importante è il controllo del tasso di accettazione, compreso tra il 23% e il 40%.   20
2.2.2. Seconda parte di Stima 
 
￿
La tabella (2.2) presenta i risultati della seconda parte di stima, ovvero i valori della 
media a posteriori e gli intervalli di confidenza al 90% per ogni parametro stimato. Il 
valore  della  log-verosimiglianza  è  calcolato  con  il  metodo  “Modified  Harmonic 
Mean”(Geweke(1998)) che non assume necessariamente la normalità nella distribuzione 
a posteriori. Il suo valore -42.603434 è leggermente più alto rispetto a quello calcolato 
con il metodo di Laplace. Concentriamo l’attenzione sui i tre indicatori macroeconomici 
che presentano la prima regola, quali l’inflazione, l’output gap e il tasso di interesse 
nominale identificati rispettivamente da i parametri  . 
Il  primo  parametro  presenta  un  media  a  posteriori  2.9119,  con  un  intervallo  di 
credibilità  al  90%  pari  a  [2.5713;3.2616].  Il  segno  della  media  a  posteriori  sembra 
essere in linea con l’intuizione economica: più alto sarà il tasso di inflazione, maggiore 
sarà il tasso di interesse, come previsto dalla regola di Taylor (1.3).   21
La media a posteriori del secondo parametro 0.1246 con un intervallo di credibilità 
[0.0590;0.1898]. 
Il terzo parametro presenta un media a posteriori 0.7366 con un intervallo di credibilità 
[0.6764;0.8021]. Il valore 0 cade all’esterno dell’intervallo di credibilità di tutti i tre i 
parametri, confermando la loro significatività. 
Inoltre gli shock sono rappresentati da un processo autoregressivo, in cui gli errori sono 
considerati serialmente e mutuamente incorrelati. Nel nostro caso lo shock all’inflazione 
assume un valore abbastanza alto (   confermando una forte persistenza nel 
tempo, mentre sembra che ci sia una persistenza minore dello shock al tasso di interesse 
( . Anche lo shock all’output gap   presenta una persistenza alta. 
Dopo avere analizzato i risultati della seconda parte di stima ,si procede ad analizzare 
graficamente la distribuzione a posteriori ottenuta per i vari parametri. 
 
   22
 
Le linee nere rappresentano le distribuzioni a posteriori, le grigie sono le priori mentre 
la linea verticale verde indica la moda delle posteriori. 
Nel  caso  ottimale  la  distribuzione  a  priori  e  quella  a  posteriori  non  devono  essere 
diverse,  ma  nemmeno  uguali  in  modo  tale  da  non  sovrapporsi,  perché  ciò 
significherebbe che i dati non hanno portato nessuna informazione. La distribuzione a 
posteriori dovrebbe  avere una distribuzione molto simile alla normale centrata nella 
moda. Il valore della log-verosimiglianza, infatti, è calcolato con il metodo di Laplace. 
La moda a posteriori calcolata come valore che massimizza la densità a posteriori non 
deve discostarsi troppo dalla moda della distribuzione a posteriori. Inoltre la stima degli 
shock  dovrebbe  essere  centrata  nello  zero.  Nel  caso  in  cui  non  si  verifichino  tale 
condizioni  è  consigliabile  aumentare  il  numero  di  iterazioni  del  Metropolis-Hasting, 
oppure cambiare le distribuzioni a priori. 
Nel nostro caso specifico:
Analizzando  i  grafici  sopra  si  nota  che  le  curve  grigie,  le  quali  rappresentano  le 
distribuzioni a priori, assumono una forma diversa rispetto a quella della distribuzione 
normale  identificata  dalle  curve  nere.  Si  può  ritenere  che  i  dati  sono  altamente   23
informativi e non “contaminati” dalle credenze a priori lasciate intenzionalmente poco 
informative.  Inoltre  la  moda  a  posteriori,  calcolata  come  valore  che  massimizza  la 
densità a posteriori non si discosta molto dalla moda della distribuzione a posteriori.   24
2.3. Funzione di risposta ad impulso (IRFS) 
La  funzione  di  risposta  ad  un  impulso  di  un  sistema  dinamico  è  una  funzione  che 
analizza  l’output,  causato  dall’input,  chiamato  impulso.  In  generale,  una  risposta  ad 
impulso esamina la reazione nel tempo di un sistema dinamico ad un cambiamento 
esterno. In particolare si misura l’effetto di uno shock esogeno o innovazione in una 
delle variabili macroeconomiche come output gap, inflazione e tasso di interesse. 
Nei grafici successivi sono presentati le funzioni di risposta ad impulso, identificate 
dalle curve nere solide, mentre il quinto e il novantacinquesimo, delle distribuzioni a 
posteriori presentate dalle linee più sottili. 
Procediamo con l’analisi della reazione dei quattro shock identificati al modello (1.1)-
(1.5). 
 
Uno  shock  all’inflazione  aumenta  naturalmente  l’inflazione  (inflobs).  L’esplosione 
dell’inflazione causa una aumento del tasso di interesse nominale (ffrobs) per cercare di 
contenere l’aumento dei prezzi come ben previsto dalla regola di Taylor (1.3). Dall’altro 
lato l’output comincerà a scendere (xgapcboobs) fino alla stabilizzazione dei prezzi,   25
ovvero dell’inflazione, come suggerito dalla curva di Philips (1.1). Dopo questo effetto 
iniziale le variabili tendono a tornare verso lo stato stazionario che in questo caso è la 
media non condizionata, che assume un valore zero per tutte le variabili data l’assenza 
delle costanti nel modello. 
 
Lo shock al tasso di interesse nominale ha un impatto positivo sul tasso di interesse 
(ffrobs),  ovviamente  aumenta  in  maniera  diretta  da  parte  degli  agenti  nel  sistema 
economico. 
Un  aumento  del  tasso  di  interesse  nominale  provoca  la  diminuzione  dell’output 
(xgapcboobs) ,come previsto dalla equazione (1.2). Il tasso di inflazione comincerà a 
diminuire (inflobs) fino alla stabilizzazione dei prezzi, come suggerito dalla curva di 
Philips (1.1). Anche in questo caso, dopo i movimenti iniziali, le serie tornano allo stato 
stazionario, ovvero verso lo zero.   26
 
Lo shock all’output gap aumenta naturalmente l’output (xgapcboobs), questo porta un 
incremento sia dell’inflazione (inflobs) tramite la curva di Philips (1.1), sia del tasso di 
interesse (ffrobs) attraverso la regola di Taylor (1.3). Entrambe cominceranno subito a 
scendere a causa dell’innalzamento del tasso di interesse nominale. Dopo l’effetto le 
variabili tornano al loro stato stazionario.   27
CAPITOLO 3 
ANALISI BAYESIANA DELLA SECONDA REGOLA 
3.1. Convergenza del modello 
Questo capitolo stima il modello (1.1)-(1.5) con la seconda regola. 
 
In questo caso la struttura del modello rimane immutata quello che cambia è la regola di 
politica monetaria (1.3).   28
La  figura  (3.1)  presenta  la  convergenza  relativa  all’intervallo  di  confidenza,  alla 
varianza e al momento terzo. 
Anche in questo caso i criteri della convergenza vengono rispettati. La linea blu e rossa, 
che indicano rispettivamente la varianza tra ed entro le catene di Markov, tendono a 
coincidere dal valore 1.25 in poi.  
Inoltre  i  tre  grafici  tendono  ad  essere  abbastanza  stabili  e  a  convergere  nel  tempo. 
Quindi possiamo ritenere che il modello converga alla distribuzione ergodica. Le priori 
scelte siano informative a sufficienza anche usando l’indicatore sintetico.   29
3.2. Stima delle densità a posteriori 
3.2.1. Prima parte della stima 
 
￿
La  tabella  (3.1)  fornisce  i  valori  della  moda  della  distribuzione  a  posteriori. 
Confrontando il valore della statistica t per ogni parametro con quello di una normale 
standard sotto l’ipotesi nulla di uguaglianza a zero, quello che otteniamo è il rifiuto di 
tale  ipotesi.  Quindi  i  parametri  risultano  tutti  significativamente  diversi  da  zero, 
ovviamente assumendo la normalità della distribuzione a posteriori. I due parametri   e 
 assumono valori bassi della statistica t, quindi non sono significativamente diversi da 
zero.   30
Il valore della log-verosimiglianza calcolata con il metodo di Laplace assume un valore 
-29.121734 leggermente più alto rispetto al valore della log–verosimiglianza della prima 
regola. I valori delle due verosimiglianze suggeriscono che tra le due regole quella che 
sembrerebbe apportare maggiore informazione è la seconda. 
3.2.2. Seconda parte della stima 
 
￿  31
I risultati della seconda parte della stima si trovano nella tabella (3.2). Si noti che il 
valore della log-verosimiglianza calcolata con il metodo “Modified Harmonic Mean”
(Geweke(1998)) è pari a -28.291563, leggermente più alto rispetto a quello calcolato 
con il metodo di Laplace. 
La media a posteriori di   assume un valore pari a 2.7989 leggermente minore rispetto 
alla stima del modello con la prima regola (par. 2.2.2). 
Un’altra differenza sta nella stima del parametro dell’output gap nella regola di Taylor 
,  il  quale  assume  un  valore  leggermente  più  alto  (0.1431)  rispetto  alla  stima  del 
modello con la prima regola. 
Questi  due  cambiamenti  piccoli  significano  che  il  modello  con  la  seconda  regola 
privilegia la stabilizzazione dell’output rispetto a quella dell’inflazione, ed infatti questo 
fenomeno  è  dimostrato  dal  valore  più  basso  di  ,  il  quale  testimonia  la  minor 
attenzione rivolta all’inflazione. 
Infine i due parametri   avranno impatti diversi sul tasso di interesse nominale. 
Il primo parametro ha una media a posteriori 1.4083 con un intervallo di credibilità al 
90%  [1.2328;1.5808]  ed  esso  avrà  un  impatto  positivo  sulla  politica  monetaria.  Il 
secondo parametro, invece, presenta un media a posteriori -0.6174 con un intervallo di 
credibilità è [-0.7752;-0.4477] ed esso identifica una influenza negativa sul tasso di 
interesse nominale.  
Una differenza che si riscontra è la stima di  , parametro che indica la correlazione tra 
gli shock all’inflazione ad un ritardo temporale. Nel modello con la seconda regola si 
rileva una persistenza minore dell’inflazione ( 0.9822) e dell’output ( 0.8925). 
Lo shock al tasso di interesse   è ancora più piccolo. Per quanto riguarda i 
parametri relativi alla deviazione standard degli shock   sono leggermente più alti 
rispetto a prima. Questo significa che un cambiamento dello shock sull’inflazione e 
l’output gap avrà un impatto maggiore sulle altre variabili.   32
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Si ricorda che le linee grigie rappresentano le densità a priori, mentre quelle nere le 
distribuzioni  a  posteriori  e  quelle  verdi  la  moda.  Anche  in  questo  caso  si  nota  la 
diversità tra le due curve per molti parametri. Quindi i dati sono informativi, nonostante 
tutti abbiano una distribuzione a posteriori che non si discosta eccessivamente dalla 
priori.  
La  moda  calcolata  massimizzando  la  densità  a  posteriori  coincide  alla  moda  della 
distribuzione a posteriori.   34
3.3. La funzione di risposta ad impulsivo (IRFs) 
Nei seguenti grafici verranno riportate le funzioni di risposta ad impulso per i tre shock, 
identificate dalle curve nere solide, mentre il quinto e il novantacinquesimo percentile 
delle distribuzioni a posteriori sono rappresentati dalle linee più sottili. 
 
La figura (3.4) presenta il caso dello shock all’inflazione (inflobs). La banca centrale di 
fronte ad un aumento dell’inflazione decide di aumentare anche il tasso di interesse 
(ffrobs) per cercare di contenere l’aumento dei prezzi, come ben previsto dalla regola di 
Taylor  (1.3).  Di  conseguenza  l’output  (xgapcboobs)  comincerà  a  scendere  fino  alla 
stabilizzazione dell’inflazione, come suggerito dalla curva di Philips (1.1). Dopo questo 
effetto iniziale le serie tendono a tornare verso lo stato stazionario.   35
 
Lo  shock  al  tasso  di  interesse  nominale  aumenta  ovviamente  il  tasso  di  interesse 
(ffrobs). Anche in questo caso l’aumento del tasso di interesse provoca una diminuzione 
dell’output  (xgapcboobs),  come  suggerisce  l’equazione  (1.2).  Inoltre  l’inflazione 
(inflobs) , tramite la curva di Philips (1.1) diminuirà fino alla stabilizzazione dei prezzi. 
Dopo questo effetto le serie tornano al loro stato stazionario.   36
 
Lo shock alla domanda porta ad un incremento dell’inflazione (inflobs), tramite la curva 
di Philips (1.1) e il tasso di interesse nominale (ffrobs) attraverso la regola di Taylor 
(1.3).  Questo  effetto  comunque  scompare  velocemente,  per  il  fatto  che  il  tasso  di 
interesse  nominale  sale,  apre  una  recessione  e  diminuisce  l’output.  Di  conseguenza 
scendono i prezzi e, tramite la curva di Philips (1.1), anche l’inflazione. In seguito le 
serie tornano al loro stato stazionario.   37
CAPITOLO 4 
ANALISI BAYESIANA DELLA TERZA REGOLA 
4.1. Convergenza del modello 
   38
I tre grafici riportati sopra riferiscono alla convergenza per l’intervallo di confidenza, 
per la varianza e per il momento terzo. Anche in questo caso i criteri per la convergenza 
vengono rispettati. Le linee blu e rosse, rappresentanti rispettivamente la varianza tra e 
entro le catene di Markov, tendono a coincidere dal valore 1.25 e in poi, valore a partire 
dal quale si analizza l’andamento, poiché si è deciso di scartare la prima metà delle 
interazioni. Inoltre esse tendono ad convergere verso la distribuzione ergodica. Dunque 
si può affermare che le priori scelte sono informative.   39
4.2. Le densità a posteriori 
4.2.1. Prima parte della stima 
 
 
￿
La tabella (4.1) fornisce i valori della moda della distribuzione a posteriori relativa alla 
terza regola. 
In primo luogo si nota che le stime fornite dalla tabella sono simili alla prima regola. 
Osservando  il  valore  della  statistica  test  t  e  confrontandolo  con  quella  normale, 
possiamo affermare che i parametri risultano tutti significativi. Il parametro   rimane 
ancora non significativo.   40
Il valore della log-verosimiglianza calcolata con il metodo di Laplace assume un valore 
-29.912913  leggermente  più  alto  rispetto  al  valore  della  log-verosimiglianza  della 
seconda regola, ma più piccola della prima regola. Confrontando i valori delle log-
verosimiglianze  per  le  tre  regole,  si  nota  che  la  terza  apporterebbe  maggiore 
informazione rispetto alle altre due.   41
4.2.2. Seconda parte della stima 
 
 
 
La tabella (4.2) fornisce i risultati di stima per la terza regola. Innanzitutto guardando i 
valori del modello stimato con la terza regola ,notiamo che non si riscontrano grosse 
differenze nelle stime. 
Il valore della log-verosimiglianza calcolata con il metodo “Modified Harmonic Mean” 
(Geweke(1998)) è pari a -29.448027 e assume un valore leggermente più alto rispetto a 
quello calcolato con il metodo di Laplace.  
La media a posteriori di   presenta un valore 2.7743 nella terza regola leggermente 
minore rispetto alle altre due regole. La media a posteriori di    assume un valore 
0.4738 maggiore rispetto alla prima e alla seconda regola. Anche in questo caso la terza   42
regola privilegia la stabilizzazione dell’output rispetto a quella dell’inflazione. 
L’indicatore   presenta una media a posteriori 0.6805 con un intervallo di credibilità 
al 90% [0.5942;0.7688]. Esso avrà un impatto positivo sulla politica monetaria. 
Si  rileva  ancora  una  persistenza  dello  shock  all’inflazione  nel  tempo  con 
( , leggermente più alto rispetto alla seconda regola. Un’altra differenza si 
riscontra  guardando  lo  shock  al  tasso  di  interesse  nominale  .  Esso 
assume un valore più alto rispetto alle altre due regole. 
Per quando riguarda i parametri relativi alla deviazione standard degli shock   si 
nota che sono leggermente più grandi in questo caso. Ciò significherebbe che qualche 
loro cambiamento avrà un impatto maggiore sulle altre variabili, mentre   assume un 
valore minore rispetto alle altre , quindi avrà un effetto minore sulle altre variabili. 
Ora procediamo con l’analisi della densità a posteriori per i vari parametri.   43
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Le  linee  nere  che  rappresentano  le  distribuzioni  a  posteriori,  e  quello  grigie,  che 
identificano le priori per molti parametri, risultano diverse. Quindi tutto ciò significa 
che  i  dati  sono  informativi  ma  non  contaminati  dalle  credenze  a  priori,  lasciate 
intenzionalmente poco informative.   45
4.3. La funzione di risposta ad impulso (IRFs) 
I seguenti grafici presentano la funzione di risposta ad impulso per i tre shock. 
 
L’effetto dello shock all’inflazione aumenta naturalmente l’inflazione (inflobs). Come 
conseguenza tramite la regola di Taylor (1.3) la banca centrale decide di aumentare il 
tasso  di  interesse  nominale  (ffrobs)  per  cercare  di  contenere  la  stabilizzazione  dei 
prezzi.  L’output  comincerà  a  scendere  (xgapcboobs)  fino  alla  stabilizzazione 
dell’inflazione, come ben previsto dalla curva di Philips (1.1). Dopo questo effetto le 
variabili tornano al loro stato stazionario.   46
 
L’esplosione  dello  shock  al  tasso  di  interesse  ha  un  impatto  positivo  sul  tasso  di 
interesse nominale (ffrobs) che ovviamente aumenta in maniera diretta da parte degli 
agenti nel sistema economico. Quindi viene aperta una recessione al fine di diminuire 
l’output (xgapcboobs) e di conseguenza, tramite la curva di Philips (1.1), diminuisce 
anche  l’inflazione  (inflobs).  Dopo  i  movimenti  iniziali  le  serie  torna  allo  stato 
stazionario.   47
 
Lo shock alla domanda spingerà, oltre alla curva di consumo (xgapcboobs), anche la 
curva  dell’inflazione  (inflobs).  Entrambe  cominceranno  subito  a  scendere  a  causa 
dell’innalzamento del tasso di interesse nominale (ffrobs) che cercherà di ripristinare la 
situazione.   49
CAPITOLO 5 
ANALISI BAYESIANA DELLA QUARTA REGOLA 
5.1. Convergenza del modello 
 
La  figura  (5.1)  riporta  i  tre  grafici  relativi  alla  convergenza  per  l’intervallo  di 
confidenza, per la varianza e per il momento terzo.  
Anche in questo caso i criteri per la convergenza vengono rispettati. Ricordiamo che in 
questo caso consideriamo solamente l’andamento dei grafici dal valore 1.25 e in poi , 
siccome  viene  scartata  la  prima  metà  delle  simulazioni  iterative  in  ciascuna  catena.   50
Osserviamo che la linea blu, che rappresenta la varianza entro, e la linea rossa che 
identifica la varianza tra tendono a convergere verso la distribuzione ergodica tranne 
qualche oscillazione iniziale. 
Le priori scelte sono informative a sufficienza anche usando l’indicatore sintetico.  
Dopo  l’analisi  della  convergenza  vediamo  come  si  comportano  le  distribuzioni  a 
posteriori.   51
5.2. Stima delle densità a posteriori 
5.2.1. Prima parte della stima 
 
￿
La tabella (5.1) riporta i risultati della prima parte di stima e il calcolo della moda per 
ogni parametro del modello e per le deviazioni standard degli shocks. 
Innanzitutto  si  nota  che  le  stime  dei  parametri  non  sono  cambiate  molto  rispetto  al 
modello stimato con le altre regole. Anche in questo caso i valori della statistica test t di 
tutti i parametri confrontati con quelli di una normale standard (sotto l’ipotesi nulla di 
uguaglianza  a  zero)  rifiutano  tale  ipotesi,  quindi  possiamo  ritenere  che  i  parametri 
elencati  sopra  sono  significativi,  tranne  i  parametri    e  .  Certamente  tale 
ragionamento si fa assumendo normalità nella posteriori.   52
Il valore della log-verosimiglianza calcolato con il metodo di Laplace è pari a -6.710398 
ed è maggiore rispetto a tutte le altre regole.  Quindi si può ritenere che il modello 
stimato con la quarta regola apporta maggiori informazioni.   53
5.2.2. Seconda parte della stima 
 
 
￿
I risultati della seconda parte della stima si trovano nella tabella (5.2). Si noti che il 
valore della log–verosimiglianza calcolata con il metodo “Modified Harmonic Mean” 
(Geweke(1998)) è pari a 3.605032, leggermente più alto rispetto a quello calcolato con 
il metodo di Laplace. 
Le  differenze  sostanziali  si  riscontrano  nei  parametri    ,    i  quali  assumono 
rispettivamente valori pari a 1.7515 e 0.4125 nel modello con la regola quattro. Il valore 
di   diminuisce del 60% circa in questo caso, mentre quello di   risulta maggiore.   54
Questi cambiamenti evidenziano comportamenti diversi da parte della banca centrale la 
Fed nelle quattro regole. Nel caso specifico la banca centrale la Fed è più attenta alla 
stabilizzazione dell’output rispetto a quella dell’inflazione. 
Infine i due indicatori macroeconomici ritardati fino ad due periodi identificati dai i 
parametri    assumono  valori  1.4213  e  -0.5714  rispettivamente,  leggermente 
maggiori rispetto alla seconda regola.  
I parametri relativi alla deviazione standard degli shock  e   assumono valori 
maggiori in questo caso, ciò significherebbe che qualche loro cambiamento avrà un 
impatto maggiore sulle altre variabili. 
Ora procediamo con l’analisi della densità a posteriori per i vari parametri.   55
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Le  linee  nere  che  rappresentano  le  distribuzioni  a  posteriori  e  quello  grigie,  che 
identificano le priori per molti parametri risultano diverse. Tutto ciò significa che i dati 
sono informativi, ma non contaminati dalle credenze a priori, lasciate intenzionalmente 
poco informative.  
Inoltre la moda  a posteriori, il valore che massimizza la densità posteriori, è molto 
simile alla moda della distribuzione a posteriori.   57
5.3. Funzione di risposta ad impulso (IRFs) 
I grafici presentati sotto presentano le funzioni di risposta ad impulso, identificate dalle 
curve  nere  solide,  il  quinto  e  il  novantacinquesimo  percentile  delle  distribuzioni  a 
posteriori, identificati dalle linee più sottili. 
 
 
L’effetto dello shock all’inflazione aumenta naturalmente l’inflazione (inflobs). Come 
conseguenza, attraverso la regola di Taylor (1.3) aumenta il tasso di interesse nominale 
(ffrobs)  per  cercare  di  ottenere  la  stabilizzazione  dei  prezzi.  L’output  (xgapcboobs) 
comincerà a scendere fino alla stabilizzazione dell’inflazione, come ben previsto dalla 
curva di Philips (1.1). Dopo questo effetto le variabili tendono a tornare al loro stato 
stazionario.   58
 
Lo shock al tasso di interesse nominale ha un impatto positivo sul tasso di interesse che 
ovviamente aumenta in maniera diretta da parte degli agenti nel sistema economico. Un 
aumento  del  tasso  di  interesse  (ffrobs)  provoca  la  diminuzione  dell’output 
(xgapcboobs), come suggerisce l’equazione (1.2). L’inflazione, invece, tramite la curva 
di Philips, diminuirà fintanto che i prezzi non si saranno stabilizzati. Anche in questo 
caso dopo i movimenti iniziali tutte le serie tornano verso la loro media condizionata, 
ovvero verso lo zero.   59
 
Lo shock all’output gap aumenta ovviamente l’output, e questo porta ad un incremento 
sia dell’inflazione (inflobs), tramite la curva di Philips (1.1), sia del tasso di interesse 
nominale  (ffrobs),  attraverso  la  regola  di  Taylor  (1.3).  Questo  effetto  scompare 
velocemente, per via del fatto che il tasso di interesse nominale sale, apre una recessione 
e  diminuisce  l’output  (xgapcboobs).  Di  conseguenza  scendono  i  prezzi  e  tramite  la 
curva di Philips (1.1), anche l’inflazione. Dopo questo effetto tutte le tre serie tornano al 
loro stato stazionario.   61
CAPITOLO 6 
CONTRONTRO TRA LE REGOLE 
Questo  capitolo  evidenzia  le  differenze  relative  delle  quattro  regole,  e  quali  di  loro 
apporta  maggiori  informazioni  al  nostro  problema.  In  particolare  l’obbiettivo  della 
banca centrale è di riuscire ad ottenere la stabilizzazione dei prezzi combattibile con il 
sviluppo economico, effettuando continuamente cambiamenti sulla politica monetaria, 
tenendo ovviamente in considerazione la struttura dell’economia. 
Dunque vogliamo capire quali sarebbero state le conseguenze sulle principali variabili 
economiche, se la banca centrale la Fed avesse fatto scelte diverse per quanto riguarda 
la politica monetaria. 
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La tabella (6.1) riporta le deviazioni standard delle variabili economiche di interesse, 
l’inflazione l’output gap e il tasso di interesse nominale per ciascuna regola. L’ultima 
colonna, invece, indica la deviazione standard del nostro campione. 
La  deviazione  standard,  in  altri  termini  lo  scarto  quadratico  medio,  è  un’indice  di 
dispersione  delle  misure  sperimentali.  In  altre  parole  misura  la  variabilità  di  una 
popolazione dei dati. 
Osservando i valori della tabella, si nota che la quarta regola si avvicina di più alla 
popolazione dei nostri dati. 
In particolare notiamo che l’output gap presenta una volatilità maggiore, segue il tasso 
di interesse nominale.   62
Il valore della log–verosimiglianza 
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La tabella (6.2) presenta i valori della log-verosimiglianza calcolata con il metodo di 
Laplace, assumendo una distribuzione a posteriori normale (Laplace approximation). 
Inoltre  viene  fornita  il  valore  della  log-verosimiglianza  con  il  metodo  di  “Modified 
Harmonic Mean” che non assume normalità nella distribuzione a posteriori. 
Il  modello  stimato  con  la  prima  regola  presenta  un  valore  di  log-verosimiglianza  -
43.169347.  
La seconda e la terza regola, invece, assumono valori simili, rispettivamente -29.121734 
e -29.912913. Il valore della log-verosimiglianza della quarta regola presenta un valore 
maggiore rispetto a tutte le altre. Quindi possiamo ritenere che il modello stimato con la 
quarta regola, in confronto alle altre, apporta maggiori informazioni. Nei quattro casi la 
log-verosimiglianza calcolata con il metodo di “Modified Harmonic Mean”presenta un 
valore leggermente maggiore rispetto a quello calcolato con Laplace. Anche in questo 
caso la quarta regola presenta un valore più elevato. 
Un’ulteriore verifica che possa supportare le suddette regole viene suggerita da Kass e 
Raftery (1995) e consiste nel calcolo del fattore di Bayes:   63
dove D sono i dati derivanti da una delle ipotesi a confronto   e  , in accordo con 
una densità di probabilità   e  . Kass e Raftery (1995) propongono il 
calcolo  del  fattore  di  Bayes  poiché  esso  fornisce  evidenza  in  favore  di  una  teoria 
scientifica, rappresentata da un modello statistico opposto. 
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Nella tabella riportata sopra, sono stati proposti diversi intervalli con le relative classi di 
evidenze, per la valutazione dell’evidenza statistica sulla base dei valori del fattore di  . 
Partendo  dal  valore  della  log-verosimiglianza  marginale,  il  fattore  di  Bayes  si  può 
calcolare nel seguente modo: 
Dove   è la log–verosimiglianza marginale nel modello vincolate e   è la log-
verosimiglianza marginale nel modello non vincolato.   64
Nel nostro caso specifico:  
Caso  1:  confrontiamo  il  modello  con  la  prima  regola  (ipotesi  )  con  quella  della 
seconda regola (ipotesi  ), il fattore di Bayes risulta:  -29.121734 –(-43.169347))
=  1261248,  valore  che  rileva  una  evidenza  molto  forte  contro  .  Un  valore  che 
comunque conduce a preferire il modello con la seconda regola. 
Caso 2: Il modello con la prima regola (ipotesi  ), modello con la terza regola (ipotesi 
). Il fattore di Bayes :  -29.912913–(-43.169347)) = 571736, assume un valore 
che evidenza un valore molto forte contro  . Quindi è preferibile il modello con la 
terza regola 
Ovviamente l’ultimo caso , il confronto tra il modello della regola quattro con la prima, 
porterà ad un fattore di Bayes minore tra tutti i precedenti. Dunque ancora una volta si 
preferirà il modello con la regola quattro. 
Per quanto riguarda l’interpretazione economica nella regola quattro, notiamo che il 
tasso di interesse nominale ritardato aiuta la banca centrale a completare la descrizione 
delle dinamiche macroeconomiche americane. 
In particolare il tasso di interesse nominale ritardato è un indicatore che contribuisce 
significativamente nella spiegazione del tasso di interesse nominale corrente. Quindi 
significa  che  la  Fed  reagirebbe  alle  fluttuazioni  delle  variabili  macroeconomiche,  in 
particolare del tasso di interesse nominale. 
Inoltre  le  variabili  macroeconomiche,  l’output  e  l’inflazione  giocano  un  ruolo 
importante nella descrizione del tasso di interesse.   65
Decomposizione della varianza (in %) 
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Per riuscire ad individuare meglio il ruolo di ogni shock nella spiegazione delle variabili 
osservabili, viene usato frequentemente l’analisi della decomposizione della varianza 
dell’errore di previsione. L’idea di base è che,: nel caso in cui non ci fossero degli 
shock, le nostre serie non si muoverebbero. Consideriamo il caso in cui tutti gli shock 
sono  spenti  tranne  uno.  Esso  provoca  un  effetto  direttamente  sulle  variabili 
dell’equazione e indiretto anche sulle altre variabili collegate alle prime. 
Tali shock non si conoscono da subito, possiamo solo tentare di fare una loro previsione 
che non sarà mai esatta ma sempre soggetta ad un errore di previsione. 
La tabella (6.3) sopra riporta i risultati della decomposizione della varianza per  infiniti 
passi in avanti relative alle quattro regole, per capire qual è il valore verso il quale la 
decomposizione della varianza si stabilizza. 
Nella prima regola notiamo che lo shock al tasso di interesse nominale ha un effetto 
maggiore  all’inflazione  circa  del  12  %,  mentre  è  ininfluente  sull’output.  Lo  shock 
all’inflazione impatta per il 70% sull’inflazione in maniera diretta, mentre incide per il 
43 % sul tasso di interesse nominale. Tale shock ha un forte impatto sull’output con un   66
percentuale del 99 %. Lo shock di domanda esercita un effetto maggiore sul tasso di 
interesse nominale per il 56 %, e del 18 % sull’inflazione. 
La seconda regola presenta percentuali leggermente più piccole per quanto riguarda 
l’impatto degli shock sulle variabile macroeconomiche, sul tasso di interesse nominale e 
sull’output  .  Lo  shock  della  politica  monetaria  impatta  per  il  10%  sull’inflazione, 
mentre  il  suo  effetto  è  trascurabile  sull’output  .  Interessante  è  l’effetto  dello  shock 
all’inflazione, esso impatta per il 72 % sull’inflazione stessa, e del 42 % sul tasso di 
interesse nominale e con un percentuale del 99% sull’output gap. L’effetto dello shock 
di domanda sulle altre variabili, invece, non cambia molto rispetto alla prima regola.  
A differenza della seconda regola, l’effetto dello shock di politica monetaria nella terza 
regola si riduce passando da 1.53%  a 0,56%,  mentre il suo impatto all’inflazione è 
maggiore con un percentuale di 38%. L’effetto dello shock all’inflazione diminuisce in 
maniera evidente passando da una percentuale di 72% ad una del 11%, mentre il suo 
effetto sull’output continua ad essere forte per il 99%. Anche il suo impatto sul tasso di 
interesse diminuisce passando da 42% a 0.6%. 
Valutando lo shock di domanda si notano grandi differenze rispetto alle due regole. In 
particolare il suo impatto sul tasso di interesse nominale è molto più forte in questo caso 
con una percentuale del 98 % e del 52 % sull’inflazione. 
Infine anche nella regola quattro notiamo delle piccole differenze. Lo shock di politica 
monetaria esercita un effetto maggiore sull’inflazione per il 45% e 0.21% sull’output. 
L’effetto  dello  shock  all’inflazione  ha  un  effetto  maggiore  sull’inflazione  con  una 
percentuale del 26 % rispetto alla terza regola, mentre il suo effetto sull’output rimane 
invariato  (99%).  Un’altra  differenza  interessante  che  si  nota  è  l’effetto  dello  shock 
all’output sull’inflazione, ch è minore (29%) rispetto alla terza regola (52%). 
Confrontando le quattro regole in base al valore della log-verosimiglianza di Laplace, la 
regola quattro assume un valore maggiore rispetto a tutte le altre.    67
CAPITOLO 7 
PRIORI PIÙ AMPIE
In  questo  capitolo  della  tesi  la  struttura  del  modello  (1.1)-(1.5)  ottenuto  nei 
capitoli precedenti sarà la stessa. In questo caso si scelgono per alcuni parametri 
del nostro modello priori più ampie.  
In  particolare  raddoppiamo  i  valori  delle  deviazioni  standard  dei  parametri 
parametri  ( ,  e  vediamo  se  i  risultati  ottenuti  ci 
portano alle stesse conclusioni. 
  Regola 1  Regola 2  Regola 3  Regola 4 
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Osservando  la  tabella  (7.1),  notiamo  che  i  valori  di  deviazione  standard  delle 
variabili  osservati  relative  alle  quattro  regole  non  cambiano  molto  rispetto  al 
paragrafo precedente. Anche in questo caso arriviamo alla stessa conclusione, e 
cioè la regola quattro è più favorita dai nostri dati.   68
Il valore della Log–Verosimiglianza 
￿
￿￿%￿￿￿￿ ￿￿%￿4￿￿5￿ ￿￿%￿4￿￿5￿
￿￿ <￿￿￿￿￿￿￿￿￿￿ <￿*￿*)-&)*￿
&￿ <&*￿&-￿.￿)￿ <￿*￿&.￿&7&￿
￿￿ <&&￿77￿&)￿￿ <&￿￿-&'*)￿￿
*￿ <￿￿￿￿&￿￿)￿ ￿￿7)*￿￿)￿
￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿ ￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿￿
Nella tabella (7.2) vengono presentati i valori della log-verosimiglianza, calcolata 
con il metodo di Laplace assumendo la normalità nelle posteriori e con il metodo 
di “Modified Harmonic Method”.  
I  valori  della  log–verosimiglianza  con  il  metodo  MHM  sono  leggermente 
maggiori  rispetto  al  capitolo  precedente.  Quindi  la  regola  quattro  assume  un 
valore maggiore rispetto a tutte le altre. Di conseguenza il modello stimato con la 
regola quattro apporterebbe maggior informazioni. 
Il calcolo del fattore di Bayes , svolto come prima (capitolo 6) risulta: 
Caso 1 : modello con la prima regola (ipotesi  ), modello con la seconda regola 
(ipotesi ),  fattore  di  Bayes:  ,  un 
valore  che  rileva  una  evidenza  forte  contro  .  Quindi  i  dati  favoriscono  il 
modello con la seconda regola.   69
Ovviamente nel caso 2, si decide a favore della terza regola, e nell’ultimo caso si 
preferirà il modello della quarta regola. 
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Osservando la tabella (7.3) notiamo che il valori dei vari shock non cambiano 
molto rispetto al capitolo precedente. Il valore della log-verosimiglianza calcolata 
con il metodo di Laplace, suggerisce che la regola quattro è più favorita dai i 
nostri dati.  
Analizzando la quarta regola si nota che : lo shock di politica monetaria impatta 
del  42  %  sull’inflazione  e  del  0,29%  sull’output  gap.  L’effetto,  invece,  dello 
shock all’inflazione spiega 30% l’inflazione per via diretta, e 99% l’output gap. 
L’impatto dello shock all’output gap gioca un ruolo importante nella spiegazione 
del tasso di interesse nominale con un percentuale di 98%, mentre il suo effetto 
risulta minore all’inflazione (28%).   70
CAPITOLO 8 
CONCLUSIONI 
Questo  lavoro  mette  a  confronto  quattro  regole  relative  al  tasso  di  interesse 
nominale.  Questa  tesi  mira  ad  evidenziare  le  differenze  relative  alle  quattro 
regole, stimarle, ed identificare quale regola fornisce una spiegazione migliore dei 
dati a disposizione.  
Le varie regole da me investigate completano un modello Neo-Keynesiano che 
viene stimato con tecniche Bayesiane e dati americani relativi al periodo 1984:I – 
2008: II. 
Per  la  prima  regola  gli  indicatori  macroeconomici  considerati  risultano 
“significativi”. Ciò significa  che tali parametri sono ingredienti importanti che 
completano  la  descrizione  del  tasso  di  interesse  nominale  della  Regola  Taylor 
standard. Quindi essi sono elementi importanti che influiscono sulle decisioni di 
politica monetaria adottate dalla banca centrale americana (Federal Reserve). 
Nella seconda regola, oltre all’inflazione e all’output gap, viene incluso il tasso di 
interesse nominale ritardato fino a due periodi. Essa fornisce risultati empirici 
migliori rispetto alla prima regola. 
La  terza  regola  è  simile  alla  prima,  ad  eccezione  dell’indicatore  di  ciclo 
economico,  che  è  il  tasso  di  crescita  dell’output.  I  suoi  risultati  empirici  non 
differiscono molto rispetto alla prima regola. 
Nella  regola  quattro,  oltre  all’inflazione,  all’output  gap  e  al  tasso  di  crescita 
dell’output,  viene  incluso  il  tasso  di  interesse  nominale  ritardato  fino  a  due 
periodi. Questa regola è stata recentemente studiata da Coibion e Gorodnichenko 
(2011), in un lavoro in cui gli autori usano un approccio univariato. 
Confrontando i risultati empirici delle quattro regole,  notiamo che l’ultima regola 
fornisce un descrizione migliore del tasso di interesse nominale , influendo in maniera 
evidente sulle decisioni di politica monetaria adottate dalla banca centrale americana. 
Le  funzioni  di  risposta  ad  impulso  studiate  nei  quattro  casi  confermano 
l’importanza  degli  shock  sull’intero  sistema  economico  degli  Stati  Uniti.  In   71
particolare  lo  shock  all’inflazione  ha  ovviamente  un  effetto  diretto  e  positivo 
sull’inflazione  tramite  la  curva  di  Philips,  indiretto  e  negativo  all’output  gap 
attraverso l’equazione di Eulero, mentre ha un impatto diretto e positivo sul tasso 
di interesse nominale tramite la regola di Taylor. Lo shock di politica monetaria 
influenza  negativamente  l’output  gap  e  l’inflazione.  Lo  shock  all’output  gap, 
invece, ha un impatto positivo sul tasso di interesse nominale e sull’inflazione. 
Inoltre vediamo come la varianza dell’errore di previsione nel lungo periodo di 
tali shock incida sull’andamento futuro delle nostre variabili macroeconomiche, 
quali inflazione, output gap e tasso di interesse nominale. Quello che notiamo è 
che  lo  shock  al  tasso  di  interesse  nominale  nei  quattro  casi  ha  un  impatto 
maggiore  sull’inflazione,  mentre  lo  shock  all’inflazione  esercita  un  impatto 
maggiore  sull’inflazione.  Lo  shock  di  domanda  influenza  di  più  il  tasso  di 
interesse nominale. Analizzando in particolare la regola quattro notiamo che lo 
shock al tasso di interesse nominale incide per il 45% sull’inflazione e solamente 
per  0.21%  sull’output  gap.  Inoltre  lo  shock  all’inflazione  esercita  un  impatto 
maggiore all’output gap con un percentuale del 99% , e solo del 26% sul tasso di 
interesse nominale. Per quanto riguarda lo shock di domanda , esso ha un effetto 
maggiore  sul  tasso  di  interesse  nominale,  con  una  percentuale  del  98%  e 
solamente del 26% sull’inflazione. 
Interessantemente,  l’uso  di  regole  alternative  a  quella  proposta  da  Coibion  e 
Gorodnichenko (2011), più diffuse in letteratura, ma meno performanti dal punto 
di vista empirico, porta a risultati a volte drammaticamente differenti. Le nostre 
conclusioni sono robuste al variare delle densità a priori dei parametri strutturali 
del modello DSGE utilizzato. APPENDICE TECNICA   75
1. Introduzione a Dynare 
Dynare è una strumento che serve per risolvere, simulare e stimare modelli DSGE. Il 
percorso  è intuitivo.  Inizialmente  abbiamo  a disposizione un modello  formato  da 
varie equazioni, dynare praticamente trasforma equazione per equazione in input per 
la procedura di matlab che è appunto un programma che ci permette di risolvere il 
nostro modello. Nel campo dei modelli DSGE siamo interessati soprattutto a vedere 
come  il  sistema  si  comporta  nel  rispondere  agli  shock,  siano  essi  permanenti  o 
temporanei, e poi a come ritorna al suo stato stazionario. 
Il file in dynare è formato da cinque parti distinte: 
- Preambolo:  contiene  la  lista  delle  variabili  e  dei  parametri.  Esso  è 
suddiviso  in  tre  comandi,  var  che  contiene  le  variabili  endogene, 
varexo le esogene, parameters parametri ed i suoi valori. 
- Modello: dove viene specificato il modello semplicemente scrivendo 
equazione per equazione. 
- Steady  state  o  valore  iniziale:  contiene  informazioni  sullo  statto 
stazionario oppure sul punto preciso da cui far partire la simulazione, 
questo perché in un contesto stocastico il modello deve essere linea 
rizzato prima di essere risolto e per fare questo dynare ha bisogno di 
conoscere lo stato stazionario. 
- Shock: definisce gli shock del sistema. Due tipi di shock che possono 
essere  introdotti,  temporanei  o  permanenti.  Nel  caso  di  shock 
temporanei il sistema poi ritorna al suo stato stazionario, mentre nel 
caso di shock permanenti il sistema si ristabilizza su un altro punto di 
stazionarietà. 
- Calcolo:  ordina  dynare  di  compiere  delle  specifiche  operazioni 
(previsione, stima,  ecc…). Per vedere l’impatto dello shock dynare 
considera  la  distribuzione  degli  shock  e  vede  come  impattano  sul 
modello, poi ripete questa procedura un numero sufficiente di volte 
che gli permette di tracciare una risposta media.   76
2. Codice Dynare 
I comandi di seguito riportati si riferiscono alla stima del modello relative alle 
quattro regole. 
% .mod file for estimating model NKPC 
var pihat, xhat, rhat, epspi, epsx, epsr, ffrobs, inflobs, 
xgapcboobs ;  
varexo er, epi, ex; % shocks //  
parameters  h, alpha, beta, lambda, phipi, phix, phir, rhox, 
rhopi, rhor, sigma; 
//parameters    h,  alpha,  beta,  lambda,  phipi,  phix,  phir1, 
phir2, rhox, rhopi, rhor, sigma; 
//parameters    h,  alpha,  beta,  lambda,  phipi,  phix,  phir, 
rhox, rhopi, rhor, sigma; 
//parameters    h,  alpha,  beta,  lambda,  phipi,  phir,  phix, 
phir1, phir2, rhox, rhopi, rhor, sigma; 
//fixed coeff 
beta= 0.99; 
alpha= 0; 
h= 0.9; 
lambda= 0.1; 
sigma= 3; 
phipi= 1.75; 
phix= 0; 
phir= 0.8; 
//phir1 = 1.2; 
//phir2 = -.5; 
//arshocks 
rhox= 0;//0.7 
rhopi= 0; 
rhor= 0;   77
model; 
# ies = (1-h)/(sigma*(1+h)); // intertemporal elasticity of 
substitution 
pihat=(beta/(1+alpha*beta))*pihat(1)+(alpha/(1+alpha*beta))*
pihat(-1)+lambda*(xhat) + epspi; 
xhat=(1/(1+h))*xhat(1)+(h/(1+h))*xhat(-1)-ies*(rhat-
pihat(+1))+epsx; 
rhat  =  (1-phir)*(  phipi*(pihat)  +  phix*xhat  )+phir*rhat(-
1)+epsr;  
//rhat=(1-phir1-phir2)*(  phipi*(pihat)  +  phix*xhat 
)+phir1*rhat(-1)+phir2*rhat(-2)+epsr; 
//rhat  =  (1-phir)*(phipi*(pihat)  +  phix*(xhat  -  xhat(-
1)))+phir*rhat(-1) + epsr; 
//rhat=(1-phir)*(phipi*(pihat)+phix*(xhat-xhat(-
1)))+phir1*rhat(-1)+ phir2*rhat(-2) + epsr; 
epsx=rhox*epsx(-1)+ex; 
epspi=rhopi*epspi(-1)+epi; 
epsr=rhor*epsr(-1)+er; 
// measurement equation 
inflobs = pihat; //  + me_infl; 
xgapcboobs = xhat ; // me_gap; 
ffrobs = rhat ; // + me_rate; 
end; 
steady(solve_algo=3); check; 
estimated_params; 
alpha, .1, beta_pdf, .5, .285; 
sigma, .88, normal_pdf, 1, 0.05; 
lambda, .5, gamma_pdf, 0.5, 0.025; 
h, .76, beta_pdf, .7, .15; 
phipi, 2.5, normal_pdf, 2, .3;   78
phix, .25, gamma_pdf, .25, .1; 
phir, .85, beta_pdf, .5, .285; 
//phir, .85, beta_pdf, .9, .15; 
//phir1, 1.2, normal_pdf, 1,.5; 
//phir2, -.5, normal_pdf, 0,0.5; 
//ar1 roots 
rhopi, .85, beta_pdf, .5, .285;  
rhox, .29, beta_pdf, .5, .285;  
rhor, .85, beta_pdf, .5, .285; 
// shocks, stdevs 
stderr ex, .32, inv_gamma_pdf, 0.25, 2;  
stderr epi, .07, inv_gamma_pdf, 0.25, 2;  
stderr er, .21, inv_gamma_pdf, 0.25, 2; 
//stderr me_infl, inv_gamma_pdf, 0.25, 2; 
//stderr me_gap, inv_gamma_pdf, 0.25, 2; 
//stderr me_rate, inv_gamma_pdf, 0.25, 2; 
end; 
varobs ffrobs inflobs xgapcboobs; 
//  walshconj_data.m  -  sample:  54:IV-08:II    -  obs  #1=54q3, 
#23=60q1,  #47=66q1,  #114=82q4,  #119=84q1,  #123=85q1, 
#133=87Q3, #151=92q1  
estimation(datafile=walshconj_data,prefilter=1,first_obs=1, 
mode_compute=4,mode_check,mh_replic=0); % ycbo seems to work 
better   79
//global amh_t0; amh_t0 = 20000; 
//estimation(datafile=walshconj_data,prefilter=1,first_obs=1
19, 
mh_jscale=.45,mh_drop=.9,mode_compute=4,mh_nblocks=2,conf_si
g=0.90,filtered_vars,bayesian_irf,mh_replic=250000);  %  ycbo 
seems to work better 
//  Generate  IRfunctions  and  Moments  of  the  variables  of 
interest 
stoch_simul (irf=0) pihat xhat rhat;  80
3. Codice dynare priori più ampie (capitolo 7) 
% .mod file   
var pihat, xhat, rhat, epspi, epsx, epsr, ffrobs, inflobs, 
xgapcboobs ;  
varexo er, epi, ex; % shocks //  
parameters  h, alpha, beta, lambda, phipi, phix, phir, rhox, 
rhopi, rhor, sigma; 
//parameters    h,  alpha,  beta,  lambda,  phipi,  phix,  phir1, 
phir2, rhox, rhopi, rhor, sigma; 
//parameters    h,  alpha,  beta,  lambda,  phipi,  phix,  phir, 
rhox, rhopi, rhor, sigma; 
//parameters    h,  alpha,  beta,  lambda,  phipi,  phir,  phix, 
phir1, phir2, rhox, rhopi, rhor, sigma; 
//fixed coeff 
beta= 0.99; 
alpha= 0; 
h= 0.9; 
lambda= 0.1; 
sigma= 3; 
phipi= 1.75; 
phix= 0; 
phir= 0.8; 
//phir1 = 1.2; 
//phir2 = -.5;   81
//arshocks 
rhox= 0;//0.7 
rhopi= 0; 
rhor= 0; 
model; 
# ies = (1-h)/(sigma*(1+h)); // intertemporal elasticity of 
substitution 
pihat  =  (beta/(1+alpha*beta))*pihat(1)  + 
(alpha/(1+alpha*beta))*pihat(-1) + lambda*(xhat) + epspi; 
xhat  =  (1/(1+h))*xhat(1)+(h/(1+h))*xhat(-1)-ies*(rhat-
pihat(+1))+epsx; 
rhat  =  (1-phir)*(  phipi*(pihat)  +  phix*xhat  )+phir*rhat(-
1)+epsr;  
//rhat  =  (1-phir1-phir2)*(phipi*(pihat)+  phix*xhat 
)+phir1*rhat(-1)+phir2*rhat(-2)+epsr; 
//rhat  =  (1-phir)*(phipi*(pihat)  +  phix*(xhat  -  xhat(-
1)))+phir*rhat(-1) + epsr; 
//rhat = (1-phir)*(phipi*(pihat) + phix*(xhat - xhat(-1))) + 
phir1*rhat(-1) + phir2*rhat(-2) + epsr; 
epsx=rhox*epsx(-1)+ex; 
epspi=rhopi*epspi(-1)+epi; 
epsr=rhor*epsr(-1)+er; 
// measurement equation 
inflobs = pihat; //  + me_infl; 
xgapcboobs = xhat ; // me_gap; 
ffrobs = rhat ; // + me_rate; 
end; 
steady(solve_algo=3); check;   82
estimated_params; 
alpha, .1, beta_pdf, .5, .285; 
sigma, .88, normal_pdf, 1, .1; 
lambda, .5, gamma_pdf, 0.5, 0.05; 
h, .76, beta_pdf, .7, .2; 
phipi, 2.5, normal_pdf, 2, .6; 
phix, .25, gamma_pdf, .25, .2; 
phir, .85, beta_pdf, .5, .285; 
//phir, .85, beta_pdf, .9, .15; 
//phir1, 1.2, normal_pdf, 1, 1; 
//phir2, -.5, normal_pdf, 0, 1; 
//ar1 roots 
rhopi, .85, beta_pdf, .5, .285;  
rhox, .29, beta_pdf, .5, .285;  
rhor, .85, beta_pdf, .5, .285;  
// shocks, stdevs 
stderr ex, .32, inv_gamma_pdf, 0.25, 2;  
stderr epi, .07, inv_gamma_pdf, 0.25, 2;  
stderr er, .21, inv_gamma_pdf, 0.25, 2; 
//stderr me_infl, inv_gamma_pdf, 0.25, 2; 
//stderr me_gap, inv_gamma_pdf, 0.25, 2; 
//stderr me_rate, inv_gamma_pdf, 0.25, 2; 
end; 
varobs ffrobs inflobs xgapcboobs;   83
//  walshconj_data.m  -  sample:  54:IV-08:II    -  obs  #1=54q3, 
#23=60q1,  #47=66q1,  #114=82q4,  #119=84q1,  #123=85q1, 
#133=87Q3, #151=92q1  
estimation(datafile=walshconj_data,prefilter=1,first_obs=1, 
mode_compute=4,mode_check,mh_replic=0); % ycbo seems to work 
better 
//global amh_t0; amh_t0 = 20000; 
//estimation(datafile=walshconj_data,prefilter=1,first_obs=1
19, 
mh_jscale=.45,mh_drop=.9,mode_compute=4,mh_nblocks=2,conf_si
g=0.90,filtered_vars,bayesian_irf,mh_replic=250000);  %  ycbo 
seems to work better 
//  Generate  IRfunctions  and  Moments  of  the  variables  of 
interest 
stoch_simul (irf=0) pihat xhat rhat;   85
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