In this paper we discuss energy conservation issues related to the numerical solution of the nonlinear wave equation, when a Fourier expansion is considered for the space discretization. The obtained semi-discrete problem is then solved in time by means of energy-conserving Runge-Kutta methods in the HBVMs class.
Introduction
In this paper we discuss energy-conservation issues concerning the nonlinear wave equation, even though the arguments can be extended to different types of Hamiltonian PDEs. For sake of simplicity, we shall consider the 1D case, u tt (x, t) = α 2 u xx (x, t) − f (u(x, t)), (x, t) ∈ (0, 1) × (0, ∞),
u t (x, 0) = ψ 1 (x), x ∈ (0, 1), coupled with suitable boundary conditions. As usual, subscripts denote partial derivatives. In (1), the functions f , ψ 0 and ψ 1 are supposed to be suitably regular, so they define a regular solution u(x, t) (f denotes the derivative of f ). The problem is completed by assigning suitable boundary conditions which we shall, at first, assume to be periodic, u(0, t) = u(1, t), t > 0.
Later on, we shall also consider the case of Dirichlet boundary conditions u(0, t) = φ 0 (t), u(1, t) = φ 1 (t), t > 0,
and Neumann boundary conditions u x (0, t) = φ 0 (t), u x (1, t) = φ 1 (t), t > 0,
with φ 0 (t) and φ 1 (t) suitably regular. In all cases, all the functions are assumed to satisfy suitable compatibility conditions, depending on the considered set of boundary conditions.
Remark 1 It is worth mentioning that a problem defined on a generic interval [a, b], could be always transformed to the form (1) , by means of a linear transformation of the x variable. In such a case, the leading coefficient α in (1) changes accordingly (i.e., it becomes (b − a) −1 α).
By setting
and defining the functional
we can rewrite (1) as the infinite-dimensional Hamiltonian system (for sake of brevity, we neglect the arguments of the functions u and v)
where
and δH δz = δH δu , δH δv
is the functional derivative of H [5] . Indeed, one proves that (7)-(9) are equivalent to (1):
, or u t (x, t) = v(x, t), (x, t) ∈ (0, 1) × (0, ∞),
that is, the first-order formulation of the first equation in (1) . In the last decades there has been a growing interest in the numerical treatment of Hamiltonian PDEs arising in many application fields, such as meteorology and weather prediction, quantum mechanics and nonlinear optics [13] . For this purpose, different approaches have been developed such as multisymplectic methods [13, 19, 26] , splitting methods [18] , and semi-discretizations by means of the method of lines (MOL).
When the MOL approach is used, the spatial derivatives can be approximated by finite differences (see for example [5] ), but a different technique is that of solving the boundary value problem in space by means of spectral methods [14, 2, 20, 31, 27, 28, 29] . In both cases one can integrate the resulting system in time through suitable standard integrators, though the use of symplectic and/or symmetric methods is preferable (see, e.g., [15] ).
In particular, in this paper we use Fourier-Galerkin spectral methods for the space semi-discretization of (1). Galerkin methods require to expand the solution of the problem along a basis in which every component satisfies the associated boundary conditions.
When the problem at hand is coupled with the periodic boundary conditions (2), a trigonometric basis is usually preferred (see for example [14, 20, 31] ). If one has to deal with homogeneous boundary conditions, a basis composed by an appropriate combination of Jacobi polynomials can be also considered, as done for example in [27, 28] , where a combination of Legendre polynomials is used, or in [29] , where Chebyshev polynomials are employed.
In the case of general inhomogeneous boundary conditions, a Galerkin method can still be used by considering a suitable boundary adapted basis [14] . Alternatively (see, e.g., [2] ), one may transform the problem at hand into an equivalent one having homogeneous boundary conditions. The solution of this equivalent problem can then be expanded along a suitable trigonometric basis. This latter approach is considered in the sequel.
An important feature that one could be interested to numerically reproduce, is that the variation of the energy density, integrated over an interval, depends only on the net flux through its endpoints. In particular, if there is no net flux (as in the case, for example, of periodic boundary condition), then the integrated energy density is exactly conserved, meaning that it remains constant over time.
In this paper we show that the use of energy-conserving methods in time, assures a precise reproduction of the above mentioned conservation law of the semi-discrete model obtained by means of a Fourier-Galerkin method in space. In particular, we shall here consider methods in the class of Hamiltonian Boundary Value Methods (HBVMs), recently introduced for the numerical solution of Hamiltonian problems [6, 7, 8, 9, 10, 11, 4] . Such methods, based on the concept of discrete line integral [23, 24, 25] , have already been used in the context of Hamiltonian PDEs to derive the full discretization, when using the finite-difference MOL approach in space [5] .
With this premise the paper is organized as follows: in Section 2 we study the case in which problem (1) is completed by the periodic boundary conditions (2); in Section 3 we study the case of general Dirichlet boundary condition (3), whereas the case of general Neumann condition (4) will be examined in Section 4; a few numerical tests are collected in Section 5 and, at last, some concluding remarks are given in Section 6.
The case of periodic boundary conditions
Let us consider the following complete set of orthonormal functions in [0, 1]:
so that
δ ij being the Kronecker symbol. The following expansion of the solution of (1)- (2) is a slightly different way of writing the usual Fourier expansion in space:
with
which is allowed because of the periodic boundary conditions (2) . Consequently, by taking into account (11), the first equation in (1) can be rewritten as:
where the dot denotes, as usual, the time derivative. The initial conditions are clearly given by (see (1)):
By introducing the infinite vectors
the infinite matrix
and considering that (see (12) )
problem (13) can be cast in vector form as:
The following result holds true.
Theorem 1 Problem (18) is Hamiltonian, with Hamiltonian
This latter is equivalent to the Hamiltonian (5)- (6), via the expansion (12)- (17) .
Proof The first statement is straightforward, by considering that
The second statement then easily follows, by taking into account (17) , from the fact that, see (5), (11), (12) , and (15):
Truncated Fourier approximation
In the computational practice, it is mandatory to truncate the infinite expansion (12) to a finite sum:
This reflects in the fact that the differential equations (13) now reduce to a finite number, i.e., 2N + 1. Correspondingly, one defines the finite vectors (see (15) 
and the matrix
(22) Then, considering that (see (20) )
the equation which has to be satisfied by (23) can be cast in vector form as:
for a total of 4N + 2 differential equations. Clearly, from (14) one obtains that the initial conditions for (24) are given by:
The following result then easily follows by means of arguments similar to those used to prove Theorem 1.
Theorem 2 Problem (24) is Hamiltonian, with Hamiltonian
This latter is equivalent to a truncated Fourier expansion of the Hamiltonian (5)- (6) (see also (19) ), that is, by truncating the expansion (12)- (17) as done in (20)- (23).
Approximating the integrals in space
Clearly, the integral appearing in (24) need to be, in general, approximated by means of a suitable quadrature rule. For this purpose, it could be convenient to do this by means of a composite trapezoidal rule, due to the fact that the argument is a periodic function. Consequently, having set
the uniform mesh on [0, 1],
and considering that
one obtains:
Let us study the error R(m). For this purpose, we need some preliminary result.
Lemma 1 Let us consider the trigonometric polynomial
and the uniform mesh (27) . Then, for all m ≥ K + 1, one obtains:
Proof See, e.g., [16, Th. 5.
Lemma 2 Let us consider the trigonometric polynomial (29) and the uniform mesh (27) . Then, for all m ≥ N + K + 1, one obtains:
Proof By virtue of the prosthaphaeresis formulae, one has, for all j = 0, . . . , N and k = 0, . . . , K:
Consequently, the integrals at the left-hand side in (30)- (31) are trigonometric polynomials of degree at most N + K. By virtue of Lemma 1, it then follows that they are exactly computed by means of the composite trapezoidal rule at the corresponding right-hand sides, provided that m ≥ N + K + 1.
By virtue of Lemma 2, the following result follows at once.
Theorem 3 Let the function f appearing in (26) (see also (23) ) be a polynomial of degree ν, and let us consider the uniform mesh (27) . Then, with reference to (28) , for all m ≥ νN + 1 one obtains:
For a general function f , the following result holds true.
Theorem 4 Let the function g N (x, t) defined at (26), with t a fixed parameter, belong to W r,p per , the Banach space of periodic functions on R whose distribution derivatives up to order r belong to L p per (R). Then, with reference to (27) - (28), one has:
We end this section by mentioning that different approaches could be used, for approximating the integral appearing in (24) : as an example, we refer to [17] , for a comprehensive review on this topic.
Time integration
Since problem (24) is, for all N ≥ 0, Hamiltonian of dimension 4N +2, with Hamiltonian (25) , it is appropriate the use of an energy-conserving method for its numerical solution. We shall here consider, in particular, the family of Runge-Kutta type methods named Hamiltonian Boundary Value Methods (HBVMs) [6, 7, 8, 10, 11] (see also [9, 4] ), already considered in [5] . Such methods rely on the concept of discrete line integral, introduced in [23, 24, 25] , which is the discrete counterpart of the line integral for conservative vector fields. In particular, a HBVM(k, s) method is the k-stages Runge-Kutta method, with k ≥ s, defined by the following Butcher tableau:
where the vectors
contain the nodes and weights of the Gauss-Legendre formula of order 2k, respectively,
and, by setting {P j } j≥0 the family of Legendre polynomials, shifted and scaled so that
matrices P s and P s+1 are defined as
In particular, when k = s, (32) reduces to Theorem 5 For all k ≥ s, the HBVM(k, s) method (32), when applied for solving a Hamiltonian problem with stepsize h:
• is symmetric;
• has order 2s;
• is energy conserving when applied to polynomial Hamiltonians of degree ν ≤ 2k s ; • for general and suitably regular Hamiltonians, the energy error at each step is O(h 2k+1 ).
Remark 2 From the result of the previous Theorem 5, one has that an (at least practical) energy-conservation can be gained, for suitably regular Hamiltonians, provided that k is large enough. On the other hand, this is not a big issue, from a computational point of view. In fact, it turns out that the computational cost of a HBVM(k, s) essentially depends on s. As a matter of fact, the discrete problem generated by the method can be seen to have dimension s, independently of k [6, 11] . This fact, in turn, allows for an efficient implementation of the methods [9, 3, 4] .
The case of Dirichlet boundary conditions
Let us now consider the case when the evolution equations are coupled with Dirichlet boundary conditions, so that the problem at hand is given by (1)-(3). There are several ways to cope with it: we shall sketch a couple of them in the subsections below.
First approach
A straightforward approach, quite easy to implement, is given by considering the auxiliary function
In fact, the following result holds true.
Theorem 6 Let u(x, t) be the solution of problem (1)-(3). Then z(x, t), defined at (33), is the solution of the following problem with periodic boundary conditions.
z(0, t) = z(1, t), t > 0.
Proof In fact, the first three equations in (34) easily follow from (1) and (33). Moreover, because of the compatibility conditions,
one derives that
i.e., the initial conditions in (34) are periodic. The thesis competes by observing that
Based on this result, by using the same notation as in (15)- (16), we can then look for a Fourier expansion in the form (compare with (17))
thus arriving at the infinite set of differential equationṡ
The following result holds true, whose proof is similar to that of Theorem 1.
Theorem 7 Problem (36) is Hamiltonian, with non-autonomous Hamiltonian
A finite-dimensional approximation of (35) can then be derived by using similar arguments as those seen in Section 2.1. In more details, by using the notation (21)- (22) , one looks for a truncated Fourier expansion in the form (compare with (23)):
thus arriving at the following set of 2(2N + 1) differential equations:
The following result then easily follows.
Theorem 8 Problem (37) is Hamiltonian, with non-autonomous Hamiltonian
Moreover, along the solution of (37),
Remark 3 The main difference, with respect to the case of periodic boundary conditions studied in Section 2.1, stems from the fact that now the Hamiltonian is time dependent. Moreover, one has to consider that the involved integrals have to be, in general, approximated by means of different quadrature rules (e.g., a high-order composite Newton-Cotes or Gaussian formula), than those exposed in Section 2.2, due to the fact that now, in general, the integrand is no more a periodic function in the space argument. We omit, however, the details about this standard argument.
It is worth noting that, following the approach in [5] , we can "embed" problem (37) (as well as its infinite counterpart (36)) into a higher dimensional Hamiltonian problem, with an autonomous Hamiltonian. In fact, by introducing the auxiliary scalar conjugate variablesq andp, and the augmented (autonomous) Hamiltonian
one obtains the augmented Hamiltonian problem (see (38))
By using the initial conditions (see (34)) 2
the following straightforward result easily follows (see, e.g., [5] ).
Theorem 9
Along the solution of (40)- (41), one haŝ
for all t ≥ 0.
Remark 4 Clearly, a suitable HBVM(k, s) formula can be conveniently used for numerically solving (40)- (41), and fulfilling, at least "practically", (42), accordingly with the results of Theorem 5.
A second approach
Another approach for solving (1)- (3) is obtained by considering the following associated linear problem,û
whose solution we assume to know (a detailed discussion is presented in Section 3.2.1 below). Let us then define the auxiliary function
It is straightworfard to check that it satisfies the non-autonomous nonlinear wave problem:
whose solution put in the form (compare with (10)- (11))
where we are now considering the orthonormal basis, on [0,1], of the continuous functions which vanish at the end-points of the interval,
Consequently, (46) satisfies the homogeneous boundary conditions in (45). Moreover, because of the initial conditions in (45), one obtains the (infinite) differential problem:
As done in the case of periodic boundary conditions, we can cast this problem in vector form by defining the (infinite) vectors (compare with (15)) 3
and the the infinite matrix (compare with (16))
so that (compare with (17))
Consequently, (48) can be cast in Hamiltonian form, by taking into account (51) (compare with (18)), aṡ
q(0) = p(0) = 0, with non-autonomous Hamiltonian
In a similar way as it has been done in Section 2.1 for the case of periodic boundary conditions, one derives a practical procedure by approximating the infinite expansion (46) through a truncated one,
with (compare with (21)- (22))
so that we arrive at the Hamiltonian problem (compare with (24) )
with non-autonomous Hamiltonian (compare with (25) )
Similarly as done in Section 3.1, problem (56) can be "embedded" in the higher-dimensional problem defined by the augmented (autonomous) Hamiltonian (compare with (39))
obtained by introducing the auxiliary scalar conjugate variablesq andp. This latter problem can then be conveniently solved by using a suitable HBVM(k, s) formula.
Solving the auxiliary linear problem
For solving the auxiliary linear problem (43), we shall further consider the function
satisfying the following additional problem,
whose solution is easily seen to be obtained as superposition of the solutions of the following two problems:
tt (x, t) = α 2ū (2) xx (x, t) +f (x, t),
The following result is then easily derived.
Theorem 10
The solutions of problems (60) and (61) are given by:
where F (x, t), G(x), and H(x) are the following periodic functions (see (59)):
Consequently, (62) can be obtained by using suitable quadrature rules.
Remark 5
We also mention that problem (43) could be solved numerically by using a high-order boundary value method (BVM, see [12] for more details on BVMs). In particular, the high order formulae in [1] are particularly suited. In so doing, at each integration step, one first solves (43) on the time window [0, h], then proceeds with the solution of (45) on the same time domain. This basic procedure is thus iterated to cover the desired time interval.
The case of Neumann boundary conditions
Let us now consider the case when Neumann boundary conditions are coupled with the equations, so that, the problem at hand is given by (1)- (4) . Also in this case, one can use different approaches to cope with this problem. In the following sections, we sketch two of them, which are similar to those examined in Sections 3.1 and 3.2, respectively, for the case of Dirichlet boundary conditions. Deliberately, we shall use very similar notations as those used there, in order to emphasize the existing similarities.
First approach
Let us consider the auxiliary function
for which the following straightforward result holds true.
which we can cast in vector form aṡ
with non-autonomous Hamiltonian
where (see (70))
Similarly as done before, a finite dimensional approximation is now obtained by considering
and
thus obtaining the Hamiltonian problem, of dimension 2(N + 1),
Similarly as done in Section 3.1, problem (75) can be "embedded" in the higher-dimensional problem defined by the augmented (autonomous) Hamiltonian, obtained by introducing the auxiliary scalar conjugate variablesq andp, which is formally still given by (58), with H N given by (76). This latter problem can then be conveniently solved by using a suitable HBVM(k, s) formula, by considering that, also in the present case, the arguments in Section 2.2 need to be suitably modified, for the approximation of the integrals in space, due to the fact that now Φ(x, t) cannot be assumed to be periodic in space.
A second approach
We repeat here similar steps as those in Section 3.2, by considering the associated linear problem,û
whose solution we assume to know (see Section 4.3 below). Let us then define the auxiliary function, formally still given by (44), which satisfies the non-autonomous nonlinear
Consequently, also in such a case, the functionū(x, t) in (78), formally still given by (62), can be obtained by using suitable quadrature rules. Finally, we observe that the same arguments in Remark 5 apply to this case.
Numerical tests
We here consider a few numerical tests, concerning the so called sine-Gordon equation, which is in the form (1):
In particular, we shall consider soliton-like solutions, as described in [32] , defined by the initial conditions:
Depending on the value of the positive parameter γ, the solution is known to be given by:
The three cases are shown in Figures 1-3 , respectively: the first soliton (obtained for γ > 1) is named breather, whereas the third one (obtained for 0 < γ < 1) is named kink-antikink. Clearly, the case γ = 1, shown in Figure 2 , separates the two different types of dynamics.
Moreover, having fixed the space interval (we shall consider the interval [−20, 20] ), the Hamiltonian is a decreasing function of γ, as is shown in Figure 4 . This means that the value of the Hamiltonian (which is a constant of motion) characterizes the dynamics. Consequently, when γ = 1, so that the Hamiltonian has a value 16, nearby values of the Hamiltonian will provide different types of soliton solutions. Consequently, energy conserving methods are expected to be useful, when numerically solving problem (83)-(84) with γ = 1.
Let us then solve problem (83)-(84) with either periodic boundary conditions, or Dirichlet boundary conditions, on the interval [−20, 20], 5 by using:
• a trigonometric polynomial approximation of degree N = 100;
• m = 200 equispaced mesh points in the given interval.
In so doing, the error in the initial condition is 1.6 · 10 −11 , so that the initial profile is quite well matched. For the time integration, let us consider the following second-order methods, used with stepsize h = 10 −1 for 10 3 integration steps:
• the (symplectic) implicit mid-point rule, i.e., HBVM(1,1), for which the Hamiltonian error is 1.8 · 10 −2 (though without a drift);
• the (practically) energy-conserving HBVM(10,1) method, for which the Hamiltonian error is 2.1 · 10 −14 .
The error in the numerical Hamiltonian is plotted in Figure 5 . In Figures 6 and 7 we plot the numerical approximations to the solution computed by the HBVM(1,1) and HBVM(10,1) methods, respectively. As is clear, the former approximation is wrong, since the method has provided a breather-like solution, whereas the latter one well matches the continuous one (the maximum absolute error is 4.6·10 −3 ), thus confirming that energy conservation is an important issue, for such a problem.
Conclusions
In this paper, we have studied the numerical solution of the nonlinear wave equation by using a Fourier discretization in space, also deriving a corresponding Hamiltonian formulation of the equation. Truncation of the Fourier expansion then leads to a corresponding truncated Hamiltonian, which turns out to be autonomous (thus conserved), when the problem is coupled with periodic bolundary-conditions. In case of different boundary conditions, the original approach can be suitably modified in order to recover a corresponding Hamiltonian problem with autonomous Hamiltonian. Energy-conserving methods in the HBVMs class can then be conveniently used for numerically solving the truncated problems. Energy-conservation turns out to be an interesting feature, for particular problems, possessing a soliton-like solution, as is confirmed by a few numerical tests. 
