Abstract-Event-triggered control has been an effective tool in dealing with problems with finite communication and computation resources. In this paper, we design an event-triggered control for nonlinear constrained-input continuous-time systems based on the optimal policy. Constraints on controls are handled using a bounded function. To learn the optimal solution with partially unknown dynamics, an online adaptive dynamic programming algorithm is proposed. The identifier network, the critic network, and the actor network are employed to approximate the unknown drift dynamics, the optimal value, and the optimal policy, respectively. The identifier is tuned based on online data, which further trains the critic and actor at triggering instants. A concurrent learning technique repeatedly uses past data to train the critic. Stability of the closed-loop system, and convergence of neural networks to the optimal solutions are proved by Lyapunov analysis. In the end, the algorithm is applied to the overhead crane system to observe the performance. The event-triggered optimal controller with constraints stabilizes the system and consumes much less sampling times.
I. INTRODUCTION
O PTIMAL control [1] has exhibited wide applications in many fields like industrial processes, aerospace, robotics, and vehicles. Its success mainly depends on the capability of maximizing control efforts as well as minimizing resources. From the mathematical viewpoint, finding an optimal controller is equivalent to solving the Hamilton-Jacobi-Bellman (HJB) equation, which is a nonlinear partial differential equation. Even for simple cases, it is difficult to give a global analytic solution of the HJB equation.
In recent years, a novel technique, commonly termed adaptive dynamic programming (ADP), has been developed, which provides ways of solving the HJB equation. When implementing, an actor-critic structure is usually used to approximate the optimal value and the optimal policy. In early researches, offline iterative methods with the approximation of neural networks (NNs) [2] , [3] are mostly used. In [4] , an online synchronous policy iteration (SPI) algorithm is proposed based on adaptive control. Critic and actor are tuned in real time with system evolutions. By Lyapunov analysis, the convergence to the optimal controller and the closed-loop stability are proved. Unfortunately, the algorithm given in [4] requires the complete knowledge of system dynamics. To overcome the drawback, identifier NNs are introduced in many works to model unknown dynamics, such as [5] and [6] . An identifier is trained by online data and it further provides dynamical information to the critic and actor. To accelerate the learning speed, concurrent learning is combined with ADP in [7] and [8] . Recent researches in [9] - [11] propose a model-free method to learn the optimal controller with online data. With the rapid development, plenty of ADP algorithms have been used in many applications [12] , [13] .
The above-mentioned researches are all time-triggered; that is, controllers receive the sensory information and deliver control signals all the time. The communication limit between plants and controllers is not explicitly considered. With the development of networked control systems [14] , the transmission of states and actions relies heavily on finite-bandwidth networks. Communication networks become shared and finite resources that limit the control performance. Conventional time-triggered control produces a large amount of transmitted data, which easily block channels. To deal with that, event-triggered (ET) control attracts considerable interest from researchers [15] , [16] . In the ET framework, the update of sampled states and executed actions happens only if a certain condition is triggered. The triggering condition is determined by the degradation of system performance or gaps between sampled states and true states. The communication and computation are reduced significantly without too much degradation of control performance. In many practical situations with limited resources, ET control provides high performance [17] , [18] .
Traditional ET control rarely considers the optimality [19] . The combination of ADP and ET control makes progress in both areas. In [20] , Vamvoudakis combines his SPI algorithm with the ET control for continuous-time systems. The actor is updated at aperiodic triggering instants, while the critic is updated continuously. The whole system becomes an impulse system with both continuous-time and discrete-time dynamics. In [21] , Zhong et al. successfully apply their ET-based ADP algorithm to a single-link robot arm and achieve stable control. In [22] , Zhang et al. extend the method to H ∞ control. They use an identifier to learn the system dynamics and employ concurrent learning to accelerate the learning speed. For discrete-time systems, an actor-critic-identifier based algorithm is presented in [23] to solve the near-optimal ET control. All the update laws of the three NNs are in an ET manner.
In certain applications, control inputs are desired to be constrained by bounds due to the saturation of actuators or the limitation of resources. Constrained-input optimal control is an important subject in the field of control theory. To handle constraints on controls explicitly, nonquadratic functionals are employed in many algorithms to quantify the effect of constrained inputs [2] , [7] . However, as for ET optimal control, constrained-input systems are rarely considered.
In this paper, a nonlinear constrained-input continuous-time system is considered. An ET constrained controller is designed on the basis of the optimal policy. To solve the HJB equation online in the ET framework, a novel ADP algorithm is proposed. Three NNs (actor, critic, and identifier) are used to approximate the optimal policy, the optimal value, and the unknown drift dynamics, respectively, by using online data. The update of critic and actor is implemented in the ET manner. Concurrent learning is used to accelerate the convergence rate of critic. Closed-loop stability and NN convergence are guaranteed by Lyapunov analysis. Minimum interevent time is also proved to be nontrivial. In the end, a successful application to the overhead crane system demonstrates the effectiveness of the proposed algorithm.
II. PRELIMINARY OF OPTIMAL CONTROL WITH CONSTRAINED INPUT
Nonlinear continuous-time systems with saturated actuators can be described bẏ
where the state vector x(t) ∈ R n , the control u(t) ∈ R m , the drift dynamics f (x(t)) ∈ R n , and the input gain matrix g(x(t)) ∈ R n ×m . u i denotes the ith control signal and is constrained by a known bound λ. We assume (1) is stabilizable on a compact set Ω ∈ R n and satisfies the following assumption. Assumption 1: f (x) and g(x) are Lipschitz continuous on Ω and have 1)
Given a state-feedback control policy u(t) = u(x(t)), its value is defined as the infinite horizontal cost function
where Q is a positive definite matrix and U (u) is a positive nonquadratic utility function. A wide selection of U (u) to deal with control constraints is [2] , [7] 
where tanh −1 (·) denotes the inverse function of the hyperbolic tangent function. R is a positive definite diagonal matrix, which can be written as R = diag(r 1 , r 2 , . . . , r m ). Instead of the integrand form, the nonquadratic utility function has the solution
and 1 is a column vector with all its elements equal to 1.
From the value function definition, an infinitesimal form of (2) is
where ∇V denotes the partial derivative of V toward x. Optimal control is to find a policy that has the minimum value for every state. Define the Hamiltonian function as
The optimal policy corresponds to the solution of the HJB equation
According to the stationary condition, the optimal controller with respect to V is derived by
After inserting into (3), the HJB equation becomes
where D * is defined as
If there exists a unique positive solution to (4), then the optimal value is equal to V * and the optimal policy has
It is worth noting that the optimal controller requires the real-time state-feedback measurement, which is quite resourceconsuming in certain systems with bottlenecks like limited communication or computation bandwidth, or constraints on the number of actions. In contrast to the time-triggered optimal controller, an ET scheme is proposed in the next section, which reduces the amount of sampling and acting.
III. ET OPTIMAL CONTROLLER
In the ET control, system states are sampled at aperiodic instants {t 0 , t 1 , . . . , t k , t k +1 , . . .} when a certain event is triggered. At the triggering instant t k , the state is sampled bȳ x k = x(t k ). Control input determined by the optimal policy with the sampled state has
and is kept constant through a zero-order holder until the next event is triggered. The triggering condition, which determines if an event is triggered, is defined by sampling errors. Define the error between sampled statex k and true state x as
At the triggering instant, it has e k (t k ) = 0. Considering the system with (1), its evolution now satisfieṡ
where u * is the optimal policy with constraints defined by (6) . The following assumption is about the continuity of D * , which is useful to design the triggering condition.
Assumption 2: D * is defined by (5) and is Lipschitz continuous on Ω satisfying
Theorem 1: Consider the constrained-input nonlinear system with (1) . V * is the optimal solution to the HJB equation (4) and is continuously differentiable on Ω. Under the ET mechanism, the closed system is asymptotically stable with the ET optimal controller
and the triggering condition
where 0 < β < 1 and 0 < τ < 1 are constant parameters. Proof: Since the optimal value V * is positive definite, it is reasonable to act as a Lyapunov function. Along the solutions of (7), differentiating V * and subtracting (4) from it yieldṡ
Some manipulations are to be made to eliminate the last two terms. First, according to the definition of utility function, we have
The third term in (9) can be rewritten as
Accordingly, the time derivative of V * now becomeṡ
If we let v = −λ tanh(w), the last term is converted into
The second inequality utilizes the continuous assumption of D * and the definition of sampling errors. Furthermore, the quadratic term about state in (10) has
where the inequality 2ab ≤ τ a 2 + 1 τ b 2 is used. By summing up, the time derivative of V * haṡ
Under the condition given in (8) , at triggering instants we have e k = 0, and in interevent intervals we have e k < T (x k ). Sȯ V * is bounded bẏ
The stability of the system is proved. In Theorem 1, an ET control is proposed for the nonlinear system with saturated actuators. The ET controller is based on the optimal policy and is capable to stabilize the system. Control constraints are explicitly considered using a bound function. Reviewing the triggering condition given in (8), the error threshold is sample-dependent. It differs from the results of previous works, where thresholds are continuously updated by real-time state measurements. As a result, our triggering condition is computationally efficient.
IV. ADP-BASED ET OPTIMAL CONTROL
From the above analysis, it is essential to find the optimal value and the optimal policy to formulate the ET control. In this section, we resort to the ADP method to solve the HJB equation. It is assumed that the system is partially unknown. The actor-critic-identifier structure is used to approximate separately the value, the policy, and the unknown drift dynamics. However, in the ET framework, only sampled states are transmitted to the controller, so critic and actor are adapted at aperiodic triggering instants. Once reaching the convergence, only the actor is sufficient to provide the ET control, whereas the critic and identifier are no longer needed.
A. Identifier Design
First, we introduce an identifer design for the unknown drift dynamics. The method is proposed by Bhasin et al. [6] . To represent the unknown drift dynamics f , a multilayer NN is used and the dynamics (1) can be described bẏ
is the activation function vector, and ε f (x) ∈ R n is the reconstruction error. An estimate of the system is constructed using dynamics asẋ
wherex andẋ are estimates of the state and its derivative,
,Ŵ f andV f are weight estimates, and μ ∈ R n is the robust integral of sign of the error feedback term defined as
wherex(t) = x(t) −x(t) denotes the identification error, and ν ∈ R
n is the Filippov generalized solution whose evolution satisfiesν
where k, α, γ, β 1 ∈ R are positive constant control gains and sgn(·) is the signum function. The following equations provide update laws of NN weights:
where
and Γ v f ∈ R n ×n are positive constant adaptation gain matrices and proj(·) is a smooth projection operator to bound weights. Since actuators are saturated, control signals are bounded. Theorem 2 shows the identification of the state and its derivative. The complete proof can be found in [6] .
Theorem 2 ([6] ): For the system (1), the identifier developed in (12) along with the weight update laws given by (13) and (14) ensures asymptotic identification of the state and its derivative, in the sense that 
B. Critic and Actor Design
According to the Weierstrass high-order approximation theorem, the optimal value and its partial derivative can be uniformly approximated over the compact Ω by
where W denotes the ideal NN weights, φ ∈ R N is the basis function vector composed of independent basis functions, ε is the approximation error, and N is the number of hidden neurons. After substituting (16) into (6), the NN representation of the optimal policy is
In addition, as N → ∞, the error has ε, ∇ε → 0. Assumption 3: Over the compact set Ω 1) The basis function vector is bounded such that
2) The NN approximation error is bounded such that
To identify the ideal values, an estimate of V * is constructed by a critic NN usinĝ
Similarly, the policy is approximated using an actor with another group of NN weights, denoting bŷ
Estimation errors of critic and actor are defined byW 1 = W −Ŵ 1 andW 2 = W −Ŵ 2 . When executing actor outputs on the system, the Hamiltonian function is approximated with the critic as
Since the estimate values of critic and actor weights are inaccurate, the Hamiltonian is nonzero. The error in Hamiltonian provides useful information to adapt the estimation. In the framework of ET control, transmitted measurements are available only at triggering instants. Moreover, the drift dynamics is unknown and is approximated by the identifier NN. Based on that, we define the Hamiltonian error at the triggering instant t k as
. The error can be reduced by a gradient-descent method with the partial derivative towardŴ 1
To accelerate the learning process, concurrent learning is used to combine with the gradient-descent method. We suppose the system measurements at past triggering instants are stored in a set {x(t li ),f (t li )} 
So the concurrent tuning of critic follows the gradient-based update law
where m k = p 
(20) The update laws of both the critic and the actor are ET in the sense that updates occur only at triggering instants. It follows the nature of the ET mechanism and saves resources. Similar design is seen in [23] but only nonlinear discrete-time systems are considered therein.
The next theorem demonstrates convergence and stability of the proposed algorithm. Its proof is given in the Appendix.
Theorem 3: Consider the nonlinear constrained-input system with (1), the identifier NN with (12) , the critic NN with (17) , and the actor NN with (18) . Let Assumptions 1, 2, and 3 hold. The identifier is tuned in a time-triggered manner using (13) and (14) . The transmission of system states and the update of critic and actor are conducted in the ET manner following the triggering condition
The critic and the actor are updated by (19) and (20) . Assume the stored dataset satisfies the full-rank condition such that rank(H 0 ) = N , where
. Then, the closed-loop system state and critic/actor estimation errors are Uniformly Ultimately Bounded (UUB), provided that the learning rates α 1 and α 2 satisfy
where c and b K are constant parameters defined in the proof. The closed-loop stability of the system as well as the convergence of critic and actor are guaranteed by Theorem 3. Moreover, if NN reconstruction errors are reduced to zero, the critic and actor uniformly converge to the optimal solutions. That means at sampling instants, the critic and actor output exactly the optimal value and the optimal action. Yet due to the mechanism of ET control, the outputs are kept constant in interevent intervals. The schematic of the algorithm is depicted in Fig. 1 .
To draw the final conclusion, matrix H 0 needs to be full rank, so the system requires to be persistently excited (PE). In contrast to the traditional PE condition which is difficult to check online, the full-rank verification of a matrix is easier. In addition, stored data can be replaced by new measurements to increase the minimum eigenvalue of H 0 , which determines the convergence rate ofŴ 1 . In our implementation, sinusoidal signals are added in control signals to excite the system.
Compared to the triggering condition in (8), the threshold in (21) is different. Due to the existence of actor parameter errors and approximation errors, the triggering condition has to be relaxed to shorten interevent intervals and enhance the closed-loop stability.
V. NONTRIVIAL MINIMUM INTEREVENT TIME ANALYSIS
In this section, we analyze the minimum interevent time of our proposed algorithm. The minimum interevent time indicates the minimum interval between two consecutive triggering instants, that is t min = min k (t k +1 − t k ). The time is implicitly determined by the triggering condition (21) . If t min reduces to zero, ET control is degraded to time-triggered control, which results in very high costs of transmission and computation. The following theorem guarantees the nontrivial minimum interevent time of our algorithm. Before that, an assumption about the continuous property of the NN basis function is listed.
Assumption 4: The partial derivative of NN basis function is Lipschitz continuous such that
where L φx is a positive constant.
Theorem 4: Consider the system in (1) and apply the ET control provided by Theorem 3. The minimum interevent time has a lower bound
where P and L are defined as
Proof: According to the definition of the triggering condition, the event of sampling the system state happens at the moment when e k (t) = T (x k ), given as
based on the fact that
Substituting (23) into (22) yields
Since at the kth instant e k (t k ) = 0, so the time of e k (t)
x(t) evolving from 0 to P provides a lower bound for the minimum interevent time.
Now let us consider the dynamics of e k (t)
x(t) . Under Assumptions 1 and 4
The state evolution satisfies
By the result of Theorem 3, the norm of actor estimation Ŵ 2 is bounded. So does L. According to [15, Theorem III.1] , the dynamics of
As a result, the time that e k (t)
x(t) evolves from 0 to P is greater than P L (P +1) .
VI. APPLICATION TO STABLE CONTROL OF OVERHEAD CRANE SYSTEMS
In the overhead crane system, a load is suspended to a trolley that moves along an overhead track [24] . The system is underactuated. Both its motion control and stable control have attracted considerable interest from the field of control technology. In practical applications, motions of the trolley and the load are easily affected by frictions, increasing the difficulty of describing dynamics. In certain cases, force inputs are desired to be constrained to avoid too much actuation, which is harmful for devices. In this section, we apply the proposed algorithm to the stable control of overhead crane systems with the saturated actuator.
The dynamics of overhead crane system can be described by
where M is the mass of the load, m is the mass of the trolley, and l is the length of the suspension rope. The state vector is composed of [x 1 , x 2 , x 3 , x 4 ], where x 1 and x 2 are the trolley position and the load angle, respectively, and x 3 and x 4 are their derivatives. k r and k t denote the friction coefficients of the trolley and the load, which are unknown for the algorithm. The control input is bounded by |u| ≤ 10. In the experiment, M = 7 kg, m = 1.025 kg, l = 0.75 m, g = 9.8 m/s 2 , k r = 0.5, and k t = 0.3.
We select Q = diag(0.1, 1.5, 0.15, 0.01) and R = 0.001. We set the ET parameters to be L D = 3, β = 0.3, and τ = 0.6. Based on practical experiences, we define the basis function vector with The size of stored data is equal to N d = 20. Fig. 2 shows the evolution of states during the learning process. Due to the effect of probing noises, the system is PE. Both the critic and the actor converge. Once the probing noise is removed at 1900 s, the system is immediately stabilized in a short time. The identifier approximates the dynamics. The curves of critic weights are shown in Fig. 3 . The curves of actor weights are analogous.
To test the performance of the converged ET controller, initialize the system at [0, π/6, 0, 0]
T and execute the controller. The system is successfully stabilized and the control is constrained in the predefined bound. Fig. 4 shows the evolution of sampling error and triggering threshold. The threshold is unchanged in any interevent interval, and the error evolves beneath the threshold all the time. For comparison, the near-optimal control law found by the offline algorithm in [2] is applied to the system with the same initial condition. The difference between the time-triggered near-optimal controller and the ET controller is shown in Fig. 5 . Both systems are stabilized at about the same time. But from the aspect of costs, our ET controller is not as good as the near-optimal control law. However, the total amount of our sampling times is only 65 s , in comparison with the timetriggered controller of 1000 samples (0.01s sample time). The reduction of computation and communication resources is considerable with only a little performance degradation. Note that the system dynamics is continuous time, whereas the update of critic and actor is a jump system at aperiodic instants. So the analysis is separated into two parts. 1) (At triggering instants) For ease, we rewrite the update of critic and actor at triggering instants in a discrete-time dynamical form where the index k corresponds to the time t k . For brevity, the Hamiltonian error is rewritten as
where we use ∇φ k for ∇φ(x k ),f k forf (x k ), g k for g(x k ), andû k forû(x k ). After subtracting the HJB equation and substituting the NN representation of V * and u * , the error becomes 
