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Nous considerons un probleme de controle dun systtme semi-lineaire lliptique 
avec critere integral. L’operateur gouvernant le systeme est fonction monotone de 
Mat; cet op&rateur et le crittre sont continfiment differentiables par rapport a Mat 
mais eventuellement discontinus par rapport au contrBle. Nous exprimons la varia- 
tion du critbre sous une forme hamiltonienne. Ceci permet d’tnoncer des conditions 
d’optimalitt de type Pontryagine, ainsi que les resultats d’optimalitt approchee 
grace au principe d’Ekeland. 0 1991 Academic Press, Inc. 
We consider a control problem with a semilinear equation of elliptic type and an 
integral criterion. The operator governing the state equation is supposed to be 
monotone with respect o the state; this operator and the criterion are continuously 
differentiable with respect o the state but may be discontinuous with respect o the 
control. We write the variation of the criterion under an Hamiltonian form. 
This allows us to state Pontryagin type optimality conditions, as well as results 
concerning approximate solutions, using Ekeland’s principle. rli 1991 Academic 
Press. Inc. 
1. INTRODUCTION 
Le principe de Pontryagine [lo, 14, 73 s’applique aux problemes de 
controle d’equations dynamiques. Lorsque les don&es sont regulieres, on 
peut Cnoncer des conditions du premier ordre en exprimant la nullite du 
gradient du critere. Ces conditions, qui font intervenir l’etat adjoint du 
systbme, expriment la stationaritt du hamiltonien (a chaque instant) par 
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rapport au controle. Le principe de Pontryagine dit que le controle 
minimise A chaque instant le hamiltonien, et il est done plus fort que les 
conditions du premier ordre. 
On l’obtient en considerant des variations du contrble optimal localisees 
autour dun instant don&. Dans le cas d’equations differentielles ordi- 
naires, pour les problemes a don&es regulieres et sans contraintes sur 
l’etat, on peut l’obtenir d’une man&e Clementaire (Luenberger [12, 
p. 2611). Cependant il reste valable lorsque la dependance par rapport au 
controle optimal n’est pas reguiiere. La metrique d’Ekeland, qui est la 
mesure de l’ensemble des instants od deux controles different, permet de 
plonger la technique des variations localistes en temps dans un cadre plus 
abstrait de principe d’optimalite dans des espaces metriques [S]. Par 
ailleurs cette metrique permet l’utilisation du principe d’Ekeland [3] qui 
permet d’exprimer des conditions de type Pontryagine pour des solutions 
approchtes [ 43. 
Dans le cadre du controle de problemes elliptiques, peu de recherches 
ont CtC effect&es sur des extensions du principe de Pontryagine. Un 
exemple de systbme lintaire assez particulier, sans contraintes sur l’etat, est 
traite dans Lions [ll]. Recemment Raitum [lS] a don& des resultats 
pour des systemes quasi-lintaires comportant un nombre fini de contraintes 
sur I’ttat. 
Dans cet article, nous allons exprimer les conditions d’optimalitt de type 
Pontryagine en operant de la facon suivante: formulation hamiltonienne de 
la variation du critere, d’ou par passage a la limite le principe de Pontrya- 
gine pour des solutions locales, expression des conditions d’optimalite 
approchees par le principe d’Ekeland. Pour simplifier l’expost nous ferons 
des hypotheses permettant d’utiliser au mieux les resultats de Stampacchia 
[17], concernant l’existence et la regularite de solutions d’equations 
lineaires elliptiques a coefficients born& non necessairement continus. 
Dans le cadre de ce schema general, nous avons arrange les calculs de 
man&e a simplifier au maximum les preuves. Par exemple notre formula- 
tion hamiltonnienne de la variation du critere ne fait intervenir d’interpola- 
tion que sur l’etat adjoint (et non sur l’etat). De plus nous evitons le calcul 
de la “d&iv&e” de l’etat par rapport a la perturbation localisee, qui aurait 
amene d considerer des solutions faibles. 
Le plan de l’article est le suivant: La Section 2 introduit le probleme et 
presente les principaux resultats. La Section 3 est consacree A des resultats 
techniques sur la rtgularite de la solution de l’equation de l’etat et de 
l’equation adjointe. La Section 4 introduit une formule de variation du 
critere sous forme hamiltonienne et enonce le principe de Pontryagine, 
pour des problemes sans contraintes sur l’etat. La Section 5 utihse le 
principe d’Ekeland pour Cnoncer des conditions d’optimalite de solutions 
approchtes. 
505/90/2-6 
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2. PRESENTATION DU PROBL~ME 
Dans toute la suite on designera par Ci des constantes trictement posi- 
tives. Soit n E N * et fz c R” un ouvert borne de front&e r lipschitzienne 
(NeEas [13]). Notons A l’opbrateur differentiel 
oii a = (a,) verifie 
Dans tome la suite de l’article s designe un reel tel que s > 2 et s > n/2 
(done s = 2 convient si it < 3). Soit K une partie d’un espace de Banach U 
et soient 4 et L deux fonctions de 52 x Iw x K vers R, contin~ment derivables 
par rapport a y, p-p. x E Sz, VU E K fixes, telles que V(x, y, U) dans Q x R x K 
on ait: 
I#k 0, @)I dM,(x) + GIl4, (2.3) 
o~~~(X~Y~~)Q[I~2(~~+~,Il~lllul,(lYl~~ (2.4) 
IJ%% 0, u)l G MAX) + c.&4, (2.5) 
lqx Y> u)l G CM&) + ~5ll4ll ?ml), (2.6) 
oti les Mj, i= 1, . . . . 4 designent des fonctions de L”(O) tandis que q1 et Y/~ 
sont des fonctions croissantes: R + + R +. Les hypotheses (2.1) (2.6) seront 
suppokes vtrifiees dans toute la suite (et ne seront done pas repktees lors 
de l’tnonce des resultats). Soit Equation d’etat 
AY + 4(x, r(x), 4x)) = 0 dans fz, 
y=o sur F, (2.7) 
et le critere integral 
J(Y, u) = jQ L(& Y(X), 4x1) ilx. 
Le probleme que nous allons considirer est 
min J(y, u); (y, U) satisfait (2.7) et U(X) E K, p.p. x E Sz. (2.8) 
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3. PRBLIMINAIRES mxNiQuEs 
Soit & = L”(Q, U). Nous dirons que u est admissible si u E ‘% et U(X) E K, 
p.p. et si l’application (x, y) + (4(x, y, u(x)), L(x, y, u(x))) est pour tout 
y E [w fonction mesurable de x. Soit X l’ensemble des contrales admissibles. 
Puisque cette application est continue par rapport a y pour presque tout 
x d’aprh les hypotheses faites sur 4 et L, elle veritie les conditions de 
Caratheodory, ce qui assure que x + (4(x, v(x), u(x)), L(x, y(x), u(x))) est 
mesurable pour tout y mesurable. 
LEMME 3.1 (voir [ 17, 61). Zl existe C, > 0 et CI E ] 0, 1 [ tel que Z’iquation 
AY =f duns Q, 
y=o sur r, 
admet pour tout f E L”(Q) une solution unique y E HA(O) n C’(n) et 
IlYll H;(Q) + IIY II P(s‘i) G c5llfll LS(Q). 
Dans toute la suite, o! designera la constante tixee par le Lemme 3.1. 
Nous allons demontrer le resultat suivant: 
TI~OR~ME 3.1. Zl existe C, > 0 tels que, Vu E X, l’iquation (2.7) possPde 
une solution unique y E HA(Q) n F(a) telle que 
et 
llYllH;(f2)+ IlYll.yn,6C7U + llull*)~ 
IIYII cya, 6 %(Il~II@). 
La demonstration s’appuie sur le lemme suivant qui se deduit du 
Lemme 3.1. 
LEMME 3.2. Ii existe C, et Cg tel que, pour tout a,~ L”(Q), a, >O, 
I’iquation 
AY + QOY =f dans Q, 
y=o sur r, (3.1) 
a une solution unique y E HA(Q) n c*(Q) oh$j?ant 
llYll&2)+ llYll~~(~)~~~llfll~~(~)~ (3.2) 
IIYII cyrr, g c,llfll Lqn)(l + lI4l LS(Q)). (3.3) 
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DPmonstration. On sait (voir [17]) que l’equation ci-dessus admet une 
solution unique dans H:(O), l’application f+ y &ant continue de L”(Q) 
vers HA(Q), d’ou l’estimation de y dans H;(Q). D’apres la linearitt de cette 
equation il suffit de prouver (3.2) et (3.3) lorsque f 2 0. Dans ce cas y 3 0 
d’apres le principe du maximum [ 171. Soit z la solution de l’equation 
Az=f dans Q, 
z=o sur IY 
Posons w = z -y, il vient alors par difference des equations 
Aw=a,y dans Q, 
w=o sur r. 
Puisque y > 0, Aw 2 0 done w 3 0 et done 0 d y < z. Le Lemme 3.1 impli- 
que It4 Lyn) G C6 Ilf II ~yf2) d’ou l’estimation II y 11 Lm(n) < C,(I f )I LScnj et done 
IIAYII L”(R) G Ilf II L”(R) + lMl.~(Q) lIYIlL~(0, 
d (1 + C611~&(i?)) Ilf I/LS(D) 
d’oh le resultat avec le Lemme 3.1. 1 
Dtmonstration du ThkorPme 3.1. (a) V err tons l’unicite de la solution ‘f 
de (2.7) dans HA(Q) n L”(Q). Si y, et y2 sont deux solutions de (2.7) dans 
HA(Q) n L”(R) on a, d’aprb (2.3) et (2.4), 4(x, y,(x), u(x)) cLS(S2) 
(i = 1,2). On peut done multiplier la difference des equations en y2 et en y, 
par y, - y, et integrer sur Q; il vient, posant y = y, - y, : 
j i: q(x) 2 g dx + s, Cd& YZ(X), u(x)) 
l2 i,j= 1 1 J 
Mais la positivite de 4; (hypothese (2.4)) implique la positivite de la 
seconde intbgrale; done J C; j= I Us (ay/dx,) (8y/dxj) dx < 0, qui joint a 
(2.2) et a la condition au bord y = 0 implique y = 0 sur Q, done y, = yl. 
(b) Donnons une estimation a priori de y dans HA(Q) et C*(a), 
supposant y estimee dans L”(Q). Si y ELM est solution de (2.7), on 
peut tcrire 
Ay+~(.,y,u)-~(.,O,u)=-~(.,O,u) dans Q, 
d’ou, apres multiplication par y et integration par parties (noter que puis- 
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que YELVJ), ~(s,Y, u) et 4(., 0, 1 ZJ sont dans L”(Q), done leur produit 
par y est integrable): 
avec l/s + l/s’ = 1, done s’ < 2 de sorte que IIyII LS’(n) =G ClOllyllH;(,,. D’apres 
la monotonie de 4J, la seconde integrale de (3.4) est positive done, avec 
(2.3 ), 
Ceci joint a (2.2) implique l’estimation 
IIYII &R) d Cd1 + Ibll*)* (3.5) 
Mais d’apres (2.3) (2.4) et le theoreme de la moyenne, pour un certain y 
avec IP( 6 lY(x)l P.P., 
IMX? YY UNLyR) d IMXY 09 UN Lf(c2) + M;(x, E, u)llL’(a) IlYllLyn) 
G Cdl + Il4*) IIYIILyQ) ?I(IIYIILya))? 
done avec le Lemme 3.1, 
IIYII c~(a)~GCI,(1+ Il4a) lIYII~~(n)9~~IIYII~~(n)~. (3.6) 
(c) 11 s&it pour achever la preuve de montrer l’existence de y dans 
L”(Q) tel que 11 ylj,,(,, 6 q4( Ilullo) avec q4 croissante: lR+ --t R+. Pour ceci 
on va utiliser une troncature non locale de 4(x, y, U) de la manihe 
suivante. Soit N> 0; posons, pour ye L”(Q) et UE@ don& (done 
d( ., y, U) E L”(Q) d’apres (2.3) et (2.4)) 
I 
d( .Y Y> u) si ll$(., Y, u)ll LScR) G N 
dN(.YYY u)= N 
IlI(~~Y,~)ll~~(~)6(~~Y~U) 
sinon, 
de telle sorte que ll$N( ., y, u)ll LS(R) <N. Considtrons l’equation approchte 
AY, + 4N(X, YN(X), u(x)) = 0 dans Sz, 
y,=o sur IT 
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Montrons que (3.1) posdde une solution yN~ H;(Q) n C’(B) par un argu- 
ment de point fixe. D’apres (2.3) et (2.4), l’application y -+ $( ., y, U) est 
continue (et meme localement lipschitzienne) de L”(Q) vers L”(Q), done 
y + dN( ., y, U) est continue et born&e de L”(Q) vers L”(Q). Soit l’applica- 
tion T: L”(Q) -+ L”(Q), T: y -+ z solution de 
AZ + 4N(4 Y(X), u(x)) = 0 dans 52, 
z=o sur r, 
D’aprbs le Lemme 3.1, T est bien a image dans L”(Q) et son image est 
m&me contenue dans un borne de Cm(Q). Or l’injection de C”(@ dans 
L”(Q) est compacte: Test done continue de L”(G) vers L”(G), a image 
dans un compact: d’aprbs le principe de Schauder [8] elle admet un point 
ftxe, qui est done solution de (3.1). 
Si It& .y Y,, u)ll Ls(n) < N alors (d’apres la definition de dN) yN est solution 
de (2.7). Ceci sera vrai en particulier d’apres (2.3) et (2.4), pour N assez 
grand, si on a une estimation du type 11 yJ Lm(QJ < C (independant de N). 
Pour obtenir une telle estimation, notons que y, est solution de l’equation 
lineaire (en 2): 
AZ + l)(x) 2 = -ad(x, 0,u) dans 52 
z=o sur r ’ 
avec J?(X) f5 [0, yN(x)], Vx E 52 telle que 
&(X> 93 u) YN= $w, YN(X)> 4x)) - 4(x, 09 u(x)) p.p. XEQ 
(un tel b existe puisque 4 est C’ par rapport a y p.p. x, U) et done 
e(x) yN= 4N(~, yN, U) - U&(X, 0, U) et y, est done solution de (3.7). 
D’aprts (2.4), et puisque tag > 0, on a $ E L”(O) et $ > 0. D’apres le Lemme 
3.2 et puisque mN d 1 on a done 
IIYNllrya) d GII4‘&, 0, m,.(,) < C,Mx, 0, U)llLS(Q) =c 
indtpendant de N. On a montre que pour N assez grand, yN is la solution 
unique de (2.7) et d’apres (2.3) 
IIYII La(o) G C,IMx, 0, u)llLyc2) 
d Cdl + Ibll%L). (3.8) 
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(d) Nous avons montre l’existence de y dans Hi(a) n C”(n); La 
premiere estimation du thtoreme est demontree par (3.5) et (3.8). Et 
l’estimation dans C”(Q) decoule de (3.6) et (3.8). a 
4. FORMULATION HAMILTONIENNE DE LA VARIATION 
DU CRIT~RE ET PRINCIPE DE PONTRYAGINE 
Soient u et u deux controles dans X et yu, y, les ttats associes. 
Detinissons les &tats intermediaires F et J solution de 
avec p(x) et j(x) dans [y,(x),y,(x)], Vx E Sz; puisque y, et y, sont born&s, 
et d’apres le theoreme de la moyenne, jj et jj existent et sont born&. 
Detinissons maintenant “l’etat adjoint intermediaire” pu, v solution de 
A*P,“+~I(.,~,u)P,,“=LI(.,~, 0) dans Q, 
P u, ” =o sur lY 
(4.1) 
I’operateur A * &ant l’adjoint formel de A. Notons que si u = u, alors 
~=F=Y et P,,~ est Mat adjoint associe a 1.4. Vtritions que (4.1) est bien 
poke dans tous les cas: 
LEMME 4.1. L’bquation (4.1) a une solution pU,” unique dans Hh(SZ)n 
C”(a) vPrij?ant 
11 Pu, “11 H;(R) + IIPu,“llcp(rs)~~5~II~II*+ l~llazl)~ 
01.2 ylS est une fonction croissante: R+ + R+. 
Dhmonstration. On a avec le Thtoreme 3.1 
11~11 Lm(n) G max( II y,ll Lm(B)T II Y,II Lm(n)) 
d CA1 + ll4la + Il4la) 
done avec (2.4) 
ll4;( -3 P? u)ll L~(n)~wf2llLS(R)+ Il~ll~~1~~11811r~(n)~~ 
G ( IlMzII LE(s2) + Ibll,) ?,(G(l + lbll* + IMl*)). 
Utilisant (2.6) on obtient une estimation similaire pour llLi( ., ~7, u)[\.~(,,. 
La conclusion se deduit alors du Lemme 3.2. 1 
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Introduisons maintenant le hamiltonien associe au probleme (2.8) 
wx, Y? u, PI = -u-T Y, u) -P#k Y, u). 
PROPOSITION 4.1. (Formulation Hamiltonienne de la Variation du 
Critere). Soit u et v duns X et p,,” I’Ptat adjoint intermediaire associk. 
Alors 
J(Y,, v)=J(yu, u) + J, [ff(., Y,, v,P,,,) -W-y Y,> u,~,,.)l dx. 
D&monstration. On a 
J(Y,, u)-J(yt,, 4=jQ CU.,y,, ~)-L(.,Y,, u)ldx 
= s [L(., yu, v) - U.,Y,, ~11 dx a 
+ j* c4 .Y Y”, u) - L(.,y,, o)l dx. 
D’apres (4.1), la derniere integrale vaut 
j/;(., j? u)(y,-y,)dx=ja CA*~u,,+d;(d, ~)~u,vl(~v-~u)dx 
+ j CqA v)(Y"-YJPu,"dx 
n 
= I R [I(.>Y,, u)-#(.,Y~, 4l~u,,dx 
$06 le resultat. 1 
= s R [+(.,y,, u)-4(.,yu, v)]p,,“dx 
On considtre maintenant un type de variation de u assez general. Soit w 
une partie mesurable de 52; on dira que u est une perturbation de u 
localisee sur w si D(X) = u(x) p.p. x E 52 - w. 
D’aprbs la Proposition 4.1, on a bien tvidemment 
J(y,, u)=J(y,, 4+J CfJ(.,Y,, 4PU,J-w~?YU9 U9P,,“)l dx. 
co 
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PROPOSITION 4.2. Soit {uk} une suite dans X de variations de u 
1ocalisCes ur {ok}, ok t Q. On suppose que mes(w,) + 0 et que la restric- 
tion de vk (notte encore uk) sur ok satisfait 
sup llakll Lmcwk) d Cd + CO. 
Alors leS &tats et t!tat adjOintS aSSOCitk yk :=yvk et pk :=p,,. uk COnVergent 
dans HA(Q) n C”(W) vers y, et pU. 
Remarque. Puisque 4 ne depend pas continfiment de u, l’application 
u + yU n’a pas de raison d’etre continue, par exemple de S? vers Hi(Q). 
Neanmoins la Proposition 4.2 ttablit un rbultat de continuite qui utilise 
une metrique sur l’espace des contrbles explicitte plus loin. 
DCmonstration de la Proposition 4.2. D’aprbs les hypotheses, (ok} est 
bornte dans %. D’apres le Thtorbme 3.1, {yk} est done bornte dans 
H:(0) n C’(Q). La compacite de l’injection C”(a) c L”(O) permet 
d’extraire Une SOW-SUik (node enCOre {yk}) telle qUe yk +y dans L”(Q). 
Mais d’apres (2.3) et (2.4), pour k assez grand, 
Idtx, Yk(X), UktX))t d M,(x) + c,iI~k(x)lj 
+ (“2(X) + c,ilvk(x)li) 11(211.&.m(~,) 
et done, en posant c(x) = max(C, Ilu(x U) et en distinguant le cas x E wk 
et x E Q - ok, on obtient 
Idtx, Yk(X), uk(x))i G”,cx) + c,c(x) + t”2tX) + c3c(x)) %(211Y11.=(,,)~ 
On a ainsi major& Id(x,yk(x), ok(x))] par une fonction de L”(Q) 
indtpendante de k; par ailleurs, puisque y, -+ y dans L”(O) et que mes 
(wk) + 0, 4(x, yk(x), ok(x)) + 4(x, y(x), U(X)) p.p. x E 52. Le thtorbme de 
Lebesgue implique done #( ., y,, uk) + $( ., y, U) dans L”(Q), done 
Ay, -+ Ay, dans L”(Q)), d’oh la convergence de y, vers y, dans HA n C’(Q) 
avec le Lemme 3.1. 
La convergence de pk se prouve par des argUUXntS ShikiireS. 1 
Soit x0 E Q et u E K. On dira que {vk} est une suite de variations de u 
localis6es autour de x0 associt!e ri u si {uk} est une perturbation de u 
localisee sur wk(xo) avec 
wk(xO) = {X E 52; /IX-XoI/ < l/k} 
et 
vk = 0 sur ok(xo). 
NOUS noterons mk(xo) := mes(ok(xo))-‘. 
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PROPOSITION 4.3. Soit u E X et v E K. Alors les variations de u localis&.v 
autour de x0 et associkes d v satisfont ri 
)imx ~~(x~)CJ(Y~~ ok) -4~~~ 41 = fWo, .~kd~ 0, P,M) 
- fwo> Yu(XoL 4x0), P,(Xo), 
pour tout x0 dans un ensemble Q(u, v) qui est de mesure pleine dans 52. 
La dkmonstration utilise la notion suivante: soit f E L’(Q). On dira que 
x0 E s2 est un point de Lebesgue def si lim, _ ~ mk(xo) JXkcXOJ f(x) dx =f(x,). 
L’ensemble des points de Lebesgue de f est de mesure pleine dans 52. 
Dimonstration de la Proposition 4.3. D’aprtk la Proposition 4.2, on a 
J(Yk, ok)-Jbm 4=j CH(.,y,,v,p,)-H(.,y,,u,~,)ldx 
w(.vl) 
Oti pk -‘jJU dans H;(Q) n c*(a), SOit 
J(YkY Vk) - J(Y,, u) = j CM .y Y,, v, P,) - ff( .) yu, a> PJI dx 
Ok(W) 
+ 4(.> Y,, v)(p, -ok) dx 
+I 4C.y Y,, u)(P~ -P,) dx. w(.rg) 
Soit Q(u, v) l’intersection des ensembles des points de Lebesgue des 
applications intkgrables suivantes: 
x -+ IKT Y,(X), v)l, 
x + I&x, Y,(X), 4x))L 
x + ff(4 Y,(X), 5 P,(X)), 
x -+ MX? Y,(X), u(x), p,(x)). 
Alors, si x0 E a(u, v) et puisque pk +pu dans L”(Q), 
mk(xo) j 4t.T yu, v)(Pu -p/c) dx 
w(-w) 
G mk(xo) s I$(., Y,, VII dx IIP,,-PAIP(~) -+ 0, 
Ok(XO) 
et de mCme 
mk(xO) j d( .t Y,, u)(P, -ok) dx 
%(X0) 
d mk(xo) s I& .y Y,, ~11 dx II P, - PAI Lm(nj --* 0. 
Wkb-0) 
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On obtient done 
Mais Q(u, u) est intersection de quatre ensembles de mesure pleine done est 
de mesure pleine, d’ou la proposition. 1 
Nous deduisons du resultat precedent un principe d’optimalitt locale. 
T&OR&ME 4.1. Soit ii une solution locale dam % de (2.8). Alors, Vu E K 
on a, 
w-,y,, 4P,)~~(~?Y,, ~,P,), p.p. stir Sz. 
Demonstration. Soit u E K, x~ESZ et (ok} les variations de u localisees 
autour de x,, associies a o. Alors vk + ii dans Q, done J(y,, VJ 2 J(y,, is) 
pour k assez grand. On conclut alors avec la Proposition 4.3. 1 
Nous dirons qu’une solution locale veritie le principe de Pontryagine si 
elle verifie la relation 
H(.,y,, h.pi)=f;f4.,yi, u,pu), p.p. sur 0. 
Le principe de Pontryagine implique la conclusion du Theoreme 4.1. Nous 
allons Cnoncer des conditions plus forte que celles du Theoreme 4.1. 
impliquant le principe de Pontryagine. 
TX&OR&ME 4.2. Soit ii une solution locale de (2.8) dans %. On suppose 
qu’il existe Q, c Q de mesure pleine tel qu’une des deux hypotheses ci-dessous 
est vtrijZe: 
(i) VVE K, l’ensemble des points de Lebesgue des applications 
x+9(4 Yfi(x), oh x -+ Mb, Ye, ~11, x -+ Lb, vu(x), 0) contient 52,. 
(ii) L’ensemble K est separable et les applications 4 et L sont continues 
par rapport a la troisieme variable si x E QL,. 
Alors ii verifie le principe de Pontryagine. 
Remarque. L’hypothese (i) est en particulier veritiee si 4 et L dependent 
continoment de x. Par ailleurs l’ensemble K est separable si U l’est, par 
exemple si U= R. 
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Ddmonstration du ThtorPme 4.2. Dans le cas (i) on verifie que l’ensem- 
ble Q(u, u) qui est delini dans la demonstration de la Proposition 4.3 
contient Q2,. On a done 
done 
d’oti le principe de Pontryagine. 
Dans le cas (ii), soit {uk} une suite d’elements de K, dense dans K, et 
a, = r),@(u, uk). Alors du Theoreme 4.1 on dtduit que 
W.,Y,, &p,)GH(.,y,, UkrPJ sur 52,, 
done, le hamiltonien ttant continu par rapport au controle sur Sz,, 
w.> Y,, &P,)GH(., Yu, U,P,), VUEK, sur 52, nQ,. 
Mais Q, est de mesure pleine (le complementaire de 52, est union denom- 
brable d’ensemble de mesure nulle) done 52, n Q, egalement. 1 
5. UN PRINCIPE DE PONTRYAGINE POUR LES SOLUTIONS APPROCH~ES 
Les hypotheses que nous avons faites au debut de l’article n’impliquent 
pas l’existence d’une solution. 11 est facile de le verifier en considerant le cas 
particulier suivant: 
min Q( y(x))’ dx; 
s U(X)E (-1, +q, p.p. XES-2, 
et (y, U) vtriliant 
-Ay=u dans Q, 
y=o sur I: 
Le critere &ant positif, l’infimum du probleme est positif. Montrons qu’il 
est nul. Prenons une suite uk de contr6les a valeurs dans { - 1, + 1 } 
convergeant faiblement vers 0 dans L’(Q) (c’est un exercice classique!). 
Alors y, converge faiblement vers 0 dans H{(Q) done fortement vers 0 
dans L*(O), c’est-a-dire Jo(y,,(x))’ dx -+ 0. L’inlimum est done bien 0; il 
n’est cependant visiblement jamais atteint. 
Nous allons enoncer un principe de type Pontryagin pour certaines 
solutions approchees du probleme (2.8). Nous dirons que UE@ est une 
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s-solution de (2.8) (avec E >O) si J(y,, U) Ginf(2.8) +E. Le resultat 
principal de cette section sera le 
T&OR&ME 5.1. On suppose que inf(2.8)E R. Alors V’E > 0, ‘da > 0, il 
existe u,, a, &‘-solution de (2.8), tel que (notant y, a = yU,,, et p,, r =pU,,.): 
ff(.,Ye,,, uS,wP,.)~~(~,Y,.~ 6P,,.)+G VVEK, 
II4 G ‘% p.p. x E Q. 
La demonstration utilise de facon essentielle le 
T&OR&ME 5.2 (Dit Principe d’Ekeland: Voir [3, 43). Soit (E, d) un 
espace metrique complet, F une application s.c.i. (semi-continue infdrieure- 
ment): E + R u { + co}, et soit e,E E tel que F(e,) < inf(F) +g2. Alors il 
existe 6, tel que 
et 
F(‘(P,) <F(e) + &d(e, FE), VeEE. 
En vue de l’utilisation du Theo&me 5.2, introduisons l’espace suivant 
(oti ti E X et a > 0 sont don&): 
E,,. = {UG X; si u(x) # c(x), alors IIu(x)ll <a, p.p. xg:sZ}, 
que nous munissons de la mttrique d’Ekeland 
d(u, u) = mes(x E 52; v(x) # u(x)}. 
LEMME 5.1. L’espace (EC,=, d) est complet pour tout (ti, a) dans 
X x R’ * et l’application u + J( y,, u) est continue de E,, a vers R. 
Ddmonstration. On v&lie aisement que d est une distance sur E,, 5(. Soit 
(Q} une suite de Cauchy de EC, ~ . 11 est clair qu’il existe une fonction u 
mesurable Q + U telle que uk(x) + u(x) E K et Ilu(x <a si u(x) #G(x) p.p. 
~~52. Done Ilu(x < Ill;(x)ll +a d’oh UE%!, ueX et done UEE~,. est 
limite de (Us}, ce qui demontre que (EP,+, d) est complet. 
La continuite de u + J( y,, u) dans E,, oL est une consequence facile de la 
proposition 4.2 (qui implique la continuite de u -+ y, de E,, cI vers 
HA(Q) n C”(Q)) et de (2.5)-(2.6). 1 
Nous sommes maintenant en mesure d’etablir la 
DPmonstration du Thkoreme 5.1. Si inf(2.8) E R, pour tout E > 0 il existe 
302 BONNANS AND CASAS 
une &*-solution, soit u,. D’aprk le Theo&me 5.2 et le Lemme 5.1 pour tout 
a > 0 il existe u,,, dans EC, a, &‘-solution de (2.8) tel que 
J(Y, a> us, ol )6J(Y,, u)+Mu, %,A VUE E,#. (5.1) 
Soit {Q} une suite de variations de u,, ~ localisees autour de x0 et 
associees a u E K tel que Ilull < ~1. Si u,Jx) # u,(x) on a soit u,Jx) = u,, Jx), 
soit uA(x) = u; dans les deux cas jluk(x)ll < CI. Par ailleurs, u E K, done uk est 
dans E,=. Prenons u= uk dans (5.1); de d(u,, u,,~)<wI~(x~)-~ on deduit 
we 
mk(xO)[J(yk, Uk)-J(y6,a, %,.)I 2 -6, 
d’oii la conclusion avec la Proposition 4.3. 1 
Nous aimerions obtenir la conclusion du Theoreme 5.1 avec a = + co. 
Neanmoins l’espace E, 3. n’est pas necessairement complet (la limite 
ponctuelle d’une suite de Cauchy pourrait ne pas &re integrable). M&me si 
on suppose E, o. complet, il faut des hypotheses upplementaires pour que 
u + J(y,, u) sdit continue ou s.c.i. Voici un resultat dans ce sens: 
h0P0sITI0~ 5.1. On suppose que les hypothsses (2.3) d (2.6) sont 
satisfaites aussi auec C2 = C, = C4 = C5 = 0 (ceci est en particulier urai si K 
est born&). Alors la conclusion du ThCorPme 5.1 reste ualable si a = + co. 
Dtmonstration. On delinit 
X, = {U fonctions mesurables Q + U; u(x) E K, p.p. x E Q}. 
On verifie aisement que (X,, d) est complet. On montre avec (2.3)-(2.6) et 
I’hypothese que l’application u -+ y, est continue: (X,, d) -+ Hi(Q) n 
Cm(Q), et que u -+ .I( y,, u) est continue en appliquant le theorbme de 
Lebesgue. Le resultat se demontre alors par les m&mes techniques. 1 
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