the study of mutagenesis, tumors, and radiobiology [3] . In this technology chromosomes are labeled with fluorescent dyes of different combinations and concentrations, which allows for the differentiation of each pair of chromosomes. A fluorescent microscope, equipped with a filter wheel is used to capture the chromosome images at different spectral channels or wavelengths. Each dye is visible in a particular wavelength and can be captured using a specific filter. Therefore, M-FISH signals can be obtained as multi-spectral or multi-channel images, in which a chromosome was stained to be visible (signed as "1") or not visible (signed as "0"). For a number n, the number of Boolean combination is . Hence, five spectrums are sufficient to distinguish the 24 classes of chromosomes in human genome. In addition to that, DAPI is used to counter stain each chromosome such that all of the chromosomes are visible in DAPI channel. By simultaneously viewing six different channel images, pixel-wise classification of chromosome is possible. This technique is also known as color karyotyping in cytogenetics [1] . Fig. 1 shows an example of M-FISH images of a male cell, where 22 autosomes and 2 sex chromosomes are classified from a 5-channel spectral image data and are displayed using 24 pseudocolors. For a normal cell, each chromosome should be painted with the same color. Otherwise, it indicates the presence of chromosomal abnormalities, which are often associated with certain genetic diseases or cancers.
The successful detection of chromosomal abnormalities depends on accurate pixel-wise classification techniques. Even though many attempts have been made to automate image analysis procedure [4] [5] [6] [7] [8] [9] , the reliability of the technique has not yet reached the level for clinical application [8] [9] [10] [11] . The sizes of the misclassified regions are often larger than the actual chromosomal rearrangements and chromosomal gain or lost, which may leads to incorrect interpretation by cytogeneticists. To improve the detection of chromosomal abnormalities for clinical diagnosis, accurate segmentation and classification algorithms have to be developed.
The algorithms for classification of M-FISH images can be categorized into two groups: the pixel-by-pixel classification [5] , [7] , [12] [13] [14] [15] and the region-based classification [8] , [16] [17] [18] [19] [20] . In the pixel-by-pixel classification algorithms, even with pre-processing and post-processing, the classification accuracy is still not high enough for clinical use (less than 90%) [4] , [7] , [9] , [15] , [20] . It was shown in [7] that the average accuracy of the pixel-by-pixel classification was only 68% with a standard deviation of 17.5%.
We have developed a number of classifiers for M-FISH classification. In [6] we developed Bayesian classifiers. Recently, we proposed the fuzzy c-means (FCM) [12] , [13] and adaptive fuzzy c-means (AFCM) based methods [21] . We have tested these algorithms on M-FISH images from M-FISH data base [22] that we built, which have shown that they are promising for M-Fish image classification [12] , [13] . However, those classifiers still cannot guarantee sufficient accuracy (classification is lower than 90%) that cannot be reliable for clinical use.
In recent years, sparse representations of signals/images have received a great deal of attentions in applied mathematics and signal processing community [23] [24] [25] [26] . The sparse representation models are to search for the most compact representation of a signal in terms of linear combination of atoms in an over-complete dictionary. In general case, it is extremely difficult to compute the optimal representation [27] . However, when the optimal representation is sufficiently sparse, it can be efficiently computed by convex optimization [23] . Similar to the regularized version of the least squares solution (Lasso) in statistics [26] , [28] , the optimization process penalizes the L1-norm of the coefficients in the linear combination, rather than the directly penalizing the number of nonzero coefficients (i.e., the L0-norm).
Although the sparse representations have been used in many fields, to our knowledge, little work exists on their use for solving biological image classification. In this work, we applied the sparse representation model to chromosome classification with M-FISH imaging. The sparse representation based classification (SRC) algorithm was obtained by L1-minimization using Homotopy method [29] . The Homotopy method was originally proposed by Osborne et al. for solving noisy overdetermined L1-penalized least square problem [30] . Donoho et al. [29] applied it to solve the noiseless underdetermined L1-minimization problem (1) and showed that Homotopy runs much more rapidly than general-purpose linear programs (LP) solvers when sufficient sparsity is present.
In this work, we applied the sparse representation based on Homotopy method to the pixel-wise classification of M-FISH images. Our results showed that sparse representation-based classification (SRC) method gave the best classification ratio (CR) among those three methods. In addition, results from using other sparse representation methods such as the Orthogonal Matching Pursuit (OMP) method [31] , Least Angle Regression (LARS) method [32] , were also compared. Statistical analysis showed that Homotopy method gave significantly better CR than that of OMP method and LARS method. This suggests that when using sparse representation based classifiers, the proper selection of computation methods of the sparse representations is important. Different computation methods can result in different accuracy.
II. METHODS
A complete chromosome image classification process includes fluorescence image pre-processing, feature acquisition/selection, classification, and post-processing. In this work, our focus is to test the effectiveness of the proposed classifiers and compare their performances with other existing classifiers. To this end, no pre-processing (color compensation, background correction, noise filtering, etc.) or post-process (morphology process, joint segmentation-classification, etc.) were performed, which would otherwise further improve the overall classification accuracy.
A. Segmentation of Chromosome Images for Region of Interest
The AFCM method [34] , [35] was applied to generate a mask from the DAPI channel. Only pixels within the mask were classified using the proposed sparse representation-based classification (SRC) methods.
B. Feature Normalization
Since each channel of the color images was acquired independently, normalization of these images should be favorable to remove the grayscale intensity differences caused by different fluorescence. FCM method was applied to find the intensity centers of chromosome region (upper center) and background (lower center). Then the images were stretched and normalized such that the intensities below the lower center are assigned to be 0; intensities that are higher than upper center are assigned to be 1; and intensities between the two centers were stretched to be between 0 and 1. After the normalization, each pixel has a feature as , where ; and is the number of pixels in the image.
C. Sparse Representation-Based Classification (SRC) Algorithm
The basic problem in SRC is to use labeled training samples from c distinct object classes to correctly determine the class to which a new test sample belongs. We arrange the given training samples from the i-th class as columns of a matrix . In the context of M-FISH image classification, we have a set of grayscale images (5 channel/images for each set), corresponding to a vector , where , and is number of pixels to be used as training samples for the ith class. For the total c classes ( for the male and 23 for the female cell), will be the matrix of training samples, where and . For each class i, let :
be the characteristic function which selects the coefficients associated with the i-th class. For is a new vector whose only nonzero entries are the entries in x associated with class i. Using only the coefficients associated with the i-th class, one can approximate the given test sample y as . We can then classify y based on these approximations by assigning it to the object class that minimizes the residual between y and : (2) where is the residual between y and , and represents the L2-norm. 
D. Homotopy Algorithm for Solving (P1)
From the SRC algorithm given in Section C, it can be seen that it is critical to correctly solve the L1-norm minimization problem (P1) defined by (1) . Several methods have been developed [29] , [31] , [32] to find the optimal sparse representation for (P1), among which Homotopy method has been proven to have computational advantage in terms of speed [29] . Specifically, if the underlying solution has only k nonzeros, the Homotopy method reaches that solution in only k iterative steps. Donoho et al. proved that for coherent matrices A, where off-diagonal entries of the Gram matrix are all smaller than a positive M, and if , where is the number of columns of A, then Homotopy method has the k-step solution property [29] . In the case of M-FISH image classification, ; for any positive M, it will satisfy the condition given above, and consequentyly Homotopy has the k-step solution property. In addition to that, Homotopy based SRC also gave best classification accuracy for M-FISH image classification as tested in our work, which can be seen in Results section.
For the L1-minimization problem (P1), it is convenient to consider the unconstrained optimization problem instead:
where is a non-negative coefficient. Homotopy method tries to find a pathway, which starts at large and , and terminates when and converge to the solution of (P1). Let denote the objective function of (P2). By classical ideas in convex analysis, a necessary condition for to be a minimizer of is that , i.e., the zero vector is an element of the subdifferential of at . We calculate (4) where is the subgradient
Let denote the support of , and call the vector of residual correlations. Then the condition on the gradient expressed in (4) being zeros can be written equivalently as the two conditions: (6) and (7) In other words, residual correlations on the support of I must all have magnitude equal to , and signs that match the corresponding elements of , whereas residual correlations off the support must have magnitude less than or equal to . The Homotopy algorithm now follows from these two conditions, by tracing the optimal path that maintains (6) and (7) for all . The key to the successful implementation is that the path is a piecewise linear path, with a discrete number of vertices [32] .
Homotopy algorithm:
(1) Initial solution . (2) For the -th stage , compute an update direction by solving (8) with set to zero in coordinates not in , where , terminate and is the solution of (P1); Otherwise, go back to step (2).
E. Classifier Training
Sparse representation based classifier was trained using randomly chosen samples from each of the 24 classes of the images (here we use male cell as an example; for female cell, it should be 23 classes).
First, an untrained classifier was built: twenty pixels were randomly selected from each class and fitted into the linear system of sparse representation based classifier given by (2) . In this work, is the sample vector, is the untrained model matrix (the selected sample vectors will be columns of coefficient matrix A; for 24 classes with 20 samples from each class, A has the number of columns of ). is the sparse solution of the linear system that is to be determined, which is sparse.
Each training sample vector , was then classified by this classifier they built. Those that were not correctly identified were removed from the classifier model. Since the feature vector , linear combination of five feature vectors (bases of vector space) is sufficient to represent the vector in a given class. In other words, only five uncorrelated vectors are needed to build the final classifier. Therefore, the number of rows of should be reduced to be 5, and . When justifying if a sample vector is correctly identified or not, one could also take into consideration of sparsity concentration index (SCI) that was introduced in the following:
For the sparse representation based classifier, a valid training vector should have a sparse representation whose nonzero entries concentrate mostly on one subject, whereas an invalid vector has sparse coefficients spread widely among multiple subjects. To quantify this observation, we use the sparsity concentration index (SCI) that was proposed in [33] to measure how concentrated the feature vectors are on a single class in the dataset [33] : (14) where c is the number of classes. For a solution found by the SRC algorithm, if the feature vector y is represented using only vectors from a single class, and if , the sparse coefficients are spread evenly over all classes. We choose a threshold and accept a test vector as valid if (15) and otherwise reject as invalid.
To summarize, for the class i, the selected sample vectors , must satisfy the following three conditions to be valid sample vectors to fit into the model: 1. They can be correctly classified by the training model; 2. They satisfy SCI requirement given by (15); and 3. Let , then its determinant .
F. Classification Using SRC Algorithm and ANOVA Analysis
After the classifier training, the coefficient matrix A of the sparse representation method given by (2) changed into , and the sparse solution changed into correspondingly. Then a test vector is classified using the trained classifier, where and N is the number of pixels in the image. Only pixels within the region of interest were classified using the proposed SRC method. Results were given for each data set with mean and standard deviation for each method (see "Results" section).
In order to compare the performance of these different algorithms, one way ANOVA statistical analysis [36] was performed on the classification ratio (CR) obtained from SRC using different sparse representation computations: Homotopy, OMP, LARS. One way ANOVA analysis was also performed to compare classification ratio (CR) between Homotopy based SRC and the two existing methods: AFCM method and FCM method. P-values of the statistical analysis were given. arrangements. Spread quality ranges from excellent to very difficult. This comprehensive image database is a valuable source for M-FISH studies. In addition, the database includes a classification map, stored as an image file that was established by experienced cytogeneticists. This image is labeled so that the gray level of each pixel represents its class number (chromosome type). In addition, background pixels are 0, and pixels in a region of overlap are 1. This data file serves as ground truth to test the accuracy of M-FISH image classification algorithms.
III. RESULTS

A. M-FISH Database
B. Mask Generation
Adaptive Fuzzy C-means clustering methods (AFCM) have shown improved image segmentation results [34] , [35] , [37] [38] [39] [40] when applying to MRI images. In this work, an AFCM was applied to DAPI channel to generate a mask, which was used for all other image channels. Only pixels within the mask were processed for the classification because they correspond to the chromosomes of interest. Fig. 2 gives an example of the DAPI channel image and the mask generated using AFCM. All the pixels outside the mask are in the background and can be considered to be in a separate class.
C. Classification Results Using Different Methods
M-FISH images of 20 cells (10 male, 10 female) from the data base that we established [22] were tested. The proposed SRC algorithms using three different sparse representations (e.g., Homotopy, OMP, and LARS) were studied and compared. In addition, results of these SRC methods were compared with two other existing pixel-wise classification methods: FCM and AFCM method. Because we are testing the performance of the classifiers, there are no pre-preprocessing (color compensation, background correction, noise filtering, etc.) or post-process (morphology process, joint segmentation-classification, etc.) for those results, which would otherwise further improve the overall classification accuracy. Table I gives the CRs of SRC using different sparse representation computations: Homotopy, OMP, LARS, as well as the CRs of AFCM and FCM methods. Mean values and standard deviations were also provided. As an exemple, Fig. 3 shows the classification results using different methods (in the form of pseudocolor) on one set of M-FISH images.
D. Statistical Analysis to Compare CRs From Different Methods
In order to compare the classification results of these different methods, one way ANOVA statistical analysis [36] was performed. P-values were given for each contrast. The smaller the p-value, the more significant the difference would be. P-value between Homotopy method and OMP method is 0.023, and the p-value between Homotopy method and LARS methos is 0.007. Thus, for the data we tested, we can conclude that Homotopy is better than OMP and LARS in M-FISH image classification with a confidence level over 95%. The p-values between Homotopy based classifier and AFCM method is 0.067, and is 0.065 when compared with FCM method. In other words, with a confidence level over 90%, Homotopy based classifier gives better classification ratio than AFCM and FCM for the data tested in this work. Fig. 4 shows the box plot of results from each method, in which five most important sample percentiles were given: the sample minimum (smallest observation), the lower quartile or first quartile, the median (middle value), the upper quartile or third quartile, and the sample maximum (largest observation).
IV. DISCUSSION AND CONCLUSION
In this paper, we proposed a sparse representation based M-FISH image classification algorithm. Three different optimal sparse representation methods, Homotopy, OMP and LARS, were compared for the classification of M-FISH images. The experimental results tested on the M-FISH datasets have shown that Homotopy based classifier is significantly better than the other two methods for the data sets we tested (p-values are 0.023 and 0.007 respectively). This suggests that proper selection of optimal sparse representation is essential to the classification result. Donoho et al.'s work also showed that Homotopy approach runs faster than general-purpose LP solvers [29] . Therefore, Homotopy based sparse representation classifier is a better choice for M-FISH image classification. In addition, SRC with Homotopy method was compared with two other existing pixel-wise M-FISH image classification methods, AFCM method and FCM method. Under the same processing sequence, (no preprocessing or post processing), SRC can give better classification ratio than AFCM and FCM methods can, although AFCM and FCM methods were proven to be effective in M-FISH image classification in our earlier work [12] , [13] . Chromosome classification can be well formulated as the sparse representation; each sample in a chromosome class can be optimally represented by a five dimensional vector. We anticipate that this improved classification technique can be used to better characterize chromosomal abnormalities for cancer and genetic disease diagnosis.
Wright et al. proved that exploiting sparsity is critical for the classification of high-dimensional data [33] . In this paper, five channel images were employed for the classification tasks, which indicate that sparse representation is also effective for low-dimensional data.
Although the proposed Homotopy based sparse representation method gave the relatively highest classification accuracy, it hasn't employed any pre-and/or post-processing steps. Some post processing methods such as the joint segmentation-classification proposed by Schwartzkopf et al. [7] , and pre-processing methods such as the color compensation proposed by Choi et al. [9] can be incorporated to further increase the accuracy of classification. In addition, image segmentation to generate the mask was performed only on the DAPI channel; image segmentation method using multi-channel information such as proposed by Petros et al. [8] , [19] can be used to further improve classification tasks. Finally, the use of more image features may also lead to an improved classification. For example, feature vectors including the neighboring information, such as first and second derivatives, central moment, etc., may help improve the classification accuracy. Dr. Li holds American Board of Medical Genetics certification and is certified in Clinical Cytogenetics and Clinical Molecular Genetics. She is a fellow of the American College of Medical Genetics, the American Society of Human Genetics, the Southwest Oncology Group and the Children's Oncology Group, the Association of Molecular Pathology, the American Society of Hematology, American Society of Clinical Oncology. She initiated, organized and is the president of the Cancer Cytogenomics Microarray Consortium, an international consortium whose mission is to facilitate the development and utilization of microarray-based technology for high quality, reliable cancer genetic testing in diagnostic laboratories. She is also the recipient of the 2010-2011 Luminex/ ACMGF Award for the promotion of safe and effective genetic testing and services. (SM'06) 
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