INTRODUCTION
The adoption of virtual assistants grew at an unprecedented rate, reaching 50 million American adults in just the first two years [18] . Alexa and Google Assistant are rapidly growing their proprietary platforms of third-party skills so consumers can access different websites and IoT devices by voice [12] . Skill builders submit to these platforms information on how to access their sites with sample natural language invocations; the virtual assistant platforms train and own the linguistic interfaces.
There are over 1.5 billion websites on the world wide web today. Does each company have to enter a skill on each of the platforms it wishes to run on? Given the high cost of data acquisition needed to develop natural language technology and the virality of network effects, would there be oligopolistic virtual assistants that control separate proprietary linguistic webs? Would non-profit organizations be well served? Would rare natural languages be supported?
Our goal is to create one open non-proprietary linguistic web. This paper presents Schema2QA, an open-source virtual assistant skill authoring tool that produces custom natural language models that answer questions on websites based on Schema.org markup.
Our Solution
An open linguistic web. It would be ideal if we can automatically enable a linguistic interface for all websites. We take a step towards this goal by leveraging the Schema.org markup included in millions of websites originally to facilitate web search. Schema2QA is a tool that can generate a neural semantic parser that translates natural language into queries on the Schema markup on websites. This tool can be used by a website owner to create a skill for their site; search engines can also crawl the Schema.org markup in websites and use Schema2QA to answer questions across many websites at once, eliminating the need for proprietary centralized skill repositories. Because this tool generates open-source neural models that companies can own and use in their own websites, apps, or phone services, it encourages open collaboration to build a neural model that leverages data from many domains and languages.
Accuracy on complex queries. The Linguistic User Interface (LUI) is much more flexible than the Graphical User Interface (GUI). We can easily ask for information that requires joining arbitrary fields or performing computation. Table 1 shows a sample of questions that can be answered by Schema2QA; in contrast, today's commercial assistants cannot answer most of such questions. Schema2QA supports complex queries effectively across many websites by (1) the ability to optimize an entire domain, and not just one website at a time, (2) reducing the cost of data annotations by synthesizing millions of sentences, less than 1% of which are paraphrased by crowdsource workers, (3) developing a novel neural model that generalizes well to real queries. Our model, BERT-LSTM, uses a BERT encoder [4] and an LSTM decoder with attention.
Contributions
A Schema2QA tool that can be used to develop skills a domain at a time. It generalize to all the websites that use the same Schema.org metadata for a domain.
• The DBTalk language. Schema2QA uses a semantic parser to generate natural language into a high-level query language we created, called DBTalk. DBTalk is optimized for natural language translation, and supports computation and aggregation in addition to join, selection and projection operations. • A low-cost training data acquisition metholodogy for complex questions. We improved over the previous paraphrasebased strategies [3, 25] with a comprehensive set of domainindependent templates for complex queries. For each domain, developers need to only supply POS-tagged annotations on the domain properties. • A NL-Schema data model for structured website information, derived from Schema.org, and adapted for building natural language QA skills.
A novel neural semantic parsing model, based on BERT [4] . The model uses an encoder with a pooling layer, followed by an LSTM decoder with a pointer-generator network that can either copy from the input or generate from a vocabulary. The model is designed to generalize to entities not seen during training.
A large dataset for complex web queries. The training set includes more than 1.8M training sentences for restaurant questions, and 1M training sentences for questions about people. This dataset also includes 794 real-world crowdsourced restaurant questions and 744 questions about people, that refer to one to three properties in a single question. This test set can serve as a benchmark for future QA systems based on Schema.org.
An end-to-end system. We apply Schema2QA on the domains of restaurants, people, and hotels, and deploy the skills in the Almond virtual assistant [2] .
Experimental results. We show that skills built from Schema2QA can understand a variety of real-world questions, with a query accuracy of 73% for questions about restaurants, and 81% for questions about people. In comparison, the top 3 commercial virtual assistants achieve an answer accuracy between 36% and 53% on restaurants, and their query accuracy is likely to be even lower.
Outline
Section 2 presents an overview of the system. We present the design of DBTalk, the use of templates in training set generation, the NL-Schema, our neural model in Sections 3 through 6, respectively. Lastly, we present experimental results, related work, and conclude.
OVERVIEW
Our goal is to provide a basic automatically generated semantic parser that can handle questions in each domain, and give domain experts the ability to improve the accuracy of the system. Here we present a high-level overview with the help of a couple of examples drawn from questions about restaurants, as shown in Fig. 1 .
DBTalk Design and Templates
We introduce DBTalk as the formal query language. It is designed to handle the important use cases, with as little extraneous notations as possible. Here is an example of a DBTalk query to find the DBTalk templates are grammar production rules that describe how to generate a sentence and its formal representation. The templates are domain-independent. The templates combine property annotations tagged with part-of-speech (POS) from each domain into natural sentences and their corresponding DBTalk code. E.g., the sentence portion of the templates shown in Fig. 1 , filter : $vb_prefix $value $vb_suffix filtered_table : $table $filter root : "which" $filtered_table can be used generically to generate "Which restaurants serve Chinese cuisine", "Which person received Turing awards", "Which hotels offers free parking".
NL-Schema Design
The NL-Schema data model is adapted from Schema.org for the purpose of answering natural language questions. NL-Schema uses a relational model that supports class hierarchies, fixed tables and fixed fields of a single static type, whereas Schema.org uses a graphbased representation with union-typed properties. The example of a Restaurant class is shown in Fig. 2 .
NL-Schema is used to facilitate the generation of training data for our neural semantic parser. Each training sample consists of a natural language sentence and the corresponding DBTalk code.
"Which restaurants serve Chinese cuisine?" ⇒ Restaurant, servesCuisine =∼ "chinese" Thus, to establish the relationship between natural language and a query that uses a certain field, each field is annotated with canonical forms and the corresponding POS tags. For example, servesCuisine : String #_[nnp = ["cuisine"], vb = [{prefix = "serves", suffix = "cuisine"}]] says that the phrase "cuisine" and "serves ... cuisine" can be generated as a noun phrase (nnp) and a verb phrase (vb), respectively, and that they both refer to the Schema.org property "servesCuisine". Schema2QA includes a tool to automatically transform the whole Schema.org representation into NL-Schema. Additional annotations can be supplied manually to improve its quality.
Generating a semantic parser for a domain
Here is how we can create a semantic parser that translates natural language questions on a given domain into formal DBTalk queries:
(1) Crawl the Schema.org markup of representative websites in the domain. We may only need to download information from just one website, or even a fraction thereof, if a large aggregator exists, such as Yelp for restaurant reviews. (2) Apply the NL-Schema converter on the Schema.org information for that domain to generate NL-Schema. Developers are expected to use the validation set to identify weaknesses in the synthesized data, and augment the data with additional annotations.
Schema2QA System
Once the parser is generated, we can use it to answer questions for any websites in that domain that use Schema.org. We apply the translated DBTalk queries on databases constructed from the Schema.org markup of the websites of interest. If multiple websites are available in the database, the generated skill can answer aggregate queries, such as "which is the cheapest of all the restaurants" among the downloaded sites.
THE DBTALK QUERY LANGUAGE
Schema2QA translates natural language into a formal query language called DBTalk, which was created to facilitate translation with a neural model. As shown by Genie [3] , it is important that the formal language resembles natural language. We follow the same principles in the design of DBTalk.
DBTalk assumes a relational database model. DBTalk queries have the form: where table is the type of entity being retrieved (similar to a table name in SQL), filter applies a selection predicate that can make use of the fields in the table, and fn is an optional list of field names to project on. The full grammar is shown in Fig. 3 . Here is an example of a DBTalk query, corresponding to the query "who wrote the 0 star review for Din Tai Fung?"
[ author ] of ((Restaurant, id = lookup("din tai fung")) join (Review, reviewRating.ratingValue = 0)), in_array(id, review)
Type System
DBTalk uses a static type system similar to ThingTalk, a previously proposed programming language for virtual assistants [2] . This type system includes domain-specific types like Location, Measure, Date and Time. It also includes high-level concepts such as "here".
All DBTalk tables implicitly include an "id" column, which can be used to compare two rows for equality and to join tables. Furthermore, DBTalk has native support for named entities, such as people, brands, countries, etc. DBTalk tables that contain named entities have a "name" column; for those tables, a query can lookup a specific row by specifying the name and type of the entity.
Unlike ThingTalk, DBTalk has record types, which we introduce to avoid creating tables for objects that represent structured values and have no identity of their own. Fields in each record type are recursively flattened so they can be accessed as fields in the table that uses the record type. We do not support recursive record types.
Compared to SQL, we also introduce array types to express joins in a more intuitive way, and to avoid the use of glue tables for many-to-many joins.
Operations
DBTalk queries support sorting a table, indexing & slicing a table, aggregating all results, and computing a new field for each row. These operators can be combined: for example, the distance operator can be used to compute the distance of a place from another location. Combined with sorting and indexing, this allows to express the query "what is the nearest restaurant?" as:
(sort distance asc of comp distance(geo, here) of Restaurant) [1] The query reads as: select all restaurants, compute the distance between the field geo and the user's current location (and by default, store it in the distance field), sort by increasing distance, and then choose the first result (with index 1).
To keep DBTalk simple and understandable to end users, we omit set operations, including union, intersection, and set difference. Empirically, we have not found this limitation to be problematic. We also omit group-by operations, subqueries, and quantifiers. While providing limited function, this design does guarantee that the language is canonicalizable. There is a unique canonical syntactic form for every query, which has been shown to improve accuracy of semantic parsers [3] .
DATA SYNTHESIS FOR COMPLEX QUERIES
Previous work by Wang et al. [25] introduced the idea of synthesizing data from domain-independent templates, combined with domain-specific canonical forms associated with each table and field. Yet, their simplistic template set generates low-quality sentences that are unsuitable for training.
We claim that a carefully tuned set of templates can improve the quality of the synthesized data. In this section, we propose the Schema2QA templates, and the associated set of canonical forms. Ours is the first template model for question answering that synthesizes varied, complex, yet still natural questions.
Template-Based Synthesis
To synthesize data for the neural semantic parser, Schema2QA feeds Genie [3] with a curated set of domain-independent templates, and canonical forms for each table and field in the domain. Canonical forms represent all the ways the field is referred to in natural language. Each canonical form is also annotated with its part-of-speech (POS) tag.
Genie templates are production rules mapping the grammar of natural language to a semantic function that produces the corresponding code. Formally, a template is expressed as:
The non-terminal nt is produced by expanding the terminals and non-terminals on the right-hand side of the := sign; the bound variables v are used by the semantic function sf to produce the corresponding code. Genie expands the templates by substituting the non-terminals with the previously generated derivations and applying the semantic function. The expansion continues recursively, up to a configurable depth.
Templates are written by hand, and map natural language compositional constructs to formal language operators. Many sentences can be covered with DBTalk templates, such as:
This template can generate "hotel that offers free parking". In this case, the table is "Hotel", and the field is "amenityFeature" with has canonical form "offers" in the VB (verb) category.
Templates rely on the type system to form sentences that are meaningful and map to correct queries. Typing is also used to automatically add computation, aggregation and sorting. Example Sentence projection := "the" p : nnp "of" t : table "the rating of Panda Express" table := t : table "that have" p : nnp "more than" v : value ⇒ t, p ≥ v "restaurants that have rating more than 4" table := t : table "with the highest" p : nnp ⇒ (sort p desc of t ) [1] "restaurants with the highest rating" question := "how far is" t : table ⇒ compute distance (geo, here) of t "how far is Starbucks?"
Templates For Question Answering
Previous work designed a set of templates that primarily focused on joins, and used a limited set of POS tags [25] . Empirically, we observed that the most common useful complex queries use few joins, but use many filters, as well as argmin/argmax. We designed our set of templates to match the questions we gathered during the development of Schema2QA; here we describe the rationale.
Overall, Schema2QA includes 512 hand-curated templates. Shown in Table 2 are some examples of templates and generated sentences: a projection of a field of the table, a comparison filter, an argmax aggregation operation, and a computed field.
Filters. Table 1 shows that filters are used in many meaningful queries; all 10 examples use at least one filter. For this reason, 208 Schema2QA templates (41%) are dedicated to understanding filters.
We observed that filters for the same field can correspond to different grammar categories. We found that there are 6 grammar categories that cover most of the ways properties are queried.
Four correspond to POS categories of the canonical forms of a field: noun-phrase for property field (NNP), noun-phrase for identity field (NNI), verb-phrase field (VB), adjective-phrase field (JJ). For example, the "alumniOf" field of "Person" has NNI form "alumni of" ("who is an alumni of X?") and VB form "graduated from" ("who graduated from X?"); similarly, the "author" field of "Review" has NNP form "author" ("what review has author John Doe?") and JJ form "written by" ("what review is written by John Doe?").
We observed that for some fields, just the mention of their value is sufficient to identify the field used. We introduce 2 more kinds of annotations: noun-phrase for value (NNV) and adjective-phrase for value (JJV). For example, the field "servesCuisine" in the "Restaurant" class is annotated JJV, because it can be used implicitly in "show me Mexican restaurants".
We also observed that in English, filters can involve a phrase before and a phrase after the value. For this reason, we allow canonical forms to have a component that precedes the field value ("prefix") and one that follows it ("suffix"). For example, one of the canonical forms of the "servesCuisine" field in the "Restaurant" class ( Fig. 2) has prefix "serves" and suffix "cuisine". This allows Schema2QA to generate sentences of the form "restaurants that serve Italian cuisine", where the value "Italian" is in between "serves" and "cuisine".
Combining operators. Previous work used at most one target language operator in each template, but we noted that multiple DBTalk operators can be combined to compose common natural language concepts. For example, Schema2QA includes 94 templates for argmax and argmin operations: these are templates that combine the sort and index operators to select the minimum or maximum row in the table. The argmax template is used to understand questions that choose the most highly rated restaurant (Table 1) .
Type-based templates. We noted that certain fields or types can generalize across many different domains, so we include typespecific templates in Schema2QA. For example, all tables that use the "geo" field can make use of "how far" (Table 1) and "nearest" templates to ask location queries. This design is possible because we use a strong type system.
ADAPTING SCHEMA.ORG FOR NLP
Schema.org is a markup vocabulary created to help search engines understand and index structured data across the web. Here, we introduce Schema.org and describe how we extend it to natural language queries.
Data model of Schema.org
Schema.org is based on RDF, and uses a graph data model, where nodes represent objects. Nodes are connected by properties and are grouped in classes. Classes are arranged in a multiple inheritance hierarchy where each class can be a subclass of multiple other classes, and the "Thing" class is the superclass of all classes. There is also a parallel hierarchy where the literal data types are defined. By convention, all class names start with an uppercase letter, while property names start with a lowercase letter.
Each property's domain consists of one or more classes that can possess that property. The same property can be used in separate domains; e.g., "Person" and "Organization" classes both use the "owns" property. Subclasses of a class in the domain of a certain property can also make use of that property.
Each property's range consists of one or more classes or primitive types. Additionally, as having any data is considered better than none, the "Text" type (free text) is always implicitly included in a property's range. For properties where free text is the recommended or only type expected, e.g. the "name" property, "Text" is explicitly declared as the property type.
NL-Schema Representation
NL-Schema provides the domain-specific information used in the synthesis of training data. To facilitate the generation, NL-Schema uses a relational data model, where each table contains a fixed set of properties with fixed types. An example is shown in Fig. 2 . Schema2QA includes a converter tool that leverages the Schema.org definitions and the data in websites to translate the graph-based Schema.org representation automatically into NL-Schema.
Tables and record types. In NL-Schema, we distinguish between entity and non-entity classes. Entity classes are those that refer to well-known meaningful identities, such as people, organization, places, events, URLs, with names that the user can recognize. All other classes are considered non-entity; they can only be referred to as properties of other classes.
An entity class is represented as a table, whose properties make up the columns. The column may be of a primitive type, a reference to another entity class, or a record type. Non-entity classes are represented as anonymous record types, with the exception of recursive classes. DBTalk does not have recursive record types, where a record type has a field with the same type. Recursive nonentity classes are mapped to nameless tables, instead of record types. For example, the "Review" class is a non-entity class, because it inherits the "review" property from "CreativeWork", and that property also refers to the "Review" class.
In practice, most classes only use a subset of their properties. We use data scraped from websites to eliminate the properties that are not used. This limits the vocabulary to only the relevant terms.
Identifying property types. Template-based synthesis relies on precise type information to generate meaningful questions. When mapping from Schema.org in particular, this requires identifying the cardinality of the property, to distinguish scalar and array properties. For example, for plural properties such as "review" we can ask "how many reviews does a restaurant have?", and "what restaurant has the most reviews?".
Schema2QA uses a number of heuristics to identify arrays, based on the Schema.org property name, type, and description. Empirically, we found our heuristics works well in the 3 domains we evaluated, with the exception of properties of the "Thing" class such as "image" and "description", which are described as plural in the comment, but have one value per object in practice.
Many properties use a union type in Schema.org. To avoid ambiguity when parsing natural language, this is not supported in NL-Schema. For each property, Schema2QA picks among the types in its range the one with the highest priority, which is defined in decreasing order: record types, primitive types, entity references, and finally strings. All website data is then cast to the chosen type.
Automatic canonical forms. When converting to NL-Schema, Schema2QA automatically generates a canonical form for each property, based on the property name and type. Camel-cased names are converted into multiple words; redundant words at the beginning and end are removed. Schema2QA uses a POS tagger and heuristics to identify the POS of the generated canonical form.
Displaying results. Schema2QA uses the canonical forms and types to display the results of the query. If the query returns many fields, a default priority is used to present the most important ones. For each table, developers can override the formatting information.
NEURAL SEMANTIC PARSING MODEL
Schema2QA uses a neural semantic parser to translate the user's question to an executable query in DBTalk. Our model is a simple yet novel architecture we call BERT-LSTM. It is an encoder-decoder architecture [21] that uses the BERT pretrained encoder [4] and an LSTM decoder with attention [1, 8, 11] . In this section, we'll introduce the model and the rationale for its design. The overall architecture of the model is shown Fig. 4 .
Encoding
Our model utilizes the BERT model [4] as the sentence encoder. We designed our encoder with the minimal amount of additional parameters on top of BERT, so as to make the most use of pretraining. BERT is a deep Transformer network [23] . It encodes the sentence by first splitting it into word-piece subtokens x 0 . . . x n , then feeding them to a 12-layer Transformer network, to compute the final contextualized dense representations of each token h E,t . BERT is pre-trained on general English text using the masked language model objective. We then fine-tune it on our task.
To compute a single vector representationh E for the whole sentence, the token representations produced by BERT are averaged, then fed to a one-layer feed-forward network:
(where W and b are learnable parameters).
Decoding
During decoding, the model produces one token of the executable query y t at a time, given the previously produced token y t −1 . There are no syntax-specific decoder components, and the model can generalize to any target language, including future extensions of DBTalk, depending on the training data.
First, the previous token is embedded using a learned embedding. The embedded token is fed to an LSTM cell, then used to compute the attention scores s t against each token in the encoder, and the attention value vector v t and the attention context vector c t :
The model then produces a vocabulary distribution p w , which is either a distribution over tokens in the input sentence (using a pointer network), or a distribution over the vocabulary. The use of a pointer network allows the model to be mostly agnostic to specific entity names mentioned in the question, which are copied verbatim in the generated query. This allows the model to generalize to entities not seen in training. Conversely, the generator network allows the model to understand paraphrases and synonyms of the properties, as well as properties that are only mentioned implicitly.
We employ the pointer-generator network previously proposed by See et al. [20] . In this architecture, the choice of whether to point or to generate from the vocabulary is governed by a switch probability γ t :
The model is trained to maximize the likelihood of the query for a given question, using teacher forcing. At inference time, the model greedily chooses the token with the highest probability.
The model predicts one token of the query at a time, according to the tokenization rules of DBTalk. To able to copy input tokens from the pretrained BERT vocabulary, all words between quoted strings in the DBTalk query are further split into word-pieces, and the model is trained to produce individual word-pieces.
Discussion
State-of-the-art models for semantic parsing often use syntaxdriven decoding, in which the model is trained to predict AST nodes or grammar rules rather than left-to-right tokens [7, 19, 31] . These designs are inflexible, and require feature engineering of ASTs optimized for translation, or syntax-specific intermediate representations. In Schema2QA, the model is trained with very large corpus of automatically generated programs, and BERT-LSTM can learn the simple patterns of code syntax quite easily, eliminating the need of a syntax-aware decoder.
The LSTM network in Schema2QA can focus on learning the semantics after learning the syntax in a few iterations. We experimented with a Transformer decoder [23] and found it slow in learning the correct syntax of DBTalk. It is important for the training to converge quickly, as too many updates to the encoder would reduce the effectiveness of pretraining.
EXPERIMENTAL RESULTS
We used Schema2QA to create three QA skills in the open-source Almond virtual assistant [2] , as an end-to-end demonstration of its functionality. We used three aggregator websites (Yelp, LinkedIn and Hyatt Hotels) to build the skills; we then extended the skills with 311 hotel websites and 475 restaurant websites that we crawled. A screenshot of the Schema2QA interface is shown in Fig. 5 . At the moment, our system supports only American English questions. The skills and Schema2QA will be released upon publication.
In this section, we evaluate the performance of Schema2QA. We first describe the dataset we used for training and evaluation. Then we present experimental results to answer the following questions:
(1) How Schema2QA performs on aggregator websites? (2) How does our model compare with the state of the art? (3) How do our templates compare with prior work? (4) Can the knowledge learned from one domain be transferred to a related domain? To ensure the precision of our system, we evaluate on query accuracy, which measures if the generated query matches the annotation exactly. If the query is correct, and the answer is in the database, then the answer is guaranteed to be correct as well.
Training and Evaluation Dataset
Schema2QA does not use any real data for training, which significantly reduces the cost of data acquisition. The training data is generated automatically with templates, a small fraction of which is paraphrased by crowdsource workers. In addition, the dataset is augmented with property values extracted from the website data.
We, however, use realistic data for validation and testing, which has been shown to be significantly more challenging and meaningful than testing with paraphrase data [3] . Crowdsource workers are presented with a list of properties in the relevant domain and a few examples of queries, and are asked to come up with 5 questions with either one property or two properties, with equal probabilities. We do not show them any sentences or website data we used for training, and allow workers to freely choose the value of each property. The questions are then annotated by hand with their DBTalk representation, by an author of the paper, and then split into the dev set and test set.
Applying Schema2QA to Aggregator Sites
In our first experiment, we apply Schema2QA to two major aggregator websites in two different domains: Yelp for restaurants and LinkedIn for people. We chose them because they aggregate many entities within their domain and they make extensive use of Schema.org markup. They have abundant structured information, which allows Schema2QA to answer rich and interesting questions.
The Yelp data contains restaurants with 10 properties including "servesCuisine", "reviews", "aggregateRating", as well as reviews with 4 properties: "reviewRating", "author", "dataPublished", and "description". The LinkedIn data contains data about people, with 5 properties: "alumniOf", "worksFor", "address", "award", and "name". The size of the training and evaluation data is shown in Tables 3 and 4, respectively. In the table and later in this section, a property is counted once for every mention in the program; so e.g. a "rating between 2 and 4" would be counted as two properties, because it is equivalent as "rating less than 4 and rating greater than 2". We observe that crowdsource workers for the Restaurant domain generate about 170 questions that refer to three or more properties, despite being instructed to just generate queries involving one or two. This is not observed with LinkedIn data probably because LinkedIn has fewer properties to choose from.
Based on the development set, we refined the generic templates. New templates we found from validation include: projection on two properties ("what is the address and the telephone of ...?"), filters that use "both" ("who works for both Google and Amazon?", "what restaurant serves both ramen and sushi?"), comparisons that use "or more" ("restaurants with 4 stars or more"). We also used the dev set to refine the canonical forms of the properties. Note that the author who annotated the test set did not refine the templates and canonical forms after annotating. This guarantees that NL-Schema is only tuned based on observations from the dev set.
We train and evaluate on each of the two domains separately. The accuracy of Schema2QA is shown in Figure 6 . On Yelp data, Schema2QA achieves 73% overall accuracy. Breaking down by property, Schema2QA achieves 75% on questions with one property, 78% on questions with two properties, and 59% on three or more. On LinkedIn data, Schema2QA achieves 81% overall: 85% on questions with one property and 78% on questions with two properties. In the figure, the column for three or more properties is marked "N/A" because there is no test data.
Overall, this result, which was achieved without any real data in training, shows that Schema2QA can build an effective parser at a low cost. Additionally, developers can add more annotations to further increase the accuracy with little additional cost. Schema2QA is able to achieve reasonably high accuracy for complex queries because the synthesis generates many combinations, and the model is robust to high amounts of synthesized data. This allows us to outperform commercial assistants like Google, Alexa, and Siri on a variety of questions, as shown in Table 1 .
To quantify the difference with commercial assistants, we manually evaluate the questions in Restaurant test set. Since no commercial assistant shows the resulting queries, we evaluate the answer accuracy by checking if the returned results match the criteria in the query. We obtained 36% answer accuracy for Alexa, 41% for Google Assistant, 53% for Siri. Note that Schema2QA achieves a query accuracy of 73% on the same dataset -the answer accuracy would be at least 73% assuming that the data is available in the database. No commercial assistant supports questions on LinkedIn data, so we cannot compare it.
Model Comparison
The previous state-of-the-art neural model capable of training on synthesized data and achieving good accuracy was the Multi-Task Question Answering Network [3, 15] . MQAN is an encoder-decoder network that uses a stack of self-attention and LSTM layers, and uses GloVe and character word embeddings. In this section, we wish to evaluate how BERT-LSTM performs in comparison to MQAN.
The results are shown in Table 5 . In the table, we show the median of three runs. On Restaurant questions, the use of BERT-LSTM improves query accuracy by 3.6%, and on People questions, by 5.3%. This shows that the use of pretraining in BERT is helpful to generalize to test data that is unseen in training.
Evaluation of Schema2QA Templates
The idea of using canonical sentences to create synthetic data for QA semantic parsers was first introduced by Sempre [25] . Schema2QA though uses a more comprehensive template set for QA. Here we evaluate the effectiveness of our templates.
We reimplemented the Sempre templates using Genie, and apply the same data augmentation to both sets. We train with only synthesized data, and evaluate on realistic data. On the Restaurants domain, training with Sempre templates achieves about 4% accuracy. On the other hand, training with only synthesized data produced with Schema2QA templates achieves 54% accuracy: 53% for one property, 59% for two properties, and 49% for three or more properties. On the People domain, training with Sempre templates achieves 17% accuracy for questions with one property, and 5% accuracy for questions with two properties, whereas Schema2QA templates achieve 57% for one property, and 38% for two.
This results shows that the synthesized data we generate matches our realistic test questions more closely. Our templates are more tuned to understand the variety of filters that commonly appear in the test. On the other hand, Sempre templates are tuned for questions with many joins, which are not common in the domains we tested. Furthermore, due to the pretraining, the BERT-LSTM model can make effective use of synthesized data and generalize beyond the templates. These two effects combined means we do not need to rely as much on expensive paraphrasing.
Transfer Learning Across Domains
Many domains in Schema.org share common classes and properties. Is it possible to transfer the learning from one domain to another and create a semantic parser for a new domain without manual effort? i.e., without manual annotations or paraphrases? We take the Schema2QA skill for restaurants, and apply it to hotels; restaurants and hotels share many of the same fields. The Hotel class has additional properties "checkinTime", "checkoutTime", and "ameni-tyFeature", but it does not have the "servesCuisine" property found in the Restaurant class.
For training data synthesis, we use the manual annotations for the fields common with restaurants, and automatically generated canonical forms for the rest. The paraphrases for the restaurant domain are automatically transferred to the hotel domain by replacing the words "restaurant", "diner", "canteen", etc. with the word "hotel". We augment the synthesized and paraphrase data sets with data from the Hyatt hotel chain.
We acquire an evaluation set of 671 questions, crowdsourced from MTurk, and annotated by hand. These are divided in 331 for validation and 340 for test. 165 of the test questions use one property, 124 use two properties, and 51 use three or more. On the test set, the generated parser achieves an overall accuracy of 59%. Note that about half of the correct sentences use properties that are specific to the "Hotel" class. This shows that the paraphrases from one domain can be transferred to a new domain with no manual effort, achieving an accuracy sufficient to bootstrap the new domain.
RELATED WORK
Question answering. Question answering (QA) is a well studied problem in Natural Language Processing, with work dating back to the 60s [6] . A subset of the QA field is knowledge-based question answering (KB QA) , where the answer can be found from a graph or relational database by executing an appropriate query. Semantic parsing techniques have been employed for KB QA [5, 16, 22, 25-27, 29, 35-37] to generate executable queries from natural language questions.
In general, though, training a semantic parser requires a large corpus of questions annotated with the corresponding executable queries, which is expensive. Previous work has proposed crowdsourcing paraphrases to bootstrap new semantic parsers [25] . The previously proposed Genie toolkit further suggested training with data synthesized from manually tuned templates [3] . Genie requires each skill to provide domain-specific templates mapping to websitespecific APIs. In this paper, we make use of Genie, but propose a larger and more varied set of templates, that avoid the need for domain-specific templates entirely.
Semantic parsing. Recently, the semantic parsing community has focused on generating SQL directly from natural language queries [28, 30, 34, 38] , which allows the QA system to interact with a traditional database.
Generally, people employ neural encoder-decoder frameworks with attention to tackle it [5, 10, 15] . Later work on the Wik-iSQL dataset [38] leveraged the constrained space of questions in that dataset and developed syntax-specific decoding strategies [24, 32, 33] . Often, these models are use pre-trained models as embeddings to a larger, SQL-aware encoder [7] . Hwang et al. [9] explored different combinations of the BERT encoder with LSTM decoders: a vocabulary-only decoder and a pointer-only one. After finding both to be ineffective, they proposed a WikiSQL-specific decoder. Our model instead uses a pointer-generator controlled by a switch probability. This is effective in our task, and it is also simpler (thus easier to train) and more general.
Using Schema.org in virtual assistants. Recently, the schema.org vocabulary has been used by commercial virtual assistants as the intermediate representation for their builtin skills, for example in the Alexa Meaning Representation Language [13] . Efforts to support complex and compositional queries based on schema.org require expert annotation on large training sets [17] . Furthermore, because of the cost of building such training sets, compositional query capabilities are not available to third-parties, which are limited to an intent classifier and slot tagger system [14] . Google Assistant is also able to automatically generate skills for websites that use schema.org markup, and supports five domains.
Our approach not only scales to the number of websites, but also to the number of domains, with only a small amount of developer effort. Furthermore, each website can own their generated semantic parser and improve it for their own use case, instead of relying on a proprietary one.
CONCLUSION
This paper presents Schema2QA, a toolkit for building question answering virtual assistant skills for websites, based on the existing Schema.org markup. Developers can use Schema2QA to create a semantic parser that translates complex natural language questions involving multiple predicates and computations into DBTalk queries. They can do so a domain at a time, with relatively little manual effort and cost. They need only to annotate the properties in Schema.org, and Schema2QA uses a comprehensive set of domain-independent templates to generate compound sentences and gets paraphrases for a small fraction of them.
Experimental results show that our BERT-LSTM model outperforms the MQAN model by 3.6% to 5.3%. The skills produced by Schema2QA can answer crowdsourced realistic queries, not paraphrases, with an accuracy of 73% for restaurants and 81% for people questions. This is a significant improvement over Alexa, Google, and Siri, which can answer at most 53% of our test questions. With transfer learning, we show that a new domain can achieve a 59% accuracy without manual effort. By making Schema2QA publicly available to every developer, we wish to encourage the creation of a linguistic web that is open to every assistant.
