In this paper, we study the learning of safe policies in the setting of reinforcement learning problems. This is, we aim to control a Markov Decision Process (MDP) of which we do not know the transition probabilities, but we have access to sample trajectories through experience. We define safety as the agent remaining in a desired safe set with high probability during the operation time. We therefore consider a constrained MDP where the constraints are probabilistic. Since there is no straightforward way to optimize the policy with respect to the probabilistic constraint in a reinforcement learning framework, we propose an ergodic relaxation of the problem. The advantages of the proposed relaxation are threefold. (i) The safety guarantees are maintained in the case of episodic tasks and they are kept up to a given time horizon for continuing tasks. (ii) The constrained optimization problem despite its non-convexity has arbitrarily small duality gap if the parametrization of the policy is rich enough. (iii) The gradients of the Lagrangian associated to the safe-learning problem can be easily computed using standard policy gradient results and stochastic approximation tools. Leveraging these advantages, we establish that primal-dual algorithms are able to find policies that are safe and optimal. We test the proposed approach in a navigation task in a continuous domain. The numerical results show that our algorithm is capable of dynamically adapting the policy to the environment and the required safety levels.
I. INTRODUCTION
Markov Decision Processes (MDP's) [1] are stochastic control processes used ubiquitously to study robotic systems [2] , control problems [3] , and financial models [4] . When the models are available, optimal control laws-or policies-can be obtained for these processes using dynamic programming [5] . In contrast, when the underlying MDP is unknown or the system is too complex, the policy needs to be learned from samples of the system. Typically, this is done by assigning an instantaneous reward to the system actions that describes the task to be learned. These rewards can be aggregated over a trajectory to determine cumulative rewards. Since the instantaneous rewards depend both on the state and on the actions selected based on the current state, cumulative rewards are a measure of the quality of the decision making policy of the agent. The objective of the agent is therefore to find a policy that maximizes the expectation of the cumulative rewards, which is known as the value function (or the Qfunction) of the MDP [6] .
Solutions to these problems can be roughly divided among those that learn the Q-function to then chose for any given state the action that maximizes the function [7] , and those that attempt to directly learn the optimal policy [8] , [9] . A drawback of Q-learning [7] , and any other algorithm that learns Q-functions for that matter, is that maximizing the Qfunction to select optimal actions is itself computationally challenging unless the state-action space is discrete. This motivates development of algorithms that attempt to learn the optimal policy directly by performing (stochastic) gradient ascent on the value function with respect to a policy variable [8] , [9] .
A notable drawback of these methods is that it is not always suitable for learning dangerous, risky tasks [10] - [12] . Indeed, many applications require robust control strategies which also take into account, for instance, the variance of the accumulated reward to avoid situations in which its value on a specific realization of the process is considerably worse than its mean. Consider the case of a self-driving car deployed in an urban environment. To reach a destination as fast as possible, the optimal policy may be such that it makes risky maneuvers, such as driving close to other cars or crossing pedestrians. Due to the random components in the vehicle actions and the behavior of other cars and pedestrians, collision avoidance cannot be guaranteed.
Strategies used to overcome this limitation can be mapped to four approaches. The first formulates a robust problem in which the policy is optimized over its worst case return [10] , [13] . However, these techniques generally yield policies too conservative for the average scenario and make it hard to control the trade-off between safety and performance. The second family of solutions propose to modify the instantaneous reward function so as to reflect a subjective measure balancing risk and task learning [12] , [14] . Although this approach makes the risk-performance trade-off more transparent, it requires this balance to be hand-tuned, an often time consuming and challenging task that requires application-and domainspecific expert knowledge, as showed in [15] - [17] . Moreover, implicit interference between the goals may lead to training plateaus as they compete for resources in the policy [18] . What is more, the function of the reward is to inform the goal of the agent, not prior knowledge on how to complete it. Indeed, "the reward signal is your way of communicating to the robot what you want it to achieve, not how you want it achieved" [6, Section 3.2] . The third approach addresses this issue by modifying the learning procedure instead of the the reward. By performing safe exploration [19] - [21] , the agent learns from safe trajectories and is therefore biased to learn safe policies.
The last class of solutions addresses the issue of safety by arXiv:1911.09101v1 [eess.SY] 20 Nov 2019
including explicit constraints in the optimization problem used to learn the policy [22] - [27] . This is the approach taken in this paper. These constraints are typically probabilistic in nature, in the sense that they require certain requirements to hold with some given minimum probability. These requirements can involve, for instance, lower bounds on the value function or additional value functions [22] - [24] , thus relaxing the worst case approach from [10] , [13] , or arbitrary functions of the state-action space [27] , [28] . These constrained learning problems are solved by using regularization and relaxations so they can be written as linear programs [22] , [26] , by leveraging approximate trust region methods [28] , or by applying primaldual algorithms [27] . A comprehensive review of this topic can be found in [29] .
In this work, we formulate safety constraints by imposing a lower bound on the probability of remaining in the safe set for all times. We then propose relaxations for the finite and infinite time operations (Section III) and provide guarantees on the ergodic safety of policies learned using our relaxed formulations (Section III-A). Namely, we show that these relaxations do not affect the safety level of the finite horizon problem and establish a safe operation horizon in the infinite case. The relaxation proposed has two main advantages. On the one hand, we establish in Section IV that the safe-learning problem, despite its non convexity has zero duality gap. The latter implies that the trade-offs expressed by different weights in the risk aware rewards are the same as those expressed by the probability specifications, in the sense that they trace the same Pareto front. Nevertheless, the relationship between weights and specifications is not trivial and specifying the constrained problem is often considerably simpler. The second advantage of the proposed relaxation is that it provides an easy expression to compute stochastic approximations of the gradient of the Lagrangian associated to the safe learning problem (Section V). The latter allows us to run dual or primaldual algorithms to solve the safe learning problem, where we leverage the zero duality gap results to show convergence. Other than concluding remarks, the paper finishes with numerical experiments in which we show that primal-dual methods are able to automatically adjust the trade-off between goal and safety (Section VI).
II. PROBLEM FORMULATION
Our goal is to find safe policies in reinforcement learning problems. Formally, let S and A be compact sets describing the states and actions of the agent, respectively. A policy is a distribution π θ (a|s) from which the agent draws its action a ∈ A when in state s ∈ S. We assume that this distribution is parametrized by θ ∈ H, where H is an arbitrary Hilbert space. The action selected by the agent drives it to another state according to the transition dynamics of the system defined by the conditional probability P at st→st+1 (s) := P (s t+1 = s | s t , a t ), for time t ∈ N, s t , s t+1 ∈ S, and a t ∈ A. This process is assumed to satisfy the Markov property P (s t+1 = s | (s u , a u ), ∀u ≤ t) = P (s t+1 = s | s t , a t ), hence it is denoted as a Markov Decision Process (MDP). In addition, the action selected provides a reward to the agent from the function r : S × A → R that informs the agent the quality of the decision.
The goal of the agent is to find a parametrization θ of the policy that maximizes the value function of the MDP, i.e., the expected value of the cumulative rewards obtained along a trajectory. For episodic tasks, i.e., when we are concerned about the MDP until a finite time horizon T ≥ 0, the value function is defined as
where a = {a 0 , . . . , a T } and s = {s 0 , . . . , s T }. Alternatively, we may consider the infinite horizon problem in which we want to maximize the expectation of the discounted cumulative cost
where γ ∈ (0, 1) is the discount factor. The parameter γ defines how myopic the agent is. For small γ, the geometric sequence vanishes fast and the initial rewards are weighted more than those in the future. On the contrary, γ close to one corresponds to an agent that weights rewards at all times similarly. Although the formulations (1) and (2) capture different operation principles it is possible to show their equivalence when the horizon is selected randomly (see Remark 1). As we argued in Section I, simply maximizing V T or V ∞ in (1) and (2) may lead to unsafe or risky policies. To formalize the notion of safety, let S 0 ⊂ S denote a set of states in which the agent is required to remain. Then, we define safety as: Definition 1. We say a policy π θ is (1−δ)-safe for the set S 0 ⊂ S if for every t ≥ 0 we have that P t≥0 {s t ∈ S 0 } | π θ ≥ 1 − δ.
In other words, a policy is safe if the trajectories it generates remain within the safe set S 0 with high probability. Note that this is a stricter version of safety than the one used in [30] where each state of the trajectory was considered separately, i.e., where a policy was considered safe if P (s t ∈ S 0 | π θ ) ≥ 1 − δ for all t ≥ 0.
Since we might be interested in having different levels of safety for different subsets S 1 , . . . , S m ⊂ S of the state-space, we define the problem of finding safe policies in reinforcement learning as the following constrained optimization problem
A defining property of reinforcement learning problems is that the transition probabilities of the MDP are not available to the agent. Therefore, the probability P (s t ∈ S i ) can only be evaluated by experience which prevents us from establishing a relation between θ (i.e., the policy) and the constraint in (3). This in turn results in the impossibility of modifying the policy so to satisfy the constraints at all times. A possibility to overcome this limitation is to integrate prior knowledge about the system into the decision making process by projecting the action selected into a set that ensures the satisfaction of the constraints [31] . Such set is constructed based on previous transitions that have been observed and as such it has the disadvantage that safety is not guaranteed unless the agent operates in a state in the neighborhood of previously observed ones. In addition, such projection might result in operation that is not optimal.
A common alternative to learn safe policies is to modify the reward function in (1) and (2) so as to make it risk-aware [12] , [14] , i.e., to use a reward of the form
where r is the original reward function describing the agent task, w i > 0 are safety-related rewards, and the indicator function is such that 1(s t ∈ S i ) = 1 if s t ∈ S i and zero otherwise. In other words, the agent receives an extra reward of w i for respecting the i-th safety specifications. Since this approach amounts simply to modifying the reward function, common learning techniques used to maximize V T and V ∞ still apply [6] . Nevertheless, selecting parameters w i that lead to (1 − δ)-safe policies is challenging given that there is no straightforward relation between the w i and the probabilities P (s t ∈ S i ). Moreover, not only do their values depend on r, they must strike a balance between safety and task completion: large values of w i can lead to policies that are safe because they do not achieve the goal [30] .
In the sequel, we leverage duality and probabilistic inequalities to put forward a relaxation of (3) that leads to guaranteed (1 − δ)-safe policies. The advantages of the proposed method are twofold. First, it results in an expression similar to (4), allowing commonly used reinforcement learning algorithms to be applied directly. Second, it provides a systematic way of adapting the w i to obtain safe policies. Before proceeding, we present a pertinent remark regarding the equivalence between episodic and discounted continuing tasks.
Remark 1. In this remark we discuss the equivalence between the formulations in (1) and (2) . This discussion is inspired in [5, Section 2.3] and in the proofs of [32, Proposition 2 and 3]. Let us start by considering the finite horizon value function in (1) with a horizon chosen from a geometric distribution with parameter γ ∈ (0, 1). Then, it is possible to write (1) as
Under mild assumptions on the reward function it is possible to exchange the sum and the expectation (see e.g., [32, Proposition 2] ). Also assuming that the horizon is drawn independently from the trajectory, we can write
Further notice that the expectation of the indicator function is the probability of t begin less than T . Since T is drawn from a geometric distribution it follows that E [1(t ≤ T )] = γ t (1−γ). Thus, (6) reduces to
Exchanging back the expectation and the sum establishes the equivalence between the two formulations.
III. SAFE POLICY LEARNING
If the transition probabilities of the system were known, (3) could be solved by directly imposing constraints on the probabilities, using for instance Model Predictive Control [33] . However, this is not the scenario in reinforcement learning problems, where the transition probabilities can only be evaluated through experience. Hence, although the safety probabilities in (3) can be estimated, there is no straightforward way to optimize π θ with respect to them. To overcome this difficulty, we rewrite the chance constraints in (3) in the form of the cumulative costs in (1) and (2) . Explicitly, define
where γ > 0 is the discount factor from (2) . Notice that the relaxation in (8) is related to the idea of online learning [34] - [36] , where we aim to satisfy the chance constraint in average. Moreover, in view of the equivalence between formulations (1) and (2) discussed in Remark 1, the proposed relaxations are equivalent when the horizon T is drawn randomly from a geometric distribution. Although (1 − δ i )-safe policies guarantee that U T,i (θ) > 1 − δ i and U ∞,i (θ) > (1 − δ i )/(1 − γ), these are necessary but not sufficient conditions to achieve safety (see Definition 1). We therefore introduce slack variables ε i ≥ 0, i = 1, . . . , m, to tighten the constraints. Hence, the episodic safe learning problem is written as
and the continuing task problem is given by
(11) Two fundamental questions arise from the previous formulations. First, what, if anything, have we gained by using the relaxations in (8) and (9) ? The answer comes from noticing that the probabilities in U T and U ∞ can be written in the form P (s t ∈ S i |π θ ) = E a∼π θ (a|s) [1(s t ∈ S i )]. In other words, U T /U ∞ have the same form as V T /V ∞ and can therefore be maximized using typical reinforcement learning algorithms [6] . This observation leads to practical algorithms for solving (10)-(11) that will be explored in Sections IV and V. Second, what have we lost in terms of safety guarantees? In what follows, we show that by choosing the slacks i appropriately, we can preserve the (1 − δ i )-safe operation of the system up to a desired time horizon T 0 .
A. Safety Guarantees
In this section we establish the safety guarantees of any feasible policy π † θ for the problems formulated in (10) and (11) . To do so, we rely on the following technical lemma: Lemma 1. Consider the (possibly infinite) non-increasing sequence of positive elements µ t > 0 and events E t for t = 0, . . . , T − 1. Then, for any δ > 0, µ > 0 and k such that µ ≤ µ k it holds that
Proof. See Appendix A.
Using Lemma 1, we can obtain slacks ε i such that the all feasible policies of (10)-(11) are (1 − δ i )-safe. We start with the episodic safe learning problem (10). Theorem 1. Suppose there exist parametersθ such that the policy πθ is (1 − δ i /(T + 1))-safe for the sets S i , with i = 1, . . . , m. Then, problem (10) with ε i = δ i T /(T +1) is feasible and its solution is (1 − δ i )-safe for the sets S i .
Proof. Start by assuming there exists a (1 − δ i /(T + 1))safe policy for the sets
Notice that a (1 − δ i /(T + 1))-safe policy ensures that the left hand side of the above equation is bounded below by (1 − δ i /(T + 1)). Thus for said policy it follows that
Thus, there always exists a feasible policy for (10) with i ≤ δ i T /(T + 1).
We are left to show that any feasible policy for (10)
Denote such policy by π θ † . To proceed, consider the event E t = {s t ∈ S i } and take µ t , µ = 1/(T + 1) for all t = 0, . . . , T . Apply the result of Lemma 1 to the above inequality to obtain
Hence, any feasible policy for (10) Definition 1) . Combining these claims establishes the theorem.
Theorem 1 establishes that a (1 − δ i )-safe policy can be obtained by solving (10) with slack variables ε i = δ i T /(T + 1). Note that any solution of (8) with ε i ≥ δ i T /(T + 1) would be (1 − δ i )-safe. There is, however, no guarantee that the problem is feasible in this case, i.e., that such a policy exists. In fact, we will see in Section IV that in order to solve (10) and find a safe policy in practice, there must actually exist a (1 − δ i /(T + 1) + ν)-safe policy for some ν > 0.
In what follows, we derive an analogous result for the discounted problem (11) .
Proof. We proceed as in the proof of Theorem 1 to show that if there exists aθ such that the policy πθ is (1−γ Ti (1−γ)δ i )safe for the sets S i , then that policy is such that
Hence it follows that ,
and there exists at least one feasible policy for (11) 
Denote by π θ † a feasible policy for the problem (11) with i ≥ δ i 1 − γ Ti (1 − γ) . Using Lemma 1 again, let E t = {s t ∈ S i }, µ t = γ t for t ≥ 0, and µ = γ Ti in (12) to obtain that
Hence, any feasible policy for (11) 
Combining these claims establishes the theorem.
Contrary to the finite horizon problem in Theorem 1, Theorem 2 does not guarantee that policies obtained from (11) are safe for all t ≥ 0, but that they are safe for an arbitrarily long window t ≤ T 0 = min{T 1 , . . . , T m }, where T 1 , . . . , T m are the horizons assumed to exist in Theorem 2. Naturally, arbitrarily safe policies must exist for this to hold and Theorem 2 quantifies the trade-off between safety level and safety horizon in terms of the value function discount factor γ.
Theorems 1 and 2 establish that the safety level of the policies can be preserved as long as safe enough parametric policies exist. In that sense, we have not lost much by relaxing the chance constraints to be satisfied on (weighted) average. Still, these formulations involve the probabilities P (s t ∈ S i | π θ ) which cannot be computed in the context of reinforcement learning. Hence, the question of what we have gained from the relaxations (10) and (11) remains. We address this question in detail in the sequel by proposing a primal-dual algorithm that leverages classical reinforcement learning methods to solve these safety-constrained problems (Section V). However, in general, these algorithms are not guaranteed to converge for non-convex optimization problems. Thus, we start by showing that, despite the non-convexity of (10) and (11), they have (almost) zero duality gap (Section IV). This interesting theoretical property is leveraged in Section V to establish the convergence of the primal-dual algorithm to a neighborhood of the optimal solution.
IV. SAFE LEARNING HAS (ALMOST) ZERO DUALITY GAP
As previously stated, the advantages of the relaxations proposed in (8)-(9) to solve the safe learning problem are twofold. It yields a formulation that has (almost) zero duality gap-Theorem 3 and Theorem 4-and therefore if one can compute the dual problem, the problem can be easily solved in the dual domain since the dual function is convex. The second advantage is that the computation of the dual problem is not more complicated than solving classic reinforcement learning problems. In this section we explore these claims.
We start by writing the constraints U T,i (θ) and U ∞,i (θ) in a similar manner to the expected cumulative rewards, V T (θ) and V ∞ (θ). Observe that it is possible to write the probabilities
Since the indicator function is bounded it is possible to exchange the expectation with the sum which yields
In a similar fashion, for the discounted relaxation (9) and using the Monotone Convergence Theorem we have that
The previous expressions allow us to write the Lagrangian as an expected cumulative reward that depends on the multipliers. This fact allows us to claim that computing the dual function is not more difficult than solving an unconstrained reinforcement learning problem. To that end, define the Lagrangian associated with (3)
where λ ∈ R m + are the multipliers associated to the constraints and c i are the slacks of the problem, i.e. for the finite time problem we define c T,
. Then, the dual function is defined as
We claim that solving the above problem, i.e., maximizing the Lagrangian for a given λ is not different than maximizing an expected cumulative cost for the following reward function
Indeed, with this definition it follows that the Lagrangian is equivalent to
where in the case of the discounted problem T is allowed to take the value infinity and γ ∈ (0, 1) and for the episodic task γ = 1. Problem (23) can be therefore be solved with classic reinforcement learning algorithms such as policy gradient [8] , [9] , [32] or actor-critic methods [37] . Notice that the reward r λ (s, a) is similar to that defined in (4) . However, in principle there need not be a relation between the weights w i and the constraints c i . Yet, there is. Which justifies the use of relaxations to solve constrained reinforcement learning problems as done in [12] , [14] . We discuss this relation in Section IV-A.
Having established that the relaxation proposed allows a relatively easy computation of the dual problem associated with (3), we focus on understanding the advantages of working in the dual domain. First of all, notice that the dual function (cf., (21) ) is a point-wise maximum of linear functions, and therefore it is convex [38, Section 3.2.3]. Hence, solving the problem in the dual domain is simple since gradient descent on the multipliers finds the optimal dual variable. However, in general, the dual problem only provides an upper bound on the solution of (10) and (11) . The difference between the dual optimum and the solutions of (10) and (11) is termed the duality gap. Despite (10) and (11) being non-convex we show in Section IV-B that the duality gap is arbitrarily small for a sufficiently rich parametrization. This implies that, for the optimal value of λ, maximizing (23) is equivalent to solving (10) and (11) . In Section V this result is exploited to establish the convergence of a primal-dual algorithm to learn a (1 − δ)-safe policy.
In the rest of this section we focus in showing that the duality gap can be made arbitrarily small for rich enough parameterization (Section IV-B), before doing so, we require an auxiliary result regarding the case where the policies are not parametrized. Instead, they are arbitrary probabilities in the space of probability measures over the state-action space. We show that in this space, the safe-learning problem has zero duality gap. This is the subject of Section IV-A.
A. The non-parametric case
To be precise, we consider in this section that the agent chooses actions sequentially based on a policy π ∈ P(S), where P(S) is the space of probability measures on (A, B(A)) parametrized by elements of S, where B(A) are the Borel sets of A. Given the equivalence between the continuous task and the episodic problems discussed in Remark 1, we will develop the results for the discounted problem. In this case, the safelearning problem for arbitrary policies yields
(24) Let λ ∈ R m + and as done before we define the Lagrangian as
The dual function is then the point-wise maximum of (25) with respect to the policy π, i.e.,
The dual function (26) provides an upper bound on the value of (24), i.e., d(λ) ≥ P for all λ ∈ R m + [38, Section 5.1.3]. The tighter the bound, the closer the policy obtained from (26) is to the optimal solution of (24). Hence, the dual problem is that of finding the tightest of these bounds:
Note that Problem (27) then finds the best regularized problem, i.e., that whose value is closest to P . It turns out, this problem is tractable if d(λ) can be evaluated, since (27) is a convex program (the dual function is the point-wise maximum of a set of linear functions and is therefore convex) [38, Section 3.2.3]. Despite these similarities, (27) does not necessarily solve the same problem as (24) . In other words, there need not be a relation between the optimal dual variables λ from (27) or the regularization parameters w i in (4) and the constraints c i of (24). This depends on the value of the duality gap ∆ = D −P . Indeed, if ∆ is small, then so is the suboptimality of the policies obtained from (27) . In the limit case where ∆ = 0, problems (24) and (27) would be equivalent. Since (24) is not a convex program, however, this result does not hold immediately. Still, the following theorem shows that (24) has zero duality gap under Slater's conditions. Before stating the result we define the perturbation function which is fundamental in the proof of the result and it is also required for further developments. For any ξ ∈ R m , the perturbation function is defined as
Notice that P (0) = P , the optimal value of (24). We next formalize the zero duality gap of problem (24) .
Theorem 3. Suppose that r(s, a) is bounded for all (s, a) ∈ S × A and that Slater's condition holds for (24) . Then, strong duality holds for (24), i.e., P = D .
Proof. See Appendix B.
Theorem 3 establishes a fundamental equivalence between the constrained (24) and the dual problem (27) . Indeed, since (24) has no duality gap, its solution can be obtained by solving (27) . What is more, the trade-offs expressed by w i in (4) are the same as those expressed by the constraint specification c i in the sense that they trace the same Pareto front. Nevertheless, note that the relationship between c i and w i is not trivial and that specifying the constrained problem is often considerably simpler.
The theoretical importance of the previous result notwithstanding, it does not yield a procedure to solve (24) since evaluating the dual function involves a maximization problem that is intractable for general classes of distributions. In the next section, we study the effect of using a finite parametrization for the policies and show that the price to pay in terms of duality gap depends on how "good" the parametrization is. If we consider, for instance, a neural network-which are universal function approximators [40] - [44] -the loss in optimality can be made arbitrarily small.
B. There is (almost) no price to pay by parametrizing the policies
We go back to the original problem where the policies are parametrized by θ ∈ H, where H is an arbitrary Hilbert space. The parameters could be for instance the coefficients of a neural network or the weights of a linear combination of functions. In this work, we focus our attention however on a widely used class of parametrizations that we term nearuniversal, which are able to model any function in P(S) to within a stated accuracy. We formalize this concept in the following definition.
Definition 2.
A parametrization π θ is an -universal parametrization of functions in P(S) if, for some > 0, there exists for any π ∈ P(S) and a parameter θ ∈ H such that
The previous definition includes all parametrizations that induce distributions that are close to distributions in P(S) in total variational norm. Notice that this is a milder requirement than approximation in uniform norm which is a property that has been established to be satisfied by radial basis function networks [45] , reproducing kernel Hilbert spaces [46] and deep neural networks [42] . Notice that the objective function and the constraints in Problem (24) involve an infinite horizon and thus, the policy is applied an infinite number of times. Hence, the error introduced by the parametrization could a priori accumulate and induce distributions over trajectories that differ considerably from the distributions induced by policies in P(S). We claim in the following lemma that this is not the case.
Lemma 2. Let ρ and ρ θ be occupation measures induced by the policies π ∈ P(S) and π θ respectively, where π θ is anparametrization of π. Then, it follows that
Proof. See Appendix C.
The previous result, although derived as a technical result required to bound the duality gap for parametric problems, has a natural interpretation. The smaller γ-the less we are concerned about rewards far in the future-the smaller the error in the approximation of the occupation measure. Having defined the concept of universal approximator, we formalize the parametric safe learning problem
Notice that the problem (31) is equivalent to (11) , thus the dual function associated to the problem is the one defined on (21), Likewise we define the dual problem as finding the tightest upper bound for (31)
When the policies were selected from arbitrary distributions we showed in Theorem 3 that the safe learning problem has zero duality gap and thus, P = D . This is no longer the case when we consider parametric policies. However, we claim and prove in the following theorem that the duality gap is bounded by a function that is linear with the approximation error of the parameterization.
Theorem 4. Suppose that r(s, a) is bounded for all (s, a) ∈ S × A by a constant B r > 0 and that Slater's condition holds for (31) . Let λ be the solution to the dual problem associated with the perturbed problem (28) with perturbation ξ i = /(1− γ) for all i = 1, . . . , m. Then, if the parametrization π θ is an −universal parametrization of functions π ∈ P(S) it follows that
where P is the optimal value of (24) and D θ the value of the parametrized dual problem (32) .
Proof. See Appendix D.
The implication of the previous result is that there is almost no price to pay by introducing a parametrization. By solving the dual problem (32) the sub-optimality achieved is of order , i.e., the error on the representation of the policies. Notice that this error could be made arbitrarily small by increasing the representation ability of the parametrization, by for instance increasing the dimension of the vector of parameters θ. The latter means that if we can compute the dual function it is possible to solve the safe learning problem approximately. Moreover, working on the dual domain provides two computational advantages; on one hand, the dimension of the problem is the number of constraints in (24) . In addition, the dual function is always convex, hence gradient descent on the dual domain solves the problem of interest. In the next section we propose an algorithm to solve the safe learning problem approximately based on the previous discussion.
V. PRIMAL-DUAL ALGORITHM As previously stated the advantage of working in the dual domain is that the dual function (21) is convex and therefore gradient descent allows us to solve the episodic safe learning problem (10) and its discounted counterpart (11) . This is, given the gradient of the dual function, denoted by ∇ λ d θ (λ) one can iteratively update the multiplier as
where η λ > 0 is a step-size and the operation [·] + denotes a projection onto the positive orthant of R m . The latter algorithm is ensured to converge to a neighborhood of the dual optimum [47, pp 43-45] . The main difficulty in the update (34) is the evaluation of the gradient of the dual function, which can be computed using Dankin's Theorem (see e.g. [48, Chapter 3] ) by evaluating the constraints in the original problem (31) at the primal maximizer of the Lagrangian, i.e.,
where θ (λ k ) := argmax θ∈H L(λ k , θ). Hence, the evaluation of the gradient function is reduced to the problem of finding the maximizer of the Lagrangian. Note that, for a given λ, this is not different than maximizing the expected cumulative reward for the functions defined in (4) and (22), this can be therefore be done with classic reinforcement learning algorithms such as policy gradient [8] , [9] , [32] or actorcritic methods [37] . In general since these algorithms are gradient based they are not guaranteed to converge to a global maximum. However, since they achieve good performance, it is not unreasonable to assume that they converge to a solution with small suboptimality. A possibility to formalize this idea, is to assume that the local maxima of the Lagrangian are not too different in value than the global maxima.
Assumption 1. Let L θ (θ, λ) with λ ∈ R m + be the Lagrangian associated to (31) . Denote by θ (λ), θ † (λ) ∈ H the maximum of L θ (θ, λ) and a local maximum respectively achieved by a generic reinforcement learning algorithm. Then, there exists β > 0 such that for all λ ∈ R m + it holds that L θ (θ (λ), λ) ≤ L θ (θ † (λ), λ) + β.
Notice that the previous assumption means that we are able to solve the regularized unconstrained problem approximately. This means that the parameter at time k + 1 satisfies
Then, the dual variable is updated following the gradient descent scheme suggested in (34) , where we replace the gradient of the dual function given in (35) by the approximation based on the primal variable available θ k+1 . This yields the following update
The algorithm given by (36)-(37) is summarized for convenience under Algorithm 1. The previous algorithm relies on the fact that the approximation of the subgradient used in the above equation does not differ much from the gradient (35) . We claim in the following proposition that this is the case. In Algorithm 1 Dual Descent Input: η λ 1: Initialize: θ 0 = 0, λ 0 = 0 2: for k = 0, 1 . . . do
3:
Compute a primal approximation via a Reinforcement Learning algorithm to get θ k+1 such that
Compute the dual ascent step
particular, we establish that the constraint evaluation does not differ from the subgradient in more than β, the error on the primal maximization defined in Assumption 1.
Proposition 1.
Under Assumption 1, the constraint in (31) evaluated at a local maximizer of the Lagrangian θ † (λ) approximate the subgradient of the dual function (21) . In particular it follows that
The previous proposition is key in establishing convergence of primal-dual algorithms since it allows us to claim that the dual updated is an approximation of a dual descent step. We formalize this result next and we establish a maximum number of dual steps required to achieve a desired accuracy.
Theorem 5. Let θ be an -universal parametrization of P(S) according to Definition 2, B r be a bound on the reward r(s, a) and γ ∈ (0, 1) be the discount factor. Then, if Slater's conditions hold for (31), under Assumption 1 and for any ε > 0, the sequence of updates of Algorithm 1 with step size η λ converges in K > 0 steps, with
to a neighborhood of P -the solution of (24) -satisfying
2 and λ is the solution of (27).
Proof. See Appendix F.
The previous result establishes a bound on the number of dual iterations required to converge to a neighborhood of the optimal solution. This bound is linear with the inverse of the desired accuracy ε. Notice that the size of the neighborhood to which the dual descent algorithm converges depends on the representation ability of the parametrization chosen, and the goodness of the solution of the maximization of the Lagrangian.
Algorithm 2 Stochastic Primal-Dual for Safe Policies Input: θ 0 , λ 0 , T, η θ , η λ , δ, 1: for k = 0, 1, . . . do
2:
Simulate a trajectory with the policy π θ k (s) 3: Estimate primal gradient∇ θ L(θ k , λ k ) as in (47) 4:
Estimate dual gradientÛ (θ k ) − s as in (46) 5:
Update primal variable
Update dual variable
Since the cost of running policy gradient or actor-critic algorithms until convergence before updating the dual variable might result in an algorithm that is computationally prohibitive, an alternative that is common in the context of optimization is to update the primal and dual variables in parallel [49] . This idea can be applied in the context of reinforcement learning as well, where a policy gradient -or actor-critic as in [15] , [50]-update is followed by an update of the multipliers along the direction of the constraint violation. In these algorithms the update on the policy is on a faster scale than the update of the multipliers, and therefore they operate, from a theoretical point of view, as dual descent algorithms (cf., Algorithm 1). In particular, the proofs in [15] , [50] rely on the fact that this different time-scale is such that allows to consider the multiplier as constant. In particular this implies that the maximization in (36) is replaced by a gradient ascent step
where η θ > 0 is the step-size of the primal ascent and it is required to be on a faster time-scale that the dual step, i.e., η θ η λ . Notice that the computation of the expressions (41) and (37) is not straightforward since they require the computation of expectations. In the case of ∇ λ L(θ, λ) we are required to compute the expectation of the sum of the constraints as shown in (17) and (34) . The computation of the gradient with respect to the primal variable θ is more convoluted and it requires that we resort to the Policy Gradient Theorem [9] . Let us define
where r λ (s t , a t ) is the reward defined in defined in (22) 
Then the gradient of the Lagrangian (20) with respect to the parameters of the policy θ for both formulations yields [6] ∇ θ L(θ, λ) = E a∼π θ (a|s),s∼ρ θ (s) Q λ (s, a)∇ θ log π θ (a|s) . (45) In both the expression for the gradient with respect to the primal and the dual variables we require to compute expectations with respect to the trajectories of the system. To avoid sampling a large number of trajectories, one can instead use stochastic approximations [51] . This is, with one sample trajectory, one can compute in the case of the finite horizon problem estimates of U (θ k ) aŝ
In cases where the horizon is finite, the previous expressions can be computed without any additional steps and they yield unbiased estimates of the quantities that they estimate. However, for the infinite horizon case, one would require an infinite trajectory for the later to hold. An alternative, and given the equivalence between the finite and infinite time horizon problem discussed in Remark 1 is to sample a horizon from a geometric distribution. By computing the expressions in (47) and (46) over the randomly drawn horizon the estimates obtained are unbiased [32] . The stochastic primal-dual algorithm is summarized in Algorithm 2 and in the next section we show how it can be used to safely navigate an obstacle-ridden space. A different alternative to computing (47) is to use actor-critic updates as done in [15] , [50] . Actor-critic methods estimate the gradient with less variance and therefore they enjoy better convergence guarantees. In this work we limit the development to the version of the algorithm given in (47) for simplicity.
VI. NUMERICAL RESULTS
We have proposed a way to find safe policies via primaldual methods. In this section, in order to study the behavior of these proposed methods, we consider a continuous navigation task in an environment filled with hazardous obstacles (See Figure 1 ). An agent is deployed in this environment and its objective is to reach a goal, while avoiding several obstacles of different size and geometry. On more formal terms, the MDP representing this problem is composed of the state space S = [0, 10] × [0, 10], where the state is given by the position of the agent on the x-and y-axis, i.e., s = (x, y). The agent then takes actions, resulting in its movement along the x-and y-axis. These actions are given by a Gaussian policy, namely π θ (a|s) = 1
where, we consider a covariance matrix Σ = diag (0.5, 0.5). Furthermore, the policy is composed of a function approximator to the mean of the Gaussian distribution. This approximator . Navigation policy learned after 40,000 iterations. The agent is trained to navigate to a goal located at (8.5, 1.5). Several sample trajectories have been plotted, starting at (1, 9) , (8, 9.5 ), (0.5, 2.5) and (5, 6) . is given by a weighted linear combination of Radial Basis Functions (RBF). More specifically,
where θ = [θ 1 , . . . , θ d ] is the parameter vector to be learned, σ is the bandwidth of each RBF kernel ands i its centers. We choose the bandwidth of the RBF to be σ = 0.5 with centers spaced 0.25 units from each other. The specification of the navigation task is given by an infinite horizon problem with discount factor γ = 0.95, and we consider a reward given by the distance between the current state, s, and the goal s GOAL . Namely,
where, for this specific scenario, we consider the goal to be located at s GOAL = (8.5, 1.5). Furthermore, we introduce a constrain into the optimization problem for each of the obstacles, with a demanded level of safety of 1 − δ i = 0.999 for each of them. We train the agent via the primal-dual algorithm introduced in this work (Algorithm 2), where the primal step is performed via the well-known policy gradient [9] . Furthermore, we consider a primal step size η θ = 0.1 and a dual step size η λ = 0.05. We train the policy for 40,000 iterations (until convergence) and obtain the navigation vector flow illustrated in Fig. 1 . We plot several sample trajectories, illustrating the different possible paths along the learned navigation flow. Overall, given the high level of safety demanded (1 − δ i = 0.999), the policy learned by our method avoids all obstacles. Perhaps, a more important observation is that not all obstacles are equally difficult to avoid, where by difficult we mean how much the agent must deviate from its straight-line trajectory to the goal in order to avoid the obstacle. For example, the circular red obstacle in the center of the map appears to be easy to circumnavigate; on the other hand, the green rectangular shaped obstacle close to the goal appears to require considerable trajectory deviation to be avoided.
All of this simply means that the constrains associated to each of the obstacles are not equally restrictive in the optimization problem. Something that can be further analyzed by taking a closer look at the evolution of the dual variables, which we have considered in Figure 2 . First, recall that our primal-dual formulation is equivalent to solving a problem with reward
where the dual ascent step potentially modifies the values of the dual variables λ i at each iteration, leading to a dynamically changing reward as the algorithm is run. An important observation from the reward (51) is that higher values of the dual variable λ i represent more restrictive constraints (harder to navigate obstacles). In our case, in Fig. 2 , the dual variable associated with the red obstacle has the lowest value, while the opposite is true of the dual variable related to the green obstacle. Hence, in our proposed approach, dual variables allow us to asses the difficulty in satisfying each constraint with its specified level of safety. Clearly, there is great benefit to this more precise analysis (rather than trying to guess purely from observation of the vector field in Fig. 1 ). In our case, it makes it clear which obstacles are worse. While the case between the red and green obstacles might appear clear or apparent to the naked eye, the same might not hold true for other more subtle obstacles. For example, it is not clear which obstacle is the worse between the orange and the cyan one, however looking at the dual variables tells us that the cyan obstacle is slightly worse than the orange one. An immediate consequence of our previous observations and the structure of the reward (51) is the following. If we remove from our system one of the constraints and then retrain the system, obtaining a new policy without the removed constraints, what type of improvement in the reward should we expect? Clearly, we expect larger improvements in the resulting reward if we remove constraints associated with larger dual variables, as they are more restrictive in the optimization Dual Variable (λ i ) Improvement Fig. 3 . Improvement in the average reward obtained by removing the obstacle corresponding to the each dual variable and retraining the navigation task. The colors of the points are coordinated with the constraint they represent (cf. Fig.  1 ). The improvement in the reward is normalized with respect to the number of time steps T . Iteration (k) Fig. 4 . Evolution of the safety guarantees with respect to the algorithm iterations. Mean values and one standard deviation band have been plotted for 500 independent evaluations of the policy every 4,000 iterations. The safety requirement 1 − δ i = 0.999 is shown in dashed lines. Obstacles are color coded according to Fig. 1 . The bottom right plot represents the resulting safety guarantees of using a simple policy gradient (without our primal-dual method), where we have naively set the weights of all constraints to the smallest dual variable, corresponding to the red obstacle, λ = 1.128.
problem. We study this in Figure 3 . As expected, in our navigation scenario, removing the green obstacle provides the larger reward improvement, while the smallest improvement is given by the red obstacle. This is another way of validating what we observed previously, that the green obstacle is clearly more cumbersome than the others.
A. Safety Guarantees
Now, let us take a closer look at the safety guarantees associated with our proposed approach. First we evaluate the safety attained for each constraint (in our scenario, each obstacle). We look at instances of these probabilities as the algorithm iterates and we consider 500 independent evaluations of the algorithm at intervals of 4,000 iterations. In Figure 4 , we plot the resulting mean value and one standard deviation band. Besides the bottom-right plot, we have five different plots, color-coded according to the obstacle they represent (cf. Fig.  1 ). Recall that the safety requirement is 1 − δ i = 0.999, which we plot in dashed lines.
Our proposed primal-dual algorithm, as expected, reaches the required safety level first in mean (approximately, after 10,000 iterations, the mean value for the five constraints is under the required safety level). As the algorithm keeps iterating, the resulting distribution gets tighter, and ultimately, the one standard deviation band also falls into the safety requirements. Also, observe that the green obstacle (the one that is harder to navigate around), is the one that takes longer to reach the required level of safety. This obstacle takes longer in mean to reach the required level of safety and has a wider distribution. Furthermore, it is worth remarking that the algorithm converges to a policy which is safer than the one demanded. Recall that due to the use of a primaldual stochastic approach (Algorithm 2) instead of the more computationally expensive dual descent (Algorithm 1) the resulting policy will not necessary lie on the boundary of the set of constraints (that is, we may converge to safer policies than demanded).
As an aside, it is reasonable to try to compare our proposed primal-dual approach with a more naive approach. To this end, we consider learning a policy where the weight of the dual variables in the reward (51) are set to a fixed value. Recall that as we discussed previously (cf. equation (4)), this is equivalent to modifying the reward function so as to make it risk-aware. An obvious issue is that, naively, it is not clear which value to use. Nonetheless, we can ask ourselves if we can use one of the values we obtained in Fig. 2 fixed and for all obstacles. We know that if we use the more restrictive value (the one related to the green obstacle), we should be able to maintain the demanded level of safety for all the constraints. However, what about other values, can we choose, e.g., the lowest value (the one from the red obstacle) and expect to maintain our desired level of safety? The bottom-right plot in Fig. 4 , shows the resulting safety of training the system with a fixed weight of λ = 1.128 (the red obstacle) for all the constraints. Since all the obstacles are set to the same weight, there is a single resulting safety guarantee, the one for all the obstacles. More importantly, the results show that using this weight, does not allow to attain the required level of safety, not in mean, and the standard deviation band does not tighten as before. Clearly, this shows that the choice of the weights used in a rewardshaping approach are not obvious (not even for a simple safe navigation problem as the one we are studying).
Another reasonable approach to take would be to decide to be more restrictive and set all weights fixed to the largest dual variable λ = 2.835 (corresponding to the green obstacle). While setting all variables to the most restrictive value will result in safe policies satisfying the constraints, it has repercussions on the overall reward obtained by the policy. In Figure 5 we plot the normalized reward (reward per time step) at the policy is trained. We plot the mean reward and one standard deviation band over 500 independent evaluations of the algorithm at intervals of 4,000 iterations. For our primal-dual algorithm, the resulting reward converges in around 25,000 iterations of training, a point after which the distribution almost fully converges to the mean. More importantly, the reward of using the naive approach of setting all the weights fixed to the largest dual variable results in a lower overall reward.
Our previous discussions regarding the results illustrated in Figures 2 and 5 highlight the main issues of using classical reward-shaping when attempting to learn safe policies. Namely, it is not clear how to choose the weights. Using weights that are too small will results in policies that are unsafe, while on the other hand, using weights that are too large, will ultimately result in large reductions of the reward attained by the policy. Regarding the latter, using weights that are too large can result in policies that are safe simply because they largely disregard the task reward. In general, classical reward-shaping approaches are not good enough to learn safe policies, as they need to be manually fine-tuned to the problem, which is time and computationally costly. Compared to these approaches, our primal-dual formulation retains some of the benefits of the previous approaches, mainly, part of it resorts to a primal maximization step, which can be computed by many traditional RL methods, such as the well-known policy gradient. More so, our method dynamically chooses the weight via an equivalence between weights and dual variables, in a way that is methodological and guaranteed to attain a good trade-off between safety and reward.
Finally, we plot in Figure 6 the reward-safety trajectory of our primal-dual algorithm. We show a scatter plot that becomes warmer as the iterations of the algorithm increase. This plot is composed of points relating the mean safety probability (for the worst constraints) against the mean attained reward for 500 independent evaluations of the policy at intervals of 200 iterations. As the algorithm is run, both the overall safety and attained reward of the policy increase, until the desired level of safety is attained. Afterwards, the policy attempts to increase the overall reward while maintaining the desired level of safety. In this case, this shows that early termination of the training of the policy can result in policies that, while being suboptimal, will attain the level of safety required.
VII. CONCLUSIONS
In this paper, we have studied the problem of learning safe policies in reinforcement learning problems. More specifically, we have introduced safety into the problem through probabilistic constraints that we then relax for both finite and infinite horizons, hence formulating a constrained optimization problem. The advantages of the proposed relaxations are threefold. First, they allow us to compute the primal and dual gradients of the Lagrangian associated to the optimization problem, which can be solved by running a stochastic primaldual method. Second, the relaxed problem has a duality gap that can be made arbitrarily small and therefore the solution of computed through the primal-dual algorithm is ensured to be optimal. Finally, these relaxations do not come at the cost of safety. In particular, we established that the finite horizon problem remains safe and we established a safe horizon for the discounted optimization problem. Numerical results for an agent navigating a world filled with hazardous obstacles show that the proposed scheme dynamically adapts the cost of safety to the environment. Compared to previous approaches, our proposed scheme provides safe policies with guarantees and a systematic way of achieving them, without being reliant on the manual tuning of parameters.
APPENDIX

A. Proof of Lemma 1
We proceed by a sequence of implications. Start by noticing that
whereĒ t denotes the complement of E t , for all t ≥ 0. Hence,
Since all summands are non-negative, we can lower bound the right-hand side by truncating the summation at k, obtaining
Since the µ t are non-increasing, it holds that k t=0 µ t P (Ē t ) ≥ µ k k t=0 P (Ē t ). Then, using the fact that µ ≤ µ k yields
To conclude, we can apply the Boole-Fréchet-Bonferroni inequality [52, 1.6.10] to obtain
B. Proof of Theorem 3
This proof relies on a well-known result from perturbation theory connecting strong duality to the convexity of the perturbation function defined in (28) . We formalize this result next Proposition 2 (Fenchel-Moreau). If (i) Slater's condition holds for (24) and (ii) its perturbation function P (ξ) is concave, then strong duality holds for (24) .
Proof. See, e.g., [53, Cor. 30.2.2] .
Condition (i) of Proposition 2 is satisfied by the hypotheses of Theorem 3. It suffices then to show that the perturbation function is concave [Condition (ii)], i.e., that for every ξ 1 , ξ 2 ∈ R m , and µ ∈ (0, 1),
If for either perturbation ξ 1 or ξ 2 the problem becomes infeasible then P (ξ 1 ) = −∞ or P (ξ 2 ) = −∞ and thus (52) holds trivially. For perturbations that keep the problem feasible, suppose P (ξ 1 ) and P (ξ 2 ) are achieved by the policies π 1 ∈ P(S) and π 2 ∈ P(S) respectively. Then, P (ξ 1 ) = V (π 1 ) with U i (π 1 )−c i ≥ ξ 1 1 for all i = 1, . . . , m and P (ξ 2 ) = V (π 2 ) with U i (π 2 )−c i ≥ ξ 2 i for all i = 1, . . . , m. To establish (52) it suffices to show that for every µ ∈ (0, 1) there exists a policy π µ such that for all i = 1, . . . , m it holds that U i (π µ ) − c i ≥ µξ 1 i + (1 − µ)ξ 2 i and V (π µ ) = µV (π 1 ) + (1 − µ)V (π 2 ). To see why this is the case, observe that any policy π µ satisfying the previous conditions is a feasible policy for the slacks c i + µξ 1 i + (1 − µ)ξ 2 i . Hence, by definition of the perturbed function (28) , it follows that
If such policy exists, the previous equation implies (52) . Thus, to complete the proof of the result we need to establish its existence. To do so we start by formulating a linear program equivalent to (28) . Notice that we can write
where s = (s 0 , s 1 , . . .) and a = (a 0 , a 1 , . . .). Since the indicator function is bounded the Dominated Convergence Theorem holds. This allows us to exchange the order of the sum and the integral. Moreover, using conditional probabilities and the Markov property of the transition of the system we can write p π (s, a) as
p(s u |s u−1 , a u−1 )π(a u |s u )p(s 0 )π(a 0 |s 0 ).
(55) Notice that for every u > t the integrals with respect to a u and s u yield one, since they are integrating density functions. Hence (54) reduces to
where s t = (s 0 , . . . , s t ), a t = (a 0 , . . . , a t ) and Then using the Dominated Convergence Theorem we can write compactly (56) as
γ t p(s t = s, a t = a) dsda.
(59) By defining the occupation measure ρ(s, a) (61) Let ρ 1 , ρ 2 ∈ R be the occupation measures associated to π 1 and π 2 . Since, R is convex, there exists a policy π µ ∈ P(S) such that its corresponding occupation measure is ρ µ = µρ 1 + (1 − µ)ρ 2 ∈ R. Notice that ρ µ satisfies the constraints with slacks c i + µξ 1 i + (1 − µ)ξ 2 i ), since the integral is linear and ρ 1 and ρ 2 satisfy the constraints with slacks c i + ξ 1 i and c i + ξ 2 i respectively. Thus, it follows that
where we have used again the linearity of the integral. Since π i are such that V (π 1 ) = P (ξ 1 ) and V (π 2 ) = P (ξ 2 ), inequality (52) follows. This completes the proof that the perturbation function is concave.
C. Proof of Lemma 2
Let us start by writing the left hand side of (30) as 
Notice that to complete the proof it suffices to show that the right hand side of the previous expression is bounded by /(1− γ). We next work towards that end, and we start by bounding the difference |p t π (s, a) − p t θ (s, a)|. Notice that this difference can be upper bounded using the triangle inequality as p t π (s, a) − p t θ (s, a) ≤ p t π (s) |π(a|s) − π θ (a|s)| + π θ (a|s) p t π (s) − p t θ (s) .
Since π θ is an -approximation of π, it follows from Definition 2 that S×A p t π (s) |π(a|s) − π θ (a|s)| dsda ≤ S p t π (s) ds = , (66) where the last equality follows from the fact that p t π (s) is a density and thus integrates to one. We next work towards bounding the integral of the second term in (65). Using the fact that π θ (a|s) is a density, it follows that S×A π θ (a|s) p t π (s) − p t θ (s) dsda = S p t π (s) − p t θ (s) ds.
(67) Notice that the previous difference is zero for t = 0 and for any t > 0 it can be upper bounded by 
Notice that the second term in the right hand side of the previous expression is the sum of the geometric multiplied by 1 − γ. Hence we have that (1 − γ) ∞ t=0 γ t = . The first term in the right hand side of the previous expression is in fact the same as the term in the left hand side of the expression multiplied by the discount factor γ. Thus, rearranging the terms, the previous expression implies that (70) This completes the proof of the Lemma.
D. Proof of Theorem 4
Notice that the dual functions d(λ) and d θ (λ) associated to the problems (24) and (31) respectively are such that for every λ ∈ R m + we have that d θ (λ) ≤ d(λ). The latter follows from the fact that the set of maximizers of the Lagrangian for the parametrized policies is contained in the set of maximizers of the nonparametrized policies. In particular, this holds for λ the solution of the dual problem associated to (24) . Hence we have the following sequence of inequalities
where the last inequality follows from the fact that D θ is the minimum of (32). The zero duality gap established in Theorem 3 completes the proof of the upper bound for D θ . We next work towards proving the lower bound for D θ . Let us next write the dual function of the parametrized problem (32) as
Let π argmax π∈P(S) L(π, λ) and let θ be anapproximation of π . Then, by definition of the maximum it follows that d θ (λ) ≥ d(λ) − (L(π , λ) − L θ (θ , λ)) (73)
We next work towards a bound for L(π , λ) − L θ (θ , λ). To do so, notice that we can write the difference in terms of the occupation measures where ρ and ρ θ are the occupation measures associated to the the policies π and the policy π θ L(π , λ)−L θ (θ , λ) = S×A r + λ 1 m (dρ (λ) − dρ θ (λ)) ,
(74) where in the previous expression to shorten the notation we denote 1 m as a random vector whose i-th entry is the indicator function 1(s ∈ S i ). Since π θ is by definition an approximation of π it follows from Lemma 2 that
Using the bound on the the reward function we can upper bound the difference L(π , λ) − L θ (θ , λ) by
Combining the previous bound with (73) we can lower bound d θ (λ) as 
Since the previous expression holds for every λ, in particular it holds for λ θ , the dual solution of the parametrized problem (32) . Thus, we have that
Using the fact that d (λ θ ) ≥ D min λ 0 d (λ) and the zero duality gap result from Theorem 3, it follows that
where P = P ( /1(1 − γ) ) is the optimal value of the perturbed problem (28) . The proof is then completed using the fact that P ≥ P − λ 1 /(1 − γ).
