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In this paper, we determine the growth of real-valued solutions of certain 
second-order algebraic differential equations. Our main result, together with 
a result of G. Valiron, shows that if y. is an entire function which has only real, 
nonnegative coefficients in its power series around the origin, and which is a 
solution of a quadratic second-order algebraic differential equation, then y. 
satisfies a growth estimate of the form,y,(x) < exp(exp xc), where c is a constant, 
for all sufficiently large x. The determination of the growth of such solutions 
was an open problem since the Valiron-Wiman theory fails to provide any 
information on growth, if the equation possesses a solution of infinite order of 
growth. 
1. INTRODUCTION 
In this paper we investigate the growth of solutions of algebraic differential 
equations having polynomial coefficients (i.e. equations of the form, 
c a,oil...i,(x) yiyy’y’ . . . (y(y” =: 0, 
where the left side is a polynomial in y, y’,..., ~1%) whose coefficients are poly- 
nomials in X, and where some coefficient is not identically zero). For such an 
equation, let p denote the maximum degree is + il + ... + i, of all nontrivial 
terms in (I), and let 0 denote the maximum weight ii + 2i, + .” + ni, of all 
nontrivial terms in (1) which have degree equal top. It was shown by G. Valiron 
[9; p. Ill] (see also Wittich [12; p. 711) that if 
1 {u~,,~,...~,(x): i, + ... + i, = p and i1 + 2ia + ... + ni, = 0) + 0, (2) 
then any entire solution of equation (1) must be of finite order of growth in the 
plane. The principal tool used in the proof of this result is the Valiron-Wiman 
theory for entire functions (see [IO; p. 351 or [12; Chapter I]). Of course, 




Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
NONLINEAR DIFFERENTIAL EQUATIONS 325 
condition (2) is satisfied if (1) is either a first-order equation or a linear differential 
equation. However, condition (2) need not hold for nonlinear equations of order 
higher than 1, and, indeed, such equations can possess entire solutions of infinite 
order (e.g. exp(exp z) satisfies the equation, 
yy” - (y’)” - yy’ = 0). 
As was pointed out by Valiron [lo; p. 441 (see also Wittich [12; p. 71]), if 
condition (2) is violated, then no information on the growth of an entire solution 
of (1) is provided by the Valiron-Wiman Theory, and in this case, the determina- 
tion of the growth of entire solutions is still an open problem. In fact, the 
problem remains open even in the case of quadratic second-order algebraic 
differential equations, 
c u&) y”(y’)j (y”)” = 0. (4) 
i+l+Jq 
(Such equations can possess entire solutions of infinite order, since (3) is qua- 
dratic.) It is easy to see that in the quadratic second-order case, the only way 
condition (2) can be violated, is if equation (4) has the form, 
where 44 4% 44, ~(4 and $( x are polynomials, and U(X) + 0. In this ) 
paper, we consider the more general equation, 
a(x)(yy” - (y’)2)” + P(% y, Y’) + Y”&, Y, Y’) = 0, (6) 
where k is a positive integer; a(x) is a nontrivial polynomial; P(x, y, y’) is a 
polynomial in y and y’ having polynomial coefficients, each term of P is of degree 
at most 2k in y and y’, and the coefficient of (y/)2” in P is identically zero; 
R(x, y, y’) is a polynomial in y and y’ having polynomial coefficients, and each 
term in R is of degree at most 2k - 2 in y and y’. Our main result ($2 below) 
states that if yo(o(x) is a real-valued solution of equation (6) on an interval 
(x0 , + CO), with the properties (i) y. > 0 on (x0 , +co), (ii) For every 01 2 0, 
yo/xE + + CO as x -+ + co, and (iii) log ye(x) is an increasing convex function 
of log x on (x0 , + CO), then for some positive constants c and xi , we have 
y(x) < exp(exp xc) on (xi , +a). Since any entire transcendental function of 
the form, 
Yo(4 = f  %Xnz, 
77X=0 
where a, > 0, 
satisfies properties (i), (ii), and (iii) on (0, too) (by Cauchy’s estimate and the 
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Hadamard three circles theorem), it follows that this result (for equation (5)), 
together with Valiron’s result (when (2) is satisfied), shows that any entire 
function of the form (7), which is a solution of a quadratic second-order algebraic 
differential equation (4) having polynomial coefficients, satisfies a growth con- 
dition of the form, 
M(r, yo) < K(exP(exp rC>), (8) 
for all Y > 0, where K and c are constants, and where M(r, yO) denotes the 
maximum modulus of y,, on the circle 1 z / = r. In $3, we show that our result 
on the growth of solutions of equation (6), remains valid for much more general 
classes of coefficients than polynomials. 
We conclude with a few remarks concerning the theory of real-valued solutions 
on an interval (x0 , +co) of the general equation (1). It was shown by Lindelijf 
[7] that for first-order equations, such a solution is eventually majorized by a 
function of the form exp(xA) for some constant A. In [4], E. Bore1 indicated a line 
of reasoning which would show that for nth order equations (I), any positive, 
increasing solution on an interval (x0 , + co), is eventually majorized by exp,,, x 
(where exp,, x is the mth iterate of the exponential function). However, as 
pointed out by several authors (e.g. Fowler [5], Hardy [q, and Vijayaraghavan 
[I l]), Borel’s proof was clearly incomplete, and in [l], the author constructed 
a counterexample in the case of third-order equations. For second-order 
equations (l), it is still not known whether Borel’s conjecture is true for positive, 
increasing solutions. (Vijayaraghavan and others [2], [l I] constructed real-valued 
solutions of second-order equations which are of arbitrarily rapid growth on 
(0, +a), but none of these solutions are increasing.) The main result of our 
paper confirms Borel’s conjecture for solutions of equation (6) which possess 
properties (i), (ii), and (iii) listed above. 
2. WE NOW STATE OUR MAIN RESULT 
THEOREM. Let k be a positive integer and let a(x) be a nontrivial polynomial. 
Let P(x, y, y’) be a polynomial in y  and y’ having polynomial coefficients, and 
assume that each nontrivial term in P is of degree at most 2k in y  and y’, while the 
coe#cient of (y’)“” is identically zero. Let R(x, y, y’) be a polynomial in y  and y’ 
having polynomial coejicients, and assume that each nontrivial term in R is of degree 
at most 2k - 2 in y  and y’. Let y,,(x) be a positive function having a continuous 
second derivative on an interval (x,, , + CO), and assume y,,(x) has the following two 
properties: (a) For every 01 > 0, J+,(X)/ x0 -+ $-co as x + $-co, and (b) logy,,(x) 
is an increasing, convex function of log x. Then, ifyo(x) is a solution of the equation, 
a(x)(yy” - (y’)‘)” + f’(x, Y, Y’> + y”R(x, ~9 Y’) = 0 (9) 
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on (x0 , + co), then there exist positive constants c and x1 such that, 
Y0(4 G exp(exp 4 for all x 3 x1 . (10) 
Proof. By the hypothesis on P(x, y, y’), we can write, 




Q(x, y, Y’) = c 44 y2”-j(y’)j, (12) 
GO 
m, Y, Y’> = 1 b(x) YYY’Y, 
l+j<Zk 
(13) 
where ui(x) and b,,(x) are all polynomials. We can also write, 
fqx, Y, y’) = 1 4(x> YYY’)j, (14) 
i+j<Zk-1 
where the &(x) are polynomials. 
Now set we(x) = xya’(x)/yo(x). F rom assumption (b), q.(t) = log yo(et) is 
increasing and convex for t > log x0 , so g)‘(t) > 0 and v”(t) > 0. It easily 
follows that v. 3 0 and q,’ 3 0 on (x0 , + co). We may assume that vo(x) -+ + co 
as x --f + CO, or otherwise the conclusion (10) follows immediately. Thus 
yo’ > 0 for all sufficiently large X. From F”(t) 2 0, we obtain, 
YW 2 ~-“Y0(~>(~0(4” - ho) for x>x,. 
Smce z)~(x) -+ + co as x + + 03, it follows that, 
yo’ > 0 and y; > 0 on some interval (x2 , +a). 
We now prove, 
LEMMA A. If cl > 0, there exists xg = x3(c1) such that 
yo’ < y;+E1 on (3 , +a>. 
Proof. Choose a fixed number E, 0 < E < Q, such that 
E < (2k - (i +j))/2j if j > 0 and bij + 0, 
(where the b, are as in (13)), and 
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(where the dii are as in (14)). To p rove (17) it obviously suffices to show that 
Yo’ < Yt” on an interval (xa , 4 
Since the integral s+m 
CO). We assume the contrary, and set u = 
Yo’/Y;+c- ,+ I (ya’/yi+‘) dx converges, it follows (using (16)) 
that U(X) < 1 except on a set of finite measure, so by our assumption, the set 
where U(X) < 1 certainly contains a union of nonempty disjoint open intervals 
(a, , b,), where (b,} ---f + co. Since ~(a,) = 1 and u(b,) = 1, it follows by 
Rolle’s theorem that there exists t, in (a, , b,) such that zJ(t,J = 0. Hence at t, , 
Y0YxY07” = 1 + E. (We remark here that y0yi/(y0’)2 is continuous on 
(x2 , + co) by the hypothesis and (16).) F or each n, let 5, denote the supremum 
of all t, in (a,, b,) at which yOyi/(ys’)” = 1 + E. Then clearly 5, belongs to 
(a, , b,]. We assert that, 
YoYxYo’)2 3 1 + E on K, , U (20) 
If (20) is false, then at some s, in [[, ,6,], we would have u’(sJ < 0. Since 
~‘(5~) = 0, we would have 5, < s, < b, . From the definition of 5, , it follows 
that u’ is nowhere zero on (5, , b,], and hence u’ < 0 on (5,) b,]. Thus we 
would have u(b,) < u([,) < 1 contradicting u(b,) = 1. Hence (20) holds. 
From the definition of 5, , the continuity of u’ and (16), we have for all 
sufficiently large n, say n > 1z,, that 
YOYO” = (1 i- 4(YoT and 0 < yo’ < yi” at 5, . (21) 
Of course, the sequence (5,) tends to +CO as n -+ co. 
Now set f(x) = T(x, y. , Y,,‘)/Y”,” ( w ere h T is given by (13)) and g(x) = 
ybR(x, y. , yo’)/yp (where R is given by (14)). We assert that for any a >, 0, 
f(L) = 453 and d5,) = 45;“) as n-+co. 
To prove the first statement in (22) we observe that we may write, 
(22) 
bijy;( y;)j/yy _- bij(yo’/yr’)j yfi*j), (23) 
where, by choice of E (see (18)), and the fact that i $ i < 2K in (13) we have 
/3(;,i) < 0. In view of the inequality in (21), and (a) of the hypothesis, we clearly 
obtainf(&) = o(&“) as rz --f CC for any 01 > 0. Since yi = (1 + ~)(y,‘)~/y, at 
I, , it follows similarly (using (19)) that g([,) = o(&“) as n - CO for any 
OL > 0, proving (22). 
Now set, 
28-I 
G(x, w) = u(x) 8wBfc + 1 t+(x) wj. (24) 
j=O 
In view of the equality in (21), it follows from (9) and (22), that for any (Y > 0, 
W-n > ro’(L)/~oW = OK”> as n-+co. (25) 
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Since G(x, w) is a polynomial in w of degree 2k and has polynomial coefficients, 
it follows (see $3) from the factorization theorem of W. Strodt [8; $621 that there 
exist d distinct functions B,(z),..., Bd(z), each defined and meromorphic in a 
region / arg z 1 < 7r, j z 1 > K, with the following properties: (A) If B,(X) * 0, 
then there exist a complex constant ci and a real constant LYE such that 
Bi(x)/cjxUj - 1 as x - +co; (B) There exists a real number b such that 
x0(& - BJ -+ 03 as x -+ + co if i # j; (C) There exist positive integers 
ml ,..., md such that m1 + ... + md = 2k, and 
G(x, w) = U(X) ,“(w - B,(x))‘- ... (w - B&x))~~, (26) 
for all functions w = w(x) on (K, i-03). From (B), it follows that on some 
interval (x4 , +co), 
/ XbBi(X) - XbBj(X)I > 2 if i#j. (27) 
If we set u, = [nbyo’(~n)/y,,([n), then since a(x) l k is a nontrivial polynomial 
in X, it easily follows from (25) and (26) that for all 01 > 0, 
(&I - 534(5,))” ... (%I - S,b&(ln))“d = G3, (28) 
as n -+ co. If E, denotes the left side of (28), then for some N, we have 
1 E, j < (&)z” for n ,> N. Hence for each n 3 N, it is clearly impossible for 
I %I - (nbBj([n)l > i$ for each j = l,..., d. Thus clearly there is an index t, 
1 < t < d, such that 1 u, - [,bB,([,)l < 4 holds for infinitely many n, say 
n, < n2 < .... In view of (27), if i is sufficiently large, then 1 u, - [,“Bj(&Jl > 1 
for n = ni and all j # t. Hence from (28) it follows that for any 01 > 0, 
u, - i$,bB,(&,) = o([;“) when n = n, and i + co, and thus for any 01 3 0, 
~o’tLz)i~o(L) - B,(L) = 4Y) when n = ni and i+ co. (29) 
If B, = 0, this is impossible for a = 1 since q, = xyo’/yO is assumed to tend to 
+ccasx++oo.ThusB,+O,andifwesetA==or,+l(whereol,isasin 
Property (A)), then by (29), there exists Nr such that, 
5,A(Yo’(5JYo(5?d) < 1 when n = ni and n, > Nr . (30) 
If q(x) is of degree qj , choose M > 0 such that, 
M>A and M>q,+l for j = l,..., 2k - 1. (31) 
Now at the points b, (where b, is as in (20)), we have Y,,’ = $,“. In view of 
hypothesis (a), it follows that there exists N, > N1 such that, 
~~“YoYwYo(kz) > 1 when n = n, and ni >, iv,. (32) 
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Since &$’ < [iA for n > Na (where Na > N,), it follows from (30), (32) and 
the continuity of ~-~ya’/y,, , that when n = n, and ni > N3 , we have 5, < b, , 
and there exists a point X, in ([, , b,) such that, 
Yo’(JL)/Yo(hz) = L”. (33) 
Again set f(x) = T(x, y,, , y,,‘)/yF. Since we can write, bijyt(yo’)j/yr = 
b,i(yo’/y,,)i ~f,+~-~‘, and since i + j < 2k when bij + 0, it follows from (33) and 
hypothesis (a) that for any 01 > 0, 
fGL) = 4m when n=n, and i+co. (34) 
Similarly, if we set h(x) = R(x, y,, , ya’)/yy-‘, we have 
h(h,) = 0(&J when n=n, and iC+co, (35) 
for any (Y 3 0. Now set on = (y~(&)/y,,(&)) - A”,“. In view of (33), (34) and 
(35), it follows from (9) that for any u 3 0, 
(36) 
when n = ni > Na and i + CO. If we now set Q+ = ala/h”,“‘, then since a(x) is 
a nontrivial polynomial, it follows from (31) and (35), that we may write (36) 
in the form, 
vnk + *dP?z = 4x3 when n=n,>N, and i-+co, (37) 
where for any 01 > 0, z,,& satisfies 
*n = 4&i”) when n=n,>N, and i+co. (38) 
If k = 1, then it follows from (37) and (38) that, 
vn = 4G’) when n=ni and iAm. (39) 
Assume now that k > 1, and let N4 be chosen so that 1 ~lz(&l + &J < h;’ 
when n = ni 3 N4 (from (37)). If n = n, > N4, then it is clearly impossible 
that 1 vn 1 3 X;1’2 and / &r + #n / 3 X; ‘j2 Hence there is a subsequence . 
nib) < w2) < ... of {n,} such that either 
or 
I vn I < P2 for n = ndl) , w2) ,..., (40) 
I d-;-’ + Al I < P2 for n = n,(i) , nic2) ,... . (41) 
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In view of (38) (if (41) holds), it follows from (39), (40) and (41) that in any case 
(k = 1 or K > l), there is a sequence n,(r) , nits) ,... tending to +co, such that 
F’n = 41) when n = ?li(,) and m-co. (42) 
Hence (Y%L)/Y~(L)) GzM + 1 when n = ni(,) and m ---f co. Thus in view of 
(33), we obtain, 
YOW YXAnMYo’(U2 - 1 when n = nit,) and nz -+ co. (43) 
But since h, lies in (5, , b,), clearly (43) is in direct contradiction to (20), and 
this contradiction proves Lemma A. 
LEMMA B. For any Ed > 0, there exists a constant x5 = x5(c1) such that 
yi < yi+‘l on (x5 , +a). 
Proof. Choose a fixed number E, 0 < E < or , satisfying (18), and 
E < (2k - 1 - (i +j))/2j if j > 0 and dij $: 0. WI 
Set 6 = E/(~+E). Sincey,’ + + cc as x -+ + co, the integral ~~~~r( yb/( y,‘)1+(C/2))dx 
converges, and hence in view of (16), it follows that the inequality y: < 
( y0’)1+(r/2) holds except on a set of finite measure. Since y,,’ < yFB holds for all 
sufficiently large x by Lemma A, it follows that y6 < y:” holds except on a 
set of finite measure. Clearly Lemma B will be proved if we can show yi < yi” 
holds for all sufficiently large x. We assume the contrary. Then clearly there 
exists a sequence {tn} -+ +oo such that, 
yo” = yi” at &J. 
setf (4 = T(x, Y. y YoYY? and h(x) = R(x, y. , yo’)/a(x) yz*-‘. Since yo’ < yi+’ 
holds for all sufficiently large x by Lemma A, it follows (see (23)) by the choice 
of E and (a) of the hypothesis, that for any a 3 0, 
f(x) = o(v) and h(x) = 0(x-m) as x--f +co. (46) 
For each n, set u, = (yi(t,J/yo(tn)) - (y,,‘(t,J/yo(tn))2, and set 6, = 6/4k. Since 
by Lemma A, 
yo’ < y;+6s for all sufficiently large x, (47) 
it follows from (9) (evaluated at x = t,J and (46) that 
I unk + Wn) u, I -=c ro(tnY (48) 
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for all sufficiently large n. If k = 1, it follows (using (46)) that, 
u n = O(yo(tn)“) as n + co. (49) 
If k > 1, then from (48) there exists a sequence (n,} + CO such that either, 
%L = O(yo(tn)~‘2) when n =ni and i+co, (50) 
or 
4-’ + 4&L) = o(Yo(hJ6’2) when n-n, and i+Go. (51) 
However, all three possibilities (49), (50) and (51) are impossible because S < E 
and u,&(t,$ + 1 as n + cc by (45) and (47). This contradiction proves 
Lemma B. 
We now conclude the proof of the theorem. In view of Lemmas A and B, if 
E > 0, then ya’ < yi” and yi < yi” both hold for all sufficiently large X. If E 
is chosen sufficiently small (e.g. (18) and (19) will suffice), then it follows (see 
(23)) that for any 01 > 0, T(x, y,, , ys’)/yp and y:R(x, y,, , y,,‘)/yF are each 0(x-“) 
as x --f +GO, in view of (a) of the hypothesis. Hence if we set w = ys’/y,, , then 
equation (9) can be written, 
274-l 
Us + 1 a&) wj = G(x), (52) 
j=O 
where G(x) = 0(x-“) as x -+ + co for every 01 3 0. Equation (52) is a first- 
order algebraic differential equation, 
CF&) wi(w’)j = 0, 
where F&X) is a polynomial if (i,j) # (0, 0), FOk(x) is a nontrivial polynomial, 
and F,(X) differs from a polynomial by a function 0(x-*) for all 01 3 0 as 
x ---f + 00. As mentioned in $1, it was shown by Lindelijf [7] (see also [3; pp. 95- 
97]), that if all Fci are polynomials, then a real-valued solution w(x) of (53) on 
an interval [x0 , +CD) would satisfy, 
1 w(x)/ < exp(P+l/(c + 1)) on an interval [x1 , +00), (54) 
where u can be taken to be d + E for any E > 0, where d is the maximum of the 
degrees of the coefficients. It is not difficult to verify that Lindeliif’s proof is 
valid without any changes for our equation (53), and so (54) is valid for our w(x) 
(where, in the calculation of d, the “degree” of F,, is defined as the degree of its 
polynomial part). Since w = yo’/yo , the conclusion of the theorem now follows 
immediately, where we can take c = d + 1 + E for any E > 0. 
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3. REMARK 
We now show that the theorem in 92 holds for more general classes of 
coefficients than polynomials. 
DEFINITION [8; $561, 66-681. Let 0 be a real number, 0 < 0 < n, and for 
each Y > 0, let D(r) consist of all points z in the sector / arg z 1 < 0 satisfying 
j z 1 > r. The set of all D(r) for r > 0 is denotedF(0) and is a filter base which 
converges to co. Let L be a set of functions, each meromorphic in an element 
ofF(B), with the following properties: (i) L is a field (where, as usual, we identify 
two elements of L if they agree on an element of F(B)), (ii) L contains all functions 
of the form Kza, where K is a complex number and 01 is a real number, and (iii) 
for every element f in L except zero, there exists a nonzero complex number K 
and a real number a. such that f/I&? -+ 1 as z + 03 in / arg z 1 < 8. Then we 
will call L a Strodtjeld (briefly, an SF) over F(0). If f/82” --f 1, we will denote OL 
by 6,( f ). For a function g satisfying g = 0(x-“) for each 01 > 0, as x --) + CO, 
we will write 6,(g) = -co. 
The simplest example of an SF over any F(O), is the field of all rational com- 
binations of the functions KY where K is complex and a is real. This field 
clearly contains the ring of polynomials. A more extensive SF (see [8; 9(71.3), 
p. 2471) is the set of all functions having, in an element of F(B), a representation 
wz,G(u, ,...> us), where s >, 1, G is analytic at (0, O,..., 0), and uj == Kj.z+ where 
aj < 0 forj = l,..., s. 
It is not difficult to verify that the theorem in 92 remains true if U(X) and the 
coefficients of P and R are assumed to belong to an SF over some F(0). The 
Strodt factorization theorem [8; $621 used to prove (29), states, in part, that 
for any algebraic polynomial with coefficients in an SF over some F(B), there 
exists an extension SF over F(0) in which the polynomial factors completely. 
When equation (9) has coefficients in an SF, Lindeliif’s proof of (54) for real- 
valued solutions of (53) is easily seen to be valid when we take u to be 
2(max 1 6,(Fij)l) + E for any E > 0. 
4. REMARK 
As we mentioned in 51, the theorem in 92 applied to equation (5), together 
with Valiron’s result when condition (2) is satisfied, yields the following result. 
COROLLARY. An entire function of the form (7), w ic h h is a solution of a quadratic 
second-order algebraic dzjkential equation (4) having polynomial coeficients, 
satisfies a growth condition of the form (8). 
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