We study the nonlinear Schrödinger equation with logarithmic nonlinearity on a star graph G. At the vertex an interaction occurs described by a boundary condition of delta type with strength α ∈ R. We investigate orbital stability and spectral instability of the standing wave solutions e iωt Φ(x) to the equation when the profile Φ(x) has mixed structure (i.e. has bumps and tails). In our approach we essentially use the extension theory of symmetric operators by Krein-von Neumann, and the analytic perturbations theory.
Introduction
The logarithmic Schrödinger equation i∂ t u(t, x) + ∆u(t, x) + u(t, x)Log|u(t, x)| 2 = 0, u(t, x) : R × R n → C, n ≥ 1, admits applications to quantum mechanics, quantum optics, nuclear physics, transport and diffusion phenomena, open quantum systems, effective quantum gravity, theory of superfluidity and Bose-Einstein condensation (BEC). This equation has been proposed by BialynickiBirula and Mycielski (see [12] ) in order to obtain a nonlinear equation which helped to quantify departures from the strictly linear regime, preserving in any number of dimensions some fundamental aspects of quantum mechanics, such as separability and additivity of total energy of noninteracting subsystems.
In the present paper we study the logarithmic Schrödinger equation on a star graph G, i.e. N half-lines (0, ∞) joined at the vertex ν = 0. Namely, on G we consider the following nonlinear Schrödinger equation with δ-interaction (NLS-log-δ equation) i∂ t U(t, x) − H α δ U(t, x) + U(t, x)Log|U(t, x)| 2 = 0, ( (1.
2)
The condition (1.2) can be considered as an analog of δ-interaction condition for the Schrödinger operator on the line (see [2] ), which justifies the name of the equation. Equation (1.1) means that on each edge of the graph (i.e. on each half-line) we have i∂ t u j (t, x) + ∂ Equation (1.1) models propagation through junctions in networks. In particular, models of BEC on graphs/networks is a topic of active research.
The quantum graphs (star graphs equipped with a linear Hamiltonian H) have been a very developed subject in the last couple of decades. They give simplified models in mathematics, physics, chemistry, and engineering, when one considers propagation of waves of various type through a quasi one-dimensional system that looks like a thing neighborhood of a graph (see [10, 18, 24, 25] for details and references).
The nonlinear PDEs on graphs have been actively studied in the last ten years in the context of existence, stability, and propagation of solitary waves (see [14, 27] for the references).
The main purpose of this work is to study the stability properties of the standing wave solutions U(t, x) = e iωt Φ(x) = e iωt ϕ j (x) N j=1
, to NLS-log-δ equation (1.1). Analogous problem was considered for NLS-log-δ equation on the line (see [4, 7] ). Similarly to the case of NLS equation with power nonlinearity investigated in [1] , it can be shown that all possible profiles Φ(x) belong to the specific family of
, given by
where
In the case α < 0 vector Φ In [9] the author proved (via variational approach) the orbital stability of the symmetric profile Φ α 0 in the energy space W E (G) (defined in notation section below) under the restriction α < α * < 0. Namely, the orbital stability follows from the fact that Φ α 0 is a minimizer of the action functional restricted to the Nehari manifold. Recently in [5] we proved orbital stability of Φ has to be rigorously defined in an appropriate Hilbert space).
The main result of this paper is the following stability/instability theorem for the rest of the profiles Φ , ω ∈ R, the standing wave e iωt Φ α k is spectrally unstable for α < 0 and orbitally stable in W 1 E,k (G) for α > 0. To our knowledge, this is the first result on the stability/instability of the profiles Φ α k in the case k = 0. For α < 0 they are called excited states due to the property S(
), where S is the action functional associated to equation (1.1). Stability of the excited states is itself very interesting problem since there are only few cases when excited states of NLS equations are explicitly known.
It is worth noting that we do not use variational techniques. Our approach is purely analytical, and it is based on the extension theory of symmetric operators, the analytic perturbations theory, and the well-known approach by Grillakis, Shatah and Strauss.
Notation. Let L be a densely defined symmetric operator in a Hilbert space H. The domain of L is denoted by dom(L). The deficiency subspaces and the deficiency numbers of
respectively. The number of negative eigenvalues of L (counting multiplicities) is denoted by n(L) (the Morse index ). The spectrum and the resolvent set of L are denoted by σ(L) and ρ(L) respectively. We denote by G the star graph constituted by N half-lines attached to a common vertex ν = 0. On the graph we define
For instance, the norm in
By || · || 2 and (·, ·) we will denote the norm and the scalar product in L 2 (G). We also denote by L 2 k (G) and E the spaces
On G we define the following weighted Hilbert spaces
and the Banach space
Using the above notations, we define
Well-posedness
In this section we prove the well-posedness of the Cauchy problem for (1.1) in the space W 1 E (G). In [9] the well-posedness was proved in the Banach space W E (G). Namely, the author showed the following result.
Furthermore, the conservation of energy and charge holds, that is,
where the energy E is defined by
Using the above result, we obtain the well-posedness in
, there is a unique solution U(t) of (1.1) such that U(t) ∈ C(R, W 1 E (G)) and U(0) = U 0 . Furthermore, the conservation of energy and charge holds. 
we can assume that . Having additionally almost everywhere convergence of xU(t n ) to xU(t), we get from Brezis-Lieb Lemma in [13] 
The last assertion of the theorem follows as the solution to the Cauchy problem for (1.1) was obtained by approximation procedure in [9] (approximating sequence consists of the solutions to the Cauchy problem for the reduced nonlinear equation with Lipschitz continuous nonlinearity) and the evolution group e −itH α δ preserves the space
See the proof of Lemma 2.3 in [6] (or Theorem 3.4 in [5] ) for the detailed explanation of this fact.
The properties of the energy functional E are essential for the investigation of the orbital stability. For example, in E the energy functional is ill-defined. From [15, Lemma 2.6] it follows that E is continuously differentiable in W E (G). Below we prove its continuity in the space
Hence, we need to prove the continuity of the nonlinearity part of the functional E. Basically we will use the following inequality (see [16, Lemma 2.4.3] ) for |f | ≥ |g|
To simplify the notation for the sets we write {condition} instead of {x ∈ R : condition}. From (2.2) we obtain
Let us show that the right hand side of (2.3) tends to zero. We will estimate the first one expression of the right hand side of (2.3) since the analysis for the second one is analogous. By the Cauchy-Schwarz inequality we get
Observing that the set {|v j,n | ≥ ε} is contained in some bounded interval (due to v j,n ∈ H 1 (R + )) and recalling that v j,n ∈ L 1 (R + ) (see the proof of Lemma 3.1 in [7] ), we obtain
where C 1 and C 2 are positive constants. It is worth noting that
from the Cauchy-Schwarz inequality and the inclusion v j,n ∈ L 1 (R + ). Finally, from (2.3)-(2.4) we get
The proof of the main theorem
Crucial role in the orbital stability analysis is played by the symmetries of NLS equation (1.1). The basic symmetry associated to the mentioned equation is phase-invariance (in particular, translational invariance does not hold due to the defect). Thus, it is reasonable to define orbital stability as follows.
Definition 3.1. The standing wave U(t, x) = e iωt Φ(x) is said to be orbitally stable in a Banach space X if for any ε > 0 there exists η > 0 with the following property: if U 0 ∈ X satisfies ||U 0 − Φ|| X < η, then the solution U(t) of (1.1) with U(0) = U 0 exists for any t ∈ R, and sup
Otherwise, the standing wave U(t, x) = e iωt Φ(x) is said to be orbitally unstable in X.
Below we will define spectral stability/instability of e iωt Φ(x). We assume that Φ(x) belongs to the family of profiles defined by (1.3). Change of variables U(t, x) = e iωt (Φ(x) + V(t, x)) in (1.1) leads to
where A is the linearized operator defined by
and F (V) is the nonlinear term given by
Definition 3.2. The standing wave U(t, x) = e iωt Φ(x) is said to be spectrally stable if
Otherwise, the standing wave U(t, x) = e iωt Φ(x) is said to be spectrally unstable.
It is standard to show that σ(A) is symmetric with respect to the real and imaginary axes (see, for instance, [21, Lemma 5.6] ). Hence, it is equivalent to say that e iωt Φ(x) is spectrally unstable if σ(A) contains some point λ with ℜ(λ) > 0.
It is widely known that the spectral instability is a key prerequisite to show nonlinear (orbital) instability in numerous works (see [21, 29] and references therein). However, it is highly nontrivial problem whether spectral instability implies orbital instability.
Stability framework
In this subsection we introduce basic objects of the stability framework. The action functional for NLS-log-δ equation is given by
The profiles Φ α k defined by (1.3) are the critical points of the action functional. Indeed, for
Below we will use the notation Φ k := Φ α k . The basic ingredient of stability study is the operator A k introduced in (3.1) (index k means that we need to linearize equation around each Φ k ). To express A k it is convenient to split V ∈ W 1 E (G) into real and imaginary parts:
Finally, we get formally
, moreover, 0 and I are zero and identity N × N matrices.
Observe also that H α k is the self-adjoint operator associated with S ′′ (Φ k ) (see [1, Section 6] for details).
Noting that ∂ ω ||Φ k || , and 
, then the standing wave e iωt Φ k is spectrally unstable. (ii) In item (ii) we affirm only spectral instability since to show orbital instability we need to prove some additional nontrivial properties of NLS-log-δ equation, for instance, estimate (6.2) in [21] for the semigroup e tA k generated by A k , or the property that the mapping data-solution associated to NLS-log-δ equation is of class C 2 around Φ k (see [22, Section 2] for the general idea and [8] for the particular application). However, we conjecture that for the operator A k so-called spectral mapping theorem holds (that is, σ(e A k ) = e σ(A k ) ) which would imply estimate (6.2) in [21] (see, for instance, the discussion in [19] ). The main result of this subsection is the following. . Then the following assertions hold.
The proof of Theorem 3.5 is an immediate consequence of Propositions 3.6 and 3.12 below. . Then the following assertions hold.
(ii) ker(T 
where ϕ k,j = ϕ α k,j is defined by (1.3) , and the sign − (+) corresponds to j = 1, . . . , k
.
Using boundary conditions (1.2), we get
(ii) Concerning the kernel of T 
(N −2k) 2 . The last one induces that c = 0, and, therefore, V ≡ 0.
(iii) With slight modifications we can repeat the proof of [11, Theorem 3.1, Chapter II] to show that the spectrum of T α 1,k is discrete since lim
In particular, we have the following distribution of the eigenvalues µ 1,1 < µ 1,2 < · · · < µ 1,j < · · ·, with µ 1,j → +∞ as j → +∞.
Below using the perturbation theory we will study n(T 
is real-analytic of type (B).
Observe that T α 1,k tends (in the generalized sense) to the following self-adjoint matrix Schrödinger operator on L 2 (G) with the Kirchhoff condition at ν = 0 as α → 0
As we intend to study negative spectrum of T 
(iii) The operator T Proof. The proof can be found in [5] . We repeat it for the reader's convenience.
(i) The only L 2 (R + )-solution to the equation (ii) Arguing as in the previous item, we can show that ker(T
, and it is spanned by Φ 0,k .
(iii) Denote
First, we will show that the operator T 0 defined by
is non-negative. The proof follows from the identity
Using the above equality and integrating by parts, we get for
Note that the equality
follows from the condition v j (0) = 0 and the fact that x = 0 is the first-order zero for ϕ ′ 0 (x) (i.e. ϕ ′′ 0 (0) = 0). Next we need to prove that n ± (T 0 ) = 1. First, we establish the scale of Hilbert spaces associated with the self-adjoint non-negative operator (see [3, Section I, §1.2.2])
Define for s ≥ 0 the space
The space H s (T) with norm · s,2 is complete. The dual space of H s (T) is denoted by H −s (T) = H s (T) ′ . The norm in the space H −s (T) is defined by the formula
The spaces H s (T) form the following chain
The norm of the space H 1 (T) can be calculated as follows
Therefore, we have the embedding H 1 (T) ֒→ H 1 (G) and, by the Sobolev embedding,
. From the former remark we obtain that the functional δ 1 :
Therefore, using [3, Lemma 1.2.3], it follows that the restrictionT 0 of the operator T onto the domain dom(T 0 ) = {V ∈ dom(T) :
is a densely defined symmetric operator with equal deficiency indices n ± (T 0 ) = 1. By [26, Chapter IV, Theorem 6], the operatorsT 0 and T 0 have equal deficiency indices. Since T 0 1 is the self-adjoint extension of T 0 , by Proposition 4.1, we get n(T
See the proof of Proposition 3.6(iii).
Remark 3.9. Observe that, when we deal with the deficiency indices, the operator T 0 is assumed to act on complex-valued functions which however does not affect the analysis of the negative spectrum of T 0 1 acting on real-valued functions. Combining Lemma 3.7 and Theorem 3.8, in the framework of the perturbation theory we obtain the following proposition. . Then there exist α 0 > 0 and two analytic func-
, and E k (α) is the associated eigenvector for λ k (α). (iii) α 0 can be chosen small enough to ensure that for α ∈ (−α 0 , α 0 ) the spectrum of Γ (for example, a circle) , such that σ 0 belongs to the inner domain of Γ and σ 1 to the outer domain of Γ (note that σ 1 ⊂ (ǫ, +∞) for ǫ > 0). Next, Lemma 3.7 and the analytic perturbations theory imply that Γ ⊂ ρ(T α 1,k ) for sufficiently small |α|, and σ(T α 1,k ) is likewise separated by Γ into two parts, such that the part of σ(T α 1,k ) inside Γ consists of a finite number of eigenvalues with total multiplicity (algebraic) two. Therefore, we obtain from the Kato-Rellich Theorem (see [28, Theorem XII.8] ) the existence of two analytic functions µ k , E k defined in a neighborhood of zero such that the items (i), (ii) and (iii) hold. Now we investigate how the perturbed second eigenvalue moves depending on the sign of α.
Proposition 3.11. There exists 0 < α 1 < α 0 such that λ k (α) < 0 for any α ∈ (−α 1 , 0), and λ k (α) > 0 for any α ∈ (0, α 1 ). Thus, for α close to 0, we have n(
Using analyticity of (T α 1,k ), we obtain for sufficiently small α the following expansions of the second eigenvalue µ k and the corresponding eigenfunction of
we obtain
Combining (3.5) and (3.6), we get
It is easily seen that µ 0,k > 0 for small α. Therefore, n(T . Then the following assertions hold.
We consider the case α < 0. Recall that ker(T Proposition 3.11 implies that α ∞ is well defined and α ∞ ∈ [−∞, 0). We claim that
) and Γ be a closed curve (for example, a circle or a rectangle) such that 0 ∈ Γ ⊂ ρ(T 
−1 is analytic. Therefore, the existence of an analytic family of Riesz-projections α → P (α) given by
has two negative eigenvalues and M = 2, hence, T α 1,k has two negative eigenvalues for α ∈ (α ∞ − ǫ, 0), which contradicts with the definition of α ∞ . Therefore, α ∞ = −∞.
Remark 3.13. In Proposition 4.2 we show the following estimates of n(T α 1,k ) in the whole space L 2 (G):
We believe that these estimates might be useful for the investigation of the orbital instability of the standing waves
Due to Theorem 3.5, we have n(H α k | L 2 k (G) ) = 2 for α < 0, and n(H α k | L 2 k (G) ) = 1 for α > 0. Using Theorem 3.3, we obtain orbital stability of e iωt Φ k in W 1 E,k (G) for α > 0 and spectral instability for α < 0.
Appendix
Below we show the estimates from Remark 3.13. We use the following abstract result (see [26] ). Proposition 4.1. Let A be a densely defined lower semi-bounded symmetric operator (that is, A ≥ mI) with finite deficiency indices n ± (A) = n < ∞ in the Hilbert space H, and let A be a self-adjoint extension of A. Then the spectrum of A in (−∞, m) is discrete and consists of at most n eigenvalues counting multiplicities.
. Then the following assertions hold.
Proof. (i) First, note that T α 1,k is the self-adjoint extension of the symmetric operator
Below we show that the operator T 0,k is non-negative and n ± (T 0,k ) = k + 1 (when T 0,k is assumed to act on complex-valued functions). First, note that every component of the vector
Moreover, for j ∈ {k + 1, . . . , N} the above equality holds also for a k since ϕ ′ k,j (a k ) = 0, j ∈ {k +1, . . . , N}. Using the above equality and integrating by parts, we get for V ∈ dom(T 0,k )
= 0 needs an additional explanation. Indeed, since a k is a zero of the first order for ϕ
= 0. To prove n ± (T 0,k ) = k + 1 we will use the idea of the proof of Theorem 3.8(iii). Consider the following non-negative self-adjoint operator
As in the proof of Theorem 3.8(iii), we define chain of the Hilbert spaces
We have the embedding H 1 (T k ) ֒→ H 1 (G) and, by the Sobolev embedding, H 1 (T k ) ֒→ L ∞ (G). From the former remark we obtain that the functionals
belong to H 1 (T k ) ′ = H −1 (T k ) and consequently δ 1 , δ j,a k ∈ H −2 (T k ). Therefore, using [3, Lemma 3. is not a non-negative operator as α < 0. Thus, we need to assume additionally that v 1 (0) = · · · = v N (0) = 0.
(ii) The result of the item (ii) (for α > 0) of the above Proposition can be extended to the case of k = 0, i.e. n(T α 1,0 ) ≤ N.
