The non-linear nature of the human visual response to achromatic contrast is a key element to improve the performance in achromatic image coding. Expressing transform coefficients in the appropriate contrast units is relevant when some particular non-linear processing hasto be applied. In the achromatic case, the use of non-linear psychophysical models is straightforward since achromatic contrast computation from image transform coefficients is quite simple. However, using equivalent color masking models in transform coding is not easy since psychophysical results are expressed in color contrast units which are non-trivially related to the transform coefficients in opponent color spaces.
INTRODUCTION: CONTRAST DEFINITION MATTERS
The basic structure of lossy transform coding techniques (such as JPEG or JPEG2000) can be described according to the following set of transforms:
where the input image in an RGB color representation, A (x) , is first expressed in an opponent color space according to the chromatic transform K . Then, each color channel in A(x) (achromatic, yellow-blue and red-green) undergoes a spatial transform X . The corresponding color channel is expressed as a linear combination of basis functions with local-frequency meaning (such as block-DCT or wavelets) according to the coefficients a( f ) . Non-trivial bit allocation in the transform domain can be described by a certain transform, P , that amplifies or selects the relevant values of the coefficients. Finally, uniform quantization,
In the most successful image coding techniques, P , is based on models of the perceptual response to the image coefficients. The quality of the results depends on the accuracy of the perceptual model used to select the relevant information in the image. The simplest bit allocation schemes (as in JPEG) are based on linear response models that include the achromatic and chromatic frequency sensitivities [1] . However, over the last decade it has been shown that the results can be substantially improved by using more accurate non-linear response models that include masking effects [2] [3] [4] [5] [6] . Masking refers to the different sensitivity to each image coefficient (basis function) depending on its amplitude and the amplitudes of the neighbor coefficient. This non-linear masking is at the core of the patent [7] .
Non-linear masking models are based on psychophysical experiments using stimuli (basis functions) whose amplitude is expressed in contrast units [8, 9] . Specific models for this non-linear behavior (e.g. divisive normalization) have been reported to be a key element for improvement in achromatic block-DCT context [6, 10] as well as in achromatic JPEG2000 context [4, 11] .
Note that given the non-linear nature of masking, a particular set of masking model parameters will give rise to the right responses only if the input image coefficients are appropriately scaled. This kind of scaling has to be independent of technical issues such as sampling, image or block size, and average energy which, in general, give rise to variations in the magnitude of the coefficients of the discrete spatial transform X . According to this, the bit allocation transform, P , could be further decomposed as: (2) where the input image coefficients are first expressed into the right contrast units (using the transform C ) so that the psychophysically inspired response, R , can be straightforwardly applied. Afterwards additional non-linear feature selection steps may be applied based on machine learning ML as in [10, [12] [13] [14] .
In the achromatic case, the use of non-linear psychophysical models is straightforward since the scaling C (in this case, achromatic contrast computation) from image transform coefficients is quite simple. It reduces to the computation of Michelson contrast which can be obtained from the normalization of AC coefficients by the local DC component [15] .
Given the fact that the non-linear response to chromatic gratings is similar to the achromatic non-linearities [16, 9] , it would be desirable to extend previously reported achromatic non-linear models to the chromatic channels in transform coding. However, the application of equivalent color masking models is not easy since psychophysical results are expressed in color contrast units which are non-trivially related to the transform coefficients of images in opponent color spaces. Among other problems, color contrast scaling, C , is not as trivial as dividing by the color DC component since it may be close to zero (average achromatic region), giving rise to close to singular scaled values.
In this work we focus on the color contrast computation C . We present a general contrast computation procedure, C , for any set of spatial basis functions with any chromatic modulation. The proposed definition is based on (1) simple psychophysics to define purely chromatic basis functions, and (2) statistical analysis of the chromatic content of natural images to define the maximum chromatic modulation. The proposed color contrast definition is the key to (1) applying the relative scaling of the parameters of the different achromatic and chromatic channels (as for instance the relative frequency sensitivity [17, 18] ), and (2) designing the parameters that control the shape of the chromatic nonlinearities from the (well known) achromatic counterpart. This allows a straightforward extension of the achromatic masking model, R , to the chromatic channels in color image coding. In addition, the divisive normalized domain simplifies the design of subsequent machine learning steps ML .
In this work, the use of the proposed color contrast definition is illustrated by a particular non-linear color image coding scheme in which previously reported achromatic response transforms R (as in [6, 10] ) are straightforwardly extended to the chromatic case because of the proposed color contrast definition C . This non-linear coding scheme is compared to the equivalent linear (JPEG-like) scheme, where color contrast definition is not relevant due to the linear nature of the perceptual transform. The superiority of the proposed image coding technique over JPEG is not surprising given the use of more accurate perception models, R , and additional machine learning steps, ML , but it is useful to illustrate how easy it is to generalize previously reported achromatic schemes if the appropriate contrast definition is applied.
The structure of the paper is as follows. In section 2 we briefly review related patents, pointing out the inaccurate treatment of color contrast. In section 3 we develop explicit expressions for color contrast computation C . In section 4 we use the above color contrast computation to propose a particular color image coding technique based on previous achromatic schemes. The other details of the proposed scheme, namely R and ML which are not the main issue of the paper, are given in the appendices 7 and 8 for the reader's convenience. Section 5 shows the results of the proposed method compared to an equivalent JPEG-like scheme. Finally, section 6 draws the conclusions of the work.
DESCRIPTION OF RELATED PATENTS
Several methods have been proposed to increase JPEG compression at the same image quality level, either based on machine learning techniques such as neural networks, or under the inclusion of perceptual knowledge in the coding steps.
Neural networks have been used and patented for image coding in Patent No. 5005206 [19] . In the proposed scheme, the image is finally defined by the weights associated with a trained neural network in a particular linear domain. Another patent using neural networks for image compression is filed in Patent No. 6798914 [20] . The method combines artificial intelligence and neural networks to convert digital image data into symbolic data which isfurther compressed with runlength encoding. In all these schemes, the problems of using neural networks are present; training instability, selection of a proper training algorithm, structure of the network, and the choice of the free parameters. Lately, the introduction of another machine learning algorithm, the support vector machine (SVM), working in a linear transformation (DCT) has been reported in Patent No. WO2003050959 [21] for lossy data compression. The method is used in particular for compressing grayscale images. The introduction of SVM offers some advantages and control on the learning process: interpretability of the free parameters, sparsity in the application space, and lack of heuristics in training as the optimizationproblem is convex and the solution is unique. However, there is not a reported application of the method to color images or how the scheme could deal with them. In addition, the direct application of the standard SVM in the pre-specified (linear) working domain (the DCT domain) is not a good choice either. In [13] , the latter problem is solved by introducing an adaptive SVM that takes into account the different perceptual relevance of the coefficients in the linear domain. Certainly, inclusion of perceptual (or statistical) prior knowledge is of paramount relevance for image coding. In this sense, DCTune is a technology for optimizing JPEG still image compression, and is covered by Patent No. 5426512 [22] . DCTune calculates the best JPEG quantization matrices to achieve the maximum possible compression for a specified perceptual error, given a particular image and a particular set of viewing conditions. This method is based on a point-wise non-linear modelof masking (auto-masking), but it does not consider relations among coefficients (cross-masking) nor any machine learning method.
In [23] it is presented a method to compress images using DCT blocks of different sizes. The size of a block is reduced if its variance is bigger than a given threshold. The initial size of the blocks is 16 16 and the minimum possible size is 2 2. After this block size decomposition each block transform is quantized using a scale factor that correlates with the quality of the image. In [24] the Bayer raw image data is split into four components Br, Gb, R, B. The last three are used to compute differences and the first one is predicted. After this step a variable-length code is obtained encoding each component. The proposed method in [25] uses a Hilbert scanning of the DCT quantized coefficients instead of the zigzag JPEG scanning. The approach in [26] is based on the relationships of color components of two adjacent pixels. They are encoded either by a white and black modification (if at least one of two adjacent pixels is either black or white), a down-sampling (if the adjacent pixels contain smooth color components) or an edge modification (if the transition is sharp). In [27] compression parameters in the JPEG scheme are adjusted automatically in an iterative process in order to reduce the final distortion. Finally, in [28] for each chrominance component context events are computed to perform context-based arithmetic coding. This is performed in a zero coding pass of an entropy coder, a sign coding pass and a magnitude refinement pass can be performed to obtain more symbols for the contextbased arithmetic coding. In all these works the quantization is performed either in the spatial or in the DCT domain, no further transforms or machine learning algorithms are applied.
These methods produce good and competitive results compared to the existing standard JPEG method. However, in all patents and method descriptions, some limitations are observed: (i) there is not a single method that integrates perceptual knowledge and machine learning methods for colorful image compression; (ii) the existing methods do not give proper transformation schemes to deal with contrast in color images, or how they could be computed and introduced in the already patented schemes; (iii) the existing methods do not introduce non-linear perceptual transformations with interactions among coefficients before an eventual learning machine is applied; and (iv) the learning machine is not formulated to be independent of the domain of application.
Alternatives to all these shortcomings are given by the presented method, apparatus and/or software.
ACHROMATIC AND COLOR CONTRAST FROM TRANSFORM COEFFICIENTS
The definition of contrast in classical psychophysical literature is closely related to the particular procedure to construct the stimuli used in the experiments [17, 18] . For instance, chromatic contrast is defined by the luminance modulation of two basis functions of extreme colors, e 1 (i ) and e 2 (i ) , added in counter phase to generate gratings of perceptually uniform brightness [17, 18] . The maximum luminance and color variations (the maximum amplitude of the stimuli, i.e. defining what unit contrast is) is limited by the available color gamut of the particular color reproduction device used in the experiment.
The problems with this definition of chromatic contrast include: (1) it is device dependent and hence not absolute, and (2) it is not straightforwardly related to the amplitude of transform coefficients of images in the selected color space, which is the information readily available in image processing applications. The first problem has been addressed in more recent psychophysical research by using different absolute units for the excursions on the opponent directions such as observer thresholds and standard observer cone excitation contrasts. Examples of such definitions include [9, 16, 29, 30] .
In this work we address the second problem by starting from the definition of the classical psychophysical works based on the amplitude of the two chromatic gratings used to form each iso-brightness grating since, as explicitly shown later, these amplitudes can be related to transform coefficients. However, the scale of what is considered to be unit chromatic contrast is taken from image statistics as opposed to the particular device dependent choice made in the classical experiments. In this work, we explore the maximum excursions in the red-green and yellow-blue directions in a representative color image database and take those excursions as convenient units. These alternative criteria, either psychophysical (as in [9, 16, 29, 30] ) or statistical as the one proposed here, can be seen as just different conventions. The important thing is that both of them are absolute. Incidentally, a large body of literature suggests that psychophysical discrimination thresholds (and the associated non-linearities) are closely related to image statistics [31] [32] [33] [34] [35] . According to this line of thought, it makes sense to use the observed amplitude found in images as an appropriate scaling factor in each opponent direction since the range of chromatic mechanisms should match the range present in natural images.
In order to use a contrast definition in terms of transform amplitudes and still psychophysically meaningful, we have to (1) obtain the equations that relate the amplitudes of localfrequency coefficients and the maximum modulation in color space with the luminance and extreme colors of the equivalent gratings with uniform brightness, and (2) ensure that the extreme colors computed according to the above equations in a big enough color image database are inside the gamut of reproducible colors in the conventional color reproduction devices. The idea is defining the unit of contrast by using the extreme color variations found in natural images and being consistent with the definition of color contrast in the psychophysical literature.
According to this, the achromatic and chromatic contrast definition is based in two steps:
• First, we obtain the equations that relate achromatic and chromatic contrasts to the amplitudes of localfrequency transform of the achromatic and chromatic channels (next subsection 3.1). These equations (for the chromatic channel, i ) depend on some extreme colors, e 1 (i ) and e 2 (i ) , obtained from the maximum color deviation in that chromatic direction, T max (i) . In addition, when using linear color models, the average luminance of the colors to be mixed to generate uniform brightness gratings is not the same because colors of different chromaticity have different brightness for the same luminance [36] . This implies that a psychophysical experiment is needed to estimate the right luminance proportion in the mixture. Subsection 3.2 describes the procedure and the results of such an experiment in the particular case of the DCT basis functions.
• Second, we study the limits of the maximum deviations, T max (i) , in a representative color image database. From the empirical study in subsection 3.3, we estimate the maximum deviations that give rise to unit contrast gratings consistent with the assumptions made in the psychophysical literature.
Finally subsection 3.4 summarizes the resulting transforms for the appropriate contrast definition to be used in transform coding, when DCT and linear YUV are the selected image and color representations. Note that the YUV representation [37] is similar in spirit to the classical DKL opponent space representation [38] . In this application, the use of YUV is just motivated by the fact that the image coding community is familiar with it. The main difference is that in the more accurate psychophysical literature, experiments involve estimation of the weights of the opponent channels to the particular observer (or cell) and to the particular adaptation condition. YUV can be seen as a very crude first order approximation of the perceptually meaningful opponent channels. Here we just add a global iso-brightness correction (and hence still an approximation) on the space which is standard for image coding (YUV) to reduce residual brightness effects in the chromatic channels.
Formulation: Contrast of Achromatic and Chromatic Gratings (Basis Functions) from the Color Modulation in Opponent Color Spaces
The gratings (particular spatial basis functions) of frequency f used in psychophysical experiments have a different color at every spatial position, x , described by a 3D vector T(x) :
where T 0 is the average color, T( f ) represents the chromatic oscillation of that frequency with respect to the average color, and B( f , x) is the selected basis function of frequency f , such as those in the DCT. The index, f , identifying the basis function may be more general than the frequency: in the wavelet case, f , would have a frequency and space meaning. In Eq.3, we added the index, f , to the color deviation, T( f ) , because in natural images the amplitude of the color modulation is different for each basis function, B( f , x) .
In a linear `opponent color space', such as for instance, the linear YUV color space, the three components of T = [T 1 ,T 2 ,T 3 ] , stand for the luminance, T 1 = Y , the Yellow-Blue component, T 2 = U , and the Red-Green component, T 3 = V . Psychophysical experiments use the above gratings to stimulate particular achromatic or chromatic sensors by using particular modulations in the components of T( f ) . The modulations, T i ( f ) , are easily related to the coefficients of the discrete spatial transform of the corresponding image (color channel) in Eq. 3 (see Eqs. 20 below for a particular example). The problem is that the chromatic contrasts in the Yellow-Blue and the Red-Green directions, as they are defined in the psychophysical literature [17, 18] , are not trivially related to T 2 ( f ) and
For the shake of clarity, in the following discussion we will temporarily omit the index f from the color
Lets start from the easy (achromatic) case. In this case, no modulation is used in the chromatic channels ( T 2 = T 3 = 0 ), so the grating that isolates the achromatic channel is:
and the achromatic contrast is simply defined by the Michelson's contrast of the achromatic (only luminance) grating:
where T 01 is the average luminance (or the luminance of the average color), and the amplitude T 1 can be obtained from the corresponding local-frequency coefficients of the luminance channel using standard equations such as Eq. 20. This definition can be extended to more complex wavelet basis by dividing each coefficient in each subband by the corresponding low-pass residual at that resolution [15] . As a result, the achromatic contrast is in the range
However, in [17, 18] , the definition of the chromatic contrast takes into account the way in which chromatic gratings are experimentally designed. In order to generate a purely chromatic modulation around an average color, T 0 , in a given direction, T i , with i = 2, 3 , two luminance gratings with extreme chromaticity from the unit-luminance colors e 1 (i ) and e 2 (i ) , are added in counter phase (see the top row of 
where the luminance modulations Y j (i ) are in the ranges:
the difference between brightness and luminance [36] , the average luminance of the two gratings of hues defined by e j (i ) is not the same, but have to differ by a factor i to obtain a global iso-brightness grating. This is because the relative brightness of e j
is not the same for equal luminance. The deviation from the average luminance (the factor i ) has to be experimentally determined for each chromatic channel. Section 3.2 is devoted to estimate this factor for DCT basis functions of specific frequency and average color.
It is important to note that the luminance modulations in the elementary gratings are coupled:
and the average color is obtained from the sum of the extreme colors e j (i )
with their luminance scaled in a particular proportion (given by the factor i ):
In the psychophysics literature, the chromatic contrast for channel i is defined as the Michelson's contrast of the two counter-phase luminance gratings giving rise to the purely chromatic grating:
Finally, the overall deviation in the chromatic direction i , T (i ) induces no modulation in the orthogonal chromatic channel, but it induces a residual modulation in the luminance channel, i.e.:
or
From Eqs. (3), (6) and (9), a relation between the color modulation in the i -th chromatic direction, T (i ) , and the corresponding chromatic contrast can be derived:
The unit contrast case (taking C chrom
gives a relation between what is considered the maximum modulation in this channel, T max (i) , and the extreme colors, e j (i ) :
Psychophysical experimentation assumes maximum modulation in such a way that the extreme colors are inside the available gamut of the display at hand. According to such criterion, in section 3.3 we will explore a representative color image data base to estimate the maximum possible modulation around the average color in each image in such a way that the extreme colors are always inside the gamut of standard displays (e.g. the dashed triangle of the chromaticity diagram in Fig. 1 ).
The chromatic contrast C chrom
can be obtained from the modulation T i via Eq. 12, C chrom
Given the achromatic and chromatic contrasts as a function of the modulation in each chromatic opponent channel (Eqs. 5 and 14), the last two pieces of information necessary to express the amplitudes of the local-frequency transforms into contrasts are (1) the relationship between the coefficients of the discrete transform, a i ( f ) , and the corresponding modulations, T i ( f ) , and (2) the maximum achievable color modulation in an ordinary display to make the definition compatible with the constraints used in the psychophysical literature.
The first relation depends on the selected spatial transform, e.g. block-DCT or a particular wavelet basis (see section 3.4 for a particular example). The second relation requires a study of the chromatic content of natural images and the corresponding position of the extreme colors e j (i ) .
The next subsections address these issues to give explicit contrast expressions in a particular case of interest in image coding. 
= 0.85 assuming a maximum modulation in the U channel T 2 max = 45 . The top row shows the two counter-phase gratings of extreme chromaticity e 1 (2) (yellow at the left), and e 2 (2) (blue at the center), to generate the purely chromatic grating (at the right). Average luminance values of the yellow and blue gratings have been chosen to obtain constant brightness in the final grating ( YB = 0.14 , see section 3.2), and isolated response in the Yellow-Blue channel ( T 2 0 and T 3 = 0 ). The center row shows the luminance of the gratings in the top row. The bottom plot shows the CIE xy chromatic coordinates of the extreme (unit luminance) colors e j (2) with j = 1, 2 (stars) and the actual colors in the grating (circles).
Increasing the chromatic contrast means simultaneously increasing the luminance amplitudes Y j (2) , thus increasing the chromaticity range covered by the circles. In the extreme (unit contrast) case, the chromatic range would be exactly determined by the extreme colors e j (2) . Reducing the chromatic contrast means reducing the luminance amplitudes Y j and the chromatic range. In the zero contrast limit the only color of the grid would be the average color T 0 (the central circle in the bottom diagram).
Yellow-Blue and Red-Green luminance Proportions for Iso-Brightness Gratings
Here we describe the simple psychophysics carried out to estimate the right proportions of average luminance of the chromatic gratings used to generate purely chromatic gratings in the yellow-blue and red-green directions with uniform brightness, i.e. the factors i in the above equations. Given the particular achromatic image coding scheme we want to generalize to the color case, we assumed a particular opponent color representation (YUV [37] ) widely used in image coding, and we carried out the experiments using DCT gratings. Nevertheless, the procedure would be the same in other color spaces or using other basis functions.
Stimuli. Stimuli were generated with computer controlled CRT monitors and 8 -bit resolution graphic cards. The systems were colorimetrically calibrated and controlled using Matlab , with the library COLORLAB [39] .
Colors e j (i ) were chosen along the directions of color space nulling one chromatic channel in YUV space, in such a way that:
They caused modulations differing in sign only along the i direction from the average color T 0 . The selected average color was taken from the average color of a public color image data base [40] . In the YUV color space, we have: T 0 = [117. 8 13.3 12.6 ] .
The color modulation induced was as large as the color gamut of the monitor could allow. Two luminance DCT gratings, of 8 cpd, each with the chromaticity of one of these colors, and initially with the same mean luminance, were generated in counter phase, and added. The resulting image, subtending 0.25 degrees, was presented against a grey background of 50 cd/ m 2 in an otherwise dark room.
Prior to the actual measurements and by mean of successive adjustments, the mean luminance of the achromatic point, T 0 was modified in such a way that:
Luminance was inside the range of possible values for the monitor used for all pixels in the resulting image.
-A sufficient luminance range remained for the observer to increase the luminance of one of the gratings constituting the final image to reach the constant brightness condition.
With these restraints, the chosen luminance value for the average color was 80 cd/ m 2 .
Measurement: Observers, adapted for one minute to the grey background, were shown the images described above and asked to fixate them foveally. The task of the observer was to adjust the variable i , in such a way that the two hemiperiods of the resulting grating, appeared to have the same brightness, For this, the method of adjustment (MOA) was used [41] . For each observer, the result of the experiment was the mean of five trials. The final result was obtained as the average of a set of 3 naïve observers, in the [25, 38] age range.
Results: The proportion factors of Yellow-Blue and RedGreen gratings found in the above experiment were: YB = 2 = U = 0.14 ± 0.06 (15) 
Since the values i depend on (1) the chromaticity of the extreme colors e j (i ) , (2) the frequency of the grating, and (3) the spatial nature of the basis function, the above values are strictly valid only for the described conditions. Using different basis functions (e.g. using wavelets instead of block DCT) or different opponent color spaces would require specific experimentation using the above procedure. For the image coding purposes, we assume that the proportions found in the above conditions are approximately valid for different average colors and spatial basis functions.
It has to be noted that using non-linear color models with better isolation of the achromatic perception in the corresponding achromatic channel may alleviate the need of this experimental step in order to obtain purely chromatic gratings.
Maximum Modulation in Opponent Spaces in Natural Images
Here we describe the numerical experiment used to estimate reasonable values for the maximum color modulation for natural images in the chromatic directions of the linear YUV space. The values ( T max (i) ) i are necessary for the color contrast definition in Eq. 14. In order to be consistent with the experimental constraints applied in the psychophysical literature, a particular choice of maximum modulation values has to fulfill the following condition: for a typical natural image with average color T 0 , the extreme colors in Eqs. 13 have to be inside the color gamut of a typical color display.
Experiment:
In order to find these values, we started from an arbitrarily large initial guess, e.g. ( T max (i) ) i = 256 , and checked the above condition for the e j (YB) and e j ( RG ) colors (computed by using Eqs. (13) with the experimental proportions Eqs. (15)) over a representative set of natural color images (see next section for the details on the database). If, for some image, one of the computed extreme colors was outside the color gamut of a typical CRT monitor, the corresponding maximum modulation, U max or V max , was reduced by a 5 % . The search procedure stopped when the condition was satisfied for every image in the database. Database: We ran the numerical experiment on a database consisting of 100 images from the McGill University color image database [40] (mainly wildlife images) and 25 raw images taken in our lab (mainly human faces). In the latter case, the Canon EOS 20 D camera used in taking the pictures was calibrated with the COLORLAB library [39] and a PhotoResearch SpectraScan PR650 spectroradiometer.
Due to the limitations of the database (e.g. limited range of average luminance), the outcome of the above procedure is just a set of recommended values. The recommended values do not guarantee a maximum bound for the chromatic contrast: particular images may exist giving rise to chromatic contrasts larger than 1 especially in low luminance and/or high saturation conditions. For such images larger maximum modulation values may give rise to more convenient contrast values. Fig. (2) shows two sample images limiting the maximum modulation in the V and U directions respectively. The CIE xy chromatic diagrams below show the colors of the corresponding image (in gray), the average color (in black), and the extreme colors (in red and blue). The dotted triangle in the chromatic diagrams represents the gamut of available colors in a typical CRT monitor (similar to NTSC or PAL RGB primaries). As seen in the chromatic diagrams, the left image limits the modulation in the V (Red-Green) direction while the right image limits the modulation in the U (Yellow-Blue) direction.
Results:
The maximum modulations compatible with the psychophysical assumptions in the analyzed database were:
The associated error, ±2 , corresponds to the 5% step in the search procedure. In addition, due to the above considerations on the limitations of the database, these values are just a convenient recommendation that may be improved by introducing some sort of dependence on the average luminance in more refined implementations of the definition.
Summary: Explicit Achromatic and Chromatic Contrast Definition from the Transform Coefficients in a Particular Basis
In order to explicitly relate transform coefficients to Fig. (2) . Sample images limiting the maximum modulation in the V and U directions (top) and the corresponding colors (bottom). Note that the red-green and the yellow-blue directions are defined by the red and blue dots.
contrasts we must consider the relation among transform coefficients and the color modulation. In the case of the DCT, this relation can be found elsewhere [42] , and is reproduced here for the reader's convenience. Here, the indices x , f used before are explicitly declared as discrete indices x = (m, n) and f = (p, q) . With this notation, the 2D-DCT coefficients, a( p, q) , of an M N image block, A(m, n) , are [42] :
where
The inverse of the DCT is written as:
If the acquired image is a simple basis function (in the chromatic channel i ) defined as:
one can write the appropriate relation between the coefficients of the image channel i , a i ( p, q) and the actual chromatic modulation in the corresponding frequency T i ( p, q) :
According to the formulation and experimental results presented above, if the selected chromatic representation is linear YUV, and the selected spatial representation is block DCT with M N block size, the recommended contrast transformations are listed below:
The above expressions constitute the explicit transform
, and each component is:
APPLICATION OF THE CONTRAST DEFINITION FOR NON-LINEAR COLOR IMAGE CODING
The above color contrast transform, C , allows for a straightforward extension of the achromatic coding scheme in [10] to the color case. The proposed scheme has the structure shown in equations 1 and 2. In this case, the chromatic transform K is the linear YUV representation [37] . The spatial transform X is a 16 16 block-DCT, the bit allocation transform P consists of a color contrast transform, C , according to Eqs. 21 to 23, the perceptual response transform, R , which is a straightforward generalization of the divisive normalization reported in [6, 10] (see appendix 7), and the machine learning feature selection method, ML , is based in Support Vector Regression (SVR) as reported in [10] (see appendix 8). Finally, the selected description (weights) are uniformly quantized and entropy coded through Q .
As detailed in appendix 7, the proposed color contrast transform implies that the only modification necessary in the previously reported achromatic scheme is the trivial one: the change of the achromatic Contrast Sensitivity Function in the chromatic channels. The shape of the yellow-blue and redgreen frequency sensitivities was straightforwardly taken from the psychophysical literature [17, 18] . The relative scaling of the three contrast sensitivity curves [17, 18] , and the parameters of the divisive normalization [6, 10] need not be modified due to the right color contrast definition.
As detailed in appendix 8 the proposed color contrast transform that enables the divisive normalization in the chromatic channels also simplifies the SVR design in these channels: the standard (constant insensitivity) SVR formulation is also suitable in the chromatic case because they are divisive normalized.
IMAGE CODING RESULTS
This section illustrates the performance of an implementation of the proposed coding method for the compression of a set of color images compared to a JPEGlike algorithm. It is not surprising that the proposed color image coding method achieves better results than JPEG-like methods since it uses a more accurate R and an additional feature selection step ML . The point we want to stress here is not the improvement of the coding results, which is just an illustration, but the simplification of the encoder design, R and ML , due to the proposed color contrast definition, C .
Experimental Setup
The implementation of the proposed method (referred to as C-NL-SVR, Color-Non-Linear-SVR) follows the scheme described in the previous section. In our implementation of JPEG, we use the same YUV color representation and 16 16 block-DCT. Quantization matrices (or the linear responses, R ) are based on the Achromatic and Chromatic Mullen et al. CSFs [17] . The quantizer is uniform and the entropy coding scheme is the same as in the proposed method. Accordingly, both methods are exactly the same except for the R (which is linear in JPEG) and ML which is not present in JPEG. Note that in the JPEG case, contrast definition is irrelevant since the response model is linear. Matlab implementations of both encoding methods are available on-line at http://www.uv.es/vista/vistavalencia/color_ contrast/VistaCoderTools2.0.zip A set of 25 representative color images was used for comparison purposes (see Fig. 3 ). All the images were compressed at different bit-rates in the range [0.1, 2.2] Fig. (3) . Set of images considered for evaluating the compression capabilities of the method. bits/pix. It has to be stressed that the bit rate used in consumer electronics (cell phones, low-end digital cameras, semi-professional and high-end digital cameras) ranges between 1 bit/pix for low quality JPEG files to 2.2 bits/pix for high-quality JPEG files.
In all experiments, we trained three SVR models per block (one per transformed channel) and modeled the (signed) value of the response coefficients, r i ( f ) , i = 1, 2, 3 . As detailed in appendix 8, in our non-linear representation domain, r , we used SVRs with an RBF kernel, constant insensitivity parameter , and set a value arbitrarily large. In all cases, insensitivity and quantization coarseness were jointly tuned to meet the specifications, either the desired entropy or distortion.
After training, the signal is described by the uniformly quantized Lagrange multipliers of the support vectors needed to keep the regression error below the thresholds . The last step is entropy coding of the quantized weights. The compression ratio (or desired distortion) is essentially controlled by a factor applied to the thresholds, .
In the JPEG-like algorithm the compression ratio (or desired distortion) is controlled by the quantization coarseness applied in the uniform quantizer Q .
Numerical Comparison: Rate-Distortion vs Compression Gain
In order to numerically assess the quality of the coded images at the same bit-rate, three different distortion measures were used, the standard (Euclidean) RMSE, and two perceptually meaningful measures: Structural SIMilarity (SSIM) index [43] and S-CIELab distortion metric [44] . A single color SSIM index was obtained by linearly mixing the structural similarities obtained from the luminance, the yellow-blue and the red-green channels: .   Fig. (4) . Average rate-distortion curves over the 25 images using (a) RMSE distortion, (b) S-CIELab distortion, and (c) Structural SIMilarity index, for the considered 16 16 JPEG (dashed) and the C-NL-SVR approach (solid line).
The averaged rate-distortion curves for all images in Fig.  (3) are plotted in Fig. (4) . In the rate-distortion plots we indicate with bars the standard deviation of the distortion (or similarity) obtained for each bit rate. These plots show that the proposed C-NL-SVR is better than JPEG (the solid line is under the dashed line for distortions and is over it for similarity, in the interesting bit-rate range). However, a naïve interpretation of the standard deviation bars overlapping could lead to a question about the significance of this eventual gain.
Note however, that in image rate-distortion plots, overlapping standard deviation bars do not necessarily mean equal behavior or statistically negligible gain: the overlapping comes from the fact that different images in the database have intrinsically different complexity giving rise to quite different distortions when encoded at a given bit rate. Fig. (5a) shows an example of the above with the rate-distortion behavior of the two methods (solid and dashed curves) for two different images of the database (black and blue curves). Of course, if you average among such class of images the standard deviation is going to be big, but the important thing is that the gain is consistent in every image: note for instance that, if you take some particular entropy for the JPEG result in both images (e.g., red or purple dots in Fig. 5a ), the entropy of the C-NL-SVR result with the same distortion is consistently much smaller.
Therefore, it makes more sense to define some compression gain measure for each image and bit-rate, and average these compression gains over the images in the dataset.
Given the fact that we have rate-distortion curves for one image and two compression methods, e.g. D JPEG (H ) and
D C NL SVR (H )
and their inverses H JPEG (D) and H C NL SVR (D) , we define the compression gain of one method versus the reference method for a given entropy, H , in terms of the ratio between the entropy of the reference method (e.g. JPEG) and the entropy of the other method for the same distortion level: Fig. (5b) shows an illustrative scheme for measuring the compression gain for a distortion measure on a particular image (zoom of the RMSE rate-distortion for the black curves image of the left plot). In the example illustrated in Fig. (5b) we consider the two possible cases (gain smaller than 1 at low entropy and gain bigger than 1 at high entropy). Note that gain values bigger than 1 mean that the proposed method use less bits to represent the image for the same distortion. This compression gain can also be expressed in percentage terms by using:
In practical terms, for a given entropy, G = 2 or PG = 100% means that 20 C-NL-SVR images have the same volume in bits than 10 JPEG images (with the same measured quality).
Of course, the particular compression gain values depend on the selected quality measure and the dataset. For a given distortion level, the difference in rate between methods is measured and compared.
CIELAB. As the standard deviation bars do not cross below the G = 1 line, this means that the gain is consistent over a wide range of images, thus the proposed method clearly outperforms JPEG.
Visual comparison
Figs. (7) (8) (9) (10) (11) show representative results of the considered methods on 5 images (`Parrot', `Lena', `Roof', `Flower3', `Face1') at different bit rates in the range [1.0, 2.2 ] bits/pix. The visual results confirm that the numerical gains shown in Fig. (6) are also perceptually significant. In general, JPEG leads to poorer (blocky) results. Also, it is worth noting that high frequency details are smoothed. These effects are highly alleviated by introducing the SVR in the non-linear perceptual domain. See, for instance, the better reproduction of the high frequency pattern in the parrot's eye (Fig. 7) , the vertical roof's stick (Fig. 8) , Lena's eyes and cheek and her hat feathers (Fig.   9) , and the annoying blocky effect in the flower (Fig. 10) and face images (Fig. 11). 
CONCLUSION
In this work we described a general procedure to define color contrast for any spatial basis functions with any chromatic modulation. Explicit expressions for the linear YUV color representation and DCT basis function are given. The proposed definition is based on (1) simple psychophysics to define purely chromatic basis functions, and (2) statistical analysis of the chromatic content of natural images to define the maximum chromatic modulation. The proposed color contrast definition allows straightforward extension of the well known non-linear achromatic masking models to the chromatic case for color image coding: in fact the same parameters for the non-linearity were used, and the chromatic CSF curves were straightforwardly scaled with regard to the achromatic one. In addition, the operation in the divisive normalized domain (made possible by the color Fig. (6) . Average gains (with standard deviation bars) of the C-NL-SVR approach with respect to JPEG in terms of (a) RMSE distortion, (b) the S-CIELab error [44] , and (c) the Structural SIMilarity index, SSIM [43] . contrast definition) also simplifies the design of additional machine learning techniques to be applied to the chromatic channels.
The superiority of the proposed image coding technique over JPEG is not surprising given the use of more accurate perception models and additional machine learning steps. However, the image coding example is useful to illustrate how easy it is to generalize previously reported achromatic schemes if the appropriate contrast definition is applied.
NON-LINEAR PERCEPTUAL TRANSFORMS ( R )
This section is devoted to the description of the nonlinear perceptual transforms applied to the local-frequency transforms expressed in achromatic and chromatic contrast units.
Divisive normalization transforms (Achromatic, Yellow-Blue and Red-Green)
The use of divisive normalization, R , in image coding is motivated by perceptual and statistical facts. On the one hand, contrast gain control and masking experiments (both achromatic [4, 8] , and chromatic [16, 9] ) show that the visibility of image components, and hence the appropriate quantization coarseness, depends on the energy of the coefficients. On the other hand, statistical analysis of natural images shows that masking non-linearities are useful to achieve component independence [6, 31, 34, 35, 45] , and hence for image coding. In this appendix we present the parameters to extend the achromatic transform used in [10] to the color channels. The spatial analysis of chromatic channels in the human visual system is performed by bandpass filters [46] whose response is non-linear [16] and, as in the achromatic case, it has been modeled by using divisive normalization [9] .
The structure of the divisive normalization transform is as follows [8, 47] : the energy of each linear coefficient (in contrast units) is normalized by a combination of the energies of neighboring coefficients,
where subscript i = 1, 2, 3 denotes the channel; c i ( f ) are the transform coefficients in contrast units; s i ( f ) are functions related to the corresponding Contrast Sensitivity Function (CSF) [17, 18] ; is the excitation and inhibition exponent (here we use = 2 as in [10] ); ( f ) is a regularizing function; and, h( f , f ) determines the interaction neighborhood among coefficients in the non-linear normalization of the energy.
(cpd), and the Gaussian is normalized to have unit volume. The above interaction kernel, h( f , f ) , is just an example including intra-block frequency relations, but it could be generalized to include spatial and chromatic interactions. According to the results in [16, 48, 49] masking interactions between the chromatic and the achromatic channels do exist. The proposed non-linear representation is a first (intrachannel) approximation to the actual behavior. The use of more accurate kernels that account for these interactions is a matter for further research.
Of course, this kind of divisive normalization model for the achromatic and the chromatic channels comes from the analysis of the perception of simple periodic patterns, but a number of applications with natural images show that it works in more general environments and accounts for the perception of purely chromatic distortions in complex environments. The achromatic version of the above model has been successfully applied in several image processing applications including achromatic image coding [6, 10] and achromatic image denoising [50] . The full, achromatic and chromatic, version of the model has been used to improve the performance of image quality assessment algorithms [35, 51] .
In the chromatic case, similar non-linear response to chromatic contrast has been reported 1 . This is why, thanks to the appropriate color contrast computation presented in section 3, the proposed non-linearities for the chromatic channels use the same control parameters ( , and h ) than the previously achromatic non-linearity. The only difference in the responses is the overall frequency sensitivity in each channel. These sensitivities are based on previous work on chromatic CSFs [17, 18] . Again, due to the proposed color contrast definition, the absolute scaling of the CSFs is straightforward: we keep the (successful) scaling of the achromatic function reported in [6, 10] and then apply the relative scaling of the chromatic CSFs reported in [17, 18] . Figs. (12-14) summarize the parameters used in the nonlinear response for the achromatic and chromatic channels s i ( f ) .
Checking the Invertibility of the Non-Linear (Chromatic) Transforms
The non-linear transforms, R , must be invertible in order to reconstruct the image at the decoder from the coded stream. In [6] a closed-form inversion was proposed and the invertibility was studied for the achromatic case. This procedure involves the inversion of the matrix (I D r i h) , where I is the identity matrix, D r i is a diagonal matrix with the absolute value of the elements of r i ( f ) and h is the matrix that models the relations between coefficients. The inversion condition states that all the eigenvalues of D r i h must be less than one. There is no theoretical guarantee that this condition holds for all images (neither in the already proposed achromatic case, nor in the chromatic cases proposed here). Therefore, the invertibility of the chromatic non-linear transforms has to be explicitly checked empirically. Fig. (13) . Parameter ( f ) in Eq. (27) . The same values are used in the three chromatic channels.
The invertibility condition was empirically tested by computing the largest eigenvalue of the matrices D r 2 h and D r 3 h for 25600 16 16 color image blocks from the color image dataset [40] . The invertibility condition was also checked for reconstructed r i from the quantized SVR weights for different compression rates in the range [0.1, 2.2] bits/pix.
In this exploration, the largest eigenvalue for every image block and compression rate was always lower than 1. This result suggest that the proposed chromatic transforms can be safely used for image coding since they are invertible.
SUPPORT VECTOR REGRESSION ( ML )
The use of Support Vector Regression (SVR) techniques in achromatic image coding was first proposed in [12] , due to the ability of these techniques to represent the signal with a small number of relevant features (or support vectors). The original algorithm in [12] assumed a simplified low-pass linear human vision model. More accurate SVR design was reported in [13] , based on the achromatic CSF. Better performance of SVR learning is obtained when it is applied on the (achromatic) divisive normalized domain [10, 14] . The color image coding proposed here also incorporates this machine learning step, ML , on the two chromatic channels.
As discussed in [10, 14] , the use of the standard (constant insensitivity) SVR formulation is possible due to the reduced relations among coefficients in the divisive normalized domain. Again, the color contrast definition proposed here and the straightforward generalization of the divisive normalization to the color channels gives rise to an additional simplification for SVR learning: since the chromatic normalized responses share the Euclidean nature of the achromatic responses, simple and standard (constant insensitivity) SVRs (as the ones reported for the achromatic channel) are enough in the chromatic case.
In this appendix we review the standard SVR formulation and give some remarks on its use in image coding.
Standard SVR
In the proposed image coding scheme, three SVRs are applied independentlyto the coefficients in each non-linear representation domain r( f ) = [r 1 ( f ), r 2 ( f ), r 3 ( f )] . Hereafter, and for the sakeof clarity, we will present the notation of the SVR for only one generic channel representation, r . Consequently, we are given a paired set of N coefficients ( f , r) , where f = 1,…, N represents the spatio-frequency index descriptor of coefficients r R in the particular nonlinear perceptually-transformed channel (either r 1 ( f ) , r 2 ( f ) or r 3 ( f ) ). The standard formulation of the SVR maps the input data f to a higher dimensional space where a linear Fig. (12) . Parameters s i ( f ) for each channel in Eq. (27) .
regression is solved, which is non-linearly related to the input representation space. The regression model is thus defined as r f = F( f ) = w, ( f ) + b (29) where r are the r coefficient estimations; , represents the dot product operation; is a non-linear mapping to a higher dimensional Hilbert space : R H ; w is a weight vector in the transformed high-dimensional feature space; and b is the bias term in the regression model. In our implementation the bias term is set to zero because the signals to be fitted (the transform coefficients) have zero mean.
The SVR consists of solving the following regularized problem with linear constraints:
subject to:
2 r_f-(w,(f)+b) +_f f =1,..., N (w,(f)+b)-r_f +_f^ f =1,..., N_f,_f^ 0 f =1,..., N Free parameter tunes the trade-off between fitting the model tothe data (minimizing the errors f and f ) and keeping model weights PwP small (enforcing flatness in the feature space). The method uses the so-called -insensitive loss function [52] , which penalizes errors larger than linearly. It is worth stressing that free parameter accounts for the allowed error or distortion. Fig. (14) . Three illustrative frequency interaction neighborhoods (rows of h( f , f ) ) in Eq. (27) . Each surface corresponds to a different frequency. Frequencies are expressed in cycles per degree. The central coefficient of each Gaussian neighborhood is set to zero. The same values are used in the three chromatic channels.
