The cyclohedron W n , known also as the Bott-Taubes polytope, arises both as the polyhedral realization of the poset of all cyclic bracketings of the word x 1 x 2 . . . x n and as an essential part of the Fulton-MacPherson compactification of the configuration space of n distinct, labelled points on the circle S 1 . The "polygonal pegs problem" asks whether every simple, closed curve in the plane or in the higher dimensional space admits an inscribed polygon of a given shape. We develop a new approach to the polygonal pegs problem based on the FultonMacPherson (Axelrod-Singer, Kontsevich) compactification of the configuration space of (cyclically) ordered n-element subsets in S 1 . Among the results obtained by this method are proofs of Grünbaum's conjecture about affine regular hexagons inscribed in smooth Jordan curves and a new proof of the conjecture of Hadwiger about inscribed parallelograms in smooth, simple, closed curves in the 3-space (originally established by Makeev in [Mak]).
Introduction
The classical "square peg problem", going back to Toeplitz (1911) and Emch (1913) , asks whether every Jordan curve in the plane has four points forming a square. In the first published account of the problem [Em] the result was established for the case of closed convex curves. Over the span of almost one hundred years many interesting cases of the problem were resolved, occasionally after initial partial refutations and subsequent improvements over the original proofs. The reader is referred to [Grü] , [KlWa] , and [Pak] for a more complete overview of the history of the problem and a brief discussion of the leading contributions by Emch (1911 Emch ( , 1913 , Shnirelman (1929 Shnirelman ( , 1944 , Jerrard (1961) , Stromquist (1989) , Griffiths (1991) , and others.
In spite of its simple and mathematically attractive formulation the square peg problem has not been solved so far in full generality. Other problems of similar nature were formulated in the meantime and some of them have remained unsolved even in the case of smooth curves, see [Grü] and [Ha] for examples and [Gri] , [Pak] for a broader outlook on the whole area.
In this paper we emphasize the role of cyclohedra W n in the "square peg problem" and other related problems of discrete geometry where polygons are inscribed in curves, surfaces etc. We start in Section 5 with a complete, reasonably short and conceptually transparent (if not entirely elementary) solution of the "square peg problem" in the case of smooth curves. More importantly, this section serves as a model example of how the "cyclohedron approach" (or the method of canonical compactifications) can be applied to other problems of this nature. In Section 6, using this method, we prove the Grünbaum's conjecture about inscribed affine regular hexagons in smooth, simple closed curves in the plane. By the same technique we prove a result in Section 7 (established earlier in [Mak] by different methods) which confirms a conjecture of Hadwiger about inscribed parallelograms in smooth, simple, closed curves in the 3-space. These results should not be seen as isolated examples. Rather they are an indication of the potential of the method for applications to many other classes of problems where the degeneration of point configurations and the appearance of the associated pseudo-solutions has been one of the main obstacles for applying standard topological methods. In Section 8 we briefly discuss possibilities for extending results from Sections 5, 6 and 7 to larger classes of curves and offer a broader outlook to the method of canonical compactifications (FMASK -compactifications).
Outline of the main idea
Given a Jordan curve Γ ⊂ R 2 and its parametrization f : S 1 → Γ, the configuration space of all (labelled) quadrangles inscribed in Γ is parameterized by the torus T 4 ∼ = (S 1 ) 4 . In order to determine which of these quadrangles are squares one introduces an associated test map Φ : T 4 → U where U ∼ = R 4 is the associated test vector space. The test map is well chosen if q ∈ T 4 is associated to a square inscribed in Γ if and only if Φ(q) = 0 ∈ U.
• Recall that the configuration space, the test map, and the test space are the basic ingredients of the well known "configuration space/test map scheme" [Ž04] (CS/T M-scheme for short) for applying (equivariant) topological methods in combinatorial geometry. This proof scheme has been applied for decades before it was codified and named in [Ž96] , [Ž98] and remains one of the main tools for applying topological methods in geometric combinatorics.
One of the main difficulties with the application of the CS/T M-scheme in the "square peg problem" and its relatives is the appearance of pseudo-solutions, i.e. degenerate configurations which pass the test Φ(q) = 0 but are not genuine solutions. Indeed, the test map Φ often takes into account only the mutual distances of elements of the configuration q, so for example in the square peg problem F does not distinguish degenerate squares q = (v, v, v, v) from actual squares. A natural way to get around this difficulty is to remove from the configuration space T 4 the diagonal ∆ = {q | q = (v, v, v, v) for some v ∈ S 1 } or perhaps more consistently the "fat diagonal" ∆ f := {q = (q 1 , q 2 , q 3 , q 4 ) | q i = q j for some i = j}. The resulting truncated configuration spaces T 4 \ ∆ and F (S 1 , 4) := T 4 \ ∆ f are no longer compact and this is often a source of other difficulties of topological nature.
Our main new idea is to "blow up" the degenerate configurations in ∆ (∆ f ) and to modify accordingly (regularize) the test map Φ. This means that we replace the original configuration space by the Fulton-MacPherson compactification [F-M] of the truncated configurations space. Actually we use its spherical version and a close relative due to Axelrod-Singer and Kontsevich [A-S] [Ko] , here referred to as the canonical or FMASK -compactification of the configuration space.
In the context of the square peg problem, the configuration space
′ of the original test map which essentially takes into account the rescaling of the degenerate configurations.
Throughout the paper we mainly work with the subspace
n \ ∆ f of all cyclically ordered n-tuples of points in S 1 and the corresponding compactification n] which is sufficient for all our applications and which is fairly independent of the general theory of FMASK compactifications (see however [Si] for a more complete treatment of F [M, n] and other related compactifications).
FMASK -compactification of configuration spaces
Let us recall some elementary facts about the partially ordered set (C(Y ), ) of all compactifications of a (locally compact, Hausdorff) space Y . c 1 Y , which turns " " into an order relation on the set C(Y ) of (equivalence classes) of compactifications of Y . A simple but important fact is that each non-empty set C 0 ⊂ C(Y ) has the least upper bound with respect to the order " ", see e.g. [E] , Theorem 3.5.9. Indeed, if C 0 = {c j Y } j∈J then the smallest compactification τ Y such that c j Y τ Y for all j ∈ J can be described as the closure of the image of the diagonal embedding ∆ : Y → j∈J c j Y .
• 2 A map g : Y → Z from Y to a compact Z is not necessarily extendable to a compactification cY prescribed in advance. However, there exists the smallest compactification τ Y such that cY τ Y and a map g
it is easy to show that the closure Cl cY ×Z (Γ(g)) of the graph Γ(g) ⊂ Y × Z ⊂ cY × Z, in the compact space cY × Z, has all the required properties. More generally, given a family F = {g j } j∈J of maps g j : Y → Z j , from Y to compact spaces Z j , there is the smallest compactification τ Y = τ F Y greater than cY where all functions g j can be extended.
2 \ ∆ is the space of all ordered pairs of distinct points in S 1 . Let cY = T 2 = (S 1 ) 2 be its "naive compactification" and let g : Y → S 1 be the map defined by g(x, y) := (x − y)/ x − y . Then the compactification τ Y , described as the closure of the graph
, is the "oriented blow up" of (S 1 ) 2 along the diagonal ∆. For the future reference (Section 7) we denote this compactification byF [S 1 , 2] and observe that it is homeomorphic to the annulus
Our main example of the construction of τ F Y is the canonical compactification (or the FMASK compactification)
The functions θ i alow us to reconstruct q ∈ S 1 (n), up to a rotation. However these functions cannot be extended to the closure cY := Cl(S 1 (n)) of S 1 (n) in (S 1 ) n , since for example θ i (q) is meaningless if q i = q i+1 . For this reason it is quite natural to pass to the compactification τ F Y where all these functions are well defined.
n and the family F = {θ j } n j=1 . More explicitly, τ Y is the closure of the image of the embedding
where Λ = c× j θ j is the associated diagonal map. Similarly, by starting with the configuration space F (S 1 , n) of all (not necessarily cyclically ordered) n-tuples of distinct points in S 1 , one obtains the associated FMASK compactification F [S 1 , n].
• [A-S] , [Ko] , [Si] , see also Definition 3.
For completeness and as an additional illustration of the main construction described in • 2 we finish this section with the definition of the FMASK -compactification F [R d , n]. Note that the word "compactification" is not quite appropriate here, however the construction of the (partial) compactification τ F Y is still meaningful and natural from the geometric point of view.
The following proposition reveals the stratified manifold structure of the space
where W n is a (n − 1)-dimensional, convex polytope, called cyclohedron or the BottTaubes polytope. W n is combinatorially described as the convex polytope whose face lattice is isomorphic to the poset of all partial, cyclic bracketings of the word x 1 x 2 . . . x n . Proof: (outline) The reader is referred to [B-T] , [Mar] , [MSS] , and [Si] for more detailed presentation and related background facts. We restrict ourselves to a brief explanation of the isomorphism (1), sufficient for intended applications. 
to a functionλ :
, where ∡(p, q) = p q is the arc length of the (counterclockwise) arc with endpoints p and q. Indeed, the function λ can be expressed in terms of functions θ i , consequently it can be extended to S 1 [n] and its extension similarly expressed in terms of functionsθ i . The configuration space S 1 (n) is clearly isomorphic to S 1 × Int(∆) n−1 . The reader can use the "navigation screens" to convince herself that the compactification of this space is indeed described by equation (1). For example one can check that the generic configurations depicted in Figure 2 (a), (b), and (c), respectively correspond to parallelograms, pentagonal, and hexagonal facets of the cyclohedron W 4 .
Square pegs in round holes
We begin with a version of the "square pegs in round holes" theorem for C 1 -smooth curves embedded in the 2-space. This result was in this generality proved by Stromquist [St] , see also Schnirelmann [Shn] and Guggenheimer [Gug] for earlier results established with some extra hypotheses on the smoothness or curvature of the curve. The reader is referred to [Grü] (p. 84) for a list of references addressing the case of a convex curve and to [Pa08] for what appears to be the only elementary presentation of the case of simple closed polygons.
Theorem 5. Every simple closed curve Γ ⊂ R 2 , which is C 1 -smooth, i.e. has a nonvanishing and continuously moving tangent vector at each point, admits an inscribed square. Our proof of Theorem 5 serves as a model for other proofs of similar nature. For this reason it is broken into relevant individual steps illustrating FMASK -compactification modification of the usual CS/T M-scheme [Ž04] . The scheme of the proof is summarized in Section 5.5.
Theorem 5 is a not the most general result about inscribed squares in Jordan curves, see [St] , and Section 8 for a related discussion from the FMASK -compactification point of view.
Configuration space S 1 (4) and the test maps
Suppose that f : S 1 → R 2 is a smooth embedding satisfying the conditions of Theorem 5. Moreover we silently assume, here and elsewhere in the paper, that the embedding is "counterclockwise" in the sense that the degree of the associated map s → df /ds is +1.
Let Γ = Image(f ) ⊂ R 2 be the associated smooth curve. Suppose that
where
It is clear that f (t 1 ), f (t 2 ), f (t 3 ), f (t 4 ) are consecutive vertices of a square inscribed in the curve Γ if and only if Φ(t) = 0. Let Φ 0 : S 1 (4) → U be the restriction of Φ on the configuration space S 1 (4) of all labelled 4-element subsets of S 1 such that the labelling agrees with the counterclockwise (cyclic) order of points on the circle S 1 . The symmetric group S 4 acts on (S 1 ) 4 by permuting coordinates. However, it is its subgroup Z/4 of cyclic permutations that naturally acts on U and its subspaces U i , and turns Φ into a Z/4-equivariant map. In turn Φ 0 is also a Z/4-equivariant map and for the proof of Theorem 5 it would be sufficient to show that such an equivariant map must have a zero.
Finally, let us record for the further reference that the generator ω ∈ Z/2 acts on
by reversing the orientation while the action on U is the antipodal action ω(v) = −v, hence it preserves the orientation of U ∼ = R 4 .
Compactified configuration space S
be the canonical or FMASK -compactification of the configuration space S 1 (4). We use the basic properties of this compactification, as outlined in Section 3, to define a modified test map Ψ 0 :
as the arc-length diameter of the set {t 1 , t 2 , t 3 , t 4 }, i.e. the minimum arc-length of a closed arc L ⊂ S 1 such that t i ∈ L for each i. Let ξ := η −1 and let Φ ′ be the modification of the test map Φ (equation (3)) defined by
Finally, let Φ ′ 0 be the restriction of Φ 0 on S 1 (4).
Proof: The extension Ψ is clearly unique (if it exists). It is also clear that the only case to be discussed is the case of points q ∈ S 1 [4]\ S 1 (4) such that η(q) = 0, or equivalently ξ(q) = +∞. These are the points which corresponds to pentagons in Figure 1 and can be characterized as limits in
The last condition implies that all sequences (t n i ) +∞ n=1 converge to the same point s ∈ S 1 . The point q ∈ S 1 [4], which is the limit (in S 1 [4]) of the sequence q n ∈ S 1 (4), is (in the language of Section 4) best visualized in the 2-dimensional screens described by equation (2). Since the associated barycentric coordinates
etc. are all well defined as functions on S 1 [4], it remains to be checked that the same applies to the functions
that appear in the test map (4), i.e. that these quotient can be meaningfully (and continuously) extended to points q ∈ S 1 [4] . Since in the small neighborhood of s ∈ S 1 the function f : S 1 → R 2 is approximated by a linear function, i.e. the curve Γ is in the vicinity of z = f (s) (up to a higher order infinitesimal) approximated by its tangent line at z ∈ Γ, we make the following useful observation.
is equal to the value of the original test function Φ 0 at an "infinitesimal" quadruple q n = {t n i ≺ t n j ≺ t n k ≺ t n l } approximating q, divided by the associated "infinitesimal" arc-length η(q n ).
It follows that Ψ 1 (q) is always a non-zero vector collinear to the tangent vector of Γ at z = f (s) with the only exception being the case of the point q represented by an "infinitesimal parallelogram" i.e. if
In this case it is not difficult to check that Ψ 3 (q) = 0 which comletes the proof of the first part of the proposition.
For the second part, let us suppose that f 0 , f 1 : S 1 → R 2 are two smooth embeddings such that both maps s → df i /ds, i = 0, 1 have degree +1. Then the independence of the Z/4-homotopy class of the map Ψ ∂ from the embedding f : S 1 → R 2 follows from the fact that any two such embeddings can be connected by a regular homotopy i.e. by a family f t , t ∈ [0, 1] of smooth embeddings such df t (s)/ds = 0 for each s ∈ S 1 .
The obstruction . . .
It remains to be shown that no map in the Z/4-equivariant homotopy class of the map Ψ ∂ can be extended to S 1 × W 4 , i.e. that there does not exist a Z/4-equivariant map "?" that completes the square
The obstruction to the extension problem (5) lives in the equivariant cohomology group
where Z = π 3 (U \{0}) ∼ = H 3 (U \{0}) ∼ = H 3 (S 3 ) ∼ = Z inherits the Z/4-module structure from the Z/4-action on U. By equivariant Poincaré duality this group is isomorphic to the group H Z/4
where ε is associated orientation character, i.e. the Z/4-module
. . . and its evaluation
We evaluate the obstruction in Z Z/4 ∼ = Z/2 by counting the zeros of a "generic" (transverse to zero) map ? : (5)) which extends a map in the Z/4-equivariant homotopy class of Ψ ∂ . Suppose that Γ is a smooth oval in the plane which admits a Z/2 × Z/2 symmetry. For example we can choose for Γ the ellipse centered at the origin, symmetric with respect to the coordinate axes (Figure 4) . Such an oval (ellipse) has a unique inscribed square. Suppose that the vertices of this square (in counterclockwise order) are b 1 , b 2 , b 3 , b 4 and that b 1 is in the first quadrant. Moreover we assume that b j = f (a j ) for some parameters a j ∈ S 1 . There is an obvious isomorphism
T a i (S 1 ) of tangent spaces. Let x i be a local coordinate on S 1 defined in the neighborhood of a i . For example let x i (c) be the (oriented) angle ∡(a i , c) swept by the radius vector moving from a i to c. Let [
] be the associated basis (frame) of tangent vectors in T a (S 1 (4)). We want to show that the differential dΨ a :
j=1 , for appropriate non-zero scalars λ j .
Let α : (R 2 ) 4 → R 2 × R × R be the map defined by α(y) = (φ 1 (y), φ 2 (y), φ 3 (y)), so in particular Φ(x) = α(F (x)). The frame [
j=1 is equal, up to rescaling and possibly up to some changes of signs, to the frame [dα(
where v i is an arbitrary (non-zero) vector in T b i (Γ) prescribed in advance. For convenience (Figure 4) we assume that the collection
Let us suppose that the rate of change of α in the direction of vector v 1 , evaluated at the point ( By taking into account the (Z/2 × Z/2)-symmetry of the curve Γ, one easily deduces that
It follows that the determinant Det of the frame [dα(v j )]
which in turn implies that the frame [
j=1 is also non-degenerate.
The proof of Theorem 5
Proof of Theorem 5: Assume that f : S 1 → R 2 is a (counterclockwise) smooth parametrization of the curve Γ. The zeros of the associated (Z/4-equivariant) "test map" Φ 0 : S 1 (4) → U (Section 5.1) are in one-to-one correspondence with the squares inscribed in Γ. After rescaling by a suitable positive, real function ξ, the modified test map Φ 6 Grünbaum's conjecture B. Grünbaum, see [Grü] page 85, conjectured that every Jordan curve in the plane contains the vertices of an affine-regular hexagon. By definition a hexagon in the plane is affine-regular if it is the image of a regular hexagon by an affine automorphism of the plane. In contrast to the square peg problem, as emphasized in [Grü] , the Grünbaum's conjecture has been opened even for the case of smooth curves. In this section we establish this case of the conjecture and refer the reader to Section 8 for a brief discussion how the smoothness condition can be relaxed.
Theorem 7. Every C 1 -smooth, simple, closed curve in the plane contains either the vertices of an affine-regular hexagon or six collinear points which are the limit configuration of a convergent sequence of affine-regular hexagons.
The proof of Theorem 7 follows the same scheme used in Section 5 so we focus our attention on differences and relevant calculations. By assumption Γ ⊂ R 2 is a simple, closed, C 1 -smooth curve in the plane, the last condition saying that a parametrization can be chosen so that the curve has a non-zero, continuously moving tangent vector.
In analogy with the square peg problem we choose for the configuration space the Fulton-MacPherson compactification S 1 [6] of the space S 1 (6) of all labelled, cyclically ordered 6-element subsets {t 1 ≺ t 2 ≺ . . . ≺ t 6 ≺ t 1 } in S 1 . Next we introduce the maps α, β, γ, δ which serve for testing if the points x 1 , x 2 , . . . , x 6 are consecutive vertices of an affine-regular hexagon in the plane,
Note that the condition α(x) = 0 says that the midpoints of the large diagonals [x 1 , x 4 ] and [x 2 , x 5 ] coincide while δ(x) = 0, in addition to α(x) = β(x) = γ(x) = 0, guarantees that the pairs of opposite sides are parallel to and half the length of the large diagonal separating them.
As in the "square peg problem", the system of equations
admits, aside from genuine affine-regular hexagons, also some degenerate solutions, for example the hexagons where all vertices collapse to the same point. More generally there exist solutions where points coincide in pairs, e.g. the solution x 1 = x 2 = a, x 4 = x 5 = −a, x 3 = x 6 and the solutions obtained from this one by a cyclic permutation of indices. These two types of degenerate solutions will be referred to as 1-point and 3-point degenerate solutions. The system (7) has also collinear 6-point solutions and together these are the only degenerate solutions that can occur. In order to understand better these 6-point "pseudo-solutions", let us assume that x 1 +x 3 +x 5 = x 2 +x 4 +x 6 = 0 and that all these points belong to the real axes. In light of the fact that x 1 + x 3 = x 2 , x 2 + x 4 = x 3 , etc. we see that if 0 < x 2 < x 1 then x 3 < 0 ( Figure 6 ) which leads to the following simple but important observation.
Observation 8. Suppose that x 1 , x 2 , . . . , x 6 are collinear points which are also vertices of a degenerate, affine-regular hexagon, i.e. a configuration obtained as a limit of a convergent sequence of affine-regular hexagons. Suppose that these points appear in this order on a smooth, Jordan curve Γ, i.e. x j = f (t j ) where t 1 ≺ t 2 ≺ . . . ≺ t 6 ≺ t 1 . Then the order of the appearance of these points on the line (in any direction) is a non-trivial permutation of indices 1, 2, . . . , 6 different from a cyclic permutation.
x 5 x 6
Figure 6: A degenerate, affine-regular hexagon.
Compactified configuration space and the test maps
Let U ′ ∼ = U 3 1 ⊕ U 2 , where U 1 ∼ = U 2 ∼ = R 2 , be the preliminary test space defined as the total target space for the test maps α, β, γ and δ, described in (6). Since the first three maps are not independent α + β + γ = 0, let V := {(u, v, w) ∈ U 3 1 | u + v + w = 0} and let the actual "test space" be the direct sum
be the map induced by the embedding f : S 1 → R 2 and Φ : (S 1 ) 6 → U the "test map" where Φ(t) := (α(F (t)), β(F (t)), γ(F (t))) ⊕ (δ(F (t))). Finally, let Φ 0 : S 1 (6) → U be the restriction of Φ on the configuration space S 1 (6). The next step, as in Section 5.2, is a rescaling of the map Φ 0 in order to make it suitable for an extension on the compactified configuration space S 1 [6]. As before (Section 5.2) let η : S 1 (6) → R + be the map evaluating the "circular diameter" of a configuration t 1 ≺ t 2 ≺ . . . ≺ t 6 ∈ S 1 (6) and ξ := η −1 . Let Φ ′ := ξ · Φ be the rescaled version of the map Φ and Φ ′ 0 its restriction on S 1 (6). The proof of the following proposition is similar to the proof of Proposition 6 so we omit most of the details.
Proposition 9. The Z/6-equivariant map Φ ′ 0 : S 1 (6) → U can be extended to a Z/6-equivariant map Ψ :
Moreover, the Z/6-equivariant homotopy class of the restriction Ψ ∂ : S 1 × ∂W 6 → U \ {0} does not depend on the (counterclockwise) embedding f :
Proof: (outline) In order to show that Ψ has no zeros on the boundary S 1 × ∂W 6 we have to show that "infinitesimal degenerate hexagons" cannot appear as zeros of the map Ψ : S 1 [6] → U. Indeed, this is ruled out by the Observation 8. The rest of Proposition 9 is established by the arguments already used in the proof of Proposition 6 so we omit the details.
The obstruction and its evaluation
As in Section 5.3, there arises an extension problem
with the corresponding obstruction living in the group
As in Section 5.3 we evaluate the obstruction by choosing a conveniently "generic" curve Γ ⊂ R 2 and counting the number of affine-regular hexagons inscribed in this curve. Let Γ be the boundary of a triangle (Figure 7) . In order to make it a smooth curve one is allowed to round its corners, however this will not affect the calculations.
As it is clear from the picture there is only one affine-regular hexagon inscribed in this curve. It remains to be shown, as in Section 5.4, that a neighborhood of this hexagon is mapped by the test map to a neighborhood of 0, i.e. that 0 is a regular point of the test map Ψ.
Assume that x 1 , x 2 , . . . , x 6 are local coordinates (on the configuration space Γ(6) ∼ = S 1 (6)), in the neighborhood of the hexagon depicted in Figure 7 . More precisely x 1 is a point in the neighborhood of x 0 1 , constrained to move only on the BC side of the triangle, similarly x 2 , . . . , x 6 are perturbations of respective points x 0 2 , . . . , x 0 6 allowed to move only on the boundary of the triangle.
It follows, since the function γ can be expressed in terms of α and β, that we have to compute and establish the non-triviality of the Jacobian J of the map x = (x 1 , x 2 , . . . , x 6 ) → (α(x), β(x), δ(x)), evaluated at the point (x 0 1 , . . . , x 0 6 ).
By inspection, and up to some rescaling of vectors −→ AB, − − → BC, −→ CA, the Jacobian matrix is found to have the following form:
Finally, by choosing − − → BC, −→ CA and −→ AB to be respectively the column vectors of the matrix 1 −1 0 0 1 −1
we obtain a matrix with the determinant equal to 3. This calculation confirms that the hexagon depicted in Figure 7 is indeed a non-degenerate solution of the system of equations (7) which in turn implies that the obstruction to the extension problem (8) is a non-trivial element of the group Z Z/6 ∼ = Z/2. Relying on the same method as in the previous sections we establish a stronger statement (at least for C 1 -smooth curves) that this parallelogram can be claimed to have all sides pairwise equal i.e. to be a rhombus. As it turned out this theorem was already established by Makeev in [Mak] whose initial motivation was the question of inscribing equilateral polygonal lines in space curves.
Theorem 11. ( [Mak] ) Every C 1 -smooth simple closed curve Γ immersed in the Euclidean 3-space contains the vertices of a rhombus.
Proof: By assumption the curve Γ ⊂ R 3 admits a C 1 -parametrization. In other words it can be parameterized by an injective C 1 -mapping ϕ : S 1 → R 3 such that the tangent vector dϕ/dt is nowhere zero, continuous function of t.
As before S 1 (4) is the configuration space of cyclically ordered four-tuples of distinct points on the circle. Given a point (t 1 ≺ t 2 ≺ t 3 ≺ t 4 ) ∈ S 1 (4), let x i = ϕ(t i ) for i = 1, 2, 3, 4. Let Γ(4) := Image(Φ) where Φ : S 1 (4) → (R 3 ) 4 is the map induced by ϕ. Define a test map F = F ϕ : S 1 (4) → R 4 as the composition F := Ψ • Φ where Ψ = (Ψ 1 , Ψ 2 ) : (R 3 ) 4 → R 3 ⊕ R is described by equations:
For a given input x = (x 1 , x 2 , x 3 , x 4 ) ∈ R 4 , the first function Ψ 1 (x) describes a point in R 3 which is equal to 0 if and only if the mid-points of the diagonals of the quadrilateral with the vertices x 1 , x 2 , x 3 , x 4 coincide (i.e. if it is a parallelogram). If in addition the second function Ψ 2 is equal to 0, then such a parallelogram have all sides equal (i.e. it is a rhombus). This shows that the rhombuses inscribed in the curve Γ correspond to zeros of the test map F = F ϕ .
Let S 1 [4] ∼ = S 1 ×W 4 be the Fulton-MacPherson compactification of the configuration space S 1 (4). As in the previous sections one can extend, after some rescaling, the function F to a functionF =F ϕ :
is the arc-length diameter of the set t = {t 1 , t 2 , t 3 , t 4 } ⊂ S 1 and ξ(t) := η(t) −1 thenF is the extension of the map ξ · F : S 1 (4) → R 4 . The group Z/4 acts on the configuration space S 1 (4) by cyclic permutations and this action could be extended to its compactification S 1 [4]. Moreover, both the test map F ϕ and its extensionF ϕ are Z/4-equivariant. The target space R 4 ∼ = U 1 ⊕ U 2 naturally splits as the sum of a 3-dimensional and a 1-dimensional, real Z/4-representation.
Proposition 12. The restrictionF ∂ ϕ of the mapF ϕ on the boundary
has no zeros. Moreover, the Z/4-equivariant homotopy class of the restrictionF
Proof: LetF
For the majority of the points q ∈ S 1 × ∂(W 4 ) already the functionF For the proof of the second part of the proposition let us begin with a simple observation that the Z/4-equivariant homotopy class ofF ∂ ϕ does not depend on the smooth reparameterization of the curve Γ. Indeed, such a reparametrization α : S 1 → S 1 defines a nowhere zero vector field on S 1 , which can be linearly contracted to the zero vector field. Hence, there is a smooth homotopy between ϕ and ϕ ′ := ϕ • α which induces a Z/4-equivariant homotopy betweenF ∂ ϕ andF ∂ ϕ ′ . Similar argument can be used in the case when two curves (knots) Γ ϕ and Γ ψ are in the same isotopy class, i.e. if they represent the same knot.
For the general case let us suppose that ϕ and ψ are two C 1 -smooth embeddings (knots) of S 1 in R 3 which are not necessarily C 1 -isotopic. A naive candidate for a Z/4-equivariant homotopy betweenF ∂ ϕ andF ∂ ψ is the linear homotopy
Observation 1: The second component G 2 of the linear homotopy is non-zero on A = S 1 × (I 1 ∪ I 2 ). Indeed, the signs of bothF 1 ϕ (q) andF 1 ψ (q) (for q ∈ A) are the same, since they depend solely on the labelling of the vertices of the degenerate parallelogram q.
It follows from Observation 1 that it is sufficient to define a (nowhere zero) homotopy
, then it is sufficient to define a Z/4-equivariant homotopȳ G 1 : D × I → S 2 between these two maps.
Observation 2: Both mapsF
ψ can be canonically and Z/4-equivariantly factored through the spaceF (S 1 , 2) defined in Example 1 (Section 3). More precisely there exist a "universal" (Z/4 → Z/2)-equivariant map χ : D →F (S 1 , 2) and Z/2-equivariant maps α, β : The definition of the map χ is quite natural and motivated by the definition of the map F 1 ϕ in the case when ϕ : S 1 ֒→ R 2 ⊂ R 3 is essentially the identity map. Pictorially it is described in Figure 8 . Let q 1 = (x 1 , x 2 , x 3 , x 4 ) be a point in ∂S 1 [4] . Generic examples are depicted in Figure 8 (where for simplicity x j is labelled by j).
Recall that a pointF (S 1 , 2) is either an ordered pair (x, y) of points in S 1 or a pair (z, u) where z ∈ S 1 and u is a unit tangent vector in T z (S 1 ). If q = (x 1 , x 2 , x 3 , x 4 ) is the configuration depicted in Figure 8 (c), then χ(q) := (x 3 , x 4 ). If q is a point depicted in Figure 8 (a), then χ(q) := (x 1 , x 3 ). Finally if q is a point depicted in Figure 8 (b), then χ(q) = (z, u) where z = x 1 = x 2 = x 3 = x 4 and u is the unit tangent vector pointing in he same direction as the vector
It is not difficult to show thatF (S 1 , 2) is, as a Z/2-space, Z/2-homotopy equivalent to the circle S 1 with the antipodal action. The existence of the Z/4-homotopyḠ 1 : D × I → S 2 follows from Observation 2 and the fact that any two Z/2-maps α, β :
Remark 13. The fact that the Z/4-equivariant homotopy class of the mapF ∂ ϕ is the same, whether the curve Γ ⊂ R 3 is knotted or not, illustrates the versatility of the "cyclohedron approach" to the problem of finding polygonal pegs inscribed in space curves. This should be compared to the planar case where any two (equally oriented) embeddings are isotopic, hence the required homotopies can be constructed by more direct methods.
Obstruction and its evaluation
Proof of Theorem 11 (cont.): Equipped with Proposition 12, we proceed as in the earlier sections. The obstruction O for a Z/4-equivariant extension of the (homotopically unique) mapF Let us consider the curve Γ = Γ 1 ∪ J obtained as the union of the non-closed curve Γ 1 = Im(ψ), where ψ : [0, 2π] → R 3 is defined by ψ(t) = (cos t, sin t, t), and the interval J joining the endpoints (1, 0, 2π) and (1, 0, 0) of the curve Γ 1 . Γ is not a smooth curve however, by smoothing the corners, we obtain a smooth curve Γ ′ such that a rhombus (x 1 , x 2 , x 3 , x 3 ) is inscribed in Γ if and only if it is inscribed in Γ ′ . For this reason we are allowed to use the test map associated to the curve Γ.
Let ϕ : [0, 4π] → R 3 be the parametrization of Γ defined by ϕ(t) = ψ(t) for t ∈ [0, 2π] and ϕ(t) := (1, 0, 4π − t) for t ∈ [2π, 4π].
We will show that there is a precisely one rhombus inscribed in the curve Γ, i.e. a point x = (x 1 , x 2 , x 3 , x 4 ) ∈ Γ(4) such that F ϕ (x) = 0. Moreover, it will be shown that the test map F = F ϕ is transverse to 0 ∈ R 4 , i.e. that 0 is a regular value of F . The only way to have two chords with coinciding mid-points are if one chord has the end-points (cos t, sin t, t) and (cos(t + π), sin(t + π), t + π) (and consequently the mid-point (0, 0, t + π/2), where 0 ≤ t ≤ π), and the other chord has the end-points (cos π, sin π, π) = (−1, 0, π) and (1, 0, 2t). Among the obtained parallelograms the only rhombus is obtained when t = π/2.
Let us show that 0 is indeed a regular value of the test map F = F ϕ . The vertices of the rhombus q = (x 1 , x 2 , x 3 , x 4 ) inscribed in the curve Γ are:
The corresponding tangent vectors to the curve Γ at these points are:
By a slight abuse of language we can interpret {ẋ i } 4 i=1 also as a frame of tangent vectors at q = (x 1 , x 2 , x 3 , x 4 ) ∈ Γ(4), i.e. as a basis of the tangent space T q (Γ(4)). Let us evaluate the rate of change of functions Ψ 1 and Ψ 2 at q ∈ Γ(4) ⊂ R 4 in the directions of vectorsẋ i , for i = 1, 2, 3, 4. By definition (equation (10)
Let λ = 2 + π 2 /4 be the length of the side of the rhombus q = (x 1 , x 2 , x 3 , x 4 ). Since by definition (equation (10))
From here and equation (14) we conclude that the Jacobian dF , evaluated at the point t = {t 1 ≺ t 2 ≺ t 3 ≺ t 4 } parameterizing the rhombus q, is given by the matrix 
The determinant of this matrix is −(2π + 4) = 0 which completes the proof that 0 is a regular value of the test map F .
The conclusion is that there is a precisely one rhombus inscribed in the curve Γ which is a regular value of the associated test map. This implies that the obstruction element O is non-zero which completes the proof of Theorem 11.
Concluding remarks and open problems 8.1 Relaxing the smoothness condition
The method of canonical compactifications was applied in Sections 2-7 to the problem of inscribing the polygonal pegs in smooth curves. In this section we briefly show how, with minimal modifications, the same method can be extended and successfully applied to the case of non-smooth curves satisfying some weaker, locally defined, condition. As emphasized in Section 2, the method of canonical compactifications builds on the "configuration space/test map"-scheme, and introduces two important modifications. The first modification applies to the configuration space S 1 (n) which is extended (compactified) to the canonical compactification (FMASK -compactification) S 1 [n] . Secondly, the test map Φ : S 1 (n) → V , for an associated test space V , is modified to a new test map Ψ :
The local properties of the curve enter the stage essentially in the following two ways.
• 1 The requirement that the Jordan curve is C 1 -smooth is essentially used (Propositions 6, 9, and 12) in the definition of the modified test map Ψ :
• 2 Local properties of the curve are used to guarantee that there are no "infinitesimal squares" inscribed in the curve which in turn guarantees that the test map Ψ has no zeros on the remainder S 1 [n] \ S 1 (n) of the compactification.
The second condition is quite natural and in one form or another it is present in all known results in this area. The most general known conditions that rule out the existence of infinitesimal inscribed squares have been proposed by Stromquist [St] . At present it is not clear how this type of condition can be avoided or at least considerably weakened.
Here we focus on the first condition • 1 and show that in principle one should be able to define the modified test map Ψ in all cases of interest, provided we are prepared to use more general forms of canonical compactifications which include the FMASKcompactification as a special case. In other words one can always define the modified test map Ψ :
, n] be the canonical or FMASK-compactification of the configuration space F (R 2 , n) of all labelled, n-tuples of distinct points in R 2 (Definition 3). For a given (oriented) Jordan curve Λ ⊂ R 2 let Λ(n) be the collection of all q = (q 1 , . . . , q n ) ∈ F (R 2 , n) such that q i ∈ Λ for each i and the points q i appear on Λ in the order which agrees with the chosen orientation on Λ. The canonical compact-
The definition of Λ[n] is in agreement with the definition of S 1 [n] from Section 3 provided S 1 is the standard unit circle in R 2 . Canonical compactifications Λ[n] for a suitable Λ can be used as the source space for the test map Ψ. We illustrate the key idea by giving some hints how the result about the square pegs inscribed in Jordan curves can be established for piecewise smooth curves Γ.
Let Λ m be a regular m-gon in R 2 (oriented counterclockwise) and let Λ m [n] be the canonical compactification of the configuration space Λ m (n). For each piecewise smooth (oriented) Jordan curve Γ ⊂ R 2 , which has at most m non-smooth points, there exists an (orientation preserving) homeomorphism f : Λ m → Γ which is smooth (with df = 0) on each of the segments of Λ m . Such a piecewise smooth homeomorphism induces a continuous map F : Λ m (n) → Γ(n) which extends to the mapF : Λ m [n] → Γ[n] of associated canonical compactifications.
Moreover, the primary test map Φ : Λ m (n) → U defined by the equation (3) in Section 5, on multiplication by the rescaling factor η, can be extended to a test map Ψ : Λ m [n] → U. This is established essentially by the same argument already used in the proof of Proposition 6. The rest of the argument is quite similar to the proof of the smooth case and does not require new ideas.
Problems and conjectures
The following problem reflects our impression that the answer to the Hadwiger's problem for smooth curves, given in Section 7, is somewhat exceptional. It seems quite natural to expect that there should exist a space polygonal peg of some sort which always appears in some knots while it is missing in some realizations of other knots.
Problem 15. Is there a genuine polygonal peg property that can distinguish knots? In other words, is there a naturally defined family F of polygonal pegs such that for some knot type N 1 knots K ∈ N 1 always exhibit (grip) a polygonal peg from the class F while for some other knot type N 2 there is a representative L ∈ N 2 which does not have this property.
If we stretch somewhat the concept of a "naturally defined family" of polygonal pegs by allowing families F that are purely non-metric in the sense that a polygonal peg P belongs to F if and only if it satisfies a condition based on (co)incidences of associated points and lines, then there is a very interesting example showing that the answer to Problem 15 should be affirmative. Indeed, as shown in [Pan] for generic polygonal knots and in [Kup] for tame knots (see also [MM] ), quadrisecant lines are always present in nontrivial knots. On the other hand they obviously may be absent in some realization of the unknot. Moreover, it was shown in [BSCS] that a weighted sum of quadrisecants is a genuine knot invariant (the second coefficient of the Conway polynomial). All this serves as a motivation for the following bold conjecture.
Conjecture 16. Polygonal pegs detect all finite type invariants.
Conjecture 16 looks quite natural, however there is an opposite point of view which deserves to be explored. Suppose that the existence of a polygonal peg in a knot is established by the CS/TM -scheme, in the spirit of Sections 6 and 7. The associated test map incorporates a description of the polygonal peg in terms of its characteristic metric and/or coincidence properties. For example in the test map (10) for the Hadwiger's problem (Section 7) the first equation tests the coincidence of mid-points of diagonals, while the second equation records a pure metric property of a rhombus.
Suppose that a special test map for a concrete polygonal peg can be designed so that it uses only the metric properties of the peg. The reader is referred to [Mak] and [Mat] , Chapter III, for examples of such polygonal pegs.
Given a smooth knot f : S 1 → R 3 , one can pull back the metric from the ambient space R 3 to a metric on S 1 and express the original polygonal peg problem as a question about the existence of a peg in S 1 , relative to this metric. The punch line is that if a polygonal peg problem allows a purely metric test map then, in light of the fact that any two metrics on S 1 are homotopic, the associated obstructions should be the same (cf. Remark 13). As a consequence such a polygonal peg problem cannot detect a knot.
