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Abstract
Finding feasible points is important in optimization. There are currently two major classes of algorithms
to deal with the problem of feasible points. The /rst class of algorithms (of local nature) is to /nd an
approximate feasible point. Given a neighbourhood of an approximate feasible point, the second class of
algorithms is to prove whether a feasible point exists inside this neighbourhood. To the best of our knowledge,
no methods have been practically implemented to e4ciently /nd the smallest boxes for bounding the feasible
points de/ned by a system of nonlinear and nonconvex inequalities, unless the feasible set is convex. In this
paper, we will present a numerical method to /nd the smallest boxes for bounding the feasible point sets
de/ned by a nonlinear and nonconvex inequality and/or a system of nonlinear and nonconvex inequalities.
Two examples have been synthetically constructed and used to show that the proposed numerical method can
indeed correctly /nd all the smallest bounding boxes at any given accuracy e4ciently. A brief comparison
with relevant techniques will be discussed. Our method may also be thought of as the /rst solid theoretical
basis for multisection and multisplitting in global optimization, when compared with those empirical ones in
the literature.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
Consider the following system of equalities and inequalities:
gi(x) = 0; i∈ E; (1a)
gi(x)6 0; i∈ I; (1b)
where all the gi(x) map Rn into R or parts of R, the index sets E for the equality constraints and I
for the inequality constraints satisfy E∪ I= {1; 2; : : : ; m} and E∩ I= ∅: An equality can, in principle,
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be eliminated by representing one of the components of x with the other (n− 1) free components.
Alternatively, one may /rst use the method to be described in this paper to bound the feasible point
set S de/ned by the inequality system and then further to re/ne S to satisfy the equality constraints.
Thus we will con/ne ourselves to the inequality constraints (1b) in this paper. The vector form of
(1b) is
g(x)6 0: (2)
Problem (2) has been encountered often in science and engineering. Solving the inequality system
(2) is of great mathematical interest by itself, which is as important as solving a system of equations
(see e.g., [26,29,5,6]). Solving the inequality system (2) is almost always demanded, either explicitly
or implicitly, in optimization and design (see e.g., [1]). As an example of optimization with great
importance, we mention inverse problems, which are to /nd a quality solution by minimizing some
measure of cost between the model and the measured data (see e.g., [30,11]). A nonlinear nonconvex
inverse problem can also be reformulated as a constrained optimization model in order to obtain the
global optimal solution(s) [34].
If a point x satis/es all the inequality constraints of (2), it is said to be feasible; otherwise,
it is said to be infeasible. By the solution to (2), we mean the set of all the feasible points that
are implicitly determined by (2). If no feasible points satisfy (2), we say that problem (2) has no
solution. Finding the set of feasible points is of fundamental importance in global optimization and
provides the unique guarantee that the global solution has been or can be found. If all the functions
gi(x) are linear, then bounding the feasible point set of (2) can be exactly derived using interval
analysis (see e.g., [25,9]). Unfortunately, many inverse problems, optimization and design in science
and engineering are nonlinear and nonconvex. If some or all of the functions gi(x) are nonlinear
and nonconvex, there exists no e4cient method or technique to correctly identify the feasible point
set de/ned by nonlinear nonconvex constraints. For the methods of handling constraints in global
optimization, the reader is referred to a recent review by Kearfott [19].
In this paper we assume that all the gi(x) in (2) are nonlinear and nonconvex. There are a number
of methods that are concerned with the feasible points of (2), which can be summarized as follows:
(i) gradient or gradient-based methods (see e.g., [26,27,29,5,28]); (ii) trust-region and/or penalty
function algorithms (see e.g., [6,28]); and (iii) interval analysis (see e.g., [10,9,21,12,20,16,17]) and
approximation methods (see e.g., [15,31,14]). None of these methods can guarantee to correctly /nd
or accurately bound the feasible point set of (2) e4ciently, unless it is convex. The /rst two classes
of methods are only to /nd a feasible point of (2). The gradient or gradient-based methods such as
Newton and Gauss–Newton methods may be successfully used to /nd a feasible point if a starting
point is su4ciently close to a region of the feasible points (see e.g., [29,5]), as in the case of using
these methods in optimization. Because these methods are local in nature, they will generally not
be able to /nd one feasible point in each region of the feasible points if the inequality system (2)
gives rise to more than one region of the feasible points. If the feasible point set is convex, then a
feasible point can be found from a su4ciently approximate starting point (see e.g., [29,5,2]). The
trust-region algorithms were recently proposed in [6]. The basic idea is to recast the problem of
solving (2) as a sequential trust-region optimization model. Although the trust-region methods could
be used to /nd a feasible point, they may fail in some cases [6]. There is also no guarantee that
they could /nd at least one feasible point in each of the disconnected regions of feasible points.
More methods of these kinds for /nding a feasible point can be found in [28].
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Interval analysis may be used either to /nd a feasible point of (2) (see e.g., [12]) or to bound
the feasible point set of (2) [10,24,9,21,33,19,16,17]. It was /rst proposed by Hansen and Sengupta
[10] as a component of their optimization algorithm. The purpose of the method does not aim at
/nding a feasible point of (2), but instead, is to eliminate those certainly infeasible points of (2).
The method may not work well if a given bounding parallelepiped box X of x is su4ciently large.
In order to meet the need in engineering design, Kristinsdottir et al. [21] also discussed the prob-
lem of bounding the feasible points. By assuming a (given) feasible point, they then investigate
two issues: (i) whether its  rectangular neighbourhood is also feasible; and (ii) /nd its maximum
rectangular feasible neighbourhood. Obviously, their assumption is not acceptable in our case. Even
worse is that a feasible region can be reported by their algorithm to be infeasible [21]. Kearfott
[20] assumed an approximate feasible point and a small  neighbourhood around this point, and
then used the interval Newton method to check whether a feasible point exists inside this small
neighbourhood. Recently, Jaulin [16] and Jaulin et al. [17] also proposed an interval method to /nd
the smallest box to bound the (connected or disconnected) feasible point region(s). This method
is not generally applicable, because it depends on two rather restrictive assumptions: (i) for any
gi(x)=y of (2), Jaulin [16] assumed that the inverse function for each component of x is explicitly
obtainable, namely, xj = gij(x1; x2; : : : ; xj−1; xj+1; : : : ; xn; y) for all j. If gi(x) is nonlinear and non-
convex, it is generally impossible to satisfy this assumption; and (ii) Jaulin [16] further assumed
that gij(X1;X2; : : : ;X j−1;X j+1; : : : ;Xn;Y) can produce the sharpest (or minimal) interval, where X i
(i = 1; 2; : : : ; n) is the interval of xi, and Y is that of y. Obviously, this second assumption is valid
only for a very limited class of functions, monotonic and/or convex (see e.g., [9]), for example. If the
second restrictive assumption is not satis/ed, the bounding box found is not the smallest either, and
may not make too much sense if the feasible point set consists of, say, two small subsets remotely
separated. Neumaier [24] and Wolfe [33] used interval analysis to bound the feasible point set of
nonlinear equality constraints by linearizing the nonlinear constraints, as is exactly what Hansen and
Sengupta [10] /rst did with nonlinear inequality constraints. We would like to point out that our
method can also be modi/ed to /nd the bounding box(es) or enclosure for equality constraints, how-
ever. In the one-dimensional case, Xu [34] recast the nonlinear and nonconvex (2) as the problem
of /nding zeros of a function. It has been shown with examples that all the (disconnected) intervals
of feasible points can be exactly obtained.
Approximation methods can also be used to correctly /nd the smallest box to bound the feasible
point set, if the functions that de/ne the feasible point set have some special features (convexity,
for example) such that an a4ne function to cut oK part of certainly infeasible points can be readily
constructed (see e.g., [15,31,14]). This type of methods suKers two major drawbacks: (i) they depend
on some assumptions which may fail to hold. If the feasible point set is de/ned by a set of nonlinear
nonconvex inequalities, then the construction of an a4ne function can be as hard as the original
feasibility problem (if not completely impossible). The convergence of these methods also require
some conditions on the functions which may not hold generally (see e.g., [31]); and (ii) they may
be quite ine4cient computationally, since, at each iteration, a new a4ne function is constructed and
added to the feasibility problem. Thus, approximation methods are either not generally applicable
and/or may be computationally ine4cient due to the growth of the feasibility problem with iterations.
Since the /rst two classes of methods cannot be used to /nd or bound the feasible point set
of (2), they will not be investigated further in this paper. Although the method proposed in [10]
(see also [9]) can be directly used for bounding the feasible point set de/ned by a set of nonlinear
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nonconvex inequalities, it would often fail to reduce the original size of a given bounding box X if
X is su4ciently large, as will become clear in Sections 2 and 4. The interval arithmetic method of
Hansen [9] has already been implemented practically in [20], if an approximate feasible point and a
small  neighbourhood around it are further assumed. However, the main purpose of Kearfott [20] is
not to /nd an accurate bounding box for the feasible points, but instead, is to check whether there
exists a feasible point inside this  neighbourhood. Without prior knowledge about the feasible point
set, /nding a good approximate feasible point may be as di4cult as /nding a feasible point itself.
The purpose of the paper is to propose a numerical method for /nding the smallest bounding
box(es) to bound the (disconnected) region(s) of the feasible points de/ned by the nonlinear and
nonconvex inequality system (2). By a smallest bounding box S, we mean that given a hyperplane
xi = ci, if it cuts through S, then it must intersect the equation of g(x) = 0 at least once inside S.
The paper is organized in the following. Section 2 will outline and brieLy remark the method in
[10,9] for later numerical comparisons. Since it is mainly proposed as a component of interval-based
optimization algorithms, emphasis has been placed on e4ciency but not on accuracy to bound the
feasible point set [9]. In order to bound the feasible point set of (2) as accurately as possible, we will
then modify the method of Hansen and Sengupta [10] for better performance, which is essentially
equivalent to Neumaier [24] and Wolfe [33] in dealing with equality constraints. One may wonder
why we will compare our method with the modi/ed version of Hansen and Sengupta [10], because,
among all the methods that may be used to /nd the bounding box(es) of feasible points, only
Hansen and Sengupta [10] and its modi/ed versions are generally applicable and can produce all
the smallest bounding boxes of feasible points if one would have unlimited computing resource at
his disposal. Section 3 is to present our numerical method for /nding the smallest bounding box(es)
to bound all the disconnected regions of the feasible points of (2). We will /rst discuss the case of
one nonlinear and nonconvex inequality and then extend the results to the general case of systems
of nonlinear and nonconvex inequalities in a natural manner. Section 4 will serve two purposes: (i)
to demonstrate how the numerical method works with synthetic examples; and (ii) to compare it
numerically with the modi/ed versions of Hansen and Sengupta [10].
2. Bounding the feasible point set based on Taylor expansion
2.1. The Hansen–Sengupta’s method
Consider /rst the problem of one nonlinear inequality, namely,
g(x)6 0; x∈X; (3)
where X is a parallelepiped box with each component of x bounded by xi from below and by Mxi
from above. Here xi and Mxi are pre-determined. Applying the mean value theorem to the function
g(x), we have
g(x) = g(y) + (x− y)T∇g();
where ∇g() is the vector of the /rst-order partial derivatives of the function g(x) at the point
∈X. Since ∇g()∈∇g(X), (3) can be rewritten as
g(y) + (x− y)T∇g(X)6 0; x∈X; (4)
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where ∇g(X) is the interval vector of the /rst-order derivatives of g(x) computed within the box
X. Because use of (4) may run the risk of losing the feasible points of (3), Hansen [9] proposes to
use
g(y) + (x− y)T∇g(X)¿ 0; x∈X; (5)
in order to reduce the size of X or to bound the feasible point set. Since all the points x that satisfy
(5) are certainly not feasible, no feasible points of the original problem (3) will be eliminated by
deleting the solutions to (5) from X [9].
Since the linear interval inequality (5) is involved with n variables, we cannot solve it for the
certainly infeasible points of (3) simultaneously for all the components of x and delete them from
X. We have to start with one of the components to branch, say xi of x with the longest length
of side or the largest diKerence between the upper and lower bounds. Thus we can rewrite (5) as
follows:
g(y) +
n∑
j=1; j =i
(X j − yj)g′j(X) + (xi − yi)g′i(X)¿ 0: (6a)
Since all the derivatives in (6a) are computed with X, their interval widths may be too large. In
order to sharpen the interval bounds for the derivatives, we can also use the following alternative
inequality:
g(y) +
n∑
j=1; j =i
(X j − yj)g′j(X1;X2; : : : ;X j; yj+1; : : : ; yn)
+(xi − yi)g′i(X1;X2; : : : ;X i ; yi+1; : : : ; yn)¿ 0; (6b)
(see [9]). (6) can be symbolically rewritten as follows:
U+Vt ¿ 0; (7)
where g′k(·) is the derivative interval of g(x) with respect to xk (k = 1; 2; : : : ; n),
U= g(y) +
n∑
j=1; j =i
(X j − yj)g′j(X) = [u; Mu];
V= g′i(X) = [v; Mv]
for the case of (6a), and
U= g(y) +
n∑
j=1; j =i
(X j − yj)g′j(X1;X2; : : : ;X j; yj+1; : : : ; yn);
V= g′i(X1;X2; : : : ;X i ; yi+1; : : : ; yn)
for the case of (6b), and
t = xi − yi:
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Let the solution set of t in (7) be denoted by Tc, namely,
Tc = {t: u+ vt ¿ 0; u∈U; v∈V}:
By direct analysis of (7) using the interval division rules (see e.g., [23,28,25,9]), we obtain
Tc =


[− u= Mv; ∞) if u¿ 0; v¿ 0 and Mv¿ 0;
[− u=v; ∞) if u6 0 and v¿ 0;
(−∞;−u= Mv] if u6 0 and Mv¡ 0;
(−∞; −u=v] if u¿ 0; v¡ 0 and Mv6 0;
[− u= Mv; −u=v] if u¿ 0 and v¡ 0¡ Mv;
(−∞; ∞) if u¿ 0 and v= Mv= 0;
empty set if u6 0 and v6 06 Mv:
(8)
It is interesting to note that the solution Tc is independent of the upper bound of U; this is never-
theless not obvious either in its original form (7) or from the de/nition of Tc. We can now compute
the complement set of Tc, denoted by T, as follows:
T= {t: t ∈ (−∞;∞) and t ∈ Tc}
=


(−∞;−u= Mv] if u¿ 0; v¿ 0 and Mv¿ 0;
(−∞; −u=v] if u6 0 and v¿ 0;
[− u=v; ∞) if u¿ 0; v¡ 0 and Mv6 0;
[− u= Mv; ∞) if u6 0 and Mv¡ 0;
(−∞; −u= Mv] ∪ [− u=v; ∞) if u¿ 0 and v¡ 0¡ Mv;
(−∞; ∞) if u6 0 and v6 06 Mv;
empty set if u¿ 0 and v= Mv= 0
(9)
(see also [10,9]). It should be pointed out that although all the points in Tc are certainly infeasible,
this does not mean that all the points in T are feasible. In fact, as the complement set of Tc, T
will generally contain many (but certainly not all) infeasible points satisfying (7).
With the solution set T of (9), we can then compute the reduced point set(s) of X. The new
interval of X along the coordinate axis xi is given as follows:
Xni =X i ∩ (T+ yi); (10)
where Xni is the new interval for the component xi. If T consists of two parts, say Ti1 and Ti2
(compare the /fth row on the right-hand side of (9)), we then fathom X into two disconnected
boxes, which are computed by replacing T with the respective intervals, namely,
Xni1 =X i ∩ (Ti1 + yi); (11a)
Xni2 =X i ∩ (Ti2 + yi): (11b)
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The procedure to eliminate certainly infeasible points in this section is repeated for i = 1; 2; : : : ; n
and is supposed to result in m subboxes. Choose one of these boxes of reduced size, say the one
with the longest side. Replace X with this new subbox and then repeat the procedure to further
eliminate certainly infeasible points.
To deal with the nonlinear inequality system (2), we /rst use Taylor series or similar expansion
to derive the inequality of type (4) for each inequality constraint, and then collect them together to
form the following interval linear system of inequalities:
A t¿− g(y); (12)
(see e.g., [9]), where A is the interval matrix of m rows and n columns, with each element Aij
being either equal to g′ij(X) in the case of (6a) or g′ij(X1;X2; : : : ;X j; xj+1; : : : ; xn) in the case of
(6b). Here the interval g′ij(S) stands for the derivative of the ith component of g(x) with respect to
xj and is computed with the point set S.
For the interval linear system of inequalities (12), we do not have the same explicit and elegant
result as (9). In order to solve (12) without undue growth of intervals, Hansen and Sengupta [10]
and Hansen [9] proposed applying preconditioning to A /rst and then applying (9) to each derived
linear inequality in order to eliminate the certainly infeasible points of (12). A preconditioning matrix
B may be obtained by inverting the centered matrix of A. The matrix B generally contains negative
numbers. If it is left-multiplied to (12), the negative numbers of B will result in uncertainty in the
transformed inequality system, in the sense that we do not know any longer whether ¡ or ¿ should
be applied to each of the transformed inequalities. It is thus a mandate to keep the present signs
of inequalities, which, in turn, would only permit to derive a positive B partially. Because of the
preconditioning, the number of linear inequalities will increase by up to m—the same number of the
original inequality system. For more technical details, the reader is referred to Hansen and Sengupta
[10] and Hansen [9].
2.2. Modifying the Hansen–Sengupta’s method
For the nonlinear nonconvex inequality (3), if the given box X is su4ciently large, then we would
often encounter the situation that in (7), u¡ 0¡ Mu and v¡ 0¡ Mv. By comparing this scenario with
the conditions of (9), we immediately conclude that T = (−∞;∞). This clearly indicates that the
Hansen–Sengupta’s method generally does not eliminate any certainly infeasible points and thus
cannot reduce the size of X if the initial box is su4ciently large. The same can be said of the
system of nonlinear and nonconvex inequalities (2).
It should become clear now that in order for the Hansen–Sengupta’s method to eliminate some
certainly infeasible points, the given box X to initialize the procedure described in the previous
subsection has to be su4ciently small. Actually, the success of implementing the Hansen–Sengupta’s
method numerically in [20] is exactly based on this assumption. Unfortunately, in practice, we often
have some inequality constraints only, without any prior knowledge about the where-about of the
feasible points. Thus the assumption of a su4ciently large initial box X should be very reasonable.
In order to use the only method in the literature that has the potential of general applicability to
bound the feasible points of (3), we have to iteratively bisect the starting box X when the Hansen–
Sengupta’s method fails to improve it. We can now assemble the Hansen–Sengupta’s method and
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bisection to /nd the smallest possible boxes for bounding the feasible point set of (3). The algorithm
is described as follows:
Algorithm I.
1. Given an initial box X, initialize a problem list and assign X to the list;
2. If the problem list is empty, terminate. Get a box Y from the problem list. If the size of the box
is smaller than a pre-determined j, store it as part of the solution and repeat this step;
3. Compute g(Y). If g(Y)6 0 (or g(Y)¿ 0), then store Y as part of the solution and rearrange
the solution box (or delete Y) and go to Step 2;
4. Select one of the components of x, say xn, to start applying the Hansen–Sengupta’s method;
5. Compute T of (9) with Y. If T improves reducing the size of Y, and if T is a single interval,
replace Y with the new one, and go to Step 3; otherwise, put one of the intervals into the problem
list and use the other as Y, and go to Step 3;
6. If T fails to improve Y and if not all the components have been checked, then select a new
component and repeat applying the Hansen–Sengupta’s method (Step 4);
7. Bisect Y into Y1 and Y2. The simplest method is to bisect the side with the largest width (or
length). Compute g(Y1) and g(Y2). If both of the subboxes are infeasible, delete them and go
to step 2; if one of them is infeasible, delete it. Replace Y with the remaining half box and go
to Step 5. If both of Y1 and Y2 are not infeasible, store one of them (say Y1) into the problem
list, replace Y with the other, and then go to Step 3.
Compared with the original version of the Hansen–Sengupta’s method, this modi/ed algorithm
has brought in a new step of bisection. This step can be signi/cant and crucial, since the Hansen–
Sengupta’s method would probably not improve at all, if the initial box X is su4ciently large and/or
if the nonlinear inequality is highly oscillatory. Actually, this combination of linear Taylor expansion
and bisection has been successfully applied in [24,33] to /nd the enclosure of solutions to nonlinear
equations f(x) = 0, where f is an m-dimensional vector of functions.
To solve the multiple inequality constraints (2), we can slightly modify Algorithm I. Actually, we
can simply add the loop for each inequality to Algorithm I to deal with (2), as proposed in [10].
Additionally, we should slightly modify Step 3 of Algorithm I such that all gi(Y) are computed and
checked, since violation of any of these inequalities has already indicated that Y is an infeasible
point set. At the /rst steps of applying this modi/ed algorithm, the preconditioning procedure will
be probably not needed, since (12) would likely not result in any improvement on reducing the size
of Y.
3. The numerical method
In order to motivate our numerical method and have an impression on the performance of the
Hansen–Sengupta’s method, let us start this section with a small illustrative example as follows:
g(x; y) =−10 exp(−|x| − |y|) + sin(xy) + 5 (13a)
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and
X=
{
[− 108; 108]
[− 108; 108]
}
: (13b)
A rough estimate shows that the feasible points of the nonlinear inequality g(x; y)6 0 must be inside
the small box:
S=
{
[− 1; 1]
[− 1; 1]
}
; (13c)
although the initial box X is very large. A quick interval computation also shows that the range of
the gradients of g(x; y) in X is given by g′(X) ≈ X: Even if the supposedly tighter expansion (6b)
is used, the best possible ranges of the gradients we can expect are:
g′x([− 108; 108]; 0) = g′y(0; [− 108; 108]) = [− 10; 10]:
It is trivial to show that the Hansen–Sengupta’s method cannot delete any certainly infeasible points
from X, although the smallest box to bound the feasible points should even be smaller than S.
The consequences of Taylor-expanding the nonlinear inequality (3) obviously include: (i) that all
the partial derivatives of /rst-order g′i(x) (i=1; 2; : : : ; n) within a su4ciently large box X are expected
to almost always satisfy g′i(X)¡ 0 and g′i(X)¿ 0 for all i, where g′i(X) and g′i(X) are the lower and
upper bounds of g′i(X), respectively; (ii) that the Taylor expansion will almost always substantially
overestimate the range of g(x) in X such that g(X)0 and g(X)0 if the box X is su4ciently
large. This should be immediately clear from (6), since the range of g(x) is extrapolated through
the sum of g′j(X)(X j−yj) (yj ∈X j) in the case of (6a) or g′j(X1;X2; : : : ;X j; yj+1; : : : ; yn)(X j−yj)
in the case of (6b); and (iii) that as a result of (i) and (ii), we should generally expect that in (4),
u¡ 0, Mu¿ 0, v¡ 0 and Mv¿ 0, no matter what value of g(y) may take on. Thus for a nonlinear
inequality in a su4ciently large box X, the Hansen–Sengupta’s method will almost always fail to
produce a smaller box to bound the feasible points.
Example (13) has clearly shown that the Taylor-series or similar expansion generally does not
work well in eliminating the certainly infeasible points of a nonlinear nonconvex inequality constraint
in a su4ciently large box. Thus we propose directly applying a numerical method to
g(x)¿ 0; x∈X (14)
and obtain a set of certainly infeasible points. By eliminating this set of infeasible points from X,
we can then obtain a smaller box to bound the feasible points.
In order to /nd the solution to (14), namely, the smallest bounding box(es) to bound the feasible
points of (14), we propose the following two-step numerical method: (i) quick estimate of the
feasible point set of (14); and (ii) con/rming and/or re/ning the results from the /rst step. The task
of quickly estimating the solution of (14) can be recast as the problem of solving the one-dimensional
interval inequality:
f(a; t)¿ 0; (15)
where a∈A, t ∈T, A is a given interval vector and T a given interval. For a nonlinear function
f(a; t), t generally intermingles with a. Thus /nding the exact solution to (15) may be di4cult.
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However, we can further simplify (15) signi/cantly by replacing some or all of the intermingled
(mixed) terms of x such as sin(xixj) with their proper bounds, in particular, those mixed terms being
small in X but highly oscillatory (if any). We can then quickly solve the simpli/ed one-dimensional
inequality of type (15) numerically using the one-dimensional equation solver [9] or equivalently,
the one-dimensional feasible point /nder [34]. For the multivariate inequality (14), by treating one
of the components xi as t and the rest as a, we can then solve (14) for all the components of
x. Using the tightened bounding box(es), we can then iteratively solve (14) until no improvement
is possible. We will refer this procedure to eliminate those certainly infeasible points as the quick
solution approach in the rest of this paper.
Similar approaches to the quick solution approach have been used in [13,32] to /nd the enclosures
of zeros of a polynomial system. Hong and Stahl [13] proposed to /rst /nd the lower and upper
bounding functions of f(a; t), and then use them to narrow the searching space or box. If g(x) is
polynomial, /nding the lower and upper bounding functions of g(X1;X2; : : : ;X i−1; xi;X i+1; : : : ;Xn)
(i = 1; 2; : : : ; n) is rather straightforward without di4culty, as in [13]. For a general nonlinear non-
convex function g(x), it would be quite di4cult to /nd the corresponding lower and upper bounding
functions. One way to do so is to use the Taylor interval linear approximation, which is essentially
equivalent to the Hansen–Sengupta’s method. The diKerence between our quick solution approach and
tightening or narrowing of Hong and Stahl [13] and van Hentenryck et al. [32] is threefold: (i) f(a; t)
in this paper is not necessarily the upper bounding function of g(X1;X2; : : : ;X i−1; xi;X i+1; : : : ;Xn)
for a given variable xi, though they are related; (ii) after replacing all but one variable (say xi)
with their corresponding intervals, we are still free to replace some of xi in the derived univariate
function g(X1;X2; : : : ;X i−1; xi;X i+1; : : : ;Xn) with X i in order to quickly /nd a function of type
(15) for eliminating some certainly infeasilble points. Since the derived function of type (15) is not
lower-bounded, it can be more e4cient, and (iii) we use the quick solution approach to the new
problem of /nding the smallest bounding boxes of feasible points, while Hong and Stahl [13] and
van Hentenryck et al. [32] were concerned with solving the enclosures of zeros of a polynomial
system.
We use example (13) to demonstrate the quick solution approach. By treating x as a and y
as t in (13), and simplifying the intermingled term sin(xy) over X as [ − 1; 1], we obtain the
one-dimensional interval inequality of type (15) as follows:
− 10[0; 1] exp(−|y|) + [− 1; 1] + 5¿ 0 (16)
the solution of which can be readily found to be |y| ∈ [0:9163; 108]. In the same manner, we can /nd
the infeasible point set of (13) for the component x, namely, |x| ∈ [0:9163; 108]. Thus the bounding
box for the feasible point set of (13) can be immediately obtained and given by
S=
{
[− 0:9163; 0:9163]
[− 0:9163; 0:9163]
}
;
which is even much better than (13c). Iteration will further improve the above bounding box S.
If there exist no intermingled terms in (14), the results obtained by repeating solving the interval
inequality of type (15) will be /nal. Without loss of generality, we assume that there are intermingled
terms among the components of x in (14). In order to con/rm and/or further improve the results
from the /rst step, we propose the following three-component recipe: (i) slicing a given box Y into
a number of subboxes; (ii) using the original nonlinear function to compute the range of g(x) in a
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given box Y; and (iii) deciding whether a box is feasible, not feasible or needs to be further sliced.
Here the last two components should be clear by themselves. Nevertheless, we would like to note
that unlike Hansen and Sengupta [10], Neumaier [24] and Wolfe [33] in the second component, we
directly use the original nonlinear function but not its linear expansion to compute the range of g(x).
We will now explain how to conduct multiple slicing in the /rst component. Usually, one would
simply bisect a box Y into two subboxes, often based on the length of a side, as seen in the literature
(see e.g., [28,9,33]). The advantage of bisecting is twofold: (i) that the method is simple and easy to
implement; and (ii) that it requires no other information about the function g(x). Multiple slicing can
be more e4cient if the slicing is guided with the relevant information about g(x). Some empirical
multiple slicing methods have recently been proposed and investigated, for instance, in [9,3,4]. In
this paper, we will use the one-dimensional feasible point /nder in [34] as a solid theoretical basis to
guide the multiple slicing or multisection. Without loss of generality, let us assign the (n−1) variables
of g(x) (say x1, x2, : : : ; xn−1) to some pre-determined values, namely, xi = yi (i = 1; 2; : : : ; (n− 1))
and leave one free (say xn ∈Yn), and assume that the equation
g(y1; y2; : : : ; yn−1; xn) = 0 (17)
has a number of solutions in Yn. Using the one-dimensional equation solver [9] or feasible point
/nder [34], we can then exactly separate the feasible and infeasible intervals of Yn. Thus we
can readily slice Yn into a number of feasible and infeasible intervals accordingly. In the same
manner, we can also multiply slice any component of x. DiKerent ways of multiple slicing may
require signi/cantly diKerent computing times. The optimal way of multiple slicing is not known
in advance, unfortunately. As a guide, we propose to choose the sliced subbox with the largest
feasible interval from the previous slicing for further multiple slicing in order to quickly obtain a
largest possible bounding subbox for the feasible points. A large subbox of the feasible points may
also avoid frequent multiple slicing on the same component in the neighbouring sliced subboxes. If
Eq. (17) has no solution for any free component xi, then there can be two possibilities: (i) Y may
not be infeasible and we have to bisect Y into two subboxes for further check; or (ii) Y is already
the smallest bounding box currently under check.
We put the quick solution approach and this three-component recipe together to construct Algo-
rithm II for /nding the smallest boxes to bound feasible point sets, which is brieLy described as
follows:
Algorithm II.
1. Given an initial box X, initialize a problem list and assign X to the list;
2. Iteratively solve the interval inequality of type (15) for all the components of x and put the
resulted bounding box(es) into the problem list;
3. If the problem list is empty, terminate. Get a box Y from the problem list. If the size of the box
is smaller than a pre-determined j, repeat this step;
4. Compute g(Y). If g(Y)6 0 (or g(Y)¿ 0), then store Y as part of the solution, rearrange the
solution boxes (or delete Y) and go to Step 3;
5. If all the components of Y cannot be sliced any more, store Y as part of the solution, rearrange
the solution boxes and then go to Step 3;
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6. If the subbox Y contains feasible sides, use the quick solution approach, namely, by repeated
solving (15) for all the components of x, in order to eliminate certainly infeasible points from
this subbox. If the number of the obtained boxes is larger than one, keep one of these boxes as
a new Y, store all the others into the problem list, and then go to Step 4. Otherwise, choose any
component without a feasible side for further slicing. Then use (one or both of) the following
strategies:
◦ the one-dimensional feasible point /nder; and/or
◦ local optimizers for the implicit function of reduced dimension derived from the inequality, as
formulated by (19),
to grow the feasible intervals, and accordingly, readjust the sliced results (subboxes) along this
component. Keep one of these boxes as a new Y, store all the others into the problem list, and
then go to Step 4;
7. Use the one-dimensional equation solver or feasible point /nder to separate the feasible and
infeasible intervals of, say Yn, given xi = yi (i = 1; 2; : : : ; (n− 1)). If there exists no solution to
(17) for any component xi and if g(y)¡ 0, store Y as part of the solution, rearrange the solution
box and then go to Step 3;
8. If g(y)¿ 0 in Step 7, test whether any part of xi ¡yi or xi ¿yi can be eliminated. If Y has
been tightened, replace Y with the improved one and go to Step 4; If tightening is not possible,
bisect Y into two subboxes. Put one of them into the problem list and then go to Step 4;
9. Slice Y into multiple subboxes along Yn according to the separation of feasible and infeasible
intervals. Use the one-dimensional feasible point /nder to grow the feasible intervals along Yn
and accordingly, readjust the multiply sliced subboxes. Keep one of these boxes as a new Y,
store all the others into the problem list, and then go to Step 4.
Some further explanations on the second strategy in Step 6 of Algorithm II may be appropriate.
For a sliced subbox without a feasible side, we can use the quick solution approach or bisection
to eliminate infeasible points. Thus without loss of generality, we assume that the sliced subbox Y
has a feasible side, say on x1. In order to make a largest possible bounding box out of this feasible
interval, we only need to /nd the maximum/minimum values of all the components other than x1,
satisfying the equality constraint:
g(x) = 0: (18)
In other words, we have to solve the following optimization problems:
max=min xi (19)
subject to the equality constraint (18), where i =1. Finding the maximum/minimum values of a
component xi (i =1) within Y is a global optimization problem and can be time-consuming (compare
e.g., [22,8,9,18,7]). Since one of the most important purposes of bounding feasible point sets is to
develop new methods/algorithms of global optimization, and since a global solution within Y may
likely not be a global solution in the largest possible but not yet known bounding box(es) with Y as
its subset, we will not use global optimization techniques to solve (19). On the other hand, a global
optimization algorithm may produce the global solutions for xi that are separated and unfavourably
far away from the current feasible region of interest. In fact, the optimization formulation (19) is
not an essential component of Algorithm II but can be helpful in reducing the numbers of bisection
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and multiple slicings. Thus a local optimal solution to (19) is su4cient for our purpose. The size of
a bounding box can then be grown by iteration. If the function g(x) is highly oscillatory, we may
randomly sample a point over the feasible interval and /nd the smallest and largest possible feasible
values for the components other than x1 using the one-dimensional zero point /nder [34] in order
to obtain a bounding (sub)box for the feasible points. One of the reviewers brought the attention
of this author to the recently published book in [17], in which (19) is directly proposed to /nd the
smallest bounding box. Due to the reasons mentioned in the introduction, this method can only be
used to some rather limited cases.
For the system of multiple nonlinear and nonconvex inequality constraints (2), we can add an
outer loop for each inequality of (2) to Algorithm II, as in [10] or [9]. As in Algorithm I, we
should also slightly modify Step 4 of Algorithm II such that all gi(Y) are computed and checked.
This treatment of multiple inequality constraints by simply adding an outer loop can be far from
satisfactory. The bounding box(es) for the feasible points obtained in this manner can be too large.
In order to further improve the solution to the system of multiple nonlinear constraints (2), we
propose replacing (2) with the following single nonlinear inequality constraint:
m∑
i=1
i|gi(x)|6  (20a)
or
m∑
i=1
ig2i (x)6 ; (20b)
where x∈X,  is a pre-determined small positive constant, and
i =
{
0 if gi(x)6 0;
1 otherwise:
The equivalence between (2) and (20) can be readily established. In order to satisfy (20a), for
instance, we must have
gi(x)6 ; i = 1; 2; : : : ; m (21)
since all i¿ 0. Letting  tend to zero, we see that (21) is turned to nothing but (2).
The diKerence between simply adding an outer loop and the equivalent treatment (20) to deal
with the multiple inequality constraints (2) is signi/cant. By adding an outer loop, as suggested in
[10], we can only handle one inequality constraint after another. Mathematically, this is equivalent
to activating one constraint at each run of the loop but turning oK the constraints imposed by the
other (m − 1) inequalities. Actually, adding an outer loop to either Algorithm I or II to handle
multiple inequality constraints is diKerent from and should result in a tighter bounding box than the
violating-all-the-constraints formulation (12) given in [10] (see also [9]), since it is trivial to prove
that the Hansen–Sengupta’s method only results in a subset of the infeasible points by adding an
outer loop. When the proposed equivalence (20a) or (20b) is used, all the inequality constraints of
(2) have been activated. Thus (20) should result in the tighter bounding box(es) for the feasible
points of (2) than adding an outer loop.
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4. Synthetic examples and comparisons
In this section, we will implement, demonstrate and compare three methods for bounding the
feasible points of nonlinear inequality constraints (2): (i) the Hansen–Sengupta’s method; (ii) the
modi/ed Hansen–Sengupta’s method; and (iii) the numerical method. The latter two methods are
/rst proposed in this paper. We will also compare the performances of Hansen–Sengupta’s treatment
of a nonlinear inequality system, namely, one inequality after another by adding an outer loop to
either Algorithm I or II, and our equivalent reformulation (20). The experiments to be reported in
this section were carried out with Borland C++ on a Toshiba Notebook Tecra 8000 (RAM 128
MB, Pentium II 400 MHz).
We have simulated two examples. The /rst example is based on (13) but is modi/ed to create
more regions of feasible points. More speci/cally, we have synthetically added two exponential
functions to (13) and thus created two more major regions of feasible points. The modi/ed example
is given as follows:
g(x; y) =−10 exp(−|x| − |y|)− 7 exp(−|x − 4| − |y|)
−19 exp(−|x + 10| − |y − 5|) + sin(2xy) + 56 0 (22a)
and
X=
{
[− 108; 108]
[− 108; 108]
}
: (22b)
Function (22a) is obviously nonlinear nonconvex and becomes highly oscillatory as x or y goes
away from the origin. It is trivial to show that applying the Hansen–Sengupta’s method to (22) does
not result in any improvement on the initial bounding box X. The results by the modi/ed Hansen–
Sengupta’s and numerical methods are summarized in Table 1. The modi/ed Hansen–Sengupta’s
method can indeed produce the correct bounding boxes to bound the disconnected regions of feasible
points at any pre-determined accuracy/resolution. However, the CPU time required to identify all
the bounding boxes is inversely proportional to the pre-determined accuracy. For instance, the CPU
times used to /nd the bounding boxes at the accuracy of 1:0E-3, 1:0E-5 and 1:0E-7 are respectively,
equal to 6:857, 573:998 and 47592:479 seconds. Thus we may conclude that the modi/ed Hansen–
Sengupta’s method is only practically applicable to produce bounding boxes approximately or at
low accuracy. The numerical approach is clearly capable of correctly identifying the bounding boxes
at any given accuracy e4ciently. The numerical method not only produces more accurately the
bounding boxes by one order of magnitude than the modi/ed Hansen–Sengupta’s method but also
is faster by two orders of magnitude. The disconnected feasible regions of Example 1 are shown
by shading in Fig. 1 at the resolution of (0:01 × 0:01). Also shown in Fig. 1 are the /ve smallest
disconnected bounding boxes obtained by the numerical method.
The second example is composed of two nonlinear inequalities, namely,
g1(x; y) =
( x
5:0
)2=3
+
( y
3:0
)2=3 − 16 0; (23a)
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Table 1
Accuracy, CPU times and the bounding boxes of feasible points for Example 1
Methods Modi/ed Hansen–Sengupta’s Numerical
Accuracy 1:0E-7 1:0E-8
CPU times (s) 47592:479 429:019
Bounding boxes (1)
{
[− 11:533157920 − 8:588022289]
[3:727790651 6:443481909]
} {
[− 11:5331579220 − 8:588022284]
[3:727790651 6:4434819140]
}
(2)
{
[− 10:072097939 − 9:847720183]
[3:499142362 3:609321709]
} {
[− 10:072097944 − 9:847720178
[3:499142361 3:609321714
}
(3)
{
[− 0:705888994 0:748897368]
[− 0:705887215 0:705888995]
} {
[− 0:705888990 0:748897342]
[− 0:705887190 0:705888977]
}
(4)
{
[3:973168403 4:033239578]
[0:441555518 0:585334261]
} {
[3:973168396 4:033239586]
[0:441555601 0:585334223]
}
(5)
{
[3:558065417 4:434598505]
[− 0:381064462 0:181202394]
} {
[3:558065414 4:434598514]
[− 0:381064461 0:181202357]
}
g2(x; y) =
(
x − 5:0
5:2
)2=3
+
( y
7:0
)2=3 − 16 0 (23b)
and
X=
{
[− 108; 108]
[− 108; 108]
}
: (23c)
Although these two inequalities are rather simple, it is also trivial to show that the Hansen–Sengupta’s
method cannot improve the initial bounding box X of (23c), as in the case of Example 1. We then
used the modi/ed Hansen–Sengupta’s method and our numerical technique to /nd the bounding
box of feasible points. The loop strategy has been applied to deal with multiple inequalities. We
have also applied the numerical method to the equivalent representation (20a) of multiple inequality
constraints in order to simultaneously handle the two inequalities (23a) and (23b) by setting 
to 1:0E-9. The accuracy, CPU times and the bounding boxes by the modi/ed Hansen–Sengupta’s
method, and the numerical techniques with loop strategy and by using the equivalent treatment (20a)
of multiple inequality constraints are listed in Table 2. As in Example 1, the modi/ed Hansen–
Sengupta’s method can indeed produce the bounding box at any given accuracy. Unfortunately, the
CPU times (not listed here) are again shown to be inversely proportional to the accuracy, which
will de/nitely limit the practical applicability of the method. Although the two inequalities are rather
simple, it still took almost 14 CPU hours to obtain the bounding box at the accuracy of 1:0E-7 (see
Table 2). The numerical method with loop strategy successfully generates the same bounding box
of higher accuracy but in almost no time (0:02 CPU seconds). The numerical method by using the
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Fig. 1. The (disconnected) feasible regions (shaded areas) and bounding boxes of Example 1 shown in dotted lines. The
feasible regions are produced from the function computation at the gridding points of (0:01× 0:01). The bounding boxes
are identi/ed by the numerical method. Since two of the feasible regions and their bounding boxes, namely, A and B,
are too small to be clearly visible, we have ampli/ed these two regions and boxes by a factor of 15 and shown them at
the upper-right corner.
Table 2
Accuracy, CPU times and the bounding boxes of feasible points for Example 2
Methods Accuracy CPU times (s) Bounding boxes
Modi/ed Hansen–Sengupta’s 1:0E-7 50049:974
{
[− 0:200000025 5:000000044]
[− 3:000000026 3:000000026]
}
Numerical (loop strategy) 1:0E-8 0:020
{
[− 0:200000008 5:000000009]
[− 3:000000008 3:000000008]
}
Numerical using (20a) 1:0E-8 0:102
{
[− 0:200000007 5:000000008]
[− 1:031647501 1:031647501]
}
equivalent representation (20a) has resulted in the correct, smallest bounding box, at the accuracy
of 1:0E-8 and only in 0:102 seconds. It is also obvious from Table 2 that the loop strategy cannot
produce the smallest possible bounding boxes for the feasible region, as was expected theoretically
in Section 3. The bounding boxes from applying the numerical methods with loop strategy and by
using (20a) are shown in Fig. 2 in dotted and thick dash–dotted lines, respectively.
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Fig. 2. The feasible region (shaded area) and bounding boxes of Example 2. The feasible region is produced by plotting
the functions with Matlab at the resolution of 0:01. The bounding boxes by the numerical methods with loop strategy and
through using (20a) are shown in dotted line and in thick-dash–dotted line, respectively.
5. Conclusions
Various algorithms have been proposed in the literature either for /nding an approximate feasible
point (see e.g., [26,29,5,12,6]) or for checking whether a feasible point exists inside a (small)
box (see e.g., [9,20]). Although approximation methods can be used to correctly /nd the smallest
box to bound the feasible point set de/ned by a set of convex inequalities, they may not be very
e4cient computationally due to the growth of the feasibility problem with iterations, and are even
not generally applicable if the inequalities are nonlinear and nonconvex. The /rst method for /nding
bounding boxes to bound the disconnected feasible points de/ned by a nonlinear inequality or
a system of nonlinear inequalities was proposed by Hansen and Sengupta [10] (see also [9]). The
method has not been practically implemented for /nding smallest possible bounding boxes of feasible
points de/ned by a system of nonlinear nonconvex inequalities, though modi/ed versions have been
used to bound the constraints of equalities [24,33]. In this paper, we have shown with two examples
that the Hansen–Sengupta’s method cannot result in any improvement on an initial bounding box,
if it is su4ciently large. Given a feasible point, Kristinsdottir et al. [21] proposed a method: (i)
to check whether its neighbourhood is also feasible; and (ii) to grow this feasible point into a
maximal feasible region. The strategy proposed in [21] for answering the /rst question does not
always succeed, since their algorithm may indicate that an interval is infeasible when it is really
feasible and/or that a tolerance interval is feasible when it is really not. The strategy they proposed
to answer the second question was to use a constant step size to grow the neighbourhood and then
use interval mathematics to check whether the maximal feasible region has been found. Obviously,
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the method is not able to /nd all disconnected feasible regions. For some other methods of handling
inequalities, the reader is referred to a recent excellent review [18], which are not suitable to /nd
the smallest bounding boxes, however.
We have proposed the /rst numerical method to /nd the smallest bounding boxes to bound the
feasible points of a nonlinear and nonconvex inequality and/or a system of nonlinear and nonconvex
inequalities. Two strategies, namely, the loop strategy as proposed in [10] (see also [9]) and the
equivalent representation (20), have been used to deal with multiple nonlinear inequalities. Two
examples have demonstrated that the proposed numerical algorithm can indeed correctly /nd the
smallest bounding boxes for feasible points, to any given accuracy and e4ciently. When comparing
our method with that of Kristinsdottir et al. [21], we see that all the problems with the algorithm
of Kristinsdottir et al. [21] have been completely circumvented. Our strategy to /nd the smallest
bounding boxes also depends on the nature of a nonlinear inequality or a system of nonlinear
inequalities. On the other hand, the correct solution to the second question of Kristinsdottir et al.
[21] will generally lose many feasible points, while our method provides the smallest bounding
box to bound all the feasible points in the same area. Since one of the core components in our
numerical method is a new tool for multisection and multisplitting, this seems also to be the /rst
such theoretically established technique, compared with empirical multisection in [9,3,4]. We have
also modi/ed the original Hansen–Sengupta’s method and shown that the modi/ed method is able to
/nd the smallest bounding boxes as well. The computation time it requires is, unfortunately, inversely
proportional to the given accuracy/resolution, and thus would limit its practical applicability.
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