Recent work has shown that self-attention modules improve the performance of convolutional neural networks (CNNs), in which global operations are conventionally used to generate descriptors from feature context for attention calculation and characteristics recalibration. However, the performance gain is compromised due to sharing the same descriptor for different feature context. In this paper, we propose Pyramid Attention Mechanism (PAM) that incorporates contextual reasoning into self-attention module for enhancing the discriminative ability of descriptors. PAM is lightweight yet efficient and can be integrated with most self-attention modules. It consists of two operators: aggregation and distribution, which are used for assembling and synthesizing contextual information at different levels. Extensive experiments on different benchmarks (including CIFAR-100, ImageNet-1K, MS COCO, and VOC 2007) indicate that PAM can produce competitive performance gains. In classification tasks, by plugging PAM into self-attention modules, at most 2.18% accuracy improvement over various network structures can be obtained.
I. INTRODUCTION
Attention mechanism has shown its great influence in convolutional neural networks (CNNs) in tackling various visual applications from image classification [28] - [30] , object detection [23] , [38] , to video captioning [22] , [39] . It helps CNNs focus more on the salient features and suppress unnecessary parts to enhance its discriminative ability. Particularly, self-attention modules can improve network performance without additional supervision end-to-end. They can be embedded in most CNNs, enabling networks to adaptively reweight features based on the captured interdependence. State-of-the-art works in this field usually utilize global operations to generate descriptors of each feature region (channel or spatial position) and further embed these descriptors into sub-modules to generate attention values that are fed back to the target.
However, do the descriptors generated by global operation really represent the corresponding region well? To illustrate this problem, we present the inner feature maps of The associate editor coordinating the review of this manuscript and approving it for publication was Jianqing Zhu .
ImageNet-1K pretrained model in Fig 1. These feature maps are selected from the output of stage 2, (herein, we use the concept of ''stage'' as defined in [31] ), and share similar global pooling operation results. However, these feature maps have significant visual and statistical differences, such as orthogonality and entropy. The global operation may not provide a comprehensive reflection of feature maps.
We note that human cognition is a process of contextual reasoning, which analyzes different perspectives of different contexts. Inspired by this phenomenon, in this paper, we propose Pyramid Attention Mechanism (PAM) that synthesizes feature context at different levels to generate multidimensional descriptors for a better discriminative ability. Fig. 2 and Fig.3 depict the work flow of PAM embedded in a channel-attention framework, SENet [27] . PAM consists of two operators: aggregation and distribution. For a feature map x i , aggregation uses a transformation F ag to generate descriptor candidates V i , which represents an assembly of feature context at different levels. This simultaneously works with distribution F di that yields the corresponding weights W i , followed by the Hadamard product and summation for synthesis. We empirically demonstrate that PAM can be integrated into most self-attention modules with minimal parameter and computation overheads, and can be jointly trained end-to-end. In the experiment of CIFAR-100, ImagNet-1k, MS COCO, and VOC2007, PAM can lead to performance gains over various baseline networks. For example, in image classification tasks, by plugging PAM into self-attention modules, we can obtain 2.18% accuracy improvement at most. Moreover, we visualize the decision-making process of the attention module using Grad-CAM [45] , which qualitatively explains why PAM achieves the outstanding results mentioned before.
II. RELATED WORK A. NETWORK ENGINEERING
Developing representation power is one of the key objectives of network engineering. Implementation methods can be divided into two branches, namely manual architecture design and automatic architecture search.
VGGNet [30] , regarded as one of the powerful manual architecture design methods, demonstrates the benefits of stacking layers in a similar topology. In ResNet [31] , skip connections utilized to enhance information flow also lead to a significant performance boost. An alternative to improve network capacity is by adjusting width as WideResNet [32] or cardinality as ResNeXt [33] . Inception modules [46] - [49] use multi-branch blocks with manually customized branches. In addition to network block design, DenseNet [34] strengthens feature propagation by directly linking every block to each other, enabling blockwise feature reuse. More recently, encouraged by the demand of deploying CNNs on embedded devices with limited resources, networks design with respect to the trade-off between complexity and accuracy [35] , [36] , [37] has been a challenging research interest. Maintaining a full channel receptive field and using group convolution to reduce complexity of networks play crucial roles in these works.
Parallel to manual architecture design, neural architecture search (NAS) is proposed to automatically discover the optimal structure on unseen data, which relies on component arrangement from a predefined set under specific strategies. Works in this field can be categorized by three dimensions [8] , namely search space [2]- [7] , search strategy [9] - [11] , and performance estimation strategy [12] - [15] .
B. CONTEXTUAL REASONING
Contextual reasoning is widely adopted in various domains including image captioning [19] - [21] , objection detection [16] - [18] , and visual question answering [24] . These works utilize contextual information at different levels to resolve local ambiguities. Contextual reasoning modeled as a ''top-down'' procedure utilizes task-specific context to forecast region-based attention for image captioning [22] . Spatial memory network (SMN) [23] regards object detection as a reasoning problem and memorizes detected objects as contextual information to infer ''what'' and ''where'' other instances should be placed. Our work is partly inspired by [25] , which incorporates image level information with local properties to recognize place and object. FIGURE 2. Overview of PAM. We use a channel-attention framework [27] to show how the PAM works with self-attention modules, which consists of two steps: aggregation F ag and distribution F di . These two operators generate multi-dimension context features V i and adaptive weights W i respectively and use them to obtain attention descriptors X d . These descriptors are then fed into self-attention module to generate more discriminative attention values. ⊗ denotes dot-product operation. Here we use a channel-attention [27] module as the framework. Aggregation gathers feature context at different levels as the descriptor candidates and distribution adaptively weights them. These two operators work on the input features simultaneously to highlight the more important feature context. DW means depth-wise convolution, softmax is used to normalize weight vector, ⊗ and mean dot-product and sum, respectively. In distribution, the operations between DW and softmax are same with the operations in aggregation, in order to make the module light.
C. SELF-ATTENTION
Self-attention provides a means to model network with multilevel interdependences. The Residual Attention Network [26] combines the encoder-decoder style attention module with feedforward networks in the image classification task. It generates 3D attention maps to revise the entire input features in end-to-end patterns, yielding competitive results. Nevertheless, it may lead to parameters and computation burdens because several residual units are exploited to extract attention features.
SENet [27] models interdependencies of feature channels through a squeeze operation and uses multi-layer perception to attain channel attention. The SE block is light yet effective on several challenging benchmarks. It uses global average pooling to attain channel descriptors for attention computation. However, SENet may be not robust since it loses lowlevel information and a similar global average value may be obtained from different situations, as shown in Fig. 1 . In contrast, our proposed PAM can help descriptors own comprehensive understandings of channel features with the concept of contextual reasoning. BAM and CBAM [28] , [29] decompose 3D attention into channel and spatial dimensions. BAM [28] sticks attention module between stages and uses dilated convolution to infer spatial attention maps, while CBAM [29] utilizes global max pooling and global average pooling to generate channel and spatial descriptors. However, we empirically show that the cascading channel attention with spatial attention may result in unnecessary interference and performance decrement. In our PAM, we combine multi-level region-specific feature context to lead to a more comprehensive descriptor and experiments show that exploiting this descriptor can further bolster performance.
III. PYRAMID ATTENTION MECHANISM
The Pyramid Attention Mechanism (PAM) is a light-weight yet efficient method to help self-attention modules exploit feature context better, which combines multi-level feature context to increase the discriminative ability of the attention descriptors. We propose to achieve this in two steps: aggregation and distribution. For simplicity, we utilize channel selfattention framework to illustrate its procedure.
A. AGGREGATION
The descriptors generated by the global operations can be considered as the overall understandings high-level feature context. However, it may not perceive changes in low dimension, which may play an important role in measuring the feature important degrees. To mitigate this problem, with the principle of contextual reasoning that combines multilevel feature context to resolve local ambiguities, we propose to aggregate feature context at different levels to enrich the candidate set of the channel descriptors.
Formally, for single feature of C channels x i ∈ R H ×W ×1 , i = 1, 2, . . . , C, aggregation utilizes spatial pooling f k [42] to generate a descriptor at level k, which divides the channel feature map into k × k bins across a spatial dimension and then applies region pooling to each bin. Thus, the descriptor at level k can be calculated as:
With the growth of k, the descriptor become more detailed. This can be considered as embedding granular spatial information into a channel dimension, instead of separating them [28] , [29] , which may be more efficient and powerful. Essentially, the growth of k corresponds to the human cognitive process that understands an object from a macroscopic to microcosmic perspective.
To satisfy the different demands of the network structures on various tasks, we introduce the concept of sensitivity m to measure the degree of descriptors details. For sensitivity m, we aggregate the descriptor vectors from a collection of pyramid pooling:
The final attention descriptor candidates that contain multilevel feature context can be derived as:
In comparison to SPP-net [42] , we emphasize that there are obvious differences. SPP-net treats the features of each channel as a whole but we treat each feature map as an independent unit and operate on them separately. More importantly, the objective of the SPP-layer is to eliminate the limitation of a fixed input size brought by a fully connected layer, while our purpose is to aggregate feature context at different levels.
B. DISTRIBUTION
We further need to extract effective information from the descriptor candidate set. This can be achieved by distribution module, which applies weight to each candidate. Directly applying an unlimited weight vector with the same length to each channel as a weight function may be a good practice. However, it will lead to a parameter overhead, because thousands of channels with corresponding tens of weight coefficients are existed in later stages.
More importantly, we empirically show that descriptors from the less important regions may interfere with the final attention features if limitation is not introduced. Thus, we propose the distribution operator to aggressively highlight discriminative parts and vice versa, which can be computed as:
where X ∈ R H ×W ×C denotes the input features, Dw 1×1 denotes the depth-wise convolution with kernel 1 × 1, F m refers to the spatial pooling with the same sensitivity as aggregation, and σ represents the softmax function for normalization. This design offers two major benefits: (A) A depth-wise convolution is extremely parameter economical. Cooperated with a softmax layer, one value for each channel can adjust the mutual proportional relationship of each weight. (B) The limitation between aggregation and distribution can avoid performance degradation caused by the noise of the feature context. In other words, as the training progresses, the weights of the important areas and the corresponding descriptors will simultaneously become larger.
Finally, the channel descriptor x d i is formulated as:
where ⊗ denotes dot-product. The set of all channel descriptors can be obtained as X d = {x d i | i = 1, 2, . . . , C} .
C. FRAMEWORK
Although channel-wise feature maps are used to illustrate the PAM structure, we emphasize that PAM is a general mechanism for enhancing the representation power of attention descriptors and can be integrated with most self-attention modules. In other words, channel-wise, spatial-wise and 3D attention mechanisms can all benefit from PAM. For simplicity, we select SENet [27] , one of the strongest self-attention methods, as the framework to verify the effectiveness of PAM. Thus, the final attention vector can be computed as:
where σ denotes the sigmoid function, X d is the set of all channel discriptors mentioned before, W 1 ∈ R C×C/r , δ refers to the ReLU [50] function, W 0 ∈ R C/r×C , and r is defined as the reduction factor, which is set to 16 in all experiments to achieve a good tradeoff between accuracy and complexity.
The outputs of PAM are computed as:
where ⊗ denotes a channel-wise multiplication.
D. PAM +
The basic hypothesis of PAM is that CNN feature maps contain feature context. However, texture and contextual information coexist in CNNs, especially in the shallow parts. Hence, we investigate whether explicitly helping CNN extract feature context will further improve its performance. Considering the definition of feature context, we apply a depth-wise convolution with kernel k before PAM. It enables each output after the depth-wise convolution to represent feature context from a large spatial extent. In other words, this expands the receptive field of self-attention modules. This variant will be referred to PAM + .
IV. EXPERIMENT
In this section, we evaluate the performance of the proposed PAM on standard benchmarks: CIFAR-100 and ImageNet-1K for image classification and MS COCO and VOC 2007 for object detection. All the experiments are conducted in PyTorch framework [1] .
Considering the lack of computing resources, we divide the experiments into three parts. First, we conduct sufficient ablation experiments on CIFAR-100 to verify the effectiveness of the PAM components, including its sensitivity m, context kernel size k and distribution operator. We then report the results of PAM and other typical self-attention structures on CIFAR-100 and ImageNet-1K, demonstrating that PAM outperforms all state-of-the-art structures without bells and whistles. Finally, we integrate PAM into an objection detection framework to verify its generalization ability. 
A. ABLATION STUDIES ON CIFAR-100
CIFAR-100 dataset consists of 60,000 32 × 32 color images of 100 classes. The training and validation sets contain 50,000 and 10,000 images, respectively. Similar with [31] , [32] , [43] , we adopt a standard data augmentation (random-size cropping to 32×32 pixels after 4-pixel padding on each side and horizontal flipping). The images are then normalized through channel mean values and standard deviations. On CIFAR-100, we train all the models from scratch, using batchsize 128 for 300 epochs. The learning rate starts from 0.1 and divided by 10 in 150 epochs and 225 epochs respectively. All the weights are initialized by the strategy described in [44] .
1) CONTEXT KERNEL SIZE k
We first investigate the impact of the context convolution kernel size. Experiments are conducted by verifying the kernel size k and setting the sensitivity m to 1 throughout. Since we choose framework of SENet to verify effectiveness of PAM, it is set as the baseline in this series of experiments.
Results with different base structures are shown in Table 1 . It is obvious that larger context convolution kernels result in better performance and most increases in kernel size yields consistent improvement over the baseline, i.e. SENet. In addition, ResNet-164 is the deepest and attains the largest improvement (0.86% top-1 error) with the smallest parameters, compared with WideResnet-16 and ResNext-20, which attain slight lower improvement (0.56% and 0.49% top-1 error respectively). We think this is caused by the numbers of self-attention modules plugged in the networks, since ResNet-164 has more bottlenecks [31] than others.
This experiment suggests that explicitly capturing the feature context in a large spatial extent can enhance network performance. And it can be inferred that the PAM + structure whose context kernels have the same size with that of the corresponding feature maps within each stage will lead to maximum improvement. However, because of the large parameter overhead and limitation of the computation resource, we set k = 7 for PAM + in the rest of the experiments. k may be chosen according to the real demands.
2) SENSITIVITY m
We further investigate the impact of different sensitivity m. To control the variable, the context convolution operation is removed. We conduct experiments by plugging PAM in various network structures and varying the sensitivity m. The sensitivity m determines the degree of refinement of the attention feature context. Table 2 shows the results of three different levels corresponding to three network structures. Most sensitivity levels yield consistent improvement over the baseline. Aggregating a multi-level feature context leads to a more accurate and powerful channel descriptor. In reality, this idea is widely adopted in traditional image processing, in which multi-scale and multi-dimensional information is used for algorithm robustness. It is worth noting that the sensitivity under each network structure has its saturation point. Accuracy decreases by a small margin after the saturation point, which implies that an extremely detailed feature context will confuse networks in focusing on the right part. This is highly consistent with human recognition. For example, it is difficult for someone to identify an object by only observing its partial area.
The saturation point of PAM + is illustrated in Table 3 which is more distributed. We infer that different structures with PAM may have different saturation point over different tasks. With that in mind, a series of experiments of m = {2, 3, 4} are conducted and the results of different saturation points are presented in the following experiments.
3) COMPARISON WITH UNLIMITED WEIGHT VECTORS
We also compare performance between distribution operator and unlimited weight vectors F uw that has the same length with descriptor candidates V m i . Experiments are conducted by replacing distribution module in PAM with the unlimited weight vectors. All the weights are initialized to zero, so that every descriptor candidate has the same initial weight after normalization. As shown in Table 4 , distribution module has less parameters while achieves better results, demonstrating that distribution is useful to resist feature context noise and highlight important region. Moreover, the degree of performance degradation is consistent with the network depth. This implies that more useless feature context will lead to a more negative effect on network performance.
B. IMAGE CLASSIFICATION RESULTS ON CIFAR-100
In this section, we examine the ultimate capability of PAM and compare it with top-performing self-attention modules. As shown in Table 5 , PAM outperforms all state-of-the-art modules by a large margin, demonstrating that combining multi-level feature context dramatically bolster the representation power of networks. Resnet-164 plugged with PAM is as powerful as WideResNet16-8, with only one-fifth of the parameters and one-sixth of the GFLOPS. An interesting phenomenon is that PAM + has similar performance as PAM under ResNet-164 even though it is equipped with contextual convolution. It can be interpreted that deeper networks can extract feature context by itself. In contrast, shallow networks mainly rely on large kernel filters to explicitly extract feature context, which can be proven by the result of WideResNet.
C. IMAGE CLASSIFICATION RESULTS ON IMAGENET-1K
ImageNet-1K classification dataset consists of 1,000 classes with 1.28 million images for training and 50,000 for validation. We adopt a standard data argumentation widely used in [31] - [33] , [43] and report a single-crop error rate on the validation set. All models (except ResNet-50) were trained using SGD with momentum of 0.9 and batchsize of 256. The learning rate is initialized to 0.1 and divided by 10 each 30 epochs with a total of 90 epochs. Parameters are initialized using the method described in [44] . Due to GPU memory constraints, ResNet-50 is trained with batchsize of 128. To compensate this, we train it for 10 more epochs and divide the learning rate by 10 at epoch 90 as described in [34] .
Results in Table 6 show that PAM can deliver considerably performance improvement with minimal additional burden across different structures in different width and depth. Without a context convolution for explicitly extracting the context information, PAM still achieves better performance over the baseline module, e.g. SENet, demonstrating that multi-level attention descriptors lead to a more powerful efficacy. More importantly, the performance of channel-only attention module equipped with PAM exceeds the channel-spatial union attention module.
In addition, driven by the demand of deploying CNNs in embedded devices, we conduct experiments on lightweight models. Since the structures we used above are in bottleneckstyle, to illustrate the generalization ability of PAM, we select MobileNet [35] which is a non-bottleneck style structure to conduct experiments. Table 6 summarizes the results. Even with a highly optimized network, PAM delivers about 3.60% accuracy improvements over the baseline and outperforms other self-attention module. This demonstrates that PAM has great potential practical applications on embedded devices.
D. ATTENTION VISUALIZATION WITH GRAD-CAM
Grad-CAM [45] is a visualization tool for exhibiting the decision-making process of CNN-based models. It can highlight the region where the network pays more attention in the progress of making a class-discriminative decision. We choose the output of the last convolution stage to generate attention maps since fully-connected layer discards spatial information and semantic information be-comes more advanced as the layers deepen. Fig.4 illustrates the comparison across different self-attention modules pretrained on ImageNet-1K. Models equipped with PAM are clearly more capable of focusing on the target area. More importantly, it helps the model achieve coverage of target area and highlight the most class discriminative re-gion, which is highly consistent with the human cognition process. For instance, it may be impossible to distinguish between dogs and tigers by simply observing their bodies, but their heads provide more discriminative information.
E. OBJECT DETECTION ON MS COCO
To judge whether PAM can generalize well in other vision tasks, we conduct object detection on MS COCO 2014 [51] , which involves 80k training images and 40k validation images. We adopt Faster-RCNN [53] as the detection framework. We utilize ResNet-50-FPN [41] and group normalization (GN) [52] as our detection framework backbone. Due to GPU memory constraints, PAM is only embedded in the fourth stage of ResNet-50. All the models are randomly initialized as described in [53] . We use the batchsize 8 and train the network for 510k iterations for fast performance validation. We retain the settings so that the gains can only be attributed to PAM. As shown in Table 7 , PAM improves the detection performance, demonstrating its generalization ability on other computer vision tasks. If PAM is embedded in all stages, a better performance can be obtained. 
F. OBJECT DETECTION ON VOC 2007
We further evaluate whether PAM could improve the performance of one-stage detection algorithms. We adopt one of the strongest multi-scale frameworks, SSD [54] , as our baseline and place PAM before each added extra feature layer (as defined in [54] ). The training set is the union set of VOC 2007 trainval and VOC 2012 trainval (07 + 12), and the validation set is the VOC 2007 test set. All the models are finetuned from the same ImageNet pretrained VGG [30] model. Other training details are the same with those described in [54] . In Table 8 , the SE block cannot deliver any benefits while PAM can lead to performance improvement.
V. CONCLUSION
In this paper, we propose PAM as a general mechanism to enhance the discriminative ability of self-attention modules. PAM uses aggregation to combine multi-level feature context as candidates and distribution to highlight the important ones. To verify its efficacy, we conduct extensive experiments on various standard benchmarks, including CIFAR-100, ImageNet-1K, MS COCO, and VOC 2007. Experimental results show that PAM can further improve the performance of self-attention modules. We also verify that using large kernel filters to explicitly extract feature context can help shallow networks perform better. Moreover, we visualize the decision-making process of CNN structures, showing that PAM can help network properly focus on the target. Because PAM is economical in terms of parameters and computation complexity, it can be integrated with lightweight architectures to be deployed into embedded devices, which has more practical meanings.
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