In this paper, we propose a new Distributed Asynchronous Dual-Free Coordinate Ascent method (dis-dfSDCA), and prove that it has linear convergence rate in convex case. Stochastic Dual Coordinate Ascent (SDCA) is a popular method in solving regularized convex loss minimization problems. Dual-Free Stochastic Dual Coordinate Ascent (dfSDCA) method is a variation of SDCA, and can be applied to a more general problem when its dual problem is meaningless. We extend dfSDCA method to distributed version, and provide theoretical analysis. We perform large scale experiments on distributed system and experimental results validate our findings.
Introduction
As the size of data grows larger and larger, serial optimization algorithm on a single machine can not meet the needs of these work, thus many distributed optimization algorithms have been proposed to solve large scale problems [13, 26, 27, 15, 11, 1, 5, 14, 6, 25, 10, 24, 8, 22] . The most popular one is distributed stochastic (mini-batch) gradient descent method (SGD) [1, 15, 13, 12] , and it is widely used in large scale convex problem and even earns great success in deep learning. SDCA [7, 24] and ADMM [25] are also applied to distributed version and show good performance. There are mainly two architectures in distributed system: one is shared-memory architecture, and the other one is distributed-memory architecture. Parallelism algorithm also consists asynchronous parallelism and synchronous parallelism, asynchronous parallelism is always considered better because it does not need to spend time on waiting all workers. In this paper, we only consider asynchronous parallelism on distributed-memory architecture.
We consider the following ℓ 2 -norm regularized loss minimization problem:
Many optimization methods have been proposed to solve this problem including [9, 20, 3, 17, 18, 19, 21, 23] . SDCA is one of the most popular methods, in [20, 9] , it is proved to enjoys strong theoretical convergence guarantee properties and it is also a variation of SGD method, because its update is based on an unbiased estimate of gradient. Unlike most of the SGD methods which solve primal problem directly, as its name indicates, SDCA is derived by considering a dual problem of (1). However, the dual problem of φ i is meaningless sometimes. In [18] , a variation of SDCA (dfSDCA) is proposed and applied to problems in which the dual problem is unavailable.
In this paper, we propose a Distributed Asynchronous Dual-Free Coordinate Ascent (Dis-dfSDCA) method. Linear convergence rate proof is also provided when φ i is smooth and convex. We perform large scale experiments, and the results prove that our proposed method outperforms the state-of-the-art distributed SDCA method and demonstrate our theoretical analysis.
Related Work
To solve large scale problem, stochastic optimization algorithm is greatly preferred. Stochastic gradient descent is popular for solving problem (1), but suffers slow convergence rate due to the variance of gradient. In [9] , stochastic gradient method with variance reduction (SVRG) is proposed to have linear convergence. The analysis in [20] proves that SDCA is another class of method that enjoys the same fast convergence rate as SVRG and its variants. Actually, SDCA is also proved to be a variance reduction method for SGD [9] . However, computing dual problem is not easy sometimes, [18] proposes dual free SDCA method when dual problem is meaningless. [4] improve the convergence of dual free SDCA by allowing non-uniform selection of dual coordinate.
Even stochastic optimization method can not meet the computing demand when data is too large, then distributed optimization algorithm takes over. Distributed SGD method has great influence on deep learning optimization [2, 13] . In [26, 27, 16, 6] , distributed SVRG is proved to have faster convergence rate the vanilla distributed SGD in both distributed-memory and shared-memory system. SDCA is also extended to distributed version [7, 22, 24] and CoCoA+ is proved to be the state-of-the-art framework. However, distributed dual free SDCA is still missing.
Distributed Asynchronous Dual Free Stochastic Dual Coordinate Ascent
In this section, we present our proposed Distributed Asynchronous Dual-Free Coordinate Ascent method (dis-dfSDCA). Pseudo-code of dis-dfSDCA are presented in Algorithm (1) and (2).
Updating α By the Worker
Algorithm (1) presents the pseudo code of dis-dfSDCA on an arbitrary worker node k. We assume datasets are evenly distributed in K workers, and there are n k samples in worker k. α ∈ R n k denotes dual vector for the data set in worker k.
Receive w from server; v k ← 0; for h = 1, 2 · · · , H do Option 1: Randomly select sample i from {1, · · · , n k }; Option 2: Select sample i according to adapted probability distribution p, then
In each iteration, we compute the duality gap κ i = ∇φ i (x T i w) + α i , and then update α i and v k separately through
It is easy to know that when we have optimal solution α * and w * , κ i would be 0, and
As per the sample selections strategy in [18, 4] , there are mainly two options. One is selecting a sample randomly, the other is selecting a sample according to an adapted probability distribution p, where the probability vector p ∈ R n k is coherent with dual residual κ ∈ R n k . According to [4] ,
. It is time consuming to computing the probability p in each iteration, so, we usually compute p every pass of all training data, and in each iteration, we update p i = pi γ , where constant γ works as a decreasing rate. After H iterations, we would send vector v k to the server.
Updating w By the Server
Algorithm (2) summarizes the pseudo-code on server node. Parameter w is maintained in the server, and v k represents vector received from worker k in each iteration.
The most important difference of asynchronous algorithm from synchronous algorithm is that server does not need to wait slow workers. Thus update from slow workers will be received much less often than those from faster workers. ∆ is the maximum time delay in our distributed system, which means that update from every worker has to be received by the server every ∆ iterations. When ∆ = 1, our asynchronous algorithm becomes a synchronous one. As in [25] , server node keeps τ k as the time delay of each worker. Every iteration, we use Φ as the set of workers we received when the condition max(τ 1 , τ 2 , · · · , τ K ) < ∆ is satisfied. Then the parameter w is updated through
After updating τ k and w, we broadcast the newest w to workers in Φ. From the updates in our algorithm, it is easy to know that the well-known primal-dual relation always holds,
end for Update w ← w − ηz; Broadcast w to workers in Φ ; until Termination
Convergence Analysis
In this section, we will provide the convergence proof of our proposed method. To make things easy, we only analyze the convergence rate of Option 1, and H = 1 in the worker side. Thus, in each iteration, the update functions in the worker node can be written as,
where w t−τ denotes the delayed parameter, and the update in the server node is as follows,
For further analysis, we make the following assumptions for problem (1) . All of them are common assumptions in the theoretical analysis of distributed stochastic gradient method.
Assumption 1 We assume the following conditions hold:
• φ i is L-smooth,
• φ i is convex,
• Time delay τ is no larger than ∆.
Following the above assumptions, we know that our method is able to have linear convergence rate with the following theorem.
Theorem 1
We split the update of our algorithm into two stages, the inner loop is the traversal of all data, namely t ∈ {1, ..., n}, and the outer loop s ∈ {1, ..., S} denotes the number of epoch. Then v
When the above assumptions satisfy, and let w * be the minimizer of P (w),
Experiments
In this section, we present experimental results on several large real-world datasets, and verify the empirical performance of the proposed optimization algorithm. The algorithms are implemented in C++ and openMPI 1 , and we use Armadillo library 2 for efficient matrix computation. We run our experiments on Amazon Web Services, and each node is a t2.medium instance which has 2 virtual CPUs.
We use quadratic loss 
Convergence of Duality Gap
We compare our method with CoCoA+ [7] , which is the state-of-the-art distributed primal-dual optimization framework. This experiment is performed on a cluster of 1 server and 8 workers. We re-implement CoCoA+ code using C++, and use SDCA as as local solver. Parameters are selected to have the best performance as per [7] , e.g the iteration number in local solver is the total number of its data. For our method, learning rate are selected from η = {1, 0.1, 0.001, 0.0001}, and iteration number in each worker H = 1000. We compare the duality gap with respect to time and iteration respectively, where duality gap is well defined in [20] . Figure 1 presents the performance of compared methods on IJCNN1, COVTYPE and RCV1 data sets. First row shows the duality gap with respect to time, we can know that our dis-dfSDCA option 1 works as fast as CoCoaA+, and has comparable or even better performance than it. Option 2 is much slower because in each data pass, it has to compute the distribution probability of all samples, which is very time consuming. In the second row, it is clear that our dis-dfSDCA option 2 has the fastest convergence rate in each iteration. 
Convergence of ∇P

Impact of the Number of Machines
In this section, we evaluate the scaling ability of our method. Because of time issue, we perform experiments on IJCNN1 and COVTYPE data sets using dif-dfSDCA Option 1 method. We use speedup as the criterion and it is defined as, Running time speedup of Kworkers = Running time for serial computation Running time of using T workers (11) Figure 3 presents that our method has nearly linear speedup when we increase the number of machine.
Impact of Maximum Time Delay
As per the theoretical analysis in Theorem 1, maximum time delay τ will affect the convergence rate. In this section, we perform experiment on IJCNN1 and COVTYPE data set with our dis-dfSDCA Option 1 method. Considering the performance and time consumption issue, we set λ = 0.1 for IJCNN1, and λ = 0.3 for COVTYPE. Local inner iteration number H = 1 for both of these two experiments. The result of experiments is presented in Figure 4 . It is easy to notice that to achieve the same duality gap or ℓ 2 norm of gradient, the number of iteration will go up when we increase the value of maximum time delay. On the contrary, the running time goes down. It is reasonable because the server has to wait other slow workers if maximum time delay is small.
Conclusion
In this paper, we propose a new Distributed Asynchronous Dual-Free Coordinate Ascent method. Bounded delay technique is used to control asynchrony. We provide strong theoretical analysis that it has linear convergence rate when φ i is smooth and convex. Experimental results on large scale data sets also demonstrate our analOysis. In the future, we will prove the convergence rate when H = 1 or sampling using Option 2. 
This lemma was proved in [18] . 
Let β = ηλn, so in iteration t, α
Then we know, 
where the final inequality follows from convexity of P (w). 
