We consider the solution of several nonlinear systems that come from the discretization of two-dimensional boundary value problems using well-known algorithms based on the quasi-Newton idea: Newton's method, Broyden's method and the Column-Updating method. Numerical results can be useful for researchers to indicate the performances that should be improved by future algorithms or implementations.
Introduction
In this numerical study, we compare Newton and quasi-Newton methods using a simple globalization strategy, based on monotone decrease of the squared norm of the residual. A major objective of our research is to detect some di cult problems that cannot be solved by any of the methods tested. To make sure that the di culties of these problems are due to topological or algebraic features, and not to nonexistence of the solution or very poor initial estimates, we generated many problems with the same solution and initial point (not \far" from the solution).
The problems considered here lie within a well-de ned scope: nitedi erence discretization of second order nonlinear boundary value problems. For some parameters, numerical results have been reported by other authors. Here we extend the parameter range in order to include harder problems. These problems are easy to code in standard scienti c languages. Moreover, our own codes are available.
Due to the characteristics above, our numerical experiments are entirely (and easily) reproducible.
As a result of our experimentation, we obtain an \observation eld" from which conjectures (or hypotheses for future experiments) can arise. Our own conjectures are stated at the nal section of this paper. An important objective of our work is to motivate the readers to formulate alternative conjectures and to devise new experimental studies, destinated to their conrmation or refutation.
The methods
Numerical algorithms for solving
where F : IR n ! IR n , are iterative. We assume that J(x) F 0 (x) is continuous for all x 2 IR n . The Newtonian approach (see 12] , 3]) consists on considering, given the k?th approximation x k , a linear model
de ning x k+1 as a solution of
The algorithms de ned by (2) and (3) are called quasi-Newton methods. Newton's method is de ned by B k = J(x k ) and the modi ed Newton method corresponds to B k = J(x 0 ) for all k. Apart from these, the most popular quasi-Newton methods are those based on the secant equation B k+1 s k = y k ; (4) where s k = x k+1 ? x k and y k = F (x k+1 ) ? F (x k ) for all k = 0; 1; 2; : : :.
The equation (4) 
In our implementation of quasi-Newton methods we choose B 0 = J(x 0 ), so the rst iteration is as in (5 kF(x k+1 k kF(x k )k (9) and they are known to converge only locally, in the sense that they nd, assymptotically, a solution of the system only if the initial estimate is good enough. In many practical cases, this assertion is extremely pessimistic. However, it is usual to impose modi cations of the basic local iteration in order to force (9) with the belief that this enhances the probability of global convergence. One of the ways of forcing (9) is through the procedure known as backtracking. In this case, the iteration takes the form
where k is the rst element of the sequence f2 ?i ; i = 0; 1; 2; : : :g such that kF(
An k > 0 satisfying (11) 
Condition (12) holds trivially in the case of the Newton iteration. In quasiNewton methods it must be tested previously to the backtracking process.
An alternative procedure, that avoids the necessity of computing the Jacobian in quasi-Newton iterations, is to de ne k as the rst number of the sequence f1; ? ; ? 1 8 ; : : :g such that (11) holds. This \double-backtracking" strategy is adopted in our numerical experiments.
The procedures outlined above are fairly popular and many algorithms for solving large and sparse nonlinear systems are introduced with the aim of improving the practical performance of those basic methods. Global convergence of the methods when the Jacobians are nonsingular is generally proved if a condition slightly more strict than (11) is imposed. Sometimes, the globalization scheme is based on trust-regions (see 3], 13]) instead of line-searches. 3 The problems
The problems considered in this paper consist on nding u : 0; 1] 0; 1] ! IR such that G (u) = f(s; t) (13) with boundary conditions, where G is an operator that involves second order partial derivatives of u. In all the problems, we divide 0; 1] in 64 subintervals. Consequently, we have 63 63 3969 grid points. The unknowns of the discretized system are the values of u at these grid points. All the derivatives are approximated using central di erences. Replacing, in (13) , the function and the derivatives by their approximations, and using the boundary conditions we obtain a nonlinear system of equations (1) where the number of equations and unknowns is equal to the number of grid points. The unknowns u(ih; jh) are ordered lexicographically in the vector x, that is, the index of u(ih; jh) preceeds the indices of u(i 0 h; j 0 h) when j 0 > j and when j 0 = j and i 0 > i.
As 
Conclusions
As we mentioned in the Introduction, the set of experiments presented can be thought as an \observation eld", from which conjectures, or hypotheses for future experimental work, can be formulated. Our own conjectures are the following: (a) Newton's method without the backtracking strategy is the most robust algorithm for solving this type of problems. Backtracking corrects a bad behaviour of Newton only in three problems: Poisson with = ?200, Bratu with = ?1000 and Bratu with = ?500. On the other hand, we reported six convection-di usion experiments where the pure local Newton method obtained the solution and N-B exceeded the allotted time. Cases where Newton did not converge were almost never corrected by the backtracking strategy. Finally, the number of problems e ectively solved by Newton exceeded by far the number of problems solved by the other quasi-Newton algorithms. We conjecture that globalization strategies based on the monotone decrease of kF(x k )k are, in general, of little e ciency, perhaps due to the presence of local minimizers of kF(x k )k, which can be attraction points for these strategies. Nonmonotone strategies or homotopy based globalization strategies must be better, when the pure local Newton method does not work well.
(b) Broyden's method is the most robust, among the three other nonNewton algorithms tested here. Again, the backtracking strategy was not useful, in general, to improve robustness of the local methods, with the curious exception of MN for the Poisson problem.
(c) When all the algorithms converge, Broyden and CUM are considerably faster than Newton and Modi ed Newton.
(d) Although we have not performed the experiments, we conjecture that the conclusions stated here for Newton's method are valid for the inexact Newton method when the Newtonian linear equation is solved with high accuracy and that our conclusions for the other quasi-Newton methods hold for the inexact Newton method when the linear system is solved with low accuracy.
Finally, we hope to have detected a number of very di cult, though easy to describe large nonlinear systems, that represent a real change to globalization strategies. We hope that this will encourage future researchers to use them as test problems.
