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Abstract
The standard approach to renormalization relies, technically, on the
asymptotic perturbation of Gaussian measures embodied in Feynman di-
agram theory. From a mathematical standpoint this is not good enough,
because thereby solving the renormalization problem does not immedi-
ately traduce into having a rigorous construction of the corresponding the-
ory. Here, we start developing an approach to renormalization based on
cylinder measures. After explaining how renormalization can be mathe-
matically better understood in terms of them, we argue that a renormal-
ization problem can, under certain hypothesis, be reduced to that of the
corresponding strongly coupled theory, and obtain a family of solutions
for the case of scalar bosons whose interaction Lagrangian does not con-
tain derivatives. As a further application, we produce an explicit, formal
expression for the cylinder measure of a local field with effectively quartic
interaction at any given, fixed scale, in arbitrary dimension.
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1 Introduction
After Nelson’s work on the reconstruction theorem of quantum fields from
Markov fields [18], which was turned into an axiomatic approach to Quantum
Field Theory by Osterwalder and Schrader [19] and developed into a full cor-
respondence between OS-positive stochastic processes and stochastically pos-
itive quantum systems by Klein and Landau [11], it is well understood how
constructing quantum fields is tantamount to constructing certain measures
on spaces of classical fields. However, the technical and conceptual problems
with measure theory on path spaces, together with the availability of strong
guidance coming from physical intuition, have made the subject grow mostly
dominated by an asymptotic perturbation theory of Gaussian measures. Here,
we start developing an approach to the construction of quantum fields using
better tools from an analyst perspective, motivated by the conviction that the
task has an unavoidable essential difficulty of analytical nature. In doing so,
we believe that we have also contributed to the clarification of the renormal-
ization problem, which, at a mathematical level of precision, does not seem to
have reached a definitive formulation yet.
The difficulty with measure theory on path spaces that we deal with here is
of a calculational nature. The problem is that producing explicit, well-defined
expressions for infinite dimensional measures which are not simple products
can be difficult, and it would seem that we know how to treat essentially one
example: the Gaussian. The mathematical way of providing coordinate ex-
pressions for infinite dimensional measures is the theory of cylinder measures,
which are compatible collections of measures on the finite dimensional quo-
tients of the space of interest. This goes along well with a more physical per-
spective for, as we will see, an effective theory can be thought of as a measure
on a particular kind of quotient of the space of fields, and a compatible collec-
tion of effective theories defines, thus, a cylinder measure. Renormalization,
therefore, can be seen as the problem of constructing certain cylinder measures
for which we have formal, ill-defined expressions coming from physical con-
siderations.
The contents of this paper are as follows. We start by recalling the theory of
cylinder measures, introducing a slight generalization which will enable us to
treat some non-trivial cases of physical interest. Then, we study the problem of
explicitly constructing a cylinder measure, starting from the kind of formal ex-
pression typically used to encode the physical requirements. An obvious, first
approach is to focus on the perturbation of the free measure obtained for small
values of the coupling constant. That point of view gives us some interesting
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insights on the nature of renormalization, but we do not stop there because no
clear simplification of the cylinder measure construction problem is therefore
achieved. Consequently, we devise a second method based on a perturbation
series presuposing the knowledge of a solution of the renormalization flow in
the strong coupling regime, and then we construct a family of exact solutions
to that flow for the case of scalar bosons whose interaction Lagrangian does
not contain derivatives. We close by producing an explicit, formal expression
for the cylinder measure of a local field with effectively quartic interaction at
any given, fixed scale, in arbitrary dimension.
2 Cylinder measures and effective theories
The construction of a measure on an infinite dimensional space usually pro-
ceeds, as in Gross or Minlos theories [10, 17], by first constructing a finitely ad-
ditive measure and then radonifying it on a suitable enlargement of the space
in question (in Kolmogorov’s approach one starts with a space so large that
the measure is already σ-additive, and then the problem is to find a suitable
smaller space of full measure). There is a finite dimensional example that can
be very enlightening in this regard: think of the “measure”, defined on the lat-
tice of closed subsets of Q, by µ([a, b]) = b − a. Of course, µ is not σ-additive,
but it should not be blamed for that: the problem lies in the ambient space. This
points to a limitation of Carathe´odory’s stretegy for the construction of mea-
sures, which is: start with a measure defined on an algebra, show that it has
the desired regularity there (one typically asks for σ-additivity, but τ-additive
measures can also be treated, see [12, 13]), complete the algebra in accordance
with the regularity, and finally extend the measure. Instead, as in Gross orMin-
los theories, one can complete the ambient space in such a way that the measure
acquires the desired regularity. In other words, one should work first in coordi-
nates (a level at which we cannot ask for more than finite additivity) and then
regularize in a suitable completion of the ambient space. The finitely additive
measure one starts with is typically a cylinder measure.
2.1 Cylinder measures
Cylinder measures are traditionally defined as compatible collections of mea-
sures on the set of all finite dimensional quotients of a locally convex vector
space—see, for instance, [15, 1]. This is insatisfactory for two reasons: first,
it innecessarily leaves out non-linear spaces, hiding the purely coordinate-
system nature of the notion; second, and more important in the context of
this work, in demanding for a measure on every finite dimensional quotient it
becomes impractical, leaving us with essentially one example: Gaussian mea-
sures. Thus, we adopt a different definition, and that will be fundamental to
our treatment of renormalization theory.
Let P be a directed set, {XP ∣ P ∈ P } a projective system of topological
spaces with projective limit X and canonical projections piP ∶ X → XP, and X a
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subspace of X which is full, in the sense that piP(X) = XP. By a harmless abuse
of notation, we will usually write P instead of piP. It will also be convenient to
write P for the projection X → XP, and even for the projection XQ → XP when
Q ≽ P is understood from the context. We think of { P ∶ X → XP ∣ P ∈ P } as a
coordinate system on X. Now, given P ∈ P , consider the algebra
Cb(X; P) = { f ∈ Cb(X) ∣ f factors through P ∶ X → XP } ,
where Cb(X) stands for the space of bounded, continuous functions on X. If
P ≼ Q, there is a natural inclusion Cb(X; P) ↪ Cb(X;Q). The resulting directed
system has an algebraic injective limit
Cb(X;P) = inj lim {Cb(X; P) ∣ P ∈ P } .
The elements of Cb(X;P) are called cylinder functions (for the coordinate system
in use). Some important examples of coordinate systems follow.
Example 1. Let X be a Tychonoff space and { ei ∣ i ∈ I } ⊆ Cb(X) a separating
family of continuous functions. Given a finite subset I ⊆ I, consider the equiv-
alence relation
x ∼ y⇔ (∀i ∈ I) ei(x) = ei(y)
and let PI ∶ X → XI be the corresponding quotient. One has that X is a full
subspace of proj limXI . Now, for I = {i1, . . . , in}, we define
eI ∶ X → R
n, eI(x) = (ei1(x), . . . ein(x))
and then f ∈ Cb(X) is a cylinder function if, and only if, it factors through one
of the eI ’s.
Example 2. Consider a path space XI = C(I,X), with I ⊆ R. Given a finite
number of time instants t1, . . . , tn ∈ I, we have the projection
x ∈ XI ↦ (xt1 , . . . , xtn) ∈ Xn.
The resulting coordinate system on XI has cylinder functions
x ↦ f (xt1 , . . . xtn) , f ∶ Xn → R.
The classical Kolmogorov consistency theorem is about the construction of
path space measures in this coordinate system.
Example 3. Let X be a Banach space and P ⊆ B(X) a directed family of pro-
jections converging strongly to 1 ∈ B(X) (so that X has the metric approxima-
tion property). The importance of this convergence hypothesis will be shortly
seen. This is the example that corresponds more closely to the situation stud-
ied in standard cylinder measure theory. A particular case is that of a separa-
ble Hilbert space with orthonormal basis { ei } and projections Pn = ∑i≤n eie∗i ,
where e∗i (x) = ⟨ei, x⟩. Cylinder functions, then, are those which depend only
on a finite number of coordinates. But the projections in P might well not be
finite-dimensional, so that our framework also generalizes that of G-cylinder
measure theory, in Maurey’s terminology [16].
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Example 4. In this example, which is perhaps the most important in the context
of field theory, we provide a rigorous version of the notion of
{ δs = δ(⋅ − s) ∣ s ∈ S } ,
where δ is Dirac’s delta, as a “basis” for a space of fields x ∶ S → R. Given a
measure space (S, ds), take a system { pi ∣ i = 1 . . . n } of projections of the von
Neumann algebra L∞(S) which is orthogonal and complete, in the sense that
pipj = 0 and ∑ pi = 1. To {pi}we associate the conditional expectation
P ∶ L∞(S)→ XP, P =∑
i
pip
∗
i , p
∗(x) = ∫
S
p¯x,
where p¯ = p/∣p∣ and ∣p∣ = ∫X p. Now, let { qij ∣ i = 1 . . . n, j = 1 . . .m } be a refine-
ment of {pi}, i.e. another complete system of orthogonal projections such that
pi = ∑j qij, with associated conditional expectation Q ∶ L∞(S) → XQ. Since{qij} is a refinement of {pi}, we have a projection (conditional expectation)
XQ → XP. Given a directed family P of such systems of orthogonal projections
we get a projective system {XP} and, if the family generates L∞(S), then any
good X ⊆ L∞(S) will become a full subspace of proj limXP.
Definition 5. Let X be a Tychonoff space equipped with a coordinate system{ P ∶ X → XP ∣ P ∈ P }. A cylinder measure on X is a family of Radon measures{µP on XP }which is compatible, in the sense that
P∗µQ = µP, for all Q ≽ P.
We can also adopt a dual point of view and define a cylinder measure as a com-
patible family of positive linear functionals { ρP ∶ Cb(XP)→ R }—or, in other
words, a positive linear functional on the injective limit Cb(X;P).
2.2 Effective field theories
Constructing a field theory consists, essentially, in making sense of certain for-
mal, ill-defined probability density functional on certain path space X (which,
itself, is not given in full detail). To begin with, one has a cylinder Gaussian
measure µ(dx) together with a potential, or interaction Lagrangian V ∶ X → R,
and one has to give a meaning to the formal expectation values
∫ f (x)e−V(x)µ(dx)
∫ e−V(x)µ(dx) (1)
where f ∶ X → R is a cylinder function. The problem is that V is typically not a
cylinder function; an obvious (failure bound) solution attempt is to introduce
suitable finite dimensional projections Pn ∶ X → X converging to the indentity
operator, replace V by the cylinder function Vn(x) = V(Pnx) (which amounts
to regularizing V) and hope that the resulting quotients converge. Now, the
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limit of ∫ e−Vn(x)µ(dx) as n →∞ is either strictly positive, or zero (we remark
that continuous, non-zero functions can integrate zero with respect to a finitely
additive measure). In the second case, which should be expected to be the rule
rather than the exception, one should also have ∫ f (x)e−V(x)µ(dx) = 0 for a
big class of functions f ∶ X → R, so that a priori the quotient (1) could still
make sense. However, there is evidence that (1) cannot define a measure un-
less ∫ e−V(x)µ(dx) > 0 (we will provide some later); therefore, the family {Vn}
of effective Lagrangians will typically have to be modified—and, indeed, the
resulting cylinder measure does not even need to arise from a Lagrangian as in
equation (1), for there is no need of convergence for the modified Vn’s. This is
one way of seeing the need for renormalization and provides an understand-
ing of what kind of objects should count as valid generalized Lagrangians,
but from this perspective we have not yet reached a precise formulation of the
renormalization problem. The strategy leading to the understanding that we
have just summarized was to study first, on their own right, the cylinder mea-
sures that could arise as its solutions.
Let us get into matter. Let S be some space-time and X a suitable space of
fields on S. There are two natural choices for the coordinate system
{ P ∶ X → XP ∣ P ∈ P }
which we shall explore shortly. We adopt the point of view encoded in the
following definition.
Definition 6. An effective theory is a measure µP on XP. Given Q ≼ P, we can
push µP forward to get a measure on XQ. Thus, a cylinder measure is a com-
patible family of effective theories.
2.3 Physical space coordinates
Here, we consider the field probability measure in the coordinate system given
by the projections of the von Neumann algebra L∞(S)—see Example 4. In or-
der to get a better feeling for the difficulty of constructing the cylindermeasure,
let us attempt a direct calculation of one renormalization step, which is: given
a suitable measure on XQ, to push it forward via P ∶ XQ → XP. The measure
νQ on XQ to be pushed-forward should effectively come from adding a local
potential to some free process µQ. We recall that if µQ is Gaussian, then its
density λQ reads, in the coordinates xij = q
∗
ij(xQ),
λQ((xij)) = ∫ e
i∑ ξijxij∏dξij(2pi)nm exp(−
1
2
∑ ξijξkl ⟨q¯ij,Γq¯kl⟩) .
The covariance operator Γ is, in the case of a free boson field, the Green function(−∆ +m2)−1 with appropriate boundary conditions. There is a question, now,
as to what a local potential is, given that space has been effectively discretized.
If we admit potentials depending on spatial derivatives, then discretizing space
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inevitably makes all potentials “local”, even if perhaps dependent on unrea-
sonably high-order finite differences. So, let us just consider potentials of the
form
VQ(xQ) =∑
i,j
∣qij∣ fQ(xij), fQ ∶ R → R (2)
which, besides being (strongly) local, are spatially homogeneous.
The next step is to choose coordinates on XQ which are better adapted than
xij = q
∗
ij(xQ) to integrate out the undesired degrees of freedom. This amounts
to choosing a basis of XQ compatible with the decomposition XQ = XP ⊕ kerP,
and it is convenient to do so by extending the basis {pi} of XP. Let us write{pi}∪ { pij ∣ j = 1 . . .m − 1} for the extension, and let
xi = p
∗
i (xQ), x′ij = p∗ij(xQ),
where {p∗i , p∗ij} is the dual basis. Thus, we have to integrate out the primed
variables. We warn the reader that we will find it convenient to use the follow-
ing, potentially confusing notation: we will simply write x for (xi), not to be
mistaken for (xij), and x′ for (x′ij).
There is a trade-off in the election of the pij’s: one has to aim at simplifying
the change of coordinates of either the space variables, xij = xij(x, x′), or their
duals
ξij = ξQ(qij), ξ = (ξQ(pi)), ξ′ = (ξQ(pij)),
where ξQ ∈ X
∗
Q (note that we would like both to be simple, because locality is
defined in terms of space variables, whereas the free measure is given by its
characteristic function). Simplification of the former occurs if we define, for
instance, pij = qij − ∣qij∣∣qim∣qim, so that
xij =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
xi + x′ij j < m,
xi − ∑
j′≠1
∣qij′ ∣∣qim∣x′ij′ j = m,
which can be further simplified if we introduce extra variables x′im together
with the restrictions ∑j∣qij∣x′ij = 0. Something similar is obtained for the dual
variables if we use, instead, pij =
∣qij∣
∣pi∣ pi − qij, for then
ξij =
∣qij∣∣pi∣ ξi − ξ′ij,
where, as before, we have introduced the extra variables ξ′im together with the
restrictions ∑j ξ′ij = 0. Just note that, in any case, the density λQ(x, x′) will not
decouple, in the sense of being a tensor product, i.e. a product of functions of
x and x′ separately: such decoupling occurs in momentum space coordinates.
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Whatever coordinates we choose to use, the integral behind one renormal-
ization step will have the form
νP(dxP) = (∫ dx′e−VQ(x,x′)λQ(x, x′))dx. (3)
Remark 7. Regarding the notion of renormalization semigroup, observe that
there is no reason at all to expect that there exists a function fP ∶ R → R such
that
∫ dx′e−∑i,j∣qij∣ fQ(xij)λQ(x, x′) = e−∑i∣pi∣ fP(xi)λP(x),
even if we allow for a modification of the free part (keeping it Gaussian). Oth-
erwise said, a local interaction becomes non-local, or at least not as local as
in (2), after one (exact) renormalization step. Now, of course, for an effective
theory the standard of locality should be relaxed, up to something of the order
of the scale, and it does seem plausible that asymptotically safe theories, for
instance, could be defined by families { fP} such that
∫ dx′e−∑i,j∣qij∣ fQ(xij)λQ(x, x′) = e−∑i∣pi∣ fP(xi)+O(∣P∣)λP(x), ∣P∣ =max∣pi∣.
However, in general one should still consider the possibility that effectively
non-local theories arise from local ones.
The integral (3) is quite intractable, because all of its variables are coupled.
Indeed, the (strong) locality notion that we are using is that e−VQ decouples
when written in physical space variables {xij}; therefore, the interaction po-
tential produces a coupling which is internal to each of the spatial regions en-
coded by the pi’s. However, the free part couples all of the xi’s. The resulting
integral is irreducibly high-dimensional: different momentum eigenstates be-
come coupled by a local potential—or, from our current coordinate point of
view, different spatial sites become coupled by the free dynamics.
2.4 Momentum space coordinates
Physical space coordinates have two clear disadvantages: firstly, the free part
couples all sites; secondly, one has to make a change of variables in order to
perform one renormalization step. Both problems are solved in momentum
space coordinates, at the expense that now the interaction potential couples all
modes. Depending on the problem under study, this can be a good deal.
We will only consider momentum space coordinates when S = Td+1—that
is, for infrared cutoff theories at non-zero temperature. Then, we let Xn ⊆ L
2(S)
be the space of trigonometric polynomials of degree n, with Pn ∶ L2(S) → Xn
given by the truncated Fourier series. Again, the projective system {Xn} de-
fines a coordinate system on any reasonable space of fields X ⊆ L2(S). As in
the case of physical space coordinates, we can express this in terms of the pro-
jections of a von Neumann algebra, namely ℓ∞(Zd+1), the difference being that
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this time we have minimal projections at our disposal. Note that if one space-
time direction ceases to be compact, then we lose the corresponding minimal
projections but the momentum coordinate system can still be defined, as we
did with the physical space coordinates.
The existence of minimal projections simplifies the construction of cylinder
measures. Indeed, let { ek ∣ k ∈ Zd+1 } be the basis of L2(S) given by
ek(s) = d+1∏
i=1
eki(si), eki(si) = { cos(kisi) ki ≥ 0,sin(−kisi) ki < 0,
and write x = ∑ xˆkek. There is a whole family of cylinder measures which are
trivial to define, for they are simply formal products, i.e. measures of the form
∏
k∈Zd+1
uk(xˆk)dxˆk, ∫
R
uk(xˆk)dxˆk = 1.
The free measure is one of them: it is given by
µ(dx) = ∏
k∈Zd+1
Cke
− 12 λk xˆ2kdxˆk, λk = m
2
0 + 2pik2.
Now, if one decides to attempt renormalization in this coordinate system, the
first problem is: which family of interaction potentials to work with? What
would be a good notion of effective locality? A reasonable choice is to declare
a potential on Xn to be local if it can be put in the form
V(x) = 1
nd+1
∑
ℓ∈Zd+1
f (xℓ), xℓ = ∑
k∈Zd+1
xˆkek(sℓ), sℓ = 2piℓ/nd+1.
Then, it might be convenient to take renormalization steps X2n+1 → X2n , so as to
take advantage of fast Fourier transform formulas in computing the effective
potentials. Nevertheless, further simplifications seem necessary in order to
make complete, explicit calculations.
3 Renormalization of boson fields
As we have seen, a direct understanding of the renormalization flow would
involve working with an infinite number of high-dimensional integrals, and
some simplification is called for. Here, we propose two perturbative strategies
which are better suited for an analytic treatment than the usual asymptotic ex-
pansion approach based on Feynman diagrams. Our developments are formal,
for at this stage we are not yet in position to provide a general theory.
3.1 Cylinder perturbations
Consider the following problem: to find a family of functions {VP ∶ XP → R}
such that, in a suitable sense,
P∗ (e−εVQµQ) = e−εVPµP +O(ε2) (4)
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whenever P ≼ Q. We will call such a family a cylinder perturbation.
In order to approach this problem, choose a splitting XP ↪ XQ and coordi-
nates x, x′ on XP, kerP, respectively. Then, let λP(x) and λQ(x, x′) be functions
such that
µP(dxP) = λP(x)dx, µQ(dxQ) = λQ(x, x′)dxdx′.
Now, the compatibility between µP and µQ reads λP(x) = ∫ dx′ λQ(x, x′) and
equation (4) becomes
∫ dx∫ dx′ f (x)e−εVQ(x,x′)λQ(x, x′) = ∫ dx f (x)e−εVP(x)λP(x)+O(ε2),
for all f ∈ C(XP). Expanding the exponential as a power series in ε we find that
∫ dx′ e−εVQ(x,x
′)λQ(x, x′) = λP(x)− ε∫ dx′VQ(x, x′)λQ(x, x′)+O(ε2)
and, therefore, equation (4) can only hold if
VP(x) = 1
λP(x) ∫ dx′VQ(x, x′)λQ(x, x′), (5)
suggesting to work in momentum space coordinates, for which λQ(x, x′) fac-
tors as a function of x times a function of x′.
Remark 8. In order for this to provide a complete approach to the perturbative
construction of path space cylinder measures, a technical result is missing: the
existence, given a cylinder perturbation {VP} of {µP} and a small ε > 0, of a
cylinder measure {νP}with νP = e−εVPµP +O(ε2).
Equation (5) is a workable condition for an interaction Lagrangian to define
a cylinder perturbation, and thus provides a good starting point in delineating
the renormalization problem. Indeed, working in momentum space coordi-
nates, the family {VPn},
VPn(x) = ∫(1−Pn)X V(x + x′)(1− Pn)∗µ(dx′),
would be the cylinder perturbation corresponding to themeasure e−εV(x)µ(dx).
In particular, one must have ∫ V(x)µ(dx) < ∞—a condition showing, for in-
stance, that a field with pure quartic self-interaction cannot exist, for the free
measure does not radonify on L4(S) (see the appendix) and therefore
∫
X
∥x∥44µ(dx) =∞.
Recall, indeed, that the φ4 field has been shown to exist in dimension 1+ 1 only
once the interaction term is put in Wick order [6, 4, 7, 8], and in dimension 2+ 1
further renormalization terms are needed [5, 9].
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3.2 Power series on the cutoff scale
Although equation (5) has given us some insight on the renormalization prob-
lem, it does not seem to lead to a tractable approach to the construction of
cylinder measures. Now, instead of considering small values of the coupling
constant, suppose that we are given the densities of two cylinder measures
and have an interest in the measure with product density. This makes sense
because, as we shall shortly see, the interaction part becomes more tractable if
we ignore the free part, and then the problem is to recombine the two.
Given a coordinate system { P ∶ X → XP ∣ P ∈ P }, assume that there exists a
countable, cofinal set {P(n)} ⊆ P and write X(n) = P(n)X. Choose splittings
X(n) ↪ X(n+1) and coordinates x1 on X(1), xk on ker(X(k) → X(k−1)) for k > 1.
Suppose that we are given two cylinder measures {µ(n)} and {ν(n)}. We will
treat them asymetrically, thinking of µ as a reference and ν as a perturbation.
So, write
µ(n)(dx(n)) = µ1(dx1)µ2(x1; dx2)⋯µn(x1, . . . , xn−1; dxn)
and suppose that ν(n) has density f (n) in the xk coordinates. Now, using the
convention f (0) = 0, define ∆ f (n) = f (n) − f (n−1), so that:
1. f (n) = ∑nk=1 ∆ f (k).
2. ∫ dxn ∆ f (n) = 0 whenever n > 1.
We are interested in the measure which we might formally write as f (x)µ(dx).
For n large, this measure should be well approximated on X(n) by f (n)µ(n),
and we want to compute the corrections to this approximation coming from
the cutoff variables. This might be done as follows: if the corrected measure is
f˜ (n)µ(n), then
f˜ (n) = lim
k→∞∫ µn+1⋯∫ µn+k ( f (n) +∆ f (n+1) +⋯+∆ f (n+k))
= f (n) +∫ µn+1 ∆ f (n+1) +∫ µn+1 ∫ µn+2 ∆ f (n+2) +⋯
Here, we are using the notation ∫ µk f = ∫ µk(dxk) f , where f might be a func-
tion of variables other than xk, in which case partial integration is meant. As
a direct calculation immediately shows, in this way we obtain a formally com-
patible family of (formal) effective measures. In concrete applications, conver-
gence and compatibility would have to be proved.
3.3 Renormalization of the interaction potential
Let us see how a local interaction part can be treated in physical space coor-
dinates if we ignore the free part. Since the resulting coupling occurs only
internally to each x site, (3) factors into n low-dimensional integrals. Thus, we
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can drop the i indices in the projection systems {pi} and {qij}. For the sake of
definiteness, assume that our (d + 1)-dimensional space-time S is divided into
hyper-cubed regions, with p corresponding to one of them, and that this region
is, in turn, subdivided into m = 2d+1 hyper-cubes, with projections {qj}. Thus,∣qj∣ = ∣p∣/m. We will use the variables
x¯ = p∗(xQ), xj = q∗j (xQ), x′j = (q∗j − q∗m) (xQ)
so that
xj =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x¯ + x′j j < m,
x¯ −
m−1
∑
j=1
x′j j = m.
Now, writing dx = dx1⋯dxm and dx′ = dx′1⋯dx′m−1 (exterior products are
meant), one has that
dx = (dx¯ +dx′1)⋯(dx¯ +dx′m−1)(dx¯ − (dx′1 +⋯+dx′m−1))
=
m−1
∑
k=1
dx′1⋯dx′k−1dx¯dx′k+1⋯dx′m−1(−dx′k)+dx′dx¯
= mdx′dx¯.
Thus, writing µP(dx) =∏i uP(xi)dxi, one obtains
uP(x¯) = m∫ dx′ uQ(x¯ + x′1)⋯uQ(x¯ + x′m−1)uQ(x¯ − (x′1 +⋯+ x′m−1)),
which can be further simplified as follows:
uP(x¯) = m∫ dx′1 uQ(x¯ + x′1)⋯∫ dx′m−2 uQ(x¯ + x′m−2)
×∫ dx′m−1 uQ(x¯ + x′m−1)uQ((x¯ − x′1 −⋯− x′m−2)− x′m−1))
= m∫ dx′1 uQ(x¯ + x′1)⋯∫ dx′m−2 uQ(x¯ + x′m−2)
× (uQ ∗ uQ)((2x¯ − x′1 −⋯− x′m−3)− x′m−2)
⋮
= m(uQ ∗⋯∗ uQ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
m times
)(mx¯).
Now, let Pk be the lattice resulting from dividing space-time into hyper-
cubes of side 1/2k, and consider measures µk on Xk = XPk given by
µk = ∏
p∈Pk
(uk ○ p∗)dp∗.
Our calculations above show that the compatibility conditions for the family{µk} read
uˆk(ξ) = uˆk+1(ξ/m)m, m = 2d+1, (6)
where uˆ = F(u) is the Fourier transform of u.
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Example 9. For any β ∈ [1, 2], we get a family of compatible effective potentials
by considering
uˆk(ξ) = e−αk ∣ξ∣β , αk = m1−βαk+1,
which obviously solves (6). Note that for β > 2 we run into the problem that uˆk
is not positive definite. For β = 2 we get a Gaussian measure, with
Vk(x) = 14α ∑i
1
2k(d+1)
x2i =
1
4α
∑
i
∣pi∣x2i , α = α0,
so that this cylinder measure could be formally written
µ(dx) = Ce−λ ∫S x2dx, λ = 1/4α.
For β = 1 all of the αk’s are equal, and the resulting potential is given by
Vk(x) = −∑
i
log( 1
pi
α
α2 + x2
i
) =∑
i
log (1+ (xi/α)2)+C.
This time, the sum does not converge as k →∞. In order to obtain an expression
analogous to that for the Gaussian above, we introduce the scale-dependent
coupling λ(k) = 2k(d+1), so that we can formally write
µ(dx) = Ce−λ ∫S log(1+(x/α)2)dx.
Thus, we see that the β = 1 case gives a cylinder measure which is a strong
coupling limit for the potential V(x) = ∫S log (1+ (x/α)2).
3.4 The φ4 field in arbitrary dimension
Let us try to find a solution of (6) producing a measure corresponding to the
formal expression
µ(dx) = Ce−λ ∫S x4dx. (7)
We start by considering effective solutions: given k0 ∈ N, we ask that
uk0(xi;λ) = exp⎛⎝−
λx4i
2k0(d+1)
⎞
⎠ . (8)
It will be convenient to work in terms of the cumulants of uk(x;λ), i.e. the
coefficients in the power series expansion
log uˆk(ξ;λ) =∑
n
cn(k;λ)ξn,
for then the renormalization flow simply reads
cn(k + 1;λ) = mn−1cn(k;λ) = 2(d+1)(n−1)cn(k;λ).
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Let { cn(λ) } be the set of cumulants of u(x;λ) = exp(−λx4), which are some
numbers that can be computed recursively in terms of the moments
∫ x2ne−x
4
dx =
(−1)n
2
Γ(n
2
+ 1
4
) ,
but whose precise value does not concern us here—besides the fact that in-
finitely many of them are non-zero. Since u(x;λ) = u (λ1/4x; 1), one has that
log uˆ(ξ;λ) = log (λ−1/4uˆ (λ−1/4ξ; 1)) ,
and therefore cn(λ) = λ−n/4cn(1) (except for c0, which is irrelevant, anyways).
Now, let { c(k0)n (k) ∣ n ∈ N } be the set of cumulants of the density uk obtained
by renormalization from uk0(x) = exp(− λx42k0(d+1) ). By the above calculations,
c
(k0)
n (k0;λ) = λ−n/4cn(1), and therefore
c
(k0)
n (k;λ) = 2(d+1)(n−1)(k−k0)λ−n/4cn(1).
Thus, we see that
lim
k0→∞
c
(k0)
n (k;λ) = 0.
In other words, there is no cylinder measure such that (7) holds. This will still
be the case if we let λ depend on k0, for if we want c
(k0)
n (k;λ) to stay finite as
k0 →∞, we need
λ(k0) =O (2−k0(d+1)(n−1)4/n) ,
whose dependence in n makes it impossible to get all the coefficients right in
the limit. One can check, indeed, that the best one can do is take
λ(k0) =O (2−2k0(d+1))
so that at least all the limits exist, but all of them are zero except for
lim
k0→∞
c
(k0)
2 (k;λ)
and the resulting measure is Gaussian.
Let us summarize our findings. In arbitrary dimension, we have a formal
candidate, given by our calculations above together with the perturbation ex-
pansion on the cutoff scale, of a local theory which is effectively φ4 at any given,
fixed scale. Let ν(k0)(dx) be the measure (with both free and interaction parts)
of that field, where k0 ∈ N is the scale at which it is effectively φ
4. We expect
that limk0→∞ ν
(k0)(dx) does not exist, because otherwise we would get in con-
flict with the non-existence of the corresponding cylinder perturbation of the
free measure. This is irrespective of the dimension, because we have not put
the interaction term in Wick order.
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Appendix: Gaussian measures
A (centered) Gaussian measure on a finite dimensional space X = Rn is one of
the form
µ(dx) = Ce− 12 ⟨Γ−1x,x⟩dx (9)
for an invertible Γ ∶ X∗ → X. Since ∫X⟨ξ, x⟩⟨η, x⟩µ(dx) = ⟨ξ,Γη⟩, Γ is called
the covariance operator. Expression (9) still makes sense when X is an infinite
dimensional Banach space, as a cylinder measure. Indeed, one can formally
compute the characteristic function
µˆ(ξ) = ∫ e−i⟨ξ,x⟩µ(dx) = e− 12 ⟨ξ,Γξ⟩,
and we conclude, given e = (e1, . . . , en) ∶ X → Rn, that on the finite dimensional
quotient X/ker(e) we must put the measure
µe(dx1⋯dxn) = ∫ ei∑ ξixi ∏dξi(2pi)n/2 exp(−
1
2
∑ ξiξ j ⟨ei,Γej⟩) , xi = ei(x).
The compatibility conditions are, then, easily verified.
The existence of a Radon extension of a cylinder measure on a reflexive
Banach space is related, via Chebyshev, Prokhorov and Phillips’ theorems, to
the integrability of a coercive function of the norm. Let us review two well-
known instances of this fact. If X is a Hilbert space and {en} an orthonornal
basis of eigenvectors of Γ, one formally has
∫
X
∥x∥2µ(dx) = tr Γ,
and the following result holds—see [2], for instance, for a proof.
Theorem 10. Let Γ be a trace-class operator on the Hilbert space X. Then, there exists
a unique Gaussian Radon measure on X with covariance Γ.
In the case of Lp spaces, we have an analogous result, due to Rajput [21].
As an application, it can be readily seen that the Gaussian measure describing
a free field, whose covariance kernel is the Green function of the differential
operator −∆+m2, does not radonify on Lp(S).
Theorem 11. Let S be a σ-finite measure space and γ ∶ S × S → R a symmetric,
positive definite, measurable fuction such that
∫
S
γ(s, s)p/2ds <∞,
where 1 ≤ p <∞. Then, the associated integral operator Γ is well-defined as a bounded
application Lp(S)∗ → Lp(S) and is the covariance of a (unique) Gaussian Radon
measure µ on Lp(S). Conversely, the kernel γ of the covariance of a Gaussian measure
on Lp(S) satisfies ∫S γ(s, s)p/2ds <∞.
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Remark 12. The references given above are actually concerned with Borel mea-
sures, but a Gaussian Borel measure on a Banach space which is either separa-
ble or reflexive is immediately Radon [22].
Now, consider the following instance of the reciprocal affirmation: given a
Gaussian Radon measure µ on a Banach space X, are the powers of the norm
integrable? It turns out that there is a bound on ∫X∥x∥pµ(dx) in terms of the
variance
σ = sup{ (∫
X
∣⟨ξ, x⟩∣2µ(dx))1/2 ∣ ∥ξ∥X∗ ≤ 1} ,
which is always finite. Its existence is a consequence of a refinement due to
Talagrand of Fernique’s Theorem, as exposed in [14], for instance.
Proposition 13. For every ε > 0, there exists a constant C = C(ε, p) such that
∫
X
∥x∥pµ(dx) ≤ ε +Cσp,
whenever µ is a centered Gaussian measure on a separable Banach space X.
Proof. For all of our unproved claims here see [14]. The forementioned Tala-
grand result provides the existence of an r0 such that
µ{∥⋅∥ ≥ ε + σr} ≤ e−r2/2+εr, r ≥ r0.
Take an r1 ≥ r0 such that e
−r21/2+εr1 ≤ 1/2. One has that µ{∥⋅∥ ≤ ε + σr1} ≥ 1/2 and
therefore
∫
X
∥x∥µ(dx) ≤ ε + σr1 + r2
whenever r2 is such that e
−r22/2σ2 < 1/2. Thus, for the p = 1 case it suffices to take
r2 = c0σ with c0 >
√
2 log 2. The claim for arbitrary p follows from the fact that
norm moments are all equivalent for Gaussian measures; in particular, there
exists a constant Cp such that
(∫
X
∥x∥pµ(dx))1/p ≤ Cp ∫
X
∥x∥µ(dx).
Corollary 14. A Gaussian cylinder measure µ on a separable, reflexive Banach space
X admits a Radon extension if, and only if, ∫X∥x∥pµ(dx) <∞.
Proof. It only remains to check sufficiency. Using Chebyshev’s inequality, one
concludes that the measure of the balls of X, which are ∗-weakly compact,
converge to 1 as their radii increases. Thus, by Prokhorov’s theorem [20, 3],
µ is Radon for the ∗-weak topology. We conclude by applying Phillips’ theo-
rem [23, 24].
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