Abstract. We start by showing a one to one correspondence between arrangements of d lines in P 2 and lines in P d−2 . Then, we apply this to classify (3, q)−nets on P 2 for all 2 ≤ q ≤ 6. For the new case q = 6, we have a priori twelve possible cases, but we obtain that only six of them are realizable on P 2 over C. We give equations for the lines defining these nets. We also construct a three dimensional family of (3, 8)−nets corresponding to the multiplication table of the Quaternion group. After that, we define more general arrangements of curves and relate them, via moduli spaces of pointed stable curves of genus zero, to curves in P d−2 . Then, we prove that there is a one to one correspondence between these more general arrangements of d curves and certain curves in P d−2 . As a corollary, we recover the one to one correspondence for line arrangements. This more general setting not only generalizes line arrangements but also shows the ideas behind what we did in that case.
Introduction
We first work with arrangements of lines on the projective plane. An arrangement of d lines is a set A = {L 1 , L 2 , . . . ,
For reasons that will be implicitly explained later, we will be considering pairs (A, P ) where A is an arrangement of d lines and P is a point outside of A. In section 2, we prove that there is a one to one correspondence between these pairs up to isomorphism and lines in P d−2 outside of a fixed hyperplane arrangement H d . All the combinatorial data of A, i.e. the intersections of its lines, will be encoded in the intersection of its corresponding line with H d . We can also translate the problem of realizability of A on P 2 over some particular field into the existence of this line in P d−2 over that field. Sometimes it is combinatorially possible to think abstractly about A, but it is a non-trivial task to prove or disprove the existence of its realization on P 2 over some field; several combinatorially possible arrangements are conjectured to exist or not to exist (see for example [15] , [6] , [7] ). To prove the existence of A and to compute its moduli space, whose fixed data are the intersections of its lines, we will use the following simple observation. Let A be an arrangement of lines and P ∈ A a point.
We can consider the pair (A ′ , P ) where the lines of A ′ are the lines in A not containing P . By taking P as a point lying on several lines of A, this observation will simplify the computations to prove the existence and to find a moduli space for the combinatorial type of the arrangement A, forgetting the artificial point P .
1
In sections 3 and 4, we use this point of view for a particular type of line arrangements which are called nets. They have been studied for a long time and from different points of view ( [1] , [3] , [4] , [5] , [13] , [14] , [15] ). They can be thought as the geometric structures of finite quasigroups. We define (p, q)−nets in section 3. We exemplify our method by computing the Hesse configuration and also by showing that (4, 4)−nets are not possible in characteristic = 2. In section 4, we present a classification for (3, q)−nets with 2 ≤ q ≤ 6. The case q = 6 seems to be new. It is well-known that a q × q Latin square gives the combinatorial data for a (3, q)−net ( [5] ). Until very recently, the only known 3−nets corresponded to Latin squares coming from the multiplication tables of certain abelian groups ( [15] ). In [13] , there was given a three dimensional family of (3, 5)−nets not corresponding to a group. For q = 6 we have twelve possible cases. In section 4, we prove that only six of them are realizable on P 2 over C. The case corresponding to the symmetric group of order six is not possible, and so not every multiplication table of a group gives a net. These six cases present different properties: we have two three dimensional and four two dimensional families, one of them defines nets only over C, for others we have nets over R, and even for one of them over Q. After that, we construct a three dimensional family of (3, 8) -nets corresponding to the Quaternion group. This family has members defined over Q. With this we show that it is also possible to obtain 3−nets from non-abelian groups. In this way, we left the following question open: find a characterization for the main classes (see remark 3.1) of Latin squares which realize 3−nets on P 2 over C.
In section 5, we introduce a more general class of arrangements of curves, where line arrangements are a particular case. These new arrangements are formed by a finite number of sections of geometrically ruled surfaces. Let C be a smooth projective curve and L be a line bundle on C of positive degree. We start by defining arrangements of sections over C;
roughly this is a finite collection of sections on P C (O C ⊕ L −1 ). Next we define morphisms between them, an irreducible property for them (which we call primitive) and arrangements with simple crossings (which generalizes what happens with lines on P 2 ). Then, we prove in theorem 7.1 that there is a one to one correspondence between primitive simple crossing arrangements of d sections and certain curves in P d−2 . This relies on the construction of the moduli space of pointed stable curves of genus zero given by Kapranov in [11] and [12] . All of this is explained in sections 6 and 7. As a corollary, we show again, but now using different tools, that there is a one to one correspondence between arrangements of d lines A in P 2 plus a point P outside of A and lines in P d−2 outside of a fixed hyperplane arrangement H d .
The purpose of these more general arrangements is not only to generalize line arrangements on P 2 but also to reveal the ideas behind what we previously did with them. We denote the projective space of dimension n by P n and a point in it by [x 1 , ...,
. If P 1 , . . . , P r are r distinct points in P n , then P 1 , . . . , P r is the projective linear space spanned by them. Hence, for example, P 1 = P 1 , P 3 , P 5 is the projective line passing through P 3 and P 5 , P 1 , P 4 , P 5 could be a projective plane or a projective line depending on the position of the points, etc. The points P 1 , . . . , P n+2 in P n are said to be in general position if no n + 1 of them lie in a hyperplane.
Let d ≥ 3 be an integer.
We will be considering pairs (A, P ) where A is an arrangement of d lines and P ∈ P 2 \ A.
If (A, P ) and (A ′ , P ′ ) are two such pairs, we say that they are isomorphic if there exists an
for every i and T (P ) = P ′ . Let L d be the set of isomorphism classes of pairs (A, P ).
On the other hand, let us fix d points in general position in P d−2 . We take P 1 = [1, 0, . . . , 0],
where 1 ≤ r ≤ d − 1 and i 1 , . . . , i r are distinct numbers, and let H d be the set of all the hyperplanes Λ i,j . Hence,
and
The following proposition is inspired by a particular case of what is called GelfandMacPherson correspondence (see [12] ).
Proposition 2.1. There is a one to one correspondence between L d and the set of lines in
Proof. Let us fix a pair (A, P ) where A is formed by the linear polynomials
. The key ingredient is the following map. We consider the embedding ι (A,P ) :
given by
Then, ι (A,P ) (P 2 ) is a projective plane, ι (A,P ) (P ) = [1, 1, . . . , 1] and ι (A,P ) (L i ) = ι (A,P ) (P 2 ) ∩ {y i = 0} for every i ∈ {1, 2, . . . , d}. Now, we consider the projection ̺ : Let (A, P ) be a pair and T : P 2 → P 2 be an automorphism of P 2 . Suppose the arrangement
and P ′ = T (P ). Then, the equations defining the lines
, and obtain that ι (A,P ) = ι (A ′ ,P ′ ) • T , and so our map (A,
It is clearly surjective, so we only need injectivity. Let ι (A,P ) and ι (A ′ ,P ′ ) be the corresponding maps for the pairs (A, P ) and (A ′ , P ′ ) such that ι (A,P ) (P 2 ) = ι (A ′ ,P ′ ) (P 2 ). Let
for every i and T (P ) = P ′ . Hence they are isomorphic, and so this proves the one to one correspondence.
For each pair (A, P ) ∈ L d we will denote its corresponding line in P d−2 by L. We now want to describe more precisely how this one to one correspondence relates them.
Definition 2.2. Let K be any field. The pair (A, P ) is said to be defined over K if all the equations defining the lines of A and all the coordinates of P are in K.
Hence, for any field K, it is easy to check that proposition 2.1 gives a one to one correspondence between pairs (A, P ) and lines L in P d−2 defined over K. 
This is a non-trivial relation among the numbers t k which comes from the Miyaoka-Yau inequality for complex algebraic surfaces.
Let (A, P ) be a pair and L be the corresponding line in P d−2 . Let λ be a line in P 2 passing through P . We notice that λ corresponds to a point in L. Let K(λ) be the set of k−points of A in λ, for all 1 < k < d; it might be empty or consist of several points. We
• If for some j, i j = d, then a i l = 0 for all i l = d.
• Otherwise,
, we have that a ia = a j b , otherwise we would have a new
(not considered before) k−point on λ.
Let A be an arrangement of d lines and P ∈ A a point. Consider the pair (A ′ , P )
where the lines of A ′ are the lines in A not containing P . By taking P as a k−point with k big, this observation will be important to simplify computations and to find a moduli space for the combinatorial type of the arrangement A, forgetting the artificial point P .
By combinatorial type we mean the information given by the intersection of its lines. We will explain this through several examples. In the next two sections, we will be computing some configurations by means of the line L corresponding to a pair (A, P ). We will do the following choices:
• The point P will be always [0, 0, 1].
• The arrangement A will be formed by {L 1 , ..., L d } where L i are the lines of A and also their linear polynomials which we choose as:
With these assumptions, it is easy to check that the corresponding line
p−points in X are determined by (p − 2) q × q Latin squares which form an orthogonal set, as explained in [13] . This gives us the the set X . Another issue is the realizability of A on P 2 (over some field) for such X . Although we defined nets as arrangements of lines already on P 2 , we will first think abstractly about the (p, q)−net defined by this set of (p − 2) Latin squares, and then try to prove or disprove its realization on P 2 over some field (mainly C). We label the lines of A i by {L q(i−1)+j } q j=1 for every i ∈ {1, 2, ..., p}, and so
Example 3.1. (Hesse configuration) In this example we will reprove the very well known existence of the Hesse configuration (see [2] for applications to this configuration). Actually, we obtain two Hesse configurations according to our definition of isomorphism which keeps the labelling of the lines. This configuration corresponds to (4, 3)−nets over C. Without loss of generality, we can assume that the combinatorics is given by the following set of orthogonal Latin squares. The left and right Latin squares above give the intersections of A 3 and A 4 respectively with A 1 (columns) and A 2 (rows). For example, the left one tell us that L 2 , L 6 and L 7 (values) have a common point of incidence. By using the right one, L 2 , L 6 and L 12 have also non-empty intersection. Hence, [ [2, 6, 7, 12] ] ∈ X . In this way, we know X completely.
We now consider a new arrangement of lines
the point P = [ [3, 4, 9, 12] ]. We rename the twelve lines in the following way:
Because of our one to one correspondence, the pair (A ′ , P ) corresponds to a unique line L ′ in P 6 , and this line passes through these distinguished four points α, β, γ and δ (we abuse the notation, as we saw these lines correspond to points on L ′ ). We have that
we write:
for some numbers a i (which have restrictions) and we take
, we have the equation αt + βu = γ, and from this we obtain:
For another [t, u] we have αt + βu = δ, and this gives a We now evaluate to obtain:
where r = w or w. Now we consider (A ′ , P ) given by the arrangement of twelve lines
as points in L ′ , where this is again the corresponding line for (
When we impose L ′ to pass through γ, we obtain:
Let c 1 = a, c 2 = b and c 3 = c. When we impose to L ′ to pass through δ, we get ad 4 = 1 and
among others. They will be enough to get a contradiction. By isolating d 1 in (1), replacing it in (2) and using (4), we get c 3 = (1 − b) 3 which requires a 3rd primitive root of 1. Say w is such, so b = 1 − wc. Then, by using (3), we get w 2 (1 + 2c) = w − 1. We now suppose that the characteristic of our field is not 2, and so c = 1 w
. Then, b = 0 which is a contradiction.
Notice that there is no contradiction if the characteristic is equal to 2. In [15] , it is proved that for every finite subgroup H of a smooth elliptic curve, there exists a 3−net in P 2 over C corresponding to the Latin square of the multiplicative table of H. In the same paper, the author proves that there is no a 3−net associated to the group Z/2Z ⊕ Z/2Z ⊕ Z/2Z. In [13] , it can be found a classification of (3, q)−nets for 2 ≤ q ≤ 5. In the next section we classify the (3, q)−nets for 2 ≤ q ≤ 6 and the (3, 8)−nets corresponding to the multiplication table of the Quaternion group.
Remark 3.1. As we explained before, a q × q Latin square gives the set X for a (3, q)−net 4. Classification of (3, q)−nets for 2 ≤ q ≤ 6 and the Quaternion nets
In this section we will be using again the trick of eliminating some lines passing by a k−point P of the arrangement, to consider a new arrangement A ′ together with this point P . First we will be working with (3, q)−nets, so P will be a 3−point of X (and so we eliminate three lines from A). If the (3, q)−net is given by
, then the new pair (A ′ , P ) will be given by {L
After we give a Latin square to get X , we fix a point P in X , so the locus of the line L ′ is actually the moduli space of the (3, d)−nets (keeping the labelling) corresponding to that Latin square (or better its main class). We will give in each case equations for the lines of the nets depending on parameters coming from L ′ . . According to our set up, (A ′ , P ) is formed by an arrangement A ′ of three lines and
The corresponding line L ′ is actually the whole space P 1 . This tells us that there is only one The singular members of the pencil λz(x−y)+µy(z −x) = 0 on P 2 represent this (3, 2)−net.
Again, there is one main class given by the multiplication table of Z/3Z. For (A ′ , P ) we have an arrangement of six lines find that this family of (3, 3)−nets can be represented by:
Here we have two main classes. We represent them by the following Latin squares. They correspond to Z/4Z and Z/2Z ⊕ Z/2Z respectively. We deal first with M 1 . Then we
. c 1 , c 2 , 1, c 1 , c 2 , c 3 , c 4 ]. Of course, the only change is γ. By doing similar computations, we have that L ′ is parametrized by (a, b, c) in a open set of A 3 and is given by:
Hence, the lines for the corresponding (3, 4)−nets for M i can be represented by:
and L 12 = (z).
(3, 5)−nets
Here we again have two main classes, we represent them by the following Latin squares. The Latin square M 1 corresponds to Z/5Z. As before, for M 1 and M 2 we have that c 1 , c 2 , c 3 , c 3 , c 2 , c 1 , 1, c 
Hence, the (3, 6)−nets for 
In the case of M 2 , we obtain a three dimensional moduli space of (3, 5)−nets as well. It is parametrized by (a, b, c) in an open set of A 3 such that a 4 = a, b 6 = b and c 1 = c, and:
To obtain the lines for the nets corresponding to M i , we just evaluate and get:
L 15 = (z). These two 3 dimensional families of (3, 5)−nets appear in [13] . We notice that both families of (3, 5)−nets have members defined over Q. The Latin squares M 1 and M 2 correspond to the multiplication table of Z/6Z and S 3 respectively. The following will be the set up for the analysis of (3, 6)−nets. We first fix one Latin square M from the list above. Let A = {A 1 , A 2 , A 3 } be the corresponding (possible) (3, 6)−net, where 
Since there is [t, u] ∈ P 1 satisfying αt + βu = γ, we can and do write a 1 , a 2 , a 3 , a 4 , a 6 , a 7 , a 8 , b 4 , b 5 , b 6 and c 5 depending on the resting variables. After that, we start to impose the points in X ′ which translates, as before, into 2 × 2 determinants equal to zero. At this stage we have 20 equations given by these determinants, and 12 variables. We choose appropriately from them to isolate variables so that they appear linearly, i.e., with exponent equals to 1. In the way of solving these equations, we prove or disprove the existence of A. In the case that this (3, 6)−net exists, i.e. A is realizable on P 2 over some field, the equations for its lines can be taken as:
Now we apply this case by case. We first give the result, after that we indicate the order we solve for the points in X ′ , and then we give a moduli parametrization whenever the net exits. For simplicity, we will work always over the complex numbers C. We will omit the final expressions for the variables, although they all can be given explicitly. 4 5 6 7 8 2 1 6 7 8 3 4 5 3 6 2 5 7 1 8 4 4 7 8 2 3 5 1 6 5 8 7 6 2 4 3 1 6 3 1 8 4 2 5 7 7 4 5 1 6 8 2 3 8 5 4 3 1 7 6 2 In this case, we have that there is a three dimensional moduli space for them, given by an open set of A 3 . Also, these 3−nets can be defined over Q. This example shows that a nonabelian group can also realize a 3−net on P 2 . The set up is analogous to what we have done before. In this case, 
Thus, we are naturally led to the following question: find a characterization for the main classes (remark 3.1) of Latin squares which realize 3−nets on P 2 over C.
Arrangements of sections over a curve
The main purpose of the following three sections is to show, in a more general setting, the ideas behind what we did with line arrangements. We will first introduce some more general arrangements of curves which contain the case of arrangements of lines in P 2 . After that we will attempt to explain its nature via moduli spaces of stable pointed curves of genus zero, to finally give a general one to one correspondence between these arrangements of d curves and certain curves in P d−2 . At the end, we recover proposition 2.1 as a corollary.
Let C be a smooth projective curve and let E be a normalized locally free sheaf of rank 2 on C, i.e., E is a rank 2 locally free sheaf on C with the property that H 0 (E) = 0 but for all invertible sheaves L on C with deg(L) < 0, we have H 0 (E ⊗ L) = 0 (see [9] , chapter V ). We consider the geometrically ruled surface π : P C (E) → C. As in [9] page 373, we let e be the divisor on C corresponding to the invertible sheaf 2 E, so that the invariant e is − deg(e). We fix a section C 0 of P C (E) with O P C (E) (C 0 ) ≃ O P C (E) (1), and so C 2 0 = −e. Let d ≥ 3 be an integer. Let A = {S 1 , S 2 , ..., S d } be a set of d distinct sections on P C (E).
We will assume that S i = C 0 for all i. By performing elementary transformations on the points in C 0 ∩ A, we obtain another P C (E ′ ) and
In particular there are two disjoint sections and so E ′ is decomposable. Again we normalize
Hence, for every section
. Therefore, we can always start with A on a decomposable geometrically ruled surface such that S i ∈ |C 0 + π * (L)| for every i ∈ {1, 2, ..., d}. Assume this is the case. The following are two trivial situations we want to eliminate. 
This implies that
Hence, A is a collection of fibers of the projection to P 1 . (1) and (2) 
is the existence of a finite map f : C → C ′ and a commutative diagram
is the fiber product of f and π ′ , and F (S i ) = S ′ i for all i ∈ {1, 2, ..., d}. If f is an isomorphism, then the arrangements are said to be isomorphic.
We notice that d i=1 S i = ∅ implies that L is base point free. To see this, take a point c ∈ C and consider the corresponding fiber F c . Since 
1). Given
we blow down the (−1)−curve (which is C 0 in this case) and we obtain an arrangement of d lines. Conversely, given an arrangement of d lines on P 2 , we take a point outside of the arrangement and blow it up.
Fix an arrangement of d sections A = A(C, L). Let f : C ′ → C be a finite morphism between smooth projective curves. Consider the induced base change:
Then, as is shown in the diagram above, we obtain a decomposable geometrically ruled is an isomorphism.
Example 5.2. Every A(P 1 , O P 1 (1)) is clearly primitive. Now We take the configuration on P 2 formed by one conic and three lines as in figure 1 . We blow up the point P (in that figure) and obtain F 1 . After that, we perform an elementary transformation on the node of the total transform of the tangent line at P . The resulting arrangement of four sections distinct tangent directions at P for them. In this case we say that P is a k−point of A and we will denote the number of such points by t k (1 < k < d).
As we noticed in remark 2.1, the complicatedness of an arrangement relies on the k−points.
If we fix C, L, d and numbers t k as in the definitions above, the question of the existence of A(C, L) with simple crossings and number of k−points equal to t k is not trivial. This can be seen already for arrangements of d lines on P 2 . In remark 2.1, we saw that for line arrangements there are more constrains than the plane restriction: any two lines intersect at one point (or in our general case, any two sections intersect at e points); we mentioned the Hirzebruch inequality relating the t k numbers. We think it would be interesting to find similar kind of constrains for the t k numbers for our more general arrangements of sections with simple crossings. To obtain something like that, we could try his covering method (see [10] ).
Remark 5.1. Let e ≥ 2 be an integer. This is a remark on arrangements of d sections in
; these are usually called Hirzebruch surfaces. Any such arrangement can be moved into F 1 by elementary transformations, so that the negative section S d+1 goes to the (−1)−curve in F 1 . This might be done in different ways. After that, we blow down this (−1)−curve and we get an arrangement of d rational curves on P 2 . Another way to get an arrangement on P 2 is the following. Let τ : F e → P e+1 be the map induced by the linear system |S d+1 + π * (O P 1 (e))|. Then, it is an isomorphism outside of S d+1 and τ (S d+1 ) is a point. The image τ (F e ) is a scroll in P e+1 given by all the lines passing through the point τ (S d+1 ) and the rational normal curve τ (S i ) for some i = d + 1. Our sections {S 1 , S 2 , ..., S d } are embedded into this scroll and they are disjoint from τ (S d+1 ). We can now choose a suitable point outside of τ (F e ) to project this arrangement of d curves on the scroll to an arrangement of d rational nodal curves on P 2 . This might also be done for C = P 1 depending on what kind of line bundle L we are considering.
Arrangements coming from
We first remind some notation we used in section 2. If P 1 , ..., P r are r distinct points in P n , then P 1 , ..., P r is the projective linear space spanned by them. The points P 1 , ..., P n+2
in P n are said to be in general position if no n + 1 of them lie in a hyperplane. We denote by M 0,d+1 the moduli space of (d + 1)-pointed stable curves of genus zero ( [11] ). The
is formed by the following divisors: for each subset T ⊂ {1, 2, ..., d + 1} with |T | ≥ 2 and |T c | ≥ 2 we let D T ֒→ M 0,d+1 be the divisor whose generic element is a curve with two components, the points marked by T in one, and the points marked by T c on the other. We will assume d + 1 ∈ T so that we do not have repetitions. These divisors are smooth with normal crossing intersections.
We are interested in arrangements of d sections with simple crossings (definition 5.4). In this section we will explain how to obtain those kind of arrangements from projective curves in P d−2 via moduli spaces of pointed stable curves of genus zero. The key ingredient is the construction of M 0,d+1 via blow ups of P d−2 and the description of M 0,d+1 using Veronese curves given by Kapranov in [11] and [12] .
Let d ≥ 3 be an integer. It is well-known that M 0,d+1 is a fine moduli space which is represented by a smooth projective variety of dimension d − 2. For i ∈ {1, ..., d + 2}, the i-th forgetful map π i : M 0,d+2 → M 0,d+1 , which forgets the i-th marked point, gives a universal family. The following are definitions and facts about those spaces which can be found in [11] and [12] .
Definition 6.1. A Veronese curve will be a rational normal curve of degree n in P n , n ≥ 2,
i.e., a curve projectively equivalent to P 1 in its Veronese embedding.
It is a classical fact that any d + 1 points in P d−2 in general position lie on a unique
Veronese curve. The main theorem in [11] says that the set of Veronese curves in P d−2 and its closure are isomorphic to M 0,d and M 0,d respectively. 
Our goal is to built an arrangement of d sections with simple crossings out of an irreducible projective curve B ⊆ P d−2 . Because of our simple crossing requirement, this curve has some restrictions. 
which is a composition of blow ups of all the linear projective spaces spanned by the points P i , in a certain order.
We have the following diagram of maps.
Let B ′ be the strict transform of the curve B under ψ d+1 . Then, by the property ( * ), B ′ can only have local transversal intersections with each of the boundary divisors D T , i.e., for
Let B 0 be a local branch of B ′ at P such that P ∈ D T ∩ B ′ . Then, we have the following unique commutative diagram.
In this diagram, R B 0 is the unique surface produced by the universal property of π d+2 , and so i and j are inclusions, the map π : R B 0 → B 0 has only one singular fiber which looks like the bold curve in figure 2 and R B 0 is a smooth surface (see [8] Coming back to our curve B ′ , we globally have the following commutative diagram.
where R B ′ is a projective surface. We now produce another commutative diagram by considering the normalization of B ′ , given by the map ν : B ′ → B ′ .
Because of our local description for B 0 above, we have that R B ′ is an smooth projective surface, in particular ruled surface over B ′ . Let R := R B ′ and C := B ′ , thus we have a ruled surface π ′ : R → C with distinguished (d + 1) sections {X 1 , X 2 , . . . , X d+1 }. Now, for each singular fiber of π ′ , we blow down the (−1)−curves which are the components of the singular fibers which do not intersect X d+1 . In this way, we arrive to a geometrically ruled surface P C (E) over C, for some rank two locally free sheaf E on C. After applying an isomorphism over C of geometrically ruled surfaces, we can and do assume that E is normalized (as in section 5). For each i ∈ {1, 2, . . . , d + 1}, let S i be the section of π corresponding to the image of X i under the composition of the blow downs. Proof. First, since there are two disjoint sections, E is a decomposable vector bundle.
Because we know explicitly the Picard group of P C (E) (see [9] ), we have that for each i ∈ {1, 2, ..., d + 1} there is a divisor D i on C such that S i ∼ C 0 + π * (D i ) where C 0 is the section corresponding to O P C (E) (1) (and so C ) and this implies deg(D d+1 ) < 0, and so e < 0. But for a decomposable normalized E we have e ≥ 0 ( [9] ). Therefore, S d+1 = C 0 . This is a general fact for this situation. Let Γ = S d+1 be a curve in P C (E) with Γ 2 < 0.
Write Γ ≡ aS d+1 +bF , where F is the class of a fiber. Then, Γ.F = a > 0, Γ 2 = −ea 2 +2ab < 0 and Γ.S d+1 = −ea + b ≥ 0. Hence, we must have b < 0, and this contradicts the fact that −e < 0. Therefore, Γ = S d+1 and so there is the only one curve with negative self intersection.
Take i ∈ {1, 2, ..., d}. Let σ i : C → P C (E) be the morphism defining the section S i , i.e., σ i (C) = S i , and let E → L i → 0 be the corresponding surjection of sheaves on C ( [9] ).
for all i ∈ {1, 2, ..., d}.
Finally, by construction of this ruled surface, for any pair i, j ∈ {1, 2, ..., d} with i = j, we have that S i .S j is B.Λ i,j , i.e., S i .S j = deg(B). On the other hand, we proved that S i .S j = e, so deg(B) = e. Moreover, it is not hard to see that, if H is a hyperplane in P d−2 and ν : C → B ′ → B is the normalization as before, then L ≃ O C (ν * (H ∩ B) ).
The one to one correspondence
Let d ≥ 3 be an integer. Let C be a smooth projective curve and L be a line bundle on C with deg(L) = e > 0. Let A d be the set of all isomorphism classes of arrangements
