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NOTATIONS
Les complexit+es
O ! majorant pour la complexit0e asymptotique
4 ! minorant pour la complexit0e asymptotique
5 ! valeur exacte pour la complexit0e asymptotique
o ! majorant jamais atteint pour la complexit0e asymptotique
" ! minorant jamais atteint pour la complexit0e asymptotique
Les ensembles
N ensemble des entiers naturels
R ensemble des nombres r0eels
E
k
espace euclidien de dimension k
k dimension de l9espace
S ensemble de points  sites!
A ensemble d9ar:etes
jEj cardinal de l9ensemble E
'
l
relation d9ordre lexicographique
Les fonctions math+ematiques
( n! inverse de la fonction d9Ackermann
B ! fonction Beta !
A ! fonction eul0erienne de seconde espBece Gamma !
log
 
logarithme it0er0e  nombre d9it0erations de la fonction log
n0ecessaires pour obtenir une valeur inf0erieure Ba D!
d e partie entiBere sup0erieure appel0ee aussi plafond
b c partie entiBere inf0erieure appel0ee aussi plancher
xii
La g#eom#etrie
 triangle
 abc triangle de sommets a, b, c
 carr.e
 abcd carr.e de sommets a, b, c, d
! cercle
!/A%B%C0 cercle circonscrit aux points A, B et C
H hyperplan
H
 
droite orthogonale 6a l7hyperplan H
S/0 surface d7un poly6edre
V/0 volume d7un poly6edre
B/s% r
 
0 boule centr.ee en s de rayon r
 
C/sp%;0 c<one de sommet s, d7axe de sym.etrie sp et d7angle ;
C
B 
/sp%;0 intersection du c<one C/sp%;0 et de la boule B
 
centr.ee en s
P pyramide /c7est ici l7intersection d7un c<one et
d7une boule centr.ee au sommet de ce c<one0
+a vecteur +a
d/A%B0 distance euclidienne entre les points A et B
k+ak norme euclidienne du vecteur +a
Det/+a%
+
b0 d.eterminant des vecteurs +a et
+
b
 
ABC angle/ABC0 A angle form.e par les vecteurs
)*
BA et
)*
BC
Les probabilit#es
 
n
k
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coeBcient binomial C
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Les triangulations
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DT /S0 triangulation de Delaunay de l7ensemble de points S
PPV /M0 Plus Proche Voisin du point M
V /M0 r.egion de Voronoi associ.ee au site M
G/0 grain d7une triangulation
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8
!
relation d7ordre Jinf.erieur 6aK pour comparer des triangulations
n ou N nombre de points /sites0
n
ec
nombre de points de l7enveloppe convexe d7une triangulation
e nombre d7ar<etes d7une triangulation
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EQUIVALENCES fran.cais2anglais
Beaucoup de termes techniques en algorithmique 2g3eom3etrique ou non4 ont une d3eno5
mination anglaise6 Leur traduction est parfois di9cile et inadapt3ee6 Souvent< nous
avons pr3ef3er3e garder la terminologie anglaise< plus universelle6 Voici toutefois un essai
de traduction de quelques termes anglais utilis3es dans la r3edaction de ce m3emoire6
>d5tree >d5arbre 23equilibr3e4
>d5Search5and5Walk >d5arbre5et5marche
adaptive >d5tree >d5arbre adapt3e
Binary5Search5and5Walk dichotomie5et5marche
buckets cellules< tiroirs
bucketing hachage en cellules< tri par paquets
Closest5and5Walk plus5proche5voisin5et5marche
clusters amas 2fortes concentrations de sites4
Delaunay tree arbre de Delaunay
derandomization d3erandomisation
Divide and Conquer Diviser pour R3egner< Diviser et Fusionner
Partage et Fusion< Division I Fusion6 6 6
Euclidean Minimum Spanning Tree EMST< arbre couvrant minimal eucidien
Jump5and5Walk s3election5et5marche
kd5tree kd5arbre
Nearest Neighbo2u4r plus proche voisin
oO5line qui nPest pas en ligne
on5line en ligne 2pour un algorithme4
Oversampled5Binary5Search5and5Walk dichotomie5sur3echantillonn3ee5et5marche
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INTRODUCTION
La G#eom#etrie Algorithmique est une science relativement r#ecente4 n#ee avec la th5ese de
Shamos autour des ann#ees 89:; <=8>?@AB Il a poursuivi ses travaux avec la collaboration
de Preparata pour constituer le livre HComputational Geometry K an introductionL
<=8M;@A4 qui sert aujourdOhui encore de r#ef#erenceB
Les premiers r#esultats en g#eom#etrie constructive remontent 5a Euclide et les insK
truments utilis#es #etaient alors le compas et la r5egleB Des d#eveloppements remarquables
ont eu lieu au cours des deux derniers si5eclesB Maintenant4 il sOagit dOexploiter au
mieux les possibilit#es des ordinateurs capables de traiter des milliers de segments en
une fraction de seconde T cOest lOobjet de la G#eom#etrie AlgorithmiqueB La puissance
toujours accrue des machines ne donne que plus dOint#erUet 5a cette nouvelle disciplineB
Ses principaux domaines dOapplication se trouvent en robotique4 vision par ordiK
nateur4 conception assist#ee par ordinateur4 HdesignL industriel4 images de synth5ese4 sysK
t5emes dOinformation g#eographique et mUeme en m#edecine4 biologie mol#eculaire4 cristalK
lographie4 astrophysique4 m#ecanique des VuidesBBB
Cette science pr#esente de nombreux attraits T lOalgorithmicien sera fascin#e par sa
richesse algorithmique exceptionnelleW le n#eophyte4 sOil fait preuve dOintuition4 pourra
d#ecouvrir de nouveaux algorithmes <cO#etait surtout vrai du temps des pionniers de la
G#eom#etrie AlgorithmiqueA W le math#ematicien pourra utiliser des techniques tr5es soK
phistiqu#ees pour lOanalyse des algorithmes et4 bien entendu4 le g#eom5etre pourra mettre
en pratique ses connaissancesB
Actuellement4 cette science se situe 5a un carrefour T des algorithmes extrUemement
sophistiqu#es sont apparus <=X;@ par exempleA et une scission entre la th#eorie et la praK
tique devient VagranteB Dans la pratique4 les performances dOun algorithme se mesurent
en termes de temps dOex#ecution et de place m#emoireB Etant donn#e que ces param5etres
d#ependent de la machine utilis#ee4 de lOhabilet#e du programmeur ainsi que du langage
de programmation choisi4 la G#eom#etrie Algorithmique sOest d#eYni un mod5ele abstrait
de calculateur <calculateur r'eel (a acc(es al'eatoireAB En particulier4 la machine est supK
pos#ee travailler en pr#ecision inYnie <ce nOest bien sUur jamais le cas en pratique ZA4 avoir
une capacit#e m#emoire inYnie <en r#ealit#e4 la gestion de la m#emoire est un probl5eme
presque quotidien pour le programmeur ZA et les algorithmes sont jug#es dOapr5es leurs
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comportements asymptotiques en fonction de la taille des donn1ees en entr1ee 2mais
l3industriel n3a que faire d3un algorithme qui devient plus performant 7a partir d3une
taille des donn1ees en 89
 !
par exemple; ce qui est 7a peu pr7es le nombre estim1e d3atomes
pr1esents dans l3univers observable =>? Le calculateur r1eel 2a acc2es al1eatoire n7existe
pas : Actuellement; une r1eAexion est en cours pour essayer de recr1eer des liens entre
th1eoriciens et praticiens 2BCDE par exemple>? Souhaitons que cette tentative ne reste pas
vaine = La G1eom1etrie Algorithmique devrait Ietre aussi utile au programmeur que l3est;
par exemple; la th1eorie de la R1esistance des Mat1eriaux 7a l3ing1enieur en G1enie Civil =
Cette th7ese a voulu se situer 7a la fronti7ere commune 2elle existe encore => entre
ces deux mondes M seuls des algorithmes qui fonctionnent bien en pratique; ont fait
l3objet d3une analyse th1eorique?
Revenons aux deux pierres d3achoppement que constituent la pr1ecision supO
pos1ee inPnie des machines et l31evaluation des algorithmes d3apr7es leurs comportements
asymptotiques?
Le principal inconv1enient de la pr1ecision Pnie des ordinateurs est de rendre
incoh1erents la plupart des algorithmes g1eom1etriques? Par exemple; si un point est tr7es
proche d3un segment; la machine ne pourra d1ecider avec certitude si le point est 7a
gauche ou 7a droite du segment? Des incoh1erences topologiques risquent d3apparaIStre
apr7es plusieurs choix erron1es; qui provoqueront l3arrIet de l3algorithme avant la Pn du
calcul? R1esoudre les probl7emes dus 7a l3impr1ecision num1erique constitue certainement
l3un des principaux d1ePs de la G1eom1etrie Algorithmique dans les prochaines ann1ees?
Certaines solutions commencent d1ej7a 7a apparaIStre 2arithm1etique paresseuse B8CE B8CTE;
calcul exact du signe d3un d1eterminant BUE; pr1edicats de Shewchuck B8UXE B8UCE; classe
de nombres r1eels LEDA BC8E BCZE???>?
Juger un algorithme d3apr7es son comportement asymptotique ne reA7ete pas
toujours la valeur pratique d3un algorithme? Certains th1eoriciens essaient; par exemple;
de transformer un log it1er1e par l3\inverse] de la fonction d3Ackermann
"
dans une comO
plexit1e; ce qui a un int1erIet pratique limit1e? La notation \O] a un e_et pervers dans le
sens o7u elle fait oublier les constantes multiplicatives dans les complexit1es; constantes
qui sont parfois pr1edominantes en pratique? Dans ce m1emoire; on trouve par exemple
une fonction de tri 2en O2N logN>> qui est plus rapide qu3une fonction de triangulation
2en O2N> en moyenne>; au moins jusqu37a des donn1ees en entr1ee de taille 89
#
=
Revenons au contenu de ce m1emoire qui traite principalement des maillages de
Delaunay dont la structure duale est le diagrammede Voronoi 2le diagramme de Voronoi
d3un ensemble de points M repr1esente les classes d31equivalence de la relation \avoir
mIeme2s> plus proche2s> voisin2s> dans M]>? Rappelons que les diagrammes de Voronoi
 
Le log it'er'e est une fonction .a croissance tr.es lente 0log
 
1
!""#!
2 34 mais l67inverse9 #0n4 de la
fonction d6Ackermann cro=>t encore l'eg.erement moins vite 0#0?@
 $$
4 2 A4B
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ne sont pas seulement un objet math-ematique 0a l1-etat pur et qu1ils se rencontrent tr0es
fr-equemment dans la nature6 Ils permettent aussi bien de mod-eliser des structures
cristallines microscopiques que de comprendre la distribution des galaxies: on peut
m;eme les apercevoir sur la carapace d1une tortue ou sur le cou d1une girafe r-eticul-ee =
La triangulation de Delaunay est utilis-ee dans cette -etude pour mod-eliser le terrain
naturel sous forme d1une surface triangul-ee6 En eBet: cette triangulation produit des
triangles proches du triangle -equilat-eral et fournit une bonne approximation du terrain
naturel qui est utilis-ee aussi bien pour les calculs Cinterpolations: cubatures: intersection
avec d1autres surfaces666D que pour la visualisation Cimages de synth0ese666D6
Apr0es le rappel de quelques propri-et-es fondamentales de la triangulation de DeF
launay: un rapide -etat de l1art sur les innombrables algorithmes de triangulation de
Delaunay est pr-esent-e6 Ensuite: la fonction de fusion unidirectionnelle de deux sousF
triangulations lin-eairement s-eparables CGHIIJD est g-en-eralis-ee 0a deux directions6 Cette
nouvelle fonction est utilis-ee dans de nouveaux algorithmes de triangulation de DeF
launay dans le plan: bas-es sur des arbres bidimensionnels CLdFtree: random LdFtree:
adaptive LdFtree: random adaptive LdFtree: quadtree: bucketFtree666D6 En ce qui conF
cerne l1-etude th-eorique: un r-esultat g-en-eral est -etabli sur la complexit-e en moyenne N en
termes de sites inachev-es N du processus de fusion multidimensionnelle dans l1hypoth0ese
de distribution quasiFuniforme dans un hypercube6 Ce r-esultat g-en-eral dans un espace
de dimension quelconque est ensuite appliqu-e au cas du plan et il est montr-e que la
construction ODivideFandFConquerP de la triangulation de Delaunay d1un ensemble de
sites du plan quasiFuniform-ement distribu-es dans un carr-e peut ;etre eBectu-ee en temps
moyen lin-eaire: apr0es un tri dans deux directions: qui sert 0a construire le LdFtree6
L1-etude de la complexit-e dans le pire des cas est beaucoup plus simple6 Une compaF
raison exp-erimentale de ces nouveaux algorithmes avec les OmeilleursP algorithmes de
triangulation de Delaunay Cd1apr0es l1-etude de Su et Drysdale GHSTJ GHSSJ r-ealis-ee en
HUUVD est eBectu-ee sur divers types de distributions et sur des ensembles atteignant T
millions de sites6 Il appara;Wt que les algorithmes bas-es sur des fusions bidirectionnelles
l1emportent dans tous les cas6 Les tests sont r-ealis-es sur les m;emes ensembles de points:
sur la m;eme machine CsuperFcalculateur Convex CXD et la plupart des algorithmes sont
cod-es par l1auteur de ce m-emoire: ce qui rend les comparaisons plus Yables6 Deux
exemples simples de bugs li-es 0a l1impr-ecision num-erique sont exhib-es6 Ensuite: des
algorithmes pratiques de localisation dans une surface triangul-ee sont pr-esent-es dont
certains sont originaux Z en particulier: on utilise la randomisation 0a partir d1un arF
bre binaire de recherche6 Ce nouvel algorithme de localisation donne naissance 0a un
algorithme incr-emental dynamique de triangulation de Delaunay: probablement parmi
les plus performants de ceux connus 0a ce jour6 On peut construire la triangulation
on"line
 
et de mani0ere tr0es e\cace6 Des tests de performances sont r-ealis-es pour ces
 
Un algorithme en ligne ,on-line. est un algorithme maintenant la solution d2un probl5eme6 lors de
l2introduction successive de donn9ees6 sans conna:;tre a priori l2ensemble des donn9ees 5a traiter<
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algorithmes de localisation. avec une comparaison avec le c2el3ebre algorithme optimal
de Kirkpatrick. et on montre que le nouvel algorithme de localisation pr2esent2e dans ce
m2emoire est plus rapide que celui de Kirkpatrick. au moins jusqu93a douze millions de
sites ; Tout au long de ce m2emoire. sont aussi 2evoqu2es de futurs sujets de recherche.
ainsi qu9une r2e>exion sur les algorithmes dynamiquesA
Pendant ces quelques ann2ees de th3ese au Service d9Etudes Techniques des Routes
et Autoroutes GSETRAH. j9ai particip2e 3a la r2ealisation d9un logiciel de CAO routi3ereA Il
faut pouvoir trianguler rapidement de vastes ensembles de points Gplusieurs centaines de
milliersHA La triangulation obtenue constitue unMod#ele Num)erique de Terrain
 
GMNTHA
Il est utilis2e pour repr2esenter et visualiser Gimages de synth3eseAAAH le terrain naturel
!
. et
aussi pour eOectuer des calculs P interpolations GQRST page UVH. cubatures. intersection
avec d9autres surfacesA A A L9algorithme bas2e sur le WdXtree. propos2e dans le chapitre Y.
r2epond 3a ce besoinA On peut aussi remarquer comment un besoin industriel peut
provoquer la d2ecouverte d9algorithmes Gchapitre YH avec de nouveaux d2eveloppements
th2eoriques Gchapitre VH et noter que le retour vers le monde industriel est proZtable
Galgorithmes plus performants. voir chapitre [HA
Les contraintes qui servent 3a repr2esenter des lignes caract2eristiques du relief
Glignes de faille. falaises. ruptures de pente. cr\etes. talwegsA A A H. sont int2egr2ees a posteX
riori 3a l9aide de l9algorithme de localisation du WdXSearchXandXWalk Gvoir paragraphe
_ARAWAYHA Ces algorithmes. cod2es en langage C. ont 2et2e int2egr2es dans la plateXforme de
d2eveloppement orient2ee objet Cas2Cade de Matra Data VisionA Mon travail a aussi
consist2e 3a concevoir et coder des algorithmes pratiques d9exploitation de surfaces triX
angul2ees P projection et intersection d9une polyligne Rd avec le terrain naturel. calcul
des courbes de niveau. appartenance d9un point 3a un polygone convexe et quelconque.
surface d9un polygone. volume entre deux surfaces triangul2eesA Un algorithme lin2eaire
en moyenne d9intersection de surfaces
"
triangul2ees a aussi 2et2e conacu. diO2erent de celui
propos2e dans QYRT et QbSUTA
En conclusion. je voudrais souligner l9importance du monde industriel pour la
G2eom2etrie Algorithmique P elle a besoin du monde industriel. non seulement pour jusX
tiZer son existence. mais aussi pour motiver de nouvelles recherchesA La collaboration
entre ces deux mondes. qui est souvent trop rare. peut se r2ev2eler tr3es fructueuse. aussi
bien pour l9industrie que pour l92evolution des connaissances th2eoriquesA
 
Un Mod%ele Num+erique de Terrain 1234 est une nappe surfacique d+eform+ee en fonction de l:altitude;
On dit parfois que c:est un mod%ele = >D; Ce n:est pas un v+eritable 3D dans la mesure o%u seule la
hauteur maximale de l:objet est prise en compte; Il n:est pas possible de repr+esenter plusieurs z pour
un mFeme Gx yHI ainsi ni l:+epaisseur d:un objetI niI a fortioriI sa forme exacte ne sont repr+esent+ees;
!
JThe problem in modelling geological systems therefore moves out of the realm of exact deMnition
based on observed data found in general surveying to that of surface interpolation based on islands of
knowledge surrounded by oceans of ignoranceP GM; J; McCullagh 1>R4H;
"
L:intersection de surfaces param+etriques est davantage trait+ee dans la litt+erature 1TU4 1T==4;
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R!esum!e des contributions personnelles
 Nouveaux algorithmes de triangulation de Delaunay dans le plan bas5es sur des
arbres bidimensionnels 67d8tree9 random 7d8tree9 adaptive 7d8tree9 random adap8
tive 7d8tree9 quadtree9 bucket8tree===>=
 Cr5eation d@une fonction g5en5erale permettant la fusion bidirectionnelle de deux
sous8triangulations de Delaunay lin5eairement s5eparables=
 Analyse de la complexit5e dans le pire des cas et en moyenne de ces algorithmes C
en particulier9 on montre que la phase de triangulation est en moyenne lin5eaire=
 Etude de la triangulation de Delaunay en dimension quelconque9 en termes de
sites inachev5es C probabilit5e qu@un site soit inachev5e9 esp5erance du nombre de
sites inachev5es dans un hyper8rectangle=
 Application Ea l@analyse d@une classe d@algorithmes FDivide8and8ConquerG en di8
mension quelconque=
 Comparaison exp5erimentale d@un grand nombre d@algorithmes de triangulation
de Delaunay9 dans le but de d5eterminer Ea ce jour9 le ou les plus performants en
fonction des types de distribution=
 Deux exemples simples de FbugsG li5es Ea l@impr5ecision num5erique=
 Algorithmes pratiques de localisation dans une triangulation de Delaunay9 bas5es
sur la randomisation Ea partir d@un arbre binaire de recherche=
 Comparaison exp5erimentale d@un grand nombre d@algorithmes pratiques de loca8
lisation=
 Algorithme incr5emental on"line 6dynamique> de triangulation de Delaunay9 uti8
lisant les algorithmes pr5ec5edents=
 
Chapitre (
TRIANGULATION DE
DELAUNAY 5 d7e8nition;
propri7et7es; 7etat de l>art
But a wise ordinance of Nature has decreed that0 in pro2
portion as the working classes increase in intelligence0
knowledge0 and all virtue0 in that same proportion their
acute angle shall increase also and approximate to the
comparatively harmless angle of the Equilateral Triangle
=E> Abbott0 Flatland ABCD>
Le but de ce chapitre n/est pas d/1etre exhaustif 4un livre entier n/y su7rait pas89
mais de donner un aper<cu de l/essentiel=
 ! Di$%erentes triangulations
Les triangulations sont des objets g@eom@etriques trBes fr@equemment utilis@es= En eDet9
manipuler uniquement des points n/est pas satisfaisant= Les triangulations9 en reliant
les points entre eux9 cr@eent une partition de l/espace ou d/un domaine= Les liaisons
g@eom@etriques et topologiques ainsi d@eEnies permettent de localiser rapidement un obF
jet9 de d@ecomposer l/espace de travail d/un robot9 de reconstruire des objets tridimenF
sionnels Ba partir de coupes9 de visualiser une surface avec rendu d/image9 d/eDectuer des
calculs de volume9 d/eDectuer des op@erations bool@eennes sur les surfaces = = = Elles sont
aussi parfois un pr@erequis n@ecessaire pour r@esoudre d/autres problBemes de g@eom@etrie
algorithmique=
Il existe deux grandes classes H les triangulations g@eom@etriques 4qui ne d@ependent
que des coordonn@ees des points8 et les triangulations d@ependantes des donn@ees oBu on
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 a"  b"
 c"
Figure &'&( Di"#erentes triangulations ./012 3 4a5 triangulation de Delaunay8 4b5 trian:
gulation de poids minimal8 4c5 triangulation gloutonne>
peut associer un co0ut aux sommets ou aux ar0etes 3DDT ( Data Dependant Triangula8
tions 9&:;<=' Il faut remarquer queA dans le second casA les triangulations concernent
surtout des surfaces du type z C f3x# y=' Dans ce mDemoireA seules les triangulations
gDeomDetriques vont nous intDeresser'
Il existe un trFes grand nombre de faHcons pour trianguler un ensemble de points'
En fonction du domaine dJapplicationA la triangulation devra respecter certains critFeresA
ce qui limitera le nombre des possibilitDes 3voir par exemple 9:K<='
Pour des problFemes de communicationA on cherchera Fa minimiser la longueur
totale des c0otDes des triangles ouA plus gDenDeralementA la somme des poids associDes aux
trois c0otDes des triangles ( cJest la triangulation de poids minimal' Elle a lJavantage
dJ0etre unique 3on dit que la triangulation est syst#ematique= pour des points en position
gDenDeraleA mais reste diNcile Fa calculer du point de vue algorithmique' La complexitDe
de ce probl0eme nJest pas connue et on se demande sJil nJest pas NP8dur 3il existe
toutefois des heuristiques 9&QK<=' La triangulation gloutonne 3triangulation obtenue en
ajoutant une Fa une les ar0etes et en choisissant toujours la plus courte qui ne croise
aucune de celles retenues prDecDedemment= nJest pas toujours Degale Fa la triangulation de
poids minimum 3voir Figure &'&=' Elle a aussi lJavantage dJ0etre unique pour des points
en position gDenDeraleA mais par contre peut se calculer en O3n log n= 9&;S<' Pour des
problFemes dJapproximation de surfaces 3avec interpolations= ou de calculs par DelDements
TnisA on prDefFerera avoir des triangles les plus DequilatDeraux possibles ce qui justiTe le
choix de la triangulation de Delaunay pour ces applications
 
' Cette derniFere maximise
lJangle minimal parmi tous les triangles' Elle a aussi lJDenorme avantage dJ0etre unique
3pour des points en position gDenDerale= et peut se calculer eNcacement 3en V3n log n=
dans le plan=' Il existe aussi une gDenDeralisation de la triangulation de Delaunay par T'
Lambert 9&WQ<A the empty:shape triangulation ( la XTgureY circonscrite Fa chaque triangle
%
On peut trouver dans l-ouvrage de P0L0 George et H0 Borouchaki 9:;< un grand nombre
d-applications de la triangulation de Delaunay ABelBements CnisD adaptationD :DD maillage de fronF
tiGeres0 0 0 H0
 !"! D
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Diagramme de Delaunay
site
Diagramme de Voronoi
Figure &'() Diagramme de Voronoi de sites du plan0
ne doit contenir aucun site en son int1erieur' Dans le cas de Delaunay5 cette 67gure8
est un cercle' On peut aussi imaginer d<optimiser d<autres crit=eres comme ) minimiser
l<aire maximum des triangles5 maximiser un crit=ere de r1egularit1e quelconque @rapport
SurfaceCP1erim=etre de tous les triangles par exemple' ' ' E5 limiter le nombre d<arGetes
autour des sommets
 
@=a au plus H par exempleE5' ' '
 !" D$e&nition
 !"! Diagramme de Voronoi
Supposons que S soit un ensemble de n points fs
!
5 s
 
5 ' ' ' s
n
g @appel1es sitesE de l<espace
euclidien E
k
'
On associe =a chaque site s
i
la r1egion V @s
i
E constitu1ee des points les plus proches
de s
i
que de n<importe quel autre site )
V @s
i
E J fM%d@M's
i
E " @d@M's
j
E'#j $J ig5 d d1esignant la distance euclidienne'
On dit que V @s
i
E est la r1egion de Voronoi de centre s
i
'
La r1egion V @s
i
E est l<intersection d<un nombre 7ni de demiLespaces limit1es par les
 
La limitation de ce nombre d-ar.etes 0a trois produit la triangulation ternaire 45678 Elle permet
de construire trivialement une hi<erarchie de triangles mais a l-inconv<enient de g<en<erer beaucoup de
triangles tr0es aplatis8
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polygone de
Delaunay
+a, +b,
Figure &'() Diagramme et triangulation de Delaunay . /a0 le diagramme de Delaunay1
/b0 une triangulation de Delaunay3
hyperplans m2ediateurs des segments 5s
i
s
j
67 j 8 &"    n7 j !8 i' C:est donc un polytope
convexe7 2eventuellement non born2e' Les V As
i
B constituent le diagramme de Voronoi
Avoir Figure &'CB' Elles constituent une partition de E
k
'
 !"!" Diagramme et triangulation de Delaunay
Le diagramme de Delaunay Aou complexe de Delaunay 5(E6B est le dual du diagramme de
Voronoi' Dans le plan7 deux sites s
i
et s
j
sont reli2es par une arHete si et seulement si les
r2egions de Voronoi V As
i
B et V As
j
B qui leur sont associ2ees7 ont une arHete en commun' En
dimension k7 les sites s
i
 
7 s
i
!
7' ' ' 7 s
i
p
d2eJnissent une pKface du diagramme de Delaunay si
et seulement si les r2egions de Voronoi V As
i
 
B7 V As
i
!
B7' ' ' 7 V As
i
p
B qui leur sont associ2ees7
partagent une Ak " pBKface dans le diagramme de Voronoi' On peut donc ais2ement
construire l:un Na partir de l:autre'
S:il n:existe aucun sousKensemble de l ) Ak P &B sites cosph2eriques tels que leur
sphNere circonscrite soit vide de sites Aon dit que les points sont en position L
 
9g:en:eraleB7
alors le diagramme de Delaunay est compos2e de simplexes
!
qui constituent une partition
de l:enveloppe convexe des sites' On l:appelle la triangulation de Delaunay' Dans le
cas contraire7 il suQt de trianguler les faces qui ne sont pas simpliciales' On obtient
alors une triangulation de Delaunay' Elle n:est pas unique7 car il y a plusieurs faRcons
de trianguler les faces non simpliciales Avoir Figure &'(B'
 
L!enveloppe convexe de +k, -. points ind2ependants 4 c!est 5a dire qui engendrent un espace a:ne
de dimension k 4 est appel2ee simplexe ou k<simplexe=
 !"! QUELQUES PROPRI
,
ET
,
ES   
Le graphe de Delaunay forme une partition de l2enveloppe convexe de S7 Ce
graphe est appel:e triangulation de Delaunay si et seulement si chaque face de T est
triangulaire7 C2est le cas si l2on ne peut pas trouver = points cocycliques de S qui ne
contiennent pas d2autre site dans leur cercle circonscrit7 La triangulation obtenue est
alors unique7
Remarque 4 le diagramme de Voronoi d2ordre h d2un ensemble de points S est une
partition de l2espace telle que chaque r:egion est l2ensemble des points qui sont stricte@
ment plus proches de chacun des sites d2une partie T de h sites de S que de tout autre
site de S n T 7 Son dual orthogonal s2appelle la triangulation de Delaunay d2ordre h
Avoir la thBese de D7 Schmitt CDEFGH7 Par la suiteJ on considBere que h K D7
 !" Quelques propri-et-es
 !"! Dans le plan
On peut trouver la d:emonstration de ces propri:et:es dans le livre d2OkabeJ Boots et
Sugihara CDOPGJ par exemple7
 !"! ! Propri,et,es fondamentales
! Le cercle circonscrit Ba n2importe quel triangle de Delaunay ne contient aucun site
en son int:erieur strict7 C2est la propri:et:e du cercle vide ou du cercle circonscrit7
R:eciproquementJ si une triangulation v:eriRe ce critBereJ elle est de Delaunay7
! On appelle 0nesse CF=G d2une triangulation T ASH le vecteurFAT ASHH K A#
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!
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"t
H
oBu les #
i
sont les angles internes des t trianglesJ class:es par ordre croissant7 On
d:eRnit sur ces vecteurs la relation d2ordre lexicographique '
l
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La triangulation qui maximise la Rnesse selon l2ordre lexicographique est une
triangulation de Delaunay7 En particulierJ la triangulation de Delaunay maximise
l2angle minimal parmi tous les triangles7
! On d:eduit de la propri:et:e pr:ec:edente la r1egle de r2egularisation locale ou crit1ere
d32equiangularit2e locale ou crit1ere de l3angle Min6Max S si la diagonale de n2importe
quel quadrilatBere strictement convexe form:e par l2union de deux triangles de
Delaunay est remplac:ee par la diagonale oppos:eeJ la valeur de l2angle minimal
parmi les six angles internes n2augmente pas7 R:eciproquementJ si ce critBere
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d!"equiangularit"e locale est partout v"eri2"e3 alors la triangulation est de Delau5
nay7
 La triangulation de Delaunay d!un ensemble S de sites du plan ;xOy< est la pro5
jection ;suivant ;Oz<< sur ce plan de l!enveloppe convexe inf"erieure des projections
;suivant ;Oz<< des sites de S sur le parabolo@Ade de r"evolution d!axe ;Oz<7
 Soit p un point quelconque du plan7 On dit que T
i
!
p
T
j
s!il existe un rayon
issu de p qui traverse les triangles T
i
et T
j
dans cet ordre7 Si cette relation est
une relation d!ordre3 on dit que la triangulation est monotone pour le lancer de
rayons7 La triangulation de Delaunay a cette propri"et"e ;ce n!est pas le cas de
toutes les triangulations<7 On peut en d"eduire un ordre partiel des triangles par
rapport Da un sommet EFGH7
 La longueur de la plus petite chaJAne ;compos"ee d!arJetes de Delaunay< reliant
deux sites A et B ne peut exc"eder la distance euclidienne entre les deux points
multipli"ee par
 #
!cos%#$&'
" K)LK ;on sait qu!elle peut approcher
#
 
<7
 *2* *! Autres propri;et;es
 Les arJetes de l!enveloppe convexe sont des arJetes de Delaunay7
 Un point et son plus proche voisin d"e2nissent toujours une arJete de Delaunay7
 Comme dans n!importe quelle triangulation de n sites3 le nombre de triangles est
t O Kn # K # n
ec
3 et le nombre d!arJetes e O Gn# G # n
ec
3 n
ec
"etant le nombre de
points ;ou d!arJetes< de l!enveloppe convexe7 La relation d!Euler t# eQ n O R est
v"eri2"ee7
 On a vu que la triangulation de Delaunay maximise le plus petit angle7 Mais3
elle optimise d!autres paramDetres tels que T
< elle minimise le plus grand cercle circonscrit7
< elle minimise le plus grand cercle englobant ;on dit aussi qu!elle a la granu/
larit1e la plus 2ne<7 On appelle cercle englobant d!un triangle le plus petit
cercle contenant ce triangle7 Ce cercle est "egal au cercle circonscrit si et
seulement si le triangle ne contient pas d!angle obtus7
 *2* *2 Relation avec dCautres graphes
 Le graphe de l3enveloppe convexe est un sous5graphe de la triangulation de De5
launay7
 !"! QUELQUES PROPRI
,
ET
,
ES  "
 ABC est un triangle de Delaunay
A
B
C
!ABC est vide de sites
Diagramme de Voronoi
D
E
C5diam6etre DE7 est vide de sites
F
G
C
F
5FG7 # C
G
5FG7 est vide de sites
Figure &'() Autres graphes * AB+ AC et BC ar,etes de Delaunay+ DE ar,ete de Gabriel+
FG ar,ete du graphe de voisinage relatif8
 Le graphe de Gabriel est un sous/graphe de la triangulation de Delaunay' Le
graphe de Gabriel d9un ensemble S de sites s
 
) s
!
) * * * ) s
n
est compos<e de toutes
les ar=etes s
i
s
j
telles que les cercles ayant ces ar=etes pour diam?etre soient vides de
sites' s
i
s
j
est une ar=ete du graphe de Gabriel de S si et seulement si s
i
s
j
est une
ar=ete de Delaunay de S qui coupe l9ar=ete de Voronoi correspondante'
 Le graphe de voisinage relatif est un sous/graphe du graphe de GabrielB donc du
graphe de Delaunay' Le graphe de voisinage relatif est compos<e des ar=etes s
i
s
j
qui v<eriDent ) dEs
i
) s
j
F ! min
s S
s! s
i
#s
j
maxEdEs
i
) sF) dEs
j
) sFF
 L9arbre couvrant minimal euclidien est un sous/graphe du graphe de voisinage
relatif' L9arbre couvrant minimal euclidien d9un ensemble S de points est un
arbre dont les noeuds sont exactement les points de S et tel que la somme des
longueurs euclidiennes des ar=etes de l9arbre soit minimale'
 !"!# En dimension quelconque
Certaines propri<et<es existantes dans le planB se g<en<eralisent ?a une dimension quel/
conque' On peut trouver les d<emonstrations dans le livre de Boissonnat et Yvinec
LM(N'
 La boule circonscrite ?a n9importe quel simplexe de Delaunay ne contient aucun
site en son int<erieur strict' C9est la propri<et<e de la boule vide ou de la sph?ere
circonscrite' R<eciproquementB si une triangulation v<eriDe ce crit?ereB elle est de
Delaunay'
 ! CHAPITRE  * TRIANGULATION DE DELAUNAY
 !"
 #"  $"
 %"
 &"
Figure &'() Sous$graphes +,-./ de la triangulation de Delaunay plane 7 8,9 triangulation
de Delaunay: 8;9 enveloppe convexe: 8?9 graphe de Gabriel: 8B9 graphe de voisinage
relatif: 8-9 arbre couvrant minimal euclidienE
 Soit une triangulation T 0S1 d3un ensemble S de sites de E
k
' On dit que la paire
de k:simplexes adjacents 0c'a'd' ayant une 0k ! &1:face commune1 0X
 
$X
!
1 est
rFeguliGere si et seulement si le site deX
 
qui n3appartient pas @a leur face communeA
n3appartient pas @a l3intBerieur de la sph@ere circonscrite @a X
!
' Toutes les paires de
k:simplexes adjacents de T 0S1 sont rBeguli@eres si et seulement si T 0S1 est une
triangulation de Delaunay de S'
 La triangulation de Delaunay d3un ensemble S de sites d3un hyperplan H est la
projection 0suivant H
 
1 sur cet hyperplan de l3enveloppe convexe infBerieure des
projections 0suivant H
 
1 des sites de S sur le paraboloHIde de rBevolution d3axe
H
 
'
 On associe @a chaque simplexeX la plus petite sph@ere qui le contienne' Soit r
X
son
rayon' Le grain d3une triangulation est G0T 0S11 J max
X!T "S#
r
X
' Les triangulations
de Delaunay de S sont celles qui ont le grain le plus Kn'
 Les faces de l3enveloppe convexe sont des faces de la triangulation de Delaunay'
 Un point et son plus proche voisin dBeKnissent toujours une arMete de Delaunay'
 La taille 0c3est @a dire le nombre de faces1 d3une triangulation de Delaunay en
dimension k est bornBee par &0n
dk$!e
1 '
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B
A
C
D
A
B
C
D
Figure &'() Algorithmes +a base d/0echanges d/ar3etes4 swap 78ip9 de la diagonale du
quadrilat+ere < crit+ere d/0equiangularit0e local ou r+egle de r0egularisation locale ou r+egle du
Min>Max @
 !" Etat de l)art des algorithmes
Nous ne cherchons pas 2a 3etre exhaustifs7 on peut trouver dans la th2ese de T' Lambert
?&@AB &@A rCefCerences bibliographiques sur les algorithmes de triangulation de Delaunay'
Nous conseillons cette lecture 2a ceux qui veulent en savoir plus sur ces algorithmes'
Nous allons simplement dCecrire les principaux paradigmes algorithmiques
 
utilisCes avec
quelques exemples' Curieusement7 ce sont presque les m3emes paradigmes qui ont perH
mis 2a Knuth ?&@&B en &JKL de classer les algorithmes de tri' On peut noter quNil existe
une forte analogie entre le tri et la triangulation de Delaunay ) trianguler dans un esH
pace de dimension & consiste 2a trier les points7 puis 2a les relier selon lNordre fourni par
le tri'
 !"! Algorithmes .a base d23echanges d2ar6etes
Son homologue parmi les algorithmes de tri est le tri 2a bulles' Historiquement7 cNest
lNun des premiers algorithmes de triangulation de Delaunay ?&@KB' Il faut dNabord consH
truire une triangulation quelconque Rpar exemple7 une triangulation en Cetoile en reliant
un point donnCe 2a tous les autres7 ou une triangulation SlexicographiqueT7 ou celle du
paragraphe K'@' ' ' U' Ensuite7 on consid2ere chaque ar3ete en tant que diagonale dNun
quadrilat2ere et7 2a lNaide du crit2ere du cercle vide par exemple7 on teste si lNCechange
 
On peut aussi classer les algorithmes de triangulation en algorithmes statiques2 semi3dynamiques
ou dynamiques 5678 59:8; Nous n=avons pas utilis?e cette taxinomie car la frontiBere entre ces classes
n=est pas toujours nette Dcertains algorithmes statiques peuvent Eetre utilis?es dynamiquement2 mais
avec de moins bonnes performancesG; De plus2 Ba l=int?erieur de chaque cat?egorie2 on r?epBete souvent les
mEemes paradigmes;
 ! CHAPITRE  * TRIANGULATION DE DELAUNAY
Insertion d)un site +a l)ext/erieurInsertion d)un site +a l)int/erieur
Figure &'() L!algorithme incr.emental de Watson2
*+swap01 de la diagonale est n7ecessaire' Si une ar:ete est modi<7ee= il faudra ensuite
retester les quatre ar:etes fronti@eres du quadrilat@ere qui la contient' Lawson B&CDE a
prouv7e que cette m7ethode converge toujours vers la triangulation de Delaunay' CLest
un exemple tr@es rare o@u un crit@ere local dLoptimisation aboutit @a lLoptimalit7e globale'
Quand une ar:ete a 7et7e d7etruite= elle ne peut plus :etre cr7e7ee' Comme il y a
 
n
 
!
ar:etes
possibles= cet algorithme est en O*n
 
1' Mais en pratique= il nLy a pas tant dL7echanges
et leur nombre est g7en7eralement lin7eaire comme le con<rment les r7esultats exp7erimenQ
taux du chapitre (' CLest actuellement un probl@eme ouvert *BRSE page CT1 de prouver
que= pour la plupart des triangulations= le nombre dL7echanges n7ecessaires pour obtenir
une triangulation de Delaunay= est lin7eaire' N7eanmoins= quelques r7esultats th7eoriques
*B&TRE= B&TVE= B&&TE et B&&&E1 sur les 7echanges dLar:etes dans une triangulation existent'
 !"!# Algorithmes incr1ementaux
Son homologue parmi les algorithmes de tri est le tri par insertion' CLest une m7eQ
thode presque aussi ancienne que la pr7ec7edente et qui a donn7e naissance @a un nombre
impressionnant de publications' Le principe est dLajouter les points un par un et= @a
chaque fois= de mettre @a jour la triangulation de Delaunay' Lawson B&CDE ajoute un point
M en le reliant @a tous les points visibles de la triangulation d7ej@a construite *W points
si M est @a lLint7erieur de la triangulation existante= un nombre quelconque de points de
lLenveloppe convexe si M est @a lLext7erieur de la triangulation existante1' Une fois que
M est ins7er7e= on construit la triangulation de Delaunay en appliquant la m7ethode des
7echanges dLar:etes' Une strat7egie consiste @a choisir un ordre dLinsertion pour que les
points ins7er7es soient toujours en dehors de la triangulation d7ej@a construite *pour cela=
trier les points dLapr@es leur distance @a lLorigine ou suivant les x croissants1 Y la strat7egie
inverse consiste @a construire un triangle factice englobant tout le semis pour que les
points ins7er7es soient toujours dans la triangulation d7ej@a construite= on d7etruit ensuite
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les ar%etes inutiles* Dans le pire des cas /points r1epartis sur un arc de parabole par
exemple56 tous les triangles d1ej9a construits peuvent %etre modi;1es lors d<une insertion =
on aura alors >/n
 
5 1echanges* La complexit1e dans le pire des cas est donc en A/n
 
5*
Watson CDEFG6 apr9es l<insertion d<un point M 6 d1etruit tous les triangles en conHit
avec M /ce sont les triangles dont le cercle circonscrit contient M5* Il obtient ainsi un
polygone 1etoil1e avec M 9a l<int1erieur* Il suKt ensuite de relier M 9a tous les sommets
de ce polygone 1etoil1e* Ainsi6 la triangulation de Delaunay est mise 9a jour /voir Figure
D*N5*
La faiblesse des algorithmes incr1ementaux se situe en g1en1eral dans l<1etape de
localisation qui doit permettre de trouver le triangle contenant le point 9a ins1erer* Dans
le chapitre E6 nous proposons une nouvelle m1ethode pratique de localisation qui donne
naissance 9a un nouvel algorithme incr1emental de triangulation de Delaunay* Il a 1et1e
test1e exp1erimentalement dans le paragraphe E*Q*
Boissonnat et Teillaud CTUG ont imagin1e6 pour la localisation6 une structure
hi1erarchique qui permet la construction incr1ementale de la triangulation de DelauV
nay* Toutefois6 cette construction n<est pas dynamique car elle est bas1ee sur le Graphe
de ConHits CFFG6 structure qui n1ecessite la connaissance de la totalit1e des donn1ees d9es
l<initialisation* Ils ont ensuite am1elior1e CTTG CDEUG6 avec une approche randomis1ee6 cette
structure Y l<Arbre de Delaunay Y en la rendant semiVdynamique* Les insertions sont
autoris1ees6 sans connaissance pr1eliminaire de l<ensemble des donn1ees* On garde dans
une arborescence Y l<arbre de Delaunay Y l<historique de la construction* Les feuilles
contiennent la triangulation courante* Localiser un point M consiste 9a le localiser
dans toutes les triangulations ayant exist1e successivement* Il a 1et1e prouv1e que le co%ut
moyen de la localisation est en O/log n5 et que l<algorithme a un co%ut total moyen en
O/n log n5* L<algorithme de Boissonnat et Teillaud a 1et1e test1e exp1erimentalement dans
le chapitre N6 ainsi que dans le paragraphe E*Q*
L<Arbre de Delaunay a ensuite donn1e naissance 9a une structure plus g1en1erale6
le Graphe d<InHuence6 qui permet de construire de fa[con semiVdynamique de nomV
breuses structures g1eom1etriques CTDG* Devillers6 Meiser et Teillaud C]UG ont ensuite
rendu l<arbre de Delaunay compl9ement dynamique en autorisant les insertions en temps
moyen O/log n5 et aussi les suppressions en temps moyen O/log log n5 dans le plan*
Guibas6 Knuth et Sharir CD`UG emploient une m1ethode semblable6 mais la mise 9a jour
de la triangulation apr9es insertion d<un point est faite avec des swaps et tous les triV
angles6 pour chaque swap6 sont gard1es en m1emoire* Ils ont prouv1e que le nombre moyen
de swaps est lin1eaire6 quelle que soit la distribution des points6 et que leur algorithme
a aussi un co%ut total moyen en O/n log n5* Toutefois6 il consomme un peu plus de
m1emoire que l<algorithme de Boissonnat et Teillaud6 car il conserve en m1emoire des
triangles temporaires cr1e1es par les swaps et qui ne font 9a aucun moment partie d<une
triangulation*
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Mulmuley &'(() utilise une approche di56erente en 6evitant le stockage de l:histoire
de la construction; Au niveau inf6erieur de l:arborescence? tous les sites sont pr6esents;
On d6etermine les sites pr6esents Aa un 6etage de l:arborescence en tirant Aa pile ou face
pour chacun des sites pr6esents Aa l:6etage juste enCdessous; Pour chaque niveau de
l:arborescence? on calcule la triangulation de Delaunay des sites pr6esents Aa cet 6etage;
La mise Aa jour des conHits consiste Aa cr6eer des liens entre les triangles de deux niveaux
cons6ecutifs si ceuxCci ont une intersection non vide; Pour ins6erer un site? on lance la
piAece et le site est ins6er6e Aa chaque 6etage? jusquAa ce que la piAece donne une r6eponse
n6egative; Pour chacun de ces 6etages? la triangulation doit Jetre mise Aa jour ainsi que le
graphe des conHits; Pour supprimer un site? on procAede Aa l:inverse d:une insertion; Les
complexit6es moyennes sont OKlog nL pour une insertion? OK'L pour une suppression et
OKlog
 
nL pour une localisation;
 !"!# Algorithmes de s0election
Son homologue parmi les algorithmes de tri est le tri par s6election; La m6ethode naNOve
K&'PQ) page RQRL consiste Aa examiner tous les triplets de points Kil y en a
 
n
!
!
L et Aa tester
pour chacun? en temps lin6eaire? s:il v6eriSe le critAere du cercle vide; La complexit6e totale
est en OKn
"
L; Bien que cet algorithme soit extrJemement concis KRQ lignes de codeL? son
temps d:ex6ecution devient insupportable Aa partir d:une cinquantaine de points;
Un des premiers algorithmes de cette cat6egorie est celui de Mac Lain &'VQ); Le
principe est de construire les triangles de Delaunay un par un et de faWcon d6eSnitive Kils
ne seront pas modiS6es par la suite du d6eroulement de l:algorithmeL; Chaque nouveau
triangle est construit Aa partir d:une arJete d:un triangle trouv6e pr6ec6edemment? en cherC
chant le point qui? joint aux sommets de l:arJete? constituera un triangle de Delaunay
Kcercle circonscrit au triangle videL; On initialise ce processus en partant d:un point
quelconque et de son plus proche voisin? qui sont les extr6emit6es d:une premiAere arJete
de Delaunay; Les nouvelles arJetes cr6e6ees sont plac6ees dans une liste et serviront Aa consC
truire de nouveaux triangles de Delaunay; Quand cette liste sera vide? la triangulation
sera termin6ee; Pour chaque arJete? la recherche du sommet de Delaunay associ6e Aa cette
arJete peut prendre un temps OKnL d:oAu la complexit6e quadratique Kdans le pire des
casL de ce type d:algorithme;
Le point d6elicat? dans ce type d:algorithme? est la localisation du sommet de
Delaunay associ6e Aa une arJete; Suivant la m6ethode de localisation employ6ee? les algoC
rithmes de type s6election auront des performances trAes disparates;
On peut acc6el6erer la recherche de ce sommet en utilisant un tri selon les abscisses
pour obtenir une complexit6e totale en OKn
!! 
L en moyenne? la complexit6e dans le pire
des cas restant quadratique; J; Herv6e &'QP) propose d:utiliser un boxsort &'Q\) Kc:est
une g6en6eralisation du kdCtreeL pour localiser ce sommet] le boxsort a l:avantage de
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s!adapter assez bien aux distributions non uniformes 1 il obtient une complexit4e totale
en O5n log n7 en moyenne8 A8 Maus ;<=>? utilise une grille r4eguli@ere pour localiser ce
sommet8 C!est une structure qui n!est performante que pour des distributions quasiC
uniformes8 Dans ces conditionsE il obtient une complexit4e totale lin4eaire en moyenne8
Fang et Piegl ;HI? utilisent aussi cette structure8 R8 Dwyer ;H<? g4en4eralise cet algoC
rithme @a une dimension quelconque8 Il utilise une grille r4eguli@ere pour la localisation
et d4emontre queE si les points sont uniform4ement distribu4es dans une bouleE alors la
complexit4e totale de l!algorithme est lin4eaire en moyenne et ceci quelle que soit la
dimension de l!espace8
 !"!" Algorithmes de transformation g2eom2etrique
Ils transforment un probl@eme en un autre probl@eme8 IciE on va transformer le probl@eme
de triangulation de Delaunay dans un espace de dimension n en un calcul d!enveloppe
convexe dans un espace de dimension n P <8 Son 4equivalent pour le tri consiste @a
projeter les points @a trier sur une paraboleE @a calculer leur enveloppe convexe8 Le
parcours de l!enveloppe convexe fournit la liste tri4ee de ces points8
La m4ethode pour calculer la triangulation de Delaunay est tr@es proche T on
projette 5UliftingV function7 les points @a trianguler sur un paraboloWXde de r4evolution
d!axe orthogonal au plan du semis8 On calcule l!enveloppe convexe inf4erieure des
points de projection8 La projection de cette enveloppe sur le plan initial est 4egale au
diagramme de Delaunay cherch4e 5voir paragraphe <8Z8>78 On peut consulter la th@ese de
F8 Nielsen ;<\H? pour obtenir des r4ef4erences sur les algorithmes de calcul d!enveloppe
convexe8 BarberE Dobkin et Huhdanpaa ;`? donnent une impl4ementation robusteE au
moins jusqu!@a la dimension a8
 !"!5 Algorithmes de balayage
C!est un paradigme tr@es important en g4eom4etrie algorithmiqueE qui est utilis4e pour r4eC
soudre de tr@es nombreux probl@emes 5intersection de segments8 8 8 78 Son 4equivalent pour
le tri est le heapsortE qui utilise une ble de priorit4e pour donner en temps logarithmique
l!4el4ement cherch4e8 C!est un algorithme de s4election particulierE mais il est sucsamment
important pour en faire une cat4egorie @a part8
Fortune ;IH? ;II? a 4et4e le premier @a utiliser cette m4ethode8 Elle n!est pas triC
viale 5voir Figure <8I7 car les zones d!ineuence de chaque triangle de Delaunay 5cercle
circonscrit vide7 peuvent s!4etendre dans n!importe quelle direction d!o@u une incompaC
tibilit4e apparente avec le principe du balayage8 Il y a deux ensembles d!4etats T
la liste des 8etats qui contient la fronti@ere de la partie de la triangulation d4ej@a consC
truite 5partie de l!enveloppe convexe visible depuis la droite de balayage7E et une
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La droite de balayage Ev.enement point
Ev.enement cercle
Figure &'() L!algorithme de balayage de Fortune2
liste de triplets /trois points cons3ecutifs de la fronti6ere7 dont les cercles circons8
crits sont vides de sites et coupent la droite de balayage' Ces triplets sont donc
des sommets potentiels de triangles de Delaunay'
la 5le de priorit=e des =ev=enements qui contient deux types dA3ev3enements )
 lA3ev3enement point ) la droite de balayage rencontre un point du semis' On
joint ce point 6a son plus proche voisin et on met 6a jour la liste des cercles
circonscrits vides'
 lA3ev3enement cercle ) la droite de balayage atteint lAextr3emit3e /relativement au
sens du balayage7 dAun cercle circonscrit /d3eEni par trois points cons3ecutifs
de la fronti6ere7 vide de sites' AlorsG on peut cr3eer le triangle de Delaunay
avec le triplet d3eEnissant ce cercle et on met 6a jour la liste des cercles
circonscrits vides'
Cet algorithme a une complexit3e optimale en O/n log n7G 6a condition dAutiliser de
bonnes structures de donn3ees' LAinterpr3etation g3eom3etrique a dAabord 3et3e sugg3er3ee
par EdelsbrJunner K(LM en plongeant le plan contenant les points 6a trianguler dans un
espace 6a trois dimensions' On construit des cNones dont les sommets sont les sites 6a
trianguler' Les m3ediatrices des segments joignant deux sites deviennentG sur les sur8
faces des cNonesG des portions dAhyperboles' La droite de balayage devient un plan
oblique /voir K(LM et K&O&M pour plus de d3etails7' Seidel K&LQM propose une variante qui
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utilise des paraboles ayant pour foyers les sites /a trianguler1 Spehner et Kau5mann
7889: proposent une am;elioration en r;eduisant le nombre d<;ev;enements1 Don Hatch
a r;ealis;e une impl;ementation tr/es performante de l<algorithme de Seidel en acc;el;erant
la gestion des ;ev;enements avec des techniques de hachage1 Cette version sera comC
par;ee exp;erimentalement avec d<autres algorithmes de triangulation de Delaunay dans
le chapitre E1
 !"!# Algorithmes Divide and Conquer
Son homologue parmi les algorithmes de tri est le tri par fusion Fmerge sortG1 Le
principe g;en;eral Fvoir chapitre IG est de diviser r;ecursivement l<ensemble des sites que
l<on a pr;ealablement tri;es selon l<ordre lexicographique Fselon les abscisses croissantesJ
etJ en cas d<;egalit;eJ selon les ordonn;ees croissantesG1 On obtient des bandes ;el;ementaires
contenant un nombre tr/es faible de points Fen g;eneral de 8 /a LG que l<on triangule
trivialement1 EnsuiteJ on fusionne par paires Fvoir chapitre LG1 Lee et Schachter 78L8:
ont montr;e comment fusionner deux triangulations s;eparables par une droite en temps
proportionnel Fdans le pire des casG au nombre de sites contenus dans les deux sousC
triangulations FKirkpatrick 788O: peut fusionner en temps lin;eaire deux triangulations
de Delaunay quelconques mais c<est plus compliqu;eG1 Le premier algorithme est dPu
/a Lee et Schachter 78L8: Fvoir Figure 81RG1 Guibas et StolT l<ont ensuite ;eto5;e 78UU:1
G1 Leach 78VR: en donne une impl;ementation plus performanteJ en pratique1
Cet algorithme est optimal et a une complexit;e dans le pire des cas en WFn log nG1
CependantJ on peut am;eliorer la complexit;e en moyenne de cet algorithme en utilisant
une grille r;eguli/ere1 La construction de cette grille se fait en temps lin;eaire1 Ses cellules
sont triangul;ees avec l<algorithme optimal de Lee et Schachter1 Dwyer 7EU: triangule
ind;ependamment chaque colonne de la grille en fusionnant par paires les cellulesJ puis
fusionne par paires les colonnes jusqu</a l<obtention de la triangulation compl/ete1 Dwyer
d;emontre que la complexit;e en moyenne de cet algorithme est en OFn log log nG pour
une distribution quasiCuniformeJ la complexit;e dans le pire des cas restant optimale1
Katajainen et Koppinen 788E: fusionnent les cellules de la grille en utilisant l<ordre
induit par un quadtree1 Pour fusionner quatre cellulesJ on fusionne deux paires selon
la direction horizontaleJ puis les deux paires r;esultantes selon la direction verticale1 Ils
d;emontrent que la complexit;e en moyenne de l<algorithme est lin;eaire Fpour une distriC
bution quasiCuniformeGJ la complexit;e dans le pire des cas restant optimale1 Bien sPurJ
l<utilisation de techniques de bucketing rend ces m;ethodes peu adapt;ees aux distribuC
tions non uniformes1 Lemaire et Moreau 78LL: 78LI: utilisent un VdCtree pour d;ecouper
le planJ puis r;ealisent des fusions alternativement selon les directions horizontales et
verticales en utilisant l<ordre induit par le VdCtree1 Ils d;emontrent que la triangulation
_ en excluant le temps consacr;e /a la construction du VdCtree _ est lin;eaire en moyenne
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Figure &'() Triangulation de Delaunay d.apr0es Lee et Schachter6
 !"! TRIANGULATION DE DELAUNAY CONTRAINTE 01
 pour une distribution quasi.uniforme12 et optimale dans le pire des cas5 Cette m7e.
thode2 comme le con9rment les tests du chapitre :2 s;adapte bien aux distributions
non uniformes5 L;algorithme global reste en O n log n12 m?eme en moyenne2 car la
construction du Ad.arbre est en B n log n15 Mais le temps pass7e Da cette construction
est bien moins important que le temps pass7e pour trianguler2 tout du moins pour des
ensembles jusqu;Da sept millions de sites5 Il faudrait atteindre plusieurs dizaines de mil.
lions de points pour que cette tendance s;inverse5 Cela con9rme le danger des analyses
asymptotiques pour les complexit7es5 Sur les tailles de donn7ees que l;on rencontre en
pratique2 elles ne rendent pas toujours compte du classement exp7erimental entre les
algorithmes5 Tous ces algorithmes K Lee et Schachter2 Dwyer2 Katajainen et Koppinen2
Lemaire et Moreau  avec de nombreuses variantes1 K ont 7et7e test7es exp7erimentalement
dans le chapitre :5
 !" Triangulation de Delaunay contrainte
Soit S un ensemble de sites du plan et A un ensemble d;ar?etes dont les extr7emit7es
appartiennent Da S5 La triangulation de Delaunay contrainte OP:QR de  S$A1 est une
triangulation qui contient toutes les ar?etes de contrainte et dont chaque ar?ete s
i
s
j
qui
n;est pas une contrainte2 v7eri9e la propri7et7e suivante S il existe un cercle ayant pour
corde s
i
s
j
et tel que2 si un autre site se trouve Da l;int7erieur de ce cercle2 alors on ne
peut le relier Da s
i
et s
j
sans couper une contrainte5 On peut aussi dire que ce cercle ne
contient en son int7erieur aucun site de S visible
 
de l;ar?ete s
i
s
j
5
Le critDere d;7equiangularit7e local est toujours valable si l;on s;interdit de modi9er
les ar?etes de contrainte5 Cette triangulation maximise aussi la 9nesse avec la m?eme
condition5 Le critDere du cercle vide est l7egDerement modi97e S on accepte qu;un site soit
Da l;int7erieur du cercle circonscrit Da un triangle Da condition de ne pas ?etre visible d;au
moins un des sommets du triangle5 Joe et Wang ont introduit une d7e9nition 7etendue
du diagramme de Voronoi contraint OPPXR pour en faire le dual de la triangulation
de Delaunay contrainte5 Notons qu;en dimension A2 tout problDeme de triangulation
contrainte admet une solution2 ce qui n;est pas toujours le cas en dimension sup7erieure
 OXZR p X[X15
On peut avoir besoin de la triangulation de Delaunay contrainte pour trian.
guler un polygone2 trouver le chemin le plus court en pr7esence d;obstacles2 mod7eliser
le terrain naturel  les contraintes repr7esenteront les lignes caract7eristiques du relief S
lignes de cr?ete2 de talweg2 failles2 limites de cours d;eau5 5 5 15 Pour calculer la triangu.
lation de Delaunay contrainte2 on retrouve Da peu prDes les m?emes types d;algorithmes
que pr7ec7edemment  voir le survol de De Floriani et Puppo O^QR ainsi que la thDese de
 
Un point est dit visible par rapport .a un autre si le segment d2e3ni par ces deux points ne coupe
pas une ar6ete de contrainte7
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Figure &'&() Triangulation de Delaunay contrainte incr/ementale 1 2a3 insertion d5une
contrainte6 2b3 destruction des ar8etes coup/ees par la contrainte6 triangulation des deux
polygones de part et d5autre de la contrainte;
T' Lambert 0&1234' Une m7ethode simple consiste ?a trianguler l@ensemble des sites sans
tenir compte des arAetes de contrainteB puis ?a ins7erer les contraintes de faDcon incr7eE
mentale' Pour ins7erer une contrainte dans la triangulationB on retire toutes les arAetes
coup7ees par cette contrainteB puis on retriangule le GtrouH polygonal cr7e7e de part et
d@autre de la contrainte Jvoir Figure &'&(4' La complexit7e dans le pire des cas est en
OJn
 
4B voire mAeme en OJn
!
4 si l@on n@utilise pas un algorithme optimal pour retrianE
guler les polygones cr7e7es par les insertions de contraintes' MaisB en pratiqueB les arAetes
de contrainte sont parfois peu nombreuses et de faible longueur et on ne se trouve pas
dans le Gpire des casH' SouventB cette m7ethode fonctionne relativement bien avec des
performances acceptables' Les algorithmes ?a base d@7echanges d@arAetes sont aussi tr?es
simples' La seule diPcult7e est de construire la triangulation contrainte initiale 0Q(3'
Comme algorithme de s7electionB citons par exemple celui de Fang et Piegl qui utilise
une grille r7eguli?ere pour la localisation 0SQ3' Nous ne connaissons pas d@algorithmes de
transformation g7eom7etrique pour le calcul de la triangulation de Delaunay contrainte'
L@algorithme de balayage a 7et7e adapt7e ?a la triangulation de Delaunay contrainte par
Seidel 0&S23 en temps optimal OJn log n4' L@algorithme Divide and Conquer a 7et7e
adapt7e ?a la triangulation contrainte par Chew 02(3B aussi optimal' Moreau et Volino
ont am7elior7e l@algorithme de Chew et l@ont rendu plus pratique 0&213' Il existe mAeme
des utilisations industrielles de leur programme' J' M' Moreau a aussi conDcu un algoE
rithme optimal pour la triangulation de Delaunay contrainte et hi7erarchique 0&2Z3 Jon
choisit de trianguler ou non dans des contours polygonaux imbriqu7es4'
Citons pour m7emoire la triangulation de Delaunay conforme qui est une trianE
gulation de Delaunay contrainte particuli?ere' Les segments de contrainte sont d7ecoup7es
de telle sorte que leur triangulation de Delaunay contrainte soit 7egale ?a la triangulaE
 !"! TRIANGULATION DE DELAUNAY CONTRAINTE 0"
tion de Delaunay non contrainte de l-ensemble total des points 2sites 3 extr5emit5es
de contrainte 3 points ajout5es lors du d5ecoupage des segments89 La triangulation de
Delaunay conforme pr5esente l-avantage de supprimer les triangles tr=es aplatis que peu?
vent g5en5erer les ar@etes de contrainte9 On trouvera dans la th=ese de M9 BuEa FGHI de
nombreuses r5ef5erences sur les algorithmes de calcul de la triangulation de Delaunay
conforme9
 ! CHAPITRE *+ TRIANGULATION DE DELAUNAY
Chapitre (
ARBRES
MULTIDIMENSIONNELS
Ce chapitre contient quelques rappels sur les arbres multidimensionnels qui seront
utilis2es par la suite dans de nouveaux algorithmes de triangulation de Delaunay8 On
peut trouver dans l:ouvrage de Samet <=>=? plus de @AB r2ef2erences sur les quadtrees et
kdDtreesE et aussi beaucoup d:autres sur les techniques de bucketing8
 !" Quadtrees
Le quadtreeE structure de donn2ees invent2ee par Finkel et Bentley <JB?E est couramment
utilis2e en informatique graphique et aussi dans quelques systKemes d:information g2eoD
graphique LS8I8G8O oKu il permet de stocker des pointsE des segmentsE des surfaces888 On
trouve dans l:ouvrage de Samet <=>=? de nombreuses r2ef2erences bibliographiques sur les
quadtrees et leurs variantes Lpoint quadtreeE region quadtreeE pseudo quadtreeE matrix
LMXO quadtreeE point region LPRO quadtree8 8 8 O8
 !"!" Principe en dimension  
Le quadtree
 
est une structure de donn2ees hi2erarchique bas2ee sur une d2ecomposition
r2ecursive de l:espace8 Il r2ealise une partition de l:espace par des carr2es de plus en plus
petits Lvoir Tgure @8=O8 La racine de l:arborescence correspond au carr2e englobant de
l:ensemble des points8 Tous les carr2es situ2es Ka un mVeme niveau de l:arborescence sont
de mVeme taille8 Au niveau juste en dessousE chaque carr2e a 2et2e divis2e par quatre8
Chaque noeud a quatre Tls qui correspondent aux quatre quadrants de la r2egionE que
l:on repKere souvent par NEE NWE SEE SW8 Les points sont stock2es au niveau des feuilles
de cette arborescence quaternaire8 C:est en quelque sorte un hachage r2ecursif Ldivision
 
Il s#agit plus pr+ecis+ement dans ce chapitre du Point Region 5PR6 Quadtree 8 les feuilles contiennent
un site unique ou alors sont vides<
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Figure &'() Un quadtree)
par quatre./ qui s1arr2ete quand les cellules ne contiennent pas plus d1un point' Il se
g9en9eralise en dimension quelconque'
 !"! Construction en dimension  
On peut le construire de fa=con incr9ementale/ en ins9erant le point j>( dans le quadtree
d9ej@a construit avec les j premiers points'
Initialisation ) on cr9ee la racine de l1arbre qui est associ9ee au carr9e englobant de
l1ensemble de points' On cr9ee ses quatre Cls qui sont/ pour l1instant/ des feuilles
vides de l1arborescence et auxquels sont associ9es les quatre quadrants du carr9e
initial' On place dans le bon quadrant le premier point'
Insertion d=un point M ) il faut dans un premier temps trouver le quadrant 9el9eE
mentaire contenant M '
(' Parcours de l=arborescence ) on descend dans l1arborescence jusqu1@a atE
teindre la feuille dont la r9egion associ9ee contient le point @a ins9erer' Pour
chaque noeud/ il faut conna2Htre les coordonn9ees du centre du carr9e associ9e
ainsi que la demiElongueur de son c2ot9e' Au niveau de la racine/ ces informaE
tions sont connues' A chaque fois que l1on descend d1un niveau/ on calcule
la demiElongueur du c2ot9e du carr9e associ9e au noeud dm J dm$& ainsi que
les coordonn9ees de son centre x
m
J x
m
 dm et y
m
J y
m
 dm Kles signes
d9ependent du quadrant vers lequel on s1est dirig9e.' A chaque noeud/ de
simples comparaisons entre les coordonn9ees du centre du carr9e associ9e et
celles du point @a ins9erer indiquent vers lequel des quatre quadrants il faut se
diriger' On it@ere ce processus pour trouver la feuille dont la r9egion associ9ee
contient le point @a ins9erer'
 !"! QUADTREES  +
 ! Ajout du point " la proc)edure est di0)erente selon que le quadrant trouv)e
est vide ou d)ej5a occup)e!
6a7 la feuille trouv)ee est vide9 on lui a0ecte le point 5a ins)erer9 la proc)edure
est termin)ee!
6b7 la feuille contient d)ej5a un point P 9 elle devient un noeud interne et on
cr)ee ses quatre <ls! On localise le 6ou les7 quadrant6s7 contenant P et
M ! Tant que P etM ne sont pas dans des quadrants distincts9 on divise
le quadrant en quatre et on trouve le 6ou les7 quadrant6s7 contenant P
etM ! A la <n de cette it)eration9 P etM sont rang)es dans des quadrants
distincts voisins!
Quand tous les points ont )et)e ajout)es incr)ementalement9 le quadtree est construit! CCest
une structure dynamique car on peut ajouter des points dans la structure! On peut
aussi en supprimer 5a lCaide dCune proc)edure qui se d)eduit facilement de la proc)edure
dCinsertion! Apr5es une mise 5a jour 6insertion ou suppression79 on nCa pas de travail de
r)e)equilibrage puisque le quadtree nCest pas une structure )equilibr)ee9 mais par contre
la hauteur de lCarborescence nCest pas logarithmique! Les inconv)enients dCune telle
structure vont Getre )evoqu)es dans le paragraphe suivant!
 !"!# Analyse
Les principaux d)efauts de cette structure sont " un espace m)emoire non lin)eaire et un
temps de construction en "6n log n7 dans le pire des cas! Imaginons par exemple deux
points extrGemement proches9 situ)es de part et dCautre du milieu dCun quadrant! Pour
pouvoir ins)erer ces deux points dans le quadtree9 il faudra faire un nombre consid)erable
de subdivisions ce qui ajoutera un nombre consid)erable de niveaux dans lCarborescence!
La hauteur dCun quadtree nCest pas born)ee en fonction du nombre de points K en
cons)equence9 le temps de construction non plus K
Plus g)en)eralement9 si lCon suppose que les n points sont situ)es dans un carr)e
de longueur s9 et que la distance euclidienne minimale s)eparant deux points est d9
alors la hauteur maximale du quadtree est dlog
 
s
p
 
d
e et le temps de construction en
O6ndlog
 
s
p
 
d
e7! Dans les applications pratiques9 la dynamique des donn)ees nCest pas
in<nie et on peut donc appliquer le r)esultat pr)ec)edent! Si les points sont situ)es sur
une grille de taille  
"
"  
"
9 lCespace m)emoire est en O6' " n7 ainsi que le temps de
construction 6voir par exemple NO P7!
Il existe des techniques pour optimiser lCespace m)emoire! On observe que9 dans
un quadtree9 il y a des chemins o5u les noeuds internes ont trois <ls qui sont des feuilles
vides! Il est possible de remplacer ce chemin par un seul noeud qui en contient une
repr)esentation cod)ee! LCespace m)emoire est alors lin)eaire 6mais pas le temps de consQ
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derni+ere cellule occup1ee
## # #  %2
quatre quadrants adjacents
indice 89
89
les 8 :ls de la cellule d;indice 92
indice 92
Figure &'&( Repr$esentation en tableau d/un quadtree 1 un noeud est repr$esent$e par un
nombre positif qui est l/indice du premier 5ls6 une feuille vide est repr$esent$ee par 86
une feuille pleine est repr$esent$ee par un nombre n$egatif qui est l/oppos$e de l/indice du
point dans le tableau de points:
truction-. c/est le linear quadtree 23435'
En pratique. sur la plupart des distributions. on observe un espace m>emoire
lin>eaire et un temps de construction en O?n log n-' Dans l/>etude exp>erimentale du
chapitre 4. le quadtree est repr>esent>e par un tableau et en occupe environ les Cn preD
miEeres cellules ?voir annexe D'3-' Sa construction est en O?n log n- avec une constante
multiplicative trEes petite ?voir annexe E'3-'
 !"!# Programmation en dimension  
Par souci d/eHcacit>e. un tableau sera utilis>e pour repr>esenter en machine le quadtree'
En eIet. une repr>esentation en arbre quaternaire oblige Ea allouer continuellement de
petits espaces m>emoire lors de la cr>eation de chaque noeud. d/oEu une perte de temps
consid>erable' Pour un ensemble de n points. on alloue au d>ebut du programme un
tableau de Jn cellules' En g>en>eral. comme le conKrme le chapitre 4. le tableau n/est
rempli qu/aux trois quarts' Pour >eviter tout d>ebordement. on a une variable qui conD
tient l/indice de la derniEere cellule occup>ee du tableau' Si cet indice d>epasse la taille du
tableau. on r>ealloue un tableau plus grand' En pratique. le d>ebordement n/est jamais
survenu pour des ensembles de plus de deux mille points'
Une cellule contient un nombre entier ?voir Figure &'&-' Un noeud est repr>esent>e
par un nombre positif qui est l/indice du premier Kls. une feuille vide est repr>esent>ee par
O. une feuille pleine est repr>esent>ee par un nombre n>egatif qui est l/oppos>e de l/indice
du point dans le tableau de points' Quand on transforme une feuille en noeud lors de la
cr>eation du quadtree. on place ses quatre Kls en Kn de tableau' Ainsi. ils sont toujours
contenus dans quatre cellules adjacentes' L/algorithme de construction est celui d>ecrit
dans le paragraphe pr>ec>edent'
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Figure &'() Un kd#tree'
 ! Kd#trees
Le kd#tree est une structure de donn1ees invent1ee par Bentley 89:;< qui permet de stocker
dans un arbre binaire (equilibr(e un ensemble de points S dans un espace de dimension k'
Contrairement au quadtree< les divisions de lBespace ne sont pas r1eguliCeres< mais sont
eDectu1ees dBaprCes les coordonn1ees des points EcBest une am1elioration du Point Quadtree
89H9;I' Le kdJtree est bas1e sur une division de lBespace par des rectangles irr1eguliers de
taille d1ecroissante' Cette structure de donn1ees permet de r1epondre assez facilement Ca
des requMetes comme ) estJce quBun point donn1e appartient Ca S N< quel est le plus proche
voisin Enearest neighbourI dans S dBun point donn1eN< quels sont les points de S Erange
searchingI inclus dans un domaine donn1eN' ' ' Cette structure nBest optimale que pour
le premier type de requMete' Pour les deux autres types de requMete< elle a de bonnes
performances en moyenne Evoir par exemple 89Q;I alors que les performances dans le
pire des cas sont assez m1ediocres'
 ! !" D$e&nitions
Un &dJtree est construit de la faScon suivante Evoir Figure &'(I ) on choisit un nomJ
bre x qui est stock1e dans la racine de lBarbre' Le sousJarbre gauche contient tous les
points dont la premiCere coordonn1ee est inf1erieure Ca x< le sousJarbre de droite contient
tous les points dont la premiCere coordonn1ee est plus grande que x' Dans chaque sousJ
arbre< un nouveau nombre est choisi qui servira Ca diviser lBensemble des points< mais
par rapport Ca la seconde coordonn1ee' Les quatre sousJensembles ainsi obtenus sont de
nouveau divis1es relativement Ca la premiCere coordonn1ee' On itCere ce processus jusquBCa
ce que les ensembles ne contiennent plus quBun seul point qui constitue une feuille de
lBarborescence' La racine divise donc lBensemble des points selon la premiCere coordonJ
n1ee< les deux noeuds du second niveau selon la seconde coordonn1ee< les quatre noeuds
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du troisi'eme niveau selon la premi'ere coordonn0ee et ainsi de suite1 1 1 Ce processus peut
3etre g0en0eralis0e dans un espace de dimension k pour construire un kd5tree1
En principe7 le kd5tree est 0equilibr0e :par la suite7 on emploiera abusivement le
terme kd5tree au lieu de kd5tree 0equilibr0e;1 Pour cela7 il faut que7 quel que soit le
noeud consid0er0e7 son sous5arbre gauche et son sous5arbre droit aient m3eme cardinal 'a
une unit0e pr'es1 Pour obtenir un kd5tree 0equilibr0e7 il faut diviser l?ensemble associ0e 'a
chaque noeud selon son 0el0ementm0edian1 De cette mani'ere7 la hauteur de l?arborescence
est logarithmique1
Si l?on choisit de diviser l?ensemble relatif 'a chaque noeud selon une valeur
al0eatoire7 on obtiendra un random kd&tree1 Sa construction est plus rapide :voir an5
nexe E1C;7 mais on ne ma3Dtrise plus sa hauteur EFFG qui7 dans le pire des cas7 peut
devenir lin0eaire1
Dans un kd5tree classique7 on alterne7 d?un niveau 'a son suivant7 la dimension
qui sert 'a faire la division1 Nous allons maintenant construire un ImeilleurJ kd5tree
o'u7 'a chaque noeud7 on choisit la dimension qui servira 'a faire la division1 Quel est
le crit'ere utilis0e pour le choixL consid0erons le rectangle englobant de l?ensemble de
points associ0e 'a un noeud1 On choisit de le diviser orthogonalement 'a son plus grand
c3ot0e1 Ainsi7 les rectangles associ0es 'a chaque noeud auront une forme presque carr0ee1
Chaque division produit des rectangles dont la largeur et la longueur sont les plus
proches possibles1 On appelle cette arborescence un adaptive kd&tree :d3u 'a Friedman7
Bentley et Finkel ESTG;1 Il est 0equilibr0e et divise le domaine en rectangles de forme
presque carr0ee1 Sa construction est un peu plus longue :voir annexe E1C; que pour un
kd5tree classique7 mais ses performances :nearest neighbour et range searching; sont
meilleures en moyenne1
Si l?on choisit al0eatoirement la valeur qui sert 'a faire une division7 on aura un
random adaptive kd&tree1 Sa construction est plus rapide :voir annexe E1C;7 mais on
ne ma3Dtrise plus sa hauteur qui7 dans le pire des cas7 peut devenir lin0eaire1
 ! ! Divisions selon deux directions
Appelons M
x
et M
y
l?abscisse et l?ordonn0ee d?un point M 1 D0eVnissons la relation "
H
par W
M "
H
N  ::M
x
" N
x
; ou :M
x
X N
x
et M
y
" N
y
;;
D0eVnissons la relation "
V
par W
M "
V
N  ::M
y
" N
y
; ou :M
y
X N
y
et M
x
( N
x
;;
Soient A et B deux ensembles de points du plan1 On dira que A "
H
B :resp1
A "
V
B; si et seulement si tous les points de A sont "
H
:resp1 "
V
; 'a tous les points
de B1
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Figure &'() X et Y divisions"
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Figure &'*) L$alternance des divisions
dans un 0d1tree"
On dira que l1on Xdivise 3resp' Y divise6 un ensemble A de points du plan en
A
 
et A
!
si et seulement si A
 
+
H
A
!
3resp' A
 
+
V
A
!
6: avec A
 
 A
!
= A et si A
 
et
A
!
ont le m>eme nombre de points 3?a une unit@e pr?es6 3remarque ) A
 
ou A
!
peut >etre
vide6 3Figure &'(6'
Un &dBtree est obtenu en divisant alternativement le plan suivant des directions
horizontales et verticales' Plus pr@ecis@ement: on commence par Xdiviser l1ensemble S
en deux parties S
 
et S
!
' Ensuite: on Y divise S
 
3resp' S
!
6 en deux parties S
  
et S
 !
3resp' S
! 
et S
!!
6' Ensuite: les parties S
  
: S
 !
: S
! 
et S
!!
sont Xdivis@ees' On it?ere ce
processus en alternant les Xdivisions et les Y divisions jusqu1?a l1obtention de cellules
@el@ementaires contenant un point 3Figure &'*6'
 ! !" Algorithmes de construction
Il existe au moins trois faKcons de construire un kdBtree )
! pour diviser chaque sousBensemble: on peut utiliser l1algorithme lin@eaire d@eterB
ministe de s@election de la m@ediane de Blum et al' M&NO: puis on r@epartit les points
de part et d1autre de cette m@ediane: toujours en temps lin@eaire' La complexit@e
totale de la construction est optimale en Q3n log n6'
! on peut aussi r@ealiser deux liens de cha>Rnage entre les points: repr@esentant l1un
l1ordre en X: l1autre l1ordre en Y' A l1aide de ces deux cha>Rnages: il est facile de
trier le tableau suivant les deux directions avec une complexit@e totale optimale
en Q3n log n6'
! on peut aussi trouver la m@ediane de chaque sousBensemble avec une m@ethode
d@eriv@ee de Quicksort: randomis@ee 3M*XO page YZ(6 ou non MY[XO' Bien que cet
algorithme ne soit pas optimal dans le pire des cas: on constate exp@erimentalement
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qu"il est nettement plus rapide sur la plupart des distributions 0en pratique1 la
probabilit2e de rencontrer un 4pire des cas5 6 pour cet algorithme 6 est quasiment
nulle9: Dans la partie exp2erimentale 0voir chapitre >91 le ?d@tree est construit de
cette faBcon:
 ! !" Programmation en dimension  
Pour les mDemes raisons que dans le paragraphe ?:E:F1 un tableau sera utilis2e pour
repr2esenter le ?d@tree: Le sch2ema algorithmique non randomis2e
 
est le suivant H
on suppose que les sites ont d2ejJa 2et2e rang2es dans un tableau T K L sans point
double M l et r repr2esentent les extr2emit2es du tableau courant dans chaque fonction1 et
l"on pose # N d0l O r9$?e:
Fonction Twod@tree 0l% r9
Xsort 0l% r9
Fonction Xsort 0l% r9
Si 0l "N r9 Alors
ll N l et rr N r
Tant que 00rr # ll9 $ NCUT 9 Faire
i N ll 1 j N rr 1 cle N T K#L
Boucle
Tant que 0T KiL -
x
cle9 Faire incr2ementer i
Tant que 0cle -
x
T KjL9 Faire d2ecr2ementer j
Si 0i - j9 Alors
2echanger T KiL et T KjL
incr2ementer i et d2ecr2ementer j
Sinon
Fin de Boucle
Si 0j - m9 Alors ll N i
Si 0m - i9 Alors rr N j
FinTantque
Xtriselection 0ll% rr9
Ysort 0l% ## E9
Ysort 0#% r9
La fonction Xtriselection trie selon l"ordre-
x
la premiJere moiti2e du tableau r2eduit entre
les indices ll et rr en utilisant un algorithme de tri par s2election: En eWet1 quand le
 
la version randomis+ee consiste .a prendre comme cl+e un +el+ement al+eatoire du tableau plut2ot que
syst+ematiquement l5+el+ement situ+e en son milieu6
 ! ! KD#TREES ()
nombre d'(el(ements du tableau devient inf(erieur 1a NCUT 2de l'ordre de 3456 il est plus
rapide de Xdiviser l'ensemble avec un algorithme de tri par s(election qu'avec l'autre
m(ethode d(eriv(ee de Quicksort>
On obtient la fonction Ysort en remplacant ,
x
par ,
y
et Xtriselection par
Ytriselection dans la fonction Xsort>
Remarques 1
3> plut@ot que de prendre syt(ematiquement comme cl(e l'(el(ement situ(e au milieu du
tableau6 on peut la choisir parmi trois (el(ements du tableau 2par exemple6 un situ(e
1a gauche6 l'autre au milieu et le dernier 1a droite5> La cl(e sera (egale 1a l'(el(ement
m(edian des trois> Cette variante porte le nom de partitionnement par la m,ediane
de trois 2E3FGH page 3IJ5> Cette technique6 quand on l'utilise pour QuickSort6
r(eduit le temps de calcul d'environ JLM en moyenne>
J> Floyd et Rivest EGPH utilisent un (echantillon d'environ
p
n (el(ements pour trouver
la m(ediane avec environ
 n
!
comparaisons>
I> Bentley E3GH calcule la m(ediane exacte d'un (echantillon de
p
n (el(ements R qui est
une approximation de la m(ediane de l'ensemble complet R et partitionne autour
de cette valeur en exactement n comparaisons> On a dans ce cas un random JdS
tree presque (equilibr(e> Bentley utilise cette m(ethode pour construire un random
adaptive JdStree R relativement bien (equilibr(e R et il observe une r(eduction du
temps de construction de T4M>
Il serait int(eressant de programmer ces variantes pour pouvoir mesurer exp(erimentaleS
ment le gain qu'elles procurent>
 ! !" Kd$trees dynamiques
Dans un espace 1a une dimension6 il existe de nombreux types d'arbres binaires de
recherche qui s'(equilibrent dynamiquement 2voir par exemple E3IH5> Cela signiWe que
l'on peut ins(erer ou supprimer des (el(ements en maintenant une hauteur logarithmique
pour l'arbre6 le co@ut d'une insertion ou d'une suppression (etant aussi logarithmique>
L'(equilibrage se fait par des rotations 2simples ou doubles5 au niveau de certains noeuds>
Citons les arbres AVL introduits par AdelsonSVelskii et Landis ELH 2d'o1u leur nom56
les arbres bicolores 2appel(es aussi arbres rougeSnoir56 dus 1a Guibas et Sedgewick E\\H
2L> Chen et R> Schott ETGH optimisent l'espace m(emoire>56 les arbres persistants de
Driscoll6 Sarnak6 Sleator et Tarjan EP\H6 qui conservent en plus un historique des verS
sions ant(erieures de la structure> > > Comme ces arbres (equilibr(es ont toujours une hauS
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teur logarithmique, ils permettent de r1ealiser e2cacement des recherches en temps
logarithmique4
Malheureusement, d6es que l7on se place dans un espace de dimension sup1erieure
ou 1egale 6a 8, l71equilibrage dynamique semble impossible4 Peut<=etre est<ce li1e au fait
qu7il n7existe pas d7ordre dans le plan @ En BCDC, Bentley 1ecrivait GBDH I Jperhaps the
most outstanding open problem is that of maintaining dynamic kd3treesK4 Overmars,
dont la th6ese GBM8H est consacr1ee aux structures de donn1ees dynamiques, a2rmait en
BCNO I Jthe techniques used for dynamizing simple data structures seemed not to be
applicable to multidimensionnal data structuresK4 4 4 Jmultidimensional data structures
appeared to be very hard to dynamizeK4
Aucune solution comparable en simplicit7e et e8cacit7e 6a celles qui existent dans
le cas unidimensionnel, n7a 1et1e trouv1ee Qvoir le JsurvolK de Chiang et Tamassia GT8H sur
les algorithmes dynamiquesU4 Overmars propose deux solutions GBM8H I
B4 le Jpartial rebuildingK consiste 6a faire un certain nombre de suppressions et
d7insertions sans se soucier de l71equilibrage, et, quand un certain niveau de
d1es1equilibre est atteint, on r1e1equilibre les parties d1eg1en1er1ees4 La complexit1e en
temps amorti est bonne, OQ
 
k
log
!
m o"u k est la dimension de l.espace et m le
nombre maximum de points pr4esents au m5eme moment dans l.arbre6
76 avec le 9global rebuilding:; on reconstruit toute l.arborescence quand un certain
niveau de d4es4equilibre est atteint6 Le temps amorti d.insertion est en O>log
 
n ;
le temps amorti de suppression est en O>log n 6
Van Kreveld et Overmars ont propos4e le divided kd.tree CD7EF6 C.est une structure
dynamique6 Les mises "a jour se font en temps logarithmique dans le pire des cas6 Les
niveaux sup4erieurs de l.arborescence sont obtenus par des divisions selon une seule
direction; les niveaux inf4erieurs par des divisions selon l.autre direction6 Il n.y a plus
l.alternance des directions pour eMectuer les divisions; caract4eristique des kdNtrees6 Les
performances pour le range searching O analys4ees dans le pire des cas O sont presque
les m5emes qu.avec les kdNtrees classiques6 On peut regretter que l.analyse en moyenne
des divided kd.trees ne soit pas faite >les kdNtrees ont des performances tr"es bonnes
en moyenne; mais m4ediocres dans le pire des cas et que les r4esultats exp4erimentaux
ne soient pas donn4es par les auteurs6 Il est donc diPcile de porter un jugement sur
l.int4er5et pratique d.une telle structure6
En conclusion; la dynamisation des kdNtrees est assez d4ecevante6 Utiliser un
kdNtree comme outil de localisation dans un algorithme incr4emental de triangulation
de Delaunay pr4esente un int4er5et limit4e6
 !"! BUCKET)TREES ",
 !" Bucket)trees
La technique de bucketing .tri par paquets2 permet de r4esoudre e6cacement en pratique
divers probl9emes g4eom4etriques :;< :=>< comme le couplage de poids minimal dans le
plan? le diagramme de Voronoi? la localisation dAun point? la recherche de points dans
un domaine? le plus court cheminBBB Cette technique est quelque peu d4elaiss4ee par les
th4eoriciens car elle nAam4eliore pas la complexit4e dans le pire des cas des algorithmesB
Par contre? en faisant des hypoth9eses sur la distribution des sites? elle produit des
algorithmes dont la complexit4e en moyenne est souvent meilleure que la borne inf4erieure
de la complexit4e dans le pire des casB
 !"!# Principe
Les cellules .HbucketsI2 sont des r4egions dont la r4eunion constitue une partition dAun
domaineB Elles v4eriKent g4en4eralement les caract4eristiques suivantes L
MB elles ont une forme simple? pour que la partition du domaine soit facile 9a r4ealiser?
et aussi pour quAil soit ais4e de d4eterminer 9a quelle cellule un point appartientB
NB le nombre de sites inclus dans une cellule est born4e par une constante .cette
condition est facile 9a r4ealiser si la distribution des points est uniforme2B On
choisit en g4en4eral un nombre de cellules 4egal au nombre de sitesB
PB dans beaucoup de probl9emes g4eom4etriques? lAinQuence entre les objets d4ecroSTt en
fonction de la distanceB Une bonne strat4egie consiste 9a calculer des solutions
locales? puis 9a les combiner pour obtenir la solution globaleB
Quand toutes ces propri4et4es sont v4eriK4ees? les algorithmes ont souvent une complexit4e
lin4eaire en moyenneB
 !"! Division en cellules
Consid4erons le rectangle englobant R de lAensemble de points S tels que ses cSot4es soient
parall9eles aux axes de coordonn4eesB D4ecoupons ce rectangle en n
x
!n
y
cellules qui sont
toutes carr4ees et de mSeme taille? sauf 4eventuellement celles qui sont adjacentes 9a un
cSot4e de RB Une cellule qui est la i
i eme
en partant de la gauche et la j
i eme
en partant
du bas? est not4ee C
ij
B On dit que .i% j2 sont les coordonn4ees de C
ij
dans le syst+eme
de coordonn0ees des cellulesB Soient .a
!
% b
!
2 .respB .a
"
% b
"
22 les coordonn4ees du coin
inf4erieur gauche .respB sup4erieur droit2 de RB Soit M.x% y2 un point quelconque dans
RB Les coordonn4ees de la cellule C
ij
.c 4etant la longueur de son cSot4e2 qui contient ce
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Figure &'() Un "bucket)tree+,
point sont )
i /
 
x a
 
c
!
j /
 
y  b
 
c
!
Le nombre de cellules adjacentes aux c9ot:es de R est )
n
x
/
 
a
!
 a
 
c
; <
!
n
y
/
 
b
!
 b
 
c
; <
!
 !"!" Construction
Il faut allouer un tableau de n
x
! n
y
cellules' Chaque cellule a la liste cha9Bn:ee des
points quCelle contient' Comme lCaDectation dCun point dans une cellule se fait en temps
constantE la construction de ce tableau se fait en OFmaxFn* n
x
! n
y
GG' Le nombre de
cellules nC:etant en principe jamais sup:erieur au nombre de pointsE on considHere que la
construction de ce tableau est lin:eaire'
 !"!, Arborescence de cellules
Dans les algorithmes utilisant des techniques de bucketingE on calcule dCabord une
solution locale pour chaque cellule' EnsuiteE on combine les r:esultats partiels pour
obtenir la solution globale' Un ordre dans lCensemble des cellules est donc n:ecessaire
 !"! BUCKET)TREES ",
pour g%erer la fusion des r%esultats/ Il existe des ordres en 2serpentin34 en spirale4
quaternaires 678/// Nous proposons d:utiliser l!ordre post)x+e 6;7<8 =voir Figure @/AB d!un
adaptive 1d2tree construit avec les cellules4 qui semble performant pour le calcul de la
triangulation de Delaunay =voir chapitre IB/
 !"!# Programmation en dimension  
Cet ordre s:obtient facilement avec deux fonctions r%ecursives/ Le sch%ema algorithmique
est le suivant L
Fonction Buckettree=X
 
! Y
 
! dX! dY B
Si =dX $ dY B alors Xcoupe=X
 
! Y
 
! dX! dY B
Sinon Ycoupe=X
 
! Y
 
! dX! dY B
Fonction Xcoupe=x! y! dx! dyB
Si =dx QQ ;B alors TraiterCelluleElementaire=x! yB
Sinon
dx
!
Q ddx'@e
dx
"
Q dx" dx
!
Si =dx
!
$ dyB alors Xcoupe=x! y! dx
!
! dyB
Sinon Ycoupe=x! y! dx;! dyB
Si =dx
"
$ dyB alors Xcoupe =xT dx
!
! y! dx
"
! dyB
Sinon Ycoupe=xT dx
!
! y! dx
"
! dyB
TraiterRectangle=x! y! dx! dyB
Fonction Ycoupe=x! y! dx! dyB
Si =dy QQ ;B alors TraiterCelluleElementaire=x! yB
Sinon
dy
!
Q ddy'@e
dy
"
Q dy " dy
!
Si =dy
!
$ dxB alors Ycoupe=x! y! dx! dy
!
B
Sinon Xcoupe=x! y! dx! dy
!
B
Si =dy
"
$ dxB alors Ycoupe=x! y T dy
!
! dx! dy
"
B
Sinon Xcoupe=x! y T dy
!
! dx! dy
"
B
TraiterRectangle=x! y! dx! dyB
x et y sont les coordonn%ees =dans le systVeme de coordonn%ees des cellulesB du coin
inf%erieur gauche du rectangle consid%er%e4 dx =resp/ dyB la longueur =l:unit%e %etant la
longueur du cWot%e d:une cellule %el%ementaireB d:un cWot%e du rectangle parallVele Va l:axe Ox
=resp/ OyB/
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 !" Conclusion
Le quadtree( les di,-erents kd/trees et le bucket/tree ont -et-e utilis-es dans de nouveaux
algorithmes de triangulation de Delaunay ;voir chapitre =>? Mais il existe beaucoup
dAautres arbres multidimensionnels qui pourraient servir de support Ba des algorithmes
de triangulation de Delaunay? Le principe est identique? LA-etude exp-erimentale et la
comparaison avec dAautres algorithmes existants ont -et-e r-ealis-ees dans le chapitre C?
Chapitre (
FUSION BIDIRECTIONNELLE
DE SOUS5TRIANGULATIONS
DE DELAUNAY
On se propose de r(esoudre le probl,eme suivant 2 on dispose des triangulations de Delau5
nay des ensembles disjoints de sites S
 
et S
!
et on cherche ,a obtenir de fa;con optimale
la triangulation de Delaunay de S
 
 S
!
<
Shamos et Hoey ?@A@B arrivent ,a fusionner en temps lin(eaire deux diagrammes
de VoronoiE ,a condition que les ensembles de sites S
 
et S
!
soient s(eparables par une
droite< Comme la triangulation de Delaunay est le dual du diagramme de VoronoiE on
peut passer de lHun ,a lHautre en temps lin(eaire< Kirkpatrick ?@@AB donne ensuite une
solution g(en(eraleE mais compliqu(eeE pour fusionner deux diagrammes de Voronoi< Il nHa
pas besoin de la condition de s(eparabilit(e pr(ec(edente< Son algorithme utilise les arbres
couvrants minimaux euclidiens des deux ensembles de sites<
Les deux algorithmes pr(ec(edents permettaient dHobtenir de fa;con indirecte la
triangulation de Delaunay de S
 
 S
!
< La premi,ere m(ethode directe pour fusionner
deux triangulations de Delaunay s(eparables par une droiteE est due ,a Lee et Schachter
?@M@B< Elle est optimaleE lin(eaire et plus simple quHen passant par les diagrammes de
Voronoi associ(es< EnsuiteE Guibas et StolP ?@QQB ont repris lHalgorithme de Lee et
Schachter en le d(etaillant davantage et en rendant son impl(ementation plus facile< On
leur attribue parfois ,a tort la d(ecouverte de cette m(ethode<
Dans ce chapitreE nous allons utiliser la m(ethode de fusion unidirectionnelle de
Lee et Schachter Rd(etaill(ee par Guibas et StolPS et la g(en(eraliser ,a des fusions bidirec5
tionnelles< Nous donnerons ensuite la complexit(e dans le pire des cas du processus de
fusion et lHexprimerons plus Pnement en fonction du nombre de sites inachev(es<
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lien$CCW %
lien$CW %
Sommet
terminal
Figure &'() Un brin" structure sous*
tendant la .carte planaire12
S
 
S
!
Direction de s*eparation
 
!
Figure &',) Notion de s4eparabilit4e2
 !" Structure de Donn-ees
Les algorithmes5 pr7esent7es dans ce m7emoire5 requi;erent des structures de donn7ees tr;es
souples5 permettant une <navigation> ais7ee dans le graphe de la triangulation' A partir
d@un arc5 on doit pouvoir acc7eder rapidement ;a ses deux extr7emit7es5 ;a son arc inverse
ainsi qu@aux arcs voisins par rapport ;a l@ordre polaire autour de ses extr7emit7es' La
structure de <carte planaire> BCDEFG5 proche de celle d@arHete ail7ee BC((FG5 aussi compacte
et l7eg;erement plus souple5 a 7et7e choisie pour repr7esenter les graphes ) un sommet est
repr7esent7e par un couple de coordonn7ees I un <brin> Bde la carte planaireG comprend un
pointeur sur son sommet terminal et Bun tableau deG deux pointeurs sur les brins suivant
et pr7ec7edent Bselon l@ordre polaireG autour de son propre sommet origine BimpliciteG
BFigure &'(G' Les brins sont stock7es dans un tableau de sorte qu@un brin et son inverse
aient des positions sym7etriques par rapport au milieu du tableau5 ce qui dispense de
tout lien explicite de dualit7e'
 !/ Fusion de deux triangulations de Delaunay lin-e7
airement s-eparables
 !"!# Notion de s,eparabilit,e
On dit que deux triangulations DT BS
 
G et DT BS
!
G sont lin4eairement s4eparables lorsM
qu@elles se trouvent chacune de part et d@autre d@une droite de s7eparation #' On
g7en7eralise cette d7eNnition en autorisant des sites de chaque triangulation ;a se trouM
ver sur la droite #' On a alors besoin d@une orientation sur la droite de s7eparation' Les
sites de S
 
qui se trouvent sur la droite orient7ee
$
# doivent Hetre en dessous des sites de
S
!
qui se trouvent sur la droite
$
# Bvoir Figure &',G'
 !"! FUSION UNIDIRECTIONNELLE / 
LL
RR
RR
LL
Figure &'&( Les deux brins extr+emes
d-une triangulation2
RR
HH
RR
LL
BB
LL
BB
HH
Figure &')( Les quatre brins extr+emes
d-une triangulation2
 !"!" Les ar(etes extr(emes d-une triangulation
Pour fusionner deux triangulations lin4eairement s4eparables8 on a besoin du site de
chaque sous<triangulation le plus proche de la droite de s4eparation' Pour =xer les
id4ees8 on se donne un rep>ere ?O!
 !
Ox!
 !
Oy@ et on suppose que la droite de s4eparation
est parall>ele et de mAeme sens que
 !
Oy' Pour acc4eder >a ce sommet en temps constant8
on garde en m4emoire les deux brins extrAemes de chaque sous<triangulation8 i2e2 lBarc
orient4e dBenveloppe convexe issu de chaque sommet extremum pour la relation dBordre
lexicographique
 
?cf2 Figure &'&@' On appelle ces brins extrAemes les arAetes extrAemes
gauche et droite'
 !"! Algorithme de fusion
 !"! !0 Recherche du 7pont< inf?erieur
Pour fusionner deux triangulations DT ?L@ et DT ?R@ lin4eairement s4eparables par une
droite (8 on cherche dBabord lBarAete AB la plus basse de lBenveloppe convexe de L "R
qui coupe la droite (' Pour cela8 on part des sites de L et de R qui sont les plus proches
de la droite (' Ensuite8 on se d4eplace dans le sens r4etrograde le long de lBenveloppe
convexe de L et dans le sens direct le long de lBenveloppe convexe de R jusquB>a ce que
les extr4emit4es de lBarAete de lBenveloppe convexe la plus basse coupant ( soient trouv4ees'
Cette arAete permet dBinitialiser le processus de fusion'
Remarque 7 EdelsbrHunner a montr4e quBil est plus eIcace8 pour trouver ce pont
inf4erieur8 de partir des sites les plus proches de la droite de s4eparation que des sites les
plus bas de chaque triangulation ?page J)K8 LM)N@'
 
Un site s
i
&x
i
" y
i
' est inf)erieur lexicographiquement 6a un site s
j
&x
j
" y
j
' si et seulement si x
i
$ x
j
ou &x
i
7 x
j
et y
i
$ y
j
'8
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du point G
autour
/a gauche
nettoyage
du point D
autour
/a droite
nettoyage
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Figure &'() Fusion de deux triangulations lin.eairement s.eparables2
)*3*)*3 Fusion des deux triangulations
Une fois que le 1pont4 inf5erieur 6AB sur la Figure &'(8 a 5et5e trouv5e: les nouvelles
ar;etes sont cr5e5ees dans l>ordre selon lequel elles coupent
"
# jusqu>@a la cr5eation de l>ar;ete
de l>enveloppe convexe la plus haute 61pont4 sup5erieur8 coupant #' Les ar;etes de
DT 6L8 et DT 6R8 qui coupent les ar;etes cr5e5ees pendant la fusion: sont d5etruites' Plus
pr5ecis5ement: d@es qu>une ar;ete GD est cr5e5ee: on r5ealise les op5erations suivantes 6voir
Figure &'(8 )
6a8 nettoyage 4a gauche autour du point G7 dans le sens direct 8 tant queG
 
est situ5e auF
dessus de GD et que D est @a l>int5erieur de 6G)G
 
) G
  
8 G G
  
5etant le successeur
de G> par rapport @a l>ordre polaire direct autour de G G: on 5elimine l>ar;ete GG
 
puis on fait G
 
I G
  
'
6b8 nettoyage 4a droite autour du point D7 dans le sens r.etrograde 8 tant que D
 
est
situ5e auFdessus de GD et que G est @a l>int5erieur de  6D)D
 
)D
  
8 G D
  
5etant
le successeur de D
 
par rapport @a l>ordre polaire r5etrograde autour de D G: on
5elimine l>ar;ete DD
 
puis on fait D
 
I D
  
'
6c8 cr.eation d9une nouvelle ar;ete 8 si G
 
et D
 
sont auFdessus de GD: on choisit
dans le quadrilat@ere GG
 
D
 
D r5esultant des nettoyages pr5ec5edents: la diagonale
satisfaisant le crit@ere du cercle vide 61au hasard4 si GG
 
D
 
D est inscriptible dans
un cercle8: et ce choix induit la cr5eation d>une nouvelle ar;ete 6GD
 
ou G
 
D8 qui
devient la nouvelle GD dans l>it5eration suivante' Sinon: on a atteint le 1pont4
sup5erieur et la fusion est termin5ee'
 ! ! FUSION BIDIRECTIONNELLE /0
LL
LR
RR
RL
BC
UC
BC
UC
RL
RR
LL
LR
LL
LR
RL
RR
UC
BC
%a' %b'
%c'
Figure &'() Mise $a jour des ar+etes extr+emes gauche et droite 2 3a4 cas g5en5eral8 LL et
RR deviennent les deux ar+etes extr+emes8 3b4 BC le ;pont inf5erieur> devient l?ar+ete
extr+eme gauche8 3c4 UC l?inverse du ;pont sup5erieur> devient l?ar+ete extr+eme droite@
 !1! ! Mise 6a jour des ar=etes extr=emes gauche et droite
Pour pouvoir encha23ner plusieurs fusions7 il faut mettre :a jour7 dans la triangulation
r=esultante7 les ar2etes extr2emes gauche et droite' Cette op=eration se fait en temps
constant' Soit LL et LR Aresp' RL et RRB les ar2etes extr2emes gauche et droite de la
triangulation gauche Aresp' droiteB'
D:es que lEon a cr=e=e le FpontG inf=erieur BC Avoir Figure &'(B7 on teste si lEorigine
de BC est =egale :a lEorigine de LL' Si lE=egalit=e est av=er=ee7 BC devient la nouvelle ar2ete
extr2eme gauche7 sinon celleHci reste =egale :a LL'
D:es que lEon a cr=e=e le FpontG sup=erieur UC7 on teste si lEextr=emit=e de UC est
=egale :a lEorigine de RR' Si lE=egalit=e est av=er=ee7 lEinverse de UC devient la nouvelle ar2ete
extr2eme gauche7 sinon celleHci reste =egale :a RR'
 ! Fusion bidirectionnelle
 ! !" Principe
On a vu pr=ec=edemment que la proc=edure de fusion de Lee et Schachter est tr:es g=en=erale
et fonctionne de la m2eme faKcon quelle que soit la direction de la droite de s=eparation
entre les deux triangulations :a fusionner' Pour pouvoir eLectuer des fusions bidirecH
tionnelles7 il suNt de garder en m=emoire pour chaque sousHtriangulation les deux ar2etes
extr2emes par rapport :a chaque droite de s=eparation7 soit quatre ar2etes en tout' Pour
Oxer les id=ees7 on supposera que les droites de s=eparation sont parall:eles et de m2eme
sens que les axes du rep:ere
 !
Ox et
 !
Oy' On appellera ar2etes extr2emes gauche et droite les
ar2etes extr2emes par rapport :a la direction selon laquelle on est en train dEeLectuer la
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 a"
BB
BB
 b"
 c"  d"
 e"
 f"
 g"
 h"
BC
UC
BC
BC
BC
UC UC
UC
BH
BH
HB
HB
HH
HH
I II
III IV
Figure &'() Mise $a jour des ar+etes extr+emes haut et bas 1
2I4 le site le plus bas est $a gauche9 l:ar+ete extr+eme inf=erieure reste BB 2b4 ou devient
=egale au ?pont@ inf=erieur BC 2a4
2II4 le site le plus haut est $a gauche9 l:ar+ete extr+eme sup=erieure reste BH 2d4 ou devient
=egale au ?pont@ inf=erieur BC 2c4
2III4 le site le plus bas est $a droite9 l:ar+ete extr+eme inf=erieure reste HB 2f4 ou devient
=egale $a l:inverse du ?pont@ sup=erieur UC 2e4
2IV4 le site le plus haut est $a droite9 l:ar+ete extr+eme sup=erieure reste HH 2h4 ou devient
=egale $a l:inverse du ?pont@ sup=erieur UC 2g4B
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fusion& et ar+etes extr+emes haut et bas les ar+etes extr+emes par rapport 2a l3autre direction
de s6eparation7
 ! !" Mise 'a jour des ar.etes extr.emes
Les ar+etes extr+emes gauche et droite se mettent 2a jour comme pr6ec6edemment7 Soient
BB et BH <resp7 HB et HH= les ar+etes extr+emes basses et hautes de la triangulation
gauche <resp7 droite= <voir Figure @7A=7 On peut aussi les mettre 2a jour en temps
constant& la m6ethode 6etant un peu plus complexe C
d2es que l3on a cr6e6e le EpontF inf6erieur BC& on distingue deux cas C
G7 si le site le plus bas appartient 2a la triangulation de gauche& on teste si BC et BB
ont m+eme origine7 Si c3est le cas& l3ar+ete extr+eme bas devient BC& sinon celleHci
reste 6egale 2a BB7
I7 si le site le plus haut appartient 2a la triangulation de gauche& on teste si BC et
BH ont m+eme origine7 Si c3est le cas& l3ar+ete extr+eme haut devient BC& sinon
celleHci reste 6egale 2a BH7
d2es que l3on a cr6e6e le EpontF sup6erieur UC& on distingue deux cas C
G7 si le site le plus bas appartient 2a la triangulation de droite& on teste si l3extr6emit6e
de UC est 6egale 2a l3origine de HB7 Si c3est le cas& l3ar+ete extr+eme bas devient
l3inverse de UC& sinon celleHci reste 6egale 2a HB7
I7 si le site le plus haut appartient 2a la triangulation de droite& on teste si l3extr6emit6e
de UC est 6egale 2a l3origine de HH7 Si c3est le cas& l3ar+ete extr+eme haut devient
l3inverse de UC& sinon celleHci reste 6egale 2a HH7
Remarque - avant l3appel de la proc6edure de fusion bidirectionnelle& on peut regarder
dans quelle triangulation se trouve le site le plus bas et le site le plus haut et stocker
ces informations dans une variable quadrivalente7 Ainsi& la proc6edure de fusion bidiH
rectionnelle devient ind6ependante du rep2ere& comme dans le cas unidirectionnel7
 !" Analyse de la complexit2e
Th1eor7eme  !"!9 ./01123 Soient L et R deux ensembles de points situ:es respectivement
<a gauche et <a droite d?une droite &@ Lors de la fusion de DT <L= et DT <R= pour
construire DT <L  R= -
.a3 seules des arCetes reliant deux sites de L et des arCetes reliant deux sites de R sont
d:etruites@
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 b" seules des ar*etes reliant un site de L .a un site de R sont cr1e1ees2
 c" la complexit1e dans le pire des cas du processus de fusion est born1ee par une fonction
lin1eaire de la somme des trois composants suivants 8
92 le nombre de sites examin1es pour trouver les extr1emit1es de l:ar*ete la plus
basse de l:enveloppe convexe de  L  R! qui coupe "2
<2 le nombre d:ar*etes d1etruites2
=2 le nombre d:ar*etes cr1e1ees2
 d" la complexit1e dans le pire des cas du processus de fusion est en O jL  Rj!2
D1em 8 voir Guibas et Stol/ 012234  
Lemme *+ +6  ?@AB" Toute triangulation d:un ensemble de n sites dont k  sites" apE
partiennent .a l:enveloppe convexeF poss.ede e 5 6n " k " 6 ar*etes et t 5 7n " k " 7
triangles2 En particulierF au plus 6n" 8 ar*etes peuvent *etre cr1e1ees sur un ensemble de
n sites2
D1em 8 soient t le nombre de triangles et e le nombre d=ar>etes4 Toutes les ar>etes apparA
tiennent Ba deux triangles sauf les k ar>etes de l=enveloppe convexeF d=oBu 7e"k 5 6t4 En
utilisant la formule d=Euler n " eH  tH 1! 5 7F on en dIeduit t et e4 En faisant k 5 6F
on dIeduit le dernier rIesultat4  
Th8eor;eme *+ +<  ?@AB" La complexit1e dans le pire des cas du processus de fusion est
major1ee par une fonction lin1eaire du nombre de sites qui reJcoivent de nouvelles ar*etes2
D1em 8 gr>ace au ThIeorBeme 64K41F il suLt de montrer queF si de nouvelles ar>etes sont
ancrIees sur r sitesF alors au plus 6r " 8 ar>etes sont crIeIeesF au plus 6r " N ar>etes sont
dIetruitesF et au plus r sites sont examinIes pour construire l=ar>ete la plus basse de
l=enveloppe convexe de L  R qui coupe "4
Soient c et d le nombre d=ar>etes crIeIees et dIetruites4 Puisque les ar>etes crIeIees ne
se coupent pasF en raison du Lemme 64K41F on a c # 6r " 84
Supposons que LF R et L  R soient composIes respectivement de n
 
F n
!
et n
sitesF dont k
 
F k
!
et k  sites! appartiennent Ba l=enveloppe convexe4 Nous avons gr>ace
au Lemme 64K41 R
 6n
 
" k
 
" 6! H  6n
!
" k
!
" 6! H  c" d! 5  6n " k " 6!
$ k "  k
 
H k
!
! 5 6" cH d puisque n 5 n
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Comme k  k
 
$ k
!
% &! c$ d  '" d  c! &
Comme c  &r ! (% on d+eduit d  &r ! /
En1n% nous observons que chaque site examin+e pour trouver l=ar>ete la plus basse
de l=enveloppe convexe de L#R qui coupe &% re?coit une nouvelle ar>ete pendant la fusion%
donc leur nombre est inf+erieur ou +egal Ba rC  
Nous allons maintenant +evaluer la complexit+e du processus de fusion en fonction
du nombre de sites inachev+esC
D1e4nition  !"!9 Un site s est achev+e
!
dans DT ES
 
F relativement ,a DT ES
!
F -S
 
$ S
!
.
si et seulement si la liste d0adjacence de s est identique dans les deux triangulations
-d7e8nition valable dans le cas o,u S
 
a une triangulation de Delaunay unique.< sinon<
il est inachev+e=
Dans le paragraphe (CH du Chapitre (% on trouvera une d+e1nition en dimension quelI
conque ainsi que quelques propri+et+es Evoir aussi Figure (CK du Chapitre (FC
Corollaire  !"!9 La complexit7e dans le pire des cas de la fusion de L et R est born7ee
par Lm o,u m est le nombre de sites inachev7es dans L et dans R=
D7em B si un site re?coit de nouvelles ar>etes% il est inachev+e% d=oBu r  m% r +etant le
nombre de sites qui recoivent de nouvelles ar>etes et m le nombre de sites inachev+es
dans DT ELF et dans DT ERF relativement Ba DT EL # RFC En utilisant les majorations
de la preuve du th+eorBeme &CNCH% on d+eduit que le nombre total d=ar>etes cr+e+ees est born+e
par &m% le nombre total d=ar>etes d+etruites est born+e par &m% le nombre total de sites
examin+es pour trouver l=ar>ete la plus basse de l=enveloppe convexe de L#R qui coupe
&% est born+e par mC Le th+eorBeme &CNCKCc permet de conclureC  
Pour pouvoir encha>Qner plusieurs fusions% il est n+ecessaire d=avoir les deux ar>etes
extr>emes pour une fusion unidirectionnelle ou les quatre ar>etes extr>emes pour une
fusion bidirectionnelleC On a vu que% dans les deux cas% on peut mettre Ba jour en
temps constant ces ar>etes aprBes une fusionC En conclusion% quel que soit le type de
fusion Eunidirectionnelle ou bidirectionnelleF% sa complexit+e est lin1eaire par rapport
au nombre de sites inachev1esC
 
Ce concept a (et(e introduit dans le plan par Katajainen et Koppinen 122345
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Chapitre (
LE PARADIGME DIVIDE AND
CONQUER
Le paradigme Divide and Conquer est tr+es utilis.e en G.eom.etrie Algorithmique 5en6
veloppe convexe: triangulation de Delaunay: diagramme de Voronoi: la paire la plus
proche>>>? et m@eme en algorithmique en g.en.eral> Il permet de traiter eBcacement des
ensembles de donn.ees tr+es vastes avec une complexit.e raisonnable> Cette approche
consiste +a diviser r.ecursivement un probl+eme en plusieurs sous6probl+emes de plus pe6
tite taille: +a r.esoudre les sous6probl+emes et +a les combiner pour obtenir la solution
du probl+eme initial> Cette m.ethode pr.esente aussi dEautres avantages F elle se pr@ete
naturellement aux algorithmes parall+eles: ainsi quE+a ceux qui utilisent une m.emoire
externe G quand le Divide and Conquer est randomis.e: on peut le d.erandomiser
 
et
obtenir un algorithme d.eterministe avec une complexit.e dans le pire des cas .egale +a la
complexit.e en moyenne de son homologue randomis.e>
 !" Description
Le sch.ema g.en.eral est le suivant F
Fonction Traiter5Ensemble?
Si CasTrivial5Ensemble? alors
Renvoyer5TraitementCasTrivial5Ensemble??
Sinon
5EnsembleA
 
:EnsembleA
!
:> > > :EnsembleA
k
? K Partition5Ensemble?
 
La th$eorie de la d$erandomisation ./0 fait appel 3a des notions math$ematiques extr7emement sophis8
tiqu$ees 9m$ethode des probabilit$es conditionnelles<  8nets et  8approximations< dimension de Vapnik8
Chervonenkis< cuttingsBBBCB Elle a< 3a ce jour< un int$er7et essentiellement th$eorique< il nFexiste pas
dFutilisation pratiqueB Cette th$eorie est nouvelle et constitue un important sujet de recherche 9voir
lFexcellent GsurvolH de JB MatouKsek .LML0< int$egr$e dans lFouvrageHandbook on Computational Geometry
de Sack et Urrutia .LPQ0CB
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ResultatA
 
' Traiter+EnsembleA
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ResultatA
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' Traiter+EnsembleA
!
0
1
1
1
1
1
1
ResultatA
k
' Traiter+EnsembleA
k
0
Renvoyer+Fusion+ResultatA
 
6ResultatA
!
61 1 1 6ResultatA
k
00
CasTrivial 7 cas o9u l:ensemble se r;eduit 9a un nombre maximumdonn;e +petit0 d:;el;ements1
Le TraitementCasTrivial s:en d;eduit ais;ement1
Partition 7 coupe l:ensemble en plusieurs sous@ensembles +en g;en;eral B0 de tailles
sensiblement ;equivalentes1
Fusion 7 r;eunit les r;esultats de plusieurs traitements s;epar;es +en g;en;eral B0 en un
seul r;esultat global1 C:est parfois cette op;eration qui supporte la plupart des
op;erations du traitement6 et qui est la plus complexe 9a r;ealiser6 par exemple dans
le cas de la triangulation de Delaunay +voir chapitre H01
On distingue trois phases 7 diviser le probl9eme en sous@probl9emes6 traiter les sous@
probl9emes et combiner les r;esultats des sous@probl9emes1
 !" Exemple
Consid;erons le probl9eme du tri de la liste de nombres H6 J6 K6 L6 M6 B6 N6 O6 P6 Q avec un
algorithme du type Divide and Conquer1 Il y a au moins deux approches diS;erentes
possibles TKOJU 7
A+ diviser la liste en deux listes H6 J6 K6 L6 M et B6 N6 O6 P6 QV trier r;ecursivement
chaque liste pour obtenir K6 H6 M6 L6 J et Q6 B6 P6 O6 NV puis fusionner ces listes pour
obtenir la liste tri;ee Wnale Q6 K6 B6 H6 M6 P6 O6 L6 J6 N1
B+ trouver une bonne partition de la liste en deux listes 9a peu pr9es de la mXeme
taille et telles que tous les ;el;ements de la premi9ere liste soient plus petits que
les ;el;ements de la seconde6 soit H6 K6 M6 B6 Q et J6 L6 N6 O6 PV trier r;ecursivement
chaque liste pour obtenir Q6 K6 B6 H6 M et P6 O6 L6 J6 NV puis fusionner ces listes pour
obtenir la liste tri;ee Wnale Q6 K6 B6 H6 M6 P6 O6 L6 J6 N1
Les deux principales caract;eristiques de ces approches sont 7 +K0 chacune des sous@listes
est plus petite que la liste originale +avec un certain facteur6 KYB dans l:exemple0 et
+B0 la somme des tailles des sous@listes est ;egale 9a la taille de la liste originale1 Dans
l:approche A6 l:;etape de division est facile mais l:;etape de fusion est di[cile1 Au
contraire6 dans l:approche B6 l:;etape de division est di[cile mais l:;etape de fusion est
 !"! NOTATIONS ASYMPTOTIQUES /"
triviale' On aura reconnu dans la m0ethode A le classique tri par fusion 6mergesort7
et dans la m0ethode B le tri rapide 6quicksort7' C:est la m0ethode B qui se g0en0eralise
<a beaucoup de probl<emes g0eom0etriques
 
> par exemple triangulation de Delaunay 6voir
chapitre B7> enveloppe convexe' ' ' Souvent> la condition 6D7 se change en une borne
fonction de la taille du probl<eme original et on peut aussi proc0eder de faEcon plus
g0en0erale <a des kFdivisions plutGot qu:<a de simples divisions par deux'
 !" Notations asymptotiques
Pour mesurer l:eIcacit0e d:un algorithme> on 0evalue l:ordre de grandeur du nombre
d:op0erations qu:il eJectue lorsque la taille du probl<eme qu:il r0esout augmente' On
mesure ainsi une eIcacit0e asymptotique 6on a vu dans l:Introduction pourquoi cette
m0ethode doit Getre utilis0ee avec discernement7' On obtient ainsi une fonction que l:on
appelle complexit0e de l:algorithme' Les notations de Landau 6avec quelques abus
d:0ecriture7 sont un moyen pratique d:exprimer cet ordre de grandeur' Par commodit0e>
on 0ecrit f  O6x
 
7 si f  O6g7 et g M x !"# x
 
' Par convention> on 0ecrit f N O6x
 
7
si f  O6x
 
7' Etant donn0e que l:on 0evalue des complexit0es d:algorithmes> les compaF
raisons de fonction se font au voisinage de P$'
La notation O67 repr0esente un majorant 6par exemple> le tri par fusion est
dans O6n
!
7 mais aussi dans O6n log n77' La notation R67 repr0esente un minorant 6par
exemple> le tri par fusion est dans R6n7 mais aussi dans R6n log n77' La notation S67
repr0esente une valeur exacte> c:est <a la fois un majorant et un minorant 6par exemple>
le tri par fusion est dans S6n log n77' Il existe deux autres notations qui sont moins
utilis0ees M la notation o67 repr0esente un majorant jamais atteint 6par exemple> le tri par
fusion est dans o6n
!
7> mais pas dans o6n log n77 T la notation '67 repr0esente un minorant
jamais atteint 6par exemple> le tri par fusion est dans '6n7> mais pas dans '6n log n77'
Ces deux symboles servent <a comparer des majorants ou minorants'
On trouve des d0eveloppements plus math0ematiques sur ces notations asymptoF
tiques et leurs propri0et0es dans l:ouvrage de Cormen> Leiserson et Rivest VWXY et aussi
dans celui de Beauquier> Berstel et Chr0etienne VZBY 6ainsi d:ailleurs que dans tout bon
livre d:algorithmique7'
Lors de l:analyse d:un algorithme> on d0etermine sa complexit0e dans le pire des
cas> soit son comportement dans le cas le plus d0efavorable' Pour certains algorithmes> le
cas le plus d0efavorable a une probabilit0e d:apparition presque nulle 6complexit0e dans le
pire des cas du quicksort dans O6n
 
7 par exemple7' Ils sont ainsi fortement p0enalis0es par
ce type d:analyse' Souvent> on pr0ef<ere calculer une complexit0e en moyenne qui re[<ete
 
Dans les algorithmes g-eom-etriques0 on divise g-en-eralement les donn-ees selon une relation d3ordre0
en deux parties de m6eme taille0 mais l3-etape de fusion est souvent beaucoup plus complexe que dans
l3exemple du quicksort ;triangulation de Delaunay par exemple= o>u il su?t de concat-ener deux listes @
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mieux le comportement r,eel de l.algorithme 2complexit,e en moyenne du quicksort dans
O2n log n556 Dans certaines analyses en moyenne8 on fait m:eme en plus des hypoth;eses
sur la distribution des donn,ees6 Ainsi8 il existe des algorithmes de tri lin,eaires en
moyenne >?@A6
 ! Analyse de la complexit1e
L.analyse de la complexit,e d.un algorithme du type Divide and Conquer se ram;ene en
g,en,eral ;a la r,esolution d.,equations de r,ecurrence de la forme suivante E
 
t2n
 
5 F d
t2n5 F at2
n
b
5 G f2n5 n & n
 
On suppose que l.on remplace un probl;eme de taille n par a sousIprobl;emes8 chacun
de taille
n
b
6 Si t2n5 est le co:ut de l.algorithme pour la taille n8 il se compose donc de
at2
n
b
5 plus le temps f2n5 pour recombiner les solutions des probl;emes partiels en une
solution du probl;eme total6 d est le co:ut pour un probl;eme ,el,ementaire de petite taille
n
 
8 pour lequel la r,ecursion s.arr:ete6 En g,en,eral8 les ,equations ciIdessus sont en fait
des in,equations6 Le co:ut ' 2n5 de l.algorithme v,eriLe E
 
' 2n5  d n  n
 
' 2n5  a' 2
n
b
5 G f2n5 n & n
 
Il en r,esulte que ' 2n5  t2n5 pour tout n6 La fonction t constitue donc une majoration
du co:ut de l.algorithme6
Th0eor4eme !*!*6 0123 Soit t E N !" R
!
une fonction croissante au sens large 8a partir
d:un certain rang; telle qu:il existe des entiers n
 
# O; b # P et des r=eels a & Q; et
d & Q et une fonction f E N !" R
!
pour lesquels
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5 F d
t2n5 F at2
n
b
5 G f2n5 n & n
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une puissance de b
Supposons de plus que f2n ! cn
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D'em 0 voir +',-.  
Remarque 0 on trouve dans l6ouvrage de Beauquier9 Berstel et Chr<etienne +',-
davantage de r<esultats.
 !"! APPLICATION
+
A LA TRIANGULATION DE DELAUNAY ""
t
TD
 
TD
!
r"egion modi*"ee
lors de la fusion
Figure &'() R!egions modi*!ees par une fusion0
Corollaire  ! !8 Si l3on peut remplacer r!ecursivement le probl8eme de taille n par deux
probl8emes de taille
n
 
et si la fonction f qui permet de fusionner les solutions des deux
probl8emes partiels en la solution du probl8eme origine est de la forme f*n+ , cn
k
*log
 
n+
q
avec k $ (; alors l3algorithme de r!esolution du probl8eme est lin!eaire0
D!em >
 
k $ (
a , b , /
, a ' b
k
, t*n+ , )*n
log
 
 
+ , )*n+
d1apr4es le th8eor4eme &'&'('  
 !" Application ,a la triangulation de Delaunay
Ce paragraphe constitue une introduction au chapitre = qui pr8esente de nouveaux
algorithmes de triangulation de Delaunay' Les justiEcations qui suiventF n1ont pas
de valeur math8ematiqueF mais permettent de comprendre intuitivement les r8esultats
th8eoriques d8emontr8es dans les chapitres suivants'
 !"!# Am&elioration de la complexit&e en moyenne
Si l1on observe la fusion de deux sousJtriangulations DT
$
et DT
 
s8eparables par une
droite *voir Figure K'=+F on s1aperLcoit que cette proc8edure ne modiEe en g8en8eral que
les arMetes proches de l1enveloppe convexe des deux sousJtriangulations' Pratiquement
toutes les arMetes situ8ees au coeur de DT
$
et de DT
 
restent intactes' Rappelons
queF dans l1hypoth4ese d1une distribution uniforme de n sitesF le nombre d1arMetes de
l1enveloppe convexe *P(Q=R page (=(+ d1un carr8e est proportionnel 4a log nF celui d1un
cercle proportionnel 4a
!
p
n' Plus g8en8eralementF le nombre de sites 4a la distance maxiJ
male constante t de la fronti4ere d1un carr8eF est proportionnel 4a
 
p
n' DoncF en admettant
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que la complexit,e de la fusion des deux sous1triangulations soit proportionnelle 4a
 
p
n5
le calcul de toute la triangulation prendra un temps lin,eaire d6apr4es le Corollaire 8989:
;faire k < :"= et q < >?9 C6est cette constatation intuitive qui nous a fait concevoir les
algorithmes pr,esent,es dans le chapitre B5 dans lequel on essaie de d,ecouper le domaine
avec des cellules de la forme la plus carr#ee possible9 Une analyse rigoureuse de la com1
plexit,e est faite dans les chapitres B et F9 Les v,eriHcations exp,erimentales sont faites
dans le chapitre I9
 !"!# Analyse en moyenne de l.algorithme de Lee et Schachter
On se place dans l6hypoth4ese d6une distribution uniforme dans un carr,e unitaire9 Dans
l6algorithme de Lee et Schachter M:N:O5 on divise r,ecursivement le domaine en bandes
verticales9 Une ,etape de division consiste 4a couper selon le sens vertical toutes les
bandes existantes9 le processus s6arrPete quand il ne reste plus qu6un point par bande5
les bandes auront alors une largeur de l6ordre de
 
n
9 Il y a ;log n? ,etapes de division9
Au bout de
logn
$
,etapes5 les bandes auront une largeur d6environ
 
p
n
9 Donc toutes
les bandes5 dans la moiti,e inf,erieure de l6arborescence de division5 auront une largeur
inf,erieure ou ,egale 4a
 
p
n
9
La longueur moyenne d6une arPete de Delaunay5 avec les hypoth4eses ci1dessus5 est
l,eg4erement sup,erieure 4a
 
p
n
9 Il n6est pas choquant de supposer que5 lors de la fusion de
deux sous1triangulations DT
 
et DT
$
5 toute la partie situ,ee 4a une distance inf,erieure 4a
 
p
n
de la droite de s,eparation de DT
 
et DT
$
5 sera enti4erement modiH,ee9 En particulier5
toutes les bandes de largeur inf,erieure ou ,egale 4a
 
p
n
seront enti(erement modiH,ees9
Calculons le travail n,ecessaire pour eTectuer toutes les fusions de la moiti,e
inf,erieure de l6arborescence9 Il y a
logn
$
niveaux et le travail pour chaque niveau est
proportionnel 4a n car les bandes sont enti4erement modiH,ees9 Le travail total sera au
moins en n!
logn
$
< U;n log n?9
Ohya5 Iri et Murota M:BWO d,emontrent que l6ensemble des processus de fusion
dans l6algorithme de Lee et Schachter est en moyenne en U;n log n?5 mPeme dans
l6hypoth4ese d6une distribution uniforme9 Les r,esultats exp,erimentaux du chapitre I
le conHrment9
Chapitre (
NOUVEAUX ALGORITHMES DE
TRIANGULATION DE
DELAUNAY
 Un bon algorithme est comme un couteau tranchant 1 il
fait exactement ce qu5on attend de lui avec un minimum
d5e8orts9 L5emploi d5un mauvais algorithme pour r<e=
soudre un probl>eme revient >a essayer de couper un steak
avec un tournevis A vous Bnirez par obtenir un r<esultat
digesteD mais vous accomplirez beaucoup plus d5e8orts
que n<ecessaireE FCormenD Leiserson et RivestI JKLM9
Comme le faisait remarquer T. Lambert dans sa th4ese 56789: il existe une multi<
tude d=algorithmes de triangulation de Delaunay qui ne prBesentent parfois que des
diCBerences microscopiques. Nous proposons dans ce chapitre une amBelioration impor<
tante de l=algorithme de Lee et Schachter Gen pratique 7 4a H fois plus rapideI et en
donnons plusieurs variantes. Dans le chapitre suivant: ces nouveaux algorithmes seront
comparBes avec les meilleurs algorithmes de triangulation de Delaunay: d=apr4es l=Betude
comparative de Su et Drysdale 56KL9 56KK9 faite en 6MMN.
 !" Algorithme de Lee et Schachter
 !"!" Description
Cet algorithme 56H69 a dBej4a BetBe BevoquBe dans le paragraphe 6.P.8. Il calcule une trian<
gulation de Delaunay avec une mBethodologie du type RDivide<and<ConquerS. Il faut:
dans un premier temps: trier les sites selon l=ordre lexicographique Gselon les x crois<
sants: et en cas d=BegalitBe: selon les y croissantsI. L=ensemble des points triBes est alors
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Figure &'() Division en bandes *el*ementaires/
divis-e r-ecursivement en deux parties s-eparables par une droite verticale
 
8 et de m9eme
taille :;a une unit-e pr;es< jusqu?;a ce que les sous@ensembles ne contiennent qu?un seul
site :Figure &'(<' Les bandes -el-ementaires adjacentes sont alors fusionn-ees par paires
de telle sorte que la triangulation des points contenus dans chaque bande r-esultante
soit de Delaunay' L?algorithme de fusion a -et-e d-etaill-e dans le paragraphe F'G' Ce
processus est it-er-e jusqu?;a obtention de la triangulation de Delaunay de l?ensemble S
total :Figure ('I<'
 !"!# Sch'ema de l-algorithme
On suppose que les sites ont -et-e rang-es dans un tableau sans point double lors d?une
Etape 8 K l et r repr-esentent les extr-emit-es du tableau courant dans chaque fonction8
et l?on pose # L d:l M r<$Ge' LL ou RL :resp' LR ou RR< est l?ar9ete extr9eme gauche
:resp' droite< de la triangulation courante :voir Figure &'G :I<<'
Etape 9 : Tri lexicographique du tableau de sites
Etape H : Triangulation
Fonction Delaunay:l8 r<
Coupe :l' r' LL'RR<
Fonction Coupe:l' r' LL'RR<
Si :l L r< alors
LL L RR L NULL
Sinon
Coupe :l' #" (' LL'LR<
Coupe :#' r'RL'RR<
Fusionne(d :l' r' LL'LR'RL'RR<
 
En fait& cette droite peut parfois /etre l1eg3erement oblique pour s1eparer les points ayant m/eme
abscisse8
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RR
HH
RL
HB
LL
BB
BH
LR
LL
LR RR
RL
LL
BB
BH
LR RR
HH
RL
HB
I
II a"
II b"
Figure &'() Notations des ar*etes extr*emes dans une fusion /
0I2 fusion monodirectionnelle
0II2 fusion bidirectionnelle / a2 horizontale8 b2 verticale:
 !"!# Complexit-e
Elle est la somme de deux termes ) le temps du tri et le temps de calcul de la triangu6
lation'
 !"!1!" Complexit:e dans le pire des cas
7' Le tri lexicographique ;&<= peut >etre e?ectu@e en ABn log nC'
(' La complexit@e dDune fusionF dDaprGes le Th@eorGeme I'J'7'dF est lin@eaire par rapport
au nombre total de sites des deux triangulations Ga fusionner' En appliquant le
Th@eorGeme J'J'7 sur la complexit@e des algorithmes du type Divide6and6Conquer
Bavec a P b P (F k P 7 et q P QCF on d@eduit que la complexit@e du processus
complet de triangulation est en OBn log nC' DDautre partF si lDon dispose n points
sur une portion de spirale logarithmiqueF on peut montrer par un raisonnement
quasi6identique Ga celui du paragraphe &'('I'7 que la complexit@e du processus
complet de triangulation est en RBn log nC' La borne exacte est donc ABn log nC'
LDalgorithme de Lee et Schachter est donc en ABn log nC'
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*+5+6+7 Complexit@e en moyenne
On suppose que la distribution des points est uniforme1
21 Le tri lexicographique 89:;< puisque la distribution est uniforme< peut =etre e>ectu?e
en temps moyen lin?eaire Aa lBaide dBun tri par paquets
 
par exemple C89:; page 2::D1
E1 En ce qui concerne le processus de triangulation< Ohya< Iri et Murota ont montr?e
829I; quBil est< m=eme en moyenne< en JCn log nD1
LBalgorithme de Lee et Schachter est donc< m!eme en moyenne< en LCn log nD1
 !" Algorithme bas0e sur un "d4tree
 !"!# Description
Le d?ecoupage r?ecursif des n sites selon une direction unique produit des bandes ?el?eM
mentaires trAes longues et trAes ?etroites1 La fusion de ces bandes engendre un assez grand
nombre de triangles qui nBont pratiquement aucune chance dBappartenir Aa la trianguM
lation Onale< ?etant donn?e leur forme excessivement allong?ee CFigure 21RD1 P1 Volino
82RU; avait d?ejAa fait cette remarque dans son m?emoire de D1E1A11 Il sugg?erait alors
dBe>ectuer un d?ecoupage crois?e< mais sans trouver la structure de donn?ees permettant
de le r?ealiser1
LBalgorithme de Lee et Schachter perd beaucoup de temps< au fur et Aa mesure
des fusions entre bandes adjacentes de m=eme direction< Aa d?etruire et reconstruire des
triangles1 Ceci est fondamentalement d=u au principe de d?ecoupage par bandes uniM
directionnelles Cvoir la d?emonstration de Ohya< Iri et Murota 829I; et aussi la justiOcaM
tion intuitive du paragraphe Z191ED1
Pour optimiser lBalgorithme pr?ec?edent< nous proposons de diviser le plan selon
un autre processus< qui ?evite la cr?eation de bandes ?etroites [ la division selon un EdMtree
Cvoir paragraphe E1ED1 Les rectangles ainsi obtenus sont ensuite fusionn?es par paires
dans lBordre inverse de leur cr?eation1 Les sousMensembles obtenus par XMdivision Cresp)
Y MdivisionD sont fusionn?es par XMfusion Cresp) Y MfusionD Ccf1 Figure 91ZD1
Un autre avantage de cet algorithme est de diminuer consid?erablement les
risques en ce qui concerne lBimpr?ecision num?erique [ en e>et< on manipulera beaucoup
moins souvent des triangles dont les extr?emit?es sont quasiment align?ees1
 
C!est une technique de hachage.
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Figure &'() Triangulation de Delaunay bas0ee sur un 1d2tree3
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Fusions au niveau k
Fusions au niveau k  )
Fusions au niveau k  *
Fusions au niveau k  +
Figure &'() Divisions et fusions selon un +d-tree/
 !"!" Sch&ema de l,algorithme
On suppose que les sites ont 2et2e rang2es dans un tableau sans point double lors d6une
Etape 9 7 l et r repr2esentent les extr2emit2es du tableau courant dans chaque fonction= et
l6on pose " > d?l@rA#Be' LL ou RL ?resp' LR ou RRA est l6arCete extrCeme gauche ?resp'
droiteA de la triangulation courante' BB ou HB ?resp' BH ou HHA est l6arCete extrCeme
basse ?resp' hauteA de la triangulation courante ?voir Figure &'B ?IIAA' MergeStatus est
une variable quadrivalente qui indique la position relative des deux triangulations Fa
fusionner ?voir remarque paragraphe G'G'BA'
Etape : ; Tri selon un !dDtree du tableau de sites
Etape ! ; Triangulation
Fonction Delaunay?g= dA
Xcoupe ?l* r* LL*RR*BB*HHA
Fonction Xcoupe?l* r* LL*RR*BB*HHA
Si ?l > rA alors
LL > RR > BB > HH > NULL
Sinon
Ycoupe ?l* "" L* LL*LR*BB*BHA
Ycoupe ?"* r*RL*RR*HB*HHA
FusionneBd ?MergeStatus* l* r* LL*LR*RL*RR*BB*BH*HB*HHA
Fonction Ycoupe?l* r* LL*RR*BB*HHA
Si ?l > rA alors
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O
M
V
cercle osculateur
en M
y
x
spirale
logarithmique
Figure &'&( Propri%et%es de la spirale logarithmique1
LL ) RR ) BB ) HH ) NULL
Sinon
Ycoupe .l' ( /' LL'LR'BB'BH0
Ycoupe .(' r'RL'RR'HB'HH0
Fusionne3d .MergeStatus' l' r'BB'BH'HB'HH'LR'LL'RR'RL0
RR)LR
LL)RL
 !"!# Complexit-e
Elle est la somme de deux termes ( le temps de construction du 3d=tree et le temps de
calcul de la triangulation'
 !"!5!9 Complexit/e dans le pire des cas
/' La construction du 3d=tree est en >.n log n0 .voir paragraphe 3'3'A0'
3' Nous allons montrer que la complexitDe dans le pire des cas du processus total
de fusion est en F.n log n0' Pour celaH nous allons Detudier la triangulation de
Delaunay de n sites rDepartis sur une portion de spirale logarithmique'
La spirale logarithmique dKDequation en coordonnDees polaires 3 ) ae
m!
a de nom=
breuses propriDetDes .Figure &'&0 (
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Figure &'() Triangulation sur une por-
tion de spirale/
portion de spirale
Figure &'*) D1ecoupage induit par le +d-
arbre/
,a. La tangente en M fait un angle V constant avec la droite OM ,tan V 9
 
m
.'
,b. Le cercle passant par M et centr<e au centre de courbure en M contient toute
la section de la spirale situ<ee avantM ,au sens de l=abscisse curviligne.> toute
la section de la spirale apr5es M est ?a l=ext<erieur de ce cercle'
,c. Le cercle circonscrit ?a trois sites M
i
A M
j
et M
k
,i % j % k. situ<es sur la
spirale contient toute la partie de la spirale avant M
k
> toute la partie de la
spirale apr5es M
k
est ?a l=ext<erieur de ce cercle'
Il en r<esulte que construire la triangulation de Delaunay d=un ensemble de sites
M
i
situ<es sur une portion de spirale consiste ?a relier le site M
 
?a tous les autres
sites M
j
,j  9 G.A puis ?a relier chaque site M
i
?a son suivant M
i! 
' AinsiA si
l=on ajoute un site sur la spirale avant M
 
A il n=y a plus un seul triangle valide
,Figure &'(.'
Consid<erons par exemple la spirale d=<equation ( 9 e
$
'
 
x,+. 9 e
$
cos +
y,+. 9 e
$
sin +
!
 
x",+. 9
p
+e
$
cos,+ L
%
"
.
y",+. 9
p
+e
$
sin,+ L
%
"
.
Les abscisses et les ordonn<ees sont strictement croissantes sur l=intervalle M$
%
"
-
%
"
N'
Supposons que l=on r<epartisse n sites sur cette portion de spirale' Le +dParbre va
d<ecouper cet ensemble en cellules qui ont la propri<et<e suivante ) si l=on consid?ere
les sites d=une celluleA ils sont soit tous avant les sites d=une autre cellule ,au
sens des relations %
V
et %
H
du paragraphe +'+'+.A soit tous apr5es ,Figure &'*.'
Par cons<equentA lors de la fusion de deux cellulesA tous les triangles de l=une ou
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de l#autre seront d+etruits- On a donc l#+equation de r+ecurrence suivante 2voir
Paragraphe 7-78 9
T 2n8 : ;T 2
n
;
8 < =2
n
;
8 T 2n8 ! =2n log n8
Le processus complet de fusion a une complexit+e dans le pire des cas en
=2n log n8-  
Remarque ; on peut aussi d+emontrer ce r+esultat en r+epartissant n points sur
une portion de paraboleC ainsi que sur certaines courbes convexes-
Comme cet algorithme est aussi en O2n log n8 pour la raison +evoqu+ee dans le
paragraphe E-F-G-FC le processus de fusion est exactement en H2n log n8-
L#algorithme est optimal en H2n log n8-
 !"!<!" Complexit/e en moyenne
On suppose que l#on a une distribution quasiIuniforme dans un carr+e unitaire 2voir
paragraphe J-F8-
F- Bien que la distribution soit quasiIuniformeC le temps de construction du ;dItree
reste en H2n log n8-
;- D#aprMes le Corollaire G-7-FC la complexit+e de la fusion de deux triangulations
est proportionnelle au nombre de sites inachev+es- On peut donc appliquer le
th+eorMeme J-J-F et on d+eduit que la complexit/e en moyenne de lHensemble
du processus de fusion est lin/eaire! On peut aussi trouver une analyse de
complexit+e sp+eciOque au cas bidimensionnel dans l#article PFG7Q de Lemaire et
Moreau inclus dans l#annexe F-
L#algorithme reste en H2n log n8 mTeme en moyenneC Ma cause de la construction du ;dI
tree- MaisC comme les r+esultats exp+erimentaux du chapitre U le conOrmentC le calcul de
la triangulationC bien que lin+eaire en moyenneC prend plus de temps que la construction
du ;dItree qui est en H2n log n8C et on l#a v+erif+e pour des ensembles atteignant FV
millions de sites- GlobalementC la complexit+e en moyenne de l#algorithme reste +egale Ma
celle de l#algorithme de Lee et SchachterC mais on a consid+erablement am+elior+e la phase
de triangulation qui est de loin celle qui consomme le plus de temps- Les r+esultats
exp+erimentaux du chapitre U le montrent plus pr+ecis+ement-
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Remarque : Shewchuk '()*+ a r.ecemment impl.ement.e cet algorithme et les r.esul8
tats exp.erimentaux qu;il obtient sont comparables aux n=otres >voir chapitre @AB Son
programme permet aussi l;utilisation d;une arithm.etique exacte adaptative '()D+ '()E+F
l;ajout incr.emental d;ar=etes de contrainteF la destruction d;ar=etes ext.erieures ou in8
t.erieures Ha un contour donn.eF l;ajout incr.emental de nouveaux sites pour rendre la
triangulation conformeBBB Shewchuk montre aussi exp.erimentalement que cet algo8
rithme pose moins souvent des problHemes vis8Ha8vis de l;impr.ecision num.erique que
celui de Lee et SchachterB En eLetF celui de Lee et SchachterF parce qu;il triangule
des bandes extr=emement .etroitesF doit souvent d.eterminer la position d;un point par
rapport Ha un segmentF alors que les extr.emit.es du segment et ce point sont presque
align.es >voir par exemple Mgure (BNF cadre DAB Les risques d;erreur sont donc plus im8
portants que dans l;algorithme bas.e sur le *d8tree qui .evite la plupart de ces triangles
trHes aplatis >voir par exemple Mgure OBDF cadre DAB
 !" Algorithme bas0e sur un random 4d5tree
Pour gagner du temps dans la construction de l;arborescence des sitesF on peut utiliser
un random &d'treeB Pour Xdiviser >ou Y diviserA un ensemble de sitesF on utilise le
site situ.e au milieu du tableau pour eLectuer le partageB En g.en.eralF ce n;est pas le
m.edian
 
F on le baptise faux m-edianB Pour pouvoir reproduire le sch.ema de d.ecoupage
lors de la triangulationF on stocke dans un second tableau les indices de ces Qfaux
m.ediansR utilis.es dans chaque divisionB L;algorithme de construction du random *d8
tree est semblable mais plus simple que celui du paragraphe *B*BEB Il suTt que tous
les .el.ements inf.erieurs >pour les relations d;ordre (
x
ou (
y
A >respB sup.erieursA au faux
m.edian soient avant >respB aprHesA dans le tableauB On stocke l;indice du faux m.edian
dans un deuxiHeme tableauB Ces indices sont stock.es suivant l0ordre pr-e2x-e '(@)+ de
parcours du *d8treeB L;algorithme de triangulation est presque identique Ha celui du
paragraphe OB*B*B Pour obtenir les Qfaux8m.ediansR )F il suTt de prendre les indices
stock.es dans le second tableauF en partant du d.ebut du tableauB
Le temps de construction du *d8tree est plus faible >voir annexe EB(AF mais
l;arborescence n;est plus .equilibr.eeB Cet algorithme a .et.e test.e dans le chapitre @B
Remarque : Luc Devroye m;a fait remarquer qu;il a d.emontr.e avec Chanzy 'EE+ en
(NNE que la somme des p.erimHetres des cellules d;un random *d8tree est en moyenne en
Z>n
p
 !!"
#
A  Z>n
!""#
A et que F en utilisant le th.eorHeme [B[B(F on d.eduit que la complexit.e
en moyenne de l;ensemble du processus de fusion est en O>n
p
 !!#
#
A  O>n
$"!#
AB Ce
n;est .evidemment pas une borne inf.erieure carF comme la hauteur d;un random *d8
tree '[[+ est logarithmiqueF le processus de fusion estF m=eme dans le pire des casF en
 
Seul son indice est m,edian parmi les indices du tableau1
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O n log n$% Calculer la complexit1e en moyenne du processus de fusion de l6algorithme
bas1e sur un random 9d:tree reste donc un probl;eme ouvert% Le graphique ?%@ de l61etude
exp1erimentale permet mAeme de douter de la lin1earit1e du processus B
 !" Algorithme bas0e sur un adaptive 6d7tree
AdamD Elbaz et Spehner ont propos1e cette variante et ils montrent que la complexit1e
en moyenne de la phase de triangulation de l6algorithme bas1e sur un adaptive 9d:tree
est aussi lin1eaire I@J IKJ%
Pour encore am1eliorer la phase de triangulationD on peut utiliser un adaptive
+d,tree% Sa construction se d1eduit de celle du 9d:tree% Apr;es la division de chaque
domaineD il faut calculer le rectangle englobant des deux nouveaux domaines pour
trouver les nouvelles directions de division  elles se font orthogonalement au plus grand
cAot1e$% Pour pouvoir retrouver le sch1ema de d1ecoupage lors de la triangulation  l6ordre
des fusions est l6inverse de celui des divisions$D on stocke dans un second tableau les
directions de divisionD par exemple NO  resp% :O$ pour une division selon les abscisses
 resp% ordonn1ees$% Ces valeurs sont stock1ees suivant l/ordre pr0e1x0e IO?PJ de parcours
du 9d:tree% L6algorithme de triangulation est presque identique ;a celui du paragraphe
Q%9%9% Il suSt seulementD quand on veut fusionner deux cellulesD de consulter le tableau
auxiliaire qui nous indique si la fusion se fait verticalement ou horizontalement%
Le temps de construction de l6adaptive 9d:tree est plus important  voir an:
nexe E%O$% Mais les cellules produites par le d1ecoupage sont de forme presque carr1ee%
AinsiD les fusions des triangulations de Delaunay contenues dans ces cellules d1etrui:
ront peu d6arAetes% Le travail n1ecessaire pour construire la triangulation de Delaunay
du semis sera moins importantD comme le conVrment les r1esultats exp1erimentaux du
chapitre ?%
 ! Algorithme bas0e sur un random adaptive 6d7
tree
Pour acc1el1erer la construction de l6arborescence des sitesD on peut utiliser un random
adaptive +d,tree% L6algorithme se d1eduit des paragraphes Q%@ et Q%K% Lors de la cons:
truction du random adaptive 9d:treeD il faut stocker dans un tableau auxiliaire les faux
m1edians ainsi que les directions de division% Pour optimiser la gestion de la m1emoireD
il suSt de stocker l6indice du site selon lequel on eWectue la divisionD aWect1e d6un signe
N  resp% :$ si la division se fait selon le sens vertical  resp% horizontal$% Quand on
veut fusionner deux cellulesD on consulte ce tableau auxiliaire qui indique l6indice selon
lequel on doit diviser le tableau des sites et la direction selon laquelle on doit fusionner
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Figure &'() Fusions selon un quadtree - fusions horizontales des cellules 2 et 34 puis
des cellules 6 et 74 fusion verticale des cellules 9 et :;
les deux sous/ensembles'
Les avantages et les inconv8enients se d8eduisent des paragraphes pr8ec8edents )
le temps de construction est plus faible <voir annexe E'>?@ car on ne calcule pas le
vrai m8edian@ mais lAarborescence peut Betre l8egCerement d8es8equilibr8ee' Les r8esultats
exp8erimentaux sont donn8es dans le chapitre E'
Remarque ; Calculer la complexit8e en moyenne du processus de fusion de lAalgorithme
bas8e sur un random adaptive Gd/tree est un problCeme ouvert' Toutefois@ le graphique
E'I de lA8etude exp8erimentale semble montrer la lin8earit8e du processus'
 !" Algorithme bas0e sur un quadtree
Cet variante J>(&K a 8et8e propos8ee par C' Simon et P' Brehmer <Ouvrages dAArt@ SETRA?
aprCes lecture du rapport technique J>IIK pr8esentant le calcul de la triangulation de
Delaunay Ca lAaide dAun Gd/tree'
Comme dans tous ces algorithmes@ les fusions ont lieu dans lAordre inverse du
d8ecoupage cr8e8e par le quadtree
 
' Comme le d8ecoupage se fait par quatre et les fusions
par deux@ la Tgure &'( illustre le processus de fusion'
Dans le cas dAune distribution uniforme@ comme la hauteur du quadtree est@ avec
cette hypothCese@ logarithmique@ la complexit8e de lAensemble du processus de fusion est
lin8eaire en moyenne' La d8emonstration se d8eduit trivialement de celle du paragraphe
&'G'I'G avec le Gd/tree'
La complexit8e dans le pire des cas est au moins quadratique ) il suUt de disposer
des points sur un arc de spirale <par exemple celui de la Tgure &'V? de telle sorte que la
hauteur du quadtree soit lin8eaire' Chaque fusion <il y en a n d"etruit tous les triangles
d"ej/a construits d1o/u la complexit"e quadratique du processus6 Mais8 si l1on utilise une
pr"ecision 9nie :le contraire est exceptionnel ; 8 la hauteur du quadtree sera major"ee par
 
Il s#agit du Point Region Quadtree d1ecrit dans le paragraphe 567676
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  le nombre de bits servant .a repr0esenter les coordonn0ees2 L4espace m0emoire et le
temps de construction seront en O6 n7 6voir paragraphe :2;2<7 et par cons0equence la
complexit0e dans le pire des cas du processus de fusion en O6 n72
Le quadtree se construit plus rapidement que le :d@tree 6voir annexe E2;72
Comme ses cellules sont carr0ees les fusions des triangulations de Delaunay contenues
dans ces cellules d0etruiront peu d4arEetes2 Le travail n0ecessaire pour construire la trian@
gulation de Delaunay du semis sera peu important comme le conFrment les r0esultats
exp0erimentaux du chapitre G2 Par contre l4espace m0emoire utilis0e par l4algorithme est
plus important et a un caract.ere al0eatoire2 L4espace m0emoire n0ecessaire ne peut Eetre
pr0evu exactement .a l4avance 6on ne connaEIt qu4une majoration large7 contrairement .a
l4algorithme bas0e sur le :d@tree o.u il peut Eetre calcul0e de faKcon exacte2 Ceci peut Eetre
un handicap dans certaines applications de CAO o.u l4on cherche .a utiliser au maximum
la m0emoire vive2
 !" Algorithme bas0e sur un bucket5tree
L4algorithme est donn0e dans le paragraphe :2<2N il suOt de remplacer TraiterRectangle
par fusionne/d qui est la fonction de fusion bidirectionnelle des sous@triangulations2 Les
fusions se font encore dans l4ordre inverse des divisions2 Cet algorithme dans le cas
d4une distribution de sites dans un carr0e ressemble .a celui de Katajainen et Koppinen
 
Q;;GR2
Cet algorithme est lin0eaire en moyenne avec l4hypoth.ese d4une distribution
quasi@uniforme et en O6n log n7 dans le pire des cas2
Le hachage 6d0ecoupage du domaine en cellules7 0etant extrEemement rapide cette
m0ethode est imbattable pour des distributions uniformes2 Par contre elle perd de
son eOcacit0e pour des distributions comportant de fortes concentrations 6SclustersT7
de sites en certains endroits o.u la m0ethode bas0ee sur un :d@tree r0esiste mieux parce
que plus adaptive .a l4irr0egularit0e de la distribution2 D4autre part l4espace m0emoire
n0ecessaire est un peu plus important qu4avec le :d@tree2
Notons aussi l4algorithme de Dwyer QGWR qui regroupe d4abord les cellules en
colonnes par des fusions verticales puis qui fusionne les colonnes horizontalement
jusqu4.a l4obtention de la triangulation de l4ensemble des sites2 En plaKcant environ
6log n7 points par cellule R2 Dwyer d0emontre que la complexit0e en moyenne est en
O6n log log n7 et la complexit0e dans le pire des cas toujours en O6n log n72 Cet algo@
rithme a 0et0e test0e exp0erimentalement2 La courbe obtenue est asymptotiquement lin0eaire2
 
Dans leur algorithme. chaque cellule 1el1ementaire peut contenir entre 3 et 4 sites. parce qu5ils
choisissent toujours un nombre de cellules qui est une puissance de 4. alors que dans notre algorithme.
les cellules 1el1ementaires contiennent toujours un seul site9
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Mais un terme en loglog est tr*es di,cile *a mettre en /evidence exp/erimentalement3 car
il cro56t trop lentement 7
Dans l9algorithme de Dwyer3 la simple triangulation des cellules avec la m/e>
thode de Lee et Schachter entra56ne une complexit/e en ABn log log nCD En eFet3 il y
a
n
log n
cellules qui contiennent chacune environ Blog nC points3 donc le co5ut de leur
triangulation vaut AB
n
log n
 Blog nC logBlog nCC H ABn log log nCD Aussi3 on peut se
demander si3 en plaJcant en moyenne un point par cellule Bau lieu de Blog nC pointsC3
la complexit/e en moyenne de la triangulation3 avec le sch/ema de fusionnement des
cellules de l9algorithme de Dwyer3 n9est pas lin/eaire 7 C9est un probl*eme ouvert et le
raisonnement Bvoir chapitre NC utilis/e pour analyser l9algorithme bas/e sur le Od>tree ne
permet pas de prouver la lin/earit/e du processusD
 !" Conclusion
Les algorithmes pr/esent/es dans ce chapitre am/eliorent consid/erablement l9algorithme
de Lee et Schachter PQRQSD En eFet3 la fusion bidirectionnelle des sous>triangulations est
beaucoup plus e,cace que la fusion monodirectionnelle et conduit en g/en/eral Bexcept/e
pour quelques distributions pathologiquesC *a une complexit/e lin(eaire en ce qui concerne
la phase de triangulation Bpr/etraitement excluCD La complexit/e dans le pire des cas
reste optimale en ABn log nC Bsauf pour l9algorithme fond/e sur le quadtreeCD D9autre
part3 le code de ces algorithmes est *a peine plus long et les sites qui ne sont pas en
position g/en/erale Balign/es ou cocycliquesC ne sont pas une g5ene pour ces algorithmes
Bils n9entra56nent aucun cas particulier suppl/ementaireCD L9/etude exp/erimentale de ces
algorithmes Bsur un large /eventail de distributionsC ainsi que leur comparaison avec les
TmeilleursU algorithmes de triangulation de Delaunay Bd9apr*es Su et Drysdale PQVVSC
est faite dans le chapitre WD
Chapitre (
UNE CLASSE D0ALGORITHMES
DIVIDE9AND9CONQUER EN
DIMENSION QUELCONQUE
Laurent Schwartz, en -./., dans son cours de 3M5e6
thodes Math5ematiques de la Physique=, avait avou5e son
regret de ne pas vivre dans un espace Aa B dimensions oAu
la formule de la surface de la sphAere
a
est si jolie E-FGHIII
a
Elle est %egale (a  
 
R
!
)
Ce chapitre utilise la notion de site inachev5e introduite par Katajainen et Koppinen
12234 pour l5analyse d5un algorithme de triangulation de Delaunay dans le plan: bas<e
sur un d<ecoupage du domaine =a l5aide d5une grille r<eguli=ere> Ce concept est g<en<eralis<e
=a un espace de dimension quelconque> Des r<esultats probabilistes sont donn<es dans
l5hypoth=ese de distribution quasi@uniforme B probabilit<e qu5un site soit inachev<e: es@
p<erance du nombre de sites inachev<es dans un hyper@rectangle> Les majorations sont
valables dans un espace de dimension quelconque et: si on les applique =a un espace
de dimension E: elles sont meilleures que celles de Katajainen et Koppinen> Ces r<e@
sultats peuvent Fetre utilis<es pour analyser des algorithmes en dimension quelconque:
mais il faut toutefois admettre que ces algorithmes doivent Fetre plus ou moins li<es
=a des triangulations de Delaunay car le concept de Gsite inachev<eH n5a de sens que
par l5interm<ediaire d5une triangulation de Delaunay> Ensuite: un algorithme du type
Divide6and6Conquer: construit sur un kd@tree 12J4 K<equilibr<eL est pr<esent<e> Il est montr<e
que la complexit<e en moyenne O en termes de sites inachev<es O du processus de fusion
multidimensionnelle dans l5hypoth=ese de distribution quasi@uniforme dans un hyper@
cube est lin<eaire 12PQ4 12PJ4> On esp=ere que ce r<esultat pourra Fetre utilis<e pour calculer
une triangulation de Delaunay en dimension quelconque: avec un algorithme Divide6
and6Conquer construit sur un kd@tree> Les chapitres pr<ec<edents montrent l5application
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 a la dimension *+ ainsi que les tr es bons r1esultats obtenus2 En dimension sup1erieure+
la di5cult1e r1eside dans le processus de fusion des sous8triangulations2 Dans la litt1era8
ture+ le processus de fusion n;existe qu;en dimension *2 Cignoni+ Montani et Scopigno
@ABC pr1esentent un algorithme Divide%and%conquer en dimension quelconque+ mais le
processus de construction est incr1emental+ et le probl eme de la fusion en dimension
quelconque n;est pas r1esolu2 Voici cependant quelques arguments qui permettent de
garder espoir F
G2 le travail de th ese de M2 Elbaz @JJC et de B2 Adam @*C montre un algorithme
de construction de la triangulation de Delaunay dans l;espace qui est vraiment
du type Divide%and%Conquer2 Le processus de fusion des sous8triangulations est
correctement d1ecrit+ par contre+ l;analyse de la complexit1e en moyenne n;est pas
faite2 Nous esp1erons que les r1esultats expos1es dans ce chapitre pourront Petre
utilis1es pour cette analyse2
*2 C2 E2 Buckley @RSC propose un algorithme du type Divide%and%Conquer pour cal8
culer une enveloppe convexe en dimension B+ algorithme qu;il g1en1eralise ensuite
 a une dimension quelconque2 Rappelons le lien tr es fort entre le calcul d;une
enveloppe convexe et le calcul d;une triangulation de Delaunay F le calcul d;une
triangulation de Delaunay en dimension n peut Petre ramen1e au calcul d;une en8
veloppe convexe dans un espace de dimension nUGV pour cela+ il su5t de projeter
les points sur un paraboloXYde d;axe orthogonal  a l;hyperplan contenant les points
 a trianguler+ de calculer l;enveloppe convexe de ces points+ de la projeter sur
l;hyperplan initial et on a ainsi la triangulation voulue2
R2 personne n;a jamais montr1e l;impossibilit1e du processus de fusion en dimension
sup1erieure  a *2 Il est probable que beaucoup ont 1et1e d1ecourag1es par son apparente
di5cult1e2
Ce chapitre donne une nouvelle motivation pour chercher un algorithme de fusion de
sous8triangulations en dimension quelconque+ qui permettrait de calculer la triangula8
tion de Delaunay avec une m1ethode du type Divide%and%Conquer2 D;apr es les r1esultats
pr1esent1es ci8dessous+ cet algorithme a toutes les chances d;Petre tr es performant et de
pouvoir rivaliser avec celui de Dwyer @JGC+ qui utilise un pr1epartitionnement des points
selon une grille r1eguli ere2
 !" Hypoth)eses
On suppose que la distribution est quasi8uniforme dans un hypercube unitaire U
k
2 Soit
f la densit1e de probabilit1e de la distribution+ dont les bornes sont des r1eels strictement
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Figure &'() Sites inachev*es dans une sous.triangulation2
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Par exemple9 la probabilit;e qu<un point donn;e soit dans un domaineD est ;egale ?a
Z
D
f '
 !" Sites inachev-es
La notion de site inachev*e a ;et;e introduite par Katajainen et Koppinen C((DE pour
l<analyse d<un algorithme de triangulation de Delaunay dans le plan9 bas;e sur un d;eI
coupage du domaine ?a l<aide d<une grille r;eguli?ere'
Consid;erons par exemple la triangulation de Delaunay plane DT 1S
 
2 de l<enI
semble de points S
 
9 sousIensemble de S 1voir Figure &'(2' Lorsque l<on consid?ere la
triangulation de Delaunay DT 1S2 de l<ensemble S9 on s<aperNcoit que certains points
de S
 
ont la mOeme liste d<adjacence que dans DT 1S
 
2 ) on dit que ces points sont
achev*es dans DT 1S
 
2 relativement 4a DT 1S22 alors que d<autres points 1cercles blancs
sur Figure &'(2 reNcoivent de nouvelles arOetes ou en perdent 1on dit que ces points
sont inachev*es dans DT 1S
 
2 relativement 4a DT 1S2' Intuitivement9 il apparaOQt que les
points inachev;es sont g;en;eralement proches de la fronti?ere de la sousItriangulation'
Dans les paragraphes suivants9 nous donnerons un majorant de la probabilit;e d<Oetre
inachev;e pour un site d<un domaine rectangulaire sous l<hypoth?ese d<une distribution
quasiIuniforme' Ce majorant augmente quand le site se rapproche de la fronti?ere du
 ! CHAPITRE *+ K,DIMENSIONNELS DIVIDE,AND,CONQUER
rectangle qui le contient, Nous donnerons aussi une majoration de l2esp4erance du
nombre de sites inachev4es dans un domaine rectangulaire,
Une formulationmath4ematique de ces di:4erentes notions; que nous avons g4en4era<
lis4ees =a un espace de dimension quelconque; est pr4esent4ee ci<dessous, On note DT ?S@
la k<triangulation de Delaunay d2un ensemble S de sites, Le terme DtriangulationE sera
utilis4e dans ce chapitre; au lieu de k<triangulation,
D6e8nition *+=+> Soient T ?S
 
@ et T ?S
!
@ les triangulations des ensembles S
 
et S
!
/ On
note T ?S
 
@ %
 
T ?S
!
@ si S
 
 S
!
et si T ?S
 
@ contient chaque ar4ete de T ?S
!
@ dont les
extr6emit6es appartiennent 8a S
 
/
D6e8nition *+=+= Soient T ?S
 
@ %
 
T ?S
!
@ deux triangulations et s ! S
 
/ On dit que s
est achev6e dans T ?S
 
@ relativement 8a T ?S
!
@ si l:ensemble des ar4etes adjacentes 8a s dans
T ?S
 
@ et T ?S
!
@ co<=ncident> sinon on dit que s est inachev6e ?dans T ?S
 
@ relativement 8a
T ?S
!
@@/
La premi=ere d4eFnition cr4ee un ordre partiel dans l2ensemble des triangulations,
Remarquons que T ?S
 
@ %
 
T ?S
!
@ n2implique pas que toutes les arHetes de T ?S
 
@ appar<
tiennent =a T ?S
!
@, Remarquons aussi que DT ?S
 
@ %
 
DT ?S
!
@ est 4equivalent =a S
 
 S
!
si S
 
a une triangulation de Delaunay unique,
Proposition *+=+> Soient T ?S
 
@ %
 
T ?S
!
@ deux triangulations/ Un site s ! S
 
est
achev6e dans T ?S
 
@ relativement 8a T ?S
!
@ si et seulement si S
 
contient les extr6emit6es
de toutes les ar4etes adjacentes 8a s dans T ?S
!
@/
D6em C soient ?s' p
 
@;, , , ?s' p
m
@ les arHetes adjacentes =a s dans T ?S
!
@, Si s est achev4e;
alors les extr4emit4es p
i
appartiennent =a S
 
par d4eFnition,
R4eciproquement; supposons que les extr4emit4es p
i
appartiennent =a S
 
mais que s
ne soit pas achev4e, Alors; ?s' p
 
@;, , , ?s' p
m
@ appartiennent =a T ?S
 
@ parce que T ?S
 
@ %
 
T ?S
!
@; mais T ?S
 
@ contient au moins une autre arHete ?s' r@, Puisque le domaine d4elimit4e
par T ?S
!
@ est convexe; il contient enti=erement l2arHete ?s' r@, Par cons4equent; ?s' r@nfsg
coupe M
% soit un des k<triangles ouverts de T ?S
!
@ ayant s pour sommet, Comme un k<
triangle de T ?S
!
@ ne contient aucun site en son int4erieur ?et; en particulier; pas r@;
?s' r@ coupe donc une k<face oppos4ee =a s, Mais; ceci est impossible; puisque cette
k<face appartient aussi =a T ?S
 
@; qui est une triangulation,
% soit une k<face contenant s; ce qui est impossible; puisque cette k<face appartient
aussi =a T ?S
 
@; qui est une triangulation,  
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s
q
t
c
R
k
B
 
B
!
Figure &'() La boule B
$
est vide de sites,
Corollaire  !<!= Soient T *S
%
+ "
 
T *S
$
+ "
 
T *S
&
+ trois triangulations, Un site
s ! S
%
est achev4e dans T *S
%
+ relativement 6a T *S
&
+ si et seulement si il est achev4e 6a la
fois dans T *S
%
+ relativement 6a T *S
$
+ et aussi dans T *S
$
+ relativement 6a T *S
&
+,
D4em 9 la derni0ere condition implique la pr7ec7edente 0a cause de la D7e:nition &'('('
R7eciproquement< supposons que s soit achev7e dans T *S
%
+ relativement 0a T *S
&
+' Si *s$ q+
est une ar@ete dans T *S
&
+< alors q ! S
%
A comme q ! S
$
< et en utilisant la Proposition
&'('C< nous obtenons que s est achev7e dans T *S
$
+ relativement 0a T *S
&
+' En:n< 0a cause
de la D7e:nition &'('(< s est aussi achev7e dans T *S
%
+ relativement 0a T *S
$
+'  
 !" Pavage autour d-un site inachev3e
Pour pouvoir eFectuer des calculs de probabilit7e relativement 0a un site< il est n7ecessaire
de construire un pavage g7eom7etrique :xe autour de ce point< le volume de chaque pav7e
repr7esentant une probabilit7e< 0a une constante multiplicative pr0es'
Lemme  !"!= Si s est un site inachev4e du k<rectangle R
k
= situ4e 6a la distance t de la
fronti6ere de R
k
= alors il existe une k<boule B
$
de rayon
t
$
= centr4ee 6a la distance
t
$
de s=
qui est vide de sites @voir Figure B,CD,
D4em 9 si s est un site inachev7e du kGrectangle R
k
< il existe un site q appartenant 0a
U
k
n R
k
tel que *s<q+ soit une ar@ete de Delaunay dans U
k
' Puisque q est en dehors du
kGrectangle R
k
< la longueur de *s<q+ est sup7erieure 0a t' Comme *s$ q+ est une ar@ete de
Delaunay< il existe une kGboule B
&
vide de sites telle que s et q soient sur sa fronti0ere'
Le diam0etre de cette kGboule est donc sup7erieur 0a t' Soit c le centre de B
&
et B
$
la
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B
 
s
B
!
m
p
!
r
 
#
t
 
ro
r
!
c'one C
B!
*sp% !+
Figure &'() Le c#one C
B,
*sp# $+ est vide de sites+
k,boule dont le centre est sur le segment 6sc7 8a une distance de
t
-
de s' B
-
est incluse
dans B
.
: par suite B
-
est vide de sites'  
Corollaire !*;*< On se place dans les conditions du Lemme 2+3+4+ Soit la boule
B
,
*s# r
,
+ centr8ee en s et de rayon r
,
avec r
,
"
t
-
+ Soit C*sp# $+ le c#one de sommet
s: d;axe de sym8etrie sp et d;angle $ = arccos
r
!
t
+ Alors l;intersection de ce c#one avec la
boule B
,
: soit C
B,
= C # B
,
: est vide de sites ?voir Figure 2+3A+
D8em C soit m un point quelconque appartenant 8a l?intersection des fronti8eres des boules
B
,
et B
-
: o la projection orthogonale de m sur le segment 6sp7: r diamCetralement opposCe
8a s sur la boule B
-
et $ l?angle formCe par les segments 6so7 et 6sm7 *voir Figure &'(+'
cos $ =
sm
sr
=
r
,
t
$ $ = arccos
r
,
t
La portion de cEone C
B,
*sp# $+ est incluse dans B
-
: donc C
B,
*sp# $+ est vide de sites'  
Lemme !*;*> Soit un hypercube inscrit dans une boule B
,
*s# r
,
+ centr8ee en s et de
rayon r
,
+ Chaque face F de l;hypercube est divis8ee en HcellulesI ?ce sont des ?kK4AKcubesA
suivant tous les hyperplans parallLeles aux autres faces de l;hypercube et qui passent par
le centre de sym8etrie de la face F + On appelle pyramide P l;intersection du c#one de
sommet s ayant pour section l;une des HcellulesI ciKdessus avec la boule B
,
+ On a C
4+ la boule B
,
est pav8ee par *kF
k
+ pyramides qui ont toutes m#eme volume+
M+ 'M
,
#M
-
( P n fsg# cos*
 
M
,
sM
-
+ , *d
k/,
-
eb
k/,
-
c+
!,(-
D8em C
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s
s
s
 a"
 b"
 c"
En dimension (
En dimension )
B
C'
D'
A
D
C
B'
A
D
C
B
A'
pyramide
B
A
.cellule2
pyramide
.cellule2
Figure &'() D!ecomposition d,une boule en pyramides3
*' un hypercube est un poly5edre r7egulier inscriptible dans une boule et ceci quelle
que soit la dimension de l;espace <=(>' Il a @=kA faces' Chaque face F subit @k!*A
divisions et se d7ecompose donc en =
k *
EcellulesFG qui sont des @kI*AIcubes' Il y
a donc =k " =
k *
J k=
k
EcellulesF' Sur chaque celluleG on peut construire une
pyramide' La boule B
*
est donc pav7ee par @k=
k
A pyramides qui ont toutes mMeme
volume pour des raisons de sym7etrieG soit V@PA J
V@B
*
A
k=
k
J
!
k
 
r
k
*
k=
k
N@
k
+
O *A
'
En dimension = @voir Figure &'( aAG chaque cMot7e du carr7e est divis7e en deux
segments 7egaux' On a donc S cellules qui donnent naissance 5a S pyramides qui
sont ici des secteurs angulaires' En dimension T @voir Figure &'( bAG chaque face
du cube est divis7ee en ( carr7es 7egaux' On a donc =( cellules qui donnent naissance
5a =( pyramides @voir Figure &'( cA' En dimension (G chaque face est divis7ee en S
cubes 7egaux' On a donc &( cellules qui donnent naissance 5a &( pyramides' ' '
=' soit @s$%&
*
$ ' ' ' $%&
k
A un rep5ere orthogonal tel que ses axes soient orthogonaux aux
faces de l;hypercube et que la norme des vecteurs de base soit 7egale 5a la moiti7e
de la longueur d;un cMot7e de l;hypercube' Sans perte de g7en7eralit7eG on consid5ere
la EcelluleF contenue dans l;hyperplan x J * et dont les coordonn7ees de tous ses
sommets sont positives ou nulles' Soit P la pyramide associ7ee 5a cette cellule @voir
la Figure &'U en dimension TA'
Soit M
*
et M
+
deux points quelconques de PG diV7erents de s' Nous allons
rechercher le maximum de l;angle
 
M
*
sM
+
' Pour trouver ce maximumG il suYt de
faire varier les points M
*
et M
+
parmi tous les sommets de la EcelluleFG section
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s
D"#$#$%&
C"#$#$#&
B"#$%$#&
A"#$%$%&
s"%$%$%&
A
B
D
C
pyramide "s$A$B$C$D&
 !
 
 !
!
cos"AsC& 4
 
p
!
 angle"AsC& ! 56*76
"
cos"BsD& 4
 
#
 angle"BsD& 4 8%
"
 !
#
angle"BsD& - angle"AsC&
Figure &'() Angle maximal au sommet d.une pyramide2
de la pyramide' Ces sommets ont des coordonn6ees de la forme 89! "
9
! "
:
! # # # ! "
k
:
avec "
i
valant < ou 9 pour i variant de = >a k' Soit M
#
89! "
9
! "
:
! # # # ! "
k
: et
M
9
89! '
9
! '
:
! # # # ! '
k
: deux sommets de cette cellule'
cos
 
M
#
sM
9
A
9 B
k
X
i49
"
i
'
i
v
u
u
t
9 B
k
X
i49
"
9
i
v
u
u
t
9 B
k
X
i49
'
9
i
A
N
D
On recherche le minimum de cette expression' Le num6erateur peut prendre des
valeurs enti>eres comprises entre 9 et k' Supposons N A u avec 89  u  k:'
Cela implique queG pour u coordonn6eesG on a "
i
A '
i
A 9 et que pour les autres
coordonn6eesG on nHa jamais "
i
A '
i
A 9' Pour Kxer les id6ees 8sans perte de
g6en6eralit6e:G on suppose que ce sont les u premi>eres coordonn6ees qui valent 9'
cos
 
M
#
sM
9
A
u
v
u
u
t
uB
k
X
i4u;#
"
9
i
v
u
u
t
uB
k
X
i4u;#
'
9
i
A
u
D
u
A
u
p
A
u
p
B
u
A
u
ne peut prendre que des valeurs enti>eres comprises entre u et k' Supposons
A
u
A uB l A A
l
u
Kx6e 8<  l  k " u:' AlorsG B
l
u
ne peut prendre que des valeurs
enti>eres comprises entre u et k " l 8puisque les "
i
et '
i
qui restent ne peuvent
Metre 6egaux >a 9 en mMeme temps:' Pour A
l
u
Kx6eG le d6enominateur D
l
u
est maximal
pour B
l
u
A k " l'
Recherchons maintenant la valeur de l 8<  l  k " u: qui maximise D
l
u
'
D
l
u
A
p
uB l
p
k " l A
p
f
u
8l:
 !"! PAVAGE AUTOUR D-UN SITE INACHEV
3
E 45
f
 
u
 l! " k  u #l " $! l "
k  u
#
 ! "k$u! pair % le maximum est atteint pour l "
k u
 
cos
 
M
!
sM
 
"
#u
u4 k
"
#
5 4
k
u
Le cosinus est minimal pour u " 5  k impair! et vaut
5
k"!
 
"  d
k"!
 
eb
k"!
 
c!
  
!
*! "k$u! impair % le maximum est atteint pour l "
k u !
 
cos
 
M
!
sM
 
"
#u
p
 u4 k 4 5! u4 k  5!
"
#
q
 5 4
k"!
u
! 5 4
k !
u
!
Le cosinus est minimal pour u " 5  k pair! et vaut
5
q
k
 
k" 
 
"  d
k"!
 
eb
k"!
 
c!
  
!
On peut v9eri:er ces r9esultats dans le plan et dans l<espace =a l<aide des Figures @AB
et @ACA  
Corollaire 0121* Si s est un site inachev+e dans le k.rectangle R
k
situ+e 1a la distance t
de la fronti1ere de R
k
4 alors il existe un pavage 7xe d8un voisinage de s par  k#
k
! pav+es
de m:eme volume et tel qu8au moins un de ces pav+es soit vide de sites4 le volume d8un
pav+e +etant
&
k
!
t
k
k #
k
 d
k"!
 
eb
k"!
 
c!
k
!
D
"
k
 
4 5
#
<
D+em > on est dans les conditions du Corollaire @AFA5A On :xe le rayon de la boule B
!
=a
r
!
" t d
k"!
 
eb
k"!
 
c!
 !" 
A On d9ecompose la boule B
!
en pyramides comme indiqu9e dans
le Lemme @AFA#A Soit q l<intersection du segment KspL et de la fronti=ere de la boule B
!
A
Il existe une pyramide P
j
telle que KsqL ) P
j
A
*M + P
j
* cos
!
qsM ,  d
k"!
 
eb
k"!
 
c!
 !" 
"
r
!
t
- *M + P
j
* M + C
B!
 sp* arccos
r
!
t
!
donc P
j
) C
B!
 sp* arccos
r
 
t
!
Comme la portion de cOone C
B!
est vide de sites% le pav9e P
j
est vide de sitesA Il a pour
volume
&
k
!
t
k
k #
k
 d
k"!
 
eb
k"!
 
c!
k
!
D
"
k
 
4 5
#
A  
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 !" Probabilit+e qu/un site soit inachev+e
Le pavage r'ealis'e autour du site s permet de majorer la probabilit'e que le site s soit
inachev'e6
Lemme *+8+9 Supposons que la densit-e de probabilit-e f soit quasi0uniforme avec les
bornes c
 
et c
!
5 Consid-erons un rectangle R
k
! U
k
et DT 7S # R
k
8 '
 
DT 7S85
Si s $ S #R
k
est un sommet situ-e 8a une distance minimale t de la fronti8ere de R
k
9
alors la probabilit-e P 7C
 
8 que s soit inachev-e dans DT 7S #R
k
8 relativement 8a DT 7S8
est au plus ;
P 7C
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' t
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D-em ; on consid=ere la boule B
 
centr'ee en s et de rayon t7d
k" 
!
eb
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!
c8
! "!
? pav'ee par
les pyramides P
j
? j $ @:- k ' 9
k
A6 DCapr=es le Corollaire E6F69? la condition C
 
G que s
est inachev'e dans DT 7S #R
k
8 relativement =a DT 7S8 G entraHIne la condition C
!
G que
au moins un des pav'es ouverts P
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 !5 Esp+erance du nombre de sites inachev+es
En int'egrant la probabilit'e pr'ec'edente sur un domaine rectangulaire? on obtient un
majorant de lCesp'erance du nombre de sites inachev'es dans un hyperrectangle6 Le
Lemme E6L6: et le Corollaire E6L6: donnent respectivement un calcul et une majoration
dCint'egrale? n'ecessaires pour ce calcul probabiliste6
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Remarque 8Luc Devroye< = en utilisant la convexit0e de la fonction log C35@ on obtient
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Remarques( cette borne est meilleure que celle obtenue par Katajainen et Koppinen
dans le plan E%%FG+ Luc Devroye me signale que le th<eorKeme ?+@+% devrait se g<en<eraliser
Ka un ensemble convexe quelconque+ Dans ce cas1 S
k
serait la surface de l;ensemble+
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DIVISION
FUSION
Figure &'() Arborescence sch)ematisant les divisions et les fusions selon un kd3arbre4
 ! Analyse d*une classe de fusions k0dimensionnelles
utilisant la notion de site inachev5e
Dans ce paragraphe1 nous montrons comment les r6esultats pr6ec6edents peuvent 9etre uti:
lis6es pour analyser une certaine classe d<algorithmes Divide3and3Conquer en dimension
quelconque >voir ?gures &'( et &'@A' On trouve d6ejDa dans les chapitres pr6ec6edents une
application au calcul de la triangulation de Delaunay euclidienne en dimension E1 qui
se r6evDele 9etre1 en pratique1 trDes performante'
Th7eor;eme *+*+= Consid)erons un ensemble S de n points r)epartis dans un hypercube
unitaire U
k
de dimension k: avec une densit)e de probabilit)e quasi3uniforme f : de bornes
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A4 Supposons qu<un algorithme fonctionne selon le sch)ema suivant >
divisionC U
k
est divis)e en cellules contenant un seul point en utilisant un kd3tree )equili3
br)e ?@ABCD:
fusionC U
k
est reconstitu)e par fusions successives dans l<ordre inverse du d)ecoupage4
Si la fusion de deux sous3ensembles prend un temps proportionnel au nombre de sites
inachev)es ?par rapport Fa U
k
D: alors la complexit)e en moyenne de l<ensemble du processus
de fusion sera proportionnelle Fa n4
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On consid'ere le niveau p de fusionnement1 Except5e pour le dernier niveau 6
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 !" Conclusion
Le calcul de l@esp5erance du nombre de sites inachev5es dans un k?rectangle= avec une
distribution quasi?uniforme= est un r5esultat th5eorique important en soi= qui peut Letre
 !"! CONCLUSION *"
utilis%e pour analyser divers algorithmes2 algorithmes qui doivent toutefois 5etre plus
ou moins li%es 6a la triangulation de Delaunay car le concept de site inachev)e n9a de
sens que par l9interm%ediaire d9une triangulation de Delaunay: Ces r%esultats peuvent
s9ajouter aux r%esultats probabilistes d%ej6a obtenus par Bern2 Eppstein et Yao BCDE sur la
triangulation de Delaunay en dimension quelconque:
On pourrait essayer de d%emontrer ces r%esultats sur d9autres types de distribuG
tions Hloi normale par exempleI: Mais2 l9int%er5et majeur est dans l9application au calcul
de la triangulation de Delaunay en dimension quelconque avec un algorithme DivideG
andGConquer sur un kdGtree: Cette m%ethode a d%ej6a fait ses preuves en dimension C:
L9algorithme est facile 6a impl%ementer et il est2 comme le conLrme le chapitre M2 parmi
les plus rapides pour des distributions classiques: Un int%eressant sujet de recherche
consisterait 6a appliquer cette m%ethode en dimension quelconque pour obtenir2 apr6es
un tri selon plusieurs directions2 une triangulation dont le temps de calcul serait en
moyenne lin%eaire par rapport au nombre de sites: La diOcult%e se trouve dans la fusion
des sousGtriangulations: Cet algorithme pourrait concurrencer celui de Dwyer HBMQEI2
qui utilise un pr%epartitionnement des points selon une grille r%eguli6ere2 ce qui r%eduit
consid%erablement les possibilit%es d9utilisation d9un tel algorithme:
On pourrait aussi se demander si2 en dimension k2 la connaissance du tri selon k
directions d9un ensemble de points S2 ne permettrait pas d9abaisser la borne inf%erieure
pour la complexit%e dans le pire des cas de la triangulation de Delaunay de S: Ce proG
bl6eme a %et%e %evoqu%e il y a quelques ann%ees par O: Devillers HINRIA2 Sophia Antipolis2
FranceI en dimension C: J9ai pu montrer que2 pour un ordre Lx%e en x et y2 il existe auG
tant de triangulations de Delaunay topologiquement diY%erentes de n sites que de faZcons
de trianguler un polygone convexe2 soit le nombre de Catalan B[ME C
n  
\
 
 n  
n  
!
!
n !
:
Si cette combinatoire est maximale Hje n9ai pas r%eussi 6a le montrerI2 cela laisse supG
poser qu9il peut exister un algorithme lin%eaire dans le pire des cas pour calculer une
triangulation de Delaunay quand on conna5]t les deux ordres en x et en y: Il existe bien
un algorithme lin%eaire pour trianguler un polygone convexe ou m5eme un polygone simG
ple quelconque B^_E: Il est aussi tr6es probable que cet algorithme2 s9il existe2 sera tr6es
sophistiqu%e ` Cela reste actuellement un probl6eme ouvert2 quelle que soit la dimension
de l9espace Hexcept%e le cas trivial de la dimension Q o6u la triangulation de Delaunay
consiste 6a relier les points selon l9ordre dans lequel ils sont tri%esI: Malheureusement2
la m%ethode propos%ee dans ce chapitre ne permet pas d9abaisser cette borne inf%erieure2
m5eme dans le plan: Par contre2 si l9on utilise la distance de Minkowski associ%ee 6a un
polygone convexe Htriangle en particulier2 distance L
!
2: : : I2 Chew et Fortune B_QE ont
montr%e que le calcul de la triangulation de Delaunay dans le plan peut se faire en
OHn log log nI apr6es un tri des sites selon les abscisses et les ordonn%ees:
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Chapitre (
COMPARAISON
EXPERIMENTALE
D6ALGORITHMES DE
TRIANGULATION DE
DELAUNAY
Ce chapitre contient une comparaison exp/erimentale de nombreux algorithmes de trian4
gulation de Delaunay7 Nous a9nons l:/etude faite en <==> par Su et Drysdale @<ABC @<AAC7
Nous conservons les meilleurs algorithmes Ed:aprFes leur /etudeG et les comparons Fa ceux
pr/esent/es dans ce m/emoire7 Pour celaI nous les avons tous recod/es
 
et test/es sur des
ensembles de sites plus importants Ejusqu:Fa A millionsGI avec de nombreux types de
distributions7 Nos conclusions diLFerent quelque peu de celles de Su et Drysdale7
Notons aussi la r/ecente impl/ementation de l:algorithme bas/e sur le Md4tree par
Schewchuk @<AMC7 Ses r/esultats exp/erimentaux sont comparables aux nPotres7 La com4
paraison qu:il eLectue entre l:algorithme de Lee et SchachterI celui bas/e sur le Md4tree
et l:algorithme de balayage conRrme nos conclusions7
 !" La machine utilis/ee
Les tests ont /et/e r/ealis/es sur un supercalculateur CONVEX CWI machine extrPemement
Rable7 Il dispose de M GigaOctets de m/emoire viveI ce qui a permis de trianguler M
!"
sites Eplus de A millionsG avec certains algorithmes7 Il n:utilise pas de m/emoire pagin/eeI
ce qui rend les mesures de temps d:ex/ecution assez Rables Epeu de variations entre
 
Il est important que les programmes soient r/ealis/es par la m0eme personne1 Su et Drysdale ont
utilis/e des codes con7cus de mani8ere di9/erente par des personnes di9/erentes1 Ceci pose probl8eme car
les temps de calcul sont fortement li/es 8a la mani8ere de programmer et en particulier 8a la fa7con de
g/erer la m/emoire1
 ! CHAPITRE *+ COMPARAISON EXPERIMENTALE
deux ex$ecutions d+un m-eme programme sur le m-eme jeu d+essai45 Par contre7 la vitesse
de son processeur est faible5 Elle est <a peu pr<es $equivalente <a celle d+une station de
travail bas de gamme5 Les temps d+ex$ecution sont donc plus longs que ceux obtenus sur
n+importe quelle station de travail ?voir paragraphe A5B5C45 Ceci n+est pas un probl<eme
car l+objectif de ce chapitre est la comparaison des diE$erents algorithmes5
 !" Les algorithmes test/es
Su et Drysdale IJKAL IJKKL ont conclu en JMMC que l+algorithme de Dwyer IAOL ?voir
paragraphe J5B5P4 est le plus rapide et le plus r$esistant aux distributions non uniformes5
Nous avons bien s-ur choisi cet algorithme que nous appelons Dw5 Nous l+avons cod$e
tr<es strictement
 
5
Su et Drysdale n+ont pas test$e l+algorithme de Koppinen et Katajainen IJJAL
mais ils pensent7 en se r$ef$erant aux conclusions de Koppinen et Katajainen7 que ses
performances sont comparables <a celui de Dwyer5 Nous avons cod$e l+algorithme dirig$e
par un bucketTtree ?voir paragraphe C5A47 appel$e bt7 qui7 dans le cas d+une distribution
dans un carr$e7 est tr<es proche de celui de Koppinen et Katajainen5 Il est toujours
au moins aussi bon7 parce qu+il s+adapte aux distributions dans des domaines recT
tangulaires et que le nombre moyen de sites par cellule est toujours J5 On a v$eriW$e
exp$erimentalement que7 plus le nombre moyen m
s
de sites par cellule est grand- plus
l.algorithme est lent2 Katajainen et Koppinen font aussi cette remarque2 Dans leur
algorithme- m
s
varie al9eatoirement entre : et ; parce qu.ils choisissent toujours un
nombre de cellules qui est une puissance de ; et donc l.ajustement est moins bon2
Nous avons cod9e les nouveaux algorithmes pr9esent9es dans ce m9emoire- qui sont
bas9es sur des arbres bidimensionnels2 Le principe est de d9ecouper le domaine suivant
un arbre puis de fusionner les cellules selon deux directions2 Le programme s.appelle
 d si l.on utilise un @dAtree Bvoir paragraphe C2@D- r d si l.on utilise un random @dAtree
Bvoir paragraphe C2ED- a d si l.on utilise un adaptive @dAtree Bvoir paragraphe C2;D-
ar d si l.on utilise un adaptive random @dAtree Bvoir paragraphe C2CD2
Nous avons aussi cod9e swap qui est un nouvel algorithme Fa base d.9echanges
d.arGetes Bvoir paragraphe :2;2: et annexe C2:D2 Une triangulation est obtenue Fa l.aide
d.un @dAtree- puis on la transforme en triangulation de Delaunay en K9echangeantL des
arGetes2
 
R! Dwyer n(en a cod-e qu(une version simpli6-ee o7u il triangule directement avec l(algorithme de
Lee et Schachter les lignes de la grille= alors que cette triangulation directe ne doit s(appliquer qu(aux
cellules de la grille! En revanche= nous avons cod-e l(algorithme exact @ les cellules produites par le
hachage sont triangul-ees selon Lee et Schachter= puis les cellules sont fusionn-ees verticalement par
paires jusqu(7a la triangulation compl7ete des colonnes= et en6n les colonnes sont fusionn-ees horizontaleD
ment par paires jusqu(7a la triangulation compl7ete du semis! Mais= la diF-erence de temps d(ex-ecution
est probablement tr7es faible!
 !"! LES TYPES DE DISTRIBUTIONS UTILIS
0
EES 12
Le programme LS a (et(e cod(e par J-M- Moreau d0apr1es l0algorithme de Lee et
Schachter 7898: ;voir paragraphe =-8>- On peut consid(erer que les algorithmes fond(es sur
des arbres bidimensionnels sont des optimisations de l0algorithme de Lee et Schachter-
Nous utilisons aussi bal le programme de D- HatchG prHet(e 1a l0Ecole des Mines
pour des tests- C0est une impl(ementation de l0algorithme de balayage de Seidel 78L=:
;voir paragraphe 8-M-=> o1u la gestion des (ev(enements est acc(el(er(ee par des techniques
de hachage-
Nous avons aussi test(e Dt qui utilise l0arbre de Delaunay 799: ;voir paragraphe
8-M-N>G impl(ement(e par l0INRIAG en choisissant la version semiRdynamique
 
de cet algoR
rithme incr(emental ;la version dynamique est plus lente et plus gourmande en espace
m(emoire>-
Remarques = sauf pour les programmes que nous n0avons pas r(ealis(es ;bal et Dt>G
on a essay(e de r(eutiliser au maximum les mHemes composants logiciels et de factoriser
au maximum la programmation- En particulierG les structures de donn(ees sont idenR
tiquesG les programmes utilisent la mHeme routine angle ;resp- incircle> pour connaHTtre
la position d0un point par rapport 1a un segment ;resp- cercle> et les fonctions utilis(ees
pour fusionner les sousRtriangulations sont identiques- Ceci rend les comparaisons plus
Uables-
 !" Les types de distributions utilis1ees
Pour eWectuer les testsG on a fait varier le nombre de sites suivant les puissances de
NG jusqu01a atteindre environ Y millions pour certains programmesG la limite (etant la
m(emoire vive de la machine- Les programmes ont (et(e test(es non seulement sur des
distributions uniformes ;dans un carr(e et dans un disque> qui privil(egient beaucoup
certains algorithmes ;en particulier ceux qui utilisent des techniques de hachage>G mais
aussi sur des distributions non uniformes ;au voisinage d0un segment avec diW(erentes
orientationsG d0une croixG d0un arc de cercleG d0un anneauG des coins d0un carr(eG suivant
une loi normaleG avec de fortes concentrations al(eatoires>- En eWetG en pratiqueG les
distributions sont rarement uniformes Z par exempleG dans la repr(esentation d0un terrain
naturelG la densit(e des sites est faible dans les parties platesG importantes dans les
r(egions accident(ees-
Tous les types de distributions utilis(es dans l0(etude de Su et Drysdale 78YY: ont
(et(e repris ciRdessous- On note U;a" b> la distribution uniforme sur le segment 7a" b: et
N;m"&> la distribution normale de moyenne m et d0(ecartRtype &-
 
Un algorithme semi$dynamique ne permet que l/insertion incr2ementale des points alors qu/un
algorithme dynamique en autorise aussi la suppression4
 ! CHAPITRE *+ COMPARAISON EXPERIMENTALE
unif distribution uniforme dans un carr.e unitaire/ sites en 0U01! 23! U01! 2334
ball distribution uniforme dans un disque unitaire/ sites en 0x 6 U01! 23  1#7! y 6
U01! 23  1#73 avec
p
x
 
9 y
 
! 24
corn distribution au voisinage des coins d;un carr.e/
n
!
sites en 0U01! 1#123! U01! 1#1233/
n
!
sites en 0U01#<<! 23! U01! 1#1233/
n
!
sites en 0U01! 1#123! U01#<<! 233/
n
!
sites en
0U01#<<! 23! U01#<<! 2334
diam distribution au voisinage d;un segment oblique/ sites en 0x! y3 avec t 6 U01! 23/
x 6 t9 U01! 1#123  1#117/ y 6 t9 U01! 1#123  1#1174
rect distribution au voisinage d;un segment horizontal/ sites en 0U01! 239U01! 1#123 
1#117! U01! 1#123  1#11734
cross distribution au voisinage d;une croix/
n
 
sites en 0U01! 23! 1#A<7 9 U01! 1#1233/
n
 
sites en 01#A<7 9 U01! 1#123! U01! 2334
arc distribution au voisinage d;un arc de cercle/ sites en 0x! y3 avec t 6 U01!
!
 
3/ x 6
cos t9 U01! 1#123  1#117/ y 6 sin t9 U01! 1#123  1#1174
ann distribution dans un anneau/ sites en 0x! y3 avec t 6 U01! B&3/ x 6 cos t 9
U01! 1#123  1#117/ y 6 sin t9 U01! 1#123  1#1174
norm distribution suivant la loi normale centr.ee d;.ecartCtype 1#12/ sites en 0N01! 1#123!
N01! 1#12334
clus distribution avec FclustersG/ N01! 1#123 en 21 points al.eatoires dans le carr.e uniC
taire4
Remarques B
24 pour cr.eer la distribution uniforme/ il faut choisir un g.en.erateur de nombres al.eaC
toires en type double/ .etant donn.e que les ensembles test.es atteignent H millions
de sites4 Sinon/ on obtient beaucoup de points confondus et la distribution n;est
mJeme plus vraiment uniforme4
B4 on peut g.en.erer une distribution normale centr.ee r.eduite par K
!
X 6
p
 B lnU
"
cos0B&U
 
3
Y 6
p
 B lnU
"
sin0B&U
 
3
avec
!
U
"
6 U01! 23
U
 
6 U01! 23
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LS
swap
quad
Dw
*d
ar*d
bal
Dt
/012*314
03/56*/
7milliers de sites;
633
0333
7secondes;
26 *2*
r*d
a*d
UNIF
bt
Figure &'() Triangulation de Delaunay avec une distribution uniforme4
 !" R$esultats exp$erimentaux et analyse
Le temps total de calcul de la triangulation est la somme du temps de pr5etraitement
et du temps r5eel de triangulation 6on ne tient pas compte du temps de lecture des
coordonn5ees des sites sur disque8 qui est le m9eme quel que soit l:algorithme< )
T
total
= T
pretrait(
> T
triangul(
En g5en5eral8 on peut diminuer T
triangul(
@a l:aide d:un pr5etraitement plus long' Un 5equiliB
bre est @a trouver ) c:est aussi l:objet de ce chapitre' Dans un premier temps8 on va
comparer le temps total de triangulation pour diG5erents algorithmes sur diverses disB
tributions' Dans un second temps8 on va comparer les temps de triangulation8 donc
5etudier comment le pr5etraitement peut diminuer le temps de triangulation'
 !"!# Comparaison des temps totaux de triangulation
Les Hgures &'( et &'I comparent les diG5erents algorithmes sur une distribution uniB
forme8 puis sur une distribution non uniforme avec KclustersL8 c:estB@aBdire avec de
fortes densit5es de sites en une dizaine de points al5eatoires' L:annexe A'( contient des
comparaisons identiques sur d:autres types de distributions'
 ! CHAPITRE *+ COMPARAISON EXPERIMENTALE
Dt
"#$%&'$(
#'")*&"
+milliers de sites3
*''
#'''
+secondes3
%* &%&
bal
LS
swap
Dw
quad
ar&d
r&d
a&d
&d
CLUS
bt
Figure &'() Triangulation de Delaunay avec une distribution en clusters2
Un des algorithmes les plus lents est l5algorithme de balayage bal qui est9 de
plus9 peu stable en fonction des distributions' Une version acc=el=er=ee de cet algorithme a
=et=e mise au point par Kau?mann et Spehner ABBCD' Ses auteurs pr=etendent qu5elle est un
peu plus rapide que l5algorithme de Lee et Schachter9 mais qu5elle reste n=eanmoins plus
lente que la m=ethode bas=ee sur le (dFtree AGD AHD' G'Leach AB(JD a aussi cod=e une version
rapide de l5algorithme de Fortune' Il pr=etend qu5elle est l=egLerement plus performante
que celle de Lee et Schachter' Su et Drysdale ABN&D ABNND concluent La l5inf=eriorit=e de la
m=ethode de balayage par rapport La celle de Dwyer'
L5autre algorithme lent est Dt9 fond=e sur l5arbre de Delaunay' Toutefois9 son
comportement est trLes stable visFLaFvis de l5h=et=erog=en=eit=e de la distribution' Cet algoF
rithme est aussi le seul La Retre dynamique' Une comparaison exp=erimentaled5algorithmes
dynamiques de triangulation de Delaunay est faite dans le chapitre J'
Parmi les algorithmes DivideFandFConquer9 on constate que l5algorithme bt
Uproche de celui de Katajainen et KoppinenW est toujours l=egLerement meilleur que celui
de Dwyer9 luiFmReme nettement meilleur que celui de Lee et Schachter9 et ceci quelle
que soit la distribution'
L5algorithme swap est toujours un peu plus lent que l5algorithme dirig=e par le
(dFtree' Il o?re donc peu d5int=erRet'
 !"! R
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En ce qui concerne les algorithmes fond2es sur des 3d4trees5 on constate que les
versions randomis2ees sont toujours plus rapides 9r4d plus rapide que 4d5 ar4d plus
rapide que a4d:; La version dirig2ee par l=adaptive 3d4tree est l2eg>erement meilleure que
celle dirig2ee par le simple 3d4tree quand la distribution est tr>es fortement irr2eguli>ere
9distribution au voisinage d=un segment horizontal5 d=une croix:; Les algorithmes bas2es
sur les 3d4trees oBrent une bonne stabilit2e vis4>a4vis de l=h2et2erog2en2eit2e de la distribution;
L=algorithme quad5 bas2e sur un quadtree5 a quasiment le mCeme comportement
quel que soit le type de distribution; Il est remarquablement performant5 le plus
rapide sur les distributions non uniformes et presque le plus rapide sur les distributions
uniformes bien que sa complexit2e dans le pire des cas soit la moins bonne;
bt est l2eg>erement meilleur que quad sur des distributions uniformes5 mais ses
performances s=eBondrent sur une distribution en clusters; Pour ce type de distribu4
tions5 les algorithmes bas2es sur les 3d4trees sont meilleurs que bt; Ce comportement
2etait pr2evisible car les algorithmes utilisant des techniques de hachage ne sont tr>es bons
que sur les distributions uniformes;
En conclusion5 l=algorithme bas2e sur le quadtree est le meilleur sur cet 2eventail
de distributions5 suivi par les algorithmes dirig2es par les 3d4trees; L=algorithme fond2e
sur le bucket4tree n=est tr>es bon que sur des distributions uniformes;
 !"!# Comparaison des temps de triangulation sans le pr3e4
traitement
On examine maintenant l=inJuence des diB2erents pr2etraitements sur les algorithmes de
type Divide4and4Conquer; On mesure le temps de triangulation en comptant le nombre
total d=arCetes cr2e2ees; En eBet5 ce nombre est proportionnel au temps de triangulation
et oBre plus de pr2ecision et de Labilit2e que les mesures de temps; Le temps de pr2e4
traitement est la diB2erence entre le temps total du paragraphe pr2ec2edent et le temps
de calcul de la triangulation; Les Lgures M;N et M;O comparent les diB2erents algorithmes
sur une distribution uniforme5 puis sur une distribution non uniforme avec PclustersQ;
On trouve dans l=annexe B;S des tests identiques sur d=autres types de distributions;
L=algorithme LS de Lee et Schachter USNSV est le moins bon; Son comportement
est en W9n log n:5 mCeme sur des distributions uniformes; Ceci corrobore la th2eorie; En
eBet5 Oya5 Iri et Murota ont montr2e que la phase de triangulation5 dans cet algorithme5
est5 mCeme en moyenne5 en W9n log n:;
En ce qui concerne les algorithmes utilisant une grille r2eguli>ere 9Dw et bt:5 leur
comportement est lin2eaire pour une distribution uniforme; Par contre5 pour une distri4
bution en PclustersQ5 leur comportement semble Cetre en W9n log n:; Ceci s=explique Y la
distribution n=2etant pas uniforme5 certaines cellules contiennent un tr>es grand nombre
 ! CHAPITRE *+ COMPARAISON EXPERIMENTALE
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Figure &'() Nombre d'ar)etes cr-e-ees avec une distribution uniforme3
!
&
)
*
(+
(+
, (,
!+
+
+
Dw
LS
CLUS
r!d
!d
ar!d
Sites 2log
 
N6
quad
a!d
y ' &!),
y ' +!&,x 8 (
Ar;etes cr=e=ees > N
bt
Figure &'*) Nombre d'ar)etes cr-e-ees avec une distribution en clusters3
 !"! R
$
ESULTATS EXP
$
ERIMENTAUX ET ANALYSE 1 
de sites et sont triangul,ees directement avec l0algorithme de Lee et Schachter4 Ainsi6
des composantes en 89n log n: vont devenir perceptibles4
Le comportement des algorithmes dirig,es par les <d=trees semble >etre lin,eaire
quelle que soit la distribution 9parmi celles test,ees:4 Pour une distribution uniforme6 ces
r,esultats corroborent la th,eorie4 Pour les autres distributions6 les r,esultats exp,erimen=
taux montrent que ces algorithmes ont une grande capacit,e Ca s0adapter Ca l0h,et,erog,en,eit,e
de la distribution4 Celui bas,e sur l0adaptive <d=tree 9et aussi sur le random adaptive
<d=tree: a presque le m>eme comportement quelle que soit la distribution6 et le nom=
bre total d0ar>etes cr,e,ees est proche de En6 le nombre d0ar>etes d,etruites voisin de n4 Ce
bon comportement s0explique de par la forme presque carr,ee des cellules fusionn,ees4 Le
comportement du <d=tree est un peu moins bon4 Comme il alterne syst,ematiquement la
direction de division6 cela peut produire6 sur des distributions trCes irr,eguliCeres6 des cel=
lules fortement aplaties qui vont g,en,erer des triangles eux=m>emes fortement aplatis et
qui ont peu de chances d0>etre des triangles de Delaunay4 Mais il faut >etre conscient que
la construction de l0adaptive <d=tree est plus longue 9voir annexe E4J: et que6 globale=
ment6 l0algorithme fond,e sur l0adaptive <d=tree est plus lent6 sauf pour des distributions
pathologiques4 Les versions randomis,ees sont moins eKcaces car les cellules ont une
forme moins carr,ee4 Par contre6 la construction de l0arbre randomis,e ,etant plus rapide6
on y gagne souvent globalement4 En mesurant les temps de construction des <d=trees6
on constate que le type de distribution 9parmi celles test,ees: a peu d0inLuence sur le
temps de construction4 La construction est la plus rapide sur certaines distributions
non uniformes6 et presque la plus lente sur la distribution uniforme 9voir annexe E4J:4
Le meilleur algorithme est celui bas,e sur le quadtree4 Il divise r,ecursivement
l0espace en carr,es4 Le bon comportement de l0algorithme est d>u Ca la forme carr,ee des
cellules N les triangles construits auront rarement une forme aplatie 9leur forme sera
d,ejCa proche de celle du triangle ,equilat,eral: et ils seront d,ejCa de bons candidats pour
>etre des triangles de Delaunay du maillage Pnal4 D0autre part6 le majorant obtenu
9voir paragraphe Q4Q: pour la complexit,e en moyenne de la phase de triangulation
est proportionnel au p,erimCetre des cellules6 il est donc minimal pour des cellules de
forme carr,ee4 L0algorithme bas,e sur l0adaptive <d=tree est un peu moins bon 9en ce
qui concerne la phase de triangulation:4 Lui aussi essaie de d,ecomposer le domaine en
cellules de la forme la plus carr,ee possible6 mais cette d,ecomposition ne produit pas
des carr,es parfaits comme avec le quadtree4
 !"!# Comparaison de l0espace m2emoire utilis2e
L0algorithme bas,e sur le <d=tree 9ou celui de Lee et Schachter: est celui qui consomme
le moins d0espace m,emoire4 On peut calculer la triangulation de Delaunay avec une
consommation minimale de SS octets par site en repr,esentant les coordonn,ees d0un site
 ! CHAPITRE *+ COMPARAISON EXPERIMENTALE
par deux r'eels de type double.
L0algorithme de balayage utilise un peu plus de m'emoire 6 en e7et8 il doit stocker
en plus la liste des 'etats et la ;le de priorit'e des 'ev'enements. Nous n0avons pas de
mesures pr'ecises8 n0ayant pas r'ealis'e ce programme.
L0algorithme bas'e sur l0arbre de Delaunay est le plus gourmand8 sa consomma?
tion m'emoire semble @etre six fois plus importante que celle de l0algorithme bas'e sur le
Cd?tree.
Les autres algorithmes d'eriv'es du Cd?tree8 soit ceux fond'es sur l0adaptive Cd?
tree8 le random Cd?tree et l0adaptive random Cd?tree8 exigent un tableau auxiliaire de
n entiers pour m'emoriser les faux?m'edians etDou la direction de division. Le surco@ut
par rapport Ea l0algorithme bas'e sur le Cd?tree est faible.
L0algorithme bas'e sur le bucket?tree8 ainsi que celui de Dwyer8 utilisent une
grille r'eguliEere. Il faut donc construire un tableau de n cellules8 chaque cellule 'etant
la liste cha@Hn'ee des sites qu0elle contient. Le surco@ut en espace m'emoire est mod'er'e et
reste compris entre Cn et In pointeurs. Mais ce pr'etraitement n0est eKcace que sur des
distributions assez uniformes.
Les algorithmes LS8 2d8 a2d8 r2d8 ar2d8 Dw8 bt pr'esentent l0avantage sui?
vant 6 on peut calculer Ea l0avance avec pr'ecision l0espace m'emoire n'ecessaire8 qui reste
relativement modeste. En ce qui concerne l0algorithme bas'e sur le quadtree8 cette
pr'evision n0est plus possible. Dans le paragraphe C.N.O8 en faisant des hypothEeses sur
la dynamique des donn'ees8 on peut donner un majorant de l0espace m'emoire n'ecessaire
mais il est 'elev'e. Nous avons mesur'e exp'erimentalement Qvoir annexe D.NR cet espace
m'emoire. Curieusement8 pour des ensembles de sites dont la taille est comprise entre
NT
 
et NT
!
8 le tableau stockant le quadtree a une taille proche de On cellules Qet m@eme
l'egEerement inf'erieure pour plus de NT
"
sitesR8 et ceci quelle que soit la distribution. Par
contre8 pour des ensembles de moins de mille sites8 on peut parfois observer des pics
compris entre In et Vn Qet m@eme plusWR pour des distributions fortement h'et'erogEenes
Qcorn par exempleR. Pratiquement8 on surmonte ce problEeme en allouant un premier
tableau de taille Vn pour les ensembles de moins de mille points8 Xn entre mille et dix
mille points et In pour les ensembles plus importants. On teste8 lors de chaque inser?
tion8 un d'ebordement 'eventuel. En cas de d'ebordement8 on r'ealloue un tableau un peu
plus grand QCn cellules en plus par exempleR et ainsi de suite jusqu0Ea la construction
complEete.
 !"!" Am%eliorations possibles
 On a observ'e que les versions randomis'ees sont un peu plus rapides8 parce que
le temps de construction de l0arbre est plus faible. Ceci montre qu0en utilisant
 !"! R
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les m$ethodes de construction des .d/trees pr$esent$ees dans les remarques du para/
graphe .4.456 on peut encore acc$el$erer les algorithmes bas$es sur les .d/trees4
 Si l9on triangule directement les cellules d:es qu9elles contiennent moins de quatre
points6 on peut gagner environ <= dans le temps d9ex$ecution des algorithmes du
type Divide/and/Conquer4
 G4Leach DE.FG donne des m$ethodes pour acc$el$erer les algorithmes de type Divide/
and/Conquer4 Il semble que la seule am$elioration nouvelle par rapport :a notre
impl$ementation concerne le processus de fusion des sous/triangulations4 G4Leach
montre que6 dans les calculs de d$eterminant pour tester la position d9un point
par rapport :a un cercle et par rapport :a une droite6 on $evalue plusieurs fois les
mJemes quantit$es4 En stockant dans des variables ces r$esultats interm$ediaires6
on peut r$ealiser une $economie importante dans les calculs :a eMectuer4 Il arrive
:a r$eduire de plus de moiti$e le nombre des op$erations dans la fonction Incircle
Nposition d9un point par rapport :a un cercleO4 Cette fonction est appel$ee environ
P Qn fois avec l9algorithme bas$e sur un .d/tree pour une distribution uniforme4
D9apr:es G4Leach6 le gain de temps est loin d9Jetre n$egligeable4 Cette optimisation
pose cependant quelques probl:emes vis/:a/vis de l9impr$ecision num$erique4 Elle
empJeche l9utilisation des m$ethodes de calcul exact du signe d9un d$eterminant DRG4
 !"!# Performances et perspectives
Disposant pendant quelques jours d9une Silicon Graphics Indy N.TT MHz6 PT MOO6
nous en avons proYt$e pour tester l9algorithme bas$e sur le .d/arbre4 Apr:es une phase
de tri de < secondes6 la triangulation d9un semis de .TT TTT points s9est eMectu$ee en
[ secondes4 La vitesse de triangulation Nen excluant le temps consacr$e au triO est de
l9ordre de <T TTT points par seconde Nenviron QT TTT :a PT TTT triangles par secondeO4
Pour des semis de taille moyenne Nmoins de <T TTT pointsO6 on peut consid$erer que la
triangulation s9eMectue en temps r$eel4 A l9aide des graphiques pr$ec$edents6 on peut ex/
trapoler avec quasi/certitude que l9algorithme fond$e sur le quadtree triangulera .TT TTT
points en R secondes environ Npr$etraitement comprisO6 quelle que soit la distribution4
L9optimisation de G4Leach Npara4 [4545O devrait permettre de s9approcher des Q se/
condes pour .TT TTT points ]
Il y a quelques ann$ees6 on consid$erait que la triangulation $etait une op$eration
longue Nil $etait classique de la lancer le soir pour avoir le r$esultat le lendemain matinO4
Maintenant6 grJace :a l9$evolution des machines et des algorithmes6 la fac^on de travailler
change4 Pour des semis d9une centaine de milliers de points6 il est inutile de stocker
la triangulation sur disque4 En eMet6 le temps n$ecessaire pour la relire :a partir du
disque est plus important que le temps n$ecessaire pour la recalculer4 La triangulation
 !! CHAPITRE *+ COMPARAISON EXPERIMENTALE
de Delaunay en temps interactif 0pour des simulateurs de vol par exemple4 n5est plus
un objectif irr8ealisable9
Il y a quelques ann8ees< l5objectif du million de triangles >a la seconde avait 8et8e
?x8e9 Nous sommes encore loin de cette performance qui 8etait compl>etement utopique
>a l58epoque9 Mais< compte tenu des progr>es constants et rapides dans la vitesse des
processeurs< il n5est pas exclu que< dans quelques ann8ees< cet objectif soit atteint9
 !" Conclusion
L5algorithme bas8e sur le quadtree est remarquablement performant9 On peut cepenE
dant lui reprocher une certaine instabilit8e en ce qui concerne l5espace m8emoire utilis8e
0surtout pour des ensembles de moins de mille points49 Il est tr>es peu perturb8e par
l5h8et8erog8en8eit8e de la distribution9 Il est toujours le meilleur d>es que la distribution
n5est pas parfaitement uniforme9 Il est battu par le bucketEtree< mais de faGcon in?me<
pour une distribution uniforme9 Ensuite< se placent les algorithmes bas8es sur les IdE
trees9 Ils pr8esentent l5avantage de minimiser l5espace m8emoire que l5on peut calculer
avec pr8ecision avant de lancer la triangulation et d5Jetre peu sensibles >a l5h8et8erog8en8eit8e
de la distribution9 Les versions randomis8ees sont un peu plus rapides< parce que le
temps de construction de l5arbre est plus faible9 Les algorithmes de Dwyer et de Lee
et Schachter sont globalement moins bons< Lee et Schachter parce que la triangulation
s5eMectue toujours en N0n log n4< Dwyer parce qu5il s5adapte moins bien aux distriE
butions non uniformes et que< mJeme sur ces distributions< l5algorithme dirig8e par le
bucketEtree le surpasse9
Chapitre (
L*IMPRECISION NUMERIQUE
 To err is human, but to really foul things up, you need
a computer67
Il s#agit l(a d#un des probl(emes les plus cruciaux en G5eom5etrie Algorithmique9
et aussi l#un des principaux enjeux des prochaines ann5ees ;<=>? chap@ ABC@ Comme les
structures g5eom5etriques construites par les algorithmes d5ependent de tests num5eriques9
les probl(emes de pr5ecision ont une importance capitale en G5eom5etrie Algorithmique@ Ils
sont en g5en5eral imputables (a la troncature des nombres par la machine@ Le codage des
r5eels sur machine est r5ealis5e sur un nombre Fni de bits ;unit5e binaires d#informationC et
le nombre de valeurs diI5erentes que peut prendre une variable est donc Fni ;une variable
cod5ee sur b bits peut prendre J
b
valeurs diI5erentesC@ Cela est bien sKur insuLsant
pour pouvoir d5ecrire exactement l#ensemble des r5eels ou des rationnels9 mKeme sur un
intervalle born5e donn5e@ Sauf les cas discrets o(u la variable vaut exactement la valeur
souhait5ee9 cette variable approche cette valeur avec une erreur dont la valeur maximale
est l#erreur machine@
Les approximations qu#impliquent les calculs Nqui ne tombent pas rondO au
sens de la machine engendrent des erreurs num5eriques qui sont ampliF5ees au fur et (a
mesure de l#enchaKPnement des op5erations@ Ces erreurs restent souvent n5egligeables dans
la plupart des applications o(u seule la vision Ncalcul num5eriqueO est consid5er5ee9 grKace
(a une Ncontinuit5eO du comportement qui fait qu#une erreur minime en entr5ee provoque
une erreur minime en sortie@ Mais9 ce n#est g5en5eralement pas le cas en g5eom5etrie
algorithmique ;et mKeme en analyse num5eriqueC@
On est souvent amen5e (a faire des alternatives sur des crit(eres num5eriques repr5esenT
tatifs de la g5eom5etrie des donn5ees@ Par exemple9 entre un point et une droite9 on
cherche (a savoir si le point est dessus9 dessous ou sur la droite@ Ces alternatives cr5eent
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des #discontinuit*es+ dans le comportement de l1algorithme qui5 si par malheur l1erreur
fait passer d1un c7ot*e 8a l1autre5 donnera au programme une r*eponse totalement inadap9
t*ee: En particulier5 le test d1*egalit*e stricte risque de g*en*erer des r*eponses souvent
hasardeuses: Un point peut aussi 7etre d*eclar*e int*erieur ou ext*erieur 8a une r*egion5 par
simple changement du contexte dans lequel les calculs sont e?ectu*es @dynamique des
donn*ees
 
5 rotation5 nombre de bits dans les calculs5: : : B:
Par exemple5 l1algorithme de Bentley et Ottman GHIJ5 qui permet de trouver
les points d1intersection entre n segments par un balayage du plan5 est tr8es sensible 8a
l1impr*ecision num*erique qui conduit souvent l1algorithme 8a donner des r*esultats erron*es
ou m7eme 8a s1arr7eter avant la Kn des calculs @voir deux exemples d*etaill*es dans la th8ese
de Michelucci GHMMJB: Les algorithmes de triangulation de Delaunay bas*es sur une
m*ethodologie #Divide9and9Conquer+ sont aussi sensibles5 de faQcon moins signiKcative5
8a l1impr*ecision num*erique: Les exemples des paragraphes R:S:H et R:S:S l1illustrent:
Bien que beaucoup de travaux aient *et*e publi*es dans ce domaine5 aucune solu9
tion5 8a ce jour5 n1allie 8a la fois vitesse et Kabilit*e: Ce chapitre pr*esente un rapide *etat de
l1art sur ce sujet5 qui constitue 8a lui seul mati8ere 8a plusieurs th8eses: Puis deux exemples
illustrant les e?ets de l1impr*ecision num*erique sur notre algorithme de triangulation de
Delaunay5 sont donn*es et enKn un rem8ede5 propre 8a notre application de CAO routi8ere5
est propos*e:
 !" Etat de l)art
 !"!" Epsilons
Une approche intuitive5 utilis*ee dans la quasi9totalit*e des logiciels de CAO5 consiste 8a
introduire des marges de tol*erance: Par exemple5 chaque sommet appartient 8a un disque
de rayon epsilon5 chaque segment appartient 8a une bande de largeur S epsilons:::Mais
le choix de la valeur de epsilon est d*elicat et il n1est jamais possible d1en pr*evoir les
cons*equences: En fait5 cette m*ethode ne peut pas conduire 8a une solution parfaitement
Kable5 elle n1est ni robuste5 ni scientiKque et ne peut fonctionner que si l1on adapte ! 8a
la dynamique des donn*ees:
On peut citer les m*ethodes V epsilon brut @pr*esent*e ci9dessusB5 taille d1attributs
minimum GHWIJ5 epsilon9convexit*e GHMIJ5 g*eom*etrie 8a epsilon pr8es GHXYJ: : :
 
La dynamique d*un jeu de donn-ees est le rapport entre les plus grandes et les plus petites distances
signi5catives7
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 !"!# G%eom%etries robustes
L!id$ee ma()tresse de ces m$ethodes est que la topologie propre des objets 7qui est in9
d$ependante de la pr$ecision: est le seul motif de d$ecision< lorsque la pr$ecision vient >a
manquer< qui permette de conserver une coh$erence globale en ?n d!op$eration< m(eme si
la coh$erence locale a d(u en sou@rirA On peut citer C r$esolution ?nie DEFG< d$eterminisme
et historique DHIJG DHIKG DHIFG< valence et coh$erence DHHIGA A A
 !"!/ Stabilit%e num%erique et perturbations
Ces m$ethodes rel>event toutes du domaine de l!analyse num$eriqueA Elles permettent
d!$eliminer les situations d$eg$en$er$ees< mais leur complexit$e et le co(ut de leur implantation
les rendent diPcilement exploitablesA On peut citer C simulation de Qsimplicit$eR DKJG
DHEJG DHEKG< stabilit$e num$erique DHJHGA A A
 !"!6 Solutions structurelles
Ces m$ethodes ont $et$e conScues explicitement pour r$epondre >a des besoins sp$eci?ques<
en l!occurrence aider >a la r$esolution d!un probl>eme recens$e< par exemple C diagramme
de Voronoi DHFEG DHEUG DHEHG< triangulation de Delaunay DHHWGA A A
 !"!8 Arithm%etique enti;ere et rationnelle
C!est une arithm$etique exacte 7voir DAEA Knuth DHYUG:A L!arithm$etique exacte a souvent
l!inconv$enient d!imposer des temps de calcul prohibitifsA Un entier peut (etre repr$esent$e
par une liste cha()n$ee de chi@res dans une base B 7par exemple B [ Y
 !
[ JWW\J: bien
choisieA Un rationnel est repr$esent$e par un num$erateur et un d$enominateur qui sont
des entiers premiers entre euxA
 !"!< Recalage sur une grille enti;ere
Cette m$ethode DHIIG permet de r$ealiser un tr>es grand nombre d!op$erations de mani>ere
?able< mais elle n!est plus applicable si la dynamique des donn$ees est trop grandeA
Le recalage sur une grille peut aussi provoquer des incoh$erences topologiques C deux
segments qui se coupent en r$ealit$e ne se coupent plus apr>es recalageA
 !"!? Arithm%etique mixte et r%eticente
La philosophie de cette m$ethode DHWHG est de faire d!abord les calculs en pr$ecision ?nieA
Si l!erreur accompagnant les tests est plus grande que l!erreur maximale tol$erable< on
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les e#ectue de nouveau, mais en arithm1etique exacte4
 !"! Arithm)etique paresseuse
Cette technique 6789 67:9 677;9 678:9 a 1et1e inspir1ee par la pr1ec1edente et en constitue un
prolongement automatique4 Elle est fond1ee sur la constatation qu@en fait, les calculs
conduisant aux tests litigieux sont souvent trAes peu nombreux par rapport Aa la masse
des calculs, et la haute pr1ecision y est le plus souvent totalement inutile4 On e#ectue
donc les calculs avec les r1eels de la machine et des encadrements EintervallesF aussi
Gns que possible4 DAes que les d1ecisions Aa prendre deviennent ambiguIes Eintervalles
non disjointsF, on doit alors les prendre sur la foi d@une arithm1etique rationnelle ou,
en g1en1eral, exacte4 En utilisant une double repr1esentation des donn1ees Eapproch1ee
en Kottants et symboliqueLexacteF, ainsi qu@une arithm1etique d@intervalles, on laisse la
bibliothAeque paresseuse e#ectuer les calculs en Kottant d@abord, puis en exact si ceuxMci
ne permettent pas de prendre des d1ecisions coh1erentes4
Les donn1ees initiales sont comprises comme accompagn1ees d@une pr1ecision maM
ximale et tout calcul e#ectu1e par un programme l@est en Kottant grOace Aa l@arithm1etique
d@intervalles4 Il est de mOeme m1emoris1e sous forme de graphe expressionnel orient1e et
sans circuits4 Lors de la comparaison de deux nombres QparesseuxR, la librairie v1eriGe
d@abord si leurs intervalles sont disjoints4 Si c@est le cas, les deux nombres peuvent Oetre
compar1es sans ambiguITt1e Aa l@aide de ces intervalles4 Sinon, on procAede Aa une 1evaluation
en profondeur de leurs graphes expressionnels4 Ceci a comme e#et de remplacer les
feuilles par des rationnels et des intervalles plus serr1es, et ainsi de suite en remontant4
Si les deux intervalles encadrant les deux nombres, aprAes 1evaluation, ne sont toujours
pas disjoints, on compare ces derniers Aa l@aide de l@arithm1etique rationnelle disponible
dans la librairie4
La librairie est 1ecrite en CUU et permet donc l@1elaboration de programmes comM
plAetement lib1er1es des problAemes de pr1ecision, en CUU standard4 Avec cette m1ethode, ce
n@est pas au programmeur d@am1eliorer ses programmes en fonction de la pr1ecision, mais
Aa la librairie de g1erer silencieusement et automatiquement les problAemes d@impr1ecision4
 !"!0 Calcul exact du signe d8un d)eterminant
On remarque que, dans la plupart des algorithmes g1eom1etriques, les tests cruciaux
visMAaMvis de la topologie des donn1ees initiales, se ramAenent souvent au calcul du signe
d@un d1eterminant Epar exemple d1eterminant ; ; pour trouver la position d@un point
par rapport Aa une droite, d1eterminant 8  8 pour trouver la position d@un point par
rapport Aa un cercle4 4 4 F4 L@INRIA Aa Sophia Antipolis a r1ealis1e une 1etude th1eorique et
exp1erimentale de deux m1ethodes di#1erentes pour 1evaluer le signe d@un d1eterminant Y
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la premi'ere ()*+ ,etant une variante de celle de Clarkson7 la seconde (*+ con8cue d9abord
pour les d,eterminants ; ; et ) )7 puis g,en,eralis,ee ()*+ 'a une dimension quelconque>
Les deux m,ethodes calculent le signe d9un d,eterminant n n dont les ,el,ements sont des
entiers cod,es sur b bits7 en utilisant une arithm,etique exacte sur seulement b B OCnD
bits> Ces deux m,ethodes sont adaptatives7 statuant rapidement sur les cas non litigieux
et ayant recours 'a des calculs plus pouss,es pour examiner les d,eterminants de valeur
nulle> Le temps de calcul7 avec la seconde m,ethode7 est augment,e d9environ FG H Cresp>
IJ HD pour un d,eterminant ;  ; Cresp> )  )D par rapport au simple calcul avec le
type KdoubleL>
 !"!"# La classe de nombres r0eels LEDA
Cette classe CBB (MF+ (M;+ a ,et,e con8cue et impl,ement,ee 'a l9institut Max Plank de
SaarbrQuck> Elle permet le calcul exact avec les op,erations addition7 soustraction7 mulS
tiplication7 division et racine carr,ee> Une approximation dans le type KdoubleL Cavec
une incertitudeD est faite pour chaque nombre r,eel> Les tests et les calculs sont faits
sur ces approximations> Les calculs de plus haute pr,ecision ne sont eVectu,es que quand
ceux r,ealis,es sur les approximations en KdoubleL ne permettent pas de conclure de fa8con
certaine> L9augmentation des temps de calcul due 'a cette m,ethode reste acceptable>
 !"!"" Les pr0edicats de Shewchuk
C9est une arithm,etique adaptative exacte (F*)+ (F*M+ sur des nombres r,eels7 c9est 'a dire
que le temps de calcul d,epend du degr,e d9incertitude du r,esultat> Cette technique a ,et,e
utilis,ee dans l9impl,ementation de quatre pr,edicats pour tester la position d9un point
par rapport 'a un segment Cresp> planD et 'a un cercle Cresp> sph'ereD dans le plan Cresp>
espaceD> Le code7 comme pour celui du calcul exact du signe d9un d,eterminant7 est du
domaine public> Shewchuk (F*;+ montre l9eXcacit,e de cette technique pour le calcul
de la triangulation de Delaunay7 qui entraZ[ne peu d9augmentation du temps de calcul7
entre FJ H et )J H> Il n9existe pas actuellement de comparaison de performances entre
la m,ethode de l9INRIA et celle de Shewchuk7 mais celle de l9INRIA ne s9applique Cpour
l9instantD qu9'a des points dont les coordonn,ees sont enti'eres>
 !" Triangulation de Delaunay et impr3ecision
Dans un premier temps7 nous allons mettre en ,evidence les cons,equences d,esastreuses
que peut entraZ[ner l9impl,ementation naQ[ve de la triangulation de Delaunay avec l9arithS
m,etique `ottante> Nous montrerons ensuite que l9introduction Cpresque aussi naQ[veD
d9une marge de tol,erance pour le test du signe du d,eterminant peut avoir des conS
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 I"
A
B
C
D
 II"
A
B
C
D
 III"
A
B
C
D
Figure &'() Triangulation en arithm-etique /ottante 0
1I3 division du semis selon l7ordre lexicographique;
1II3 triangulation des deux parties;
1III3 fusion des deux sous=triangulations>
s+equences tout aussi d+esastreuses'
 !"!# Calcul de d+eterminant en arithm+etique 3ottante
L4utilisation de l4arithm+etique 8ottante pour le calcul de la triangulation de Delaunay
avec la m+ethode bas+ee sur le >d?tree peut produire des r+esultats erron+es et m@eme un
arr@et du programme avant la An du calcul' L4exemple suivant montre comment ce
problCeme peut survenir )
consid+erons Dvoir Agure &'(E les quatre points align+es suivants )
A
 
("FG
H"HI
!
B
 
>"F
H"JG
!
C
 
J"(&
H"G&
!
D
 
J"II
H"I>
!
Pendant la phase de divisionL ces G points sont s+epar+es en deux sous?ensembles )
la partie gauche comprenant les points A et BL la partie droite comprenant les points
C et D' Ces deux sous?ensembles sont ensuite triangul+es trivialement et on obtient les
segments AB et CD'
Pour fusionner ces deux sous?triangulations Dvoir paragraphe J'>'JEL on considCere
le segment reliant le point le plus Ca droite de la partie gauche au point le plus Ca gauche
de la partie droiteL soit BC' EnsuiteL on descend sur les deux enveloppes convexes
pour trouver l4ar@ete la plus basse reliant les deux parties'
Pour celaL on examine si C est Ca droite de AB en calculant le d+eterminant
form+e par les vecteurs
 !
AB et
 !
BC' En r+ealit+eL les points AL B et C sont align+es mais le
progamme trouve que DetD
 !
AB&
 !
BCE P  >"FFQQQFQI(QI>&RR " e
  !
Dl4ordinateur con?
vertit les coordonn+ees en base > et ne garde que (I chiSres alors queL dans certains casL
il faudrait une suite inAnie de d+ecimales pour repr+esenter la valeur exacte du nombre T
les valeurs stock+ees par la machine sont donc parfois inexactesL elles s4+ecartent de la
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 II"  III" I"
A
B
A
B E
D A
B E
D
CCC
D
E
Figure &'() Triangulation avec epsilons /
0I2 division du semis selon l5ordre lexicographique9
0II2 triangulation des deux parties9
0III2 fusion des deux sous;triangulations<
valeur exacte d1un epsilon ce qui explique la valeur du d7eterminant ci9dessus:' On se
place ensuite en A et on consid<ere le segment AC' Comme Det?
 !
BA#
 !
AC: @ A$A ?re9
marquez que la machine trouve Det?
 !
AB#
 !
BC: "@ Det?
 !
BA#
 !
AC: D:E on arrFete la descente
<a gauche'
On cherche maintenant <a redescendre du cFot7e droit' On calcule le d7eterminant
Det?
 !
AC#
 !
CD: @ GH$HHIIIHI(JI(HK&J # e
  !
' Comme celui9ci est positifE on arrFete la
descente <a droite'
Le programme conclut donc que AC est l1arFete la plus basse reliant les deux
sous9triangulations' En r7ealit7eE il aurait dFu trouver BC D
La fusion commence alors <a partir de l1arFete AC' D1apr<es les valeurs d7ej<a
calcul7ees de Det?
 !
BA#
 !
AC: et de Det?
 !
AC#
 !
CD:E le programme construit l1arFete AD'
EnsuiteE il calcule Det?
 !
BA#
 !
AC: @ A$A et Det?
 !
BA#
 !
AD: @  I$IIA((JA(QR(HIHK# e
  "
'
La fusion est Snie'
On s1aperTcoit que le maillage Snal est form7e du triangle $ACD avec une arFete
pendante AB <a l1int7erieur ?ce n1est mFeme pas une triangulation D il aurait fallu trouver
les trois arFetes ABE BC et CD:' SiE par la suiteE on doit fusionner ce maillage avec
d1autres sous9triangulationsE les incoh7erences vont devenir encore plus importantes et
provoquer 7eventuellement l17egarement du programme avec le message bien connu =seg;
mentation fault / core dumped>'
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 !"!" Calcul de d*eterminant avec epsilons
L!introduction d!une marge de tol/erance dans le test du signe du d/eterminant1 solution
choisie par la plupart des logiciels de CAO1 est loin d!7etre satisfaisante1 comme le
montre l!exemple suivant ;
consid/erons <voir Figure >?@A les cinq points suivants1 quatre sont les sommets
d!un carr/e et le cinquiCeme est trCes proche du milieu du c7ot/e vertical gauche ;
A
 
D!D
D!D
!
B
 
D!D
E!D
!
C
 
$
D!F
!
D
 
E!D
D!D
!
E
 
E!D
E!D
!
Pendant la phase de division1 ces F points sont partag/es en deux sousHensembles ;
la partie gauche comprenant les points A et B1 la partie droite comprenant les points
C1 D et E? Ces deux sousHensembles sont ensuite triangul/es trivialement et on obtient
le segment AB et le triangle  CDE?
Pour fusionner ces deux sousHtriangulations <voir paragraphe J?@?JA1 on considCere
le segment reliant le point le plus Ca droite de la partie gauche au point le plus Ca gauche
de la partie droite1 soit BC? Ensuite1 on descend sur les deux enveloppes convexes
pour trouver l!ar7ete la plus basse reliant les deux parties?
Pour cela1 on examine si C est Ca droite de AB en calculant le d/eterminant form/e
par les vecteurs
!"
AB et
!"
BC? Les points A1 B et C sont presque align/es et le d/eterminant
vaut $? Si l!on choisit une marge de tol/erance l/egCerement sup/erieure Ca $1 le programme
considCere que ce d/eterminant est nul?
On examine maintenant si D est Ca droite de BC? Ce n!est pas le cas?
Le programme conclut donc que BC est l!ar7ete la plus basse reliant les deux
triangulations Ca fusionner? En r/ealit/e1 il aurait d7u trouver AD M
La fusion commence alors Ca partir de l!ar7ete BC? Les deux triangles  CBE
et  CED sont cr/e/es1 mais les deux triangles adjacents au point A sont oubli/es? Si1
par la suite1 on doit fusionner ce maillage avec d!autres sousHtriangulations1 les incoH
h/erences vont devenir encore plus importantes et provoquer /eventuellement1 comme
avec la m/ethode pr/ec/edente1 l!/egarement du programme avec le message bien connu
 segmentation fault - core dumped2?
 !"!4 Solution pratique retenue
Les calculs num/eriques dans les algorithmes de triangulation de Delaunay du type
Divide and Conquer sont des /evaluations de signe de d/eterminants @# @ et Q # Q?
$ Le d/eterminant Q#Q indique si un pointD est int/erieur au cercle circonscrit Ca trois
sites A1 B et C? Une mauvaise /evaluation du signe de ce d/eterminant nous conH
 !"! CONCLUSION *+,
duira %a cr'eer un triangle qui n.est pas de Delaunay dans le quadrilat%ere convexe
ABCD3 L.impr'ecision num'erique dans le calcul du d'eterminant 7 7 peut nous
faire construire une triangulation qui n.est pas exactement de Delaunay: mais
n.a pas de cons'equence plus f;acheuse
 
sur le d'eroulement du programme3 Cette
triangulation est cependant su>sante pour notre application de CAO routi%ere:
o%u les erreurs dues aux interpolations sont bien plus importantes3
! Le d'eterminant B B indique si un point C est %a gauche ou %a droite d.un segment
AB3 Le paragraphe C3B3D illustre les cons'equences d'esastreuses d.une erreur dans
l.'evaluation du signe de ce d'eterminant3 Un rem%ede simple consiste %a r'eduire
la dynamique des donn'ees et %a introduire une marge de tol'erance3 Supposons
que les coordonn'ees des sites soient comprises entre DH
  
et DH
!"
3 Les produits
apparaissant dans le calcul du d'eterminant seront compris entre DH
 #
et DH
!$%
:
ce qui n'ecessite D7 chiIres signiJcatifs3 La repr'esentation des r'eels avec le type
double KDL chiIres signiJcatifsM garantit l.exactitude de l.'evaluation du signe du
d'eterminant: %a condition de choisir une tol'erance 'egale %a DH
 "
3 L%a aussi: on
construit une triangulation qui n.est pas exactement de Delaunay car on consiN
d%ere que certains sites sont align'es Kd'eterminant nulM alors qu.ils ne le sont pas
parfaitement3 Cette approximation n.est pas g;enante pour notre application de
CAO routi%ere3 Ce raisonnement grossier montre: conform'ement au paragraphe
C3D3D: que la m'ethode des epsilons peut 'eventuellement fonctionner %a condition
de r'eduire la dynamique des donn'ees et de faire d'ependre $ de l.expression arithN
m'etique du test3
 !" Conclusion
On a r'esolu le probl%eme de l.impr'ecision num'erique par une m'ethode simple en r'eN
duisant la dynamique des donn'ees Ksemis de DHH km de c;ot'e maximum avec une pr'eciN
sion au cmM3 Nous insistons sur le fait que: si l.on d'esire trianguler des semis de plus
grande taille: ou si l.on d'esire une triangulation qui soit exactement de Delaunay: il est
absolument indispensable d.utiliser les techniques plus sophistiqu'ees des paragraphes
C3D3C: C3D3Q: C3D3DH ou C3D3DD3 Ces m'ethodes entra;Rnent une augmentation du temps
de calcul: mais garantissent l.exactitude du r'esultat et 'evitent m;eme l.'egarement du
programme avec le message bien connu *segmentation fault 0 core dumped33
 
Il serait int)eressant de prouver qu0une erreur dans le calcul de ce d)eterminant ne peut pas entra34ner
d0incoh)erences dans le d)eroulement de l0algorithme7
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Chapitre (
LOCALISATION DANS UNE
TRIANGULATION DE
DELAUNAY
Quand on dispose d*une surface triangul1ee2 il est primordial de pouvoir localiser un
point quelconque par rapport 6a cette surface7 C*est un des plus anciens probl6emes de
g1eom1etrie algorithmique2 connu sous le nom de Point%Location probl6eme7 Le Planar
Point Location probl6eme consiste plus g1en1eralement 6a d1eterminer dans quelle r1egion
d*une subdivision planaire se trouve un point donn1e7 Ce probl6eme se g1en1eralise dans
un espace de dimension quelconque7 Il su=t d*avoir une partition de l*espace et de
rechercher la subdivision qui contient un point donn1e7 Ce chapitre traite du cas parti>
culier o6u la subdivision planaire est une triangulation7
 !" Etat de l)art
Depuis plus d*une vingtaine d*ann1ees2 le probl6eme de la localisation motive de nom>
breux chercheurs7 L*1evolution des solutions donn1ees 6a ce probl6eme reA6ete bien l*1evolu>
tion de la g1eom1etrie algorithmique depuis sa naissance vers les ann1ees BCDE7 Au d1ebut2
quelques solutions pratiques2 mais non optimales2 ont 1et1e trouv1ees7 Ensuite2 de nou>
velles m1ethodes ont permis de diminuer la complexit1e dans le pire des cas jusqu*6a la
m1ethode optimale Ien espace m1emoire et temps de r1eponseJ dans le plan propos1ee
par Lipton et Tarjan Iqui n*est cependant pas utilisable en pratiqueJ7 D*autres solu>
tions plus pratiques2 optimales ou proches de l*optimalit1e2 ont ensuite 1et1e trouv1ees L
celle de Kirkpatrick avec une hi1erarchie de triangulations2 am1elior1ee par Seidel avec
une hi1erarchie de cartes de trap6ezes7 Mais les solutions optimales restent encore un
peu d1ecevantes du point de vue exp1erimental2 et des m1ethodes2 ayant une bonne com>
plexit1e en moyenne grSace 6a des hypoth6eses sur la distribution des sites2 apparaissent7
Plus r1ecemment2 la randomisation a donn1e naissance 6a de nouveaux algorithmes dont
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certains sont dynamiques. Les techniques de d1erandomisation permettent parfois 4a
partir d5un algorithme randomis1e d5obtenir un algorithme d1eterministe ayant la m9eme
complexit1e dans le pire des cas.
Mais il existe toujours un foss1e entre les m1ethodes th1eoriques optimales ou
suboptimales et leur utilisation pratique. C5est aussi pour cette raison que le probl4eme
de la localisation est encore d5actualit1e. Quand une solution optimale et pratique est
trouv1ee pour un probl4eme@ la t9ache du g1eom4etre algorithmicien est termin1ee A
Etant donn1e que ce travail de th4ese se situe dans le cadre de la r1ealisation
d5un logiciel de CAO routi4ere@ les performances pratiques des algorithmes sont tr4es
importantes. Il faut minimiser les pr1etraitements et l5espace m1emoire tout en obtenant
d5excellents temps de r1eponse. Les algorithmes propos1es ont une bonne complexit1e en
moyenne@ mais ne pr1esentent aucun int1er9et en ce qui concerne la complexit1e dans le
pire des cas. Mais@ en pratique Ftout du moins dans notre contexteG@ la probabilit1e du
pire des cas est quasiment nulle.
Le but de ce paragraphe n5est pas d59etre exhaustif@ mais de montrer au lecteur
la richesse des solutions existantes@ bien qu5aucune ne soit compl4etement satisfaisante.
 !"!" M$ethode na,-ve
La m1ethode naHIve consiste 4a prendre les faces une par une en testant si le point 4a
localiser est 4a l5int1erieur. On a besoin d5une fonction FJKLMN page OKG qui d1etermine la
position d5un point par rapport 4a un contour Fvoir aussi JKPQNG. On peut am1eliorer cette
m1ethode en construisant une hi1erarchie de contours FJKLMN page ORG. La complexit1e dans
le pire des cas est lin1eaire.
 !"!/ M$ethode des bandes
*+ +!+ Dobkin et Lipton
C5est le premier algorithme eScace de localisation mis au point par Dobkin et Lipton
JVWN en KXRQ. Nous donnons son principe dans le plan@ mais il fonctionne en dimension
quelconque. Il est simple et utilise un d1ecoupage de la subdivision en bandes verticales.
On trie les n sites par abscisses croissantes@ en temps OFn log nG@ et on fait
passer par chacun d5entre eux une droite verticale. Le plan est alors divis1e en n Z K
bandes verticales. Les c9ot1es de la subdivision coupant une bande donn1ee peuvent 9etre
ordonn1es de bas en haut Fcar deux c9ot1es distincts ne peuvent se couper 4a l5int1erieur
d5une bandeG. Dans chaque bande@ qui peut 9etre coup1ee au pire par OFnG ar9etes@ on
ordonne les segments de bas en haut@ ce qui est r1ealis1e en OFn log nG. Le tri complet
des n Z K bandes aura une complexit1e en OFn
 
log nG. Le pr1etraitement est donc en
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O n
 
log n$% Chaque bande  il y en a n 1 2$ peut couper O n$ segments% L:espace
m;emoire requis est donc en O n
 
$%
La localisation d:un point se ram<ene donc <a deux recherches dichotomiques
successives% En temps O log n$@ on d;etermine dans quelle bande se trouve le point <a
localiser@ puis <a l:int;erieur de la bande@ on d;etermine en temps O log n$ entre quels
segments se situe le point@ ce qui permet d:identiAer la r;egion% On suppose que l:on
connaCDt le contour de chaque r;egion ainsi que@ pour chaque cCot;e@ les noms des deux
r;egions situ;ees de part et d:autre%
Le temps de pr;etraitement est en O n
 
log n$@ l:espace m;emoire en O n
 
$ et le
temps de localisation en O log n$%
 !"!+!+ Am-elioration 6 Shamos
Cette m;ethode@ mise au point par Shamos F2GHI en 2JKH@ est quasiment identique <a la
pr;ec;edente@ seul le temps de pr;etraitement a ;et;e r;eduit <a O n
 
$ par l:utilisation d:une
droite de balayage  sweepMline$%
La barre de balayage est repr;esent;ee par un arbre ;equilibr;e contenant les cCot;es
de la subdivision qu:elle coupe@ ordonn;es de bas en haut% On sait que l:insertion
et la suppression dans une telle structure  voir paragraphe N%N%H$ se fait en temps
logarithmique% L:;ev;enement qui d;eclenche la mise <a jour est le passage de la barre
de balayage Q qui se d;eplace de gauche <a droite Q par un site s  les sites ont ;et;e tri;es
par ordre lexicographique$% La mise <a jour consiste <a supprimer de l:arborescence les
arCetes mourant en s  arCetes dont la seconde extr;emit;e relativement <a l:ordre #
x
est s$
et <a ins;erer les arCetes naissant en s  arCetes dont la premi<ere extr;emit;e relativement <a
l:ordre #
x
est s$% La succession de toutes les mises <a jour de la barre de balayage  O n$
insertions ou suppressions puisque le graphe a O n$ arCetes$ se fait en O n log n$% Le
temps de pr;etraitement est donc en O n
 
$ <a cause du stockage de toutes les bandes qui
peuvent avoir chacune jusqu:<a O n$ ;el;ements%
Le temps de pr;etraitement est en O n
 
$@ la complexit;e en espace en O n
 
$ et le
temps de localisation en O log n$%
 !"!+!* Am-elioration 6 Sarnak et Tarjan
Sarnak et Tarjan F2KNI@ en 2JTG@ ont am;elior;e la m;ethode pr;ec;edente en ce qui concerne
le temps de pr;etraitement et la complexit;e en espace m;emoire% Ils utilisent un arbre
persistant au lieu d:avoir@ pour chaque bande de balayage@ un arbre binaire de recherche%
Le pr;etraitement consiste <a balayer le plan de gauche <a droite par une droite verM
ticale% On remarque que deux bandes qui se suivent@ contiennent des donn;ees presque
identiques  suppression des cCot;es d:extr;emit;e s et insertion des cCot;es d:origine s relaM
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tivement &a l)ordre  
x
-.
Sarnak et Tarjan ont invent3e une structure appel3ee arbre persistant 89:; 8<=; qui
permet de g3erer un arbre binaire subissant des modiAcations &a des instants successifs
C&a chaque instantE une insertion ou une suppression est autoris3ee-. L)arbre persistant
contient l)historique de l)3evolution de l)arbre au cours du tempsE avec un espace m3emoire
lin3eaire OCn-E un temps de construction en OCm log n- et un temps de recherche en
OClogm- si m est le nombre d)instants de la chronologie et n le nombre maximum
d)3el3ements &a un instant t Con a toujours n  m-. Dans cet exempleE l)arbre persistant
contient les cIot3es de la subdivision coup3ee par la barre de balayage.
Le pr3etraitement demande donc un temps en OCn log n- et un espace m3emoire
en OCn-. Le temps de localisation est logarithmique. L)algorithme est optimal Cen
espace m3emoire et en temps de pr3etraitement- dans le pire des casE mais compliqu3e &a
implanter.
 !"!# M%ethode des trap/ezes
Elle a 3et3e mise au point en 9=L9 par Preparata 89<:;. C)est une am3elioration de la
m3ethode de Shamos car le temps de pr3etraitement et la complexit3e en espace sont
r3eduits &a OCn log n-. Cet algorithme utilise aussi des bandes Chorizontales- mais les
recherches sont conduites simultan3ement dans les directions horizontales et verticales
et un arbre unique est construit.
On construit un arbre binaire de bandes. Les sites sont class3es par ordonn3ees
croissantes. La premi&ere bande B
 
est limit3ee par le premier site s
!
et le dernier
site s
n
Cen supposant que la num3erotation repr3esente l)ordre des sites-. On d3ecoupe
cette bande en deuxE la droite m3ediane passant par le site s
d"n#!$"%e
. On continue ce
d3ecoupage dichotomique jusqu)&a ce que les bandes soient limit3ees par des sommets
cons3ecutifs dans la liste tri3ee des sites. L)arbre binaire est r3ealis3e de la faQcon suivante R
on associe B
 
&a la racine et pour chaque noeudE on associe &a son Als gauche Cresp.
droit- la moiti3e inf3erieure Cresp. sup3erieure- de la bande associ3ee au noeud. Les arIetes
sont ensuite d3ecoup3ees en OClog n- segments Con d3ecoupe l)arIete par des bandes de
largeur maximale R on appelle ar)ete traversi+ere une arIete qui coupe les deux bords
d)une bandeE le segment 3egal &a l)intersection d)une bande et d)une arIete traversi&ere
n)est jamais red3ecoup3e-. Les arIetes traversi&eres d3eAnissent des trap&ezes CAnis ou non-
dans les bandes. On a des relations d)imbrication entre les diS3erents trap&ezes.
L)arbre de recherche se construit de la faQcon suivante R &a chaque fois que l)on
coupe une bande par dichotomieE on traite la liste R des arIetes qui coupent la ligne
m3ediane. Elle donne naissance &a deux listes R
!
et R
%
correspondant &a chaque sousT
bande. On rep&ere les arIetes traversi&eres qui sont toujours fronti&eres d)un trap&eze. On
it&ere ce processus sur chaque bandeE donc sur chaque trap&eze. On construit un arbre
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de recherche qu'il faut en plus 0equilibrer2
La recherche se fait de la fa4con suivante2 L'arbre contient deux types de noeuds 9
:2 les r;noeuds qui sont des sites2 Le test associ0e est 9 dessous ou au;dessus de la
ligne horizontale passant par le r;noeud2
>2 les o;noeuds qui sont des ar?etes traversi@eres2 Le test associ0e est 9 @a gauche ou @a
droite de l'ar?ete traversi@ere contenue dans le o;noeud2
Le pr0etraitement et l'espace m0emoire sont enOBn log nC et la localisation se fait toujours
en temps logarithmique2
 !"!# M%ethode de la s%eparation planaire
En :FGGH Lipton et Tarjan J:KLM d0ecouvrirent la premi@ere m0ethode optimale en espace
m0emoire et en temps de r0eponse2 Mais ils exprim@erent l'avertissement suivant 9 Owe do
not advocate this algorithm a practical one1 but its existence suggests that there may be
a practical algorithm with OBlog nC time bound and OBnC space bound P2 Cet algorithme
n'est pas utilisable en pratique 9 il est tr@es complexe
 
et les constantes multiplicatives
dans la complexit0e sont d0eraisonnables2 Il tire avantageusement parti de la notation O2
Son int0er?et est uniquement th0eoriqueH mais il a incit0e des chercheurs @a rechercher un
autre algorithme optimal plus pratique2
 !"!2 M%ethode des cha45nes
 !"!*!" Lee et Preparata
Cette m$ethode( d$ecouverte en ./00( est due 2a Lee et Preparata 7.89: et 2a Shamos
7.<=:> Le principe est de monotoniser @ou Ar$egulariserDE le graphe( cFestG2aGdire de le
d$ecomposer en chaHInes monotones qui ne se croisent pas> Pendant le pr$etraitement( on
classe ces chaHInes relativement 2a la relation dFordre (etre )a gauche de> La localisation
ou discrimination dFun point par rapport 2a une chaHIne se fait en temps logarithmique
par rapport au nombre de sommets de la chaHIne @la monotonie de la chaHIne a permis
de classer ses sommets pendant le pr$etraitementE> La localisation dFun point parmi
lFensemble ordonn$e des chaHInes monotones se fait donc en O@log p  log rE o2u p est le
nombre de chaHInes et r le nombre maximal de sommets sur une chaHIne @p et r sont
born$es par nE>
 
L!algorithme est construit 0a partir du th3eor0eme de s3eparation planaire 45678 9
soit G un graphe 0a n sommets: Les sommets de G peuvent <etre partitionn3es en trois ensembles A>
B et C tels que 9 aucune ar<ete ne joint un sommet de A 0a un sommet de B> ni A ni B ne contiennent
plus de An%6 sommets et C ne contient pas plus de A
p
An sommets: Il existe un algorithme lin3eaire
pour construire une telle partition:
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Le temps de pr(etraitement est en O,n log n01 l2espace m(emoire en O,n0 et le
temps de localisation en O,log
 
n04
*+ +0+1 Am3elioration < la m3ethode des chaABnes Cen cascadeD
Edelsbr7unner1 Guibas et Stol; <=>? ont am(elior(e en @ABC la m(ethode des chaEFnes4 Leur
algorithme est optimal en espace m(emoire et en temps de r(eponse4 Dans l2algorithme
pr(ec(edent1 on discriminait un point par rapport Ha une liste de chaEFnes sans utiliser toute
l2information produite par chaque discrimination1 notamment sur la position du point
par rapport Ha certaines droites verticales coupant les chaEFnes trait(ees4 Edelsbr7unner1
Guibas et Stol; ont eu l2id(ee de cr(eer des LpontsM entre les diN(erentes chaEFnes ,bridged
chain method0 pour que les informations produites par une discrimination puissent Eetre
r(epercut(ees sur les autres chaEFnes4 Cette structure de donn(ees sophistiqu(ee permet une
discrimination en temps logarithmique sur la premiHere chaEFne1 puis en temps constant
sur les autres1 Ha condition qu2elles soient en nombre limit(e4 Cette technique est proche
du fractional cascading <P=? qui permet la recherche en temps logarithmique d2une cl(e
dans des dictionnaires multiples4
Le temps de pr(etraitement est en O,n log n01 l2espace m(emoire en O,n0 et le
temps de localisation en O,log n04
 !"!# M%ethode avec une hi%erarchie de triangulations
C2est probablement l2algorithme optimal <@@A? le plus connu1 lin(eaire pour le pr(etraiteQ
ment ,si le graphe est connexe0 et l2espace m(emoire1 logarithmique pour le temps de
r(eponse4 Une premiHere (etape consiste Ha trianguler
 
compl1etement
!
le graphe1 ce qui
oblige g(en(eralement Ha ajouter trois sommets formant un triangle englobant pour le
graphe4 Ensuite1 on retire un certain nombre de sommets ind2ependants et on retriQ
angule le nouveau graphe4 On cr(ee des liens de chaEFnage entre les triangles des deux
triangulations1 quand ceuxQci ont une intersection non vide4 On itHere ce processus
jusqu2Ha ce que le graphe soit r(eduit Ha son triangle englobant4 On a ainsi construit une
arborescence dont la racine est le triangle englobant du graphe1 et dont chaque niveau
est une triangulation ,le dernier niveau est la triangulation complHete du graphe04 LoQ
caliser un point consiste Ha descendre dans cette arborescence jusqu2au triangle cherch(e
,voir une description plus complHete dans le paragraphe A4V04
Cette m(ethode pr(esente l2inconv(enient de consommer un espace m(emoire imporQ
 
Il faut trianguler les faces de la subdivision1 En pratique5 un polygone quelconque peut facilement
8etre triangul9e en temps O:n logn; <=>?5 bien qu@en th9eorie5 Chazelle <DE? ait montr9e qu@il existe un
algorithme lin9eaire mais inutilisable pratiquement G il utilise r9ecursivement le th9eorHeme de s9eparation
planaire5 puis une proc9edure de fusion sublin9eaire extr8emement complexe1
!
Une triangulation complHete est une triangulation dont la frontiHere de la face inJnie est un triangle1
 !"! ETAT DE L(ART ""*
tant# bien que lin*eaire, Il faut stocker toutes les triangulations successives, Kirkpatrick
garantit le retrait d8au moins
m
:;
sites d8une triangulation <a la suivante =m *etant le nom>
bre de sites de la triangulation courante?# ce qui est peu, EdelsbrAunner *ecrit =BCDE page
:;;? en FGHC I Jthe problem of *ne,tuning the method such that it realizes the best per,
formance in practice is still open K, Il propose une m*ethode bas*ee sur le th*eor<eme des
quatre couleurs
 
pour am*eliorer les constantes =BCDE exercice FF,G page :;D?, Edahiro#
Kokubo et Asano BCOE am*eliorent aussi les constantes, M, de Berg et K, Dobrindt B:SE
utilisent la m*ethode de Kirkpatrick pour repr*esenter <a des niveaux de d*etail diT*erents
un terrain naturel <a l8aide de la triangulation de Delaunay, Seidel BFCCE utilise pour
la localisation une hi*erarchie de cartes de trap<ezes qui est meilleure en pratique que
la m*ethode de Kirkpatrick, En particulier# on peut retirer des segments sans avoir de
contraintes au niveau du degr*e,
 !"!# M%ethode des buckets
Cette m*ethode BCOE# propos*ee par l8universit*e de Tokyo# utilise une partition du rec>
tangle englobant le graphe# en n
x
 n
y
rectangles identiques appel*es buckets =on en
cr*ee O=n??, On g<ere ensuite le sous>graphe contenu dans chaque cellule en associant
<a chaque bucket les listes tri*ees des sites et des fragments d8ar[etes qu8il contient, On
trouve en temps constant la cellule qui contient le point <a localiser# puis la m*ethode
de Shamos est utilis*ee pour parfaire la localisation =le pr*etraitement requis par cette
m*ethode n8est eTectu*e que dans la cellule contenant le point <a localiser?,
Le pr*etraitement et l8espace m*emoire sont en O=n
p
n? et le temps de localisation
en O=n? dans le pire des cas, Par contre# le pr*etraitement et l8espace m*emoire sont
lin*eaires en moyenne# et la localisation se fait en temps constant en moyenne,
Remarque 9 cet algorithme# pour [etre e^cace# suppose une r*epartition relative>
ment uniforme des sites et des ar[etes du graphe, Seule la complexit*e en moyenne est
bonne, Une forte concentration de sites ou d8ar[etes dans une cellule supprime tout
l8int*er[et de cet algorithme,
 !"!0 M%ethode randomis%ee 6 algorithmes dynamiques
Seidel BFC;E utilise une approche randomis*ee pour le probl<eme de la localisation, Il
construit ainsi une hi*erarchie de cartes de trap<ezes, Il donne aussi un algorithme
simple randomis*e en O=n log
 
n? en moyenne pour construire la carte des trap<ezes d8un
polygone quelconque# ce qui permet d8eTectuer le premier pr*etraitement =carte des
trap<ezes du graphe? avec un temps moyen en O=n log
 
n? pour un graphe connexe et en
 
N!importe quel graphe planaire peut 0etre colori2e avec quatre couleurs5 de sorte que deux r2egions
ayant une fronti:ere commune soient de couleurs di;2erentes <=>?@ page ABCDE
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O n log
 
n$ k log n% si k est le nombre de composantes connexes du graphe5 L7espace
m8emoire est lin8eaire en moyenne et le temps de localisation logarithmique en moyenne5
Ces r8esultats ne n8ecessitent aucune hypoth<ese sur la distribution des sites5
O5 Devillers@ M5 Teillaud et M5 Yvinec DEFG donnent un algorithme dynamique
randomis8e pour maintenir dynamiquement la carte des trap<ezes d7un arrangement de
segments5 Ils ne font aucune hypoth<ese sur la distribution des sites et des segments@
mais supposent seulement que l7ordre d7insertion des segments est une permutation
quelconque@ parmi les nK permutations possibles d7un ensemble de n segments@ de
mani<ere 8equiprobable5 Si un segment est supprim8e@ ils supposent que c7est n7importe
lequel de ces segments@ 8egalement de mani<ere 8equiprobable5 Sous ces hypoth<eses@
l7algorithme utilise un espace m8emoire moyen O n $ a%@ un temps d7insertion moyen
O log n $
a
n
%@ un temps de suppression moyen O  M $
a
n
% log log n% et un temps de loN
calisation O log n% pour un point quelconque du plan@ o<u a est la taille courante de
l7arrangement et n le nombre courant de segments5
K5 Mulmuley DMPPG utilise pour la localisation une hi8erarchie de triangulations de
Delaunay comprenant O log n% niveaux5 Les sites pr8esents <a un niveau de la hi8erarchie
constituent un 8echantillonnage al8eatoire de ceux du niveau juste en dessous5 Il y a
des liens entre les triangles de deux niveaux adjacents si ceuxNci ont une intersection
non vide@ comme dans l7algorithme de Kirkpatrick5 Le temps de localisation est en
O log
 
n%5 Cet algorithme est compliqu8e et l7espace m8emoire requis est important5
Il existe d7autres publications sur les algorithmes dynamiques de localisation
 voir par exemple DMSG DTUG DUTG DMETG DMEEG DMEVG%5
 !"! Am%elioration des constantes multiplicatives pour les com4
plexit%es
Un article r8ecent de Goodrich@ Orletsky et Ramaiyer DUFG essaie d7am8eliorer les consN
tantes multiplicatives  qui sont parfois extrZemement grandes% cach8ees par la notaN
tion O %5
 !" Algorithme de Kirkpatrick
Nous 8etudions dans ce paragraphe l7algorithme optimal de Kirkpatrick qui sera utilis8e
pour faire des comparaisons de performances avec les algorithmes de localisation du
paragraphe U5F5
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 !"!# Pr&esentation th&eorique
Elle a $et$e expos$ee sommairement dans le paragraphe 123242 On suppose que le graphe
est compl9etement triangul$e2 Etudions comment construire la hi$erarchie de triangula:
tions2
Pour passer d<une triangulation 9a la suivante> on retire un certain nombre de
sommets ind(ependants avec leurs ar@etes adjacentes et on retriangule les BtrousC produits
par ces suppressions2 On dit que des sommets sont ind$ependants s<il n<existe aucune
ar@ete ayant deux d<entre eux comme extr$emit$es2 On obtient facilement ces sommets
par un parcours en largeur Fou concentrique> par niveau G3HIJK du graphe2
Nous allons construire un ensemble de sommets ind$ependants de cardinal sup$e:
rieur ou $egal 9a
m
M4
si m est le nombre de sommets de la triangulation courante2 Comme
la triangulation est compl9ete> elle a exactement Om 4 ar@etes2 La somme des degr$es de
tous les sites est $egale au nombre d<arcs> soit exactement 4m 3M2 Le degr$e moyen est
inf$erieur 9a 42 Par un simple raisonnement par l<absurde> on d$eduit qu<il y a au moins
m
M
sites
 
dont le degr$e est inf$erieur ou $egal 9a 3M2 Appelons D
!"
l<ensemble des sites de
degr$e inf$erieur ou $egal 9a 3M2 Supposons que nous placions un site s
!
de D
!"
dans notre
ensemble I de sites ind$ependants2 Aucun site adjacent 9a s
!
ne peut @etre plac$e dans I>
ce qui en exclut au plus 3M2 On peut donc trouver au moins
kD
!"
k
3O
sites ind$ependants
dans D
!"
et donc
m
M4
sites ind$ependants dans la triangulation courante2
Le nombre de sites dans chaque triangulation $etant born$e par une suite g$eom$e:
trique d$ecroissante> le nombre de triangulations sera en OFlog nK et la complexit$e en
espace m$emoire en OFnK2
Examinons le temps du pr$etraitement S
1! il faut d$ej9a disposer d<une triangulation compl9ete du graphe> ce qui peut @etre
obtenu th$eoriquement en OFnK en utilisant l<algorithme de triangulation de Cha:
zelle GUVJ2 Cette m$ethode $etant inapplicable en pratique> la triangulation com:
pl9ete du graphe se fera g$en$eralement en OFn log nK G1WJ2 Si le graphe est une
triangulation de Delaunay> on obtient facilement une triangulation compl9ete en
OFnK2
"! le retrait des sommets ind$ependants se fait avec un parcours en largeur du graphe>
soit en temps lin$eaire par rapport au nombre de sites de la triangulation courante2
2! quand un site ind$ependant est retir$e avec ses ar@etes adjacentes> on obtient un
polygone $etoil$e qu<il faut retrianguler2 Ceci peut @etre r$ealis$e avec l<algorithme de
 
Am"elioration+ comme tous les sites ont un degr"e au moins "egal 1a 2 et que le degr"e moyen est
inf"erieur 1a 67 un raisonnement par l9absurde prouve qu9au moins
m
!
sites ont un degr"e inf"erieur ou
"egal 1a <=
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"!!
#secondes*
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#millions de sites*
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Figure &'() Temps de pr'etraitement pour l/algorithme de Kirkpatrick5
Schoone et van Leeuwen 4(567 qui est tr:es simple> e?cace et lin@eaire par rapport
au nombre de cCot@es du polygone
 
'
Le temps du pr@etraitement est en th@eorie lin@eaire pour nEimporte quel graphe et en
pratique lin@eaire pour un graphe d@ej:a triangul@e et en OGn log nH pour un graphe quelI
conque' Edahiro> Kokubo et Asano 45N7 proposent la variante suivante pour construire
une surtriangulation' Soit T GSH une triangulation compl:ete de lEensemble S des sites>
D
i
lEensemble des sites de degr@e i> n
i
le cardinal de D
i
et I
i
un ensemble de sommets
ind@ependants de D
i
'
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j
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i
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O D
j
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Fin tant que
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Fin tant que
On remarque que lEon cherche dEabord :a retirer les sommets de faible degr@e' Cela
2
Comme le nombre de c*ot,es du polygone ,etoil,e est born,e par 456 on peut consid,erer que n8importe
quel algorithme de triangulation est en O:4;<
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permet de trouver )a chaque .etape plus de sommets ind.ependants3 la retriangulation
des polygones .etoil.es est plus rapide3 la 6liation de chaque triangle est moins nombreuse
donc l8espace m.emoire utilis.e est plus faible:
Justi7cation de l?algorithmeD pour les m;emes raisons que pr.ec.edemment3 on peut
trouver dans chaque D
i
au moins
n
i
i< =
sommets ind.ependants: Soit I l8ensemble des
sites de degr.e inf.erieur ou .egal )a ?: On a3 )a condition de commencer )a choisir les
sommets de plus faible degr.e A
jIj B jI
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Les constantes sont l.eg)erement am.elior.ees:
 !"!" Etude exp*erimentale
Les tests ont .et.e r.ealis.es sur le supercalculateur Convex CF3 machine disposant d8une
m.emoire vive tr)es importante HG GOI3 mais dont la vitesse du processeur est .equivaO
lente )a celle d8une station de travail bas de gamme: On a v.eri6.e3 avec une distribution
uniforme des sites3 que le temps de pr.etraitement Hconstruction de la hi.erarchie de
triangulationsI est lin.eaire Henviron FFK microsecondes par site3 voir Figure Q:=I3 que
le temps de localisation est logarithmique Henviron F= logN microsecondes par site3
voir Figure Q:GI et que l8espace m.emoire requis par la hi.erarchie de triangulations est
lin.eaire Henviron D?K octets par site3 la m.emoire du calculateur sature )a partir d8environ
trois millions de sitesI:
Cet algorithme3 bien qu8optimal3 pr.esente deux inconv.enients majeurs A il exige
un espace m.emoire relativement important et il est statique Hune fois que la hi.erarchie
de triangulations est construite3 on ne peut plus ajouter ou supprimer des sites sans
reconstruire compl)etement cette structureI: Les algorithmes pr.esent.es dans la section
suivante tentent de pallier ces deux inconv.enients:
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Figure &'() Temps de localisation pour une requ0ete avec l2algorithme de Kirkpatrick7
 !" Algorithmes pratiques
On cherche .a localiser un point quelconque dans une triangulation de Delaunay' Nous
avons choisi dans ce paragraphe de pr;esenter des algorithmes de localisation ayant
souvent une complexit;e dans le pire des cas m;ediocre> mais se comportant bien dans la
pratique> tout au moins pour des donn;ees de taille raisonnable' Comme la probabilit;e
dAapparition du pire des cas est extrBemement faible> ce choix se justiEe' DAautre part>
la plupart de ces algorithmes sont dynamiques et on utilise lAun dAentre eux pour
construire eFcacement une triangulation de Delaunay on8line
 
'
 !"!# M%ethodes sans pr%etraitement
*+0+ + M2ethode na:;ve
Il existe bien sBur la m9ethode na:;ve qui consiste .a tester tous les triangles jusquA.a
lAobtention du triangle contenant le point .a localiser' Cette m;ethode est ineFcace
d.es que le nombre de triangles devient important' Sa complexit;e Idans le pire des cas
et en moyenneJ est lin;eaire'
Une variante> que lAon nomme Closest8and8Walk> consiste .a chercher le plus
proche voisin Iparmi les points du semisJ du point .a localiser> et ensuite de LmarcherM
par la m;ethode du Walk8Through Iexpos;ee dans le paragraphe suivantJ en direction
4
On appelle algorithme en ligne -on.line/ un algorithme capable de maintenir la solution d5un pro.
bl6eme lors de l5introduction successive de donn8ees9 sans avoir une connaissance a priori de l5ensemble
des donn8ees 6a traiter:
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Q
T
Figure &'() Localisation avec le Walk-Through3
du point /a localiser' Sa complexit7e 8dans le pire des cas et en moyenne: est lin7eaire
puisqu<il faut tester tous les points du semis pour trouver le plus proche voisin'
 !"!1!2 M3ethode du Walk>Through
Cette m7ethode est loin d<Aetre nouvelle' On la trouve dans C&DE et dans C(DE o/u elle
est utilis7ee dans un algorithme incr7emental 8voir paragraphe F'G'H: de triangulation
de Delaunay qui a une complexit7e en moyenne en O8n
 
!
:' L' de Floriani d7ecrit aussi
cette m7ethode dans CKFE' R7ecemmentM des chercheurs ont Nr7ehabilit7eP cette m7ethode
en l<analysant rigoureusement et en l<am7eliorant 8voir paragraphe &'('F'(:' Les prinQ
cipaux r7esultats sont dus /a Bose et Devroye C(SEM qui 7etudient l<intersection d<objets
g7eom7etriques al7eatoires' Ils prouvent queM dans une triangulation de DelaunayM le nomQ
bre d<arAetes coup7ees par un segment de longueur jLj estM en moyenneM major7e par
c
 
V c
!
jLj
p
nM o/u c
 
et c
!
sont des constantes positives ind7ependantes de L et n'
Le principe est tr/es simple' Pour localiser un point Q quelconque 8voir FiQ
gure &'(:M il suXt de prendre un triangle
"
T de la triangulationM de consid7erer le segQ
ment L reliant Q /a un point int7erieur
#
/a T M de traverser tous les triangles qui coupent
L en partant de T et en se dirigeant vers Q' On obtient ainsi le triangle 8s<il existe:
contenant Q' Il est sousQentendu que la structure de donn7ees repr7esentant la trianguQ
lation permet de trouver en temps constant les triangles adjacents /a un triangle donn7eM
ainsi que ses trois sommets' C<est le cas de la structure de donn7ees du paragraphe ('FM
etM plus g7en7eralementM de toutes les structures de type 4carte planaire6'
Cet algorithme peut fonctionner avec une triangulation quelconque 8pas forc7eQ
"
Soit l%on choisit un triangle al/eatoire0 soit on prend syst/ematiquement un triangle situ/e approxi7
mativement au 9centre: de la triangulation0 soit on prend le triangle contenant le pr/ec/edent point ;a
localiser< < <
#
On peut aussi initialiser cette proc/edure directement ;a partir d%un site de S
n
<
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segment L
Y
Q
site du semis
point de d-epart du 0walkthrough5
Figure &'() Analyse approximative du
Walk3Through 7 on 8marche: ;a partir
d<un site en direction de Q=
site de l6-echantillonnage
site du semis
segment L
Y
Q
Figure &'*) Analyse approximative du
Jump3and3Walk 7 ?echantillon E de m
sites@ puis Walk3Through ;a partir du
site le plus proche de Q=
ment de Delaunay34 ou avec une triangulation contrainte 8a condition que son contour
soit convexe et qu;il n;y ait pas de =trous>'
La complexitAe dans le pire des cas est linAeaire Bdans le cas de la triangulation
de deux segments parall8eles discrAetisAes4 le segment L peut traverser tous les triangles3'
La complexitAe en moyenne est en OB
p
n3 CD*E'
Analyse intuitive ; imaginons une distribution uniforme de n sites dans un carrAe'
Pour simpliIer4 plaJconsKles sur les noeuds d;une grille rAeguli8ere de taille
p
n!
p
n' Le
segment L qui traverse le plus de triangles est la diagonale du carrAe Bou n;importe
quel segment reliant un cLotAe du carrAe au cLotAe opposAe3 Bvoir Figure &'(3' MB
p
n " N3
triangles sont coupAes4 d;o8u la complexitAe en moyenne en OB
p
n3' ExpAerimentalement4
en choisissant un point de dAepart au centre de la triangulation4 le segment L coupe en
moyenne Q'DD
p
n triangles'
+,<, ,< M>ethode du JumpEandEWalk
Devroye4 MSucke et Zhu CD*E ont amAeliorAe la mAethode prAecAedente en choisissant un
meilleur point de dAepart 8a l;aide d;un Aechantillonnage alAeatoire sur l;ensemble des
sites' De plus4 ils prouvent que4 si l;on sAelectionne un Aechantillon alAeatoire S
k
de taille
k parmi les sites de S
n
4 si l;on calcule l;AelAement ( de S
k
qui est le plus proche du point
Q 8a localiser4 et que si l;on initialise le =WalkKThrough> sur (4 alors la complexitAe en
moyenne du =JumpKandKWalk> est dans OBk Y
p
n
k
3' L;algorithme devient )
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 ! s#electionner un ensembleE de m points Y
 
1 Y
!
1! ! ! 1Y
m
par un tirage al#eatoire sans
remise 4a partir de l5ensemble des sites!
6! d#eterminer l5index j  f $ % % % $mg minimisant la distance euclidienne d8Y
j
$ Q9!
Soit Y ; Y
j
!
<! trouver le triangle contenant Q en traversant tous les triangles coup#es par le
segment L ; >Y$Q?!
Pour une distribution uniforme des sites1 le nombre de triangles examin#es par le WalkD
Through est proportionnel 4a la longueur du segment reliant le point de d#epart et le
point 4a localiser! Le JumpDandDWalk est meilleur que le WalkDThrough parce qu5il
permet de choisir un point de d#epart plus proche du point 4a localiser1 le segment L est
donc plus court! L! Devroye1 E! MNucke et B! Zhu >QR? d#emontrent que l5optimum est
atteint avec un tirage al#eatoire de m ; O8
 
p
n9 sites et que la complexit#e en moyenne
est en O8
 
p
n9! Ce r#esultat se d#eduit directement de la formule de complexit#e du
JumpDandDWalk puisqu5elle est la somme d5une fonction croissante et d5une fonction
d#ecroissante! E! MNucke1 I! Saias et B! Zhu > RU? g#en#eralisent ce r#esultat 8avec des
complexit#es diV#erentes9 dans un espace 4a trois dimensions!
Analyse intuitive > imaginons un tirage uniforme de m sites! On peut aussi1 pour
simpliXer1 supposer que ces sites sont situ#es sur les noeuds d5une grille r#eguli4ere de
taille
p
m $
p
m! Cette grille viendra se superposer 4a la grille plus Xne de taille
p
n $
p
n contenant l5ensemble des sites! On s5aperYcoit que le segment L coupera au
plus
68
p
n %  9
6
p
m
&
r
n
m
triangles 8voir Figure [!R9! La complexit#e en moyenne de la
localisation est donc en O8
r
n
m
\m9! L5optimum est atteint pour ]
r
n
m
; m'( m ;
 
p
n
La taille de l5#echantillon est en O8
 
p
n9 ainsi que la complexit#e en moyenne de la locaD
lisation! Les constantes multiplicatives peuvent e^tre ajust#ees exp#erimentalement!
 !"!# M%ethodes utilisant le pr%etraitement d4un autre algo6
rithme
Les m#ethodes suivantes utilisant un AVL >R? 8ou n5importe quel arbre binaire de
recherche9 ou un 6dDtree sont dues 4a Lemaire et Moreau! Remarquons que le pr#eD
traitement 8AVL ou 6dDtree9 peut e^tre gratuit et avoir #et#e calcul#e pour les besoins d5un
autre algorithme! Par exemple1 il existe des algorithmes de triangulation de Delaunay
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!
"
de recherche de Q dans l,AVL
site appartenant au chemin P
site du semis
C
j
colonne C
j
!
"
6
7
segment L
Y
:
Q
Q
<
Figure &'() Analyse approximative du Binary2Search2and2Walk 8 d9etermination de la
colonne C
j
contenant Q :a l;aide de
log
 
n
#
dichotomies< puis Jump2and2Walk avec un
9echantillon de
log
 
n
#
sites dans la colonne C
j
>
qui utilisent pour le d2ecoupage du domaine6 soit un arbre binaire de recherche comme
l9algorithme :Divide=and=Conquer? de Lee et Schachter BCDCE6 soit un Fd=tree comme
celui de Lemaire et Moreau BCDHE BCD(E' Tous les algorithmes de balayage utilisent aussi
un tri des points qui peut Ketre fait avec un arbre binaire' L9analyse qui en est faite
n9a pas la pr2etention d9Ketre une preuve math2ematique6 mais explique comment sont
obtenus les r2esultats de complexit2e en moyenne' On essaie actuellement de donner une
analyse math2ematique rigoureuse de ces complexit2es en moyenne6 comme Luc Devroye
Oet al>P l9ont fait avec le Walk=Through et le Jump=and=Walk' En ce qui concerne la
complexit2e dans le pire des cas6 on peut trouver pour tous ces algorithmes un exemple
pathologique Odont la probabilit2e d9apparition en pratique est quasiment nulleP pour
lequel la localisation est en O n!"
Dans le cas o+u l-algorithme de triangulation est bas6e sur un quadtree  para9
graphe :";! ou sur un bucket9tree  paragraphe :"=!> l-outil de localisation associ6e sera
naturellement le quadtree ou la grille r6eguli+ere"
 !"!#!$ M&ethode du Binary3Search3and3Walk
Soit un AVL construit +a partir des abscisses des sites  certains algorithmes de triangu9
lation de Delaunay construisent un AVL dans une phase de pr6etraitement!" Un AVL
E:F est un arbre binaire de recherche 6equilibr6e dynamiquement" Imaginons que l-on
recherche dans cette arborescence la cl6e 6egale +a l-abscisse du point +a localiser Q" Cette
op6eration d6eInit un chemin P dans l-AVL de la racine jusqu-+a une feuille" Les points
stock6es au niveau des noeuds de ce chemin constitueront l-ensemble E du paragraphe
M"N"O"N" La suite de l-algorithme est identique"
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Cette m$ethode pr$esente l-avantage de placer dans l-ensemble E des points qui
sont tr6es proches en abscisse du point 6a localiser7 mais dont la distance en ordonn$ee
est al$eatoire8
L-AVL $etant dynamique7 cette m$ethode peut =etre utilis$ee dans tout algorithme
incr$emental qui n$ecessite de la localisation7 en particulier pour construire la triangula>
tion de Delaunay de faAcon incr$ementale8
Remarque ' cet algorithme peut fonctionner avec n-importe quel arbre binaire
de recherche8
Analyse intuitive > imaginons une distribution uniforme de n sites dans un carr$e8
Pour simpliCer7 plaAcons>les sur les noeuds d-une grille r$eguli6ere de taille
p
n!
p
n Dvoir
Figure F8GH8
" Majorant pour la complexitFe en moyenne >
coupons le chemin P en deux parties $egales P
 
et P
!
contenant environ
log
!
n
J
sites8 La descente le long de P
 
revient 6a diviser r$ecursivement le domaine en
bandes verticales8 La derni6ere bande7 au bout de
log
!
n
J
$etapes7 aura une largeur
$egale environ 6a la racine carr$ee de la longueur du c=ot$e du carr$e8 Cette bande est
approximativement $egale 6a une colonne C
j
de la grille r$eguli6ere8 Tous les sites de
la seconde partie P
!
du chemin sont situ$es 6a une position al$eatoire en ordonn$ee
dans cette colonne C
j
qui contient le point 6a localiser8 On peut consid$erer que ces
log
!
n
J
points constituent un $echantillonnage al$eatoire dans cette colonne8 Le seg>
ment L qui traverse le plus de triangles7 en coupera environ
J
p
n
J
log
 
n
!
M OD
p
n
log
!
n
H8
" Minorant pour la complexitFe en moyenne >
au mieux7 tous les sites du chemin P 7 soit Dlog
!
nH7 sont situ$es dans la m=eme
colonne C
j
qui contient le point 6a localiser8 Le segment L qui traverse le plus de
triangles7 en coupera environ
J
p
n
J log
!
n
M ND
p
n
log
!
n
H8
" Valeur exacte pour la complexitFe en moyenne >
elle est donc en OD
p
n
log
!
n
P log
!
nH M OD
p
n
log
!
n
H8 Le premier terme correspond au
nombre de triangles coup$es par le segment L7 le second terme est $egal au nombre
d-$el$ements dans le chemin P 8
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!"#$
!
!
nombre de triangles examin3es
 !!!
45$
nombre de sites 6en milliards7
Jump;and;Walk
Binary;Search;and;Walk
Binary;Search;and;Walk sur3echantillonn3e
$d;Search;and;Walk 6courbe logarithmique7
Figure &'() Comportement asymptotique du Jump0and0Walk4 du Binary0Search0and0
Walk simple et sur9echantillonn9e et du :d0Search0and0Walk ;courbe logarithmique>?
+,1,!,! Comparaison entre le Jump?and?Walk et le Binary?Search?and?
Walk
La fonction
D
p
n cro12t asymptotiquement moins vite que la fonction
p
n
log n
8 donc la m:e;
thode du Jump;and;Walk est meilleure asymptotiquement' Mais8 pour moins de BCD
millions de sites8 cEest le contraire' Pour les ensembles de points que lEon rencontre
en pratique8 la m:ethode du Binary;Search;and;Walk est plus rapide Kcf' courbes de
la Lgure &'(M' Ceci montre une nouvelle fois que les notations asymptotiques doivent
1etre utilis:ees avec prudence' Dans lE:etude exp:erimentale du paragraphe &'Q'Q8 on d:eter;
mine le seuil exact oRu le classement des deux algorithmes va sEinverser' En eTet8 des
constantes multiplicatives8 ignor:ees dans ce raisonnement8 interviennent dans les com;
plexit:es'
+,1,!,1 MHethode du Binary?Search?and?Walk surHechantillonnHe
DEaprRes lEanalyse du paragraphe &'Q'C'U8 il y a entre
log
 
n
C
et log
 
n sites qui servent
Ra faire de lE:echantillonnage al:eatoire dans la colonne C
j
' Ce nombre nEest pas optimal
parce que trop faible8 surtout quand n est grand'
Augmentons la taille k de lE:echantillonnage dans la colonne C
j
' La complexit:e
de la localisation devient K
log
 
n
C
W
C
p
n
Ck
WkM' Le premier terme correspond au parcours
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nombre de triangles examin/es
01
12    
nombre de sites
Jump6and6Walk
9d6Search6and6Walk =courbe logarithmique?
Binary6Search6and6Walk
Binary6Search6and6Walk sur/echantillonn/e
Figure &'() Comparaison )N moyen, du Jump0and0Walk4 du Binary0Search0and0Walk
simple et sur:echantillonn:e et du ;d0Search0and0Walk )courbe logarithmique,? Curieu0
sement4 les fonctions log
 
n4
p
n
log
9
n
et
B
p
n sont :egales Aa BC pour x , -
$%
?
du chemin P
$
3 le second terme repr7esente le nombre de triangles coup7es par le segment
L et le dernier terme repr7esente les k points de l:7echantillonnage qu:il faut examiner
pour trouver le plus proche voisin du point ?a localiser' Quand k augmente3 le second
terme diminue3 l:optimum est donc atteint pour )
p
n
k
, k !" k ,
B
p
n
Le terme logarithmique 7etant asymptotiquement plus faible3 la complexit7e de la locaC
lisation est en DE
B
p
nF' Remarquons que la fonction racine quatri?eme croHIt tr?es lenteC
ment ) pour environ ( milliards de sites3 sa valeur n:est que JK fois plus importante que
celle prise par la fonction logarithmique en base -'
Pour augmenter la taille du sur7echantillonnage3 il suMt3 ?a partir d:un noeud Y
s
Evoir Figure &'&F sur le chemin P 3 de prendre l:arbre ayant Y
s
pour racine et d:ajouter
tous les sites stock7es dans les noeuds de Y
s
3 dans l:ensemble d:7echantillonnage E' Cette
op7eration se fait en temps lin7eaire par rapport ?a la taille du sousCarbre et n:occasionne
donc pas de coHut suppl7ementaire' Supposons l:arbre complet ) la taille du sousCarbre
est environ 7egale ?a -
logn!s
' Il suMt de d7eterminer l:indice s tel que la taille du sousC
arbre ancr7e en Y
s
soit de taille proche de
B
p
n' L:indice s est donc environ 7egal aux
troisCquarts de la hauteur de l:arbre puisque n
$"&
, -
log
9
n
B
'
Cette m7ethode a l:inconv7enient d:introduire des discontinuit7es dans les tailles
des ensembles d:7echantillonnage qui sont approximativement 7egales ?a des puissances
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de deux$ D&autre part+ on ne peut pr.evoir avec pr.ecision+ except.e dans le cas d&un
arbre complet+ quelle va 7etre la taille de l&arbre enracin.e sur un noeud du chemin de
recherche$ C&est d&autant plus vrai dans le cas d&un AVL de hauteur h dont la taille
peut varier entre =
h !
 > et ?
h !
 >+ = @
!
"
A>B
p
CD " >!E> .etant le nombre d&or Avoir
par exemple F>GH page >CGD$
Il existe une autre faLcon de compl.eter l&ensemble d&.echantillonnage M consid.erons
le chemin de recherche P ordonn.e en sens inverse fY
h
$ Y
h !
$ Y
h "
$ ! ! ! $ Y
#
g$ On associe
Oa chaque noeud de P celui de ses Pls Aquand il existeD qui n&appartient pas Oa P +
d&oOu l&ensemble fS
h
$ S
h !
$ S
h "
$ ! ! ! $ S
#
g$ On eQectue un parcours en profondeur de
l&arbre enracin.e en chaque noeud S
i
en commenLcant par S
h
et en continuant avec S
h !
+
S
h "
$ $ $ suivant les indices d.ecroissants$ Les noeuds visit.es lors de ce parcours sont
plac.es dans l&ensemble d&.echantillonnage et on incr.emente un compteur pour chaque
noeud visit.e$ On stoppe le parcours quand le nombre souhait.e est atteint$ La r.ecursivit.e
de cette m.ethode entra7Rne une l.egOere perte de temps+ vite compens.ee dOes que le semis
d.epasse une certaine taille Avoir l&.etude exp.erimentale paragraphe S$G$GD$ On a le
sch.ema
!#
algorithmique suivant M
Fonction OBSW ARoot$QueryPoint$NeighborD
K @ >!CW
 
p
N et dmin @ RealMax
BinSearch ARoot$QueryPoint$Neighbor$ dmin$KD
Fonction BinSearch ANode$Q$N$ dmin$KD
Si ANode @ NULLD alors return
d @ distance ANode$QD et K   
Si Ad 8 dminD alors N @ Node et dmin @ d
Si AAQD
x
8 ANodeD
x
D alors BinSearch ALeftSonANodeD$ Q$N$ dmin$KD
OtherSon @ RightSonANodeD
Sinon BinSearch ARightSonANodeD$ Q$N$ dmin$KD
OtherSon @ LeftSonANodeD
Si AK : [D alors OverSample AOtherSon$Q$N$ dmin$KD
Fonction OverSample ANode$Q$N$ dmin$KD
Si ANode @ NULLD alors return
d @ distance ANode$QD et K   
Si Ad 8 dminD alors N @ Node et dmin @ d
Si AK : [D alors OverSample ALeftSonANodeD$ Q$N$ dmin$KD
Si AK : [D alors OverSample ARightSonANodeD$ Q$N$ dmin$KD
 !
Par souci de clart,e- nous n/avons pas pr,ecis,e les passages par adresse de certains param4etres5
K repr,esente la taille de l/,echantillonnage dont on a d,etermin,e exp,erimentalement la valeur optimale5
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h! 
h!!
h
chemin de recherche P
Y
j
Y
s
Figure &'&( Binary&Search&and&Walk/
Remarque 8 on peut acc/el/erer en pratique la localisation en ne calculant que la dif5
f/erence d6ordonn/ee entre le point 7a localiser et les points de l6ensembled6/echantillonnage'
Le candidat retenu pour initialiser le <walk? sera celui qui est le plus proche en or5
donn/ee du point 7a localiser' Mais dans ce casA il ne faut pas placer dans l6ensemble
d6/echantillonnage les premiers sites du chemin de recherche P parce qu6ils sont g/en/erale5
ment trop /eloign/es en abscisse du point 7a localiser'
 !"!9!: Comparaison entre le BinaryESearchEandEWalk simple et surKechanE
tillonnKe
Le Binary5Search5and5Walk sur/echantillonn/e FOversampled&Binary&Search&and&WalkG
est meilleur asymptotiquement Fvoir Figure &'IG que le Binary5Search5and5Walk simple
et mJeme que le Jump5and5Walk' Jusqu67a LM NNN pointsA le terme logarithmique pr/esent
dans les deux algorithmes est pr/epond/erant Fvoir Figure &'PGA le sur/echantillonnage est
inutile en dessous de cette valeur' L6/etude exp/erimentale du paragraphe &'Q'Q d/etermine
plus pr/ecis/ement 7a partir de quelle taille de semis le sur/echantillonnage apporte un gain
de temps' En eSetA certaines constantes multiplicatives dans les complexit/es modiTent
sensiblement le seuil annonc/e de LM NNN'
 !"!9!L MKethode du 9dESearchEandEWalk
Cette m/ethode de localisation est id/eale si l6on a d/ej7a construit la triangulation de
Delaunay avec l6algorithme du chapitre M qui utilise le d/ecoupage du domaine par un
Xd5tree' Il suZtA lors de la construction du Xd5treeA de garder en m/emoire les m/e5
dianes FsitesG ayant servi 7a partager chaque r/egion Fun simple tableau de n pointeurs
suZt [G' Un Xd5tree peut Jetre consid/er/e comme une arborescence binaire de recherche (
il suZt d6alterner dans les parcours de rechercheA la coordonn/ee qui sert 7a faire la
discrimination' Supposons que l6on recherche dans cette arborescence la cl/e /egale aux
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site du semis
segment L
d)ecoupage du domaine
par le 0d1tree
Q
Y
d)epart du Walk1Through
Figure &'()* Localisation avec un ,d.tree0
coordonn/ees du point 3a localiser Q' Le chemin emprunt/e lors de cette recherche se
termine sur une feuille 3a laquelle sont associ/es un site Y et un rectangle ne contenant que
Y et Q' Souvent= ce site Y est le plus proche voisin de Q >voir aussi les d/eveloppements
de Devroye et Chanzy CDDE sur la recherche du plus proche voisin et le range searching
3a lFaide dFun GdHtreeI' On consid3ere le segment L K CYQE et la suite de lFalgorithme est
identique au WalkHThrough' Cette m/ethode est performante parce que les points Y et
Q sont g/en/eralement extrPemement proches >voir Figure &'()I' En moyenne= L coupe un
nombre constant k de triangles' La complexit/e de la localisation est en O>log
 
nRkI K
O>log
 
nI' Cette m/ethode est meilleure que les pr/ec/edentes= asymptotiquement et en
pratique= puisque ces derni3eres ont au moins une composante logarithmique dans la
complexit/e' Par contre= le GdHtree se dynamise mal' Il sera diUcilement utilisable dans
un environnement dynamique'
 !"!" Etude exp*erimentale
Les tests comparatifs ont /et/e r/ealis/es= comme dans le paragraphe &'G'G= sur le superH
calculateur Convex avec des distributions uniformes= jusquF3a saturation de la m/emoire
vive' On a atteint W millions de sites avec lFalgorithme de Kirkpatrick et (W millions de
sites avec les autres algorithmes'
Les algorithmes test/es sont celui de Kirkpatrick >KirkI= la m/ethode naYZve
>BruteI= le WalkHThrough >WalkI= le JumpHandHWalk >JWI= le BinaryHSearchHandH
Walk >BSWI= lFOversampledHBinaryHSearchHandHWalk >OBSWI et en]n le GdHSearchH
 !"! ALGORITHMES PRATIQUES 1""
 !  "
#millions de sites-
!""
 ""
#secondes-
/d0tree
AVL
Kirk
y  77"!  "
  
n
y  /"/!  "
  
n logn
Heapsort
y  /"<!  "
  
n logn
y  /"=!  "
  
n logn
Figure &'(() Comparaison des temps de pr,etraitement des algorithmes de localisation
avec une distribution uniforme5
and-Walk 12dSW2'
La m5emoire n5ecessaire pour stocker la triangulation ainsi que les 5eventuelles
structures de localisation est d=environ >?@ octets par site pour Kirk' Elle peut Betre un
peu plus importante dans le cas d=une distribution h5et5erogEene ) la taille de la hi5erarchie
de triangulations n=est pas FxeH on peut seulement la majorer' BSW et OBSW
utilisent (J@ octets par site ) il faut stocker l=AVL dont la taille peut se calculer Ea
l=avance et ne d5epend pas du type de la distribution' Un site doit avoir un pointeur sur
son Fls gauche et droit ainsi qu=un entier indiquant au minimum l=5equilibrage des sous-
arbres' BruteH Walk et JW ne requiEerent aucune structure particuliEere et (PJ octets
par site suQsent pour stocker la triangulation' Chaque site a un pointeur sur une arBete
ayant ce site pour origineH chaque arBete 1ou plutBot arc2 a un pointeur indiquant si l=arc
est sur l=enveloppe convexe' La structure de localisation pour 2dSW est un simple
tableau de n pointeurs sur les sites m5edians et cet algorithme n5ecessite (PS octets par
site'
KirkH BSWH OBSW et 2dSW requiEerent un pr5etraitement' Il consiste pour
Kirk Ea construire une hi5erarchie de triangulationsH pour BSW et OBSW un AVL
et pour 2dSW un Pd-tree' On trouve dans le graphique &'(( une comparaison ex-
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p!erimentale entre ces di-!erents pr!etraitements .le temps de calcul du tri par Heapsort
sert de r!ef!erence12 En ce qui concerne le temps de pr!etraitement6Kirk est le meilleur
asymptotiquement6 mais le moins bon en pratique2 L:extrapolation de ces courbes
montre que Kirk est meilleur que 5dSW <a partir d:environ > ?@
 !
sites et que BSW
.ou OBSW1 <a partir d:environ > A  ?@
!"
sites
""
B Remarquons aussi que le temps de
construction d:un AVL est <a peine sup!erieur au temps pris par un Heapsort2
Les graphiques H2?> et H2?I illustrent les performances de ces di-!erents algoJ
rithmes2
Algorithmes dynamiques sans prGetraitementH le moins performant est Brute6
inutilisable auJdel<a de quelques centaines de points2 Les performances de Walk
restent acceptables jusqu:<a environ A@@@ sites6 et sont6 sur cet intervalle6 l!eg<ereJ
ment meilleures que celles de Kirk2 Par contre6 JW reste utilisable sur de gros
ensembles .plusieurs millions de sites16 mais en !etant nettementmoins performant
que les autres algorithmes2 Il est mNeme plus rapide que Kirk jusqu:<a ?O@ @@@
sites2
Algorithmes dynamiques avec prGetraitement H il s:agit de BSW et de OBSW2
BSW est moins bon asymptotiquement que JW2 Mais6 si l:on extrapole les
courbes des temps de localisation6 BSW est meilleur jusqu:<a environ ?Q2Q milJ
liards de sites B Jusqu:<a environ H@ @@@ sites6 OBSW est l!eg<erement plus lent
que BSW2 Cette di-!erence est due aux fonctions r!ecursives qu:il utilise2 Ensuite6
OBSW devient nettement plus rapide2 BSW reste plus rapide queKirk jusqu:<a
environ I millions de sites2 En extrapolant les courbes repr!esentatives de Kirk
et OBSW6 OBSW reste plus rapide que Kirk jusqu:<a environ IQ millions de
sites2
Algorithmes statiques avec prGetraitement H le meilleur est incontestablement
5dSW2 Sa complexit!e est en moyenne logarithmique6 avec une tr<es petite consJ
tante multiplicative2 Mais6 il a l:inconv!enient de ne pas Netre optimal dans le pire
des cas et il existe des conUgurations .exemples pathologiques quasiment introuJ
vables en pratique1 o<u son comportement pourra d!eg!en!erer vers du lin!eaire2 Kirk
est moins bon en pratique6 mais reste optimal dans le pire des cas6 ce qui signiUe
que6 quelle que soit la distribution6 son comportement restera logarithmique mais
avec une constante multiplicative assez !enorme2
  
Cette quantit(e est *a peu pr*es la racine carr(ee du nombre estim(e d3atomes pr(esents dans l3univers
observable 5
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Le tableau ci5dessus r9esume l;9etude exp9erimentale? les sites variant dans l;intervalle
A!"
$
$ !"$ ! !"
%
B en 9etant uniform9ement distribu9es dans un carr9eD Le nombre d;arEetes
travers9ees reFGete le travail accompli lors de la marche en direction du site Ga localiserD
Ce nombre suit parfaitement les fonctions mentionn9ees dans la troisiGeme colonne du
tableauD Par contre? les temps de localisation Fuctuent un peu plus par rapport aux
fonctions mentionn9ees dans la quatriGeme colonneD La mesure des temps de calcul
n;est pas toujours trGes pr9ecise et n;est pas identique d;une session Ga l;autreD Cette
impr9ecision des mesures rend inexploitable les r9egressions que nous avons r9ealis9ees pour
tenter de mettre en 9evidence les composantes logarithmiques qui existent dans BSW
et dans OBSWD N9eanmoins? ces exp9eriences permettent de mesurer assez pr9ecis9ement
la fonction dominante dans la complexit9e de ces algorithmesD
Nous n;avons pas r9ealis9e de tests exhaustifs sur d;autres types de distributions
comme nous l;avions fait pour la triangulation de DelaunayD Pour v9eriQer que toute
cette th9eorie ne s;eRondre pas dans le cas de distributions trGes h9et9erogGenes? nous avons
lanc9e BSW sur une distribution en clustersD Le temps de localisation est augment9e
d;environ $#S? ce qui reste encore trGes acceptableD On se doute intuitivement que ces
algorithmes? parce qu;ils utilisent la randomisation ou les $d5trees? vont r9esister rela5
tivement bien aux distributions h9et9erogGenes qui peuvent exister dans les applications
r9eellesD
En conclusion? OBSW est le meilleur des algorithmes dynamiques de localisa5
tion pour les tailles de semis que l;on rencontre en pratique et LdSW est le meilleur des
algorithmes statiques Vses performances doivent Eetre comparables Ga celles du quadtree?
mais sans en avoir les inconv9enients d9ejGa 9evoqu9es dans le chapitre $WD Ces algorithmes
requiGerent un espace m9emoire extrEemement faibleD La construction de la structure de
localisation peut avoir 9et9e r9ealis9ee avec un coEut presque nul pendant la construction de
la triangulation de Delaunay X l;algorithmedirig9e par le $d5tree n9ecessite la construction
du $d5tree utilis9e par LdSW et l;algorithme de Lee et Schachter trie les points selon
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les abscisses ce qui donne implicitement l/arbre binaire de recherche utilis2e par BSW
ou OBSW3 Nous allons voir6 dans le paragraphe suivant6 un algorithme dynamique
de triangulation de Delaunay utilisant l/Oversampled*Binary*Search*and*Walk comme
m2ethode de localisation3
Remarque > nous avons r2ealis2e les m:emes tests avec un arbre binaire parfaitement
2equilibr2e au lieu d/un AVL3 On observe une am2elioration des performances d/environ @A3
Le gain est nettement plus important si l/on 2ecrit les proc2edures de localisation de faBcon
non r2ecursive CD@ Ea FGAH3
 !" Application ,a la triangulation de Delaunay
Il est habituel de distinguer6 parmi les algorithmes de triangulation de Delaunay6 ceux
qui sont K
o@Aline > on conna:Lt Ea l/avance l/ensemble des donn2ees Ea traiter3 Ces algorithmes sont
statiques et sont inadapt2es dEes que l/on modiNe l/ensemble des donn2ees initiales
Cajout ou suppressionH3 Dans ce cas6 il faut recommencer entiEerement le calcul3
Les algorithmes du chapitre @ entrent dans cette cat2egorie3
onAline > on ne conna:Lt pas a priori l/ensemble des donn2ees Ea traiter et la triangulation
est mise Ea jour Ea chaque fois que l/on ajoute ou retire un site3 Ces algorithmes
sont dynamiques6 mais toujours plus lents que ceux qui sont statiques3 Cette
fonctionnalit2e suppl2ementaire n/est pas gratuite6 le choix entre o5*line et on*
line n/est pas syst2ematique6 il d2epend de l/application3 Pour un simulateur de
vol ou pour le d2eplacement d/un robot6 on pr2efEerera bien s:ur un algorithme on*
line3 En eRet6 la triangulation qui repr2esente le terrain naturel6 2evolue sans
cesse en fonction du d2eplacement du robot ou de l/avion3 Les algorithmes du
paragraphe D3S3F entrent dans cette cat2egorie Crevoir leur description sommaire
dans le paragraphe D3S3FH3 A chaque fois que l/on ajoute Cou retireH un site6 il
faut localiser le triangle contenant ce site6 puis mettre Ea jour la triangulation3
C/est la phase de localisation qui est diTcile3 Elle est Ea l/origine de la trEes grande
disparit2e dans les performances de ce type d/algorithme3
Nous allons comparer les meilleurs de ces algorithmes on*line K Dt utilise le DelauU
nay tree6 DAJW le JumpUandUWalk6 DABSW le BinaryUSearchUandUWalk6 DAOBSW
l/OversampledUBinaryUSearchUandUWalk6 DAHT une hi2erarchie de triangulations3 Les
graphiques [3DS et [3D@ Cexcept2e pour DAHTH illustrent les performances pratiques de
ces diR2erents algorithmes3 Les temps de calcul sont toujours mesur2es sur le Convex et
la distribution des sites est uniforme dans un carr2e3
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 !"!# Algorithme avec Delaunay tree
Cet algorithme +,,- a d/ej1a /et/e d/ecrit dans le paragraphe 678797 Il est randomis/e et op;
timal en moyenne7 Dans l>analyse? on suppose que l>ordre d>insertion des sites est une
permutation quelconque parmi les nB permutations possibles? de mani1ere /equiproba;
ble7 Aucune hypoth1ese n>est faite sur la distribution des sites7 Cet algorithme est
relativement lent pour des ensembles de sites de taille moyenne? mais devient excellent
1a partir de plusieurs millions de sites Hvoir Graphiques J768 et J76KL7 Par contre? il a
l>inconv/enient de consommer beaucoup de m/emoire N pour cette raison? nous n>avons
pas pu le tester pour plus de deux millions de sites? alors que nous avons atteint 69
millions pour les algorithmes D2JW? D2BSW et D2OBSW7
 !"!5 Algorithme avec Jump8and8Walk
La m/ethode de localisation employ/ee est le Jump$and$Walk Hvoir paragraphe J7,767,L7
Cet algorithme +PK- +6K8- a /et/e propos/e par Devroye? MRucke et Zhu en 6JJK7 Pour
une distribution uniforme? l>algorithme a une complexit/e en moyenne dans OHn
  !
L?
avec une petite constante multiplicative7 Son comportement asymptotique n>est pas
optimal? mais les performances pratiques sont bonnes jusqu>1a environ KVV VVV points7
Au;del1a? Dt Hasymptotiquement optimalL est meilleur7
 !"!< Algorithme avec Oversampled8Binary8Search8and8Walk
Cet algorithme a une complexit/e en moyenne en OHn
"  
L avec une constante multi;
plicative tr1es petite7 Il est un peu plus rapide que D2BSW 1a partir de ,VV VVV points7
Ses performances restent tr1es bonnes jusqu>1a plusieurs millions de sites et il est le
meilleur des algorithmes que nous avons pu tester7 Il pr/esente l>avantage d>utiliser peu
de m/emoire et d>Wetre simple 1a coder en /etant compl1etement dynamique7 La localisation
d>un site 1a supprimer se fait de faXcon optimale en OHlog nL grWace 1a la structure d>AVL7
D>autre part? beaucoup d>algorithmes g/eom/etriques utilisent un tri lexicographique des
sites7 Ici? le tri est maintenu dynamiquement par l>AVL7
En pratique? le sch/ema algorithmique est proche de celui d/ecrit dans le para;
graphe J7,797,7 Le travail r/ealis/e dans la fonction BinSearch se fait maintenant dans la
fonction d>insertion dans l>AVL et la fonction OverSample est d/eclench/ee juste avant
l>appel de la fonction de r/e/equilibrage dynamique de l>AVL7
 !"!" Algorithme avec une hiAerarchie de triangulations
O7 Devillers +P6- a pr/esent/e cet algorithme \n septembre 6JJ] aux Journ/ees Franco;
Espagnoles de G/eom/etrie Algorithmique7 La m/ethode employ/ee pour la localisation est
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proche de celle de Mulmuley ,-../ 0voir paragraphe 56-6789 mais beaucoup plus simple
et moins gourmande en m>emoire6
Chaque niveau de la hi>erarchie est une triangulation de Delaunay6 Un site a
un lien sur tous les triangles dont il est le sommet6 Un triangle a un lien sur les trois
triangles adjacents ainsi que sur ses trois sommets6 Les sites pr>esents Ea un niveau de la
hi>erarchie constituent un >echantillonnage al>eatoire de ceux du niveau juste en dessous6
Pour situer un point q9 on le localise dans toutes les triangulations de la hi>erarH
chie en partant de la plus grossiEere vers la plus Ine6 Pour une triangulation de niveau k9
on part dJun site de cette triangulation et on KmarcheL en direction de q pour trouver le
triangle contenant q6 Ensuite9 en utilisant les liens entre triangles adjacents9 on trouve
le plus proche voisin v de q parmi les sites pr>esents dans le niveau trait>e6 Comme v a
un lien sur un triangle adjacent du niveau k -9 on peut initialiser le KWalkHThroughL
dans la triangulation du niveau k -6 On itEere ce processus jusquJEa la triangulation de
Delaunay de lJensemble des sites6 Dans la triangulation la plus grossiEere9 si elle contient
plus de RS sites9 on cherche le triangle contenant q avec la m>ethode du JumpHandHWalk
plutUot quJavec un simple WalkHThrough6
La complexit>e en moyenne du calcul de la triangulation 0en supposant un ordre
dJinsertion al>eatoire et sans faire dJhypothEeses sur la distribution des points8 est en
O0n log n89 lJespace m>emoire 0avec les mUemes hypothEeses8 lin>eaire6
O6 Devillers nous a g>en>ereusement prUet>e son programme6 Nous nJavons pas pu
le tester de faXcon approfondie9 >etant Ea quelques jours de la In de ce travail de thEese6
DJautre part9 il est cod>e en CYY et un portage est n>ecessaire pour le faire fonctionner
sur le Convex6 Les quelques tests r>ealis>es sur station montrent un excellent comporteH
ment avec un l>eger avantage de D!HT sur D!OBSW6 D!HT et D!OBSW sont un
peu plus de deux fois plus rapides que D!JW pour .SS SSS points6 Objectivement9
nous ne pouvons en tirer de conclusions9 notre programme nJ>etant pas cod>e de faXcon
optimale6 Il est certain que ces deux algorithmes ont des performances trEes proches et
une >etude plus approfondie est n>ecessaire pour pouvoir les comparer6
On peut n>eanmoins a[rmer que9 commeD!HT est asymptotiquement optimal9
il existe une taille de semis Ea partir de laquelle il sera le plus rapide6 La question que
lJon se pose est de trouver 0sJil existe8 le domaine pour lequelD!OBSW serait meilleur6
LJespace m>emoire utilis>e par ces deux algorithmes est comparable mais D!OBSW a
les avantages suivants \ il est plus simple Ea coder9 plus rapide pour la suppression dJun
site et il maintient dynamiquement une structure dJAVL qui peut Uetre utilis>ee pour
r>esoudre beaucoup dJautres problEemes g>eom>etriques6 LJespace m>emoire utilis>e par ces
deux algorithmes est comparable6
Une >etude plus approfondie sJimpose qui devrait commencer par une comparaiH
son des m>ethodes de localisation de D!OBSW et de D!HT6
 !"! CONCLUSION *+*
 !" Conclusion
Nous avons pr)esent)e des algorithmes pratiques de localisation dans une triangulation
de Delaunay qui peuvent compl)eter naturellement les algorithmes pr)esent)es dans le
chapitre 67 En particulier9 l:algorithme statique  d"Search"and"Walk est id)eal si l:on a
d)ej<a calcul)e la triangulation avec l:algorithme bas)e sur le >d?tree7
Nous avons propos)e un nouvel algorithme dynamique de localisation dans une
triangulation de Delaunay9 l:Oversampled"Binary"Search"and"Walk9 dont l:)etude ex?
p)erimentale a mis en )evidence les remarquables performances7
Cet algorithme de localisation est utilis)e pour construire on"line une triangu?
lation de Delaunay et cette m)ethode est parmi les plus performantes des m)ethodes
on"line connues <a ce jour7
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CONCLUSION ET
PERSPECTIVES
La majeure partie des travaux e.ectu0es lors de cette th4ese concerne la triangulation de
Delaunay9 Ce sujet suscite l;enthousiasme des chercheurs depuis plus de vingt ans et
donne toujours mati4ere 4a de nombreuses publications9
La premi4ere partie pr0esente de nouveaux algorithmes de triangulation eucli=
dienne de Delaunay dans le plan> plus performants que ceux connus 4a ce jour9 Leur
principe est de diviser le domaine selon des arbres bidimensionnels ABd=tree> random
Bd=tree> adaptive Bd=tree> random adaptive Bd=tree> quadtree> bucket=tree999D et ensuite
de fusionner les cellules obtenues suivant deux directions9
L;0etude th0eorique compl4ete est r0ealis0ee9 La complexit0e dans le pire des cas
reste optimale en OAn log nD9 La complexit0e en moyenne de la phase de triangulation
est lin0eaire pour une distribution quasi=uniforme9 La complexit0e du pr0etraitement
Aconstruction de l;arbre bidimensionnelD est g0en0eralement en OAn log nD> voire lin0eaire
si l;on utilise des techniques de hachage dans l;hypoth4ese d;une distribution uniforme9
Une 0etude comparative exp0erimentale approfondie a mis en 0evidence l;eFcacit0e
de ces algorithmes dont le comportement est peu alt0er0e par des distributions non uni=
formes9 Pour cette raison> nous esp0erons qu;ils deviendront des standards au mHeme
titre que quicksort pour le tri9 D;autre part> cette 0etude peut permettre au program=
meur de faire le bon choix parmi la centaine d;algorithmes existants9 A priori> les
meilleurs algorithmes sont ceux fond0es sur le Bd=tree> le quad=tree ou le bucket=tree J
 ils sont actuellement les plus rapides9
 ils sont peu sensibles 4a l;impr0ecision num0erique9 Seule l;0evaluation du signe des
d0eterminants peut pr0esenter quelques risques> ais0ement lev0es 4a l;aide de m0ethodes
ad0equates cit0ees dans le chapitre L9
 ils sont peu perturb0es par l;h0et0erog0en0eit0e de la distribution9 D;apr4es ce crit4ere>
le classement place en premi4ere position l;algorithme fond0e sur le quadtree> puis
celui bas0e sur le Bd=tree et enMn celui dirig0e par le bucket=tree9
 quelques centaines de lignes suFsent pour les coder parce que nous avons pu
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g!en!eraliser la fonction de fusion de Lee et Schachter 23435 6a des fusions bidirec8
tionnelles avec pratiquement le m=eme nombre d>instructions?
Dans ces triangulationsA il est possible d>ins!erer des contraintes a posteriori? MaisA
il serait fort int!eressant de pouvoir calculer directement une triangulation contrainte
fond!ee sur un arbre bidimensionnel? Dans ce desseinA nous avons commenc!e 6a g!en!eraliser
l>algorithme de Volino et Moreau 23DE5A inspir!e de celui de Chew 2DH5 dans lequel les
fusions ne se font que selon une seule direction? Cette !etude se poursuit actuellement?
EnJnA des calculs probabilistes en dimension quelconque sont d!evelopp!es Kpro8
babilit!e qu>un site soit inachev!eA esp!erance du nombre de sites inachev!es dans un hy8
perrectangleM dans l>hypoth6ese d>une distribution quasi8uniforme? On en d!eduit que la
complexit!e en moyenne P en termes de sites inachev!es P du processus de fusion multidi8
mensionnelle est lin!eaire? Un prolongement 6a cette !etude pourrait =etre la construction
de la triangulation de Delaunay en dimension quelconque 6a l>aide d>un algorithme de
ce type?
La seconde partie propose de nouveaux algorithmes de localisation bas!es sur la
randomisation 6a partir d>un arbre binaire !equilibr!e dynamique de type AVL? Des com8
paraisons exp!erimentales sont eSectu!ees entre ces diS!erents algorithmesA ainsi qu>avec
l>algorithme optimal de KirkpatrickA ce qui prouve leur grande eVcacit!e en pratique?
Jusqu>6a au moins 3E millions de sitesA le nouvel algorithmeOversampled*Binary*Search*
and*Walk est plus rapide que celui de Kirkpatrick X Une analyse sommaire de leur
complexit!e est faite? L>analyse math!ematique rigoureuse de la complexit!e en moyenne
de ces algorithmesA qui est beaucoup plus compliqu!eeA est en train d>=etre r!ealis!ee?
L>algorithme de localisation bas!e sur la randomisation 6a partir d>un AVL est utilis!e
pour la construction Yon*lineZ d>une triangulation incr!ementale de Delaunay? L>!etude
exp!erimentale montre que cette m!ethode est parmi les plus performantes des m!ethodes
on*line connues 6a ce jour?
ANNEXE A
A!" Comparaison des temps de triangulation
Nous comparons ici le temps de triangulation des di01erents algorithmes sur diverses
distributions5 Il comprend les temps de pr1etraitement et de triangulation 7le temps
de lecture des sites n8est pas compris95 La machine utilis1ee est un super;calculateur
CONVEX CAB nettement plus lent qu8une station de travail ordinaireB mais qui o0re
une grande Dabilit1e et dispose d8une m1emoire vive de E GO 7il n8y a pas de swap de
m1emoire95
Les algorithmes 7voir paragraphe I5E9
bal balayage d8aprJes l8algorithme de Seidel 7D5 Hatch95
Dt arbre de Delaunay 7INRIA95
LS Lee et Schachter5
Dw Dwyer5
bt bucket;tree Ja partir d8une grille r1eguliJere5
swap 1echange des arQetes5
1d Ed;tree5
r1d random Ed;tree5
a1d adaptive Ed;tree5
ar1d adaptive random Ed;tree5
quad quadtree5
Les distributions 7voir paragraphe I5A9
ball distribution uniforme dans un disque5
corn distribution au voisinage des coins d8un carr1e5
diam distribution au voisinage d8un segment oblique5
rect distribution au voisinage d8un segment horizontal5
cross distribution au voisinage d8une croix5
arc distribution au voisinage d8un arc de cercle5
ann distribution dans un anneau5
norm distribution suivant la loi normale5
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Figure A'*) Triangulation de Delaunay . sites dans un anneau3
Comparaison des temps de triangulation /01
 !"#$%"&
!% '($ 
)milliers de sites2
(%%
!%%%
)secondes2
#( $#$
quad
LS
Dt
bal
Dw
swap
a$d
r$d
$d
ar$d
CORN
bt
Figure A'() Triangulation de Delaunay . sites r0epartis dans les coins3
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Figure A'() Triangulation de Delaunay . sites au voisinage d1un segment horizontal5
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Figure A'*) Triangulation de Delaunay . sites au voisinage d1un segment oblique5
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Figure A'*) Triangulation de Delaunay avec une distribution selon la loi normale3
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B!" Comparaison du nombre total d2ar3etes cr5e5ees
Nous comparons ici le nombre total A d0ar1etes cr2e2ees par les di32erents algorithmes sur
diverses distributions7 En e3et9 plus ce nombre est faible9 plus l0algorithme est e;cace7
Le programme perd ainsi moins de temps =a cr2eer et d2etruire des ar1etes7 Ce nombre
total d0ar1etes cr2e2ees est proportionnel au temps de triangulation ?pr2etraitement excluA7
Les algorithmes ?voir paragraphe B7CA
LS Lee et Schachter7
Dw Dwyer7
bt bucketItree =a partir d0une grille r2eguli=ere7
0d CdItree7
r0d random CdItree7
a0d adaptive CdItree7
ar0d adaptive random CdItree7
quad quadtree7
Les distributions ?voir paragraphe B7KA
ball distribution uniforme dans un disque7
corn distribution au voisinage des coins d0un carr2e7
diam distribution au voisinage d0un segment oblique7
rect distribution au voisinage d0un segment horizontal7
cross distribution au voisinage d0une croix7
arc distribution au voisinage d0un arc de cercle7
ann distribution dans un anneau7
norm distribution suivant la loi normale7
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Figure B'() Nombre d'ar)etes cr-e-ees . sites au voisinage d'un arc de cercle5
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Figure B'*) Nombre d'ar)etes cr-e-ees . sites au voisinage d'un anneau5
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Figure B'() Nombre d'ar)etes cr-e-ees . sites r-epartis dans les coins3
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Figure B'*) Nombre d'ar)etes cr-e-ees . sites au voisinage d'une croix3
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Figure B'() Nombre d'ar)etes cr-e-ees . sites au voisinage d'un segment horizontal7
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Figure B'*) Nombre d'ar)etes cr-e-ees . sites au voisinage d'un segment oblique7
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Figure B'*) Nombre d'ar)etes cr-e-ees avec une distribution selon la loi normale4
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C!" Un algorithme /a base d34echange d3ar6etes
Cet algorithme swap comprend deux phases 2
A construction d-une triangulation T3S4 3 pour cela5 on divise l7ensembledes sites
9a l7aide d7un :d;tree et l7on r<ealise des fusions bidirectionnelles> Mais5 lors de
chaque fusion5 on ne cherche pas 9a construire une triangulation de Delaunay5 on
construit juste une triangulation en reliant les points mutuellement visibles de
telle sorte que la direction du segment qui les relie soit proche de la direction de
fusion des deux sous;triangulations> Par exemple5 pour la fusion horizontale de
T 3S
 
4 et de T 3S
!
45 un point M
 
3x
 
$ y
 
4 de l7enveloppe convexe de T 3S
 
4 sera reli<e
au point M
!
3x
!
$ y
!
4 de l7enveloppe convexe de T 3S
!
4 si et seulement si M
 
et M
!
sont mutuellement visibles5 et M
!
a l7ordonn<ee la plus petite parmi les points de
T 3S
!
4 au;dessus de M
 
ou alors M
!
a l7ordonn<ee la plus grande parmi les points
de T 3S
!
4 en;dessous de M
 
>
B transformation de T3S4 en triangulation de Delaunay DT3S4 3 une fois que
la triangulation T 3S4 est obtenue5 on construit la triangulation de Delaunay
DT 3S4 en  echangeant des ar+etes avec la m<ethode du paragraphe F>G>F>
Les distributions 3voir paragraphe H>I4
unif distribution uniforme dans un carr<e>
ball distribution uniforme dans un disque>
corn distribution au voisinage des coins d7un carr<e>
diam distribution au voisinage d7un segment oblique>
rect distribution au voisinage d7un segment horizontal>
cross distribution au voisinage d7une croix>
arc distribution au voisinage d7un arc de cercle>
ann distribution dans un anneau>
norm distribution suivant la loi normale>
clus distribution avec JclustersK>
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Nsites unif clus arc ann corn cross rect diam ball norm
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Tableau C!(2 comparaison du nombre d-ar.etes 0echang0ees par site3
Pour chaque distribution> on a calcul?e le nombre dA?echanges dAarCetes par site> qui
semble devenir Fa peu prFes constant au fur et Fa mesure que la taille du semis augmente!
Ce nombre est plus faible pour une distribution uniforme que pour une distribution
trFes irr?eguliFere!
Ces r?esultats exp?erimentaux montrent la lin?earit?e du nombre de swaps en foncJ
tion du nombre de sites> et donc la lin?earit?e de la phase B de lAalgorithme! La preuve
th?eorique est un problFeme ouvert! On a constat?e exp?erimentalement la lin?earit?e de la
phase A de lAalgorithme Ole travail dans la phase A est de toute facon moins important
que dans la phase de triangulation de lAalgorithme :d dirig?e par un "dJtree> qui est
lin?eaire en moyenne sur une distribution quasiJuniformeQ! Une fois que le "dJtree est
construit> lAalgorithme swap est lin?eaire> dAaprFes les r?esultats exp?erimentaux!
ANNEXE D
D!" Espace m*emoire utilis*e par le quadtree
Nous avons mesur*e exp*erimentalement l0espace m*emoire utilis*e par le quadtree4 en
fonction des di6*erentes distributions et de la taille du semis8
Les distributions 9voir paragraphe <8=>
unif distribution uniforme dans un carr*e8
ball distribution uniforme dans un disque8
corn distribution au voisinage des coins d0un carr*e8
diam distribution au voisinage d0un segment oblique8
rect distribution au voisinage d0un segment horizontal8
cross distribution au voisinage d0une croix8
arc distribution au voisinage d0un arc de cercle8
ann distribution dans un anneau8
norm distribution suivant la loi normale8
clus distribution avec @clustersA8
Dans le tableau ciCdessous4 on trouve pour chaque type de distribution le nombre
de cellules par site4 une cellule *etant un entier de taille E octets8 Le paragraphe <8E8=
contient l0analyse de ces r*esultats8
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Nsites unif clus arc ann corn cross rect diam ball norm
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Tableau C! 2 espace m&emoire moyen utilis&e par le quadtree pour chaque site 2en
cellules34
ANNEXE E
E!" Temps de construction des 0d1trees
Le tableau ci)dessous pr/esente la comparaison des temps 2en secondes3 de construction
de di4/erents arbres bidimensionnels pour un semis de taille 5
 !
2environ 7 millions
de sites38 en fonction du type de la distribution; La machine utilis/ee est le super)
calculateur CONVEX CC; Il est nettement plus lent quFune station de travail ordinaire8
ce qui explique les temps de calcul relativement importants;
Les arbres bidimensionnels
,d 5d)tree;
r,d random 5d)tree;
a,d adaptive 5d)tree;
ar,d adaptive random 5d)tree;
quad quadtree;
unif clus arc ann corn cross rect diam ball norm
heapsort HI5 HIH HIH HIJ HIH HIH HIJ HIJ HI7 HI5
,d 5KL 5KM 57K 5LI 5KI 5KM 5KH 5C5 5KL 5NJ
r,d HHJ HJI HHL HJI HHH HHJ HH5 IL HHH HHH
a,d CNH C7H C5M CCK CN5 CLK CH7 C55 CMJ CNN
ar,d 57K 5CC 55C 57L 577 5LI 5HL 5H7 57C 577
quad I7 H5K HJM HJN HHI HJN HJI HJN IL II
Tableau C;HP temps de construction des arbres bidimensionnels /en secondes01
La seconde ligne du tableau contient les temps de calcul dFun tri par heapsort qui
servent de r/ef/erence;
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F!" Article *"+,-
 !" ANNEXE F
Article '()
CoŁgnkqtcvkqp fg nc eqorngzkvŁg gp oq{gppg fg
nÓcniqtkvjog fg Ngg gv Uejcejvgt rct fkxkukqp
gv hwukqp dk/fktgevkqppgnngu
Ejtkuvqrjg NGOCKTG  !
Lgcp/Okejgn OQTGCW!
 SETRA. 68 cxgpwg Ctkuvkfg Dtkcpf. DR 322
H ;4 445 Dcipgwz Egfgz0
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RE´SUME´. Pqwu cxqpu ejgtejŁg bc coŁgnkqtgt ngu rgthqtocpegu gp oq{gppg fg nÓcniqtkvjog qrvk/
ocn *rqwt ng rktg fgu ecu+ fg Ngg gv Uejcejvgt ]NU :2_ swk ecnewng nc vtkcpiwncvkqp fg Fgncwpc{
fÓwp gpugodng fg N rqkpvu fw rncp cxge wpg oŁgvjqfg fw v{rg ÐFkxkugt gv hwukqppgtÑ0 Rqwt
egnc. pqwu wvknkuqpu ng fŁgeqwrcig kpfwkv rct wp  d/ctdtg. swk rgwv ögvtg eqpuvtwkv bc rctvkt fÓwp
vtk ugnqp fgwz fktgevkqpu0 Uk nc fkuvtkdwvkqp fgu ukvgu guv swcuk/wpkhqtog fcpu wp ecttŁg wpkvŁg.
pqwu oqpvtqpu cnqtu swg nc rjcug fg vtkcpiwncvkqp *crtbgu nc etŁgcvkqp fw  d/ctdtg+ guv nkpŁgcktg
gp oq{gppg cnqtu swg fcpu nÓcniqtkvjog fg Ngg gv Uejcejvgt. gnng guv gp!"N logN&. oögog gp
oq{gppg ]QKO :6_0
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OJ¦+. qp vtkcpiwng 422 222 rqkpvu gp 9 ugeqpfgu crtbgu wpg rjcug fg vtk fg 5 ugeqpfgu0 Egvvg
oŁgvjqfg guv rnwu tcrkfg swg ngu oŁgvjqfgu rct dcnc{cig rqwt ng oögog rtqdnbgog0
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 !! ANNEXE F
1. Introduction
Soient E le plan muni de la distance euclidienne d, et S  fM
!
#M
 
# $ $ $M
N
g
un ensemble de N points de E , appele´s sites. On associe a` chaque siteM
i
la re´gion
V !M
i
" de E des points du plan plus proches deM
i
que de nimporte quel autre site :
V !M
i
"  fP " E
 
j d!P#M
i
" $ d!P#M
j
"# %j " #$# n%& figg#
Pour tout i " #$# n%, V !M
i
", qui est appele´e la re´gion de Voronoi de centre M
i
, est
lintersection dun nombre  ni de demi-plans limite´s par les me´diatrices des segments
#M
i
M
j
%, j " #$# n%&fig. Cest donc un polygone convexe, e´ventuellement non borne´,
appele´ polygone de Voronoi de centre M
i
.
Lunion des V !M
i
" constitue une subdivision de E , appele´e le diagramme de
Voronoi de S, note´DV !S". Lintersection de deux polygones de Voronoi quelconques
de centre respectifM
i
etM
j
est soit vide (la me´diatrice du segmentM
i
M
j
nappara!t
pas dans le diagramme), soit re´duite a` un point (M
i
et M
j
sont situe´s sur le meme
cercle dinte´rieur vide quau moins deux autres sites de S), soit en n e´gale a` une
section non de´ge´ne´re´e de la me´diatrice deM
i
M
j
. Dans ce dernier cas, on dit que les
sitesM
i
etM
j
sont voisins au sens de Voronoi.
Le dual (faible) de DV !S" est un graphe planaire T  !S#A# F ", appele´ dia-
gramme de Delaunay, qui forme une partition de lenveloppe convexe de S, et dont
lensemble des aretes est
A  f!M
i
#M
j
" " S
 
# i ' j jM
i
#M
j
voisins au sens de Voronoig#
et dont les faces F sont les polygones constitue´s par ces aretes.
Tous les sommets de´ nissant la frontie`re dun meme polygone de Delaunay sont
cocycliques. Le diagramme de Delaunay devient une triangulation et est unique si et
seulement si toutes ses faces sont des triangles, i.e. S ne contient aucun quadruplet
de sites situe´s sur un meme cercle dinte´rieur vide. Sinon, on peut toujours obtenir
une triangulation de Delaunay de S en rajoutant arbitrairement les cordes ne´ces-
saires dans les faces non-simpliciales de F . Par abus de langage, on parlera toujours
de la triangulation de Delaunay de lensemble S, que lon notera TD!S".
Les diagrammes de Voronoi et les triangulations de Delaunay sont des struc-
tures tre`s puissantes, souvent utilise´es pour les proble`mes de proximite´, la plani -
cation de mouvements, le calcul par e´le´ments  nis, la repre´sentation de terrains natu-
rels. . . Pour un survol complet de ces deux structures et de leurs proprie´te´s, se reporter,
par exemple, a` larticle de F. Aurenhammer [AUR 91].
Une des proprie´te´s remarquables de la triangulation de Delaunay est le crite`re
du cercle vide : le cercle circonscrit a` un triangle de TD!S" ne contient aucun site
de S en son inte´rieur strict. Ceci constitue un crite`re de construction ef cace, que
Lee et Schachter ont exploite´ en 1980 pour obtenir le premier algorithme optimal de
construction de la triangulation de Delaunay deN sites du plan en tempsO!N logN ".
En 1984, A. Maus ([MAU 84]) publia la premie`re me´thode line´aire en moyenne de
construction de la triangulation de Delaunay dun ensemble de sites du plan, a` laide
dune grille pour acce´le´rer la localisation du voisin le plus proche ve´ri ant le crite`re
du cercle vide pour toute arete de Delaunay donne´e.
Article '()
En 1987, R. Dwyer publia une me´thode de complexite´O  N log logN $ en moyen-
ne ([DWY 87]) pour le meme proble`me dans le cas dune distribution uniforme, a`
laide dune grille re´gulie`re. Dans leur article de 1988, [KK 88], J. Katajainen et
M. Koppinen introduisirent une variante de lalgorithme standard de Lee et Schachter,
sappuyant encore sur une grille re´gulie`re. Leur analyse de complexite´ en moyenne
introduit et exploite la notion de site inacheve´ dans un domaine rectangulaire, qui est
reprise dans cet article. En n, R. Dwyer publia la premie`re me´thode k-dimensionnelle
de complexite´ moyenne line´aire en 1991 ([DWY 91]).
Par opposition, la me´thode de´crite dans le pre´sent article ne de´coupe pas le plan a`
laide dune grille, mais selon une arborescence e´quilibre´e. Larticle est construit de la
manie`re suivante : la section 2 rappelle les points saillants de lalgorithme classique du
a` Lee et Schachter pour la construction de la triangulation dun ensemble de sites du
plan selon le paradigme Division-fusion. La section 3 pre´sente la technique de division
et fusion dans deux directions et lalgorithme qui en re´sulte, dont la section 4 e´value
la complexite´ asymptotique dans le pire des cas et en moyenne pour une distribution
quasi-uniforme des sites dans un carre´ unite´. La section 5 pre´sente quelques re´sultats
expe´rimentaux obtenus pour lalgorithme pre´sente´ dans cet article, qui se termine par
quelques remarques de conclusion, section 6.
2. Division et fusion uni-directionnelles
Cette section pre´sente le principe sous-tendant lalgorithme original de Lee et
Schachter ([LS 80]) pour la construction de la triangulation de N sites dans le plan.
Pour simpli er, on fait lhypothe`se que la triangulation de Delaunay est unique (cf.
Introduction).
2.1. Division de lensemble des sites
On choisit une direction du plan privile´gie´e, par exemple verticale. Lensemble
des sites est divise´ re´cursivement en deux parties se´parables par une droite verticale1,
et de meme taille (a` une unite´ pre`s), jusqua` ce que les sous-ensembles ne contiennent
quun seul site ( gure 1).
Ce de´coupage e´quilibre´ du plan ne´cessite la re´organisation, a` chaque niveau de re´-
cursion, de lensemble courant de part et dautre de laX-me´diane, ce qui peut etre fait
en temps optimal line´aire par lalgorithme de se´lection de Blum et al. ([BFPRT 73]).
Mais il est bien connu qua` complexite´ asymptotique globale identique, il est bien plus
ef cace de pre´-trier les sites de S selon le xy-ordre : selon les x croissants, et en cas
de´galite´, selon les y croissants. Une fois ce tri ope´re´, lacce`s a` la me´diane peut etre
effectue´ en temps constant.
Ce choix de la direction de division (et fusion) est arbitraire, et lon serait tout
autant fonde´ a` choisir la direction horizontale. En fait, tout ce qui est dit dans cette
section et la suivante est valable pour lune ou lautre direction.
2.2. Fusion des sous-ensembles e´le´mentaires
Les bandes e´le´mentaires adjacentes sont alors fusionne´es par paires de telle sorte
que la triangulation des points contenus dans chaque bande re´sultante soit de De-
1. En fait, cette droite peut parfois etre le´ge´rement oblique pour se´parer les points ayant meme abscisse.
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Figure 1. Division re´cursive en
bandes e´le´mentaires
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Figure 2. Fusion de deux triangulations
line´airement se´parables
launay. Ce processus est ite´re´ jusqua` obtention de la triangulation de Delaunay de
lensemble S total.
Pour fusionner deux triangulationsTD G! et TD D! line´airement se´parables par
une droite $ verticale, on part des sites de G et de D qui sont les plus proches de
cette droite, et lon progresse dans le sens horaire (resp. direct) sur la frontie`re de
lenveloppe convexe de G (resp. D), jusqua` trouver les extre´mite´s (A et B sur la
 gure 2) de larete la plus basse de lenveloppe convexe deG D qui coupe $. Ensuite,
les nouvelles aretes sont cre´e´es dans lordre selon lequel elles coupent $ jusqua` la
cre´ation de larete la plus haute de lenveloppe convexe de G D coupant $.
Les aretes de TD G! et TD D! qui coupent les aretes cre´e´es pendant la fusion,
sont de´truites. En fait, de`s quune arete GD est cre´e´e, on re´alise les ope´rations sui-
vantes :
a. Nettoyage a` gauche autour du site G, dans le sens direct : tant que G est situe´
au-dessus de GD, on e´limine larete GG si D est inclus dans linte´rieur de
! G'G
 
' G
  
!, puis on passe a` GG  , sinon on arrete.
b. Nettoyage a` droite autour du site D, dans le sens horaire : tant queD est situe´
au-dessus de GD, on e´limine larete DD si G est inclus dans linte´rieur de
! D'D
 
' D
  
!, puis on passe a` DD  , sinon on arrete.
Dans le quadrilate`reGG D D re´sultant de ces nettoyages, on choisit la diagonale
satisfaisant le crite`re du cercle vide (au hasard si GG D D est inscriptible dans un
cercle), et ce choix induit la cre´ation dune nouvelle arete (GD ou G D) qui devient
la nouvelle GD dans lite´ration suivante, et ainsi de suite. . .
3. Division et fusion bi-directionnelles
Le de´coupage re´cursif des N sites selon une direction unique produit des bandes
e´le´mentaires tre`s longues et tre`s e´troites. La fusion de ces bandes engendre un assez
grand nombre de triangles qui nont pratiquement aucune chance dappartenir a` la
triangulation  nale, e´tant donne´ leur forme excessivement allonge´e (partie gauche de
la  gure 17).
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Figure 3. X- et Y -divisions
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Figure 4. Arborescence sche´matisant les
divisions et les fusions
Lalgorithme perd beaucoup de temps, au fur et a` mesure des fusions entre bandes
adjacentes de meme direction, a` de´truire et reconstruire des triangles. Ohya, Iri et
Murota ([OIM 84]) ont montre´ que la complexite´ de le´tape de fusion est, meme en
moyenne, en  !N logN %. Ceci est fondamentalement du au principe de de´coupage
par bandes uni-directionnelles.
Pour optimiser lalgorithme pre´ce´dent, nous proposons de diviser le plan selon un
autre processus, qui e´vite la cre´ation de bandes e´troites : la division (et la fusion) selon
deux directions orthogonales (partie droite de la  gure 17).
3.1. X- et Y -divisions
NotonsM
x
etM
y
labscisse et lordonne´e dun pointM , et de´ nissons les rela-
tions$
H
et $
V
respectivement par :
M $
H
N  !!M
x
$ N
x
% ! !M
x
& N
x
"M
y
$ N
y
%%% et
M $
V
N  !!M
y
$ N
y
% ! !M
y
& N
y
"M
x
& N
x
%%
SoientA et B deux ensembles de points de E . On dira que A $
H
B (resp. A $
V
B)
si et seulement si tous les points de A sont $
H
(resp. $
V
) a` tous les points de B.
En se re´fe´rant a` la  gure 3, on dira que lonX-divise (resp. Y -divise) un ensemble
A de points du plan en A
!
et A
 
si et seulement si A
!
$
H
A
 
(resp. A
!
$
V
A
 
),
A
!
# A
 
& A et si A
!
et A
 
ont le meme nombre de points, a` une unite´ pre`s. On
remarquera que A
!
ou A
 
peut etre vide.
Les sites vont etre divise´s selon la dynamique dun 'd-arbre ([BEN 75]) e´quilibre´.
Un 'd-arbre est obtenu en divisant alternativement le plan suivant les directions hori-
zontales et verticales. Plus pre´cise´ment, on commence parX-diviser lensemble S en
S
!
et S
 
. Ensuite, on Y -divise S
!
(resp. S
 
) en S
!!
et S
! 
(resp. S
 !
et S
  
). Ensuite,
les parties S
!!
, S
! 
, S
 !
et S
  
sontX-divise´es. On ite`re ce processus en alternant les
X-divisions et les Y -divisions jusqua` lobtention de cellules e´le´mentaires contenant
un seul site ( gure 4).
Le´quilibrage de larbre de division est garanti par le partitionnement du sous-
ensemble relatif au nud courant autour de laX- ou Y -me´diane. Comme pour lalgo-
rithme original, il existe plusieurs fac¸ons de proce´der pour effectuer ces partitions : on
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Figure 5. Processus de fusion
peut utiliser lalgorithme line´aire de´terministe de se´lection de la me´diane de Blum et
al. (cf. [BFPRT 73]), ou bien une me´thode de´rive´e de Quicksort, randomise´e ([CLR 94])
ou non ([HOU 87] 2), ou encore tout simplement effectuer un tri de pre´traitement dans
les deux directions. Quelle que soit la me´thode choisie, on supposera sa complexite´
the´orique globale en O N logN $.
3.2. X- et Y -fusions
Les cellules e´le´mentaires sont ensuite fusionne´es par paires dans lordre inverse
de leur cre´ation. Les sous-ensembles obtenus par X-division (resp. Y -division) sont
fusionne´s par X-fusion (resp. Y -fusion), (cf.  gure 5).
Comme nous lavons de´ja` signale´, cela est possible car la proce´dure de fusion de
Lee et Schachter est tre`s ge´ne´rale et fonctionne de la meme fac¸on, quelle que soit la di-
rection de la droite de se´paration entre les deux triangulations a` fusionner, a` condition
de choisir des structures de donne´es bien adapte´es.
Structure de donne´es pour la division-fusion bi-directionnelle
Les proce´dures de fusion (et de division) pre´sentent un assez grand degre´ de sy-
me´trie, ne´cessitant des structures de donne´es "exibles et syme´triques. La structure de
carte planaire ([COR 75]), proche de celle darete aile´e ([BAU 75]), aussi compacte
et le´ge`rement plus souple, a e´te´ choisie pour repre´senter les graphes : un sommet est
repre´sente´ par un couple de coordonne´es ; un brin (de la carte planaire) comprend
un pointeur sur son sommet terminal, et (un tableau de) deux pointeurs sur les brins
suivant et pre´ce´dent (selon lordre polaire) autour de son propre sommet origine (im-
plicite) ( gure 6). Les brins sont stocke´s dans un tableau, de sorte quun brin et son
inverse aient des positions syme´triques par rapport au milieu du tableau, ce qui dis-
pense de tout lien explicite de dualite´.
2. Cest la me´thode que nous avons choisie pour son ef cacite´ (en particulier dans le cas de distributions
quasi-uniformes), sa simplicite´, et qui correspond aux temps donne´s dans la section 5.
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Figure 6. Un brin, structure sous-
tendant la carte planaire
Figure 7. Les quatre brins extremes
dune triangulation
Pour fusionner deux triangulations line´airement se´parables, on a besoin du site de
chaque sous-triangulation le plus proche de la droite de se´paration, que celle-ci soit
verticale ou horizontale. Pour acce´der a` ces sommets en temps constant, on garde en
me´moire (sous forme de matrice    ) les quatre brins extremes de chaque sous-
triangulation, i.e. larc oriente´ denveloppe convexe issu de chaque sommet extremum
pour les relations dordre  
V
et  
H
(cf.  gure 7).
3.3. Lalgorithme
On suppose que les sites ont e´te´ range´s dans un tableau sans point double lors
dune E´tape 0 ; g et d repre´sentent les extre´mite´s du tableau courant dans chaque
fonction, et lon pose # ! d"g # d$$ e. En n, % # f%& &g repre´sente la direction
courante (% pour verticale, & pour horizontale).
Etape 1 : Tri sur place du tableau de sites selon deux directions
Fonction XY -Division (g# d# %)
Si   d g! & "! alors
XY -Partition(g# d# %)
XY -Division g# '  ## # %!
XY -Division '# d# # %!
Etape 2 : Triangulation
Fonction Delaunay(g, d)
XY -Coupe(g# d# ")
Fonction XY -Coupe(g# d# %)
Si   d g! & "! alors
XY -Coupe g# ' ## #  %!
XY -Coupe  '# d# # %!
XY -Fusion(g# d# %)
4. Analyse de complexite´
On sinte´resse ici a` la complexite´ de la phase de triangulation, une fois le tri selon
deux directions des N sites effectue´. Ce tri peut etre re´alise´ en '"N logN $, comme
nous lavons de´ja` fait remarquer.
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Figure 8. Proprie´te´s de la spirale logarithmique
4.1. Complexite´ dans le pire des cas
Nous allons montrer que la complexite´ dans le pire des cas est en  !N logN #.
Pour cela, nous allons e´tudier la triangulation de Delaunay de N sites re´partis sur une
portion de spirale logarithmique.
La spirale logarithmique de´quation en coordonne´es polaires ! $ aem! a de nom-
breuses proprie´te´s ( gure 8) :
1. La tangente enM fait un angle V constant avec la droiteOM (tanV $  
m
).
2. Le cercle passant part M et centre´ au centre de courbure en M contient toute
la section de la spirale situe´ avant (au sens de labscisse curviligne)M ; toute la
section de la spirale apre`s M est a` lexte´rieur de ce cercle.
3. Le cercle circonscrit a` trois sitesM
i
,M
j
etM
k
(i ( j ( k) situe´s sur la spirale
contient toute la partie de la spirale avant M
k
; toute la partie de la spirale apre`s
M
k
est a` lexte´rieur de ce cercle.
4. Il en re´sulte que construire la triangulation de Delaunay dun ensemble de sites
M
i
situe´s sur une portion de spirale consiste a` relier le siteM
 
a` tous les autres
sites M
j
(j  $ (), puis a` relier chaque site M
i
a` son suivant M
i! 
. Ainsi, si
lon ajoute un site sur la spirale avant M
 
, il ny a plus un seul triangle valide
( gure 9).
Conside´rons par exemple la spirale de´quation ! $ e!.
 
x),# $ e
!
cos ,
y),# $ e
!
sin ,
!
 
x"),# $
p
-e
!
cos), .
%
"
#
y"),# $
p
-e
!
sin), .
%
"
#
Les abscisses et les ordonne´es sont strictement croissantes sur lintervalle /$%
"
.
%
"
0.
Supposons que lon re´partisse N sites sur cette portion de spirale. Le -d-arbre va
de´couper cet ensemble en cellules qui ont la proprie´te´ suivante : si lon conside`re les
sites dune cellule, ils sont soit tous avant les sites dune autre cellule (au sens des
relations (
V
et (
H
), soit tous apre`s ( gure 10). Par conse´quent, lors de la fusion de
deux cellules, tous les triangles de lune ou de lautre seront de´truits.
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Figure 9. Triangulation sur une
portion de spirale
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Figure 10. De´coupage induit par
le  d-arbre
On a donc le´quation de re´currence suivante :
T !N " #  T !
N
 
" $ #N  T !N " ! %!N logN "
Lalgorithme a une complexite´ dans le pire des cas dans %!N logN ".  
4.2. Complexite´ en moyenne
Pour calculer la complexite´ en moyenne, nous avons besoin de re´sultats e´tablis par
Guibas et Stol [GS 85], Dwyer [DWY 87], Katajainen et Koppinen [KK 88]. Ces
re´sultats, ainsi que leur de´monstration (parfois le´ge`rement remanie´e), sont rappele´s
dans les paragraphes 4.2.1, 4.2.2 et 4.2.3. Par contre, la partie 4.2.4 est originale et
prouve que la triangulation se fait en O!N " en moyenne.
On suppose que la distribution est quasi-uniforme sur un carre´ unite´ U . Soit f la
densite´ de probabilite´ :
 
"!x( y" ! U( ) * c
 
# f!x( y" # c
!
"!x( y" $! U( f!x( y" # )
Par exemple, la probabilite´ quun point donne´ soit dans un domaine D vaut
R
D
f .
4.2.1. Sites inacheve´s
Cette notion a e´te´ introduite par J. Katajainen et M. Koppinen dans [KK 88], et
est primordiale dans la justi cation de la line´arite´ de la complexite´ en moyenne de
lalgorithme de´crit dans larticle pre´sent. Nous en redonnons la de´ nition :
De´ nition 4.1. ([KK 88]) Soient T !S
 
" et T !S
!
" des triangulations des ensembles
S
 
et S
!
. On note T !S
 
" *
 
T !S
!
" si S
 
% S
!
et si T !S
 
" contient chaque arete de
T !S
!
" dont les extre´mite´s appartiennent a` S
 
.
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Cette de´ nition cre´e un ordre partiel dans lensemble des triangulations. Remarquons
que T  S
 
! "
 
T  S
!
! nimplique pas que toutes les aretes de T  S
 
! appartiennent a`
T  S
!
!. Remarquons aussi que TD S
 
! "
 
TD S
!
! est e´quivalent a` S
 
 S
!
si S
 
a
une triangulation de Delaunay unique.
De´ nition 4.2. ([KK 88]) Soient T  S
 
! "
 
T  S
!
! deux triangulations et s ! S
 
.
On dit que s est acheve´ dans T  S
 
! relativement a` T  S
!
! si lensemble des aretes
incidentes a` s dans T  S
 
! et T  S
!
! co ¨ncident, sinon on dit que s est inacheve´.
Proposition 4.1. ([KK 88]) Soient T  S
 
! "
 
T  S
!
! deux triangulations. Un site
s ! S
 
est acheve´ dans T  S
 
! relativement a` T  S
!
! si et seulement si S
 
contient les
extre´mite´s de toutes les aretes incidentes a` s dans T  S
!
!.
De´m. Soient  s% p
 
!,. . .  s% p
m
! les aretes adjacentes a` s dans T  S
!
!. Si s est acheve´,
alors les extre´mite´s p
i
appartiennent a` S
 
par de´ nition.
Re´ciproquement, supposons que les extre´mite´s p
i
appartiennent a` S
 
mais que s ne
soit pas acheve´. Alors,  s% p
 
!,. . .  s% p
m
! appartiennent a` T  S
 
! parce que T  S
 
! "
 
T  S
!
!, mais T  S
 
! contient au moins une autre arete  s% r!. Puisque le domaine de´li-
mite´ par T  S
!
! est convexe, il contient entie`rement larete  s% r!.
Par conse´quent,  s% r! n fsg coupe, soit une des aretes  s% p
i
!, soit un des triangles
ouverts de T  S
!
! ayant s pour sommet. La premie`re alternative est e´videmment im-
possible. Un triangle de T  S
!
! ne contient aucun site de S
!
en son inte´rieur, et en
particulier pas r. Donc,  s% r! coupe le cote´ oppose´  p
i
% p
j
!, ce qui est tout autant
impossible car  p
i
% p
j
! appartient aussi a` T  S
 
!, qui est une triangulation.  
Corollaire 4.1. ([KK 88]) Soient T  S
 
! "
 
T  S
!
! "
 
T  S
"
! trois triangulations.
Un site s ! S
 
est acheve´ dans T  S
 
! relativement a` T  S
"
! si et seulement sil est
acheve´ a` la fois dans T  S
 
! relativement a` T  S
!
! et aussi dans T  S
!
! relativement a`
T  S
"
!.
De´m. La dernie`re condition implique la pre´ce´dente a` cause de la de´ nition 4.2.
Re´ciproquement, supposons que s soit acheve´ dans T  S
 
! relativement a` T  S
"
!.
Si  s% q! est une arete dans T  S
"
!, alors q ! S
 
; comme q ! S
!
, en utilisant la
proposition 4.1, on obtient que s est acheve´ dans T  S
!
! relativement a` T  S
"
!. En n,
a` cause de la de´ nition 4.2, s est aussi acheve´ dans T  S
 
! relativement a` T  S
!
!.  
4.2.2. Complexite´ dune fusion en fonction du nombre de sites inacheve´s
The´ore`me 4.1. ([GS 85]) SoientG etD deux ensembles de sites situe´s respectivement
a` gauche et a` droite dune droite *. Lors de la fusion de TD G! et TD D! pour
construire TD G %D! :
1. Seules des aretes reliant deux sites de G et des aretes reliant deux sites de D
sont de´truites.
2. Seules des aretes reliant un site de G a` un site de D sont cre´e´es.
3. La complexite´ dans le pire des cas du processus de fusion est borne´e par une
fonction line´aire de la somme des trois composants suivants :
(a) Le nombre de sites examine´s pour trouver les extre´mite´s de larete la plus
basse de lenveloppe convexe de  G %D! qui coupe *.
Article '()
(b) Le nombre daretes de´truites.
(c) Le nombre daretes cre´e´es.
4. La complexite´ dans le pire des cas du processus de fusion est en O jG !Dj!.
De´m. cf. [GS 85].  
Lemme 4.1. ([DWY 87]) Toute triangulation dun ensemble de n sites dont k appar-
tiennent a` lenveloppe convexe, posse`de e " #n " k " # aretes et t " $n " k " $
triangles. En particulier, au plus #n " % aretes peuvent etre cre´e´es sur un ensemble
de n sites.
De´m. Soient t le nombre de triangles et e le nombre daretes. Toutes les aretes appar-
tiennent a` deux triangles sauf les k aretes de lenveloppe convexe, dou` $e " k " #t.
En utilisant la formule dEuler n " e &  t & '! " $, on en de´duit t et e. En faisant
k " #, on de´duit le dernier re´sultat.  
The´ore`me 4.2. ([DWY 87]) La complexite´ dans le pire des cas du processus de fusion
est borne´e par une fonction line´aire du nombre de sites qui rec¸oivent de nouvelles
aretes.
De´m. Grace au the´ore`me 4.1, il suf t de montrer que, si de nouvelles aretes sont an-
cre´es surm sites, alors au plus #m " % aretes sont cre´e´es, au plus #m " ( aretes sont
de´truites, et au plus m sites sont examine´s pour construire larete la plus basse de
lenveloppe convexe de G !D qui coupe (.
Soient c et d le nombre daretes cre´e´es et de´truites. Puisque les aretes cre´e´es ne se
coupent pas, en raison du corollaire 4.1, on a c # #m " %.
Supposons queG,D etG!D soient compose´s respectivement de n
 
, n
!
et n sites,
dont k
 
, k
!
et k appartiennent a` lenveloppe convexe. On peut tirer lencha!nement
logique suivant :
Lemme 4.1$  #n
 
" k
 
" #! &  #n
!
" k
!
" #! &  c " d! "  #n" k " #!
n " n
 
& n
!
$ k "  k
 
& k
!
! " #" c& d
k # k
 
& k
!
#" c& d # )
 
$ d # c" #
c # #m" %$ d # #m" (
En n, nous observons que chaque site examine´ pour trouver larete la plus basse de
lenveloppe convexe deG!D qui coupe (, rec¸oit une nouvelle arete pendant la fusion,
donc leur nombre est infe´rieur a` m.  
Corollaire 4.2. ([DWY 87]) La complexite´ dans le pire des cas du processus de fusion
est majore´e par une fonction line´aire du nombre daretes cre´e´es.
De´m. E´vident.  
Corollaire 4.3. La complexite´ dans le pire des cas de la fusion deG etD est majore´e
par *m ou` m est le nombre de sites inacheve´s dans G et dansD.
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Figure 11. Le cercle  !" contient PQA ou PQB
De´m. Le nombre total daretes cre´e´es est majore´ par #m, le nombre total daretes
de´truites est majore´ par #m, le nombre total de sites examine´s pour trouver larete la
plus basse de lenveloppe convexe de L !R qui coupe ', est majore´ parm.  
4.2.3. Nombre de sites inacheve´s dans un domaine rectangulaire
Lemme 4.2. ([DWY 87]) SoientP , Q et P  trois points aligne´s dans cet ordre. Soient
A et B les autres sommets du carre´ de diagonale PQ. Alors tout cercle  !" passant
par P et P  contient entie`rement en son inte´rieur soit le triangle  PQA, soit le
triangle PQB, soit les deux (!gure 11).
De´m. Soient A et B les autres sommets du carre´ de diagonale PP du meme cote´
queA etB respectivement. Puisque PP  A et PP  B contiennent respectivement
 PQA et  PQB, il suf t de montrer que le cercle contient soit A , soit B . Sans
perte de ge´ne´ralite´, on peut supposer que P  $( %b" et P   %a( $" avec a " b " $ dou`
A
 
 a & b( a& b". Montrons alors que le centre C du cercle  !" est plus proche de A 
que de P sil est situe´ au-dessus de la droite PP  (lautre cas se traite de la meme
manie`re).
Les points de la me´diatrice de 'PP  ( sont a` une distance de P supe´rieure ou e´gale
a`
p
a
#
& b
#.
 Si C ) R, A est sur le pe´rime`tre du cercle.
 Si C est situe´ entre R et A ,
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Figure 12. Lun des secteurs A
i
ne contient aucun site en son inte´rieur
 Si C est situe´ au-dessus de A ,
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Lemme 4.3. ([KK 88]) Supposons que la densite´ de probabilite´f soit quasi-uniforme
avec les bornes c
!
et c
 
. Soit un rectangle U
!
# U et TD S $ U
!
" / TD S". Si
s % S $ U
!
est un sommet situe´ a` une distance t de la frontie`re de U
!
, alors la
probabilite´ que s soit inacheve´ dans TD S $ U
!
" relativement a` TD S" est au plus
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De´m. SoitC
!
la condition que s est inacheve´ dans TD S$U
!
" relativement a` TD S".
Alors, dapre`s la proposition 4.1, C
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, ou` C
 
est la condition que TD S"
contient une arete  s& q" dont la longueur est plus grande que t. Conside´rons un cercle
de centre s et de rayon tp
 
. Divisons-le en 16 secteurs ouvertsA
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,. . . ,A
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.
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"
la condition quau moins un des secteurs ouverts soit vide (cest-a`-dire nait
aucun site en son inte´rieur).
Supposons un instant queC
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Figure 13. Espe´rance du nombre de sites inacheve´s dans le rectangle U
 
Il reste a` montrer que C
!
 C
"
. Supposons C
!
, et conside´rons le carre´  suvw
avec une diagonale sv sappuyant sur  s& q!, ayant pour extre´mite´ s et une longueur de
t
p
!
( gure 12). Cette diagonale sv divise le carre´ en deux triangles!svu et !svw.
Puisque  s& q! est dans TD S!, il existe un cercle passant par s et q, ne contenant
aucun site en son inte´rieur. Ce cercle contient au moins lun des deux triangles!svu
ou!svw (voir lemme 4.2). Par conse´quent, il contient aussi lun des secteurs A
i
. Par
suite, A
i
ne contient aucun site en son inte´rieur. !
Corollaire 4.4. ([KK 88]) On se place dans les conditions du lemme 4.3. Soient a et
b les longueurs des cote´s de U
 
et E a& b! lespe´rance du nombre de sites inacheve´s
dans U
 
. On a :
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. Les points de U
 
situe´s a` une distance de
la frontie`re du rectangle U
 
comprise entre t et t % dt forment une re´gion A
t
daire
& a% b$ 't!dt ( gure 13). La probabilite´ quun site donne´ appartienne a` A
t
est :
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En utilisant le lemme 4.3, on peut estimer :
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Appelons I linte´grale. Puisque a "  et c
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en posant x # sin &.
Cette quantite´ I (dite inte´grale de Wallis) se calcule par re´currence avec une inte´-
gration par parties :
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4.2.4. Complexite´ de la triangulation
Nous allons maintenant utiliser ce re´sultat pour majorer lespe´rance E du nombre
total de sites inacheve´s au cours des diffe´rentes fusions. En sommant !a1b" sur toutes
les cellules de chaque niveau de fusionnement, on obtient :
E "  0,
c
"
p
c
 
p
N
X
cellules
!a1 b"
Soit N le nombre de sites situe´s dans le carre´ unite´ U . Comme lillustre la  gure
14, les diverses fusions entre cellules peuvent etre sche´matise´es par une arborescence
de hauteur k # dlog
"
Ne. Cette quantite´ k, qui est, naturellement, la longueur du
plus long chemin de cette arborescence, repre´sente aussi le nombre de niveaux de
fusionnement. On remarque alors :
k # dlog
"
Ne % )
k  
" N  )
k
%
p
N .  
k  
!
  
d
k
!
e
  
Au niveau p de fusionnement, il y a exactement  p cellules (sauf pour p ! k ou`
il y en a au plus  k). Soit N
x
le nombre de cellules adjacentes au cote´ horizontal du
carre´ U et N
y
le nombre de cellules adjacentes au cote´ vertical du carre´ U . Puisque le
processus de division commence verticalement, on a :
N
x
!  
d
p
!
e et N
y
!  
b
p
!
c.
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Figure 14. Arborescence sche´matisant les fusions
carre´ unitaire U
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Figure 15. Fusions au niveau p
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On remarque que la somme des cote´s horizontaux (resp. verticaux) dune ligne
(resp. colonne) de cellules vaut 1. Comme il y a N
y
lignes et N
x
colonnes, on obtient
en sommant sur toutes les cellules dun niveau p de fusionnement :
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Sur lensemble des k niveaux de fusionnement :
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on obtient donc : E $ %&'( c p
c
!
N # O N " ce qui constitue un majorant pour lespe´-
rance du nombre total de sites inacheve´s sur lensemble des diffe´rentes fusions.
En multipliant par 7 (cf. corollaire 4.3), on obtient un majorant de la complexite´ en
moyenne du processus de triangulation (tri en 2d exclu bien sur), qui est donc line´aire.
 
5. Re´sultats expe´rimentaux
Expe´rimentalement, nous avons constate´ que le temps de triangulation est divise´
dun facteur variant entre 2 et 3 par rapport a` celui de lalgorithme de Lee et Schachter.
Lors du processus de fusion, le nombre total daretes cre´e´es est voisin de 'N (N e´tant
le nombre de sites), le nombre total daretes de´truites est voisin de N , et le nombre
daretes restant dans la triangulation de´ nitive voisin de )N .
Les tests ont porte´ sur des ensembles atteignant sept millions de sites re´partis dans
un domaine carre´ suivant une loi uniforme. Les algorithmes ont e´te´ teste´s sur une
station SUN, sur une Silicon Graphics Indy ainsi que sur un super-calculateur Convex
C3, avec lequel les re´sultats pre´sente´s a` la  gure 16 ont e´te´ obtenus.
Ces re´sultats collent tre`s bien a` la the´orie et montrent les comportements asymp-
totiques en O N logN " pour lalgorithme de Lee et Schachter et en O N " pour lal-
gorithme optimise´ (temps consacre´ au tri exclu). On a choisi de mesurer les perfor-
mances a` laide du nombre total daretes cre´e´es par le programme puisque le temps de
triangulation est proportionnel a` ce nombre (voir corollaire 4.2). On saffranchit ainsi
de la vitesse du processeur utilise´, des proble`mes dus au re´seau et aux utilisateurs
travaillant simultane´ment sur la meme machine. Le´cart entre les deux algorithmes
commence a` etre sensible a` partir de 60 sites et, pour 130 000 sites, lalgorithme op-
timise´ est de´ja` deux fois plus rapide. Le´cart sampli e ensuite au fur et a` mesure que
N augmente.
 !" ANNEXE F
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Figure 16. Comparaison entre les deux algorithmes
Sur une Silicon Graphics Indy (200 Mhz, 64 MO de me´moire vive), on triangule
200 000 sites en 7 secondes apre`s une phase de tri de trois secondes. La vitesse de
triangulation (en excluant le temps consacre´ au tri) est de lordre de 30 000 sites (ou
50 000 triangles) par seconde.
6. Remarques et conclusion
Nous avons pre´sente´ un algorithme qui, apre`s un tri selon deux directions de N
sites re´partis de manie`re quasi-uniforme dans un carre´ unite´, re´alise la triangulation
de Delaunay en O N ! en moyenne.
Lef cacite´ de cet algorithme est due au fait que les fusions, re´alise´es alternative-
ment selon le sens vertical et horizontal, mettent relativement moins souvent en cause
les triangles de´ja` construits que dans lalgorithme classique de Lee et Schachter.
Cet algorithme semble avoir le meme comportement sur beaucoup dautres types
de distribution (que quasi-uniforme), mais une e´tude the´orique et expe´rimentale ap-
profondie est ne´cessaire pour le prouver.
Certains algorithmes re´alisent la triangulation de Delaunay en O N log logN ! en
moyenne ([DWY 87]), et meme en O N ! en moyenne ([KK 88]). Mais ils utilisent
tous une grille re´gulie`re pour pre´-partitionner les points, ce qui re´duit conside´rable-
ment les possibilite´s dutilisation de tels algorithmes.
Nous terminons cette e´tude par le proble`me ouvert suivant, de´ja` mentionne´ par
O. Devillers (INRIA, Sophia Antipolis) : est-il possible, a` partir de la connaissance du
tri selon deux directions dun ensemble de N sites du plan, de calculer leur triangu-
lation de Delaunay euclidienne en o N logN ! dans le pire des cas?
NOTE. Signalons, pour  nir, les travaux de le´quipe de J. C. Spehner (Universite´ de
Haute Alsace), qui calcule le diagramme de Delaunay en utilisant des me´langes de tris
[AES 96].
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Le coin du Web
Voici en vrac quelques adresses internet
 
utiles au g0eom2etre algorithmicien4
 G!en!eralit!es
* http677www4scs4carleton4ca7 csgs7resources7cg4html contient des adresses
vers d+autres r-epertoires/ les centres de recherche dans le monde/ bibliogra5
phie en ligne g-en-erale et par sujet/ newsgroups/ et logiciels freeware9
* http677www4cs4duke4edu7 je;e7compgeom7compgeom4htmlpage maintenue
par J9 Erikson/ beaucoup d+informations9
* http677forum4swarthmore4edu7advanced7geom4html g-eom-etrie avec g-eom-e5
trie di=-erentielle/ fractals/ r-esolution par contraintes/ mod-elisation/ etc999
* http677www4ics4uci4edu7 eppstein7junkyard7topic4htmlune collection de pro5
bl>emes en g-eom-etrie et informatique9
 Chercheurs
* http677www4dcc4unicamp4br7 guialbu7geompages4html liste de chercheurs
@avec e5mail ou URLD dans le domaine avec leurs labos respectifs9
 
!
Ev!enements
* http677www4cs4duke4edu7 je;e7compgeom7events4html liste des prochaines
manifestations dans le domaine de la g-eom-etrie algorithmique9
 Bibliographie
* ftp677alf4usask4ca7pub7geometry7geombib une bibliographie tr-es compl>ete en
g-eom-etrie algorithmique/ avec un logiciel de recherche par mots cl-es/ o>u cha5
cun peut ajouter des r-ef-erences9
 Avenir de la g!eom!etrie algorithmique
 
Je remercie Philippe Biscondi et surtout H2elymar Balza6G2omez 8a qui je dois certaines de ces
adresses Web=
 !! Le coin du Web
, http#$$www&cs&brown&edu$people$rt$sdcr$report$report&html groupe de tra)
vail sur les directions strat0egiques en g0eom0etrie algorithmique4
 Cours
, http#$$www&cs&brown&edu$courses$cs232 cours de g0eom0etrie algorithmique
en ligne contenant entre autres 5 structures de donn0ees6 balayage et inter)
section6 localisation6 enveloppe convexe6 diagrammes de proximit0e6 le tout
avec notes de cours6 papiers :a lire et d0emos en ligne ;Java=4
, http#$$www&cs&curtin&edu&au$units$cg278$notes$cg278&html >ches de cours
de g0eom0etrie g0en0erale avec de la g0eom0etrie algorithmique4
 Applications
, http#$$ra&cfm&ohio:state&edu$grad$zhao$algorithms$algorithms&html quelques
algorithmes impl0ement0es en Java4
, http#$$www&geom&umn&edu$software$cglist$ liste de programmes ou logi)
ciels en g0eom0etrie algorithmique6 liste maintenue par N4 Amenta4
, http#$$graphics&lcs&mit&edu$ seth$geomlib$geomlib&html page o:u S4 Teller
a une collection de programmes concernant la programmation lin0eaire6 les
diagrammes de Voronoi et la manipulation des surfaces NURBS4
, http#$$www&wri&com$mathsource$ beaucoup de programmes6 documents6 exem)
ples en math0ematiques ;environ HII III pages= dont quelques)uns concer)
nent la g0eom0etrie algorithmique4
, ftp#$$grendel&csc&smith&edu$pub$compgeom$ page o:u lJon trouve le code C
du livre de OJRourke ;NHOIP=4
, http#$$www&mpi:sb&mpg&de$LEDA$leda&html impl0ementations de plusieurs
algorithmes de g0eom0etrie algorithmique6 contenus dans le projet LEDA ;Li)
brary of EUcient Data Types and Algorithms= de lJInstitut Max Planck4
 Dictionnaires
, http#$$www&gps&caltech&edu$ eww$math$math&html d0e>nitions de termes
math0ematiques avec r0ef0erences6 tr:es riche4
, http#$$www&postech&ac&kr$ otfried$html$francais&htmldictionnaire franYcais)
anglais de g0eom0etrie algorithmique4
 Maillages
, http#$$www&ce&cmu&edu$ sowen$mesh&html bibliographie tr:es compl:ete sur
les maillages et les m0ethodes dJ0el0ements >nis6 par S4 Owen4
Le coin du Web *+,
- http#$$www&cs&cmu&edu$ ph$mesh&html les maillages pour les surfaces et
les .el.ements 0nis par P2 Heckbert2
- http#$$www&ics&uci&edu$ eppstein$meshgen&txt contient la bibliographie de
l8article de synth:ese de M2 Bern et D2 Eppstein sur les maillages et les
triangulations optimales pour la m.ethode des .el.ements 0nis2
- http#$$www2users&informatik&rwth2aachen&de$ roberts$meshgeneration&html
liens vers des adresses orient.ees maillages et .el.ements 0nis@ ainsi qu8une liste
de personnes int.eress.ees par ce domaine@ par R2 Schneiders2
- http#$$www&cs&wisc&edu$ deboor$bib$bib&html bibliographie tr:es compl:ete
sur les maillages de surfaces et en particulier sur les splines2
- http#$$sass9::&endo&sandia&gov#<=$>??9$Personnel$samitch$roundtable>A
liste des papiers de la cinqui:eme table ronde sur le maillage2
 Histoire
- http#$$www2groups&dcs&st2and&ac&uk#<=$ history$ histoire tr:es compl:ete des
math.ematiques avec la biographie de plus de DDEE math.ematiciens2
- http#$$www&scottlan&edu$Iriddle$women$women&html biographie de femmes
math.ematiciennes2
 Forums
- http#$$pine&fernuni2hagen&de$GI$compgeom$compgeom&html permet l8acc:es
aux Gmailing8 listes en g.eom.etrie algorithmique2 Il y a I listes J compgeom2
discuss pour les discussions et les questionsKr.eponses@ compgeom2tribune
pour recevoir le journal CG Tribune et compgeom2announce pour l8annonce
des principaux .ev.enements en g.eom.etrie algorithmique2
- http#$$forum&swarthmore&edu$ sarah$topics$about&newsgroups&html permet
l8acc:es aux PmailingQ listes en g.eom.etrie en g.en.eral2
 Journaux de g8eom8etrie algorithmique
- http#$$www&inria&fr$prisme$personnel$devillers$gedeon&html journal gratuit
.edit.e par J2 M2 Moreau Spr.ec.edemment par O2 DevillersU@ o:u les chercheurs
en g.eom.etrie algorithmique peuvent s8exprimer2 On y trouve aussi le caK
lendrier des principaux .ev.enements@ des comptes rendus de conf.erences@ des
r.esum.es de th:eses et d8articles@ des entretiens .electroniques@ une rubrique
questions et r.eponses222
- http#$$www&inria&fr$prisme$personnel$bronnimann$cgt le mVeme type de jourK
nal@ mais en anglais@ .edit.e par H2 BrWonnimann2
 !" Le coin du Web
- http#$$www&lirmm&fr$ nourine$graal&html un journal sur les graphes et la
recherche op.erationnelle0
Les ouvrages
Voici quelques ouvrages qui m.ont 1et1e utiles pendant ces ann1ees de th5ese6
 Preparata et Shamos 789:;< les bases de la g'eom'etrie algorithmique0
 Edelsbr/unner 7=>;< comme le pr'ec'edent4 il contient les bases de la g'eom'etrie
algorithmique avec plus de combinatoire0
 Mehlhorn 78>?;< ouvrage g'en'eral en g'eom'etrie algorithmique0 Les deux livres
pr'ec'edents du m8eme auteur traitent des graphes4 des algorithmes et de leur ana9
lyse0
 Samet 78=8;< un livre sur les kd9trees4 quadtrees et sur les m'ethodes de buckets0
 Okabe5 Boots et Sugihara 78:@;< ouvrage extr8emement complet sur les trian9
gulations de Delaunay et les diagrammes de Voronoi0
 Mulmuley 78:9;< tr>es complet sur les algorithmes randomis'es0
 Boissonnat et Yvinec 7?>;< ouvrage g'en'eral traitant de l?algorithmique4 de la
complexit'e4 et surtout de la randomisation en g'eom'etrie algorithmique0 On y
trouve les bases de la g'eom'etrie4 m8eme en dimension quelconque0
 de Berg5 van Kreveld5 Overmars5 Schwarzkopk 7A8;
 Sack et Urrutia 78=B;
 Goodman et OBRourke C1editeursD 7@A; < tr>es complet4 chaque chapitre est 'ecrit
par des auteurs diA'erents0
D.autres livresF qui ne traitent pas que de g1eom1etrie algorithmiqueF sont n1eanG
moins tr5es utiles6 Citons par exemple <
 Algorithmes en langage C 78=J; de R6 Sedgewick < les bases de l?algorithmique
avec un chapitre sp'ecial g'eom'etrie algorithmique0
 !" Les ouvrages
 Introduction 2a l4algorithmique et 2a la programmation  !"# de P' Cousot -
toutes les bases de l)algorithmique0 cours de l)Ecole Polytechnique6
 El:ements d4algorithmique  ./# de Beauquier5 Berstel5 Chr8etienne - les fonde8
ments de l)algorithmique avec des structures de donn:ees plus sophistiqu:ees0 tr<es
rigoureux0 bases th:eoriques solides et un chapitre sp:ecial g:eom:etrie algorithmique6
 Introduction 2a l4algorithmique  !:# de Cormen5 Leiserson et Rivest - un ou8
vrage extr>emement complet sur l)algorithmique en g:en:eral0 avec un chapitre sp:e8
cial g:eom:etrie algorithmique6
 g:eom:etrie  ??#5  ?/#5  ?@#5  ?!#5  ?A# et  ?:# de M' Berger - ? tomes de g:eom:etrie
g:en:erale0 souvent utilis:e pour pr:eparer l)agr:egation de math:ematiques6
 Stochastic Geometry and Its Applications  ."A# de Stoyan5 Kendall et
Mecke - un des rares livres traitant de g:eom:etrie stochastique6
 The probabilistic method  A# de Alon et Spencer'
 Concrete MathematicsC a foundation for computer science  KA# de GraM
ham5 Knuth et Patashnik - bases math:ematiques avanc:ees pour l)informatique0
pour l)analyse des algorithmes0 notions math:ematiques tr<es sophistiqu:ees6
Et enOn trois ouvrages sur le traitement de texte LaTeX5 qui ont 8et8e trSes utiles Sa la
r8ealisation de ce m8emoire -
 LaTeX A Document Preparation System  .?A# de Lamport - permet de
d:ebuter avec LaTeX6
 The LaTeX Companion  K!# de Goossens5 Mittelbach et Samarin - ouvrage de
base sur le traitement de texte LaTeX6
 A Guide to LaTeX"  .?/# de Kopka et Daly - ouvrage tr<es complet sur
LaTeXC 6
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Triangulation de Delaunay et arbres multidimensionnels
R!esum!e & Les travaux e)ectu+es lors de cette th0ese concernent principalement la trian5
gulation de Delaunay9 On montre que la complexit+e en moyenne < en termes de sites
inachev+es < du processus de fusion multidimensionnelle dans l>hypoth0ese de distribu5
tion quasi5uniforme dans un hypercube est lin+eaire en moyenne9 Ce r+esultat g+en+eral est
appliqu+e au cas du plan et permet d>analyser de nouveaux algorithmes de triangulation
de Delaunay plus performants que ceux connus 0a ce jour9 Le principe sous5jacent est de
diviser le domaine selon des arbres bidimensionnels BquadtreeC Dd5treeC bucket5tree9 9 9 FC
puis de fusionner les cellules obtenues selon deux directions9 On +etudie actuellement la
prise en compte de contraintes directement pendant la phase de triangulation avec des
algorithmes de ce type9 De nouveaux algorithmes pratiques de localisation dans une
triangulation sont propos+esC bas+es sur la randomisation 0a partir d>un arbre binaire de
recherche dynamique de type AVLC dont l>un est plus rapide que l>algorithme optimal
de KirkpatrickC au moins jusqu>0a JD millions de sites K Nous travaillons actuellement
sur l>analyse rigoureuse de leur complexit+e en moyenne9 Ce nouvel algorithme est util5
is+e pour construire Men5ligneN une triangulation de Delaunay qui est parmi les plus
performantes des m+ethodes Men5ligneN connues 0a ce jour9
Mots*cl!es & g+eom+etrie algorithmiqueC triangulation de DelaunayC diagramme
de VoronoiC arbre multidimensionnelC Divide5and5ConquerC kd5treeC quadtreeC bucketC
complexit+e en moyenneC complexit+e dans le pire des casC site inachev+eC localisationC
algorithme dynamiqueC surface triangul+ee9
Delaunay triangulation and multidimensional trees
Abstract & This thesis deals mainly with Delaunay triangulations9 It is shown that
the average complexity of k5dimensional merge processes < according to unRnished
sites < is linearC assuming the sites to be quasy5uniformly distributed in an hypercube9
This general result is applied to the two5dimensional caseC and allows to analyze new
Delaunay triangulation algorithms which perform better than those known to this day9
The underlying principle is to divide the domain according to k5dimensional trees
BquadtreeC Dd5treeC bucket5tree9 9 9 FC and then to merge the obtained cells along two
directions9 We are currently trying to generalize these algorithms to the constrained
case Bgraphs with constraintsC and not only verticesF9 We propose new point location
algorithmsC based upon randomisation on a dynamic binary search tree AVL9 One of
them is faster than Kirkpatrick>s optimal algorithm at least up to JD millions of sites9
Their formal average analysis is being done9 We use this algorithm to build Delaunay
triangulations Mon5lineN which is one of the most performant known Mon5lineN method9
Keywords & computational geometryC Delaunay triangulationC Voronoi dia5
gramC multi5dimensional treeC Divide5and5ConquerC kd5treeC quadtreeC bucketC average5
case complexityC worst5case complexityC unRnished siteC point locationC intersectionC
triangulated surface9
