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Adaptive Autoregressive Pre-whitening for Speech and
Audio Signals through Parametric NMF
Alfredo Esquivel Jaramillo*, Jesper Kjær Nielsen, Mads Græsbøll
Christensen**
Aalborg University, Audio Analysis Lab, CREATE, Rendsburggade 14, DK-9000 Aalborg
Abstract
Several methods in speech and audio processing often assume that the noise is
white and Gaussian (WGN), although this assumption is often violated in prac-
tice. In this paper, a pre-whitener, i.e., a pre-processing scheme that renders
colored noise closer to white noise, is introduced. This general purpose pre-
whitener can be used as an out-of-the-box module when the WGN-based meth-
ods are applied in colored noise scenarios in order to considerably improve the
performance of those methods in such scenarios. The pre-whitener is updated
on a segment-by-segment basis according to the noise AR parameters which are
matched to the estimated noise statistics. It relies on a priori spectral shapes of
the speech and noise sources stored in codebooks, and is demonstrated to have
better performance in non-stationary noise situations than that of a fixed long-
term pre-whitener, and also compared to pre-whitening based on conventional
noise PSD estimation algorithms—such as minimum mean square error based
on speech presence probabilities (MMSE-SPP)—in that the noise is rendered
closer to white, and the performance is closer to that of the oracle pre-whitener
(i.e., one based on the access to the noise signal). The pre-whitener relies on
an estimated noise PSD which is obtained from a nonnegative matrix factoriza-
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tion (NMF) of the periodogram, in which the speech and noise spectral basis
are parametrized using AR coefficients. Additionally, it is verified that using
pre-whitening has greater benefit than speech enhancement as a pre-processing
scheme when applied to the estimation of the pitch from noisy speech signals.
Via simulations, it is demonstrated how the proposed pre-whitener has the best
improvement in the estimation accuracy of a nonlinear least squares (NLS) pitch
estimator. Additionally, the use of a general purpose pre-whitener allows the
improvement of the accuracy of a recently introduced Bayesian pitch tracker
and of a time of arrival (TOA) estimation method.
Keywords: colored, pre-whitening, enhancement, pitch, NMF, TOA
1. Introduction
In many acoustic scenarios, the presence of noise cannot be avoided. In the
speech and audio processing literature, various methods assume that the noise
is WGN [1, 2, 3, 4, 5, 6], to retain the mathematical simplicity of the problem
and to achieve a fast implementation. Very often, these methods are criticized5
in their applicability, as the noise in real-life scenarios are mostly colored (e.g.,
noise at an exhibition or at a cafeteria, or wind noise). Certainly, ignoring this
colored nature may lead to some problems, when these WGN-based methods
are applied on the unprocessed noisy signals [7]. For example, in estimating
the NLS fundamental frequency (i.e., pitch) [8] of a voiced speech segment,10
the wrong number of harmonics may be detected, thus leading to the possible
misidentification of an integer multiple or divisor of the true value (i.e., subhar-
monic errors) [7]. Although it is possible to modify the mathematical problem
to model the correlation structure of the noise [9, 10, 11], a joint estimation of
the harmonic and noise parameters not only will introduce more computational15
complexity but also it will offer less flexibility, and thus it is often desirable to
keep using the WGN-based methods. An alternative for the colored noise prob-
lem is to apply a pre-whitening filter to the noisy signal, i.e., a pre-processing
scheme which renders the colored noise closer to white. Other methods, al-
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though computationally inexpensive, are not based on a mathematical model20
[12, 13, 14, 15] and have suboptimal estimation accuracy [8]. Therefore, their
performance may be degraded when the noise is non-stationary or highly col-
ored. We also believe that these problems may benefit from using an accurate
pre-whitening scheme.
The problem of applying a pre-whitener has appeared in several areas of the25
signal processing literature, such as wireless communications [16], remote sens-
ing [17], sonar [18], biomedical engineering [19] and speech processing [20]. Here,
we sought to apply a pre-whitener to audio and speech signals—a process that
is particularly difficult because of their nonstationary nature. Pre-whitening
can be performed either by applying a general linear transformation (e.g., the30
Cholesky factor [1]) or by using a linear filter, such as an all-zero whitening
filter [21]. For example, in [22], the Cholesky factor was applied in the context
of subspace-based speech enhancement. However, the noise statistics were com-
puted only during speech silent periods obtained from a voice activity detector
(VAD) [23]. This framework might present a disadvantage in non-stationary35
environments, because the noise level may experience abrupt changes during
the presence of speech. In addition, using general linear transformations often
requires the signal model to be modified (as in [22]). In contrast, a pre-whitener
based on linear filtering has only the effect of modifying the sinusoidal ampli-
tudes and phases of the model [7]; therefore, many of the model-based estima-40
tors assuming WGN [1, 2] can be used. One possibility is to directly use the
noise PSD coefficients to generate a filter that counteracts the spectral shape
of the noise[7]. However, a FIR pre-whitening filter might result in inaccurate
estimates, and therefore fitting the estimated noise PSD with a smoothed spec-
trum (e.g., an AR spectrum) is preferable[7]. In this case, the colored noise45
is modeled as an AR process, and the filter used to pre-whiten the noisy sig-
nal corresponds to the well-known prediction error filter, which is an all-zero
filter whose coefficients are obtained from the estimated noise AR parameters
[24]. For example, [21] introduced an AR pre-whitener for low-Doppler target
sonar detection. However, only the reverberation is assumed to be present, thus50
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ignoring a real condition in which both the reverberation and the signal of in-
terest are simultaneously present. In [25], a speech enhancement system used
for automatic speech recognition was formulated for the WGN condition, and
an AR pre-whitener was applied to address the colored noise. However, only the
synthetic AR noise case was tested, and the noise AR parameters were somehow55
assumed to be known for applying the pre-whitener.
For speech and audio applications, the problem is of considerable difficulty,
because typical observations include a mixture of the clean signal of interest
and contaminating noise, thus requiring estimation of the noise statistics from
this mixed signal. Using only a VAD would result in using a fixed pre-whitening60
filter for various speech segments and thus could yield, e.g., poor pitch estimates.
An optimal pre-whitener should be adaptive [1]; i.e., its parameters must be
updated on a segment-by-segment basis. To capture accurate information on the
noise spectrum, several well-known state-of-the-art algorithms have addressed
the problem of tracking noise PSD levels across time (e.g., those based on the65
minimum statistics (MS) principle [26] and MMSE based on speech presence
probabilities (SPP) [27]). These approaches perform well when the noise is
stationary. However, in non-stationary environments (e.g., babble noise) their
performance may not be very accurate, as recently verified in [7]. In that study,
estimating the pitch in colored noise scenarios after pre-whitening based on70
these classical noise trackers was found to be likely to exhibit a high number of
subharmonic errors, especially in non-stationary noise situations, as compared
with the performance of the oracle pre-whitener (i.e., if we could somehow have
access to the true AR parameters which describe the noise signal). Recently, a
model-based estimator [28] that considers a priori spectral information about75
typical speech and noise AR parameters stored in pre-trained codebooks has
been found to improve the tracking speed and spectral estimation accuracy.
Therefore, in this work, we explored whether an AR pre-whitener that relies
on a priori spectral information might provide more benefits than one based on
conventional noise PSD trackers. Inspired by [29, 30], a model in which a noisy80
signal vector is represented as a sum of various AR processes was introduced in
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[31], and we here use this model. Similarly, in [30], a statistical model of super-
imposed Gaussian sources was introduced in a non-negative matrix factorization
(NMF) context. In the present case, a pre-trained spectral basis matrix con-
taining typical AR spectral envelopes of speech and noise sources is available,85
and therefore we only have to estimate the activation coefficients that mini-
mize the Itakura-Saito distance (IS) divergence between the periodogram and
the parametrized PSD. This last one is given by the product of the pre-trained
spectral basis matrix and the matrix of activation coefficients. The activation
coefficients indicate the contribution of each pre-trained speech or noise source,90
and they physically represent the excitation variance of their representation as
an AR process. The purpose of this paper was to derive an AR pre-whitener
on the basis of the noise PSD, which can be found after estimating these ac-
tivation coefficients. We expected that the noise could be rendered closer to
white with this method than with pre-whitening through typical methods for95
estimating the noise PSD. We also sought to demonstrate that by pre-whitening
the noisy signal, the performance of methods that assume WGN noise can be
considerably improved relative to that when the pre-whitening step is omitted.
Another fundamental question was whether the signal should be pre-whitened
instead of e.g., applying speech enhancement to it. To address this question, we100
examined whether pre-whitening the signal offered more benefits than enhanc-
ing it in —an approach that we believe is very commonly considered the most
convenient to address the noise. Finally, we evaluated how much improvement
some speech and audio processing methods provide when the proposed paramet-
ric NMF based pre-whitener is used, as compared with other methods of AR105
pre-whitening (e.g., based on MMSE or MS). We not only attempted to demon-
strate that cascading the pre-whitener with parametric pitch estimators (e.g.,
Bayesian pitch tracker [32]) results in superior performance than non-parametric
pitch estimators (e.g., RAPT [12], SHRP [15]) in their out-of-the-box forms, but
also explored whether the non-parametric pitch methods might provide some110
improvement if some pre-processing (i.e., either the proposed pre-whitener or
speech enhancement) is applied. Additionally, we explored another application
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in which pre-whitening can be useful: the time of arrival (TOA) estimation of
a signal impinging on a microphone, e.g., in methods that wrongly assume that
the diffuse noise is WGN.115
The remainder of this paper is organized as follows: In Section 2, we describe
how to obtain the AR pre-whitening filter on a segment-by-segment basis. In
Section 3, we introduce the proposed pre-whitening filter, which is based on
a noise PSD estimate obtained from prior spectral information stored in code-
books, thus resulting in a parametric NMF. Section 4 describes the methods that120
assume a WGN condition: ML for pitch estimation and for TOA estimation. In
Section 5, we describe the experimental setting, including how the codebooks
were trained and the performance measures, and we discuss the observed results.
Finally, Section 6 concludes the presented work.
2. Problem formulation125
We consider that an observed noise signal x(n) is formed by the mixture of
a clean signal of interest (e.g., speech) s(n) with a colored noise signal c(n), i.e.,
x(n) = s(n) + c(n), (1)
Furthermore, we assume that c(n) is well modeled as an AR process, i.e.,
c(n) = −
P∑
i=1
wc(i)c(n− i) + e(n). (2)
This means that c(n) was generated by passing white Gaussian excitation noise
e(n) with variance σ2e through an all-pole filter with response
H(ω) =
1
W (ω)
=
1
1 +
∑P
i=1 wc(i)e
−jωi
, (3)
where {wc(i)}Pi=1 denote the colored noise AR parameters, and P is the AR
order. This is illustrated in the left part of Fig.(1)). Therefore, the inverse FIR
filter W (ω) (right part of Fig.(1) can be used to recover the WGN samples given130
the colored noise samples. In this sense, the filter W (ω) is a whitening filter,
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and the prefix ”pre” denotes that it is applied before some other method, as
designed on the basis of the WGN assumption.
WGN
e(n)
AR(P )
c(n)
H(ω) = 1W (ω)
AR(P )
c(n)
WGN
e(n)W (ω)
Figure 1: Coloring filter (left) and whitening filter (right)
The noise AR parameters {wc(i)}Pi=1 and the excitation variance σ2e , in prac-
tice, are obtained from the estimated noise statistics, i.e., the noise autoco-135
variance sequence {rc(i)}Pi=0. This is possible on the basis of the Yule-Walker
equations [24]:

rc(0) rc(1) . . . rc(P )
rc(−1) rc(0) . . . rc(P − 1)
...
...
...
...
rc(−P ) rc(−P + 1) . . . rc(0)

︸ ︷︷ ︸
RP+1

1
wc(1)
...
wc(P )

︸ ︷︷ ︸
wP
=

σ2e
0
...
0
 . (4)
For the purpose of rendering the noise component c(n) in (1) closer to white, the
AR pre-whitening filter W (ω) = 1 +
∑P
i=1 wc(i)e
−jωi must be applied. Given a
segment of N samples,
x = [x(0) x(1) ... x(N − 1)]T , (5)
with (·)T denoting transpose, the purpose is to estimate the noise PSD, which
is typically defined as [24]
Φc(ω) = lim
N→∞
1
N
E
[
|C(ω)|2 |x
]
, (6)
where C(ω) = fH(ω)c is the DFT of the noise vector c, f(ω) =
{
ejnω
}N−1
n=0
and c is defined similarly to x. Here, E is the expectation operator. Well-
known noise tracking algorithms, such as MS [26] or MMSE, based on SPP [27],140
are often used to estimate Φc(ω). However, as shown in [7], the pre-whitening
performance based on these noise PSD estimates is still far from the oracle
performance (i.e., AR noise parameters directly obtained from the noise signal)
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in, e.g., non-stationary noise types. This finding motivated the design of an AR
pre-whitening filter based on parametric models that take into account prior145
spectral information of speech and noise sources stored in codebooks [28, 29, 33].
The noise PSD is in practice obtained for a discrete set of N frequencies, i.e.,
Φc(k), k = 0, 1, ..., N − 1 which then enable estimation of the noise covariance
sequence as [24]
rc(n) =
1
N
N−1∑
k=0
Φc(k) exp
(
j
2π
N
nk
)
, 0 ≤ n ≤ P. (7)
These covariances are then used in the Yule-Walker equations to obtain the
pre-whitening filter coefficients wp = [1 wc(1) ... wc(P )]
T and the excitation
variance σ2e . This can be solved in an efficient way with Levinson-Durbin
recursion. The processing on a segment-by-segment basis is normally performed
with some overlap, and therefore the described noise statistics are estimated on
a segment-by-segment basis, with some overlap; this aspect must be taken into
account when the pre-whitening filter is updated across the various segments.
The time-varying pre-whitening filter can be applied in the time-domain, in
which the filtering state of the previous overlapping segment should be used
as the initial state for the next one, or in the frequency domain, described
mathematically as
X̂W (k, l) = W (k, l)X(k, l), (8)
where X(k, l) is the N-size DFT of the windowed segment x(n, l) = x(n +
lM)v(n) of a certain segment l, whereM denotes the hop size in samples between
segments, v(n) is the analysis window, and W (k, l) is the pre-whitening filter
updated for a certain segment l. To recover the pre-whitened signal in the time-150
domain, the inverse DFT is applied as xW (n, l) =
∑N−1
k=0 X̂W (k, l) exp
(
j 2πN nk
)
,
and finally, a synthesis window v(n) (the same as the analysis window) is ap-
plied to update the full pre-whitened signal as xW (n + lL) = xW (n + lL) +
v(n)xW (n, l). In this work, we use frequency-domain based pre-whitening be-
cause one of the speech enhancement methods that we applied in the experi-155
ments [34] is also formulated in the frequency domain.
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3. Autoregressive pre-whitening based on parametric NMF
We will now describe how the noise PSD Φc(k) is estimated by taking into
account a priori spectral information contained in the entries of a dictionary
or codebook. Some of these ideas have been outlined in [35], on the basis of160
the parametric NMF formulation in [31], but we provide a much more detailed
description herein and conduct a more rigorous experimental evaluation, not
only limited to pitch estimation applications.
A number U = Us + Uc of possible AR processes tu can be summed to
describe the noisy vector x, i.e.,
x =
U∑
u=1
tu =
Us∑
u=1
tu +
U∑
u=Us+1
tu, (9)
where the first Us AR processes represent clean signals, and the last Uc ones de-
scribe noise signals. Each one of these AR processes is described by a multivari-
ate Gaussian probability density function (pdf) [29], i.e., tu ∼ N (0, σ2uRu(au)),
where σ2u is the corresponding excitation variance, Ru(au) is its gain normalized
(i.e., unit excitation variance) covariance matrix, and au = [1, au(1), ..., au(P
′)]
T
is the vector that contains the AR coefficients of the uth spectral basis. Here
P ′ is the corresponding AR order. Additionally, each of the AR processes is
assumed to be periodic (in N), and although this assumption might seem un-
founded, it is made so that Ru(au) can be diagonalized by the Fourier transform
[36], i.e.,
Ru(au) =
1
N
FDu(au)F
H (10)
[F]n,l = exp (j2πnl/N) , n, l = 0, 1, ..., N − 1 (11)
Du(au) =
(
ΛHu (au)Λu(au)
)−1
(12)
Λu(au) = diag
(
FH
[
aTu 0
T
]T)
. (13)
This N -periodicity assumption is also implicitly made in interpreting the IS
distortion measure as the ML estimator of short-time speech spectra [37] and
when using the asymptotic covariance matrix of an AR process (i.e., as N →∞ )
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in [38]. The diagonal entries of Du(au) are denoted by du(k), and they represent
the eigenvalues of Ru(au), which correspond to the normalized PSD of the
uth AR process. The set of U normalized PSDs, represented as AR spectral
envelopes, are arranged as columns of the spectral basis matrix D ∈ RN×U≥0 as
D = [d1 ... du ... dU ] , (14)
where du = [du(0) ... du(k) ... du(N − 1)]T . Each du(k) is the kth diagonal
element of Du(au). D can also be expressed in terms of row vectors, as D =165 [
d̃T0 ... d̃
T
k ... d̃
T
N−1
]T
, where d̃k = [d1(k) ... du(k) ... dU (k)] is the k
th row of
D.
The likelihood as a function of U excitation variances and U a priori spectral
basis is written as
p(x|σ,D) ∼ N
(
0,
U∑
u=1
σ2uRu(au)
)
, (15)
where σ =
[
σ21 ... σ
2
U
]T
is the U×1 vector containing the U excitation variances
and henceforth is referred to as the vector of the activation coefficients. Because
the spectral envelopes contained in D are assumed to be trained off-line, we are
interested in the ML estimation of σ, i.e.,
σ̂ = arg max
σ≥0
p(x|σ,D) = arg max
σ≥0
N
(
0,
U∑
u=1
σ2uRu(au)
)
. (16)
To solve this problem, the log-likelihood is expressed as
ln p(x|σ,D) = −N
2
ln 2π−1
2
ln
∣∣∣∣∣
U∑
u=1
σ2uFDu(au)F
H
N
∣∣∣∣∣−12xT
[
U∑
u=1
σ2uFDu(au)F
H
N
]−1
x,
(17)
which can be simplified as
ln p(x|σ,D) = −N
2
ln 2π − 1
2
N−1∏
k=0
U∑
u=1
σ2udu(k)−
1
2N
xTF
[
U∑
u=1
σ2uDu(au)
]−1
FHx
(18)
= −N
2
ln 2π − 1
2
ln
N−1∏
k=0
U∑
u=1
Φ̂u(k)−
1
2
N−1∑
k=0
Φ(k)∑U
u=1 Φ̂u(k)
, (19)
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where Φ̂u(k) = σ
2
udu(k). The summation over U spectral basis, i.e.,
U∑
u=1
Φ̂u(k) = d̃
T
kσ (20)
is the modeled PSD at frequency bin k. In (19), Φ(k) is the kth element of the
periodogram of x, Φ = [Φ(0) ... Φ(N − 1)]T , i.e.,
Φ(k) =
1
N
|X(k)|2 = 1
N
∣∣∣∣∣
N−1∑
n=0
x(n) exp
(
−j2πnk
N
)∣∣∣∣∣
2
. (21)
Finally, the log-likelihood can be rearranged as
ln p(x|σ,D) = −N
2
ln 2π − 1
2
N−1∑
k=0
(
Φ(k)∑U
u=1 Φ̂u(k)
+ ln
U∑
u=1
Φ̂u(k)
)
, (22)
to interpret it in terms of the discrete IS distortion. Further manipulation will
lead to:
ln p(x|σ,D) = −N
2
ln 2π − N
2
DIS (Φ|Dσ)−
1
2
N−1∑
k=0
ln Φ(k) +
N
2
, (23)
where the discrete IS distortion measure between two discrete spectra ψ1 and
ψ2 is defined as
DIS(ψ1|ψ2) =
1
N
N−1∑
k=0
(
ψ1(k)
ψ2(k)
− ln ψ1(k)
ψ2(k)
− 1
)
. (24)
Because
∑N−1
k=0 ln Φ(k) does not depend on σ, and the constant terms are ig-
nored, maximizing the likelihood with respect to σ is equivalent to minimizing
the DIS between Φ and the parametrized PSD Dσ, under the constraint that
Φ(k) > 0 ∀k. That is, the ML estimate of σ is obtained as
σ̂ = [σ̂s
T σ̂c
T ]T = arg min
σ≥0
DIS (Φ|Dσ) . (25)
When V > 1 segments are processed, the parametrized PSD for the full
signal can be arranged as columns to constitute a matrix DΣ, where Σ ∈ RU×V≥0
is the activation matrix that contains in each column the nonnegative activation
coefficient vector σ for a single segment, i.e., Σ = [σ1(1) ... σ1(V )]. Because
D is known a priori, the problem remains to estimate Σ; this is regarded as
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a supervised NMF [39] and is henceforth referred to as parametric NMF (par-
NMF). Focusing on the estimation of σ for a single segment from (25), finding
an exact closed-form solution is not possible and is therefore calculated with
the multiplicative gradient descent [40, 41]. In this approach, the value of the
variable of interest at an (i+ 1)th iteration is updated by multiplying its value
at the ith iteration by the ratio of the negative part to the positive part of
the gradient of the criterion with respect to this variable, namely θ(i+1) ←
θ(i) [∇f(θ)]−[∇f(θ)]+ , where θ is the variable of interest and∇f(θ) = [∇f(θ)]+−[∇f(θ)]−.
Taking the derivative of DIS (Φ|Dσ) with respect to σ leads to
∂DIS (Φ|Dσ)
∂σ
= DT
[
(Dσ)
[−2]  (Dσ −Φ)
]
= DT (Dσ)[−1]−DT (Dσ)[−2]Φ
(26)
and by applying the multiplicative update (MU) rule, σ is computed iteratively
by
σ̂(i+1) ← σ̂(i) 
DT
(
Dσ̂(i)
)[−2] Φ
DT
(
Dσ̂(i)
)[−1] , (27)
where  denotes the element-wise product. The division and exponentiation
are also element-wise operations. Such approaches based on MU [33] have been
shown to result in more accurate estimates of the excitation variances than170
conventional approaches in which a log-spectral distortion approximation is used
[38]. In the following, the number of iterations of the MU rule will be denoted
as I.
According to (12), (13) and (14), the spectral basis matrix D contains in
each of its columns the gain-normalized spectral envelopes parametrized by AR
coefficients, i.e.,
du = [du(0) ... du(k) ... du(N − 1)]T =
[
1
|Au(0)|2
...
1
|Au(N − 1)|2
]T
, (28)
where Au(k) = 1+
∑P ′
i=1 au(i) exp(−
2πjik
N ). The different sets of AR coefficients
will be obtained from a training stage, as described in the experimental section.
D can be partitioned as D = [Ds Dc], where Ds ∈ RN×Us≥0 is the submatrix
containing the signal spectral envelopes, and Dc ∈ RN×Uc≥0 the submatrix con-
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taining noise spectral envelopes, for which the kth row is denoted d̃s,k and d̃c,k,
respectively. Because scenarios might exist in which the observed noise samples
are not well represented in the a priori spectral basis matrix, and to make the
pre-whitening more robust, the submatrix Dc is appended with an entry cor-
responding to the spectral envelope that is fitted to the MMSE-SPP [27] noise
PSD based pre-whitener {wmmse(i)}P
′
i=1, in which each frequency-bin entry is
given by
dmmse(k) =
1∣∣∣1 +∑P ′i=1 wmmse(i) exp(− 2πjikN )∣∣∣2 . (29)
With the vector of activation coefficients determined, the noise PSD is esti-
mated in a similar way to the MMSE-based noise PSD estimate [27], i.e.,
Φc(k) =
(
1
1 + ξ(k)
)
Φ(k) +
(
ξ(k)
1 + ξ(k)
)
λ2c(k), (30)
for k = 0, 1, ..., N − 1, where ξ(k) = λ2s(k)/λ2c(k) is the so-called a priori SNR,
where λ2s(k) and λ
2
c(k) are the prior PSDs of s(n) and c(n), respectively, at
the frequency bin k. A similar expression has been used in [27] to compute the
noise PSD, but it relied on either a bias compensation or SPP. Here we obtain
an estimate of ξ(k) as follows
ξ̂(k) =
λ2s(k)
λ2c(k)
=
d̃s,kσ̂s
d̃c,kσ̂c
. (31)
With the estimation of Φc(k), ∀k, from (30), rc(n) can be estimated as (7), and
then the AR pre-whitening filter coefficients can be determined per segment175
by solving the Yule-Walker equations efficiently by using the Levinson Durbin
recursion.
A summary on how to update the pre-whitening filter for a single segment
is outlined in Alg. 1. Note that the computational complexity of each step is
given using bigO notation. The proposed pre-whitening method has a total time180
complexity of O[(N +P ) logN ] +O(P 2) +O(NUI), while pre-whitening based
on the classical MMSE-SPP and MS has an order of O[(N +P ) logN ] +O(P 2).
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Algorithm 1 Proposed Pre-whitening for a single segment, based on parametric
NMF noise PSD estimate, assuming Us signal and Uc noise spectral envelopes
whose columns given by (28) are contained on D.
1: Obtain Φ(k) = |X(k)|
2
N , k = 0, ..., N − 1 .O(N logN)
2: Estimate MMSE-SPP noise PSD [27] and fit it to an AR spectrum using
(7) and (4). Augment D with envelope whose elements are given by (29)
.O[(N + P ) logN ] +O(P 2)
3: Initialize σ̂(i) with random positive numbers .O(1)
4: for i=1:I do .O(UNI)
5: σ̂(i+1) ← σ̂(i)  D
T (Dσ̂(i))
[−2]Φ
DT (Dσ̂(i))
[−1]
6: end for
7: Compute λ2s(k) = d̃s,kσ̂s and λ
2
c(k) = d̃c,kσ̂c, for k = 0, ..., N−1 .O(UN)
8: Obtain ξ(k) =
λ2s(k)
λ2c(k)
, for k = 0, ..., N − 1 .O(N)
9: Estimate Φc(k) =
(
1
1+ξ(k)
)
Φ(k) +
(
ξ(k)
1+ξ(k)
)
λ2c(k), k = 0, ..., N − 1 .O(N)
10: Fit noise PSD to AR spectrum of order P via (7) and (4). The pre-whitening
filter is W (ω) = 1 +
∑P
i=1 wc(i)e
−jωi .O(P logN) +O(P 2)
4. Select applications
We now introduce two methods derived under a WGN condition, and we
explain how their performance can be improved by applying an AR pre-whitener.185
4.1. ML pitch estimation and pre-whitening for pitch estimation.
We here briefly introduce the NLS pitch estimator [2, 1, 42], which is sta-
tistically efficient in WGN conditions. A good approximation for voiced speech
segments is given by the harmonic model [1], in which the signal is modeled as a
superposition of L harmonic components whose frequencies are an exact integer
multiple of the pitch ω0, having a real amplitude Al > 0 and phase γl ∈ [0, 2π).
Therefore, the signal model in (4) for n = 0, 1, ..., N − 1 becomes
x(n) =
L∑
l=1
Al cos(nω0l + γl) + c(n). (32)
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The number of harmonics L is often referred to as the model order. For the
vector of N samples in (5), the signal model becomes x = s+c = ZL(ω0)aL+c,
with
ZL(ω0) = [z(ω0) z
∗(ω0) ... z(ω0L) z
∗(ω0L)] , (33)
z(ω) = [1 ejω ... ejω(N−1)]T , (34)
aL =
1
2
[
A1e
jγ1 A1e
−jγ1 ... ALe
jγL ALe
−jγL
]
, (35)
c = [c(0) c(1) ... c(N − 1)]T , (36)
where ∗ denotes the complex conjugate. In the case of an unvoiced speech
segment, or a segment that contains only pauses, the signal model is simply
x = c, so both models can be expressed jointly as x = uZL(ω0)aL + c, where
u = 1 for a voiced segment, and u = 0 for a not-voiced one. In the case in which
c was WGN, the ML estimate of ω0 is found by substituting the least-squares
amplitude estimate âL = [Z
H
L (ω0)ZL(ω0)]
−1ZHL (ω0)x and then minimizing the
residual power ‖x− ZL(ω0)âL‖22. This is equivalent to
ω̂0 = arg max
ω0
JNLS(ω0, L) (37)
where
JNLS(ω0, L) = x
TZL(ω0)
[
ZHL (ω0)ZL(ω0)
]−1
ZHL (ω0)x, (38)
which depends on ω0 and on the unknown model order L. The non-linear least
squares estimation problem in (37) can be solved efficiently and rapidly in an
order-recursive manner [8], after which the most suitable model order, including
the not-voiced (e.g., unvoiced speech and pauses) model (i.e., L = 0), is selected190
by using model selection criteria, such as the Bayesian Information Criteria
(BIC) [43]. Here, we are concerned with the case in which c is nonwhite, i.e.,
c ∼ N (0,Rc), where Rc is the noise covariance matrix. To address the problem
of subharmonic pitch errors, the signal first must be pre-whitened before pitch
estimation. One possibility to pre-whiten the noise is applying the Cholesky195
factor L, in which LLH = R−1c , so that the transformed vector becomes L
Hx =
LHZL(ω0)aL + L
Hc such that LHc ∼ N (0, IN ); i.e., the noise becomes WGN.
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However, the harmonic signal model is modified as well as the matrix structure
of the cost function in (38). Therefore, we instead use an AR pre-whitener,
because applying this filter to the noisy signal preserves the harmonic model,200
given that
w(n) ∗ s(n) = w(n) ∗
l=L∑
l=−L,l 6=0
ale
jnω0l ≈
l=L∑
l=−L,l 6=0
ãle
jnω0l, (39)
where ãl = al
∑P
i=0 wc(i)e
−jω0li, wc(0) = 1; i.e., only the complex amplitudes
are modified, but not the pitch.
4.2. TOA estimation
Another application in which pre-whitening can be beneficial is source lo-
calization, such as the TOA estimation of a signal impinging on a microphone.
For this purpose, we address a simple model in which the received signal at a
microphone is modeled as
x(n) = gs(n− τ) + c(n), (40)
where s(n) is the source signal played by a loudspeaker, and τ is the so-called
TOA of the direct path component (i.e., the path between the loudspeaker
and the microphone, not including possible reflections from the walls), with
its corresponding attenuation g. In this work, we assume that the signal s(n)
is known beforehand to probe the acoustic environment. For simplicity, we
ignore the TOA of the possible reflections, which in practice would add more
complexity to the problem. The term c(n) corresponds to the additive noise,
which here is assumed to be colored (e.g., wind noise). If this noise term were
WGN, the ML estimates of the TOA τ and the attenuation g would be simply
found as
{τ̂ , ĝ} = min
τ,g
‖x(n)− gs(n− τ)‖22, (41)
over the possible set of TOAs of the known signal. If the analysis window is
long relative to the size of the known signal, the TOA estimate can be simplified
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as
τ̂ = arg max
τ
x(n)s(n− τ), (42)
which is a simple processing of the observed signal to a matched filter to the
known signal s(n) [4]. However, in practical scenarios, the noise is likely to be
nonwhite; therefore, in such cases, pre-whitening should be applied, and this
processing should be performed in the same way with both x(n) and s(n) to
compensate for phase misalignments, because the pre-whitener will change the
sought delay, since
XW (ω) = g |W (ω)| exp
[
−jω
(
τ − ∠W (ω)
ω
)]
S(ω) +W (ω)C(ω). (43)
Thus, an extra delay of ∠W (ω)ω is added in pre-whitening the observed signal. To205
mitigate this effect, the source signal S(ω) must also be prefiltered with W (ω).
5. Experimental setup and results
We next tested the performance of the proposed pre-whitener on real speech
signals under different colored noise scenarios. First, we investigated the benefits
of applying pre-whitening and contrasted its performance with that of another210
operation commonly used to address noise: applying speech enhancement (or
noise reduction) to a noisy speech signal. In particular, we evaluated the accu-
racy of the ML pitch estimator derived under a WGN assumption (section 4.1),
after either pre-whitening or speech enhancement was applied. The comparison
also included the case in which the noise is incorrectly assumed to be WGN; i.e.,215
the noisy signal is not processed before pitch estimation. Next, we demonstrated
that higher whiteness can be achieved by using the AR pre-whitener based on
ParNMF, and that the spectral response of the proposed pre-whitener is closer
than pre-whitening based on other noise PSD schemes to the spectral response
of the oracle pre-whitener. For the application of pitch estimation, in the next220
experiment we aimed to verify that better estimation accuracy of the ML pitch
estimator could be obtained with the proposed pre-whitener, especially in non-
stationary noise conditions. The comparison also included the case in which a
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fixed (i.e., non-adaptive) pre-whitening filter is applied. Moreover, for a fairer
comparison to typical non-parametric pitch estimators (e.g., RAPT), we then225
conducted an experiment in which we also applied either speech enhancement or
AR pre-whitening before the pitch was estimated with classical approaches, thus
allowing us to determine whether there is a greater benefit with certain types
of pre-processing. The computational complexity of the different approaches
for pre-processing is also evaluated. Finally, we examined how helpful a pre-230
whitener might be when applied in TOA estimation of a source signal.
5.1. Codebook training
To apply the proposed pre-whitener in the pitch estimation setup, the ma-
trix D whose columns are given by (28) must be available off-line, because it
is required to contain the spectral envelopes in its columns. For this purpose,235
speech and noise codebooks were obtained from a standard vector quantization
technique of speech coding, the generalized Lloyd algorithm [44]. For the train-
ing, the AR coefficients that were extracted from windowed overlapping frames
were converted to line spectral frequency (LSF) coefficients to avoid stability is-
sues. Then the quantized LSF vectors were converted back to codebook vectors240
of AR coefficients of the order P ′ = 12. A speech codebook with a total of Us
entries was obtained from training on 54 minutes of sentences uttered by four
different speakers (two male and two female) from the CMU Arctic database
[45], which were resampled from 16 to 8 kHz. A noise codebook containing Uc
entries was obtained from training the following samples of noise types from the245
NOISEX-92 database [46]: babble, factory, F-16 and street, also resampled to 8
kHz. The duration of segments used for the training was 32 ms, with an overlap
of 50%. We will investigate how many Us and Uc entries are required to achieve
a higher noise flatness and better spectral accuracy.
5.2. Performance measures250
In comparing the AR pre-whitening based on different approaches, both the
spectral flatness measure (SFM) and the IS distortion are of interest. The SFM
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is defined as the ratio between the geometric mean and the arithmetic mean of
a PSD [24]. Here we are interested in the SFM of the pre-whitened noise PSD,
denoted Φc,w , i.e.,
SFM =
N
√∏N−1
k=0 Φc,w(k)
1
N
∑N−1
k=0 Φc,w(k)
. (44)
This measure indicates how correlated the noise samples are and therefore the
color degree of the noise. A value of 0 in the SFM indicates that the noise is
very correlated (too colored), whereas an SFM of 1 means that the noise is per-
fectly white (the samples are perfectly uncorrelated). Therefore, a scheme that
results in a higher SFM is better in the task of whitening the noise component.255
Although improving the whiteness of the noise is desirable, another measure
should assess how close the response of the applied pre-whitener is to that of
the oracle pre-whitener (i.e., the pre-whitener obtained from the AR parame-
ters obtained directly from the noise signal). This will also reflect how much
resemblance will the estimated envelope of the noise component have compared260
to the true envelope, fitted with certain AR order P . For this purpose, we use
the IS distortion between W (k) and the estimated pre-whitener Ŵ (k), in which
the IS distortion was already defined in (24). Both measures must be computed
on a segment-by-segment basis and averaged over the test set.
The different pre-whiteners based on various noise PSD estimates will be265
cascaded with pitch estimation methods, and we therefore define some of the
performance measures typically used in the pitch estimation literature:
• Gross Error Rate (GER): the frame proportion is computed, in which both
the ground truth and the estimated value are a voiced segment and have a
relative difference greater than a certain percentage value. Here, we used270
20%.
• Voicing Detection Error (VDE ): this error is the percentage of voiced/unvoiced
detection errors, i.e., frames that are voiced and are mistaken as unvoiced,
and frames that are unvoiced and are misclassified as voiced.
• Full Frame Error (FFE ): because some pitch estimators may have a high275
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VDE even if they present a low GER, for a fairer comparison, [47] intro-
duced this measure, which considers the three possible error types: frames
with gross pitch errors (Ng), unvoiced frames wrongly classified as voiced
(NUV ) and voiced frames misclassified as unvoiced (NV U ). Therefore, this
is a more reliable measure because it includes all kinds of possible errors.280
These definitions are stated in the following formulas:
GER =
Ng
NV V
× 100%, (45)
V DE =
NV U +NUV
N
× 100%, (46)
FFE =
NV U +NUV +Ng
N
× 100%, (47)
where NV V denotes the number of frames voiced both by the reference pitch
and by the estimated value.
5.3. Experimental results with the Keele speech database
The following set of experiments was conducted with the Keele database
[48], which consists of speech recordings of approximately 40 seconds, from285
five male and five female speakers. The signals were resampled from 20 kHz
to 8 kHz. A ground truth of the pitch values is available, as obtained from
laryngograph measurements every 10 ms. Each segment used for the analysis
had a duration of 26.5 ms, and the same length was used for pitch estimation
purposes. Of note, the available ”ground truth” pitch values were also estimates290
obtained with an autocorrelation based pitch estimator [12]. In the evaluation,
the segments with a negative value were discarded, because they corresponded
to ”uncertain” segments detected as voiced from the speech data but unvoiced
from the laryngograph measurements, or vice versa. These uncertain segments
represented only approximately 3% of the segments.295
Different noise types, such as babble, factory, F-16 and street, from the
NOISEX-92 database[46] were added at different values of iSNR. The samples
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used for the testing were different from those used in the training of the noise
codebooks. In addition, samples of restaurant noise from the Aurora database
[49] were used for the evaluation, to assess the robustness against new encoun-
tered noise types. Of note, the speech codebooks were trained with another
database (CMU Arctic). The iSNR indicates the level of the clean speech signal
relative to the noise component in the noisy signal, i.e.,
iSNR =
σ2s
σ2c
, (48)
where σ2s is the variance of the speech signal, and σ
2
c is the variance of the noise
signal.
5.3.1. Comparison to no pre-processing and to enhancement
In the first experiment, we evaluated the accuracy of the NLS pitch esti-
mator described in subsection 4.1, in different colored noise scenarios: babble,300
factory, restaurant and street noise types. We compared the performance after
pre-whitening was applied to not applying any pre-whitening and also to ap-
plying instead speech enhancement on the signal. This experiment allowed us
to determine what happens if the noise is incorrectly assumed to be WGN, and
whether pre-whitening the signal instead of performing speech enhancement is305
truly necessary. For these purposes, the pitch was estimated on the interval
[60,400] Hz, and a maximum model order of L = 30 harmonics was assumed.
The applied AR pre-whitening filter was based on an MMSE noise PSD estimate
that relies on SPP, and the pre-whitening order was set to P = 30. The pre-
whitening filter was applied on segments of length 32 ms, with a time shift of 16310
ms between them. The enhancement of the signal was performed with the opti-
mally modified LSA (OM-LSA) speech estimator [34], and was also performed
on the basis of the MMSE noise PSD estimate [27], so that both pre-processing
methods relied on the same noise statistics. The iSNR varied from -5 to 10
dB, and three Monte-Carlo simulations (MCS) were run for each noise type at315
each iSNR for each one of the Keele database files. The performance measures
in (45)-(47) were computed and are depicted in Fig. 2 with 95% confidence
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intervals. The average number of pitch errors was very high when the noise was
assumed to be WGN, even for high SNR conditions. When speech enhancement
was applied, the pitch estimation accuracy improved considerably in all cases.320
However, the voicing detection errors in babble and restaurant noise under low
iSNRs (-5 and 0 dB) exhibited only a small improvement relative to the results
of the WGN assumption. The benefit of applying pre-whitening over enhancing
the speech was clearly seen at -5, 0 and 5 dB, because the confidence intervals
of the different error types were non-overlapping, and this effect was more evi-325
dent as the iSNR decreased. At an iSNR of 10 dB, most of the error intervals
of applying speech enhancement and pre-whitening overlapped, thus indicating
that at high iSNRs, either type of processing can be applied to the noisy signal,
and similar performance is obtained. An exception to this finding was for the
restaurant noise type, in which the performance after pre-whitening was always330
superior to that of speech enhancement, and similar results were observed for the
total number of full frame errors of babble noise at 10 dB. Thus, pre-whitening
offers more benefits, even at high SNRs, in non-stationary noise situations, such
as babble and restaurant noise.
5.3.2. Evaluation of spectral flatness and spectral distance335
Next, we investigated the performance of AR pre-whitening based on three
noise PSD estimates: MS, MMSE-SPP and the introduced Par-NMF. Because
the codebooks were trained on segments of 32 ms, overlapped by 50%, the
same segment length and overlapping were used in applying the different AR
pre-whitening schemes. With the Par-NMF based pre-whitener, I = 40 was340
considered.
We first determined which AR pre-whitening order P was convenient to
use. For this purpose, the iSNR was fixed at 0 dB, and then we evaluated
the SFM values for several increasing values of P after the noisy signal was
pre-whitened from the three possible noise PSDs, and the oracle pre-whitener345
was also applied. We also examined the IS distortion between the oracle and
the estimated pre-whiteners. For this experiment, we did the training based
22
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Figure 2: The gross pitch errors, voicing detection errors and full frame errors of the NLS
estimated pitch, for different iSNRs, with different colored noise types, after assuming that
the noise is WGN, applying speech enhancement or applying pre-whitening.
on Us = 32 speech spectral basis and Uc = 16 noise spectral basis. Before
pre-whitening, the average SFM values at all the iSNRs were as follows: babble
(0.065), factory (0.045), restaurant (0.129) and F-16 (0.115). The results are350
depicted in Fig. (3). First, we observed that the SFM increased as a function
of P for Par-NMF based pre-whitening. However, at the same time, the ISD
between the oracle and estimated pre-whitener increased. Thus, even if the noise
can be made whiter by increasing the value of P , the spectral response of the
pre-whitener will become more different from the oracle pre-whitener response,355
given that trying to fit the estimated noise PSD with a higher order P is more
prone to possible spurious estimates. By using a lower P value, the noise PSD
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can be fitted to a very smooth spectrum, which may lack some detail but is
easier to fit to the oracle pre-whitener with a low P . The performance of pre-
whitening based on MMSE is better than that of pre-whitening based on MS.360
In addition, the SFM obtained from Par-NMF based pre-whitening was higher
than that based on MS and MMSE for both babble and F-16 noise, for any order
P . Moreover, increasing the order P did not appear to significantly improve the
noise whiteness by pre-whitening based on MS or MMSE. For factory noise,
when low values of P were used, the MMSE or MS based pre-whitening had365
slightly better performance than the proposed Par-NMF. For the restaurant
noise scenario, with a P > 30 the Par-NMF based pre-whitener had lower ISD
than the MMSE based pre-whitener. To balance the noise whiteness and the
accuracy of the pre-whitener response, we found using a value of P in the interval
[30,40] to be convenient. We used an AR pre-whitening order P = 36 in the370
next experiments.
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Figure 3: The IS distortion between the oracle and estimated pre-whiteners and the spectral
flatness measure of the pre-whitened noise as a function of the AR pre-whitening order, at
iSNR = 0 dB, under different colored noise scenarios, for a different number of Us speech
spectral envelopes. A lower IS distortion is preferred, and a higher SFM is desirable. Results
are reported in 95% confidence intervals.
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Then, we investigated how the pre-whitener spectral response and the noise
flatness (i.e., the pre-whitener’s performance) depend on the number of en-
tries in the codebooks. For this purpose, we evaluated the behavior of the
parametric NMF based pre-whitener for different combinations of noise and375
speech codebook sizes, where a speech spectral basis matrix of 2bs envelopes
can be used, where bs ∈ {5, 6, 7, 8} is the possible number of bits to address
the speech codebook, and a noise spectral basis matrix of 2bc envelopes, where
bc ∈ {3, 4, 5, 6, 7, 8, 10} is the possible number of bits to address the noise code-
book. Again, the iSNR was fixed at 0 dB. The results are displayed in Fig.380
(4), where it is seen that using 32 speech spectral envelopes will provide the
best results, and using more speech envelopes will degrade the performance due
to overfitting, as it was also seen in [50] in an enhancement framework. Using
Us = 32 with Uc ≥ 128 noise spectral envelopes allowed the best performance
for both babble and restaurant noise, although increasing from 256 to 1024385
noise spectral envelopes, will not decrease significantly the ISD, as the confi-
dence intervals overlapped. Using Uc = 16 entries seemed to be enough for
factory and F-16 noise types, although using a higher number of entries did not
degrade the performance too much. We will therefore use both combinations
Us = 32, Uc = 16 and Us = 32, Uc = 256 in the next experiments.390
Next, we compared the performance as a function of the iSNR; the results
are depicted in Fig. (5). Par-NMF based pre-whitening had better performance
in terms of SFM and ISD under babble noise conditions at all iSNRs, regardless
how many Uc spectral envelopes are used, although with Uc = 16 entries, a
considerable lower ISD was observed at higher iSNRs. But, using Uc = 256395
entries allowed for slightly better SFM. For restaurant noise, a similar spectral
flatness was achieved with Par-NMF using Uc = 16 entries and MMSE pre-
whitening, with a slightly lower ISD with Par-NMF based pre-whitening. For
this noise type, which was not included in the training step, it was seen that
Uc = 256 entries is better. For factory and F-16 noise, it was seen that using400
a lower number of Uc entries is more convenient. The benefit of Par-NMF pre-
whitening (with Uc = 16) was seen at lower iSNRs, because at higher values,
25
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Figure 4: The spectral flatness measure of the pre-whitened noise and the IS distortion between
the oracle and estimated Par-NMF based pre-whitener as a function of bc, for different number
2bs speech spectral envelopes, at iSNR = 0 dB, under different colored noise scenarios. A
lower IS distortion is preferred, and a higher SFM is desirable. Results are reported in 95 %
confidence intervals.
the ISD from MMSE or MS based pre-whitening became lower, although the
noise whiteness from the three approaches was similar. Again, we observed that
in several cases, MS based pre-whitening was outperformed by either MMSE or405
Par-NMF based pre-whitening.
5.3.3. Evaluation of pitch estimation accuracy
In the next experiment, we cascaded the AR pre-whitening filter, on the basis
of different methods of computing the noise statistics—the classical methods MS
and MMSE, along with the presented Par-NMF approach (with both Uc = 16410
and Uc = 256 entries)—to the NLS pitch estimator. Additionally, the compar-
ison included the case in which a fixed pre-whitening filter was used instead,
and we verified that an adaptive pre-whitener based on the local characteristics
of speech and noise signals was more convenient. This fixed pre-whitener was
found from the long-term average spectrum of the noise samples used for the415
training of the codebooks, considering only the samples for the noise of interest.
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Figure 5: The IS distortion between the oracle and estimated pre-whiteners, and the spectral
flatness measure of the pre-whitened noise as a function of the iSNR, for an AR pre-whitening
order P=36, under different colored noise scenarios. A lower IS distortion is preferred, and a
higher SFM is desirable. Results are reported in 95% confidence intervals.
Because restaurant noise was not included in the training, only for that case,
the long-term average spectrum was computed from the same samples used for
the testing. Babble, factory, street and restaurant noise were added at differ-
ent iSNRs from -5 to 10 dB, and three MCS were run for each of the Keele420
files at each iSNR. The same settings as those in the first experiment regarding
pitch estimation were used, and the performance measures in (45)-(47) were
computed. The results are depicted in Fig. (6) with 95% confidence intervals.
First, using a fixed pre-whitening filter resulted in poorer pitch estimates and
voicing detections than the time-varying pre-whitening approaches. For babble425
and restaurant noise, the best accuracy of the ML pitch estimator was achieved
with cascading with the pre-whitening filter based on Par-NMF, because the
confidence intervals of the full frame errors were clearly separate from those
of pre-whitening based on either MMSE and MS. Moreover, a slightly better
performance in terms of GER and FFE is achieved from using Uc = 256 noise430
entries compared to only using Uc = 16 entries. For street noise, using Uc = 256
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entries has a positive effect in reducing the GER, although it will not benefit
the VDE. In terms of FFE, for factory and street noise, which are more station-
ary noise types, the estimation accuracy after pre-whitening based on the three
approaches was very similar, thus indicating that the proposed Par-NMF pre-435
whitening scheme provides greater benefit in non-stationary noise conditions.
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Figure 6: Estimation accuracy of the NLS pitch estimator under different noise conditions,
after application of AR pre-whitening based on different noise PSD estimates, and also after
applying a fixed pre-whitening filter.
We then conducted an experiment in which we investigated whether the
estimation accuracy of various pitch estimators could be improved by either
the proposed pre-whitening scheme or a previous speech enhancement step.
We conducted the evaluation for several non-parametric pitch estimators—the440
Cepstrum-based [14], RAPT [12], SHRP [15] and SWIPE’ [13]—adding either
babble or factory noise at iSNRs from -5 to 11 dB. These methods are not statis-
tically efficient under WGN conditions, in contrast to parametric pitch estima-
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tors (e.g., NLS pitch estimator). Therefore, we believe that pre-processing via,
e.g., speech enhancement, might provide further benefit in such cases. All these445
methods included a final step of smoothing/correction in their implementation.
Because pitch estimation is not the focus of this paper, we included the averaged
performance from those four non-parametric estimators in three different ways:
in its näıve (out-of-the-box) form, when OM-LSA based speech enhancement
was applied as a pre-processor and when the proposed pre-whitening scheme450
(based on Par-NMF) was applied before the pitch estimation task. Additionally,
we included the performance of the recently introduced robust Bayesian pitch
tracker [32], a parametric pitch estimation method. This tracker was derived
under a WGN assumption, and it models the dynamic evolution of the pitch,
the harmonic model order and the voicing state by using first-order Markov pro-455
cesses, thus achieving better performance than the NLS pitch estimator. The
comparison also included the already introduced NLS pitch estimates, but be-
cause all the other methods had either tracking or refinement (e.g., smoothing)
capabilities, we post-processed the estimated NLS pitch values with nonlinear
smoothing (Ney) [51] for a fairer comparison. The NLS and the Bayesian pitch460
tracker estimates were evaluated only after pre-whitening based on Par-NMF,
because from the first experiment, we observed that the parametric pitch esti-
mators benefited more from pre-whitening than from speech enhancement. An
example of this is shown in Fig. (7), where the pitch estimates of a female
speaker signal corrupted by babble noise at an iSNR of 3 dB are imposed on465
the spectrogram of the clean speech signal. A value of 0 indicates that there is
no presence of pitch. The pitch was estimated from the Bayesian pitch tracker
after either OMLSA-based enhancement or the Par-NMF based pre-whitening
were used to pre-process the noisy signal. Clearly, the estimates resulting after
speech was enhanced showed a large amount of not-voiced (e.g., pause) seg-470
ments which are wrongly detected as voiced. Additionally, enhancement still
results in a high number of octave errors. By other side, from pre-processing
via pre-whitening the pitch contour is better captured as less octave errors and
less voicing detection errors are obtained.
29
1 2 3 4 5 6 7 8
Time [s]
0
200
400
600
F
re
q
u
e
n
c
y
 [
H
z
]
1 2 3 4 5 6 7 8
Time [s]
0
200
400
600
F
re
q
u
e
n
c
y
 [
H
z
]
Figure 7: Estimates from the Bayesian pitch tracker for a female speech excerpt in 3 dB babble
noise after either enhancement (top) or the proposed pre-whitening (bottom) is applied.
The results of the overall evaluation in the database are depicted in Fig.475
(8). Three MCS were run for each of the Keele files at each of the iSNRs.
First, the best performance was attained by combining pre-whitening with the
Bayesian pitch tracker, although in some cases under factory noise conditions
the confidence intervals overlapped with the NLS pitch estimates (also after pre-
whitening was applied) if Uc = 16 noise entries are consider for the NMF-based480
pre-whitening. The performance in the babble noise case was worse than that in
the factory noise scenario, because babble noise is a random mixture of human
speech signals.
For the non-parametric estimators in babble noise conditions, the GER was
improved with pre-whitening and not speech enhancement, whereas in factory485
noise conditions, the GER was also reduced from pre-whitening (using Nc = 16
noise entries) but only for iSNRs below 7 dB. In contrast, the voicing detec-
tion was improved by applying speech enhancement at iSNRs lower than 7 dB
for babble noise conditions, whereas for factory noise, improvement occurred
at iSNRs lower than 11 dB. The full frame errors slightly improved when pre-490
whitening based on Uc = 16 noise entries was used, but only at iSNRs lower
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Figure 8: Estimation accuracy of parametric pitch estimators (NLS and Bayesian) after pre-
whitening, and averaged performance of four non-parametric pitch estimators (Cepstrum,
SWIPE, SHRP and RAPT) in their näıve states, and when either speech enhancement or
pre-whitening was previously applied, under different noise conditions.
than 3 dB in the babble noise case. In contrast, in the factory noise scenario, the
full frame errors were reduced by applying speech enhancement at iSNRs below
7 dB. However, although the performance of non-parametric pitch methods was
improved by either enhancing or pre-whitening, the main observation in this ex-495
periment was that the best performance was attained when pre-whitening was
combined with Bayesian pitch tracking, because this method was statistically
efficient under WGN conditions. Pre-whitening (based on both Uc = 16 and
Uc = 256 noise entries) combined with NLS pitch estimation followed by non-
linear smoothing also resulted in less full frame error than non-parametric pitch500
estimators (even if there was a benefit from some pre-processing) for babble
noise at iSNRs below 7 dB.
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5.3.4. Evaluation of computational complexity
Finally, we evaluated the computation time that it takes to pre-process a
noisy signal through pre-whitening or OMLSA-based speech enhancement. We505
conducted the evaluation for one of the male excerpts of the Keele database,
which had a duration of 40.3001 seconds. The total time for each type of pre-
processing (OMLSA enhancement and pre-whitening based on different noise
PSD estimates) is reported in Table 1. It is seen that the other approaches
are computationally faster than the proposed approach. However, as seen from510
previous experiments, such an increase in computation time for the proposed
pre-processing scheme resulted in a better improvement of the accuracy on the
WGN-based estimators, specially under non-stationary noise conditions.
Table 1: Computation time in [s] for different pre-processing schemes
OMLSA MS MMSE Par-NMF (Uc = 16) Par-NMF (Uc = 256)
1.055 1.057 0.981 6.820 10.272
515
5.4. Experimental results regarding TOA estimation
In the last experiment, we evaluated the TOA estimation accuracy of the
estimator in (42) for a scenario in which the noise was colored. We used the
recorded signals from the SMARD database [52] at both the loudspeaker and
the single microphone with configuration number 0001. The known source sig-520
nal was an artificial white noise synthetic signal, and the size of the burst was
3500 samples at a sampling frequency of 48 kHz. From the registered positions
of the microphone and the loudspeaker, we found that the true distance between
them was 3.13 m, and from the measured temperature, the speed during mea-
surements was 344.36 m/s. The rooms where the signals were recorded had a525
reverberation time of approximately 0.15 s. Rotor noise from a drone running at
70 rounds per second, available from the DREGON database [53], was added to
the signal picked up by the microphone at different signal-to-diffuse-noise ratios
(SDNR), before the TOA was estimated, and 200 MCS were run at each SDNR.
The rotor noise was resampled from 44.1 to 48 kHz to match the rate of the530
white source signal. The performance with applying pre-whitening was com-
pared to that when the colored nature of the rotor noise was ignored (i.e., lack
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of pre-whitening). To pre-whiten the observed signal, a spectral basis matrix of
four spectral envelopes of the rotor noise was built by training a noise codebook
on samples of the rotor noise. Again, the samples used for the training were dif-535
ferent from those of the testing stage, and the testing samples were randomized
at each MCS. An additional entry, corresponding to the known source signal,
was also included as the clean signal spectral envelope, which was simply a flat
PSD. The training was performed with an order P ′ = 35 on segments with a
duration of 20 ms, with an overlap of 50% between them. We chose that order540
according to our observation that the best oracle performance was obtained with
a higher order, because important envelope components that might be present
at medium and high frequencies were not smoothed out. For this experiment,
in (27) I = 30. From the estimated TOA, the distance between the loudspeaker
and the microphone was estimated, and we computed the standard deviation of545
the measured distance at each of the SDNRs. The results are depicted in Fig.
(9). For SDNRs above -22 dB Par-NMF based pre-whitening resulted in a lower
variance of the estimated distances across the different MCS than when the pre-
whitening step was omitted. At SDNRs below -22 dB the confidence intervals
from ignoring and performing pre-whitening overlapped; however, because the550
lower confidence intervals of performing pre-whitening remained below, in such
cases pre-whitening might lead to better performance.
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Figure 9: Estimation accuracy of single-channel TOA estimation with pre-whitening applied
or not applied, versus the SDNR. Results are reported as 95% confidence intervals.
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6. Conclusion
The colored nature of noise can be considered to design a time-varying pre-
whitening filter by modeling the noise as an AR process. We here introduced a555
scheme that computes the noise PSD, and therefore the AR pre-whitening filter
coefficients, from a parametric NMF of the noisy periodogram, by relying on
pre-trained spectral envelopes of the speech and noise sources. Although this
training stage may initially require additional effort, it offers a consistent way
of including prior information about speech and noise types. In some speech560
processing problems in which the presence of noise is inevitable, the use of pre-
whitening is preferred over speech enhancement, which is commonly mistaken
to be the best way of handling the noise. By taking into account a parametric
representation of the noise in an AR pre-whitening filter, an improved accuracy
of an NLS pitch estimator is observed, especially in non-stationary noise sce-565
narios. This improvement is because the proposed pre-whitener, in contrast to
classical noise PSD approaches, renders the noise closer to white and because
the filter response is closer to that of the oracle pre-whitener. Under station-
ary conditions, the presented approach results in performance similar to that
with pre-whitening through traditional methods (e.g., MS and MMSE). More-570
over, the accuracy of very well-known non-parametric pitch estimators, such as
RAPT and SWIPE’, can also be improved by pre-processing the signal, i.e.,
either through enhancement or the proposed pre-whitening, depending on the
noise type. However, combining pre-whitening with the recently introduced
Bayesian pitch tracker exhibits the best performance. We further evaluated the575
use of a pre-whitening filter in another application, a sound source localization
method based on a ML principle, in which the noise is assumed to be WGN.
In that case, the TOA estimation accuracy can be improved by training on the
spectral basis of the involved source signal and the real noise in the recording
environment, such as human talkers, wind noise or ego-noise from a drone.580
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