ABSTRACT. The nth symmetric product of a metric space is the set of its nonempty subsets with cardinality at most n, equipped with the Hausdorff metric. We prove that every symmetric product of the line is an absolute Lipschitz retract and admits a bi-Lipschitz embedding into a Euclidean space of sufficiently high dimension.
INTRODUCTION
Let X be a metric space. The n-th symmetric product of X is the set of all nonempty subsets of X with cardinality at most n. This set, denoted X (n) , is naturally endowed with the Hausdorff metric. But it is not naturally identified with any subset of the Cartesian product X n . Indeed, Borsuk and Ulam proved that for n ≥ 4 the symmetric product [0, 1] (n) does not admit a topological embedding into R n , and asked whether there is such an embedding into R n+1 [5] . This question remains open except in low dimensions [1, 4, 19] .
In the context of metric spaces it is natural to seek embeddings that are bi-Lipschitz, not merely topological. Borovikova and Ibragimov proved in [3] that R (3) is lipeomorphic to R 3 ; previously these spaces were shown to be homeomorphic by Borsuk and Ulam [5] . Borovikova, Ibragimov and Yousefi [4] obtained partial results toward bi-Lipschitz embedding of R (n) into some Euclidean space R m . Since there is no biLipschitz counterpart of the Menger-Nöbeling theorem for topological spaces, it is not always easy to decide whether a given metric space admits such an embedding. It turns out that R (n) does. The dimension in Theorem 1.1 is much larger than the desired embedding dimension m = n + 1, which remains conjectural. On the other hand, the proof is short and easily generalizes to symmetric products of other Euclidean spaces. 
Since X (n) contains an isometric copy of X (namely, the set of singletons), we have the following corollary of Theorem 1.2.
Corollary 1.3. The symmetric product of a metric space X admits a bi-Lipschitz embedding into a Euclidean space if and only if X does.
The proofs of the results stated above are constructive, but they do not say much about the structure of the image of the embedding. The following theorem addresses this issue. A metric space X is a Lipschitz retract of a larger space Y if there is a Lipschitz map r : Y → X that fixes X pointwise. If X has this property for all choices of Y, it is an absolute Lipschitz retract. It was previously known that R (n) is quasiconvex [4, Theorem 4.1], which is a weaker property than being an absolute Lipschitz retract.
It remains unknown whether the property of being an absolute Lipschitz retract is inherited by symmetric products in general. The topological version of this question was raised already in [5] . The metric version was recently considered in [14] for spaces of unordered n-tuples, see also Problem 1.4 of the AIM problem list [10] .
PRELIMINARIES: METRICS ON CONES
If f satisfies a two-sided bound
then it is a bi-Lipschitz embedding. A surjective bi-Lipschitz embedding is called a lipeomorphism.
The Hausdorff distance d H (A, B) between two subsets A, B of a metric space X is the infimum of all number r > 0 such that A is contained in the r-neighborhood of B, and vice versa.
Notation a b means that a ≤ Cb where C is either universal or depends only on dimension, such as n in R n or R (n) . If both a b and a b hold, then a ≈ b.
The product of two metric spaces X × Y is given the Euclidean product metric,
Definition 2.1. Given a metric space X of diameter at most 2, the cone over X is the set
with the metric
Here tx is an abbreviation for (x, t).
To prove the triangle inequality for d c , take three points t i x i , i = 1, 2, 3, and let m = min(t 1 , t 2 , t 3 ). Adding the inequalities
as desired.
In the literature one frequently finds another cone metric 
Lemma 2.2. Let (X, d) be a metric space with
Proof. Take two points t 1 x 1 and t 2 x 2 with t 1 ≥ t 2 . From the triangle inequality and (2.3) it follows that
In the opposite direction, adding the inequalities
If X is bounded subset of R m , the Euclidean space structure gives yet another cone construction. By translating and scaling X, we may assume that 0 ∈ X and diam X ≤ 2. Consider R m+1 as a linear superspace of R m with the extra basis vector e 0 . The set {tx + (1 − t)e 0 : t ≥ 0, x ∈ X} inherits the metric from R m+1 which satisfies (2.3). Thus, Lemma 2.2 yields a corollary.
Corollary 2.3. Suppose that a metric space X with
The relation of cones to symmetric products is based on the following construction, which goes back to [19] . Let I = [0, 1] and consider the spaces
Note that I (n) * is an (n − 2)-dimensional space: for example, I
(2) * = {{0, 1}} is a singleton and I (3) * = {{0, t, 1} : 0 ≤ t ≤ 1} is a circle. The space I (4) * is the well-known dunce hat and for n > 4 the spaces I (n) * could be called higher-dimensional dunce hats [1] .
It is evident that f is Lipschitz, and so is its inverse (b, B) → B + b. It remains to show that Z is lipeomorphic to the cone over I (n) * .
Every set B ∈ Z can be written as tE with E ∈ I (n) * and t = max B. This gives a bijection between B and Cone(I (n) * ). It is easy to see that the Hausdorff metric 
BI-LIPSCHITZ EMBEDDINGS
Let C denote the complex plane with the standard Euclidean metric. The following result is proved in [4] as the first step of the proof of Theorem 3.1.
Lemma 3.1. [4] For n ≥ 2 the set I (n) * admits a bi-Lipschitz embedding into C (n−1) .
The proof of Lemma 3.1 in [4] proceeds by mapping I onto the unit circle in C via t → exp(2πit). Since both 0 and 1 are mapped to the same point, this embeds I (n) * into C (n−1) . The next step is to embed C (n−1) into the Cartesian product of several copies of R (n−1) . Actually, we will prove a more general result.
Lemma 3.2. For n, d ≥ 2 there exists a bi-Lipschitz embedding
The embedding g is obtained by projecting finite subsets of R d onto n hyperplanes in generic position. This idea is not new. Rényi and Hajós proved that every (n − 1)-point subset of the plane is uniquely determined by its projections onto n lines [18] . This result was extended to higher dimensions by Heppes [15] . Subsequently, the problem of recovering finite sets from projections was extensively studied in the subject of discrete tomography [2, 8, 12, 13] . One should note, however, that in the aforementioned works projections are taken with multiplicities, while symmetric products are multiplicity-blind.
Let g j be the orthogonal projection onto the orthogonal complement of L j . The map g j induces a 1-Lipschitz map from (R d ) (n−1) to R (n−1) , also denoted g j . The product map g = (g 1 , . . . , g n ) is also Lipschitz. It remains to prove the lower distance bound for g.
For r > 0 let T j (r) be the open r-neighborhood of the line L j , i.e., an open circular cylinder of radius r. Since the lines L j are distinct, the intersections T j (r) ∩ T k (r), j = k, are bounded sets. Let M be a number such that
Consider distinct sets A, B ∈ (R d ) (n−1) and let ρ be the Hausdorff distance between them. Suppose that the Hausdorff distance between g j (A) and g j (B) is less than ρ/M for all j. This will lead to a contradiction, completing the proof.
Interchanging A and B if necessary, we may assume that there exists a point a ∈ A such that
On the other hand, dist(g j (a), g j (B)) < ρ/M, which implies that there exists a point b ∈ B such that b − a ∈ T j (ρ/M). We have n cylinders T j (ρ/M), while the cardinality of B is at most n − 1. It follows that for some b ∈ B the point b − a lies in the intersection of two cylinders. From (3.2) we have |b − a| < ρ, which contradicts (3.3).
Proof of Theorem 1.1. We proceed by induction on n. The base case n = 1 is trivial, since R (1) is isometric to R. Suppose that R (n−1) admits a bi-Lipschitz embedding into R m where
Lemmas 3.1 and 3.2 imply that I (n) * admits a bi-Lipschitz embedding into R nm . By Corollary 2.5, R (n) admits a bi-Lipschitz embedding into R nm+2 . It remains to observe that
Proof of Theorem 1.2. Repeated application of Lemma 3.2 yields a bi-Lipschitz embedding of (R d ) n into the Cartesian product of (n + 1) d−1 copies of R (n) . It remains to apply Theorem 1.1.
LIPSCHITZ RETRACTIONS
A subset Y of a metric space X is a Lipschitz retract of X if there exists a Lipschitz map f : X → Y that fixes Y pointwise. A metric space is an absolute Lipschitz retract if it is a Lipschitz retract of any metric space containing it.
For any metric space X and any positive integers k < n we have a natural inclusion
is not a Lipschitz (or even topological) retract of X (n) . For example, if X is the circle S 1 , then X (3) is homeomorphic to S 3 [6] which, being simply connected, does not retract onto X (1) = S 1 . This suggests a potentially interesting problem.
Problem 4.1. Characterize the metric spaces X such that X (k) is a Lipschitz retract of X (n) whenever k < n.
The following lemma shows that the line R and its subintervals are among such spaces. Its proof relies on the tree structure of R and does not immediately extend to R d .
Lemma 4.2. Let X be a nonempty connected subset of R. Then for any integers
Proof. We may assume that 0 ∈ X, via translation. It suffices to consider k = n − 1, from which the general case follows by induction. Given a set A ⊂ X of cardinality n, order its elements a 1 < · · · < a n and let δ(A) = min{a j − a j−1 : j = 2, . . . n}.
By construction, a ′ 1 ≤ · · · ≤ a ′ n and at least two of these numbers are equal, i.e., the pair that realizes the minimal distance δ(A). We set r(A) = {a ′ 1 , . . . , a ′ n }. For sets A ⊂ X of cardinality less than n, define δ(A) = 0 and r(A) = A.
To prove that r is Lipschitz, we fix A, B ∈ X (n) . The definitions of δ and r imply
and 
Case 1: δ(A) ≤ 2 d H (A, B). Then δ(B) ≤ 4 d H (A, B) by (4.1). From the triangle inequality and (4.2) it follows that
The case a j , b j ≤ 0 is treated the same way. We conclude that
The following Lipschitz decomposition lemma is similar to Proposition 1.6 in [11] . The subject of [11] is unordered n-tuples rather than subsets, but this has little effect on the proof.
Lemma 4.3. Let X and Y be metric spaces
Then there are L-Lipschitz functions g, h :
Proof. Following [11] , we consider the family S of all sets E ⊂ f (x 0 ) such that diam E < 3LD(|E| − 1). Ordered by inclusion, S has maximal elements. Choose and fix such a maximal set E, and note that E is a proper subset of f (x 0 ). The maximality of E implies that
We claim that the functions g(
Indeed, for every x ∈ X the set f (x) is within Hausdorff distance LD of f (x 0 ). It follows that f (x) ⊂ G ∪ H and both intersections f (x) ∩ G and f (x) ∩ H are nonempty. This implies g(x), h(x) ∈ Y (n−1) . To check the Lipschitz property, take x 1 , x 2 ∈ X and
and the same applies to h.
The following Lipschitz homotopy lemma parallels Lemma 1.8 in [11] . It says that the metric space R (n) is Lipschitz k-connected for all k = 1, 2, . . . , that is, all Lipschitz homotopy groups of R (n) are trivial. Here the difference between R (n) and the space of unordered n-tuples considered in [11] is more significant: it requires an appeal to the Lipschitz retraction in Lemma 4.2. Proof. We may assume that B is the unit ball {x ∈ R k : |x| ≤ 1}. As in [11] we proceed by induction on n, the case n = 1 being well-known. Assuming the lemma proved for all n ′ < n, we pick x 0 ∈ ∂B and consider two cases. , and it agrees with f on ∂B. Applying the Lipschitz retract from R (2n−2) onto R (n) , we obtain the desired Lipschitz extension f .
Case 2: diam f (x 0 ) ≤ 6L(n − 1). Translating f , may assume that 0 ∈ f (x 0 ). For x ∈ ∂B and 0 ≤ r ≤ 1 define f (rx) = r f (x). Clearly, f is L-Lipschitz on every sphere r ∂B. Also, for any fixed x ∈ ∂B the map r → r f (x) is 6L(n − 1)-Lipschitz, since f (x) is contained in the ball of radius 6L(n − 1) centered at the origin. It follows that f is Lipschitz on B, with a constant of the form C n L. Proof of Theorem 1.4. Let f : R (n) → R m be the bi-Lipschitz embedding provided by Theorem 1.1. Being Lipschitz k-connected for all k (Lemma 4.4), the set E = f (R (n) ) enjoys the following Lipschitz extension property: every Lipschitz map from a subset of R m to E extends to a Lipschitz map from R m to E (see Corollary 1.7 in [17] or Theorem 6.26 in [7] ). Extending the identity map id : E → E in this way, we obtain the desired Lipschitz retraction r : R m → E. Since R m is an absolute Lipschitz retract, so are E and R (n) .
