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ABSTRACT 
Cepstral coefficients obtained by means of a linear predictive analysis (LPC) 
of either the signa! or ·a relatad sequence have given remarkable robustness against 
. additive Gaussian white noise. From a comparativa study of the most robust 
techniques appeared in the literatura and sorne shight alternativas proposed in this 
paper, we attain two main conclusions : .1) the slope cepstral window and a 
relatively high model arder are preferable ; and 2) the spectral representation 
based on the autocorrelation (rather than on the signa!) modelling achieves better 
results than the high performance cepstral projection distance measure for low 
signal-to-noise ratios. 
1.- INTRODUCCION 
El modelado autoregresivo -también denominado de predicción lineal (LPC)- de 
la señal de voz ha mostrado ser de gran utilidad en procesado del habla en general y, 
específicamente, en reconocimiento [1 ]. Ultimamente se ha puesto de manifiesto 
(véase p.ej. [21) que los coeficientes cepstrales del modelo, convenientemente 
ponderados, ofrecen en general mejores prestaciones que cualquier otro tipo de 
parámetros asociados al modelo LPC. 
Todo sistema de reconocimiento que pretenda operar en una situación real debe 
estar diseñado de forma que su tasa de aciertos no se vea substancialmente influída 
por un cambio en las condiciones acústicas ambientales; es lo que se denomina 
robustez del sistema. Es decir, éste habrá sido entrenado en una determinada 
situación, normalmente sin ruido, y habrá de operar en otra distinta, probablemente 
• Este trabajo ha sido subvencionado por una ayuda PRONTIC n2 105/88 
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de voz. Recientemente han aparecido distintas técnicas de reconocimiento robusto 
basadas en los mencionados coeficientes cepstrales [3-5]. Todas ellas han sido 
aplicadas al caso de ruido aditivo de tipo gausiano blanco y de media nula, 
idealización que puede tener sentido para una parte, por lo menos, del ruido 
presente en situaciones reales. 
En el presente trabajo se aborda el estudio comparativo de las técnicas 
mencionadas y de algunas variantes que se proponen, asf como la influencia de 
ciertos parámetros, en el reconocimiento del habla cuando la señal está 
contaminada con ruido aditivo blanco. En el apartado que viene a continuación se 
describe el sistema de reconocimiento usado en las pruebas y la base de datos. En 
los apartados siguientes se exponen las técnicas consideradas y los resultados 
obtenidos, comparándolos entre si y extrayendo conclusiones. 
2.- DESCRIPCION DEL SISTEMA DE RECONOCIMIENTO Y DE LA BASE DE 
DATOS UTILIZADOS EN LAS PRUEBAS COMPARATIVAS 
El sistema de reconocimiento utilizado es de palabras aisladas, se basa en la 
técnica de ajuste de plantillas y trabaja de forma dependiente del locutor. Para 
cada palabra del vocabulario a reconocer se genera una plantilla de referencia 
("template") a partir de una sola pronunciación de la palabra. El alineamiento 
temporal entre la plantilla de la palabra de prueba y la de cada una de las palabras 
de referencia obtenidas en el entrenamiento se lleva a cabo mediante el clásico 
algoritmo de programación dinámica, usando las restricciones propuestas por 
ltakura (1 ]. La obtención del camino óptimo de alineamiento va unida a una medida 
de distancia global entre las plantillas de prueba y referencia. La decisión acerca de 
la palabra reconocida se toma de acuerdo con el criterio de mfnima distancia. 
A fin de generar una plantilla a partir de la señal correspondiente a la 
pronunciación de una palabra, se obtienen primeramente un conjunto de segmentos 
de 32 ms. de longitud multiplicando sucesivamente la señal muestreada a 8KHz por 
una ventana de Hamming que se desplaza en saltos de 8 ms. A continuación se 
estiman para cada segmento los M+1 primeros valores de su secuencia 
autocorrelación R(n) (suponiendo estacionariedad) y mediante la recursión de 
Levinson-Durbin se obtienen los parámetros del modelo autoregresivo de la señal o 
modelo de predicción lineal (LPC) asociado. A partir de estos parámetros se 
calculan los L+1 primeros coeficientes del cepstrum C(n), es decir, de la serie de 
Fourier del logaritmo del espectro de potencia correspondiente al modelo LPC 
obtenido para el segmento bajo análisis. La secuencia de coeficientes cepstrales se 
multiplica posteriormente por una ventana W(n) y se encuentran ya en disposición 
de ser utilizados para medir la distancia entre dos segmentos de voz durante el 
proceso de alineamiento temporal. La medida de distancia a utilizar puede ser 
simplemente la media cuadrática de las diferencias entre coeficientes cepstrales 
enventanados (distancia euclldea). la cual ha demostrado dar, en general, los 
mejores resultados de reconocimiento con parametrización LPC siempre que se use 
una ventana W(n) adecuada y las señales estén limpias de ruido (2). 
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·. La base de datos de que disponemos para realizar pruebas comparativas consiste 
en un conjunto de 1 O repeticiones de cada uno de los 1 O dfgitos pronunciados en 
catalán por 10 locutores distintos (7 hombres y 3 mujeres). Este conjunto de 1000 
-señales fueron producidas en un ambiente silencioso y se considerarán exentas de 
ruido. Las señales contaminadas con ruido que se usarán en las pruebas se obtienen 
¡1ñadiendo la cantidad apropiada de ruido blanco gausiano de media cero a las 
señales sin ruido. La relación señal-ruido (SNR) se define como cociente -expresado 
en dB- entre la potencia media de la señal sin ruido y la potencia del ruido, siendo 
esta última constante a ·lo largo de la señal. 
3.- ALISADO DEL ESPECTRO LPC 
Tal como ya se ha dicho, los parámetros usados en nuestro sistema de 
reconocimiento del habla son coeficientes cepstrales derivados de un modelado LPC 
de la señal. Bajo este supuesto, existen dos caracterfsticas del proceso de 
parametrización claramente susceptibles de contribuir a una mayor o menor 
robustez del sistema frente a la contaminación con ruido: el orden del modelo M y la 
ventana cepstral W(n). 
En realidad, desde el momento en que se enventana la secuencia cepstral 
infinita correspondiente al espectro resultante del modelado LPC se está 
convolucionando el logaritmo del espectro con la transformada de Fourier de W(n), 
obteniéndose como consecuencia una versión alisada del espectro. (Estrictamente 
hablando, el modelo resultante ya no es del tipo LPC, sino que es propiamente un 
modelo de cepstrum finito en la obtención de cuyos parámetros no se respetan los 
valores de la autocorrelación estimados inicialmente). Asfmismo, una disminución 
del orden del modelo lleva asociado un mayor alisamiento del espectro puesto que 
produce una reducción del número de picos espectrales. 
Consideraremos tres tipos de ventanas: 
seno centrado: 
seno desplazado: 
rampa: 
W 1 (n) .. 1 +0,5.L.sen(7tn/L) 
W2(n) = 1 +A.sen(7tn/N) 
W3(n) = n, 
(1.a) 
(1.b) 
(1.c) 
donde n=1 ,2, ... ,L y, por tanto, no se tiene en cuenta el primer coeficiente cepstral 
C(O) pues un cambio en su valor implica únicamente una normalización del espectro. 
La primera ventana, de tipo seno centrado, fué propuesta en [2) para obtener 
unos rendimientos óptimos en ausencia de ruido. En cambio, la segunda -que es 
también un arco senoidal, pero desplazado y truncado ya que N>L- fué ideada como 
adaptación de la ventana anterior al caso de reconocimiento con ruido [3]. La 
ventana de tipo rampa, que de hecho equivale a una ventana de valor constante 
actuando conjuntamente con una derivación del espectro, ha demostrado 
comportarse de forma relativamente robusta en ambientes ruidosos [4 J. 
En unas pruebas de reconocimiento preliminares hemos considerado un 
subconjunto de la base de datos constituida por todas las palabras de 5 locutores 
que presentan resultados de reconocimiento variados y nos hemos restringido a tres 
grados de contaminación con ruido: oodB (sin ruido), 1 OdB y OdB. La tabla 1 muestra 
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los resultados obtenidos en el reconocimiento promediando sobre los cinco 
locutores y las 1 O repeticiones de cada locutor. Puesto que se va tomando 
alternativamente cada una de las repeticiones como referencia, el número total de 
reconocimientos realizados para obtener una puntuación es 4500. 
Se han considerado dos valores del orden M suficientemente significativos. Para 
cada valor de M se ha tomado un valor de L de acuerdo con los criterios formulados 
por los autores que han usado anteriormente las mencionadas ventanas. Para el seno 
desplazado se ha considerado N-24 y A·9, de acuerdo con el mismo criterio. 
Sf\R Sin ruido 10d8 OdB 
--- señoeentra~ ----- ------- ----
L-12 99,74% 56,8% 32,3% 
......................... .................... .. .. .. .. .. .. .. . ... ... .. .................... 
Orden Seno desplé!ZOOo 
M·8 L-12 99,72% 66,4% 34,8% 
....... - .................... .. .................. .. .. - - ........... - ...................... 
Rampa 
L-8 99,40% 85,1% 49,7% 
.. ... ... ... ... ... ... ........................... .. .. .. .. .. .. .. .. .. .. .. ...... -........ - - .... - ...... - ..... 
Seno centrado 
L-18 99,78% 87,2% 46,2% 
............ - ...... - .... .. .. .. .. .. .. .. .. .. .. .................. .. ...... - ............ 
Orden Seno desplazado 
M-12 L·18 99,76% 91,2% 52,1% 
.. - ........ - .... - ....... .. .. - .. - - -- .. .. .. .. .. .. .. .. .. .. .. .. ..................... 
Rampa 
L .. 12 99,78% 94,0% 71,3% 
Tabla 1.Porcentaje de reconocimientos correctos obtenidos con dos órdenes del modelo 
LPC diferentes y con las distintas ventanas cepstrales consideradas en este trabajo. 
De la tabla 1 se observa que ni el orden ni el tipo de ventana influyen 
significativamente en la tasa de reconocimiento de voz sin ruido a excepción quizás 
de la ventana rampa con M .. a. Es conveniente notar, sin embargo, que para un mismo 
valor de M, la ventana rampa requiere un menor número L de coeficientes cepstrales 
en la evaluación de la distancia entre segmentos de señal, de forma que para un 
mismo valor de L (L= 12) se obtiene incluso un resultado ligeramente mejor (0,04%) 
con rampa que con seno centrado. 
Sin embargo, es con señales ruidosas cuando la ventana rampa obtiene unas 
prestaciones claramente superiores a la seno centrado pues presenta 
aproximadamente la mitad de error de ésta tanto a 1 OdB como a OdB de SNA. La 
ventana de tipo seno desplazado se situa entre las dos restantes en presencia de 
ruido, aunque cuando éste es muy acusado (OdB) meiora relativamente poco al seno 
centrado. Este acercamiento al buen comportamiento de la rampa resulta lógico si 
se considera que el seno desplazado y truncado es más parecido a la rampa que el 
seno centrado. 
Por lo que se refiere al orden M del modelo se observa en la tabla 1 una 
mejora substancial del reconocimiento con ruido al pasar de M .. a a M=12 con 
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cualquier tipo de ventana. Es evidente, por tanto, que los mejores resultados con 
distancia euclrdea sobre los coeficientes cepstrales enventanados se obtienen para 
órdenes altos y ventanas de tipo rampa. Además, aunque la tabla 1 sólo muestra dos 
valores distintos del orden, en lás pruebas se han considerado también otros valores 
y concretamente valores superiores a 12, no consiguiéndose mejorar 
significativamente los resultados conseguidos con M-12. 
De estos resultados parece desprenderse, en primer lugar, que los 
coeficientes cepstrales menos afectados por el ruido son los de fndice más alto 
(observación ya realizada en {3] por medio de histogramas de la norma del vector de 
coeficientes). Y, en segundo lugar, el aumento del orden produce un incremento de 
resolución espectral que da más robustez a la estimación por estar basado en los 
coeficientes de. orden alto. 
t 
Como se habrá observado, el procesado previo a la parametrización no incluye ,.: 
preénfasis de la señal. Tengamos en cuenta que el ruido es blanco y el filtro de . 
preénfasis realzada la zona del espectro donde el ruido presenta mayor potencia 
relativa respecto de la señal. En efecto, con ventana seno centrado y M .. 12, la tasa ¡ 
de reconocimiento a 10dB baja de 87,2% a 72% al introducir preénfasis, y a OdB 1 
pasa de 46,2% a 40"/o; asf pues, el empeoramiento se nota menos cuando el ruido es J 
más acentuado. Con señales sin ruido el reconocimiento no se ve prácticamente · 
afectado por el preénfasis en nuestro experimento. ~ 
4. DISTANCIA BASADA EN PROYECCION CEPSTRAL 
Mansour y Juang [3], trabajando con ruido blanco aditivo, observaron que el 
ruido reduce sensiblemente la norma del vector de coeficientes cepstrales, 
mientras que el ángulo entre vectores se ve menos afectado. A partir de estas 
observaciones proponen una familia de medidas de distancia basadas en el coseno 
direccional o proyección entre vectores cepstrales definida como : 
T 
Ct Cr 
cos 13 = ICtiiCrl (2) 
donde Ct es el vector cepstral de prueba, Cr el de referencia (sin ruido). 1.1 indica 
norma y T trasposición. 
De todas formas, en presencia de ruido, una distancia basada en cos~ 
exclusivamente no permite la inclusión de otra observación (lógica) realizada por 
dichos autores : los vectores cepstrales de norma mayor se ven menos afectados por 
el ruido. A partir de estas consideraciones, proponen finalmente la distancia 
d = !Ctl (1 - cos 13) (3) 
o, equivalentemente, 
(4) 
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En la tabla 2 puedan observarse los resultados obtenidos en nuestra basa de 
datos (con los mrsmos 5 locutores anteriores) utilizando coeficientes cepstralgS 
obtenidos con las ventanas sano desplazada y rampa. Los autores citadas [3] usan 
M ... a, L-12 y sena desplazado (A ... s.s. N ... 16). 
::Ni Sin ruido 10 dB OdB 
JJJJJ~JJJJ -------- -------1-------Seno desplazado 
M-8, L-12 99,78% 92,8% 79,4% 
~ ~ ~ .. - .... -...... ~ .... .. .. .. .. .. .. .. .. .. - ................. .. - ...... - .. - .. 
Rampa 
M·L-12 99,76% 96,8% 84,8% 
Tabla 2. Porcentajes de reconocimientos correctos obtenidos usando la 
distancia proyección cepstral con distintos tipos de ventanas sobre el 
cepstrum. 
Por un lado, constatamos que, cuando las señales a reconocer están 
contaminadas con ruido, la distancia (3-4) consigue mejorar significativamente la 
tasa de reconocimiento (compárase con la tabla 1 ). Por otro lado, vemos como 
nuevamente la ventana rampa ofrece las mejores prestaciones, superándose, por 
tanto, para el mismo número de coeficientes cepstrales, el procedimiento 
establecido por Mansour y Juang con la ventana seno desplazado . 
5. PARAMETRIZACION BASADA EN LA AUTOCORRELACION DE LA SECUENCIA 
AUTOCORRELACION 
Es conocido el hecho de que la secuencia autocorrelación correspondiente a 
una señal de tipo autoregresivo presenta los mismos polos que la propia señal. Por 
otro lado, cuando la señal está contaminada por ruido blanco aditivo, la 
autocorrelación se ve menos afectada por el ruido que la propia señal. Como 
consecuencia, es fácil imaginar que un modelado LPC sobre la autocorrelación 
resultará más robusto que el modelado directo de la señal. Sin embargo, el orden del 
modelo LPC de la autocorrelación será el doble que el de la señal. Esta consideración 
ha llevado a Mansour y Juang [5] a proponer la aplicación de la operación raíz 
cuadrada a los valores del espectro de la autocorrelación antes de volver al dominio 
temporal con una DFT inversa. 
Sin embargo, no es ésta la única manera de tener una función del mismo tipo 
que la autocorrelación de la señal en cuanto al número de puntos necesarios para 
determinar el modelo (el orden). La operación raíz cuadrada puede aplicarse al 
hallar la primera autocorrelación en lugar de hacerlo al calcular la segunda. De esta 
forma, el método consiste en buscar el modelo LPC de la parte causal de la 
secuencia temporal cuyo espectro coincide con el de ·la propia señal pero cuya fase 
es nula. Por otro lado, mientras el periodo fundamental de la voz no sea 
excesivmente bajo, nada impide que se lleve a cabo un modelado LPC de la 
autocorrelación, es decir, sin aplicar raíz cuadrada. 
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Los tres procedimientos que acabamos de 
responden al esquema de procesado siguiente : 
describir de forma cuafitati~r. 
i de 
señal x(n) Ri(n) 
poner a cero 
si n<O + A¡ (n) -t 
+ DFT S+. J'w 
-t A¡ (n) -t 1 (e ) 
. 1 
¡.¡J , DFT" E¡¡ (n) cepstrum LPC 
Cuando i ... ¡ ... 2 tenemos que A2(n) es la autocorrelación, A2+(n) es su parte 
causal y E22(n), que juega un rol idéntico al de la autocorrelación en el modelo LPC 
corriente, tiene por transformada la función denominada envolvente al cuadrado. 
Esta función, que es la suma del cuadrado del espectro y el cuadrado de la 
transformada de Hilbert del espectro es más robusta que el propio espectro [6) y, 
como presenta los mismos polos que él, es más adecuada para el reconocimiento con 
ruido. La técnica SMC propuesta en [5) obedece al mismo esquema tomando í .. 2 y i=1. 
La otra alternativa que proponernos corresponde al caso inverso, es decir, i .. 1 y i=2. 
Cabe añadir que a la f4nción A+(n) se le aplica una ventana de Hamming de la misma 
longitud que R¡+ (n) y x(n) y que se la anula para n=O a fin de evitar la acumulación 
de ruido (blanco) que presenta dicho punto. 
Los resultados obtenidos por estas tres técnicas alternativas con los cinco 
locutores mencionados se muestran en la tabla 3. El orden del modelo es 8, excepto 
para i .. j ... 2 que vale 12. La ventana cepstral utilizada es el seno centrado (como en 
[51) de longitud 12, excepto para el caso ; • .¡..2, en que es 18. 
SNR Sin ruido 10 dB O dB 
i~O.N=N (SMC) 97,1% 94,8% 81,0% 
........ - .. - ....... - .... - .. .. ... - .. - ............. - .................... .. ... - .. - .. - .... 
121,J=2 97,3% 95,9% 84,1% 
........ - .................. - ..... -.... - ........... .. .. - -- ... -....... .. .. - .. -.. -..... 
N=O.!~O 97,4% 95,5% 88,6% 
Tabla 3.Porcen1ajes de reconocimientos correctos obtenidos por las tres técnicas 
que aplican modelado LPC a una función basada en el módulo frecuencial de la sena!. 
Según observamos en la tabla 3, los resultados de los tres métodos son 
parecidos en ausencia de ruido o con un nivel moderado de ruido. Sin embargo, a OdB 
las diferencias son ya claramente significativas y favorables al modelado LPC de 
E22(n), quedando siempre en último lugar la técnica SMC. Puede argüirse que el caso 
i=-i=·2 requiere 18 coeficientes cepstrales (en lugar de 12), pero debe tenerse en 
cuenta que E22(n), al igual que E12(n), puede calcularse sin pasar al dominio 
frecuencial, lo cual representa un ahorro de cálculo que puede verse incrementado a 
base de reducir el número de puntos de A1+(n) utilizados en su cálculo, siempre que 
sea aceptable la repercusión en la tasa de reconocimiento. Obsérvese, asimismo, 
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que únicamente E22(n) es capaz de superar los resultados obtenidos por la ventana 
de proyección cepstral del apartado anterior y que ello se produce únicamente con 
niveles elevados de ruido (OdB), obteniéndose corno contrapartida un resultado 
mucho más pobre en ausencia de ruido. 
6. CONCLUSIONES 
En este estudio comparativo hemos abordado el problema de la robustez al 
ruido aditivo gausiano blanco de media nula de la parametrización de tipo LPC 
utilizada en el reconocimiento del habla. Primeramente hemos visto la influencia 
del orden del modelo y de la ventana capstral en la tasa de reconocimiento, llagando 
a la conclusión de que los mejores resultados se obtienen con ventana de tipo rampa 
y órdenes altos, concretamente (para 8KHz de frecuencia de muestreo) M-L-12. Esta 
conclusión nos servfa a continuación para obtener unos resultados con la distancia 
basada en proyección cepstral superiores a los que se consiguen con la ventana y el 
orden propuestos por los autores del método [3]. 
Dichos resultados parecen ser los mejores que se puedan obtener, en general, 
con este tipo de ruido idealizado. Sin embargo, pueden variar bastante si el ruido 
aditivo deja de ser blanco, ya que la técnica utilizada se basa en ciertas 
observaciones acerca de la repercusión del ruido sobre los coeficientes cepstrales 
que tienen como denominador común la concentración del ruido en el punto inicial 
n .. Q de la autocorrelación R(n). En este sentido adquieren relevancia las técnicas 
basadas en el modelado LPC de la secuencia autocorrelación o una variante de ella 
pues, cuando el ruido es de banda ancha, este tipo de representación sigue siendo 
más robusto que la LPC normal en los segmentos donde la señal es cuasi-periódica. 
Además, hemos constatado que, incluso con ruido blanco, si la relación señal-ruido 
es muy baja, consigue mejores prestaciones que la distancia proyección cepstral. 
Debe notarse, sin embargo, que el coste de cálculo resulta más elevado. En el 
congreso se presentarán los resultados extendidos sobre toda la base de datos y 
para un conjunto más completo de valores de la relación señal-ruido; además, se 
tiene la intención de realizar pruebas con ruido no blanco de banda ancha. 
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