Abstract: In this article, a new control design is proposed for the stabilization problem for large class of nonaffine nonlinear systems using time-scale separation and a key result from singular perturbation theory.
INTRODUCTION
Most of the research for control design of nonlinear systems has been done for systems that are affine in the control variables. However, many practical applications (chemical reactions and PH neutralization, aircraft dynamics and so on) give rise to nonaffine nonlinear systems. Since the input does not appear linearly, this makes direct feedback linearization difficult. Also, even if it is known that the inverse of such a system exists, it is often impossible to construct it analytically. Consequently conventional control designs are not possible for nonaffine nonlinear systems.
In this paper, a new control design is proposed for a large class of nonaffine nonlinear systems. In the following paragraph the heuristics behind this approach are briefly illustrated, by considering a simple scalar example.
Consider the scalar nonlinear systeṁ x = f (x, u), x(t) ∈ R, u(t) ∈ R, t ≥ 0. The control objective is to design u to track the state of the asymptotically stable reference systemẋ = ax, with a < 0. One would like to solve for u from the equation f (x, u) = ax.
Now suppose that sign
∂f ∂u is constant, and consider the system
with 1. This equation represents "fast" dynamics as compared to the "slow" dynamics oḟ x = f (x, u). Let x be fixed, and let u satisfy (1). Then intuitively we would expect that if u had a limit as t → ∞, it would satisfy the static equation
Therefore the solution to the fast dynamical equation (1), with a small enough , can be viewed to be an approximation of the solution to the equation f (x, u) = ax, and so we arrive at the following closed loop system:
Hence the need of solving the implicit equation
is eliminated by introducing the fast dynamics given by (1).
As a concrete example, consider the problem of stabilization of the scalar nonlinear system given byẋ
A stabilizing dynamic inversion controller can be obtained by solving the following equation for u:
It can be checked that for u ∈ R, ∂f ∂u has a constant sign. Hence the system is controllable. Notice however that the equation (3) is not invertible explicitly, and hence the precise dynamic inversion solution for u cannot be found. So we approximate the dynamic inversion solution via time-scale separation. Consider the following fast dynamics:
(4) When = 0, the relationship in (4) reduces to the (3), the solution of which renders the system (2) asymptotically stable:
For a suitably chosen small , the solution of differential equation (4), achieves asymptotic stabilization of the system (2), as shown in Figure  1 .
The outline of this paper is as follows. First in §2, we recall a few definitions and theorems on nonaffine nonlinear systems and singular perturbations. We give our main result concerning stabilization §3.
PRELIMINARIES ON SINGULAR PERTURBATIONS
In this section we recall Tikhonov's theorem (Theorem 2.1 below) on singular perturbations. We will use this key theorem to obtain our main result Theorem 3.1 in the next section. Consider the problem of solving the system
where ξ :
→ ξ( ) and η : → η( ) are smooth. We assume that f and g are continuously differentiable in their arguments for (t, x, u, )
has k ≥ 1 isolated real roots
We choose one particular i, which is fixed. We drop the subscript henceforth. The reduced order system is given by
and the solution is denoted by x r . Let η(0) = η 0 and ξ(0) = ξ 0 . The boundary layer system is given by
there exist positive constants M , ω and ρ 0 such that the solutions satisfy
for all y 0 such that y(0) < ρ 0 , for all (t, x) ∈ [0, t 1 ] × D x , and for all τ ≥ 0. With this set up, we recall the following Tikhonov's theorem; see for instance Theorem 11.2 on page 439 of (Khalil, 2002) :
Theorem 2.1. Consider the singular perturbation system Σ 0 given by equation (5) and let u = h(t, x) be an isolated root of (6). Assume that the following conditions are satisfied for all
for some domains D x ⊂ R n and D y ⊂ R m , which contain their respective origins:
A1. On any compact subset of D x × D y , the functions f , g, their first partial derivatives with respect to (x, u, ) , and the first partial derivative of g with respect to t are continuous and bounded, h(t, x) and ∂g ∂u (t, x, u, 0) have bounded first derivatives with respect to their arguments, ∂f ∂x (t, x, h(t, x)) is Lipschitz in x, uniformly in t, and the initial data given by ξ and η are smooth functions of . A2. The origin is an exponentially stable equilibrium point of the reduced system Σ 00 given by equation (7). There exists a Lyapunov function 
A3. The origin is an equilibrium point of the boundary layer system Σ b given by equation (8) which is exponentially stable uniformly in (t, x).
Let R y ⊂ D y denote the region of attraction of the autonomous system
and let Ω y be a compact subset of R y . Then for each compact set
there exists a positive constant * such that for all t ≥ 0, ξ 0 ∈ Ω x , η 0 − h(0, ξ 0 ) ∈ Ω y and 0 < < * , Σ 0 has a unique solution x on [0, ∞) and
, where x r (t) denotes the solution of the reduced system Σ 00 given by (7).
Remark 2.1 One can use a Lyapunov argument to check Assumption A3: if there is a Lyapunov function
for all (t, x, y) ∈ D x × D y , then Assumption A3 is satisfied.
STABILIZATION
In this section we give our main result concerning stabilization (Theorem 3.1).
Consider the following nonlinear system in nonaffine normal form: The control objective is to design u such that the state in equation (10) tracks the state of the following reference model:
are all Hurwitz. We need to solve for u from the equations:
k ∈ {1, . . . , m}. So we introduce the appropriate fast dynamics, and applying Theorem 2.1, we obtain the following theorem:
Theorem 3.1. Consider the system given by (10) along with the following fast dynamics:
where
are Hurwitz matrices. Let u = h(z, x) be an isolated root of the equation
Assume that the following conditions are satisfied for all
for some domains D z,x ⊂ R n and D y ⊂ R m , which contain their respective origins:
B1. On any compact subset of D z,x × D y , the functions f k , k ∈ {1, . . . , m}, and their first partial derivatives with respect to (z, x, u), are continuous and bounded, h(z, x) has bounded first derivatives with respect to x and z, and the maps
k ∈ {1, . . . , m} are Lipschitz.
B2. The origin is an exponentially stable equi-
B3. There exists a positive number c such that
and let Ω y be a compact subset of R y . Then for each compact set Ω z,x ⊂ D z,x there exists a positive constant * and a T ≥ 0 such that for all
∈ Ω y and 0 < < * , the system of equations given by (10)- (11) has a unique solution x , z on [0, ∞) and
holds uniformly for t ∈ [T, ∞), where x r denotes the solution tȯ
x r (t) = A r x r (t), x r (0) = x r,0 , and A r is the block diagonal matrix given by
Furthermore,
holds uniformly for t ∈ [0, ∞), where z r denotes the solution oḟ z r (t) = ζ(z r (t), e tAr x 0 , h(z r (t), e tAr x 0 )), z r (0) = z 0 .
Proof First we verify that Assumptions A1, A2, A3 in Theorem 2.1 are satisfied. Since f = f 1 . . . f m and h are independent of t, Assumption B1 clearly implies that A1 holds.
We now show that Assumption A2 holds. From Lemma 4.6 on page 176 of (Khalil, 2002) , it follows that the systeṁ
(with x viewed as the input) is input to state stable. Thus there exists class K and class KL functions γ and β, respectively, such that
Furthermore from the proof of Lemma 4.6 of (Khalil, 2002) , it follows that γ(r) = cr, for some constant c > 0. Using the fact that the unforced systemż = ζ(z, 0, h(z, 0)) has 0 as an exponentially stable equilibrium point, it can be seen from the proof of Lemma 4.6 of (Khalil, 2002 ) that β(r, t) = kre −ωt for some positive constants k and ω. Thus the solution to the system of equationṡ x(t) = A r x(t), x(0) = x 0 (15) z(t) = ζ(z(t), x(t), h(z(t), x(t))), z(0) = z 0 (16) satisfies x(t) ≤ x 0 c 1 e −ω0t and z(t) ≤ ( x 0 + z 0 )c 2 e −ω0t for all t ≥ 0 and for some ω 0 > 0. Hence the origin (0, 0) is an exponentially stable equilibrium point of (15)-(16). From a converse Lyapunov theorem (Theorem 4.14 on pages 162-163 of (Khalil, 2002) ), it follows that there exists a Lyapunov function V : [0, ∞) × D z,x → R such that
where F (z, x) = A r x ζ(z, x, h(z, x)) .
We note that any positive c can be chosen in A2 of Theorem 2.1, and so a compact Ω z,x ⊂ {(z, x) ∈ D z,x | W 2 (z, x) ≤ ρc, 0 < ρ < 1} can be chosen to be any subset of D z,x .
In light of the Remark 2.1 (following Theorem 2.1 in §2), it is easy to see that Assumption B3 implies A3. Indeed, consider the candidate Lyapunov function
