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In this paper we extend a (scalarized) generalized type-I invexity into a vector
invexity (V-type I). A number of sufﬁciency results are established using Lagrange
multiplier conditions and under various types of generalized V-type I require-
ments. Weak, strong, and converse duality theorems are proved in the generalized
V-invexity type I setting.  2001 Academic Press
1. INTRODUCTION
The ﬁeld of multiobjective programming, also known as vector
programming, has grown remarkably in different directions in the set-
tings of optimality conditions and duality theory since the 1980s. It has
been enriched by the applications of various types of generalizations of
convexity theory, with and without differentiability assumptions, and in
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the framework of continuous time programming, fractional programming,
inverse vector optimization, saddle point theory, symmetric duality, vari-
ational problems, etc. A new reader may like to consult Aggarwal [2],
Pandian [23], Pini and Singh [24] for relatively more exhaustive references
on the subject. More speciﬁcally, some of the recent work in the area of
nonsmooth setting can be found in Abudouni and Thibault [1], Brandoa
et al. [8], and Mishra and Mukherjee [19]. Along the same lines, second
order optimality conditions are the subject of the investigations in Aghezzaf
[3], Aghezzaf and Hachini [4], Bolintine˙anu and Maghri [7], and Wang [25].
The setting of the investigation in Mukerjee and Mishra [21] is in semilocal
convexity while in Osuna-Gomez et al. [22] it is under invexity. Multiobjec-
tive linear programming under a fuzzy environment is discussed in Wang
and Wang [26]. Regularity conditions and constraint qualiﬁcations are the
subject matter of Bigi and Pappalardo [5] and Maeda [17]. Benson-type
proper efﬁciency under set-valued maps is treated in Li [16]. Multiob-
jective in inﬁnite dimensions is the setting in Abdouni and Thibault [1],
Brandao et al. [8] and in Jeyakumar and Zaffaroni [14]. The basic con-
cepts in all these developments are the weak vector minimum, the efﬁcient
point, and the properly efﬁcient point. Relatively fewer articles have
appeared in the literature dealing with weak vector minima compared to
the ones that deal with efﬁcient points and proper efﬁcient points. Finally,
monotonicity of the compromising set was the subject matter of Blaso
et al. [6].
Parallel to the above development in multiobjective programming there
has been a very popular growth and application of invexity theory which was
originated by Hanson [11] but so named by Craven [9]. Later Hanson and
Mond [12] introduced type-I and type-II invexities which have been further
generalized by many researchers and applied to nonlinear programming
problems in different settings.
In this paper we introduce vector type invexity along the lines of
Jeyakumar and Mond [13] extending the pseudo, quasi, quasi-pseudo,
pseudo-quasi type-I invexity of Kaul et al. [15]. In Section 2, we introduce
some preliminaries. Some sufﬁciency results are established in Section 3.
A number of duality theorems in the Mond–Weir setting [20] are shown
to hold in Section 4. In their paper, Kaul et al. [15] established dual-
ity results both in the Mond–Weir setting [20] and in the Wolfe setting
[27]. It seems to be an open question to study Wolfe duality in our set-
ting. This point seems to have its own merit in the sense that so far,
since the introduction of Mond–Weir duality, most of the results that
have appeared in the literature in recent years hold for both types of
duals.
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2. PRELIMINARIES
To compare vectors along the lines of Mangasarian [8], we will distinguish
between ≤ and  or between ≥ and . Speciﬁcally,
x ∈ Rn y ∈ Rn x ≤ y ⇐⇒ xi  yi ∀ i = 1     n x = y
x ∈ Rn y ∈ Rn x  y ⇐⇒ xi  yi ∀ i = 1     n
Similar notations are applied to distinguish between ≥ and .
We consider the multiobjective optimization problem
	VP
 V-minimize f 	x
 = 	f1	x
     fp	x

 subject to g	x
  0
where f  X → Rp and g X → Rm are differentiable functions and X ⊆
Rn is an open set. Here the symbol “V-minimize” stands for ﬁnding the
collection of (properly) efﬁcient points deﬁned below.
Let X0 be the set of feasible solutions of (VP). To refresh the reader’s
memory we reproduce some of the deﬁnitions and also give some new ones.
Deﬁnition 2.1. A point a ∈ X0 is said to be an efﬁcient point (Pareto)
of the problem (VP) if there exists no x ∈ X0 such that f 	x
 ≤ f 	a
.
Deﬁntion 2.2 (Geoffrion [10]). An efﬁcient point a of (VP) is said to
be properly efﬁcient if there exists a positive real number M such that for
each x ∈ X0 and for each pair of indices j i such that fj	a
 − fj	x
 > 0,
then fj	a
 − fj	x
  M	fi	x
 − fi	a

 whenever fi	x
 − fi	a
 > 0.
Following Hanson [11], Jeyakumar and Mond [13], and Kaul et al. [15]
we deﬁne vector type-I problems.
Deﬁnition 2.3. We say the problem (VP) is of V-type I at a ∈ X0 if
there exist positive real-valued functions αi and βj deﬁned on X ×X and
an n-dimensional vector-valued function η  X ×X → Rn such that
fi	x
 − fi	a
  αi	x a
∇fi	a
η	x a
 (2.1)
and
−gj	a
  βj	x a
∇gj	a
η	x a
 (2.2)
for every x ∈ X0 and for all i = 1     p, and j = 1    m.
If (VP) is of V-type I at each a ∈ X, we say (VP) is of V-type I on X. If
strict inequality holds in (2.1) (whenever x = a) we say that (VP) is of semi
strictly V-type I at a or on X as the case may be.
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Deﬁnition 2.4. We say the problem (VP) is of quasi V-type I at a ∈ X0
if there exist positive real-valued functions αi and βj deﬁned on X × X
and an n-dimensional vector-valued function η X ×X → Rn such that for
some vectors τ ∈ Rp τ  0, and λ ∈ Rm λ  0,∑
i
τiαi	x a
	fi	x
 − fi	a

  0⇒
∑
i
τiη	x a
∇fi	a
  0 ∀ x ∈ X (2.3)
and ∑
j
λjβj	x a
gj	a
  0⇒
∑
j
λjη	x a
∇gj	a
  0 ∀ x ∈ X (2.4)
If (VP) is of quasi V-type I at each a ∈ X, we say (VP) is of quasi V-type I
on X. If the second (implied) inequality in (2.3) is strict 	x = a
 we say
that (VP) is semi strictly quasi V-type I at a or on X as the case may be.
Deﬁnition 2.5. We say the problem (VP) is of pseudo V-type I at a ∈ X0
if there exist positive real-valued functions αi and βj deﬁned on X × X
and an n-dimensional vector-valued function η  X ×X → Rn, such that
for some τ ∈ Rp, τ  0, and λ ∈ Rm, λ  0, the implications∑
i
τiη	xa
∇fi	a
0⇒
∑
i
τiαi	xa
	fi	x
−fi	a

0 ∀ x∈X (2.5)
and ∑
j
λjη	x a
∇gj	a
  0 ⇒
∑
j
λjβj	x a
gj	a
  0 ∀ x ∈ X (2.6)
hold. If (VP) is of pseudo V-type I at each a ∈ X, we say (VP) is of pseudo
V-type I on X. If the second (implied) inequality in (2.5) (Eq. (2.6)) is
strict, we say that (VP) is semi strictly pseudo V-type I in f (in g) at a or
on X as the case may be. If the second (implied) inequalities in (2.5) and
(2.6) are both strict we say that (VP) is strictly pseudo V-type I at a or on X
as the case may be.
Deﬁnition 2.6. We say that the problem (VP) is of quasi pseudo V-type I
at a ∈ X0 if there exist positive real-valued functions αi and βj deﬁned on
X ×X and an n-dimensional vector-valued function η  X ×X → Rn, such
that for some τ ∈ Rp, τ  0, and λ ∈ Rm, λ  0, the implications∑
i
τiαi	xa
	fi	x
−fi	a

0⇒
∑
i
τiη	xa
∇fi	a
0 ∀ x∈X (2.7)
and ∑
j
λjη	x a
∇gj	a
  0 ⇒
∑
j
λjβj	x a
gj	a
  0 ∀ x ∈ X (2.8)
hold. If (VP) is of quasi pseudo V-type I at each a ∈ X, we say (VP) is of
quasi pseudo V-type I on X. If the second (implied) inequality in (2.8) is
strict, we say that (VP) is quasi strictly pseudo V-type I at a or on X as the
case may be.
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Deﬁnition 2.7. We say problem (VP) is of pseudo quasi V-type I at
a ∈ X0 if there exist positive real-valued functions αi and βj deﬁned on
X ×X and an n-dimensional vector-valued function η X ×X → Rn, such
that for some τ ∈ Rp τ  0, and λ ∈ Rm λ  0, the implications∑
i
τiη	xa
∇fi	a
0⇒
∑
i
τiαi	xa
	fi	x
−fi	a

0 ∀ x∈X (2.9)
and
∑
j
λjβj	x a
gj	a
  0 ⇒
∑
j
λjη	x a
∇gj	a
  0 ∀ x ∈ X (2.10)
hold. If (VP) is of pseudo quasi V-type I at each a ∈ X, we say (VP) is of
pseudo quasi V-type I on X. If the second (implied) inequality in (2.9) is
strict, we say (VP) is strictly pseudo quasi V-type I at a or on X as the case
may be.
Remark 2.1. For clarity’s sake, whenever necessary we will speciﬁcally
state the choice of λ and τ with respect to which a particular problem is of
any of the above kinds of generalized type I.
3. OPTIMALITY CONDITIONS
In this section we establish some sufﬁcient conditions for an a ∈ X0 to
be an efﬁcient solution of problem (VP) under various generalized type-I
conditions speciﬁed in the deﬁnitions given above.
Theorem 3.1 (Sufﬁciency). Suppose that
(i) a ∈ X0;
(ii) there exist τ0 ∈ Rp τ0  0, and λ0 ∈ Rm λ0  0, such that
	a
 ∑
i
τ0i∇fi	a
 +
∑
j
λ0j∇gj	a
 = 0
	b
 λ0g	a
 = 0
(iii) the problem (VP) is quasi strictly pseudo V-type I at a with respect to
τ0 λ0 and for some positive functions αi βj , for i = 1     p j = 1    m.
Then a is an efﬁcient solution for (VP).
Proof. Suppose a is not an efﬁcient solution of (VP). Then there exists
an x ∈ X0 such that f 	x
 ≤ f 	a
 which implies that∑
i
τ0i αi	x a
	fi	x
 − fi	a

  0
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From the above inequality and the hypothesis (iii) (in view of Deﬁnition 2.6),
it follows that ∑
i
τ0i η	x a
∇fi	a
  0 (3.1)
By the inequality (3.1) and Hypothesis (ii)(a) we have∑
j
λ0j η	x a
∇gj	a
  0
From the above inequality and Hypothesis (iii) it follows that∑
j
λ0j βj	x a
gj	a
 < 0 (3.2)
Now by Hypotheses (i) and (ii)(b) it follows that λ0j gj	a
 = 0 for every j,
which further implies that∑
j
λ0j βj	x a
gj	a
 = 0
The last equation contradicts the inequality (3.2) and hence the conclu-
sion follows.
Theorem 3.2 (Sufﬁciency). Suppose that
(i) a ∈ X0
(ii) there exist τ0 ∈ Rp τ0 > 0, and λ0 ∈ Rm λ0  0, such that
	a
 ∑
i
τ0i∇fi	a
 +
∑
j
λ0j∇gj	a
 = 0
	b
 λ0g	a
 = 0
(iii) the problem (VP) is pseudo quasi V-type I at a with respect to τ0 λ0
and for some positive functions αi βj , for i = 1     p j = 1    m.
Then a is an efﬁcient solution for (VP). If, further, there exist positive real
numbers nimi such that ni < αi	x a
 < mi, for all x ∈ X0 and for all
i = 1     p, then a is properly efﬁcient for (VP).
Proof. Suppose a is not an efﬁcient solution of (VP). Then there exists
an x ∈ X0 such that f 	x
 ≤ f 	a
 which implies that∑
i
τ0i αi	x a
	fi	x
 − fi	a

 < 0 (3.3)
Next, by the hypotheses (i) and (ii)(b), we have∑
j
λ0j βj	x a
gj	a
 = 0
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From the above equality and the hypothesis (iii) (in view of Deﬁnition 2.7),
it follows that ∑
j
λoj η	x a
∇gj	a
  0 (3.4)
Now by (3.4) and the hypothesis (ii)(a), we have∑
i
τ0i η	x a
∇fi	a
  0 (3.5)
Finally, by (3.5) and the hypothesis (iii), we have, for all x ∈ X,∑
i
τ0i αi	x a
	fi	x
 − fi	a

  0 (3.6)
Since (3.5) and (3.6) contradict each other, we have the conclusion that a
is an efﬁcient solution of (VP).
We assume that p  2. Next let
M = 	p− 1
max
ij
	mjτj
/	niτi
 ∀ i = j 1  i j  p
Suppose a is not properly efﬁcient for (VP). Then there exists an x0 ∈ X0
such that for some i with fi	a
 − fi	x0
 > 0,
fi	a
 − fi	x0
 > M	fj	x0
 − fj	a


∀ j such that fj	x0
 − fj	a
 > 0 (3.7)
From (3.7) it follows that
fi	a
 − fi	x0
 > 	p− 1
		mjτj
/	niτi

	fj	x0
 − fj	a

 ∀ j = i
which implies that
fi	a
 − fi	x0
 > 			p− 1
τjαj	x0 a


/	τiαi	x0 a


	fj	x0
 − fj	a

 ∀ j = i
which further implies that
		τiαi	x0a

/	p−1

	fi	a
−fi	x0

>τjαj	x0a
	fj	x0
−fj	a

 (3.8)
Summing (3.8) with respect to j, we have that
	τiαi	x0 a

	fi	a
 − fi	x0

 >
∑
j =i
τjαj	x0 a
	fj	x0
 − fj	a


that is, ∑
j
τjαj	x0 a
	fj	x0
 − fj	a

 < 0 (3.9)
Now (3.9) contradicts (3.6) and hence a is a properly efﬁcient solution
for (VP).
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Theorem 3.3 (Sufﬁciency). Suppose that
(i) a ∈ X0
(ii) there exist τ0 ∈ Rp τ0  0, and λ0 ∈ Rm λ0  0, such that
	a
 ∑
i
τ0i∇fi	a
 +
∑
j
λ0j∇gj	a
 = 0
	b
 λ0g	a
 = 0
(iii) the problem (VP) is semi strictly quasi V-type I at a with respect to
τ0 λ0 and for some positive functions αi βj for i = 1     p j = 1    m.
Then a is an efﬁcient solution of (VP).
Proof. Suppose that there exists an x∈X0 x = a such that f 	x
  f 	a
;
this implies that
∑
i
τ0i αi	x a
	fi	x
 − fi	a

  0 (3.10)
From inequality (3.10) and the hypothesis (iii) (in view of Deﬁnition 2.4),
it follows that
∑
i
τ0i η	x a
∇fi	a
 < 0 (3.11)
Since λ0g	a
 = 0 implies that λ0j gj	a
 = 0 for all j and βj > 0 for all j,
we have
∑
j
λ0j βj	x a
gj	a
 = 0 (3.12)
Now (3.12) and the hypothesis (iii) imply that
∑
j
λ0j η	x a
∇gj	a
  0 (3.13)
Adding (3.11) and (3.13) we see that the hypothesis (ii)(a) is contradicted.
Hence the conclusion follows.
Theorem 3.4 (Sufﬁciency). Suppose that
(i) a ∈ X0;
(ii) there exist τ0 ∈ Rp τ0  0, and λ0 ∈ Rm λ0  0, such that
	a
 ∑
i
τ0i∇fi	a
 +
∑
j
λ0j∇gj	a
 = 0
	b
 λ0g	a
 = 0
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(iii) problem (VP) is strictly pseudo V-type I at a with respect to τ0 λ0
and for some positive functions αi βj for i = 1     p j = 1    m.
Then a is an efﬁcient solution of (VP). If further τ > 0 and there exist positive
real numbers nimi such that ni < αi	x a
 < mi, for all x ∈ X0 and for all
i = 1     p, then a is properly efﬁcient for (VP).
Proof. By hypothesis (ii)(b) it follows that∑
j
λ0j βj	x a
gj	a
 = 0 ∀ x ∈ X
which implies by the hypothesis (iii) (in view of the reverse implication in
Deﬁnition 2.5) that∑
j
λ0j ηj	x a
∇gj	a
 < 0 ∀ x ∈ X
which in turn implies by the hypothesis (ii)(a) that∑
i
τ0i η	x a
∇fi	a
 > 0 ∀ x ∈ X (3.14)
Now from (3.14) and hypothesis (iii), we have∑
i
τ0i αi	x a
	fi	x
 − fi	a

 > 0 ∀ x ∈ X (3.15)
Next if a is not an efﬁcient solution of (VP), then there exists an x ∈ X0
such that f 	x
 ≤ f 	a
 which implies that∑
i
τ0i αi	x a
	fi	x
 − fi	a

  0 ∀ x ∈ X (3.16)
Since (3.15) and (3.16) contradict each other, the conclusion follows.
To establish the proper efﬁciency of a (VP), we follow the same argument
as in the proof of Theorem 3.2 except in the end we appeal to the inequality
(3.16) for a contradiction.
With a slight modiﬁcation on the vector λ0 (Kaul et al.’s µ∗; see [15]) we
state the following theorem for easy reference. Of course our Theorem 3.5
follows from Kaul et al.’s Theorem 3.7.
Theorem 3.5 (Necessity). (See Theorem 3.7 in [15].) Suppose that
(i) a is properly efﬁcient for (VP);
(ii) there exists an x∗ ∈ X with gI	x∗
 < 0 where I = i  gi	a
 = 0
such that
−gi	a
 > ∇gi	a
η	x∗ a
 ∀ i ∈ I
Then there exist τ0 ∈ Rp τ0 > 0, and λ0 ∈ RI , λ0  0, such that
p∑
i=1
τ0i∇fi	a
 +
∑
j
λ0j∈I∇gj	a
 = 0
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4. DUALITY THEORY (MOND–WEIR TYPE)
We consider a multiobjective dual to problem (VP),
(VD) V-maximize f 	y
 = 	f1	y
     fp	y

,
subject to ∑
i
τi∇fi	y
 +
∑
j
λj∇gj	y
 = 0
λjgj	y
 = 0 j = 1    m
τ ∈ Rp τ ≥ 0
λ ∈ Rm λ  0
We let Y 0 be the set of feasible solutions of problem (VD); i.e.,
Y 0 =
{
	y τ λ
 ∑
i
τi∇fi	y
 +
∑
j
λj∇gi	y
 = 0
λjgj	y
 = 0 j = 1    m τ ∈ Rp τ ≥ 0 λ ∈ Rm λ  0
}

Efﬁcient points and proper efﬁcient points for (VD) are deﬁned in a man-
ner analogous to those of problem (VP) by simply reversing the inequalities
in Deﬁnitions 2.1 and 2.2.
Theorem 4.1 (Weak Duality). Suppose that
(i) x ∈ X0;
(ii) 	y τ λ
 ∈ Y 0 and τ > 0;
(iii) the problem (VP) is pseudo quasi V-type I at y with respect to τ, λ
and for some positive functions αi βj for i = 1     p, j = 1    m.
Then f 	x
 ≤ f 	y
.
Proof. By the hypothesis (ii) we have λjgj	y
 = 0 for all j = 1    m,
which implies that ∑
j
λjβj	x y
gj	y
 = 0 (4.1)
By the hypothesis (iii) (in view of Deﬁnition 2.7) and (4.1) it follows that∑
j
λjη	x y
∇gj	y
  0 (4.2)
Using the inequality (4.2) and the hypothesis (ii) we have∑
i
τiη	x y
∇fi	y
  0 (4.3)
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Hypothesis (iii) and (4.3) give∑
j
τiαi	x y
	fi	x
 − fi	y

  0 (4.4)
Now suppose to the contrary that f 	x
 ≤ f 	y
. Then since each αi > 0 and
τ > 0, we have ∑
i
τiαi	x y
	fi	x
 − fi	y

 < 0
which contradicts (4.4). Hence the conclusion follows.
Theorem 4.2 (Weak Duality). Suppose that
(i) x ∈ X0;
(ii) 	y τ λ
 ∈ Y 0;
(iii) Problem (VP) is semi strictly V-type I at y for some positive functions
α∗i  β
∗
j for i = 1     p j = 1    m.
Then f 	x
 ≤ f 	y
.
Proof. By the hypothesis (ii) we have λjgj	y
 = 0, for all j = 1    m,
which implies that ∑
j
λjβ
∗
j 	x y
gj	y
 = 0 (4.5)
By (4.5) and the hypothesis (iii) (with 1/βj	x y
 in Deﬁnition 2.3 replaced
with β∗j 	x y
) it follows that∑
j
λjη	x y
∇gi	y
  0 (4.6)
Using the inequality (4.6) and the hypothesis (ii) we have∑
i
τiη	x y
∇fi	y
  0 (4.7)
By (4.7) and the hypothesis (iii) (with 1/αi	x y
 in Deﬁnition 2.3 replaced
with α∗i 	x y

 we have∑
i
τiα
∗
i 	x y
	fi	x
 − fi	y

 > 0 (4.8)
Now suppose to the contrary that f 	x
 ≤ f 	y
. Then since each α∗i > 0 and
τ ≥ 0, we have ∑
i
τiα
∗
i 	x y
	fi	x
 − fi	y

  0
which contradicts (4.8).
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Theorem 4.3 (Strong Duality). Suppose that
(1) a is a properly efﬁcient solution of problem (VP);
(2) the hypothesis (ii) of Theorem 3.5 is satisﬁed.
Then there exist τ0 ∈ Rp τ0 > 0, and λ0 ∈ Rm λ0  0, such that 	a τ0 λ0
 ∈
Y 0 and the objective of (VP) and (VD) have the same values at a and
	a τ0 λ0
, respectively. If, further, the problem (VP) is pseudo quasi V-type
I at all feasible solutions of (VD) then 	a τ0 λ0
 ∈ Y 0 is an efﬁcient solution
of (VD).
Proof. Let M = 1    m. By Theorem 3.5, there exist τ0 ∈ Rp, τ0 >
0, and λ0 ∈ RI λ0 0, such that
p∑
i=1
τ0i∇fi	a
 +
∑
j
λ0j∈I∇gj	a
 = 0
Since gi	a
 = 0 for all i ∈ I λ0i gi	a
 = 0 for all i ∈ I.
Taking λ0i = 0 for all i ∈ M − I, we have λ0i gi	a
 = 0 for all i ∈ M . It
also follows that
p∑
i=1
τ0i∇fi	a
 +
m∑
j=1
λ0j∇gj	a
 = 0
Therefore 	a τ0 λ0
 ∈ Y 0. Trivially, the objective function values of (VP)
and (VD) are equal.
Next suppose that 	a τ0 λ0
 is not an efﬁcient solution of (VD). Then
there exists a point 	y∗ τ∗ λ∗
 ∈ Y 0 such that f 	a
 ≤ f 	y∗
, which vio-
lates the weak duality Theorem 4.1. Hence 	a τ0 λ0
 is indeed an efﬁcient
solution of (VP).
The proof of the following theorem is very similar to the proof of
Theorem 4.3, except that we appeal to the weak duality theorem 4.2
instead of Theorem 4.1.
Theorem 4.4 (Strong Duality). Suppose that
(i) a is properly efﬁcient solution of problem (VP);
(ii) hypothesis (ii) of Theorem 3.5 is satisﬁed.
Then there exist τ0 ∈ Rp τ0 > 0 λ0 ∈ Rm λ0  0, such that 	a τ0 λ0
 ∈ Y 0
and the objective functions of (VP) and (VD) have the same values at a and
	a τ0 λ0
, respectively. If, further, problem (VP) is semi strictly V-type I at
all feasible solution of (VD), then 	a τ0 λ0
 ∈ Y 0 is an efﬁcient solution
of (VD).
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The following result is in the spirit of linear programming theory in the
sense that whenever a feasible solution of the dual is a feasible solution of
the primal, it is indeed an optimal solution of the primal.
Theorem 4.5 (Converse Duality). Suppose that
(i) 	y0 τ0 λ0
 ∈ Y 0 with τ0 > 0;
(ii) y0 ∈ X0;
(iii) the problem (VP) is V-type I at y0 for some positive functions αi βj
for i = 1     p, j = 1    m.
Then y0 is an efﬁcient solution of (VP). If, further, there exist positive real
numbers nimi such that ni < αi	x a
 < mi for all x ∈ X0 and for all i =
1     p, then a is properly efﬁcient for (VP).
Proof. It follows by the hypotheses (i) and (ii) that
λ0j gj	y0
 = 0 ∀ j = 1    m (4.9)
By Hypothesis (iii) (in view of Deﬁnition 2.3), for any x ∈ X0, we have
fi	x
 − fi	y0
  αi	x y0
η	x y0
∇fi	y0
 ∀ i (4.10)
−gj	y0
  βj	x y0
η	x y0
∇gj	y0
 ∀ j (4.11)
Now by the facts that αi > 0 βj > 0 ∀ i j and τ0 > 0 λ0  0, it follows by
(4.10) and (4.11) that
∑
i
	τ0i /	αi	x y0

	fi	x
 − fi	y0


 −
∑
j
λ0j /βj	x y0
gj	y0


∑
i
τ0i η	x y0
∇fi	y0
 +
∑
j
λ0j∇gj	y0
 (4.12)
= 0
From (4.9) and (4.12) it follows that
∑
i
	τ0i /	αi	x y0

	fi	x
 − fi	y0

  0 ∀ x ∈ X0 (4.13)
Now suppose that y0 is not an efﬁcient solution of (VP). Then there exists
an x ∈ X0 such that f 	x
 ≤ f 	y0
 which implies that∑
i
	τ0i /	αi	x y0

	fi	x
 − fi	y0

 < 0 ∀ x ∈ X0 (4.14)
Now (4.13) and (4.14) contradict each other. Hence the conclusion follows.
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To establish the proper efﬁciency of y0 for (VP), we deﬁne
M = 	p− 1
max
ij
	miτj
/	njτi
 ∀ i = j 1 ≤ i j ≤ p
and appeal to (4.13) for a contradiction.
Theorem 4.6 (Converse Duality). Suppose that
(i) 	y0 τ0 λ0
 ∈ Y 0 with τ0 > 0
(ii) y0 ∈ X0;
(iii) (VP) is semi strictly pseudo V-type I in g at y0 with respect to τ0 λ0
and for some positive functions αi βj for i = 1     p j = 1    m.
Then y0 is an efﬁcient solution of (VP). If, further, there exist positive real num-
bers nimi such that ni < αi	x a
 < mi ∀ x ∈ X0 and for all i = 1     p,
then a is properly efﬁcient for (VP).
Proof. It follows by hypotheses (i) and (ii) that λ0j gj	y0
 = 0 ∀ j =
1    m, which implies that
∑
j
λ0j βj	x y0
gj	y0
 = 0
Now using the contrapositive argument in (2.6) of Deﬁnition 2.5, we have
∑
j
λ0j η	x y0
∇gj	y0
 < 0 (4.15)
Using (4.15) and the hypothesis (i) we have
∑
i
τ0i η	x a
∇fi	y0
 > 0
which in turn implies by Deﬁnition 2.5 that
∑
i
τ0i αi	x y0
	fi	x
 − fi	y0

  0 ∀ x ∈ X0 (4.16)
Comparing (4.16) with (4.13), the rest of the proof to establish efﬁciency
follows along the lines of the proof of Theorem 4.5.
To prove that y0 is properly efﬁcient for (VP) we follow the argument
given in the proof of Theorem 3.2 and in the end we appeal to the inequality
(4.16) for contradiction.
Theorem 4.7 (Converse Duality). Suppose that
(i) 	y0 τ0 λ0
 ∈ Y 0;
(ii) y0 ∈ X0;
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(iii) the problem (VP) is strictly pseudo quasi V-type I at y0 with
respect to τ0 λ0, and for some positive functions αi βj for i = 1     p,
j = 1    m.
Then y0 is an efﬁcient solution of (VP). If, further, there exist positive real
numbers nimi such that ni < αi	x a
 < mi for all x ∈ X0 and for all i =
1     p then a is properly efﬁcient for (VP).
Proof. It follows by Hypotheses (i) and (ii) that λ0j gj	y0
 = 0 ∀ j =
1    m, which implies that∑
j
λ0j βj	x y0
gj	y0
 = 0 ∀ x ∈ X
From the above equality and Deﬁnition 2.7, we have∑
j
λ0j η	x y0
∇gj	y0
  0 ∀ x ∈ X (4.17)
Combining (4.17) with Hypothesis (i) and appealing to Deﬁnition 2.7 again
we have ∑
j
τ0i αi	x y0
	fi	x
 − fi	y0

 > 0 ∀ x ∈ X (4.18)
Next, if y0 is not an efﬁcient solution of (VP), there exists an x ∈ X0 such
that f 	x
 ≤ f 	y0
, which implies that∑
i
τ0i αi	x y0
	fi	x
 − fi	y0

  0 ∀ x ∈ X (4.19)
Since (4.18) and (4.19) contradict each other, it follows that y0 is an efﬁcient
solution for (VP). To establish the proper efﬁciency of y0 for (VP) we follow
the same argument as that given in the proof of Theorem 3.2 and in the
end appeal to the inequality (4.18) for the contradiction.
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