The model performance of an engineering system is affected by many variables subject to uncertainty. Point estimate (PE) methods are practical tools to assess the uncertainty features of a model involving multivariate stochastic parameters. Two PE methods have been developed for engineering applications. One is Rosenblueth's PE method, which preserves the first three moments of random variables and the other is Hare's PE method, which reduces the computations of Rosenblueth's method but only as appropriate for application to random variables with normal distributions. In this study, two algorithms are proposed to encompass the advantages of the two PE methods: computational practicality and the handling of mixture distributions. Through a numerical experiment, the proposed methods yielded more accurate estimations than those of Rosenblueth's method with about the same amount of computation as Hare's method. The two proposed methods were also applied to estimate statistical moments of a pier scouring model output to demonstrate their performance in an engineering application.
INTRODUCTION
In engineering design and analysis, one frequently uses models involving parameters that are subject to uncertainty. Therefore, model outputs on which engineering design and analysis are based are also subject to uncertainty. To perform uncertainty analysis for a model involving many stochastic parameters, point estimate (PE) methods are practical tools. Karmeshu and Lara-Rosano (1987) have shown that the firstorder second-moment method is a special case of the PE methods when the uncertainties of random variables are small. The PE methods evaluate uncertainty of a model by computing the model responses at specified points in the parameter space. Proper points for model evaluation should be selected to preserve probabilistic information of the random variables. Rosenblueth (1975) proposed a PE method for handling random variables with symmetric distributions, which was later extended to handle random variables with nonsymmetric distributions (Rosenblueth 1981) . The algorithm, however, is computationally less attractive since the required model evaluations increase rapidly with the number of random variables. An alternative PE method is proposed by Hare (1989) to circumvent the computationally explosive nature of Rosenblueth's algorithm. Li (1992) and Zoppou and Li (1993) have also developed a new algorithm to hold the same order of accuracy as Rosenblueth's method and to reduce the amount of computation. However, the required computation is still far greater than Hare's algorithm unless the random variables are multivariate normal. Chang et al. (1995) showed that the estimated uncertainty feature of model output could be inaccurate if the skewness of a random variable is not accounted for. Nevertheless, the contribution of Hare's PE method to practical uncertainty analysis of engineering problems is valuable.
By incorporating a set of semiempirical formulas developed by Der Kiureghian and Liu (1985) , this study extended Hare's PE algorithm to allow handling random variables with a mixture of known marginal distributions. Based on the given information about the marginal distributions of random variables, these formulas transform the original nonnormal random variables into equivalent ones in the multivariate standard normal space. Therefore, in the equivalent multivariate standard normal space, the proposed methods, which adopt the fundamental concepts of the Hare algorithm, can operate properly. The selected points in the multivariate standard normal space are transformed back to the original parameter space for evaluating statistical moments of model outputs. Accordingly, the applicability of Hare's PE algorithm for uncertainty analysis is expanded to handle problems involving multivariate nonnormal random variables.
In this paper, two algorithms that consider different expansion points are proposed. The performance of the two proposed algorithms are examined through a numerical experiment and an application is made to a pier scouring model. Specifically, the proposed PE algorithms were compared with Rosenblueth's algorithms on the accuracy of uncertainty analysis under a number of stochastic parameters. Furthermore, the overall performances of the three PE methods were evaluated by fitting Johnson distribution (Johnson and Kotz 1970) curves based on the computed moments.
PROPOSED METHOD 1: MEDIAN-EXPANSION ALGORITHM

Multivariate Normal Space
In the median-expansion algorithm, the vector of stochastic parameters X having a multivariate normal distribution are standardized as in which U = vector of uncorrelated random variables in the in which Y = vector of the multivariate standard normal random variables; D = a diagonal matrix containing the variances of the stochastic parameters; and J.l. = vector of the mean values ofX.
Through an orthogonal transformation, the correlated standard normal variables, Y, are decomposed into independent standard normal variables, Z, as (I) (2) eigenspace having the mean 0; and covariance matrix L, with L and V, respectively, =eigenvalue and eigenvector matrices associated with the correlation matrix of the stochastic parameters R x . The eigenvector and eigenvalue matrices satisfy (5) in which Rx=VL'
(3) (6) The mth order central moment of the model output W, f1.W.m, can be obtained by In many practical engineering problems, one often has to deal with random variables having different types of distribution. Such distributional information can have important implications on the results of engineering uncertainty and reliability analyses. The incorporation of marginal distributions information of random variables further enhanced the capability of Harr's PE algorithm, which presently accounts for the first two moments (including correlation) of the involved random variables.
For a mixture of correlated random variables (not necessarily all normal), the proposed methods incorporate the available marginal distribution information by using the set of semiempirical formulas derived by Der Kiureghian and Liu (1985) . These formulas transform the correlation coefficient of a pair of nonnormal random variables to the equivalent one in the standard normal space. Through this transformation, the foregoing algorithm for multivariate normal parameters can be performed appropriately.
The distribution types for the correlated random variables pair the formulas are applicable to are shown in Fig. 2 . AIth?ugh the underlying distributions for the applied input data might not~known exactly, one can estimate the uncertainty due to the different selection of distribution types by using the pr?posed methods. The original multivariate nature of the apphed data are not completely preserved, but the marginal distributions are.
The median-expansion algorithm consists of the following steps:
where V = (Vil 1:12, ••• , v n ), with Vil 1:12, ••• , Vn being the column vectors of the eigenvectors; and L = diag(Ail A2' ... , An), with Ail A2' ... , An = corresponding eigenvalues. The transformations provided by (1) and (2) are linear. Therefore, if all the original stochastic parameters were normally distributed, the transformed parameter spaces for U are also normal.
In the median-expansion algorithm, a hypersphere with radius .y;; centered at the origin in the n-dimensional standardized eigenspace is constructed. The points at which model output is to be evaluated are located at the intersections of the hypersphere and the eigenvectors of the correlation matrix of the stochastic parameters. For problems involving n stochastic parameters, model evaluations are performed at the total of 2n intersection points whereas 2n points are needed by Rosenblueth's method. Due to the normal distribution and the same scale on each component in the standard space for Z, the 2n proposed points for model evaluation are located on a hypersurface with an equal probability density function (PDF) value. Fig. 1 scheatically shows the point selections by Rosenblueth's algonthm and the proposed method for a bivariate case in the standard normal space. The selected points by the proposed method are located on the ellipse, which is a circle in the standardized eigenspace.
By (1) and (2), the points for model evaluation in the original multivariate normal variable space can be obtained as 
Incorporating Marginal Distributions of Random Variables
FIG. 1. Selections of Points for Model Evaluation by Different
PE Methods
1. Transformation of correlation in nonnormal space to the equivalent normal space-the formulas transform the correlation from the original space to the standard normal space having a probability content equivalent to that of the original space by
in which pt = correlation between two standard normal random variables, Y i and }j, whereas Pij is the correlation between the nonnormal stochastic parameters Xi and X in the original space; and Tij = a transformation factoi that is a function of the marginal distributions and correlation of the two stochastic parameters considered. For each combination of the aforementioned distributions one c?rresponding formula exists to compute Tij (see Fig:  2 ). Given the marginal distributions and correlations for e stoch~tic parameters, the formulas of Der Kiureghian~nd LlU (1985) compute the corresponding transformation factor to obtain the equivalent correlation pt. After all pairs of stochastic parameters are treated the correlation matrix in the multivariate standard n~rmal space, Ry, can be obtained. 
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FIG. 3. Schematic Diagram of Ti'ansformatlon by Median-Expansion Algorithm between Nonnormal and Normal Spaces
2. Determine points for model evaluation in the standard normal space-through the transformation by (8), the operation domain is switched to the space in which the transformed random variables are treated as if they were multivariate standard normal random variables with the correlation matrix R y • The transformed space is already standard normal. Therefore, the standardization by (1) in the median-expansion algorithm is not needed. Accordingly, (4) can be used to determine the points for model evaluation in the correlated standard normal space as (9) 3. Inverse transformation-to generate appropriate points for model evaluations in the original space, the points selected in the standard normal space are transformed back to the original space for evaluating the corresponding model output values. The inverse transformation from the standard normal space to the original space can The selected points by the median-expansion algorithm for model evaluation are, in essence, the expansion with respect to the mean in the standard normal space that is also the median. Through the inverse transformation by (10), it preserves the median of each stochastic parameter in the original space as shown in Fig. 3 . However, when the distribution of the y' fey) BIAS =L(w.,P -w"p) dp MAE =LIw.,p -w"pl dp 1. Biasness (BIAS) 2. Mean absolute error (MAE) 3. Root mean squared error (RMSE) to 1.0 and 0.3, respectively. Consequently, the skew coefficient for each stochastic parameter was ' Y =(0.3)3 + 3(0.3) =0.927.
For simplicity, the correlation between the two stochastic parameters, XI and X j , was set as
Performance Evaluation
Based on the distributional properties of the involved stochastic parameters, 30,000 samples were generated by the multivariate Monte Carlo simulation with known marginal distribution ). In the performance evaluation, the statistical characteristics of the model output from the Monte Carlo simulation were adopted as the true uncertainty features based on which the first four statistical moments of the model output computed by the PE methods were compared. Since the collective behavior of statistical moments can be demonstrated by the corresponding distribution curve, the performance evaluation further examined the goodness of fit of two Johnson distribution curves that were fitted by using the moments from the PE methods and the true values from the Monte Carlo simulation, respectively. The Johnson distribution was adopted for its versatility, covering a great variety of commonly known distributions. The algorithm to determine the Johnson distribution curve based on the first four moments of a random variable was developed by Hill et al. (1976) .
Three criteria were used to compare the relative performance as a whole of the three PE methods:
Then, the mean-expansion algorithm selects points for model evaluation around the point y*. Fig. 4 shows the idea of the mean-expansion algorithm for a univariate case. More specifically, the selected points that encompass the origin in the standard normal space is now shifted with respect to y*. Consequently, the equal PDF is no longer valid at the shifted points. Therefore, for the two kth shifted points in the standard multivariate normal space, y't: = (ytJ.:, yf2:, ... , Y:'S, the associated PDF values are used as the weighing factors, ak:
The mean-expansion algorithm adjusts the expansion point from the median to the mean of the original stochastic parameters. In doing so, the property of equal PDF for each selected point would no longer be held. Therefore, (5) and (6) must be modified.
Let .... = (!-Lit !-L2, ..
• , !-L.>' represent the means of the stochastic parameters in the original space. In the standard normal space, y* = (yr, yr, ... ,y:')', the equivalent point for the mean of the original distributions can be determined by inverting (10) as which is the exponential part of the multivariate standard normal PDF since the remaining part is a constant. Using (10), the shifted points in the original space can be obtained. The model output values are computed at these points and are weighed by (12) to estimate the moments. That is, (5) for computing moments of the model output is modified as 
Experiment
This section describes the experiment for examining the performance of the proposed PE methods as compared with that of Rosenblueth's algorithm. The number of stochastic parameters involved are the main focus to examine its effect on the performance of the three PE methods. Two to 10 stochastic parameters were adopted for this experiment with the model type as W =~I iX I • In the numerical experiment, all stochastic parameters were assumed to have lognormal distributions. The mean values and the standard deviations of all stochastic parameters were set [ ( ]112 RMSE = Jo (w.,P -W"p)2 dp where w'.P = value of the pth order quantile for the assumed true probability distribution; and W'. P = estimated quantile value. The true quantile values, w"p, were computed using the moments from the Monte Carlo simulation along with the Johnson distribution, whereas the estimated quantiles, w.,p, were based on the moments from the PE methods. The integration in the three performance criteria, (15)- (17), was done numerically at several discrete probability values: 0.01,0.025, 0.05,0.1,0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.975, and 0.99. The quantiles at these probability levels were obtained to calculate the values of the three performance criteria. Table 1 shows the comparisons of statistical moments estimated by the three PE methods with those of the "true" values from the Monte Carlo simulation (with the superscript "a") for the two model types. The error percentages of estimated moment values by the three PE methods are shown in parentheses below the estimated values. The error percentages were computed by where 9PE and 9 SIMUL = estimated moments by a PE method and the Monte Carlo simulation, respectively.
Results and Comments
The relative perfonnance of the three PE methods can be made based on the infonnation provided in Tables 1 and 2 . From Table 1 , one observes that the three PE methods yield rather close estimations of the mean values for the model output, W. Moreover, the two proposed PE methods provide a epB = 9 PE -
9
SIMUL X 100% 9 SIMUL (18) better estimation of the standard deviation for W than Rosenblueth's method. Except for the kurtosis obtained by Rosenblueth's method, the accuracy of estimation by the three PE methods deteriorates as the order of moment and the number of stochastic parameters involved increase. Furthennore, the three PE methods tend to overestimate the third and fourth moments, with an increase in the number of stochastic parameters involved. Comparing the two proposed PE methods, the mean-expansion algorithm yields more accurate estimations for the second and third moments. However, the kurtosis is excessively overestimated by the two proposed algorithms.
It is not easy to distinguish the performance just from the moments since no consistently better results were obtained. From the performance criteria MAE and RMSE, given in Table 2, one can observe that the overall performance of the two proposed PE methods is consistently superior to Rosenblueth's method. Between the median and mean-expansion PE algorithms, the latter consistently yields a more precise fitting to the true distribution function for W. However, Table 2 indi- 
cates that the measures of goodness of fit for Rosenblueth's method is not computable in the case the two stochastic parameters are involved in. This is because the skew coefficient and kurtosis estimated by Rosenblueth's method are too close to the boundary of impossible region where the skew coefficient, -y, and the kurtosis, K, held the following relationship (Johnson and Kotz 1970) 
Near the boundary of the impossible region, K =-y2 + 1, the Johnson distribution curve cannot be determined with stability. The tendency of the two proposed PE methods to overestimate the moments can be explained by referring to Fig. 1 . Using the proposed methods, the two points on the principle component axis with the highest variance contribution would be positioned farther away from the mean than Rosenblueth's PE method in the case of a stronger correlation. The presence of an extraordinary point for model evaluation would significantly influence the value of moment estimation, especially for higher moments. This impact would be amplified as correlation, model nonlinearity, or asymmetry condition of the distributions for stochastic parameters increase.
Regarding the model nonlinearity, other model types like W =L I X: and W = III XI have been discussed in the study by Chang (1994) . It is indicated that the tendency to overestimate higher moments by the three PE algorithms worsen as the degree of model nonlinearity and the number of stochastic parameters increase. However, the collective behaviors evaluated by fitting the Johnson distribution curve exhibit the consistent improvements by the mean-expansion algorithm throughout the numerical study.
APPLICATION
Bed scouring is a phenomenon in a river caused by the interaction of flow and the river bed. Hydraulic structures such as bridge piers are susceptible to failure under long-term and continuous bed scouring. As required for engineering design as well as for precaution against undesirable consequences, the knowledge of bed scouring around bridge piers is essential. Many models have been developed to predict the potential scour depth around bridge piers. Using such a computer model to aid the design of pier depth is common in modem hydraulic engineering. However, the existence of various uncertainties involved in bed scouring models results in uncertainty in the scour depth prediction required for design.
For the purpose of illustration, a simple pier scour model developed by Johnson (1992) is used here for uncertainty analysis. Focus is placed on the relative performances of the various PE methods in the uncertainty analysis as compared with the Monte Carlo simulation . Johnson (1992) proposed an empirical pier scouring model based on experimental data from various sources by nature, uncertainties exist in both the model itself and the inputs/parameters involved (Yeh and Tung 1993) . Consequently, the scour depth computed from (20) is subject to uncertainty and it is likely that a specified design pier depth could be exceeded, resulting in potential threat to bridge safety.
Pier Scouring Model
Uncertainty Analysis of Pier Scouring Model
The stochastic parameters considered in (20) are A, y, F, and <T. The stochasticity of model correction factor, A, represents the model uncertainty associated with the pier scouring model whereas the randomness of y, F, and <T are results from model input uncertainties. Their means and coefficients of variation are listed in Table 3 . According to Johnson (1992) , all stochastic parameters, except the model correction factor A, are correlated random variables with the correlation matrix given in Table 4 . The model correction factor A is treated here as an independent random variable.
The three PE methods that are used here for the uncertainty analysis of the pier scouring model include: Rosenblueth's, the proposed median-expansion, and the mean-expansion PE methods. In the uncertainty analysis, mixture distributions were adopted to explore the applicability of each method. The distributions used for the stochastic parameters in the pier scouring model were: gamma distribution for A, lognormal distribution for <T and y, and Weibull distribution for F.
To compare the relative performance in uncertainty analysis among the different methods, results from the Monte Carlo simulation can be used as the true values for comparison. Based on the given marginal distributions and correlations for the stochastic parameters, 100,000 samples were generated from which the statistical moments of scour depth from the pier scouring model were computed. Table 5 lists the estimated moments of the scour depth from the three PE methods and their error percentages (in parentheses). Under the consideration of the mixture distributions for the correlated stochastic parameters, all the methods are capable of estimating the first two moments accurately. For higher moments, Table 5 indicates that Rosenblueth's method fails to yield a good estimate for the kurtosis, whereas the median-expansion PE method estimation for the skewness is undesirable. The mean-expansion PE method, however, yields closer estimations for both skew coefficient and kurtosis. From the aspect of computation efficiency, eight model evaluations are needed using the proposed PE methods since four stochastic parameters were involved. However, use of Rosenblueth's PE method requires double the amount of computation.
SUMMARY AND CONCLUSION
In this study, two PE methods were proposed to incorporate the marginal distributions of correlated random variables. The proposed methods integrate Harr's PE procedure along with the formulas that transform the original correlation to the equivalent one in the standard normal space. The performance of the proposed PE methods was evaluated against Rosenblueth's method using asymmetric random variables. Through the numerical experiment, the proposed PE methods consistently reveal superior performance to that of Rosenblueth's method and require much less computation. The input requirements are marginal distributions of involved random variables and their correlations.
The numerical experiment indicated that PE methods, in general, are not necessarily appropriate for the uncertainty analysis of all types of model. The degree of model nonlinearity and number of random variables might have significant impacts on the accuracy of PE methods. In case the model nonlinearity is high, the accuracy of higher-order moment estimations from any PE method should be questioned. Among the two proposed PE methods, the mean-expansion algorithm yields more accurate estimations for the test models.
In the application, the uncertainty analysis of a pier scouring model was performed to demonstrate the relative performance of each PE method for a practical engineering problem. Under the mixture distributions and correlated stochastic parameters considered in this particular application, the three PE methods showed that estimations of the first two moments of the predicted scour depth are as accurate as those obtained from the Monte Carlo simulation with 100,000 model evaluations. However, only the mean-expansion method can yield closer estimates for the two higher moments. This application shows that the uncertainty estimated by the mean-expansion PE method can achieve comparable accuracy with the one from the Monte Carlo simulation with significantly less computations. The latter point is especially important for those uncertainty analyses of models requiring a great amount of computation in themselves.
APPENDIX II. NOTATION
The following symbols are used in this paper: 
