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Abstract. We study the propagation of the analytic regularity of
the Cy solutions of the quasi-linear, weakly hyperbolic wave
equation utt  aðuÞuxx ¼ 0, where aðuÞ is a bounded, nonnegative
analytic function.
1. Introduction
The question of the propagation of analyticity in the Cy solutions of analytic
nonlinear strictly hyperbolic equations (or systems) was satisfactorily solved in [2],
[18]. In the context of weakly hyperbolic equations only partial results are known.
The ﬁrst results in this direction were proved by Spagnolo [29, 30] for the
analytic semi-linear weakly hyperbolic equation
q2t u
Xn
i; j¼1
qxiðaijðx; tÞqxj uÞ ¼ f ðuÞ; ðx; tÞ A Rn  ½0;TÞ; ð1:1Þ
under one of the following additional conditions:
a) the coe‰cients aij have the form aijðx; tÞ ¼ bðtÞaoijðxÞ;
b) the solution uðx; tÞ is a priori assumed in a Gevrey class of order s < 2.
Afterwards, the problem of the analytic regularity of Cy solutions was
considered, among the others, in [5], [6, 7, 8], [21, 22], [14], [19] for suitable
classes of nonlinear weakly hyperbolic equations and systems. In all this papers
the solution uðx; tÞ was a priori assumed to belong to a space XHCy where the
Cauchy problem for the linearized di¤erential operator is well posed.
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Here we consider a situation in which the linearized equation (see (1.8)–(1.9)
below) may present phenomena of non existence or non-uniqueness. Namely, we
investigate the propagation of analyticity in the Cy solutions of the Cauchy
problem
utt  aðuÞuxx ¼ 0; ðx; tÞ A R ½0;TÞ; ð1:2Þ
uðx; 0Þ ¼ u0ðxÞ; utðx; 0Þ ¼ u1ðxÞ; ð1:3Þ
where a : R! ½0;yÞ is merely a bounded analytic function, i.e.,
a AAðRÞ and 0a aðsÞa l ðs A RÞ; ð1:4Þ
for a suitable l > 0. Given T A ð0;þy and
u : R ½0;TÞ ! R; ð1:5Þ
a Cy solution of (1.2), (1.3), we prove the following:
Theorem 1.1. Let a : R! ½0;yÞ satisfy (1.4). If u0, u1 are analytic in
ðxo  e; xo þ eÞ, for some xo A R and e > 0, then uðx; tÞ is analytic in
D ¼ fðx; tÞ : jx xoj < e
ﬃﬃﬃ
l
p
t; 0a t < Tg: ð1:6Þ
In particular, uðx; tÞ is analytic in R ½0;TÞ if u0, u1 are analytic in R.
To demonstrate Theorem 1.1 we combine energy estimates in inﬂuence
domains with the results of [23, 24] (cf. Theorem 9.1, Corollary 9.2) of local well-
posedness and representation of solutions of weakly hyperbolic equations of type
(1.2):
if, for instance, a : R! ½0;yÞ satisﬁes (1.4), að0Þ ¼ 0, aðsÞ > 0 for s0 0, and
u0; u1 A Cy0 , then problem (1.2), (1.3) has a unique solution u A C
yðR ½0;TÞÞ, for
some T ¼ Tðu0; u1Þ > 0. Furthermore, there exist g; h A Cy s.t.
uðx; tÞ ¼ gðx; tÞu0ðxÞ þ hðx; tÞu1ðxÞ in R ½0;TÞ; ð1:7Þ
with (in some sense) gA1 and hA t.
Then, using the representation (1.7), we can apply suitable energy estimates
proving, in this way, that the analyticity of Cauchy data propagates according to
the geometry of inﬂuence domains. This argument circumvents the di‰culties due
to the fact that the linearization of the operator
u 7! FðuðaÞÞjjaja2 ¼def q2t u aðuÞq2xu; ð1:8Þ
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at a generic Cy function, say ~u, gives the linear operator P ¼Pjajam qaFquðaÞ ð~uðaÞÞqa,
u 7!P q2t u að~uÞq2xu ða 0ð~uÞ~uxxÞu; ð1:9Þ
where the coe‰cient að~uÞ is almost an arbitrary nonnegative Cy function (since
aðÞ is analytic and nonnegative, að~uÞ may be, at least locally, the square of
an arbitrary Cy function). Indeed, even the Cauchy problem for a linear weakly
hyperbolic equation such as utt  kðtÞuxx ¼ 0 (with k A Cy, kðtÞb 0) is, in
general, not locally well-posed in Cy, as the classical examples of [9], [10] show.
Remark 1.2. By the nonlinear Cauchy-Kowalewski theorem we know that
if aðsÞ, u0ðxÞ, u1ðxÞ are analytic then problem (1.2), (1.3) has a unique analytic
solution, say uðx; tÞ, for t small and this statement is true without any hyperbolic
assumption.
Hence, it is natural to ask if the result of Theorem 1.1 can be proved as a
consequence of the Cauchy-Kowalewski theorem assuming, merely, aðsÞ analytic
and uðx; tÞ a Cy complex-valued solution in R ½0;TÞ with analytic data for
t ¼ 0. Without additional information this seems to be di‰cult for many reasons:
i) First of all, the step-by-step reasoning could not be used directly, if we
wished to prove the existence in large of the analytic solution uðx; tÞ, that is for
any ðx; tÞ A D, because the size of each step (with respect to t) in the argument
depends on the radius of convergence of the Cauchy data obtained by the
previous step. See [26, § 1], [20].
As a matter of fact, given any kowalewskian linear equation with analytic
coe‰cients, a necessary condition for the global well-posedness in the space of
real analytic functions is the weak hyperbolicity, i.e. the reality of the charac-
teristic roots. See [27], [28]. On the other hand, by the Bony-Schapira’s theorem
[3, 4] the Cauchy problem for linear weakly hyperbolic equations is globally well-
posed in the space of real analytic functions, provided the coe‰cients of the
equations are analytic. See also [12, 13].
ii) Secondly, to prove the analyticity of the given Cy solution u, we need
some kind of uniqueness, i.e. we need to know that uðx; tÞ ¼ uðx; tÞ where both
the solutions are deﬁned. But an example of nonuniqueness for the analytic
nonlinear Cauchy problem due to Me´tivier [25], see also Ho¨rmander [16], shows
that Ho¨lmgren’s uniqueness theorem does not extend in general to higher order
nonlinear equations, nor systems (for ﬁrst order scalar equation uniqueness is
known, see [25] and the references therein). For instance, uniqueness fails for the
following equation
ðqt þ qzÞðq2t uþ q2xu q2yuþ ðqtuÞ2 þ ðqxuÞ2  ðqyuÞ2Þ ¼ 0; ð1:10Þ
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which is a semilinear analytic equation of kowalewskian type, whose principal
part is ðqt þ qzÞðq2t þ q2x  q2yÞ and ft ¼ 0g is non characteristic.
iii) Finally, since (1.2) is quasi-linear, we can also recall the result of [17],
where it was proved that well posed Cauchy problems for complex nonlinear
equations must be semilinear. More precisely, given WHRn, GHC Cn ðnb 2Þ
open sets, G : W G! C depending smoothly on x A W and holomorphically on
ðz; xÞ A G, let us consider the ﬁrst order, complex nonlinear equation
Gðx; v;‘vÞ ¼ 0; x A W; ð1:11Þ
where v : W! C is an unknown function. Then, studying the solvability of the
non characteristic Cauchy problem for equation (1.11), in [17, Theorem 1] it is
proved that the existence of a unique local Cy solution for all complex data close
to a given one, implies that equation (1.11) is locally equivalent to a hyperbolic,
semilinear equation, i.e., locally in ðx; z; xÞ A W G there exist smooth functions
f ðx; zÞ, miðxÞ such that
Gðx; z; xÞ ¼ 0 ,
Xn
j¼1
mjðxÞxj þ f ðx; zÞ ¼ 0; ð1:12Þ
and the functions mjðxÞ are real.
In conclusion, the considerations above indicate that in order to prove the
propagation of the analytic regularity in the Cy solutions of the quasi-linear
equation (1.2) it is natural to consider real-valued solutions and that we need also
some hyperbolic assumption, such as aðsÞb 0 for all s A R. Namely, equation
(1.2) must be weakly hyperbolic.
Remark 1.3. Finally, we observe that Theorem 1.1 could be easily extended
to higher space dimensions. Namely, it is possible to prove a similar statement for
the equation
utt  aðuÞDu ¼ 0; ðx; tÞ A Rn  ½0;TÞ; ð1:13Þ
assuming that aðÞ satisﬁes (1.4). Here we conﬁne ourselves to the one dimen-
sional case to reduce the technicalities of the proof.
2. Notation
2.1. Main Notation
In what follows C, L (or, occasionally, C0;C1;C2; . . . and L0;L1 . . .) will
stand for generic nonnegative constants.
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Given a; b A R, we use the symbol a4b for maxfa; bg; a5b denotes
minfa; bg.
We use the standard multi-index notation: a multi-index a ¼ ða1; . . . anÞ is a
n-tuple of integers aib 0, i.e. a A ðZþÞn with Zþ ¼ f0; 1; 2; . . .g. As usual
a! ¼ a1!    an!; jaj ¼ a1 þ    þ an; ð2:1Þ
Given a; b A ðZþÞn, we say that ba a if bia ai for 1a ia n. We also say that
b < a if ba a and jbj < jaj. For a; b A ðZþÞn with ba a, we set
a
b
 
¼ a!ða bÞ!b! : ð2:2Þ
In this work we always consider multi-indices a ¼ ða1; a2Þ A ðZþÞ2 and write
qa ¼def qa1x qa2t : ð2:3Þ
Let IHR be an open interval. Given f : I ! R, we write f A ACðIÞ if f is
absolutely continuous in I .
Given WHR R and g : W! R, we say that g is analytic in W if there exists
an open set ~WIW and ~g : ~W! R analytic such that
~gjW ¼ g: ð2:4Þ
Furthermore, if g is analytic in W, we say that g is uniformly analytic if there exist
constants C;Lb 0 such that, for all a A ðZþÞ2,
jqa~gðx; tÞjaCLjaja! in W: ð2:5Þ
2.2. Notation for Inﬂuence Domains
Given T > 0 and t1; t2 A ½0;TÞ, with t1 < t2, let
g1; g2 : ½t1; t2 ! R ð2:6Þ
be C1 functions such that
g1ðtÞ < g2ðtÞ; g 02ðtÞa 0a g 01ðtÞ for t A ðt1; t2Þ: ð2:7Þ
For t A ½t1; t2, we introduce the domains:
Bt ¼def fx A R : g1ðtÞa xa g2ðtÞg; ð2:8Þ
Gt ¼def fðx; sÞ : x A Bs; t1a sa tg; ð2:9Þ
G ¼def Gt2 : ð2:10Þ
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Let v : R ½0;TÞ ! R be a su‰ciently regular function. Then, for q A ½1;y
and a A ðZþÞ2, we set
kqavkq ¼ kqavðtÞkq ¼def kqavð; tÞkLqðBtÞ for t A ½t1; t2Þ; ð2:11Þ
where qavð; tÞ ¼ ðqavÞð; tÞ. Besides, given j A Zþ, we also deﬁne
kq jvkq ¼ kq jvðtÞkq ¼def
X
jaj¼ j
kqavðtÞkq for t A ½t1; t2Þ: ð2:12Þ
3. Energy Estimates in a Inﬂuence Domain
Let uðx; tÞ be a Cy solution of (1.2) in R ½0;TÞ. Besides, let GHR ½0;TÞ
be deﬁned according to (2.6)–(2.10) above. From now on we assume the fol-
lowing:
Assumption 3.1. The functions g1ðtÞ, g2ðtÞ and aðuðx; tÞÞ satisfy the con-
ditions:
i) aðuðgiðtÞ; tÞÞa g 0i ðtÞ2 for all t A ½t1; t2 and i ¼ 1; 2;
ii) there exists C1 ¼ C1ðGÞb 0 such that qtaðuÞaC1aðuÞ in G.
Remark 3.2. If (1.2) is strictly hyperbolic (that is aðÞb h > 0Þ, condition
ii) is always veriﬁed. Besides, condition ii) holds if a ¼ a0a1 with ai : R! ½0;yÞ
ði ¼ 0; 1Þ di¤erentiable functions such that:
min
ðx; tÞ AG
a0ðuðx; tÞÞ > 0;
qta1ðuðx; tÞÞaCa1ðuðx; tÞÞ in G:
ð3:1Þ
Proof. If a ¼ a0a1, we have qtaðuÞ ¼ a0ðuÞqta1ðuÞ þ a1ðuÞqta0ðuÞ. Then (3.1)
implies that ii) is veriﬁed with C1 ¼ C þ jmaxG a 00ðuÞutjðminG a0ðuÞÞ1. r
Definition 3.3. Given jb 1, we introduce the j-th energies of the solution
uðx; tÞ by setting, for a A ðZþÞ2, jaj ¼ j  1,
EaðtÞ ¼def
ð
Bt
faðuÞjqauxj2 þ jqautj2 þ j2jqauj2g dx; t A ½t1; t2Þ ð3:2Þ
and then
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ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EjðtÞ
q
¼def
X
jaj¼ j1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EaðtÞ
p
; ð3:3Þ
FjðtÞ ¼def EjðtÞ þ
ð t
t1
EjðsÞ ds: ð3:4Þ
Lemma 3.4. Let u A Cy be a solution of (1.2) in R ½0;TÞ. Besides, let us
suppose that Assumption 3.1 holds. Then
ﬃﬃﬃﬃﬃ
Ea
p
A ACðt1; t2Þ and there exists Cb 0
such that
d
dt
ﬃﬃﬃﬃﬃ
Ea
p
a ðC þ jÞ
ﬃﬃﬃﬃﬃ
Ea
p
þ
ð
Bt
jGaj2 dx
 1=2
a:e: in ðt1; t2Þ; ð3:5Þ
for all a A ðZþÞ2, with
Ga ¼def qaðaðuÞuxxÞ  aðuÞqauxx: ð3:6Þ
Proof. Di¤erentiating Ea, for t1 < t < t2, we ﬁnd
d
dt
Ea ¼
ð
Bt
qtaðuÞjqauxj2 dx
þ 2
ð
Bt
faðuÞqauxqauxt þ qautqautt þ j2qauqautg dx
þ faðuÞjqauj2 þ jqautj2 þ j2jqauj2gjðg2ðtÞ; tÞg 02ðtÞ
 faðuÞjqauj2 þ jqautj2 þ j2jqauj2gjðg1ðtÞ; tÞg 01ðtÞ: ð3:7Þ
Integrating by parts, we haveð
Bt
aðuÞqauxqauxt dx ¼ 
ð
Bt
aðuÞqauxxqaut dx
ð
Bt
qxaðuÞqauxqaut dx
þ aðuÞqauxqautjðg2ðtÞ; tÞ  aðuÞq
auxq
autjðg1ðtÞ; tÞ: ð3:8Þ
Noting that
jaðuÞqauxqautja
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðuÞp
2
½aðuÞjqauxj2 þ jqautj2; ð3:9Þ
and using i) of Assumption 3.1, it follows that in (3.7) the total contribution of
the boundary terms is a 0. Then, since
qautt  aðuÞqauxx ¼ Ga; ð3:10Þ
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it follows that
d
dt
Eaa
ð
Bt
qtaðuÞjqauxj2 dx
þ 2
ð
Bt
f j2qauqaut  qxaðuÞqauxqautg dx
þ 2
ð
Bt
Gaq
aut dx: ð3:11Þ
Furthermore, since aðuðx; tÞÞb 0 in R ½0;TÞ and GHR ½0;TÞ is com-
pact, using the Gleaser inequality [15] it is easy to see that there exists C2b 0
such that
jqxaðuÞjaC2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðuÞ
p
for ðx; tÞ A G: ð3:12Þ
Hence, we have
jqxaðuÞqauxqautjaC2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðuÞ
p
jqauxj jqautj
a 21C2faðuÞjqauxj2 þ jqautj2g: ð3:13Þ
Then, using also ii) of Assumption 3.1, we obtain that
d
dt
Eaa ðC1 þ C2Þ
ð
Bt
faðuÞjqauxj2 þ jqtuj2g dx
þ 2j
ð
Bt
jqautj2 dx
 1=2 ð
Bt
j2jqauj2 dx
 1=2
þ 2
ð
Bt
jGaj2 dx
 1=2 ð
Bt
jqautj2 dx
 1=2
a 2ðC3 þ jÞEa þ 2
ﬃﬃﬃﬃﬃ
Ea
p ð
Bt
jGaj2 dx
 1=2
; ð3:14Þ
with C3 ¼ 12 ðC1 þ C2Þ. This gives (3.5) when Ea > 0. To conclude, we apply
Lemma 8.1 (§ 8.1, Appendix A) and observe that ð ﬃﬃﬃﬃﬃEap Þ0 ¼ 0 a.e. in
ft A ðt1; t2Þ : Ea ¼ 0g. r
Setting
GjðtÞ ¼def
X
jaj¼ j1
ð
Bt
jGaðx; tÞj2 dx
 1=2
; ð3:15Þ
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from the deﬁnitions of Ej and Fj we easily have:
Corollary 3.5. Under the assumptions of Lemma 3.4,
ﬃﬃﬃﬃﬃ
Ej
p
;
ﬃﬃﬃﬃ
Fj
p
A
ACðt1; t2Þ and their derivatives satisfy
ð ﬃﬃﬃﬃﬃEjp Þ0a ðC þ jÞ ﬃﬃﬃﬃﬃEjp þ Gj; ð3:16Þ
ð ﬃﬃﬃﬃFjp Þ0a C þ 1
2
þ j
  ﬃﬃﬃﬃﬃ
Ej
p þ Gj ð3:17Þ
a.e. in ðt1; t2Þ, where Cb 0 is the same constant of (3.5).
Proof. From (3.5) and the deﬁnition of Ej we immediately have
ð ﬃﬃﬃﬃﬃEjp Þ0 ¼ X
jaj¼ j1
ð
ﬃﬃﬃﬃﬃ
Ea
p
Þ0
a
X
jaj¼ j1
ðC þ jÞð
ﬃﬃﬃﬃﬃ
Ea
p
Þ þ
X
jaj¼ j1
ð
Bt
jGaj2 dx
 1=2
¼ ðC þ jÞ ﬃﬃﬃﬃﬃEjp þ Gj; ð3:18Þ
a.e. in ðt1; t2Þ. By Deﬁnition 3.3 it is clear that Fj A ACðt1; t2Þ. Besides, a.e. in
fEj > 0g, we have the inequality
ð ﬃﬃﬃﬃFjp Þ0 ¼ E 0j þ Ej
2
ﬃﬃﬃﬃ
Fj
p ¼ E 0j
2
ﬃﬃﬃﬃﬃ
Ej
p
ﬃﬃﬃﬃﬃ
Ej
p
ﬃﬃﬃﬃ
Fj
p þ Ej
2
ﬃﬃﬃﬃ
Fj
p
a C þ 1
2
þ j
  ﬃﬃﬃﬃﬃ
Ej
p þ Gj: ð3:19Þ
Finally, applying Lemma 8.1 (§ 8.1, Appendix A), and noting that ð ﬃﬃﬃﬃFjp Þ0 ¼ 0 a.e.
in fEj ¼ 0g, we obtain the inequality (3.17) a.e. in ðt1; t2Þ. r
4. Estimate of the Terms Gj
Using the analyticity of a : R! ½0;yÞ, we will estimate, for jb 5, the terms
Gj deﬁned in (3.15). To begin with, for jaj ¼ j  1b 2, we write
Ga ¼
X
m<a
a
m
 
qamaðuÞqmuxx ¼ Ia þ Ja; ð4:1Þ
where
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Ia ¼def
X
b<a; jbj¼1
a
a b
 
qbaðuÞqabuxx; ð4:2Þ
Ja ¼def
X
m<a; jmjajaj2
a
m
 
qamaðuÞqmuxx: ð4:3Þ
Estimate of the terms Ia.
For jaj ¼ j  1 and ba a, jbj ¼ 1, one has
a
a b
 
a j  1: ð4:4Þ
Besides, applying condition ii) of Assumption 3.1 (in the case qb ¼ qt) and the
inequality (3.12) (if qb ¼ qx) we deduce that there exists C ¼ CðC1;C2Þ > 0 such
that
jqbaðuÞjaC
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðuÞ
p
in G; ð4:5Þ
for jbj ¼ 1. This means that
jIajaCj
X
b<a; jbj¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
aðuÞ
p
jqabþe1uxj; ð4:6Þ
where qe1 ¼ qx, i.e. e1 ¼ ð1; 0Þ. Hence, we have
X
jaj¼ j1
ð
Bt
jIaj2 dx
 1=2
aCj
X
jaj¼ j1
X
b<a; jbj¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eabþe1
p
a 2Cj
X
jaj¼ j1
ﬃﬃﬃﬃﬃ
Ea
p
¼ 2Cj ﬃﬃﬃﬃﬃEjp : ð4:7Þ
Estimate of the terms Ja.
To estimate
P
jaj¼ j1 kJakL2ðBtÞ, we will suppose that:
Assumption 4.1. There exist C;M > 0 such that, for all integers nb 0, one
has
jaðnÞðsÞjaCM nn! for all s A uðGÞ; ð4:8Þ
where uðGÞ ¼ fs j s ¼ uðx; tÞ with ðx; tÞ A Gg.
Remark 4.2. In view of the analyticity of the function aðsÞ, it is not re-
strictive to assume that Assumption 4.1 holds.
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For a A ðZþÞ2, jajb 4 (that is jb 5) we can write
Ja ¼ Ha þ Ka þ La; ð4:9Þ
where
Ha ¼def qaaðuÞuxx; ð4:10Þ
Ka ¼def
X
m<a; jmj¼1
a
m
 
qamaðuÞqmuxx; ð4:11Þ
La ¼def
X
2ajmjajaj2
maa
a
m
 
qamaðuÞqmuxx: ð4:12Þ
Then, by Leibniz’ formula (§ 8.2, Appendix A), we haveX
jaj¼ j1
kHak2a kuxxky
X
jaj¼ j1
kqaaðuÞk2
aC
X
jaj¼ j1
Xj1
n¼1
kaðnÞky
n!
X
b1þþbn¼a
jbi jb1
a!
b1!    bn!
kqb1u    qbnuk2
aC
X
jaj¼ j1
Xj1
n¼1
M n
X
b1þþbn¼a
jbi jb1
a!
b1!    bn!
kqb1u    qbnuk2
¼ C
Xj1
n¼1
M n
X
jaj¼ j1
X
b1þþbn¼a
jbi jb1
a!
b1!    bn!
kqb1u    qbnuk2; ð4:13Þ
where, according to (2.11), k  kq ¼ k  kLqðBtÞ, for q A ½1;þy. Now, the function
fðb1; . . . ; bnÞ ¼def
kqb1u    qbnuk2
b1!    bn!
ð4:14Þ
is nonnegative and symmetric with respect to b1; . . . ; bn A ðZþÞ2. Besides, for
every ﬁxed a A ðZþÞ2, jajb n, the set fðb1; . . . ; bnÞ : b1 þ    þ bn ¼ a; jbijb 1g is
also symmetric. Hence, we can easily see that
X
b1þþbn¼a
jbi jb1
fa n
X
b1þþbn¼a
1ajbi jajbnj
f: ð4:15Þ
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Furthermore, changing the order of summation, we also have
X
jaj¼ j1
X
b1þþbn¼a
1ajbi jajbnj
f ¼
X
h1þþhn¼ j1
1ahiahn
X
jb1j¼h1
  
X
jbnj¼hn
f: ð4:16Þ
See § 8.3, Appendix A. Thus, noting that b1 þ    þ bn ¼ a implies
a!
b1!    bn!
a
jaj!
jb1j!    jbnj!
; ð4:17Þ
after some calculations, we may write
X
jaj¼ j1
kHak2aC
Xj1
n¼1
M nn
X
jaj¼ j1
X
b1þþbn¼a
1ajbi jajbnj
a!
b1!    bn!
kqb1u    qbnuk2
aC
Xj1
n¼1
M nn
X
h1þþhn¼ j1
1ahiahn
X
jb1j¼h1
  
X
jbnj¼hn
ð j  1Þ!
jb1j!    jbnj!
kqb1uky   
   kqbn1ukykqbnuk2
aCð j  1Þ!
Xj1
n¼1
M nn
X
h1þþhn¼ j1
1ahiahn
1
h1!    hn!
X
jb1j¼h1
kqb1uky   
  
X
jbn1j¼hn1
kqbn1uky
X
jbnj¼hn
kqbnuk2
¼ Cð j  1Þ!
Xj1
n¼1
M nn
X
h1þþhn¼ j1
1ahiahn
kqh1uky
h1!
  
   kq
hn1uky
hn1!
kqhnuk2
hn!
; ð4:18Þ
where, according to the notation (2.11)–(2.12),
P
jbj¼h kqbukq ¼ kqhukq.
In the same way, we can estimate
P
jaj¼ j1 kKak2. In fact, since jaj ¼ j  1,
m < a with jmj ¼ 1, we have
a
m
 
a
jaj!
ja mj!jmj! a j  1; ð4:19Þ
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24 R. Manfrin
X
jaj¼ j1
kKak2a ð j  1Þ
X
jmj¼1
kqmuxxky
X
jbj¼ j2
kqbaðuÞk2
aCð j  1Þ
X
jbj¼ j2
kqbaðuÞk2: ð4:20Þ
Then, as in the previous estimates, from (4.10) to (4.18), with j  2 instead of
j  1, we obtain that the quantity Pjaj¼ j1 kKak2 is majorized by
Cð j  1Þ!
Xj2
n¼1
M nn
X
h1þþhn¼ j2
1ahiahn
kqh1uky
h1!
   kq
hn1uky
hn1!
kqhnuk2
hn!
: ð4:21Þ
Finally, we estimate
P
jaj¼ j1 kLak2. We have
X
jaj¼ j1
kLak2a
X
jaj¼ j1
X
2ajmjajaj2
maa
a
m
 
kqamaðuÞqmuxxk2
aC
X
jaj¼ j1
X
2ajmja j3
maa
a
m
  Xjjmj1
n¼1
M n

X
b1þþbn¼am
jbi jb1
ða mÞ!
b1!    bn!
kqb1u    qbnuqmuxxk2
aC
Xj3
n¼1
M n
X
jaj¼ j1
X
b1þþbnþm¼a
jbi jb1;2ajmja j3
 a!
b1!    bn!m!
kqb1u    qbnuqmuxxk2: ð4:22Þ
Now, we observe that b1 þ    þ bn þ m ¼ a and jmjb 2) jbija j  3. Hence,
setting m ¼ bnþ1, we easily have the inequalityX
b1þþbnþm¼a
jbi jb1;2ajmja j3
a!
b1!    bn!m!
kqb1u    qbnuqmuxxk2
a
X
b1þþbnþ1¼a
1ajbi ja j3
a!
b1!    bnþ1!
Ynþ1
i¼1
ðjqbi uj þ jqbi uxxjÞ


2
: ð4:23Þ
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Thus, we may conclude that
X
jaj¼ j1
kLak2aC
Xj2
n¼2
M n1
X
jaj¼ j1
X
b1þþbn¼a
1ajbi ja j3
a!
b1!    bn!
Yn
i¼1
ðjqbi uj þ jqbi uxxjÞ


2
aCð j  1Þ!
Xj2
n¼2
M nn2
X
jaj¼ j1
X
b1þþbn¼a
1ajb1jajbi jajbnja j3

Yn1
i¼1
kqbi uky þ kqbi uxxky
jbij!
 !
kqbnuk2 þ kqbnuxxk2
jbnj!
; ð4:24Þ
where, noting that nb 2, we have applied the argument (4.14)–(4.15) twice. From
this we obtain that the quantity
P
jaj¼ j1 kLak2 is majorized by
Cð j  1Þ!
Xj2
n¼2
M nn2
X
h1þþhn¼ j1
1ah1ahiahna j3
Yn1
i¼1
kqhiuky þ kqhiuxxky
hi!
 !
 kq
hnuk2 þ kqhnuxxk2
hn!
: ð4:25Þ
5. Analytic Energy
To proceed further, we make the following assumption:
Assumption 5.1. There exist C > 0 and p A N such that, for all integers
hb 0,
kqhuðtÞkyaC
Xp
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FhþiðtÞ
p
for t A ½t1; t2Þ: ð5:1Þ
Remark 5.2. In applying our estimates, in the ﬁnal part of the paper (see
Lemma 7.2), we will verify that (5.1) holds with a constant C independent of
hb 0.
Let k be a ﬁxed integer, such that
kb pþ 4; ð5:2Þ
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and let r : ½t1; t2 ! R be a C1 function (which will be deﬁned in Lemma 6.2)
such that
rðtÞ A ð0; 1; r 0ðtÞa 0 in ½t1; t2: ð5:3Þ
Definition 5.3. For Nb k þ 1 we introduce the energy-functions
EN ¼def rþ
XN
j¼kþ1
r jk
j!
j k
ﬃﬃﬃﬃ
Fj
p
for t A ½t1; t2Þ: ð5:4Þ
Then, deriving EN , from Corollary 3.5 we ﬁnd
E 0N ¼ r 0 þ
XN
j¼kþ1
r jk1
ð j  1Þ! j
k j  k
j
r 0
ﬃﬃﬃﬃ
Fj
p þ XN
k¼ jþ1
r jk
j!
j kð ﬃﬃﬃﬃFjp Þ0
a r 0 þ
XN
j¼kþ1
r jk1
ð j  1Þ! j
k j  k
j
r 0 þ C þ j
j
r
  ﬃﬃﬃﬃ
Fj
p þ XN
k¼ jþ1
r jk
j!
j kGj ; ð5:5Þ
where, by the relations (3.15), (4.1) and (4.7),
XN
j¼kþ1
r jk
j!
j kGja
XN
j¼kþ1
r jk
j!
j k
X
jaj¼ j1
ðkIak2 þ kJak2Þ
aC
XN
k¼ jþ1
r jk
ð j  1Þ! j
k
ﬃﬃﬃﬃﬃ
Ej
p þ XN
j¼kþ1
r jk
j!
j k
X
jaj¼ j1
kJak2: ð5:6Þ
Recalling (4.9), we have Ja ¼ Ha þ Ka þ La. Therefore, we must estimate the
quantities:
HN ¼def
XN
j¼kþ1
r jk
j!
j k
X
jaj¼ j1
kHak2; ð5:7Þ
KN ¼def
XN
j¼kþ1
r jk
j!
j k
X
jaj¼ j1
kKak2; ð5:8Þ
LN ¼def
XN
j¼kþ1
r jk
j!
j k
X
jaj¼ j1
kLak2: ð5:9Þ
To this aim, we set:
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Definition 5.4.
hj ¼def
r=k if 1a ja k
r jk
j! j
k
ﬃﬃﬃﬃ
Fj
p
if jb k þ 1
(
ð5:10Þ
Thus, we have
EN ¼
XN
j¼1
hj: ð5:11Þ
Besides, we suppose that:
Assumption 5.5.
kqhuðtÞkyaC; kqhuðtÞk2aC; ð5:12Þ
for t A ½t1; t2Þ and ha k þ 1.
It is clear that Assumption 5.5 is always veriﬁed if we suppose uðx; tÞ of class
Cy in R ½0;TÞ and 0a t1 < t2 < T .
Estimate of HN.
From (4.18) we have
HNa
XN
j¼kþ1
r jkj k1
Xj1
n¼1
M nn
X
h1þþhn¼ j1
1ahiahn
kqh1uky
h1!
   kq
hn1uky
hn1!
kqhnuk2
hn!
: ð5:13Þ
Then, to estimate HN , we can write
HNaHN; I þHN; II ; ð5:14Þ
where HN; I groups the terms, in the right-hand side of (5.13), in which
hn < k; HN; II groups the terms with hnb k. From (5.12), for 1a na j  1, we
have
X
h1þþhn¼ j1
1ahiahn<k
kqh1uky
h1!
   kq
hn1uky
hn1!
kqhnuk2
hn!
aC n
X
h1þþhn¼ j1
0ahia j1
1
h1!    hn!
¼ C n n
j1
ð j  1Þ! aC
n ð j  1Þ j1
ð j  1Þ! aC
ne j1: ð5:15Þ
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Hence, provided r > 0 is small enough, we can easily see that, ENb k þ 1,
HN; Ia e
kr
XN
j¼kþ1
ðreÞ jk1j k1
Xj1
n¼1
M nC nnaC4r; ð5:16Þ
with C4 > 0 a constant independent of N. For instance, (5.16) holds if
0 < ra
1
eð2þ 2MCÞ : ð5:17Þ
Let us estimate HN; II , where hnb k. Using Assumption 5.1, we have
HN; IIa
XN
j¼kþ1
r jkj k1
Xj1
n¼1
M nn
X
h1þþhn¼ j1
1ahiahn;hnbk
Yn1
i¼1
C
hi!
Xp
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p ! ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃFhnþ1p
ðhn þ 1Þ!
a
XN
j¼kþ1
j k1
Xj1
n¼1
M nC n1n
X
h1þþhn¼ j1
1ahiahn;hnbk
Yn1
i¼1
rhi
hi!
Xp
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ1k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ1
p
ðhn þ 1Þ! ð5:18Þ
where, since pa k  4a hn  4, the terms hi þ r satisfy
hi þ ra hi þ pa hi þ hn  4aN: ð5:19Þ
Now, by Assumption 5.5 and Deﬁnition 5.4 for h; rb 1 we have
rh
h!
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhþr
p
a hhþrr
kr ðhþ rÞ    ðhþ 1Þ
ðhþ rÞk
if hþ r > k; ð5:20Þ
rh
h!
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhþr
p
a hhþrCr
h1 k
h!
if hþ ra k: ð5:21Þ
Since kb pþ 4 and 0 < rðtÞa 1, we certainly have:
rh
h!
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhþr
p
aChhþr for all hb 1; 1a ra p; ð5:22Þ
with C > 0 a suitable constant. Hence, we obtain
HN; IIaC
XN
j¼kþ1
j k1
Xj1
n¼1
M nC nn
X
h1þþhn¼ j1
1ahiahn;hnbk
Yn1
i¼1
Xp
r¼1
hhiþr
 !
hhnþ1
ðhn þ 1Þk
: ð5:23Þ
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Noting that
j
hn þ 1 a n;
and recalling (5.11), changing the order of summation over the indices j, n, hn
and using the inequality (8.11) of § 8.3, Appendix A, we have
HN; IIaC
XN
j¼kþ1
Xj1
n¼1
M nC nnk
X
h1þþhn¼ j1
1ahiahn;hnbk
hhnþ1
hn þ 1
Yn1
i¼1
Xp
r¼1
hhiþr
 !
aC
XN1
n¼1
M nC nnk
XN
j¼ðnþ1Þ4ðkþ1Þ
Xjn
hn¼k
hhnþ1
hn þ 1
X
f?g
Yn1
i¼1
Xp
r¼1
hhiþr
 !
aC
XN1
n¼1
M nC nnk
XNn
hn¼k
hhnþ1
hn þ 1
XN
j¼hnþn
X
f?g
Yn1
i¼1
Xp
r¼1
hhiþr
 !
aC
XN1
n¼1
M nC nnk
XNn
hn¼k
hhnþ1
hn þ 1 p
n1En1N
aC
XN1
hn¼k
hhnþ1
hn þ 1
XNhn
n¼1
M nC nnkpn1En1N ; ð5:24Þ
where ðnþ 1Þ4ðk þ 1Þ ¼ maxfnþ 1; k þ 1g and f?g denotes the set of con-
ditions:
h1 þ    þ hn1 ¼ j  1 hn;
1a hia hn:
ð5:25Þ
If, for instance, jEN j < 1pMC , then we have
HN; IIaF1ðENÞ
XN1
hn¼k
hhnþ1
hn þ 1 ¼ F1ðENÞ
XN
j¼kþ1
hj
j
; ð5:26Þ
where F1ðÞ is the analytic function
F1ðsÞ ¼def C
Xy
n¼1
M nC nnkpn1sn1; for jsj < 1
pMC
: ð5:27Þ
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Summarizing up the estimates (5.16), (5.26) we obtain that, ENb k þ 1,
HNaCrþF1ðENÞ
XN
j¼kþ1
hj
j
; ð5:28Þ
provided jEN j < 1pMC .
Estimate of KN.
From (4.21) we have
KNa
XN
j¼kþ1
r jkj k1
Xj2
n¼1
M nn
X
h1þþhn¼ j2
1ahiahn
kqh1uky
h1!
   kq
hn1uky
hn1!
kqhnuk2
hn!
: ð5:29Þ
The estimate of KN is similar to that of HN and we ﬁnally obtain that,
ENb k þ 1,
KNaCrþ rF1ðENÞ
XN
j¼kþ1
hj
j
if jEN j < 1
pMC
: ð5:30Þ
Estimate of LN.
For brevity, we will denote with fg the set of conditions:
h1 þ    þ hn ¼ j  1; 1a h1a hia hna j  3: ð5:31Þ
From (4.25) we have
LNaC
XN
j¼kþ1
r jkj k1
Xj2
n¼2
M nn2
X
fg
Yn1
i¼1
kqhi uky þ kqhiþ2uky
hi!
 !
 kq
hnuk2 þ kqhnþ2uk2
hn!
: ð5:32Þ
As above we write
LNaL
0
N þ L 00N ;
where L 0N groups the terms, in the right-hand side of (5.32), in which hn < k and
L 00N the terms with hnb k. If r > 0 is su‰ciently small, using Assumption 5.5 and
the same arguments of the estimate of HN; I , we obtain that
L 0NaC5r; ð5:33Þ
with C5 > 0 independent of N.
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To continue, we can write L 00N ¼ L 00N;0 þ L 00N;2 where
L 00N; i ¼ C
XN
j¼kþ1
r jkj k1
Xj2
n¼2
M nn2
X
fg;hnbk
Yn1
i¼1
kqhiuky þ kqhiþ2uky
hi!
 !
 kq
hnþiuk2
hn!
for i ¼ 0; 2: ð5:34Þ
By Assumption 5.1, we have
kqhuky þ kqhþ2ukyaC
Xpþ2
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhþi
p
: ð5:35Þ
Thus, L 00N;0 can be estimated as HN; II because kb pþ 2. To estimate L 00N;2, using
(5.35), we can write
L 00N;2aC
XN
j¼kþ1
j k1
Xj2
n¼2
M nC nn2
X
fg;hnbk
Yn1
i¼1
rhi
hi!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ1k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ3
p
hn!ðhn þ 3Þ ; ð5:36Þ
where, by (5.2),
hi þ ra hi þ pþ 2aN: ð5:37Þ
Hence
L 00N;2aL
00
N;3 þ L 00N;4 þ L 00N;5; ð5:38Þ
where L 00N;3 groups the terms, in the right-hand side of (5.36), in which h1b 3;
L 00N;4 groups the terms with h1 ¼ 2 and L 00N;5 the terms with h1 ¼ 1.
Since kb pþ 4, by (5.20), (5.21) we easily have
rh
h!
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhþr
p
aCr2hhþr for all hb 3; 1a ra pþ 2: ð5:39Þ
Thus, noting that ðhn þ 3Þnb j, we obtain
L 00N;3 ¼ C
XN
j¼kþ1
j k1
Xj2
n¼2
M nC nn2
X
fg;h1b3;hnbk
Yn1
i¼1
rhi
hi!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ1k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ3
p
hn!ðhn þ 3Þ
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aC
XN
j¼kþ1
j k1
Xj2
n¼2
M nC nn2
X
fg;h1b3;hnbk
hhnþ3
ðhn þ 3Þk2
Yn1
i¼1
Xpþ2
r¼1
hhiþr
 !
aC
XN
j¼kþ1
Xj2
n¼2
M nC nnkþ1
X
fg;h1b3;hnbk
ðhn þ 3Þhhnþ3
Yn1
i¼1
Xpþ2
r¼1
hhiþr
 !
: ð5:40Þ
After some calculations, similar to those of (5.24), this leads to the inequality
L 00N;3aF2ðENÞ
XN
j¼kþ1
jhj for jEN j <
1
ðpþ 2ÞMC ; ð5:41Þ
where F2ðÞ is a suitable analytic function.
To continue, let us estimate L 00N;4. In this case from Assumption 5.5 we
deduce that
rh1
h1!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fh1þr
p
aCr2; ð5:42Þ
because h1 þ pþ 2 ¼ pþ 4a k. Hence, we obtain
L 00N;4 ¼ C
XN
j¼kþ1
j k1
Xj2
n¼2
M nC n1n2
X
fg;h1¼2;hnbk
Yn1
i¼1
rhi
hi!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ1k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ3
p
hn!ðhn þ 3Þ
¼ C
XN
j¼kþ1
j k1
Xj2
n¼2
M nC n1n2
X
h2þþhn¼ j3
2ahiahn;hnbk
Yn1
i¼2
rhi
hi!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ3k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ3
p
hn!ðhn þ 3Þ : ð5:43Þ
Then, from (5.20), (5.21), and noting that ðhn þ 3Þnb j, we ﬁnd that
L 00N;4aC
XN
j¼kþ1
Xj2
n¼2
M nC nnkþ1
X
h2þþhn¼ j3
2ahiahn;hnbk
ðhn þ 3Þhhnþ3
Yn1
i¼2
Xpþ2
r¼1
hhiþr
 !
: ð5:44Þ
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After some calculations, similar to those of (5.24), we obtain that ENb k þ 1
L 00N;4aF3ðENÞ
XN
j¼kþ1
jhj for jEN ja
1
ðpþ 2ÞMC ; ð5:45Þ
with F3ðÞ a suitable analytic function.
Thus, it remains to estimate L 00N;5, where h1 ¼ 1. Since h1 þ    þ hn ¼ j  1
and hna j  3, in the terms of L 00N;5 we must have nb 3. Then
L 00N;5 ¼ C
XN
j¼kþ1
j k1
Xj2
n¼3
M nC n1n2
X
h2þþhn¼ j3
1ahiahn;hnbk
Yn1
i¼2
rhi
hi!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ2k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ3
p
hn!ðhn þ 3Þ
aC
XN
j¼kþ1
j k1
Xj2
n¼3
M nC n1n3
X
h2þþhn¼ j3
1ah2ahiahn;hnbk
Yn1
i¼2
rhi
hi!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ2k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ3
p
hn!ðhn þ 3Þ : ð5:46Þ
Hence, we may write L 00N;5aL
00
N;6 þ L 00N;7, where L 00N;6 groups the terms in the
right of (5.46) in which h2 ¼ 1 and L 00N;7 those with h2b 2 respectively. Operating
as above, we easily obtain that
L 00N;6 ¼ C
XN
j¼kþ1
j k1
Xj2
n¼3
M nC n1n3
X
h3þþhn¼ j3
1ahiahn;hnbk
Yn1
i¼3
rhi
hi!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ3k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ3
p
hn!ðhn þ 3Þ
aC
XN
j¼kþ1
j k1
Xj2
n¼3
M nC n1n3
X
h3þþhn¼ j3
1ahiahn;hnbk
hhnþ3
ðhn þ 3Þk2
Yn1
i¼2
Xpþ2
r¼1
hhiþr
 !
: ð5:47Þ
While, applying (5.20), (5.21) as in the estimate of L 00N;4, recalling that kb pþ 4,
we obtain
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L 00N;7 ¼ C
XN
j¼kþ1
j k1
Xj2
n¼3
M nC n1n3
X
h2þþhn¼ j3
2ah2ahiahn;hnbk
Yn1
i¼2
rhi
hi!
Xpþ2
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhiþr
p !
 rhnþ2k
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhnþ3
p
hn!ðhn þ 3Þ
aC
XN
j¼kþ1
j k1
Xj2
n¼3
M nC n1n3
X
h2þþhn¼ j3
2ah2ahiahn;hnbk
hhnþ3
ðhn þ 3Þk2

Yn1
i¼3
Xpþ2
r¼1
hhiþr
 !
: ð5:48Þ
Thus, we conclude that ENb k þ 1
L 00N;6;L
00
N;7aF4ðENÞ
XN
j¼kþ1
jhj for jEN j <
1
ðpþ 2ÞMC ; ð5:49Þ
with F4ðÞ a suitable analytic function.
Summarizing up, we have proved the following:
Lemma 5.6. Let u be a Cy solution of (1.2) in R ½0;TÞ and let Assumptions
3.1, 4.1, 5.1, 5.5 hold. Then there exist constants ~r A ð0; 1 and ~E; ~C > 0 s.t.
E 0Na r
0 þ ~Crþ
XN
j¼kþ1
r jk1
ð j  1Þ! j
k j  k
j
r 0 þ ~Cr
  ﬃﬃﬃﬃ
Fj
p
; ð5:50Þ
for all Nb k þ 1, a.e. in ðt1; t2Þ, provided 0 < rðtÞa ~r and 0aENðtÞa ~E.
Proof. It is su‰cient to collect the estimates from (5.5) to (5.49). r
6. Some Consequences of Lemma 5.6
Given u : R ½0;TÞ ! R, with T > 0, a Cy solution of (1.2), let us suppose
that uð; t1Þ, utð; t1Þ be uniformly analytic in the interval Bt1 . Namely, we assume
that:
Assumption 6.1. There exist C;L0 > 0 such that, for all integers jb 0, one
has
jq jxutðx; t1Þj; jq jxuðx; t1ÞjaCL j0 j!; Ex A Bt1 : ð6:1Þ
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Then, applying Lemma 5.6, we have:
Lemma 6.2. Under the Assumptions 3.1, 4.1, 5.1, 5.5, 6.1, there exist
% A ð0; ~rÞ, s > 0 such that putting
rðtÞ ¼ %esðtt1Þ ð6:2Þ
into Deﬁnition 5.3, then the energies ENðtÞ satisfy:
ENðtÞaENðt1Þa ~E for t A ½t1; t2Þ; ENb k þ 1: ð6:3Þ
Proof. As it is known (for instance from the arguments of proof of the
classical Cauchy-Kowalewski theorem) Assumptions 4.1, 6.1 and the fact that
uðx; tÞ is a Cy solution of equation (1.2) imply that
jqauðx; t1ÞjaCLjaja! for x A Bt1 ; ð6:4Þ
for all a A ðZþÞ2, with C;L > 0 suitable constants. Furthermore, from Deﬁnition
3.3, it easily follows that ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fjðt1Þ
q
aCL j j! for all jb 0: ð6:5Þ
Thus, Deﬁnition 5.3 gives
ENðt1Þa rðt1Þ þ C
XN
k¼ jþ1
rðt1Þ jkL j j ka ~E=2; ENb k þ 1; ð6:6Þ
provided rðt1Þ is small, say rðt1Þa ~% for a suitable ~% > 0. Hence, we choose
% ¼ minf~%; ~rg and then we deﬁne rðtÞ as the solution of the Cauchy problem
r 0
k þ 1þ
~Cr ¼ 0; rðt1Þ ¼ %: ð6:7Þ
Namely, we take rðtÞ ¼ %esðtt1Þ, with s ¼ ~Cðk þ 1Þ. Since rðtÞa ~r in ½t1;yÞ,
from (5.50) it immediately follows that E 0NðtÞa 0 a.e. in ðt1; t2Þ, as long as
ENðtÞa ~E. Therefore, the initial condition (6.6) easily gives
ENðtÞaENðt1Þ ð6:8Þ
in the whole interval ½t1; t2Þ, ENb k þ 1. Thus (6.3) holds. r
Corollary 6.3. Under the Assumptions 3.1, 4.1, 5.1, 5.5, 6.1, the solution
uðx; tÞ is uniformly analytic in G, i.e. there exist constants C;L > 0 such that
sup
G
jqauðx; tÞjaCLjaja! for all a A ðZþÞ2: ð6:9Þ
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Proof. From (6.2), (6.3) we deduce that for all jb k þ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FjðtÞ
q
a ~ErðtÞkj jkj! in ½t1; t2Þ; ð6:10Þ
where rðtÞ ¼ %esðtt1Þ. Hence, Assumption 5.1 and condition (5.2) imply that
kq juðtÞkyaC
Xp
r¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
FjþrðtÞ
q
aC ~ErðtÞj j!; ð6:11Þ
for all jb k þ 1 and t A ½t1; t2Þ. Since
rðtÞb %esðt1t2Þ in ½t1; t2; ð6:12Þ
we easily see that (6.9) holds. In fact, setting j ¼ jaj, we have j!a 2jaja! for all
a A ðZþÞ2. Then, from (6.11)–(6.12), we obtain
jqauðx; tÞjaC ~E 2e
sðt2t1Þ
%
 jaj
a!; ð6:13Þ
for all ðx; tÞ A G. Hence, uðx; tÞ is uniformly analytic in G. r
7. Proof of the Main Result
Let u : R ½0;TÞ ! R, with T > 0, be a given Cy solution of equation (1.2).
Besides, let us suppose that a : R! ½0;yÞ satisﬁes (1.4).
Given xo A R and d > 0, we will prove that if uðx; 0Þ, utðx; 0Þ are uniformly
analytic in S0 ¼ ½xo  d; xo þ d, then uðx; tÞ is uniformly analytic in the compact
domains
Dt ¼def fðx; tÞ : jx xoja d
ﬃﬃﬃ
l
p
t; 0a ta tg; ð7:1Þ
for all t A 0;min T ; dﬃﬃ
l
p
  
. To this aim, deﬁning
Td ¼def minðT ; d=
ﬃﬃﬃ
l
p
Þ; ð7:2Þ
St ¼def fx : jx xoja d
ﬃﬃﬃ
l
p
tg ð0a t < d=
ﬃﬃﬃ
l
p
Þ; ð7:3Þ
we ﬁrst establish two preliminary lemmas.
Lemma 7.1. Given t A ½0;TdÞ, let us suppose that:
1) uðx; 0Þ, utðx; 0Þ are uniformly analytic in S0, if t ¼ 0;
2) uðx; tÞ is uniformly analytic in Dt, if t > 0.
Then uðx; tÞ is uniformly analytic in Dt 0 for some t 0 A ðt;TdÞ.
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Proof. In both cases, by the unique continuation principle for analytic
functions, there exist an open set Wt, StHWtHRx, and v0; v1 : Wt ! R analytic
functions such that v0ðxÞ ¼ uðx; tÞ, v1ðxÞ ¼ utðx; tÞ for all x A St. Then, applying
the Cauchy-Kowalewski theorem, we can solve (locally) the problem
vtt  aðvÞvxx ¼ 0; ð7:4Þ
vðx; tÞ ¼ v0ðxÞ; vtðx; tÞ ¼ v1ðxÞ; ð7:5Þ
obtaining a unique analytic solution vðx; tÞ in an open neighborhood Ut of
St  ftg in Rx  Rt. On the other hand, since vðx; tÞ ¼ uðx; tÞ, vtðx; tÞ ¼ utðx; tÞ
for x A St, by Theorems 9.1, 9.3 (b) (cf. Appendix B) we must have
vðx; tÞ ¼ uðx; tÞ in fðx; tÞ : jx xoja d
ﬃﬃﬃ
l
p
t; ta ta t 0g; ð7:6Þ
for some t 0 A ðt;TdÞ. Hence, using again the unique continuation principle, it
follows that uðx; tÞ is uniformly analytic in Dt 0 for some t 0 A ðt;TdÞ. r
Lemma 7.2. Given T A ð0;TdÞ, let uðx; tÞ be uniformly analytic in Dt for
t <T. Let us suppose that for all x A ST there exist g A ð0;
ﬃﬃﬃ
l
p  and t A ½0;TÞ
such that Assumption 3.1 is veriﬁed if we set
g1ðtÞ ¼ x gðT tÞ; g2ðtÞ ¼ xþ gðT tÞ;
t1 ¼ t; t2 ¼T;
ð7:7Þ
in (2.6)–(2.10). Then uðx; tÞ is uniformly analytic in DT.
Proof. Given x A ST, let G ¼ GðxÞ be the domain deﬁned in (2.6)–(2.10)
with ti, gi (i ¼ 1; 2) as in (7.7). Assumptions 3.1, 4.1 are clearly veriﬁed. Since
G is a triangle, by well known embedding theorems for Sobolev spaces (see
[1]), there exists C > 0 such that for every su‰ciently regular function vðx; tÞ one
has
kvð; tÞkLyaC
X1
j¼0
kq jxvð; tÞkL2 þ
X
jbja2
kqbvkL2ðGtÞ
0
@
1
A; ð7:8Þ
for all t A ½t;TÞ. Then, for h A Zþ, from (2.11)–(2.12) and (3.2)–(3.4) it follows
that
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kqhuð; tÞkLyaC
X
jaj¼h
X1
j¼0
kq jxqauð; tÞkL2 þ
X
jbja2
kqbqaukL2ðGtÞ
0
@
1
A
aC
X2
i¼0
X
jaj¼hþi
kqauð; tÞkL2 þ
X
jaj¼hþi
kqaukL2ðGtÞ
0
@
1
A
aC
X2
i¼0
X
jaj¼hþi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
EaðtÞ
p
hþ i þ 1þ
1
hþ i þ 1
X
jaj¼hþi
ð t
t1
EaðsÞ ds
 1=224
3
5
aC
X2
i¼0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ehþiþ1ðtÞ
p
hþ i þ 1 þ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hþ i þ 1p
X
jaj¼hþi
ð t
t1
EaðsÞ ds
0
@
1
A
1=2
2
64
3
75
aC
X2
i¼0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ehþiþ1ðtÞ
p
hþ i þ 1 þ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hþ i þ 1p
ð t
t1
X
jaj¼hþi
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Eaðs
p
Þ
0
@
1
A
2
ds
2
4
3
5
1=2
8><
>:
9>=
>;
aC
X2
i¼0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Ehþiþ1ðtÞ
p
hþ i þ 1 þ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hþ i þ 1p
ð t
t1
Ehþiþ1ðsÞ ds
 1=2" #
aC
X2
i¼0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Fhþiþ1ðtÞ
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
hþ i þ 1p ; ð7:9Þ
for all t A ½t;TÞ. Thus, Assumption 5.1 holds with p ¼ 3. Besides, taking k ¼ 7
in (5.2), also Assumption 5.5 is veriﬁed, because u A Cy. Finally, with t1 ¼ t,
Assumption 6.1 is satisﬁed because g A ð0; ﬃﬃﬃlp  and uðx; tÞ is uniformly analytic
in Dt for t A ½0;TÞ. Hence, we can apply Corollary 6.3 which implies that uðx; tÞ
is uniformly analytic in G ¼ GðxÞ. In particular, for all a A ðZþÞ2 and t A ½t;T,
we have
jqauðx; tÞjaCLjaja! for ta taT; ð7:10Þ
for suitable constants C;Lb 0. Thanks to the unique continuation principle for
analytic functions, (7.10) implies that for all e A ð0;L1Þ the exists Ce;Leb 0 such
that
jqauðx; tÞjaCeLjaje a! for all a A ðZþÞ2 ð7:11Þ
and for all ðx; tÞ A Ge, where
Ge ¼def ðfjx xja eg  ½t;TÞÞVDT: ð7:12Þ
39Propagation of analyticity
Now, since uðx; tÞ A Cy, it is clear that the inequalities (7.11) continue to hold
in the closure of the Ge; namely in ðfjx xja eg  ½t;TÞVDT. Finally, since
x A ST is arbitrary and ST is compact, we conclude that uðx; tÞ is uniformly
analytic in DT. r
Remark 7.3. Let consider the statement of Lemma 7.2. Given x A ST, if we
further suppose that
aðuðx;TÞÞ ¼ 0; ð7:13Þ
then i) of Assumption 3.1 is automatically satisﬁed provided t A ½T ;TÞ with
 > 0 su‰ciently small. Indeed, given any g > 0, by (7.13) we have aðuðx; tÞÞa g2
in a neighborhood of ðx;TÞ. Thus, in order to apply Lemma 7.2, we need only
to show that there exits g A ð0; ﬃﬃﬃﬃLp , t A ½0;TÞ such that ii) of Assumption 3.1
holds.
7.1. Conclusion of the Proof of Theorem 1.1
Assuming uðx; 0Þ, utðx; 0Þ uniformly analytic in S0, from now on we deﬁne:
T ¼def supft A ð0;TdÞ j uðx; tÞ is uniformly analytic in Dtg: ð7:14Þ
Our aim is to prove that T ¼ Td.
By Lemma 7.1 we have 0 <TaTd. To see that T ¼ Td, we argue by
contradiction. Namely, assuming T < Td, we prove that uðx; tÞ is uniformly
analytic in DT. Therefore, applying Lemma 7.1 once again, uðx; tÞ is uniformly
analytic in Dt for some t A ðT;TdÞ.
In view of Lemma 7.2, it is enough to show that for any
x A ST ð7:15Þ
there exist g A ð0; ﬃﬃﬃlp  and t A ½0;TÞ such that, setting t1 ¼ t, t2 ¼T and deﬁning
g1ðtÞ, g2ðtÞ as in (7.7), the conditions i), ii) of Assumption 3.1 are veriﬁed.
To do this, we distinguish di¤erent cases:
(1) Case aðuðx;TÞÞ > 0. We set g ¼ ﬃﬃﬃlp and then we take t A ½0;TÞ such
that
inf
ðx; tÞ AG
aðuðx; tÞÞ > 0; ð7:16Þ
where G is the triangle
G ¼ fðx; tÞ : jx xja
ﬃﬃﬃ
l
p
ðT tÞ; ta taTg: ð7:17Þ
Then the conditions i), ii) of Assumption 3.1 are clearly veriﬁed. See Remark 3.2.
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(2) Case aðuðx;TÞÞ ¼ 0. By Remark 7.3, we have only to ﬁnd g A ð0; ﬃﬃﬃlp 
and t A ½0;TÞ such that ii) of Assumption 3.1 holds. For simplicity, we suppose
uðx;TÞ ¼ 0; að0Þ ¼ 0 ð7:18Þ
(the general case, i.e. uðx;TÞ ¼ z with aðzÞ ¼ 0, is only formally more com-
plicated; see Remark 7.4 below). Then, since a : R! ½0;yÞ satisﬁes (1.4) we may
assume
aðsÞ ¼ a0ðsÞs2l with a0ðsÞb h for jsj < e; ð7:19Þ
where a0 : R! ½0;yÞ is analytic, lb 1 is an integer; e; h > 0 are suitable
constants.
To continue let us ﬁx w A Cy0 ðRÞ such that:
wðxÞ ¼ 1 in jx xoja dþ 1; wðxÞ ¼ 0 for jx xojb dþ 2: ð7:20Þ
Then, for ta A ½0;TÞ, we consider the Cauchy problem
vtt  aðvÞvxx ¼ 0; ðx; tÞ A R ½ta;yÞ; ð7:21Þ
vðx; taÞ ¼ wðxÞuðx; taÞ; vtðx; taÞ ¼ wðxÞutðx; taÞ: ð7:22Þ
By Corollary 9.2 and Theorem 9.3 (a) (cf. Appendix B), we may select
ta A ½04ðT 1Þ;TÞ such that (7.21), (7.22) has a unique local Cy solution
v : R ½ta; ~TÞ ! R; ð7:23Þ
with ~T A ðT;TÞ, and there exist Cy functions g; h : R ½ta; ~TÞ ! R such that
vðx; tÞ ¼ gðx; tÞwðxÞuðx; taÞ þ hðx; tÞwðxÞutðx; taÞ in R ½ta; ~TÞ; ð7:24Þ
gðx; taÞ ¼ 1; gtðx; taÞ ¼ 0; hðx; taÞ ¼ 0; htðx; taÞ ¼ 1; x A R; ð7:25Þ
jgtðx; tÞj; jhtðx; tÞ  1ja 1=4 in R ½ta; ~TÞ: ð7:26Þ
In particular, we have
vðx; tÞ ¼ gðx; tÞuðx; taÞ þ hðx; tÞutðx; taÞ in S0  ½ta; ~TÞ; ð7:27Þ
and, by Theorem 9.3 (b),
vðx; tÞ ¼ uðx; tÞ in fjx xoja d
ﬃﬃﬃ
l
p
ðt taÞ; taa t < ~Tg: ð7:28Þ
Then, we consider the following subcases:
ð2aÞ uðx; taÞ0 0; ð2bÞ uðx; taÞ ¼ 0: ð7:29Þ
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(2a) We may suppose uðx; taÞ > 0 (if uðx; taÞ < 0 the argument is similar).
Then uðx;TÞ ¼ 0 and (7.24)–(7.28) imply
utðx; taÞ ¼  gðx;TÞ
hðx;TÞ uðx; taÞa
1 ðT taÞ=4
5ðT taÞ=4 uðx; taÞ
a 3
5ðT taÞ uðx; taÞ; ð7:30Þ
because ta A ½04ðT 1Þ;TÞ. It follows that
qtuðx;TÞ ¼ gtðx;TÞuðx; taÞ þ htðx;TÞutðx; taÞ
a
1
4
 9
20
 
uðx; taÞ < 0: ð7:31Þ
Since qtuðx;TÞ < 0, there exists
Q ¼def fjx xja s1g  fjtTja s2g; ð7:32Þ
with s1 A ð0; dÞ and s2 A ð0; ðT taÞ5ð ~TTÞÞ, such that
qtuðx; tÞ < 0 in Q ð7:33Þ
and, by the implicit function theorem,
fðx; tÞ : uðx; tÞ ¼ 0gVQ ð7:34Þ
is the graph of a Cy function, say f : ½x s1; xþ s1 ! ½T s2;Tþ s2, such
that
f ðxÞ ¼T: ð7:35Þ
Now, we take g A ð0; ﬃﬃﬃlp  such that
ga min
x A ½xs1;xþs1
1
1þ j f 0ðxÞj ; ð7:36Þ
and then we deﬁne g1ðtÞ, g2ðtÞ as in (7.7). In this way
fjx xja gðT tÞ; taTgVQJ fðx; tÞ : ta f ðxÞ; x A ½x s1; xþ s1g: ð7:37Þ
Finally, since uðx;TÞ ¼ aðuðx;TÞÞ ¼ 0, we may select t A ½T s2;TÞ such that
G ¼ fðx; tÞ : jx xja gðT tÞ; ta taTgHQ ð7:38Þ
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and
max
ðx; tÞ AG
aðuðx; tÞÞa g2; ð7:39Þ
uðx; tÞ A ½e; e for ðx; tÞ A G; ð7:40Þ
where e > 0 is the constant of (7.19). Then condition i) of Assumption 3.1 is
veriﬁed. While, from (7.33)–(7.37), it immediately follows that
qtu
2la 0 in G: ð7:41Þ
Hence, by (7.19) and Remark 3.2, condition ii) of Assumption 3.1 holds.
(2b) Since uðx; taÞ ¼ uðx;TÞ ¼ 0, by (7.26) we must have
utðx; taÞ ¼ 0: ð7:42Þ
Hence, we further distinguish two cases:
ð2b1Þ uð; taÞ1 0 or utð; taÞ1 0 near x;
ð2b2Þ uð; taÞ2 0 and utð; taÞ2 0 near x:
ð7:43Þ
(2b1) Conditions i), ii) of Assumption 3.1 are easily veriﬁed with g ¼
ﬃﬃﬃ
l
p
and t A ½ta;TÞ su‰ciently close to T. In fact, if utð; taÞ1 0, (7.26) and (7.27)
give
jqtuðx; tÞj ¼ jgtðx; tÞj juðx; taÞja 1
4
juðx; taÞj; ð7:44Þ
juðx; tÞj ¼ jgðx; tÞj juðx; taÞjb 3
4
juðx; taÞj; ð7:45Þ
for t A ½ta; ~TÞ and jx xj small enough. Thus jqtuðx; tÞja 13 juðx; tÞj where (7.44),
(7.45) hold. Conversely, if uð; taÞ1 0 in a neighborhood of x, then we have
juðx; tÞjb t ta
2
jutðx; taÞj; ð7:46Þ
for t A ½ta; ~TÞ and jx xj small enough. While
jqtuðx; tÞj ¼ jhtðx; tÞj jutðx; taÞja 5
4
jutðx; taÞj: ð7:47Þ
Hence, we have
jqtuðx; tÞja 5
T ta juðx; tÞj; ð7:48Þ
provided t A
	taþT
2
;T


and jx xj is su‰ciently small.
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In conclusion, in both cases we obtain that
qtu
2laCu2l in G; ð7:49Þ
provided we take t A ½ta;TÞ close enough to T. By Remark 3.2 it follows that
condition ii) of Assumption 3.1 holds.
(2b2) uð; taÞ2 0 and utð; taÞ2 0 near x. Since uð; taÞ, utð; taÞ are analytic
in a neighborhood of x, it follows that
uðx; taÞ ¼ w1ðxÞðx xÞm; utðx; taÞ ¼ w2ðxÞðx xÞn; ð7:50Þ
with m; nb 1 integers and w1ðxÞ, w2ðxÞ analytic and such that
w1ðxÞ0 0; w2ðxÞ0 0: ð7:51Þ
Hence,
uðx; tÞ ¼ gðx; tÞw1ðxÞðx xÞm þ hðt; xÞw2ðxÞðx xÞn; ð7:52Þ
provided jx xj is su‰ciently small and t A ½ta; ~TÞ.
Then we have two possibilities:
m0 n; m ¼ n: ð7:53Þ
Case m0 n. If m0 n, we set g ¼ ﬃﬃﬃlp , so that i) of Assumption 3.1 holds.
Condition ii) is easily veriﬁed provide we take t A ½ta;TÞ su‰ciently close to T.
In fact, if jx xja ﬃﬃﬃlp ðT tÞ and t is su‰ciently close to T, there exists C > 0
such that
juðx; tÞjbCjx xjm if m < n; ð7:54Þ
juðx; tÞjbCjx xjn if m > n: ð7:55Þ
Following almost the same argument of (2b1), we obtain that
qtu
2laCu2l in G; ð7:56Þ
for a suitable constant Cb 0, provided t is close enough to T. Then we may
conclude recalling Remark 3.2.
Case m ¼ n. Finally, if m ¼ n, we have
uðx; tÞ ¼ ðx xÞm½gðx; tÞw1ðxÞ þ hðt; xÞw2ðxÞ: ð7:57Þ
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Then, if
gðx;TÞw1ðxÞ þ hðx;TÞw2ðxÞ0 0; ð7:58Þ
we can operate as in the case (1) above, where aðuðx;TÞÞ0 0. Otherwise, if
gðx;TÞw1ðxÞ þ hðx;TÞw2ðxÞ ¼ 0; ð7:59Þ
noting that w1ðxÞ0 0, we can follow almost the same proof of the case (2a) (with
aðuðx;TÞÞ ¼ 0, uðx; taÞ0 0) which was discussed earlier.
Remark 7.4. If, in case (2), aðuðx;TÞÞ ¼ 0 with uðx;TÞ ¼ z0 0, we use
Theorem 9.1 which gives a local representation of the solution uðx; tÞ near the
point ðx;TÞ. Indeed, since aðzÞ ¼ 0, we have
aðsÞ ¼ a1ðsÞðs zÞ2l ; with a1ðsÞb h for js zj < e; ð7:60Þ
where a1 : R! ½0;yÞ is analytic, lb 1 is an integer; e; h > 0 are suitable
constants. Then, using (7.60) and the local representation (9.4)–(9.6), the rest of
the proof proceeds in a similar fashion.
8. Appendix A
8.1. Square Root of Absolutely Continuous Functions
Let IHR be an open interval and let f : I ! ½0;yÞ be absolutely con-
tinuous. The following holds:
Lemma 8.1. If
f 0ﬃﬃ
f
p is integrable in the open set fx A I : f > 0g, then ﬃﬃﬃfp is
absolutely continuous in I and ð ﬃﬃﬃfp Þ0 ¼ 0 a.e. in the set fx A I : f ¼ 0g.
Proof. It is clear that
ﬃﬃﬃ
f
p
is absolutely continuous in every close interval
JH f f > 0g. Moreover, ð ﬃﬃﬃfp Þ0 ¼ f 0
2
ﬃﬃ
f
p a.e. in J. Setting
g ¼
f 0
2
ﬃﬃ
f
p if f > 0;
0 if f ¼ 0;
(
ð8:1Þ
it easily follows that g A L1ðIÞ and that j ﬃﬃﬃﬃﬃﬃﬃﬃf ðtÞp  ﬃﬃﬃﬃﬃﬃﬃﬃf ðsÞp ja Ð t
s
jgj dt for all s; t A I ,
sa t. This means that
ﬃﬃﬃ
f
p
is absolutely continuous in I and that ð ﬃﬃﬃfp Þ0 exists a.e.
In particular, we must have ð ﬃﬃﬃfp Þ0 ¼ 0 a.e. in the close set f f ¼ 0g. r
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8.2. Leibniz’ Formula for Composite Functions
Let mb 1 and let g : Rny ! R, f : R! R be Cm functions. Then, for every
multi-index a A ðZþÞn, with 1a jajam, the following identity holds:
qa
qya
f ðgðyÞÞ ¼
Xjaj
n¼1
f ðnÞðgðyÞÞ
n!
X
b1þþbn¼a
jbi j>0
a!
b1!    bn!
qb1y gðyÞ    qbny gðyÞ; ð8:2Þ
where bi A ðZþÞn.
Proof. To verify (8.2) we may suppose f of class Cmþ1. By Taylor’s
formula with integral remainder, given a A ðZþÞn, 1a jajam, and s; ~s A R, we
have:
f ðsÞ ¼ f ð~sÞ þ
Xjaj
n¼1
f ðnÞð~sÞ
n!
ðs ~sÞn þ 1jaj!
ð s
~s
f ðjajþ1ÞðzÞðs zÞjaj dz: ð8:3Þ
The remainder Rðs; ~sÞ ¼ 1jaj!
Ð s
~s f
ðjajþ1ÞðzÞðs zÞjaj dz satisﬁes
qk
qsk
Rðs; ~sÞjs¼~s ¼ 0 for 0a ka jaj: ð8:4Þ
Therefore, putting s ¼ gðyÞ, ~s ¼ gð~yÞ into (8.3) and deriving with respect to y, the
usual Leibniz’ formula gives the identity
qa
qya
f ðgðyÞÞ ¼
Xjaj
n¼1
f ðnÞðgð~yÞÞ
n!
X
b1þþbn¼a
a!
b1!    bn!
Yn
i¼1
qbiy ðgðyÞ  gð~yÞÞ
 !
þ qayRðgðyÞ; gð~yÞÞ: ð8:5Þ
Finally, setting y ¼ ~y in (8.5), formula (8.2) easily follows. Indeed, (8.4) gives
qbyRðgðyÞ; gð~yÞÞjy¼~y ¼ 0 for jbja jaj: ð8:6Þ
r
8.3. Some Other Identities
1) Let n; nb 1 be positive integers and let
f : ððZþÞnÞn ! R
(i.e. f ¼ fðb1; . . . ; bnÞ with bi A ðZþÞn) be a given function.
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Then, for all kb n, we easily have the following identity:
X
jaj¼k
X
b1þþbn¼a
jbi jb1
fðb1; . . . ; bnÞ ¼
X
jhj¼k
hib1
X
jb1j¼h1
  
X
jbnj¼hn
fðb1; . . . ; bnÞ: ð8:7Þ
where h A ðZþÞn is the multi-index h ¼ ðh1; . . . ; hnÞ.
Moreover, if we suppose fðb1; . . . ; bnÞb 0 and symmetric with respect to the
variables b1; . . . ; bn A ðZþÞn, we also have
X
jhj¼k
hib1
X
jb1j¼h1
  
X
jbnj¼hn
fðb1; . . . ; bnÞa n
X
jhj¼k
1ahiahn
X
jb1j¼h1
  
X
jbnj¼hn
fðb1; . . . ; bnÞ: ð8:8Þ
2) Given hi A R for 1a iaN, let us consider the sum
E ¼
XN
i¼1
hi: ð8:9Þ
Then, for all integer nb 1, one has
En ¼
XnN
j¼v
X
h1þþhn¼j
1ahiaN
hh1    hhn : ð8:10Þ
Besides, if we suppose hib 0 for 1a iaN, then given any integer p, 0a
paN  1, the following inequality holds:
XnðNpÞ
j¼v
X
h1þþhn¼j
1ahiaNp
Yn
i¼1
Xp
r¼0
hhiþr
 !
a ðpþ 1ÞnEn: ð8:11Þ
9. Appendix B: Well-Posedness in Cy and Local Representation
We recall here the results of [23, Th. 1.1], [24, Th. 1.1, 2.3] of well-posedness
in Cy and local representation of solutions of the Cauchy problem:
vtt  aðvÞvxx ¼ 0; ðx; tÞ A R ½0;yÞ; ð9:1Þ
vðx; 0Þ ¼ fðxÞ; vtðx; 0Þ ¼ cðxÞ; ð9:2Þ
where a : R! ½0;yÞ is a bounded analytic function.
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Theorem 9.1 ([24, Th. 1.1]). Let a : R! ½0;yÞ satisfy (1.4) and let
f;c A Cy0 , then (9.1), (9.2) has a unique solution v A C
yðR ½0;TfcÞÞ, with
Tfc > 0, Tfc !y as f;c ! 0 in Cy0 . Given any z A ½min f;max f s.t. aðzÞ ¼ 0,
there exists an open neighborhood WzHR of fx : fðxÞ ¼ zg and Cy functions
g; h : Wz  ½0;TfcÞ ! R ð9:3Þ
such that:
vðx; tÞ ¼ zþ gðx; tÞ½fðxÞ  z þ hðx; tÞcðxÞ in Wz  ½0;TfcÞ; ð9:4Þ
gðx; 0Þ ¼ 1; qtgiðx; 0Þ ¼ 0; hðx; 0Þ ¼ 0; qthðx; 0Þ ¼ 1; x A Wz; ð9:5Þ
jqtgðx; tÞj; jqthðx; tÞ  1ja 1=4 in Wz  ½0;TfcÞ: ð9:6Þ
Corollary 9.2. Under the assumptions of Theorem 9.1, if we suppose that
að0Þ ¼ 0 and aðsÞ > 0 for s A ½min f;max fnf0g; ð9:7Þ
then there exist Cy functions g; h : R ½0;TfcÞ ! R such that:
vðx; tÞ ¼ gðx; tÞfðxÞ þ hðx; tÞcðxÞ in R ½0;TfcÞ; ð9:8Þ
gðx; 0Þ ¼ 1; gtðx; 0Þ ¼ 0; hðx; 0Þ ¼ 0; htðx; 0Þ ¼ 1; x A R; ð9:9Þ
jgtðx; tÞj; jhtðx; tÞ  1ja 1=4 in R ½0;TfcÞ: ð9:10Þ
Moreover, by direct inspection of the proofs of [24] it is easily seen that:
Theorem 9.3. Let a : R! ½0;yÞ satisfy (1.4). Then the following facts hold:
(a) If fk ! f and ck ! c in Cy0 as k ! þy, then
lim inf
k!þy
Tfkck > 0: ð9:11Þ
(b) Given xo A R, d > 0, let U be an open neighborhood of ½xo  d; xo þ d 
f0g in R ½0;yÞ. Let v1; v2 : U ! R be Cy solutions of (9.1) in U such that
v1ðx; 0Þ ¼ v2ðx; 0Þ; qtv1ðx; 0Þ ¼ qtv2ðx; 0Þ for jx xoja d: ð9:12Þ
Then there exists e > 0 such that
v1ðx; tÞ ¼ v2ðx; tÞ in De; ð9:13Þ
with De ¼ fðx; tÞ : jx xoja d
ﬃﬃﬃ
l
p
t; 0a ta egHU.
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Sketch of the proof of (b). The statement is obvious in the strictly hyperbolic
case, i.e. if
aðviðx; 0ÞÞ > 0 for jx x0ja d; i ¼ 1; 2: ð9:14Þ
Indeed, the function
w ¼ v1  v2 ð9:15Þ
is a Cy solution in U of the linear, homogeneous equation
wtt  aðv1Þwxx þ bðv1; v2Þw ¼ 0; ð9:16Þ
where the coe‰cient bðv1; v2Þ is the Cy function
bðv1; v2Þ ¼ v2xx
ð1
0
a 0ðv1 þ sðv2  v1ÞÞ ds: ð9:17Þ
Now, by (9.14), infDe aðv1Þ > 0 provided e > 0 is small enough. Thus, (9.16) is
strictly hyperbolic in De for e > 0 small. Then, since wðx; 0Þ ¼ qtwðx; 0Þ ¼ 0 for
jx x0ja d and aðv1Þa l, by standard arguments it easily follows that w1 0
in De.
When (9.14) does not hold, by the same arguments of [24, Proposition 2.2],
we can restrict ourselves to the following particular situation:
aðsÞ ¼ ~aðsÞs2l ; ð9:18Þ
with lb 1 integer, ~a : R! ½0;yÞ analytic s.t. ~aðviÞb h > 0 in U , for i ¼ 1; 2.
Then, taking w A Cy0 ðRÞ s.t.
wðxÞ ¼ 1 for jx xoja d; suppfwg  f0gHU ; ð9:19Þ
we consider the Cauchy problem
vtt  ~aðvÞv2lvxx ¼ 0; ðx; tÞ A R ½0;yÞ; ð9:20Þ
vðx; 0Þ ¼ wðxÞv1ðx; 0Þ ¼def fðxÞ; vtðx; 0Þ ¼ wðxÞqtv1ðx; 0Þ ¼def cðxÞ: ð9:21Þ
Since f;c A Cy0 , by Corollary 9.2 problem (9.20)–(9.21) has a unique C
y local
solution v in R ½0;TfcÞ, with Tfc > 0. As a above, the di¤erence
u ¼ v v1 ð9:22Þ
is a Cy solution, in a neighborhood ~U of ½xo  d; xo þ d  f0g in R ½0;yÞ, of
the linear homogeneous equation
utt  ~aðvÞv2luxx þ bðv; v1Þu ¼ 0; ð9:23Þ
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with bðv; v1Þ deﬁned as in (9.17). Now, using the representation (9.8)–(9.10), we
can apply to u a suitable variant of the energy estimates of [24, Sections 5, 6].
More precisely, denoting with
g : Wfc ! R; Wfc ¼ fx : jfj þ jcj > 0g; ð9:24Þ
the separating curve introduced in [24, Section 4], we set
~gðxÞ ¼def min gðxÞ; d jx xojﬃﬃﬃ
l
p
 
; x A Wfc: ð9:25Þ
Then we consider the energies:
~EðtÞ ¼def
ð
~gðxÞ>t
eytðu2t þ aj‘uj2 þ u2Þjt¼t dx; ð9:26Þ
where f~gðxÞ > tg ¼ fx A Wfc : ~gðxÞ > tg, y A R is a suitable constant;
~FðtÞ ¼def ebt
ð ð
~Gt
eytu2 dxdt; ð9:27Þ
where b A R is a constant, ~Gt is the open set
~Gt ¼ ðx; tÞ A Wfc  ð0;yÞ : gðxÞ < t < min t; d jx xojﬃﬃﬃ
l
p
  
: ð9:28Þ
Since
uðx; 0Þ1 0; utðx; 0Þ1 0 for jx xoja d; ð9:29Þ
operating as in the estimates of [24, Lemmas 5.1, 5.2, Prop. 6.1] (see also [11,
Lemmas 2, 3]), we deduce that there exists e1 > 0 s.t. u1 0 in the set
fðx; tÞ : x A Wfc; jx xoja d
ﬃﬃﬃ
l
p
t; 0a ta e1gH ~U : ð9:30Þ
On the other hand, since vðx; tÞ ¼ 0 for x B Wfc, t A ½0;TfcÞ, from (9.23), (9.29)
we have uðx; tÞ ¼ 0 for x B Wfc, jx xoja d and 0a ta e1. Hence, we obtain
that u1 0 in De1 . Finally, considering the di¤erence
u ¼ v v2; ð9:31Þ
one can easily see that the situation is exactly the same. Therefore, u1 0 in De2
for some e2 > 0. In conclusion, v11 v2 in De with e ¼ minðe1; e2Þ. r
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