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a b s t r a c t
In this studywe find a global minimizer of a concave function over a sphere. By introducing
a differential equation, we obtain the invariant characteristics for a given optimization
problem by constructing a canonical dual function. We present two theorems concerning
the global optimality of an extrema of the optimization problem.
© 2008 Elsevier B.V. All rights reserved.
1. Primal problems and motivation
The primary goal of this paper is to study the global minimizers for the following concave optimization problem (primal
problem (P) in short).
(P) : min P(x) (1.1)
s.t. x ∈ D,
where
D = {x ∈ Rn | ‖x‖ ≤ 1}
and P(x) is a smooth function in Rn and is strictly concave on the unit ball D, i.e. ∇2P(x) < 0, on D. This problem often
comes up as a secondary problem in general optimization algorithms (cf. [1]). As indicated in [2], due to the presence of the
nonlinear sphere constraint, the solution of (P) is likely to be irrational, which implies that it is not possible to compute the
exact solution. Therefore, many polynomial time algorithms have been suggested to compute the approximate solution to
this problem (see [3,4]). However, when P(x) is a concave quadratic function, by the canonical dual transformation (see [5–
7,9]), this problem can be solved completely. Canonical dual transformation method is a new powerful approach in global
optimization and nonconvex variational problems. The duality structure in nonconvex systemswas originally studied in [8].
To extend the result in [5], we consider P(x) to be a general strictly concave function in the problem (1.1).
Since P(x) is smooth and strictly concave on the unit ball, a local minimizer x∗ of (1.1) will have to satisfy
∇P(x∗)+ ρ∗x∗ = 0, (1.2)
x∗T x∗ = 1, ρ∗ > 0 (1.3)
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which implies that ∇TP(x∗) 6= 0. Conversely, a feasible point xˆ, satisfying
∇TP(xˆ)+ ρˆxˆ = 0, (1.4)
xˆT xˆ = 1, ρˆ > 0, (1.5)
is not a local maximizer of (1.1). If it is not the case, xˆwill be a local minimizer of the convex function−P(x) on the unit ball.
Since ∇TP(xˆ) = −ρˆxˆ 6= 0, it satisfies K–T condition to have a positive real λˆ such that
−∇TP(xˆ)+ λˆxˆ = 0, (1.6)
xˆT xˆ = 1, λˆ > 0. (1.7)
It follows that ρˆ = −λˆ < 0, which is a contradict due to the fact that ρˆ > 0.
The goal of this paper is to get an exact global minimizer for P(x) over a sphere by canonical dual function. The paper is
organized as follows. In Section 2, an ordinary differential equation is introduced for a canonical dual function. In Section 3,
two sufficient conditions for determining a global minimizer are presented. Meanwhile, some examples are given.
2. An ordinary differential equation and a canonical dual function
Let’s consider the equation{∇P(x)+ ρ∗x = 0, xT x = 1,
ρ∗ > 0. (2.1)
Suppose there are only finitely many of root pairs for (2.1):
0 < ρ∗1 < ρ
∗
2 < · · · < ρ∗l ,
associated with feasible points on the unit sphere:
xˆ1, xˆ2, . . . , xˆl,
such that for each i,
∇P(xˆi)+ ρ∗i xˆi = 0, xˆTi xˆi = 1, (2.2)
ρ∗i > 0.
For i = 1, 2, . . . , l, defined by
∇P(xˆ(ρ∗))+ ρ∗xˆ(ρ∗) = 0, ρ∗ > 0, xˆ(ρ∗i ) = xˆi (2.3)
a branch xˆi(ρ∗) is a continuously differentiable vector function on ρ∗. By (2.2) and (2.3), this amounts to
d[∇P(xˆ(ρ∗))+ ρ∗xˆ(ρ∗)]
dρ∗
= 0, ρ∗ ∈ Ii ⊂ (0,∞), xˆ(ρ∗i ) = xˆi (2.4)
where Ii denotes an interval containing ρ∗i but may be small depending on (xˆi, ρ
∗
i ). The expression (2.4) is equivalent to
[∇2P(xˆ)+ ρ∗I] dxˆ
dρ∗
+ xˆ = 0, ρ∗ ∈ Ii ⊂ (0,∞), xˆ(ρ∗i ) = xˆi. (2.5)
When ∇2P(xˆi)+ ρ∗i I is invertible, near (xˆi, ρ∗i ), (2.5) is equivalent to
dxˆ
dρ∗
+ [∇2P(xˆ)+ ρ∗I]−1xˆ = 0, ρ∗ ∈ Ii ⊂ (0,∞),
xˆ(ρ∗i ) = xˆi.
By the classical theory of ordinary differential equation, we can solve the above ordinary differential equation near (xˆi, ρ∗i )
to get the branch xˆi(ρ∗)which is extended in (0,∞)whenever∇2P(xˆi(ρ∗))+ρ∗I is invertible. In what follows, we suppress
the index when focusing on a given branch according to the context.
The dual function [6] with respect to a given branch xˆ(ρ∗) is defined as
Pd(ρ∗) = P(xˆ(ρ∗))+ ρ
∗
2
xˆT (ρ∗)xˆ(ρ∗)− ρ
∗
2
. (2.6)
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Since Pd(ρ∗) is differentiable near ρ∗i ,
dPd(ρ∗)
dρ∗
= dP(xˆ(ρ
∗))
dρ∗
+ 1
2
xˆT (ρ∗)xˆ(ρ∗)+ 1
2
ρ∗
d(xˆT (ρ∗)xˆ(ρ∗))
dρ∗
− 1
2
= ∇P(xˆ(ρ∗))d(xˆ(ρ
∗))
dρ∗
+ 1
2
xˆT (ρ∗)xˆ(ρ∗)+ 1
2
ρ∗
d(xˆT (ρ∗)xˆ(ρ∗))
dρ∗
− 1
2
= −ρ∗xˆT (ρ∗)d(xˆ(ρ
∗))
dρ∗
+ 1
2
xˆT (ρ∗)xˆ(ρ∗)+ 1
2
ρ∗
d(xˆT (ρ∗)xˆ(ρ∗))
dρ∗
− 1
2
= −1
2
ρ∗
d(xˆT (ρ∗)xˆ(ρ∗))
dρ∗
+ 1
2
xˆT (ρ∗)xˆ(ρ∗)+ 1
2
ρ∗
d(xˆT (ρ∗)xˆ(ρ∗))
dρ∗
− 1
2
= 1
2
xˆT (ρ∗)xˆ(ρ∗)− 1
2
. (2.7)
If ρˆ∗ is a local minimizer(maximizer) of Pd(ρ∗), then
1
2
d(xˆT (ρˆ∗)xˆ(ρˆ∗))
dρ∗
= d
2Pd(ρˆ∗)
dρ∗2
≥ 0 (≤0). (2.8)
In what follows, for each branch xˆi(ρ∗), i = 1, 2, . . . , l, define
yi(ρ∗) = xˆTi (ρ∗)xˆi(ρ∗), (2.9)
which is a square of the module of a branch. We see that yi(ρ∗) takes a nonnegative value for a given ρ∗. We also call yi(ρ∗)
a branch corresponding to xˆi(ρ∗). If, for a positive ρ˜∗ 6= ρ∗i , ∇2P(xˆi(ρ˜∗)) + ρ˜∗I is not invertible and for ρ∗ ∈ (ρ∗i , ρ˜∗) or
(ρ˜∗, ρ∗i ),∇2P(xˆi(ρ∗))+ρ∗I is invertible, then there is a positive ρˆ∗ ∈ (ρ∗i , ρ˜∗) or (ρ˜∗, ρ∗i ) such that limρ∗→ρˆ∗ yi(ρ∗) = +∞.
Therefore, in (ρ∗i , ρˆ∗) or (ρˆ∗, ρ
∗
i ), therewill be an intersection of yi(ρ
∗)with the line y = 1. In practice, it will be an invariant
characteristics when usingmathematical duality method for a global optimization. In other words, regardless of the branch,
the local extremal property of dual function is seen by this invariant characteristics.
3. The global minimizer of concave optimization over a sphere
Using the notations described above, in this section, we present two sufficient conditions to get a global minimizer of the
primal problem (P).
Theorem 3.1. If ∇2P(x)+ ρ∗l I > 0 on ‖x‖ ≤ 1, then xˆl is a global minimizer of (1.1).
Proof. Since ∇2P(xˆl)+ ρ∗l I > 0, the branch xˆl(ρ∗) is well defined by (2.5). We have(
dxˆl(ρ∗l )
dρ∗
)T
[∇2P(xˆl)+ ρ∗l I]
dxˆl(ρ∗l )
dρ∗
= −1
2
dyˆl(ρ∗l )
dρ∗
.
Since xˆl(ρ∗l ) 6= 0, ∇2P(xˆl)+ ρ∗l I > 0, and
[∇2P(xˆl)+ ρ∗l I]
dxˆl(ρ∗l )
dρ∗
+ xˆl(ρ∗l ) = 0,
we have
dxˆl(ρ∗l )
dρ∗
6= 0,
therefore
dyˆl(ρ∗l )
dρ∗
< 0.
Since ∇2P(x)+ ρ∗l I > 0 on ‖x‖ ≤ 1, we have for ∀ρ∗ ≥ ρ∗l , ∇2P(x)+ ρ∗I > 0 on ‖x‖ ≤ 1. Since dy(ρ
∗
l )
dρ∗ =
d2Pd(ρ∗l )
dρ∗2 < 0,
y(ρ∗) is decreasing at ρ∗l . Noting that ρ
∗
l is the largest root of (2.1) and ρ
∗ ≥ ρ∗l , we see by classical theory of ordinary
differential equation that the branch xˆl(ρ∗) will continue its extension as ρ∗ → +∞ such that 0 ≤ yl(ρ∗) < 1 (otherwise
there will be a ρ˜ such that yl(ρ∗) → +∞ as ρ∗ → ρ˜ to get a root of (2.1) larger that ρ∗l ). We deduce that dPd(ρ
∗)
dρ∗ < 0
462 J. Zhu et al. / Journal of Computational and Applied Mathematics 224 (2009) 459–464
for ρ∗ ≥ ρ∗l . Thus Pd(ρ∗) decreases as ρ∗ ≥ ρ∗l . By Saddle–Lagrange duality theorem [6] and the definition of Pd(ρ∗l ), we
see that
min‖x‖≤1 P(x) = maxρ∗≥ρ∗l
Pd(ρ∗) = Pd(ρ∗l ) = P(xˆl).  (3.1)
Example 3.1.
p∗ = min P(x) = −0.3x2 − 0.4x (3.2)
s.t. x2 ≤ (1.5)2.
By−0.6x− 0.4+ ρ∗x = 0, we have x(ρ∗) = 0.4(−1+ ρ∗)−1. By 0.16(ρ∗ − 1)2 = 2.25, we get ρ∗1 = 0.33, ρ∗2 = 0.87.
The corresponding x1 = −1.5, x2 = 1.5.
In this example, we have at ρ∗2 = 0.87, for ‖x‖ ≤ 1.5
∇2P(x)+ ρ∗2 I = −0.6+ 0.87 > 0.
By Theorem 3.1, we see that x2 = 1.5 is a global minimizer of the optimization problem.
Remark 3.1. Since P(x) is strictly concave, −P(x) is strictly convex on the unit ball. If xˆ ∈ {x | xT x ≤ 1} such that
∇TP(xˆ) = 0, then xˆ is a global minimum of−P(x) on the unit ball. Because the global minimum of a strictly convex function
is unique, there is at most one point xˆ ∈ {x | xT x ≤ 1} such that ∇TP(xˆ) = 0.
Theorem 3.2. Suppose for i = 1, 2, . . . , l, det[∇2P(xˆi)+ ρ∗i I] 6= 0 and d
2Pd(ρ∗i )
dρ∗2 > 0. Then xˆl is a global minimizer of (1.1).
Proof. By the assumption for i = 1, 2, . . . , l, det[∇2P(xˆi)+ρ∗i I] 6= 0, we see that for each i the branch xˆi(ρ∗) is well defined.
Since
1
2
dyˆi(ρ∗i )
dρ∗
= 1
2
d(xˆTi (ρˆ
∗
i )xˆi(ρˆ
∗
i ))
dρ∗
= d
2Pd(ρˆ∗i )
dρ∗2
.
For each i = 1, 2, . . . , l, we have
dyˆi(ρ∗i )
dρ∗
> 0.
So for each i = 1, 2, . . . ., l, the branch yi(ρ∗) increase when ρ∗ near ρ∗i . By the classical ODE theory, the branch yl(ρ∗)will
have no intersection with the line y = 1 at yi = xˆTi xˆi, i = 1, 2, . . . , l − 1. Otherwise it will violate the uniqueness of the
solution of ODE. Then we see that the branch yl(ρ∗) will keep staying in 0 < y < 1 whenever ρ∗ ∈ (0, ρ∗l ). Similarly, for
i = 1, 2, . . . ., l− 1, the branch function yi(ρ∗)will stay in 0 < y < 1 and when ρ∗ ∈ (0, ρ∗i ), yi(ρ∗) is increasing.
Since there is at most one point xˆ on the unit ball such that ∇P(xˆ) = 0 (see Remark 3.1), there will be eventually a
ρ˜ ∈ [0, ρ∗i ) such that yi(ρ˜) = yl(ρ˜) and in (ρ˜, ρ∗i ],
yl(ρ∗) < yi(ρ∗),
i.e. ρ˜ < ρ∗i and
xˆTl (ρ
∗
l )xˆl(ρ
∗
l ) = 1,
xˆTi (ρ
∗
i )xˆi(ρ
∗
i ) = 1,
xˆTl (ρ˜)xˆl(ρ˜) = xˆTi (ρ˜)xˆi(ρ˜)
and on (ρ˜, ρ∗i ],
xˆTl (ρ
∗)xˆl(ρ∗)− xˆTi (ρ∗)xˆi(ρ∗) < 0.
Then we have
P(xˆl)− P(xˆi) = P(xˆl)− P(x˜)+ P(x˜)− P(xˆi)
=
∫ ρ˜
ρ∗i
∇TP(xˆi(ρ∗)) ˙ˆxi(ρ∗)dρ∗ +
∫ ρ∗l
ρ˜
∇TP(xˆl(ρ∗)) ˙ˆxl(ρ∗)dρ∗
=
∫ ρ˜
ρ∗i
−ρ∗xˆTi (ρ∗) ˙ˆxi(ρ∗)dρ∗ +
∫ ρ∗l
ρ˜
−ρ∗xˆTl (ρ∗) ˙ˆxl(ρ∗)dρ∗
= −
∫ ρ˜
ρ∗i
1
2
ρ∗d[xˆTi (ρ∗)xˆi(ρ∗)] −
∫ ρ∗l
ρ˜
1
2
ρ∗d[xˆTl (ρ∗)xˆl(ρ∗)]
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= 1
2
ρ∗i −
1
2
ρ˜[xˆTi (ρ˜)xˆi(ρ˜)] +
∫ ρ˜
ρ∗i
1
2
[xˆTi (ρ∗)xˆi(ρ∗)]dρ∗ +
1
2
ρ˜[xˆTl (ρ˜)xˆl(ρ˜)] −
1
2
ρ∗l +
∫ ρ∗l
ρ˜
1
2
[xˆTl (ρ∗)xˆl(ρ∗)]dρ∗
= 1
2
ρ∗i −
1
2
ρ∗l +
∫ ρ∗i
ρ˜
1
2
[xˆTl (ρ∗)xˆl(ρ∗)− xˆTi (ρ∗)xˆi(ρ∗)]dρ∗ +
∫ ρ∗l
ρ∗i
1
2
[xˆTl (ρ∗)xˆl(ρ∗)]dρ∗
<
1
2
ρ∗i −
1
2
ρ∗l +
1
2
[ρ∗l − ρ∗i ]
= 0,
noting that on (ρ˜, ρ∗i ],
xˆTl (ρ
∗)xˆl(ρ∗)− xˆTi (ρ∗)xˆi(ρ∗) < 0
and on (ρ∗i , ρ
∗
l ], xˆTl (ρ∗)xˆl(ρ∗) ≤ 1. Thus for each i = 1, 2, . . . , l− 1,
P(xˆi) > P(xˆl).
Since there is no local minimizer other than xˆ1, xˆ2, . . . , xˆl, we deduce that xˆl is a global minimizer. 
Remark 3.2. The above theorem presents a double-min result similar to the Super-Lagrange Duality theorem [6].
Remark 3.3. For each i = 1, 2, . . . , l, we have(
dxˆi(ρ∗i )
dρ∗
)T
[∇2P(xˆi)+ ρ∗i I]
dxˆi(ρ∗i )
dρ∗
= −1
2
dyˆi(ρ∗i )
dρ∗
.
Noting that for each i = 1, 2, . . . , l, xˆi(ρ∗i ) 6= 0, and
[∇2P(xˆi)+ ρ∗i I]
dxˆi(ρ∗i )
dρ∗
+ xˆi(ρ∗i ) = 0,
if ∇2P(xˆi)+ ρ∗i I < 0, we have for each i = 1, 2, . . . , l, dxˆi(ρ
∗
l )
dρ∗ 6= 0, and
dyˆi(ρ∗i )
dρ∗
> 0.
But it is in general not true for the converse.
Example 3.2.
p∗ = min P(x) = −x4 − x2 + x (3.3)
s.t. x2 ≤ 1.
Since∇2P(x) = −12x2−2 < 0 on [−1, 1], P(x) is strictly concave on [−1, 1]. Solving−4x3−2x+1+ρ∗x = 0, x2 = 1,
we have xˆ(ρ∗) = 16−ρˆ . Since xˆ2(ρ∗) = 1(6−ρˆ)2 = 1, we get ρ∗1 = 5, ρ∗2 = 7. The associate feasible points xˆ1 = 1, xˆ2 = −1.
In this example, when x1 = 1, x2 = −1, we have ∇2P(x1) + 5 = −12x12 − 2 + 5 = −12 − 2 + 5 < 0,∇2P(x2) + 7 =
−12x22 − 2+ 7 < 0. We may verify that they are all local minimizers of Pd as follows. First of all, we have
−4x4(ρ∗)− 2x2(ρ∗)+ x(ρ∗)+ ρ∗x2(ρ∗) = 0
−16x3(ρ∗)dx(ρ
∗)
dρ∗
+ dx(ρ
∗)
dρ∗
+ x2(ρ∗)+ (ρ∗ − 2)d[x
2(ρ∗)]
dρ∗
= 0.
At ρ∗1 = 5, xˆ1 = 1, we have
−16dx(ρ
∗)
dρ∗
+ dx(ρ
∗)
dρ∗
+ 1+ 3d[x
2(ρ∗)]
dρ∗
= 0
−15dx(ρ
∗)
dρ∗
+ 1+ 3d[x
2(ρ∗)]
dρ∗
= 0
−15dx(ρ
∗)
dρ∗
+ 1+ 6x(ρ∗)d[x(ρ
∗)]
dρ∗
= 0
(−15+ 6)dx(ρ
∗)
dρ∗
= −1
d[x2(ρ∗)]
dρ∗
= 2x(ρ∗)d[x(ρ
∗)]
dρ∗
= 2
9
> 0.
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So ρ∗1 is a local minimizer of Pd. Similarly, at ρ
∗
2 = 7, xˆ2 = −1, we have
16
dx(ρ∗)
dρ∗
+ dx(ρ
∗)
dρ∗
+ 1+ 5d[x
2(ρ∗)]
dρ∗
= 0
= 17dx(ρ
∗)
dρ∗
+ 1+ 5d[x
2(ρ∗)]
dρ∗
= 0
= 17dx(ρ
∗)
dρ∗
+ 1+ 10x(ρ∗)d[x(ρ
∗)]
dρ∗
= 0
(17+ 10)dx(ρ
∗)
dρ∗
= −1
d[x2(ρ∗)]
dρ∗
= 2x(ρ∗)d[x(ρ
∗)]
dρ∗
= −2−27 > 0.
Thus, ρ∗2 is a local minimizer of Pd. Since ρ
∗
2 > ρ
∗
1 and x2 = −1 is associated with ρ∗2 . By Theorem 3.2, we see that x2 = −1
is a global minimizer of the optimization problem.
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