This paper provides an orthogonality test for the single index assumption that is commonly employed in semiparametric models. It is proved that both "regular" and bias-corrected forms of the test statistic follows 2 distribution in large samples under the null hypothesis of a single index. In a monte-carlo study, the bias correction results in a test statistic with size and power properties that are good and typically better than those for the uncorrected form of the test-statistic.
Here v(X; 0 ) is a known, scalar parametric function that depends on the vector X and the unknown parameter vector 0 . Notice that v; termed the index, aggregates the information in X (possibly of high dimension). The …rst objective of this paper is to develop a test of this assumption, derive its asymptotic properties, and examine its …nite sample properties. In developing this test statistic, we will introduce a conditional re-centering mechanism for bias control. We …nd below that this device signi…cantly improves the performance of the test statistic. Second, as the test statistic depends on estimated parameters, we explore several variants of an SLS estimator and base the test statistic on the one that performs best in monte-carlo experiments. As elaborated on below, this estimator employs the trimming mechanism in Klein and Spady (1993) so as to exploit a property due to Whitney Newey concerning the derivative of a nonparametric expectation with respect to index parameters. Namely, when conditioned on the true index, the expectation of this derivative is zero.
To motivate the proposed test, note that if the single index assumption is imposed incorrectly, the resulting estimator is typically inconsistent. For example, consider the binary response model under index heteroscedasticity.
where " i is independent of X i : If the above model is estimated as a single (as opposed to a double) index model, the estimated conditional expectation of interest will be inconsistent. It may also be the case that the model does not admit any index representation. For example, consider a general linear model:
where the G-functions are not speci…ed. As above, the estimator for the conditional expectations of interest is not consistent (K > 1) under a single index assumption.
Given the importance and wide use of the single index assumption, the purpose of this paper is to formulate a test for it. There have been papers in the literature on testing parametric against semiparametric models (e.g. Härdle, Mammen and Müller (1998) , Hardle, Spokoiny and Sperlich (1997) , Horowitz and Hardle(1994) ). Related tests of parametric models are given by Newey's (1985) paper on conditional moment tests and Bieren(1990) conditional moment test. This paper di¤ers from those above in that it formulates a test for a main assumption in semiparametric models. We note that in a likelihood context with a parametric null hypothesis, Newey develops conditional moment tests that have optimal local power properties. It may be possible to extend these results to the present context, but this extension is beyond the scope of the current paper.
There have been some papers which focus on testing single index restrictions. Escanciano and Song (2007) provide a test focusing on average marginal e¤ects and show that it has a minimax property. Wang and Andrews (1993) provide high level conditions for testing moment restrictions. Our paper di¤ers from these in that we provide primitive conditions for a conditional moment test and for the estimator on which it is based. Tripathi and Kitimura (2001) employ an empirical likelihood approach for testing moment conditions of the form: E [G(z; )jX] = 0: With G a known function and X continuous, they establish an optimality property for their test. For the test proposed below, we do not establish an asymptotic property, but allow the function G to be unknown as it corresponds to G = Y -E(YjV), where V is an index and the conditional expectation function E(YjV) is unknown. Further, for testing the single index restrictions, we examine G being orthogonal to unknown functions of X, where X may be continuous or discrete.
The remainder of this paper is organized as follows. Section 2 motivates the form of the orthogonality conditions upon which the test statistic is based and discusses the nature of the bias correction that is made. Section 3 de…nes the estimators that we examine, one of which will be employed in implementing the test. Section 4 contains assumptions and asymptotic results. Here, we will also outline the basic proof strategy, with the Appendix containing all formal and complete proofs . In section 5 we carry out two Monte Carlo studies, the …rst of which evaluates the performance of the estimators. We …nd that a bias corrected estimator based on regular kernels performs the best and is therefore employed to construct the test statistics. The second study examines several variants of the test statistic and shows that the bias-corrected form of the test statistic has good size and power properties.
Orthogonality Conditions
With V i as the index, a direct test of the single index assumption could be based on a measure of the distance between E (Y i jX i ) and E (Y i jV i ) : However, it is di¢ cult to obtain "reasonable" estimates of the expectation E (Y i jX i ) when the dimension of X is high. Alternatively, under a single index assumption, all functions of X will be uncorrelated with the "error":
To motivate the form of the selected class of functions F above, let X ik be the kth exogenous variable and a ok a true parameter value, k = 1,...,K. Then, with unknown functions G k , consider the general linear model:
If the G-functions were known, consistent estimates of the unknown parameter values would require the orthogonality conditions:
Notice that if the X k were mutually independent of each other, then E (Y i jX ik ) would be a linear transform of G k (X ik ) : In this case, with unknown G-functions, a natural test of the single index assumption against the above generalized model would be based on the orthogonality conditions:
In the next section, we will formulate a bias-corrected test based on these conditions. We …nd that this test performs well in terms of both size and power over a wide range of designs including, but not restricted to, the general linear model. In the remainder of this section, we make a few additional motivating observations. First, referring to E (Y i jX ik ) as a weight function, this type of weighting avoids a degeneracy problem encountered if the weight function were to depend solely on the index. Second, when the null model does not hold, the form of the weighting function will depend on the form of the alternative model, which would seem to be desirable.
As a third observation, consider using a joint conditional expectation as a weight function:
Consequently, this "full" orthogonality condition holds if and only if E (Y i jX i ) = E (Y i jV i ). However, as stated earlier, it is di¢ cult to obtain reasonable estimates of the full conditional expectation of Y when the dimension of X is large. By employing a "marginalized" version of the full condition in (1) above, this dimensionality problem does not arise.
Test Statistics and Estimators

Test Statistics
The vector of orthogonality conditions depends on nonparametric expectations whose denominators depend on the density of the index and on the marginal density of the k th explanatory variable. Denoting^ iv and^ ik as trimming functions that control for these density denominators being small, a natural sample analogue of the k th orthogonality condition above would be:
Alternatively, de…ne the conditionally "re-centered" statistic:
As will become apparent below, in a U-statistic projection argument, such re-centering provides an important bias control that signi…cantly improves the size and power properties of the proposed test.
The form of the test now readily follows. LetT andT be vectors with respective k th elementsT k andT k : Below, we show that under the null hypothesis of a single index, these normalized vectors have the same multivariate normal distribution. A natural test is then based on a quadratic form inT orT , both of which are considered below.
The Estimators
We consider estimators that are all variants of the SLS estimator proposed by Ichimura (1993) 
To de…neM i ( ), a non-parametric conditional expectation estimator, let v i X i and let K be a density function symmetric about zero ("regular" kernel). With jN as either Ichimura's (1993) "inside" trimming function or always 1, de…ne:
When jN is an "inside" trimming function employed for bias control (Ichimura, 1993) , we refer to the resulting estimator as SLS-IT. When K is a twicing (higher-order) kernel 1 and jN = 1, we will refer to the resulting estimator as SLS-TW.
To motivate an alternative SLS estimator, let K be a regular kernel and set jN = 1. If the estimator is consistent and the Hessian converges to a …xed matrix, then normality follows if the gradient is normal. The gradient toQ ( ) is given as:
1 We employ the following twicing kernel:
See Newey (2004) for a general discussion of twicing kernels.
Using regular kernels, it will be shown that the above terms simplify to:
Note that p NĜ a has the characterization for which a standard central limit theorem applies.
For p NĜ b , it is important that it has expectation converging to zero. Noting that f i only depends on the i th observation through v i , from conditional independence:
Under bias-reducing (higher order) kernels, the …rst expectation is p N O(h 4 ). Hence the result will easily follow for h = O(N r ); r > 1=8: Alternatively with E (Y jX) F (X 0 ), Whitney Newey has shown (see Klein (1993) and Klein and Sherman (2002) ):
Therefore E(w i jv i ) = 0, which provides the desired bias control if the trimming function depends on the true index.
To implement the above bias control, trim on the basis of x and obtain a …rst-stage estimator^ 1 (which is not p N convergent):
The second stage estimator is obtained by trimming on the basis of the estimated …rst-stage index:
Here, the estimated conditional expectation is de…ned di¤erently from that in the …rst stage. The issue here is that while index trimming facilitates the analysis of the gradient (evaluated at true parameter values), it poses problems for the consistency argument. As consistency is based on uniform convergence, densities must be evaluated at arbitrary values. In such cases, index trimming (at the true parameter values or at consistent estimates) a¤ords no protection against small density denominators. To resolve this problem, the conditional expectation is adjusted in a manner similar to Klein and Spady(1993) , namely:
Below, we assume that g only tends to zero at its support boundaries. Accordingly, we need to control the rate at which the denominator of the above expectation tends to zero. Let v( ) be the index evaluated at an arbitrary value. Then, as de…ned below,^ i is a function that converges rapidly to zero when v ( ) "near" its support boundaries and to one otherwise. The h a term then controls how fast the denominator can approach zero Notice that, this adjustment mechanism holds for all ; and not only at 0 : Below, we prove that this estimator is asymptotically normal (using mainly lemmas employed for the test-statistic). In a monte-carlo study, we …nd that this SLS estimator has a smaller mean-squared error than the others and is therefore the estimator upon which the test statistic is based. We will refer to each of the two stages above as S1SLS and S2SLS respectively.
For all of the estimators above it is possible to make a "second-order" bias-correction under which the estimator behaves as if there had been no under-smoothing. For example, for S2SLS above we set h = O(N r ); r (1=8; 1=6) : With^ 2 as this estimator, letÊ i be an estimated conditional expectation with optimal point-wise window parameter: r = 1=5. Then, de…ne a corrected estimator as:^ 2c ^ 2 +Ĉ;
, it can be shown that:
To interpret^ 2c , neglect c and note that the corrected estimator behaves as an estimator with a window for the estimated expectation that di¤ers from that for other kernel components and that is optimal. In designs where the bias in the estimator is small, we …nd below that this correction makes little di¤erence. However, in those designs for which the bias is much larger, the above correction signi…cantly reduces both the bias and the mean-squared error of the estimator.
Assumptions, De…nitions, and Results
To obtain the above results, we require standard assumptions on the data generating process, smoothness conditions on unknown densities, and given sets over which densities are positive. Assume:
where X 1i is continuous and 0 is in the interior of a compact parameter space, :
(A3) Estimator Characterization. Under the null hypothesis, with A o positive de…nite, the estimator for satis…es:
(A4) Continuous Variable Density. With X k as any of the continuous Xvariables, denote g k ( jy) as its density conditioned on Y = y. Denote r d g k (tjy) as the d th partial derivative with respect to t, with
,assume for c > 0 and …nite:
(A5) Index Density.
(A6) Tail Condition. With g y as the density for the dependent variable, Y, assume that there exists T such that for t > T and d > 4:
The above assumptions are somewhat standard in the literature. Namely, the model must include a continuous variable (A2) and densities for continuous variables and the index must be su¢ ciently smooth, as implied by (A4-5). Notice that (A4-5) also speci…es when density denominators become zero, which facilitate the trimming strategy. To establish uniform convergence results for estimated expectations, we require a tail condition on the density for the dependent variable, Y. While this assumption can be made in terms of the number of …nite moments for Y, here we directly assume in (A6) that the density has tails that are no thinner than those for a t-distribution with d > 4 . Additional window conditions will be required and are stated directly in the Theorems for which they are needed. To de…ne the estimators and test-statistics, we will also require the de…nitions below.
(D1) Indicator X-Trimming. For the kth continuous exogenous variable, let
otherwise, whereâ k andb k are respectively lower and upper sample quantiles for X k : (D2) Indicator Index-Trimming. WithV as the estimated index, let
whereâ v andb v are respectively lower and upper sample quantiles forV .
(D3) Smoothed Trimming. De…ne :
as a smoothed approximation to an indicator on z > :
, the estimated conditional expectation with window parameter r is denoted asÊ i Ê (Y jZ = z i ) and is given by:
The expectation is referred to as being: a) regular (E) if^ j = 1,Â i = 0, and K is a regular kernel. b) twicing if^ j = 1,Â i = 0, and K is a (normal) twicing kernel. c) based on smoothed inside trimming ifÂ i = 0, K is a regular kernel, and
, K is regular, and with^ as a lower sample quantile (e.g. 0.01) ofĝ (z i ) ; i = 1; :::; N:
Employing these assumptions and de…nitions, below we provide the main asymptotic results and outline the proof strategy. The Appendix contains detailed proofs. Beginning with the estimator, Theorem 1 below establishes consistency at both stages.
Theorem 1: (Estimator Consistency).
With d = 4 given in (A6), set d= (1 d) : Denote^ 1 and^ 2 as the …rst and second stage estimators respectively and assume (A1-6). Base the …rst-stage estimator on a regular expectation (D5) with window r 1 :
Base the second-stage estimator on an adjusted expectation (D5) with adjustment parameter < 1 and window r 2 :
Then:
The normality arguments are very similar for the estimator gradient and for the moment conditions underlying the test statistic.
After providing these results in Theorems 2-3 below, we will outline the common structure of the argument.
Theorem 2: (Estimator: Asymptotic Linearity and Normality). Assume (A1 -6) and base the second stage estimator,^ 2 ; on an adjusted expectation (D5) with adjustment and window parameters as given in Theorem 1. Letting
where the …rst two expectations are regular with window parameter r : 1=6 < r < 1=4 and the third is twicing with window parameter r T : 1=8 < r T < 1=6: De…ne:
where the above expectation is a regular with window parameter r : 1=6 < r < r < 1=4 . DenoteT andT as the un-centered and centered moments with respective k
; under the null hypothesis of a single index:
where with S k as the k th element of S:
To outline the proof for Theorems 2b and 3a (other parts follow directly), it is convenient to introduce the sample mean notation:
The gradient for the estimation problem and the moment conditions underlying the test statistics have the structure:
where^ is an estimated weight with limiting value : For the …rst component above, a mean-squared convergence argument is employed in the appendix together with a result from Pakes and Pollard (1989) to show that :
For the second component, withM =f =ĝ , in the appendix it is shown that it is
As a U-statistic, this last term can be analyzed by conventional projection arguments. Provided that its expectation tends to zero, this term vanishes for the estimator and the centered test-statistic. For the uncentered test-statistic, it contributes precisely the term that makes it asymptotically close to the centered form. As discussed in section 3.2, the above expression will have expectation tending to zero if appropriate higher kernels are employed or when the trimming function, ; depends only on the index and E( jv) = 0: For both the estimator and the centered test-statistic, regular kernels can be employed as this last condition holds.
Monte Carlo Designs and Results
In this section Monte Carlo experiments are used to investigate di¤erent estimators and test variants. First, we use Monte Carlo experiment to choose an estimator for our tests. The estimators examined here are de…ned in Section 3.2. Our Monte Carlo study shows that the two-stage normal kernel estimator with bias correction has the smallest root mean-square error (RMSE). Therefore, we choose this estimator to study the empirical size and power of di¤erent variants of the test statistic.
In evaluating the test statistics, we will examine both bias-corrected and regular forms of the test statistics as de…ned in Section 3.1. Both test statistics depend on an estimated covariance matrix, and we provide results for two di¤erent estimates. With S de…ned as in Theorem 3, the covariance matrix is given by = E(SS 0 ); which may be estimated by a sample analogue. Alternatively, taking an iterated expectation and conditioning on X, write:
It can be shown that the inner expectation depends on the variance of Y conditioned on the index. If this conditional variance is known to be constant, as it is in three of the designs below, then it can be factored out of the above expectation and directly estimated as an average of squared residuals. We will use the terms KCV (Known constant conditional variance) and UCV (unknown conditional variance) to refer to these two covariance matrix estimates. Test statistics will be computed and compared under these two covariance matrix estimators.
Designs
All of the designs have single index structures under the null hypothesis. For each design, the alternative does not satisfy a single index assumption. Under the alternative, the …rst design is a general linear model with no index structure; the second design is a double index model with continuous dependent variables; the third design is a binary response model with index heteroscedasticity; the last design is a double index model with discrete dependent variables. In all the designs, we normalize such that E(Y i jX i ) has standard deviation 2 under the null and alternative models. In the …rst (general linear model) design, under the null hypothesis we generate data by:
where the X's~ 2 (1) and "~N (0; 1): Under the alternative, which has no index structure:
In the second (basic) design, we use the following data generating method for the null hypothesis:
where the X's~ 2 (1) and "~N (0; 1): Under the alternative:
The third design is a binary response design. With " i being i.i.d. N(0,1), under the null of a single index model:
Unlike the previous two designs, here the two X's are correlated. In particular, the X's are both linear combinations of the same 2 variable and di¤erent normal shocks. The alternative model introduces heteroscedasticity, with M 1i " i replacing " i above and with M 1i _ p 1 + (X 1i X 2i ) 2 . We normalize M 0i and M 0i =M 1i so that they have expectation zero and standard deviation 2. This design is the only one that does not have a constant conditional variance.
Since discrete independent variables are very common in practice , the last has a discrete regressor. The structure of the null and alternative are the same as in the basic design, however, here X 2i is a binary variable.
For all four designs, the sample size we use is n=1000, and the number of Monte Carlo replications is 1000. We provide results for theoretical sizes of 0.05 and 0.10.
Monte-Carlo Results and Conclusions
The …rst step is to use Monte Carlo study to choose an estimator. The estimators studied are SLS-TW, SLS-IT, S1SLS and S2SLS as de…ned in Section 3.2; and for each SLS variant there are two versions: "second-order" bias adjusted or not, the ones that are bias adjusted have an extra "C" in front, namely CSLS-TW, CSLS-IT, CS1SLS and CS2SLS. Among the unadjusted estimators, in the general linear model and basic designs, S2SLS has an RMSE that is 18-32% lower than that of other estimators. The reduction in RMSE is smaller (8%) in the binary response case and close to zero in the discrete regressor design reported here. This last …nding is design dependent and does not hold for other discrete designs.
2
In terms of RMSE, Bias adjusted estimators are quite close to uncorrected ones in all the designs except in the discrete regressor case, where it reduced RMSE by about 16% by cutting the bias in half.
3 Essentially, the bias correction makes little di¤erence when the bias in the uncorrected estimator is very small, but can have a large impact when this bias is large. Hence our conclusion would be that the bias corrected two-stage normal kernel estimator with bias reducing structure is the best choice. Detailed results can be found in Table 1 Estimation Results. Note that with exception of the discrete regressor design, in all the other designs the twicing kernel design are not reported because there are severe outliers resulting misleading bias and variance values.
After the CS2SLS estimator is chosen, we compare all the variants of test statistics we mentioned in our Monte Carlo study, involving known or unknown conditional variance (KCV or UCV) and di¤erent bias reducing mechanisms. The bias reducing mechanisms we employ are Twicing kernel (TW), Regular Kernel using a window r > 1 4 (BRR); and Recentering. We investigate the empirical size, power and adjusted power, which is the empirical power using bootstrap critical value adjusting the empirical size to be equal to the theoretical size. For reasons discussed below, our Monte Carlo results recommend the centered BRR as the best among all those variants. In addition, in all cases where the conditional variance is constant, it is better to impose this information.
In comparing di¤erent variants of the test statistic, note …rst that the recentered test statistics perform much better than uncentered ones in that the empirical sizes are much closer to theoretical value and power is also better. The uncentered test statistics in all the designs have highly in ‡ated empirical sizes. For example, turn to the general linear model design. The recentered KCV BRR gives empirical sizes of 0.049 and 0.097 for 5% and 10% theoretical sizes; while the uncentered version gives 0.153 and 0.231 respectively. The recentered test also has better power properties. Similar results occur for the other designs.
Second, we compare results that depend on whether or not a known constant conditional variance (KCV) assumption is correctly imposed in estimating the covariance matrix. In all three designs where this assumption holds, the performance of the test statistic is improved. The sizes are reasonable and similar, but the power of KCV is higher than UCV. For example, in the basic design, the power of the UCV version 2 Speci…cally, we interchanged quadratic and cubic components so that the conditional mean function was cubic under the null. For this case, we found that the gain is substantial as is shown in the detailed As for kernel selection, the results are quite close to one another. However, BRR is the most stable over designs. For the discrete regressor design, the recentered KCV with BRR gives empirical sizes of 0.053 and 0.089 for 5% and 10% theoretical sizes; while the corresponding ones for simple expectation are 0.22 and 0.353; twicing kernel yields 0.177 and 0.282. The power is also slightly better than the other two. The di¤erence among them in other designs is often small. For example in the general linear model design our recentered KCV under BRR gives size power combinations of (0.049, 0.817) and (0.097,0.872) for 5% and 10% theoretical sizes; while corresponding expectation by index gives (0.045,0.85) and (0.089, 0.889); twicing provides (0.045, 0.806) and (0.088, 0.863).
As a conclusion, the recentered test statistic using BRR stands out among all the variations we tried. It performs well under all four designs. Furthermore, when it is known that the conditional variance is constant, such information should be imposed.
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Main Results
Proof of Theorem 1. (Consistency:^ 2 ). We provide the proof for the second stage estimator, with the argument for the …rst-stage estimator being similar but shorter as it is based on a regular expectation. De…ne:
, from Cauchy's inequality and Lemma 5:
With a similar argument holding for S and T,Q ( ) converges uniformly in to Q( ) in probability. From standard arguments, Q( ) converges uniformly to E[Q ( )] in probability. Therefore:
is uniquely maximized at 0 ; which completes the proof.
Proof of Theorem 2. (Asymptotic Normality:^ 2 ). We provide the proof for the asymptotic linear characterization in (b); other results are similarly obtained or follow directly.
WithĤ ( ) r 0Q ( ) andĜ ( ) r 0Q ( ), from a Taylor series expansion:
For the Hessian, with H( ) r 0 Q ( ):
From Lemma 5, the …rst term converges in probability to 0. From standard arguments, the second term also converges in probability to zero. Therefore, as
For the gradient, withŵ r M :
From Lemma 9, 
ForĜ B ; from Lemma 9:
Next, noting thatM i f i =ĝ i and employing Lemma 10:
From a standard symmetrization argument:
Note that E(U N ) = 0; because with
where the last result follows since E(w i jv i ) = 0: Since U N is a centered U-statistic with E(
, then (see Ser ‡ing(1980) and Powell, Stock and Stoker(1989) 
; it may be shown that Var(T 1 ) ! 0: It follows that T 1 = o p (1) : The T 2 -term vanishes because with r ij (Y i k ij M j k ij ) j =g and the result that E (w j jV j ) = 0 :
Asymptotic normality now follows from a standard central limit theorem.
Proof of Theorem 3. (Test Statistic: Asymptotic Null-Distribution) Below we provide the proof for part (a) which characterizes the k th centered moment underlying the test statistic. Parts (b-c) of the theorem are either immediate or have arguments similar to (a). De…ne:
From a Taylor series expansion, Theorem 2, and Lemma 3:
where:
Analogous to the proof of Theorem 2, we show that
, where:
ioE Convergence in probability to zero then follows for the …rst component from Lemma 7 and for the second component from Lemma 8. ForT Bk , from lemmas 9 -10, p NT B = o p (1) by an argument similar to that forĜ B in Theorem 2. Hence:
6.2 Intermediate Lemmas:
Convergence Rates
The proof of the following Lemma is due to Bhatacharaya (1967) and relies on an exponential bound due to Hoe¤ding (1963) . A version of the proof is also contained in Klein (1993) . 
Then, for and t in compact sets, m as the vector with i th element m i ; and > 0 :
Lemma 2. Assume:
where s + t < 6. Then, with h = O(N r ); r < 1=6:
Proof. The proof follows directly from Cauchy's inequality:
DbbE
Lemma 3. (Convergence Rates) For V a continuous random variable with density g v , let r d (g v ) be the d th partial derivative of g with respect to ; r 0 (ĝ v ) ĝ v : Let (t; ) refer to eitherĝ v (t; v) orf v (t; v) and let (t; ) refer to the corresponding true functions, g v or f v . Then, for in a compact set and t in a compact subset of the support of v, the following rates hold for d = 0,1,2:
Proof. As the proof is standard [ e.g. see Klein (1993) ], we outline it below. When (t; ) = g and d = 1. The variance calculation in (a) is immediate 4 . For the bias calculation (b), write E r 1 (ĝ (t; )) as:
The result now follows from a standard Taylor expansion in h, with t restricted to be away from the support boundary for v.
The test statistic depends on the marginal expectation of Y conditioned separately on each variable in the index. For a discrete variable Z, E(Y jZ = t) can be estimated as the sample mean of Y for those observations at the support point or by using the same kernel representation employed for continuous random variables. Delgado and Mora (1995) provide a similar result using the nearest neighbor estimator. As the argument for kernels is very short, we provide it below.
Lemma 4. (Discrete Regressors). Let Z be a discrete random variable with support points t k : P r (Z = t k ) > 0: With t as one of these points, de…ne the sample mean:
4 The estimator has the form:
With the bias term vanishing faster than the second moment term, the order of the variance is given by:
h 4 N Letting z = (w t) =h; a factor of h disappears in the Jacobian; the result follows.
where N(t) is the number of sample observations for which the random variable Z = t: Assuming E jY j j is bounded,and thatÊ is a regular expectation with window parameter r > 0 (D5), then:
Proof. With f g as an indicator on the indicated set, by de…nitionÊ(Y jZ = t) is given as:
For jt Z j j > c; a …xed positive and …nite constant,
For the normal-kernel case, this term vanishes at an exponential rate. The result follows by taking expectations of both sides.
To establish consistency for the estimator, we require the relative convergence results below.
Lemma 5. (Adjusted Expectations). Recalling that X is bounded and that lies in a compact set, assume that E E(Y jV ) is bounded, where V is the index. From the tail condition (A6) Y has tails thinner than a t-distribution with d = 4 degrees of freedom. De…ne d= (d 1) and let "; > 0 . Recalling the adjustment parameter a in (D5-d), letÊ A be an adjusted expectation with adjustment parameter a : 0 < a < 1=2 and window parameter r :
Then, with r k as the partial derivative operator as de…ned above and recalling the de…nition ofĝ (t) :
From (D5-d), recall thatÊ A f (x ; ) =ĝ (x ; ) : Assume that r k E and r k g are O(1); k = 0; 1; 2: From (D5-d), recall thatÊ A f (x ; ) =ĝ (x ; ) : Let the window parameter satisfy:
Then, for in an o p (1) neighborhood of 0 k = 0; 1; 2; and for = r
(2) : sup
Proof. For (1), since f(t)/g(t) is by assumption bounded, it su¢ ces to show T f , T g = o p (1) :
For T f (the proof for T g is similar):
Each of these terms is examined below.
A: Relative Convergence to Expectation
With b > 0, let b j 1 if jY j j < h b and 0 otherwise. Following a strategy employed Ichimura (1993) , consider separately bounded and unbounded regions for Y j : Letting
Recall thatĝ (t) ĝ (t) + h a^ ; where^ is a smoothed indicator that depends on lower and upper sample quantiles for v denoted byq a andq b : With q a and q b as the corresponding population quantiles, let A fg : q a < t < q b g be a …xed subset of the support for v that contains A ft : q a < t < q b g : De…ne (t) as the indicator on A ; then letting
The proof for (2) can be based on a similar argument. Alternatively, we can exploit trimming to establish uniformity in an o p (1) neighborhood of 0 :To outline the argument for one of the terms in (2) , write:
Denote jcj as the vector with i th element jc i j : Then, with^ jXj ^ and with as the indicator on: X s.t.â ^ < X <b +^ ; is bounded above by:
The proof for the …rst term is similar but simpler to that in (1) becauseĝ is uniformly close to g and in large samples g is bounded away from 0. The argument for the second term follows from Lemma 3b with minor modi…cations.
The following lemma provides a result that is useful for the re-centered test-statistic.
Assume that this expectation is regular (D5) with window parameter r I : 1=6 < r I < 1=4: Consider the estimated "outer" expectationÊ o (M jV ) and assume that it is regular with outer window r o < r I : Then:
Proof. By de…nition, with j M jk M jk , 1 + 2 ; where:
Therefore;for 2 , which converges in probability to 0 slower than 1 :
It su¢ ces to show that E ( 2 ) = o N 1=2 . From above: 
The …rst inner expectation is uniformly O[max(hI 4 ; 1= (N h I )] while the second inner expectation is uniformly O(1). Therefore, with h e = O(N re ); h = O(N r ); and r e < r :
Both the gradient and the moment conditions for the test statistic can be written as the sum of two components, each of which depends on estimated weights. The next two subsections show that in each of these components the weights may be taken as known.
Estimated Weights: [Y E (Y jv)]ŵ
One of the components of the test-statistic and of the gradient for the estimator depends on a weighted distance between the dependent variable and its expectation conditioned on an index. The following lemmas simplify this component.
whereÊ A is an adjusted expectation (D5) with window parameter r : 1=8 < r < 1=4:
The expectationÊ is regular with window parameter r k = r:
Proof. We provide the proof forŵ i r Ê A (Y i jV i ) ; as the proof for the other weight is similar. Considerŵ i r Ê (Y i jV i ) ; whereÊ is regular with window parameter r. Since:
we need to establish convergence in probability to 0 for
Recalling from (D5) that for regular expectations: ŵ i w i = r f i =ĝ i r (f i =g i ; ) ; this di¤erential can be written as a sum of similar terms, one of which is given as r f i =ĝ r f i =g i = h g i r f i r f r f (ĝ i g i )
With similar arguments holding for the other terms, we analyze the …rst term. With i r f i r f i ; this term is given as:
Employing a mean-square convergence argument, E (D 1 ) 2 = S + C :
Taking an iterated expectation, S tends to zero. For C, write:
where i and j do not depend on Y i or on Y j: Then:
With the exception of one weight component in the re-centered moment conditions, the lemma above will be applied to simplify both the gradient for the estimator and the moment conditions. The complication, which is due to the re-centering, is covered by Lemma 8 below.
Lemma 8. Referring to Lemma 6, let M ik E (Y i jX ik ) andM ik kÊI (Y i jX ik ) : LetÊ I andÊ o be regular non-parametric expectations with respective windows r I and r o satisfying the restrictions in Lemma 6. Then:
Employing the same arguments as in the proof to Theorem 2 and Lemma 4.21 of Pakes and Pollard(1989) , take the trimming function as known and write = 1 + 2 + o p (1);
E From Lemma 7, 1 p ! 0: For the second term, the convergence rate in the expectation di¤erential is not su¢ cient in itself to establish the desired result. Accordingly, in what follows we show that 2 simpli…es to a term whose expected square converges to zero.
To simplify 2 ; substitute from the de…nitions in the statement of the lemma to obtain:
With 0 2 de…ned by replacingĝ i with g i in 2 , it can be shown that 2 = 0 2 + o p (1): By de…nition:
It can also be shown that:
Writing 00 2 for the expression above: To complete the argument, we show that E ( 00 ) 2 = o(1). Squaring 00 2 and noting that h 2 I > h 2 o , the expectation of the cross-product terms is:
In T r ; for each j, there are O(1) terms that depend on Y r or on Y s : Therefore, there are O(N ) such terms obtained by summing over j. Similarly, there are O(N ) such terms in T s : Except for these O(N 2 ) terms, all others vanish in expectation. Therefore:
For h I = O(N p ); p < 1=4; the above expectation vanishes. The argument for the squared terms in 00 2 is similar.
Estimated Weights:
This weighted component appears in both the test-statistic and the gradient for the estimator. The lemmas below show that it is close in probability to a simpli…ed term. ; then, withŵ as :
Proof. The arguments for (a), (b), and (c) are similar. Forŵ in (c), write:
For the …rst term, the result follows from Lemmas 2 and 3. The argument for the second term is similar (see the section of the proof of Theorem 2 relating to indicators).
Lemma 10. (A Linear Characterization) Under the same window condition as in Lemma 9 and withM as the vector with i th elementM i f i =ĝ i :
Proof. The proof follows from Lemmas 2 and 3.
