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LPV Modeling of Guided Projectiles for Terminal Guidance
Spilios Theodoulis, Yannick Morel, Philippe Wernert and Anthony Tzes
Abstract— This article presents a detailed study concerning
the equilibrium analysis and the linear parameter-varying
(LPV) modeling of the six degrees-of-freedom (6DoF) nonlinear
model of a fin-guided, gun-launched projectile. The equilibrium
manifold of the system is obtained through a minimal vector
of parameters characterizing its flight envelope and a maneu-
verability analysis involving the attainable vertical acceleration
is presented. In the following, an analytic linear parameter
varying model of the airframe yaw/pitch axes is derived and
several issues concerning its scope and internal structure are
discussed. Finally, an application of these results on a single
trajectory point is performed and the resulting linear time-
invariant (LTI) model is analyzed in terms of pole/zero location
and internal stability.
I. INTRODUCTION
The field of flight control of guided missiles and munitions
has been of considerable interest in the last years due to in-
creasing operational demands such as increased hit precision
and reduced cost or complexity of the components on board.
This domain has been also the testbench of several advanced
robust or adaptive control schemes for autopilot design based
on modern H∞ control theory and its extensions to linear
parameter-varying (LPV) systems as in [7], [1], [9].
The benefit of a valid LPV model of an airframe is thus
evident since such a model is the basis of any control scheme
based on well understood linear control theory tools that
can potentially treat several issues concerning a feedback
loop like performance (tracking speed, overshoot, precision)
and robustness (robustness margins, modeling uncertainty,
external perturbations or component noise).
A linearization (or quasi-linearization) of a nonlinear
system involves either a transformation of the nonlinear
dynamics through a change of variables, thus hiding the non-
linear terms, or a linearization around a family of equilibrium
points thus yielding a family of linear models whose state
space matrices are in general time or parameter-varying.
The latter is done through a number of internal or external
variables that parameterize the equilibrium manifold of the
system (e.g. these parameters could be the airspeed or the
altitude of an airframe). The variables involved define the
so-called scheduling vector and the resulting system flight
envelope. An adaptive gain-scheduled control scheme is a
common practice for the control of these systems updating
the controller structure following the scheduling vector mi-
gration inside the system’s operating domain.
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Existing work on LPV modeling & analysis of gun-
launched fin-steered projectiles is practically non-existent or
very primitive since this type of systems is relatively new,
given the fact that projectiles were more or less launched
without feedback and thus with little attention to precision
due to uncertainties (e.g. gun misalignment and munition
mishandling) or external perturbations (e.g. wind gusts).
This article is an attempt to obtain a linear parameter
varying model of a gun-launched 155mm projectile equipped
with four nose-mounted steering fins that are used for
terminal guidance. Even though that some aspects of this
study are similar to missile or airplane modeling, there
are several particularities such as the fact that projectiles
are launched with very high roll rates since this practice
augments their internal stability that would be otherwise
non-existent. This high roll rate invokes the presence of
an additional phenomenon called the Magnus effect that
contributes to the projectile trajectory lateral deviation from
its launch direction.
A typical scenario for these systems is divided in three
phases: an initial one that is more or less ballistic with no
trajectory control, an intermediate one where the projectile
roll rate is greatly reduced in order to facilitate the task of
the control surfaces, and a final one where terminal guidance
may be performed using the control surfaces in order to
improve the precision of the munition. This terminal phase is
evidently very important and an accurate and validated linear
(LPV) model is of primary importance.
The article is organized as follows: in Section II the full
6DoF state dynamics & kinematics model of the projectile
is given along with several details on its manipulation,
whereas in Section III, after some introductory assumptions,
the equilibrium manifold of the pitch subsystem is given
and certain important points concerning its maneuverability
are clarified. Section IV details the analytic derivation and
the internal structure of a linear parameter-varying model
of the airframe pitch/yaw axes, parameterized on a minimal
vector of parameters called the scheduling vector. Finally,
a numerical application to a single trajectory point gives
insight to inherent characteristics of this type of systems.
II. MATHEMATICAL MODEL
The full 6DoF nonlinear mathematical model of a fin-
guided projectile is given in (1)-(6). These equations give
the state dynamics of the system which involve the linear
& angular velocity rates of the projectile expressed in a
non-rotating body frame. This model has been obtained in
[12], [11] and derived from classic aeroballistic and flight
mechanics theory as in [6], [13].
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The aforementioned mathematical model involves several
variables and parameters. The forces & moments acting on
the projectile body are modeled using a set of aerodynamic
coefficients distinguished in static (CA, CNα, CYβ) and dy-
namic (Clp, Cmq, Cnr). Due to the projectile high spin rates,
an additional phenomenon called the Magnus effect causes
an additional lateral/vertical force that is modeled by the
Magnus force coefficient Cypα whereas the corresponding
moment by the Magnus moment coefficient Cnpα. Finally,
an aerodynamic coefficient CNδ is used in order to describe
the force applied on the projectile due to the four steering
fins mounted on its nose as in Fig. 1. These coefficients are
tabulated as a function of the Mach number M and the Angle
of Incidence (AoI) αt defined as:
M =
V
a
, (7)
αt = arcsin
√
1− 1
sec2 α+ tan2 β
, (8)
where a = a(h) is the altitude-dependent speed of sound, α
the projectile Angle of Attack (AoA), β the Angle of Sideslip
(AoS) and V the airspeed:
α = arctan
w
u
, (9)
β = arctan
v√
u2 + w2
≃ arctan v
u
, (10)
V =
√
u2 + v2 + w2. (11)
The dynamic pressure q is defined as:
q =
1
2
ρV 2, (12)
where ρ = ρ(h) is the altitude-dependent air density. Other
constants used in the state dynamics are the projectile mass
m, moment of inertia tensor elements Ix, It, reference sur-
face S, caliber d, the projectile fin axial and lateral positions
xw, df and the projectile fin wing reference surface Sw.
The state dynamics also involve the pitch angle θ and the
altitude h = |ze|. These variables are computed by the state
kinematics equations giving the orientation and position of
the body frame with respect to the reference frame as in [2]:
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Consequently, the projectile roll angle can be a` posteriori
estimated as in [5] by integrating the following nonlinear
differential equation:
φ˙ = p+ r tan θ. (15)
The realizable actuator control angles δ1, δ2, δ3 and δ4 of
each one of the four projectile nose-mounted steering fins
are calculated using the three virtual control angles δp, δy
and δz appearing in the state dynamics of (1)-(6). This is
done through a transformation matrix that involves as well
the projectile roll angle φ as:

δ1
δ2
δ3
δ4

 =


1/2 − sinφ cosφ
1/2 cosφ sinφ
-1/2 − sinφ cosφ
-1/2 cosφ sinφ



δpδy
δz

 . (16)
Fig. 1. Projectile side & top views.
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The body frame inertial accelerations can be measured by
appropriate accelerations sensors and are given by:
ηx =
− qSCA
mg
, (17)
ηy =
qS
[
CYββ−
(
d
V
)
Cypαpα
]
+qSwCNδ
(
δy−β
)
mg
, (18)
ηz =
qS
[
−CNαα+
(
d
V
)
Cypαpβ
]
−qSwCNδ
(
δz+α
)
mg
. (19)
By regrouping the state dynamics & kinematics, control
and measurement variables in the following vectors:
xD = [ p q r u v w ]
⊤
, (20)
xK = [φ θ ψ xe ye ze ]
⊤
, (21)
u = [ δp δy δz ]
⊤
, (22)
y = [ ηx ηy ηz p q r ]
⊤
, (23)
then the full projectile nonlinear mathematical model can
be represented by the generic block diagram of Fig. 2.
Discussion:
From the analysis performed so far it is clear that the
state dynamics subsystem is the most important one since it
involves the state variables governing the physical behavior
of the plant. The role of the state kinematics subsystem
is somewhat complementary since it involves variables
that may be regarded as generic external parameters such
as the altitude and the Euler pitch angle. Finally the
output measures calculates the variables available for the
computation of an acceleration-tracking control law.
Concerning again the state dynamics, the roll rate p can
be independently controlled (potentially to zero) through
δp during the mid-term guidance phase. In addition, the
axial velocity u (or equivalently the airspeed V ) is not
controlled and can also be seen as an external parameter.
Thus, for the terminal guidance phase we are left with
a plant to be controlled that involves the remaining state
dynamics (v, w, q, r). This plant has two controls (δy, δz) ,
two measures (ηy, ηz) complemented by gyro measurements
(q, r) and is also influenced by three ‘external’ parameters
(V, θ, ze).
Fig. 2. Projectile model block diagram.
III. EQUILIBRIUM ANALYSIS
A. Modeling assumptions
In order to perform the equilibrium analysis in a simpler
and more intuitive way, several assumptions need to be made.
First, the state dynamics of (5), (6) should be expressed in
α˙, β˙ rather than v˙, w˙. To do this, it is supposed that v, w
are relatively small with respect to u and thus u ≃ V . In
addition, α, β also remain small (typically less than 10◦);
thus from (9), (10):
v ≃ β V, (24)
w ≃ αV, (25)
and consequently:
α˙ =
w˙V − wV˙
V 2
≃ w˙
V
, (26)
β˙ =
v˙V − vV˙
V 2
≃ v˙
V
. (27)
Replacing finally (26), (27) inside (5), (6), setting p =
0 for terminal phase guidance and rearranging terms, the
following equations are obtained:
α˙ = q+tan θ rβ+
g
V
cos θ− q
mV
(
SCNα+SwCNδ
)
α
− q
mV
SwCNδδz,
(28)
β˙ = −r − tan θ rα+ q
mV
(
SCYβ − SwCNδ
)
β
+
q
mV
SwCNδδy.
(29)
B. Equilibrium manifold computation
The goal of this equilibrium analysis is to obtain the trim
states, outputs and controls of the system as a function of a
minimum vector of variables σ forming the so-called flight
envelope of the airframe as in [3], [10].
Starting from the pitch axis and set β = r = 0; then the
equilibrium equations for the state dynamics are found by
imposing α˙ = q˙ = 0 in (28), (2):
qeq −
q
mV
(
SCNα + SwCNδ
)
αeq −
q
mV
SwCNδδz,eq
+
g
V
cos θ = 0,
(30)
1
It
qSd
(
d
V
)
Cmqqeq+
1
It
q
(
SdCmα+SwxwCNδ
)
αeq
+
1
It
qSwxwCNδδz,eq = 0.
(31)
The above two equations have three unknowns (αeq, qeq
and δz,eq) plus three additional variables: the airspeed V ,
the altitude h and the Euler pitch angle θ. Given that the
aerodynamic coefficients are a function of αt and M (or as
a result of α, β, V and h) it seems natural to choose the
scheduling vector σ as:
σ = [α β V θ h]⊤. (32)
1457
[
qeq
δz,eq
]
=

 1 −
q
mV
SwCNδ
1
It
qSd
(
d
V
)
Cmq
1
It
qSwxwCNδ


−1 

q
mV
(
SCNα + SwCNδ
)
αeq −
g
V
cos θ
− 1
It
q
(
SdCmα + SwxwCNδ
)
αeq

 (33)
As a result the trim values for the pitch rate and for the
control are given by solving the linear system of (30), (31)
as in (33). Once these values are calculated, the resulting
trim acceleration is obtained from (19) as:
ηz,eq = −
q
mg
(
SCNα+SwCNδ
)
αeq−
q
mg
SwCNδδz,eq. (34)
The equilibrium analysis of the yaw channel cannot be
done independently of the pitch channel (by posing equiv-
alently α = q = 0) due to the term in (30) that depends
on θ. This term imposes always a nonzero solution for
δz,eq, qeq and thus (3), (29) are coupled with (30), (31). The
equilibrium analysis could be evidently performed for both
axes simultaneously and for nonzero roll rates in the general
case. This analysis though is beyond the scope of this paper
and conclusions drawn from the equilibrium analysis of the
pitch axis only are very adequate as it is illustrated in the
following section.
C. Maneuverability Analysis
This analysis uses the results obtained in the previous
section in order to compute and/or optimize the effectiveness
of a steering fin configuration in terms of attainable vertical
acceleration, given a set of design constraints.
Consider for example the case where the projectile follows
a trajectory as in Fig. 3 and thus a realizable trajectory for
V, θ, h is available. Using (33), (34) the achieved acceleration
can be computed for a given value of αeq. If this acceleration
needs to be maximized in order to increase the maneuver-
ability of the projectile, it is clear that the designer could
perform a parametric analysis on xw and/or Sw (size and
position of the fins) so as to obtain a maximum value for
the acceleration. In addition, this maximum value will be
obtained for the maximum allowed AoA αmax, since the fin
aerodynamic derivative model of (1)-(6) is valid for relatively
small αfin, with:
αfin
∆
= −δz − α > 0. (35)
Fig. 3. Projectile trajectory.
Admitting that the fin aerodynamic model is valid for
αfin,max = 20
◦ and that α remains small (αmax ≃ 10◦),
then from (35) it can be deduced that δz,max ≥ −30◦.
In this work an optimization is performed only on xw
since Sw was considered to be given. The resulting attainable
acceleration and trim control for αeq = αmax is illustrated
in Fig. 4 whereas the scheduling vector values in Fig. 5.
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Fig. 4. Projectile optimal vertical acceleration and resulting control.
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Fig. 5. Scheduling vector trajectory.
Remark:
It must be highlighted that the inverse (or output parame-
terized) equilibrium analysis could be interesting; that is find
the necessary AoA in order to obtain a given acceleration.
However, for the modeling used here it is not possible since
the aerodynamic coefficients are tabulated as a function of
αt (and thus of α) which in this case is the desired variable.
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IV. LPV MODELING & ANALYSIS
A. Linearization
A linear parameter-varying (LPV) model of the projectile
dynamics as in [4], [8] can be obtained as a function of the
scheduling vector σ parameterizing the system equilibrium
point manifold, as it was illustrated in Section III-B. Con-
cerning the pitch/yaw dynamics this LPV model is written:

β˙δ
r˙δ
α˙δ
q˙δ

 = A(σ)
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
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αδ
qδ

+ D(σ)
[
δy,δ
δz,δ
]
, (38)
with the ‘δ’ subscript notation signifying deviation from a
chosen equilibrium value. For example:
αδ = α− α(σeq). (39)
The state space matrices are obtained as the Jacobian
derivatives of (28), (29), (2), (3), (18) and (19) with respect to
the four states or the two inputs and for a given σ. Thus, the
stability matrix A = A(σ) is computed as in (36), whereas
the control and output measurement matrices as:
B=


q
mV
SwCNδ 0
q
It
SwxwCNδ 0
0 − q
mV
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q
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0 0 0
0 0
− q
mg
(
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0 1 0 0
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D=


qSw
mg
CNδ 0
0
− qSw
mg
CNδ
0 0
0 0


. (42)
B. Model Structure
Suppose now that a controller needs to be calculated
for projectile guidance during the terminal flight phase. As
it can be seen from (36), (40)-(42), the system stability
matrix (even when p = 0) is not decoupled due to the
non-rotating body frame (i.e. the pitch & yaw axes are not
independent) whereas the control and output measurement
ones are. Indeed, the state dynamics could be rewritten as:
x˙Y,δ = AYYxY,δ + BYδy,δ + wY, (43)
x˙P,δ = APPxP,δ + BPδz,δ + wP, (44)
where the stability and the control matrices are divided as:
A
∆
=
[
AYY AYP
APY APP
]
, (45)
B
∆
=
[
BY 02×1
02×1 BP
]
. (46)
Finally, wY, wP are considered as ‘coupling perturbations’
defined as:
wY = AYPxP,δ, (47)
wP = APYxY,δ. (48)
The projectile LPV model structure is shown in Fig. 6.
It may be remarked from (36) that in the case where the
yaw subsystem is regulated to zero (i.e. β = r = 0) then
this coupling vanishes completely; that is AYP = APY =
02×2 and a controller for each axis can be computed and
implemented separately.
Fig. 6. Projectile LPV model internal structure.
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C. Application to Terminal Guidance
For illustration a numerical LTI model is given for the
projectile dynamics computed around a single operating
point, following the analysis of the previous sections and
verified using MATLAB numerical linearization routines.
Supposing that a AoA & AoS regulation is demanded,
then the scheduling vector σeq is taken as:
σeq =


0◦
0◦
186.7m/s
−20.93◦
10885m

 . (49)
In addition it is supposed that req = 0 (the system is thus
decoupled) and from equilibrium analysis qeq = −2.81◦/s 6=
0, as it was discussed in Section III-B.
The numerical values for the system matrices for the
specific point of the flight envelope are:
A =


−0.0441 −1 0 0
−66.87 −0.0778 0 0
0 0 −0.0441 1
0 0 66.87 −0.0965

 , (50)
B =


0.0185 0
23.39 0
0 −0.0185
0 23.39

 , (51)
C =


−0.8397 0 0 0
0 0 −0.8397 0
0 1 0 0
0 0 0 1

 , (52)
D =


0.3527 0
0 −0.3527
0 0
0 0

 , (53)
or in matrix transfer function form:
GY(s)=
[
Gηy(s)
Gr(s)
]
=
[
0.353(s+ 3.384)(s− 3.306)
23.386(s− 0.0089)
]
(s+ 8.238)(s− 8.116) , (54)
GP(s)=
[
Gηz(s)
Gq(s)
]
=
[−0.353(s+ 3.393)(s− 3.297)
23.386(s− 0.0089)
]
(s+ 8.248)(s− 8.107) .(55)
After observation of (54), (55) it can be deduced that
the two subsystems are clearly unstable (poles at 8.116 for
the yaw and at 8.107 for the pitch subsystems respectively)
and with non-minimum phase transmission zeros and thus a
controller is needed in order to stabilize the system and also
assure closed-loop performance and robustness.
As a final remark concerning terminal guidance and con-
trol, it should be taken into consideration that the linear
model for the projectile 6DoF dynamics is obtained along
a trajectory and not around a single point, and is thus time-
varying as it has been illustrated in Section IV-A. For this
reason, appropriate tools for the control of such systems must
be used (e.g. adaptive control).
V. CONCLUSIONS & FUTURE WORK
A. Conclusions
This article presented a comprehensive way of obtaining
the equilibrium manifold and the linear parameter-varying
(LPV) model for the 6DoF dynamics of a fin-guided gun-
launched projectile.
The full nonlinear model describing the dynamics and
kinematics of this system was first given and certain points
concerning the manipulation of the roll rate and axial ve-
locity were discussed. Then, the equilibrium manifold of the
pitch subsystem was obtained, based on certain assumptions
concerning the AoA, AoS & the airspeed, and a discussion
on the projectile maneuverability was presented. Finally, the
linear parameter-varying (LPV) model of the yaw/pitch sub-
systems was obtained through a scheduling vector parame-
terization encompassing the AoA, AoS, airspeed, Euler pitch
angle and altitude. The model structure was also discussed
and several of its characteristics investigated such as axis
decoupling and open loop stability, giving thus ground to
future work on guidance and control of this type of systems.
B. Future Work
Issues concerning the LPV projectile model include a
detailed study of the time-varying state space model matrix
elements and also the resulting local stability of the system
along a terminal trajectory. In addition, adaptive control
schemes based on this model are under development in order
to obtain a projectile acceleration tracking autopilot.
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