This paper studies second-order properties of the empirical likelihood overidentifying restriction test to check the validity of moment condition models. We show that the empirical likelihood test is Bartlett correctable and suggest second-order refinement methods for the test based on the empirical Bartlett correction and adjusted empirical likelihood. Our second-order analysis supplements the one in Chen and Cui (2007) who considered parameter hypothesis testing for overidentified models. In simulation studies we find that the empirical Bartlett correction and adjusted empirical likelihood assisted by bootstrapping provide remarkable improvements for the size properties.
Introduction
The generalized method of moments (GMM) by Hansen (1982) has been a standard tool for empirical economic analysis. The GMM provides a unified framework for conducting statistical inference when economic models are specified by some moment conditions. However, the literature indicates that there are considerable problems with the GMM particularly in its finite sample performance, such as the bias in point estimation and size and power distortions in hypothesis testing (see, e.g., the special issue of the Journal of Business and Economic Statistics, vol. 14).
One well-known problem of the GMM-based inference is that its overidentifying restriction test based on the minimized GMM criterion function, often called the J-test, can be severely (over or under) size-distorted (see, e.g., Kocherlakota, 1990, and Tauchen, 1986) . In order to overcome this problem, several alternative inference methods have been developed. Hall and Horowitz (1996) proposed a uniform weight bootstrap method by using * E-mail: matsushita@dpipe.tsukuba.ac.jp. Address recentered moment restrictions. Brown and Newey (2002) proposed a weighted bootstrap method based on the implied probabilities obtained from the GMM (Back and Brown, 1993) or the generalized empirical likelihood (Newey and Smith, 2004) . These bootstrap methods provide higher-order refinements for the size properties of overidentifying restriction tests. Guggenberger and Wolf (2004) proposed a subsampling method to test overidentifying restrictions.
Another approach to tackle this size distortion problem of the GMM-based overidentifying restriction test is to employ an alternative criterion function to derive a test statistic, such as the continuous updating GMM (Hansen, Heaton and Yaron, 1996) , exponential tilting (Kitamura and Stutzer, 1997, and Imbens, Spady and Johnson, 1998), and empirical likelihood (Owen, 1988, and Lawless, 1994) . Among them, empirical likelihood is an attractive candidate to deal with the size distortion problem because of its Bartlett correctability, a secondorder refinement based on the Edgeworth expansion. The Bartlett correctability of the empirical likelihoodbased test is reported in several contexts, such as smooth functions of means (DiCiccio, Hall and Romano, 1991) , linear regression (Chen 1993 (Chen , 1994 , quantiles (Chen and Hall, 1993) , nonparametric regression (Chen and Qin, 2000) , and parameter hypothesis test in the presence of nuisance parameters (Chen and Cui, 2006) . Also Baggerly (1998) showed that only empirical likelihood is Bartlett correctable in Cressie and Read's (1984) power divergence family. Although the parameters of interest are different, these papers studied Bartlett correctability of empirical likelihood in just-identified moment restrictions (i.e., the number of moment restrictions equals the number of parameters). This paper is concerned with overidentified moment restrictions (i.e., the number of moment restrictions exceeds the number of parameters) which are common in economic analysis. Liu and Chen, 2010 ) is a modification of empirical likelihood to avoid non-existence of solutions for the likelihood maximization problem by introducing auxiliary observations. Our refinement methods are illustrated by simulation studies based on a linear instrumental variable regression model and asset pricing model. We find that (i) the GMM and empirical likelihood tests based on the asymptotic critical values are seriously over-sized particularly when the number of moment restrictions is large, and (ii) an empirical Bartlett correction and adjusted empirical likelihood assisted by bootstrapping provide remarkable improvements for the size properties. Since testing for overidentifying restrictions is a fundamental problem to assess the validity of economic theory which precedes to parameter estimation and inference, our refinement methods contribute to enhance the reliability of empirical economic analysis based on moment condition models.
The rest of the paper is organized as follows. Section 2 introduces our setup and notation. Section 3 presents the main theoretical results: second-order properties of the empirical likelihood test statistic and refinements by the Bartlett correction and adjusted empirical likelihood. Section 4 conducts simulation studies based on a linear instrumental variable regression model and asset pricing model. Section 5 concludes. All technical details are contained in the Appendix.
Setup
Our notation closely follows that of Chen and Cui (2007) . Suppose we observe a random sample
r be a vector of moment functions, where Θ ⊂ R p is the parameter space and r > p (overidentified). We wish to test the validity of the overidentifying restrictions:
If the null hypothesis is uniquely satisfied at some θ 0 (i.e., the model is correctly specified and the parameter is point identified at θ 0 ), then we can estimate the parameter θ 0 by the GMM or generalized empirical likelihood and also conduct hypothesis testing on θ 0 by the Wald, Lagrange multiplier, or likelihood ratio-type tests. In contrast to Chen and Cui (2007) who focused on parameter hypothesis testing (i.e., H P 0 : θ 0 = c against H P 1 : θ 0 = c), this paper studies second-order properties of the empirical likelihood test for the overidentifying restrictions H 0 against H 1 . We consider the following setup adopted by Chen and Cui (2007) 
and |·| be the Euclidean norm.
Assumption.
1.
2. E [g (X, θ)] = 0 is uniquely satisfied at θ 0 ∈ Θ, Θ is compact, V = V ar (g (X, θ 0 )) is positive definite, and
has the full column rank.
3. There exists a neighborhood N of θ 0 such that for each j = 1, . . . , r, g j (x, θ) is continuously third-order differentiable in θ ∈ N almost surely and the derivatives are bounded by integrable functions over N . We now introduce the empirical likelihood test statistic for H 0 . Let T be an r × r orthogonal matrix satisfying
where U is a p×p orthogonal matrix and Λ is a p×p non-singular diagonal matrix. We orthogonalize the moment functions as
The empirical likelihood overidentifying restriction test statistic proposed by Qin and Lawless (1994) can be defined as
1+λ wi(θ) = 0 with respect to λ. From Qin and Lawless (1994, Corollary 3), we can see
The rest of this section presents an expansion formula for T n derived by Chen and Cui (2007) . Letθ = arg min θ∈Θ (θ) andλ = λ θ . The first-order conditions for λ ,θ are written as Q λ ,θ = 0, where
Thus, the fourth-order Taylor expansion of Q λ ,θ = 0 around λ ,θ = 0 r×1 , θ 0 and inversions yield expansion formulae forλ andθ − θ 0 . By inserting those formulae to the fourth-order Taylor expansion of Chen and Cui (2007) obtained an expansion formula for
Hereafter, the ranges of the superscripts are fixed as g, h, i, j ∈ {1, . . . , r}, k, l, m, n ∈ {1, . . . , p}, and q, s, t, u ∈ {1, . . . , r + p}. Also, by the convention, repeated superscripts are summed over (e.g.,
Based on this notation, Chen and Cui's (2007) expansion formula for T n is presented as
where [2, j, i] means the sum of two terms by exchanging the superscripts i and j, and [3, j, r + k, r + l] means the sum of three terms by exchanging the superscripts j, r + k, and r + l (e.g., 
Main Results

Signed Root Expansion and Cumulants
Hereafter, the ranges of the superscripts are fixed as a, b, c, d ∈ {1, . . . , r − p}. To study the second-order properties of T n in (1), we first find a signed root expansion in the form of
where
By collecting the terms of order
is obtained as
By collecting the terms of order O p n −3/2 in (1), we have 2R
. Using the formulae in Appendix A.1, R p+a 2 is obtained as
Also, by collecting the terms of order O p n −2 in (1), we have 2R
is obtained as 
Based on the signed root expansion obtained above, we compute cumulants of R = R 1 + R 2 + R 3 . Observe that E R p+a 1 = 0 and E R p+a 2 = n −1 µ p+a , where
Since all terms in R p+a 3
are product of three zero mean averages, it holds E R p+a 3 = O n −2 . Thus, the first-order cumulant is
In Appendix A.3, we show that the second-order cumulant is
Appendices A.4 and A.5 show that the third and fourth cumulants satisfy
Second-order Properties and Bartlett Correction
Based on the cumulants for the signed root expansion obtained in the previous subsection, we can apply the conventional argument to derive the Edgeworth expansion and Bartlett correction for the empirical likelihood test statistic T n . Let c α and f r−p (·) be the (1 − α)-th quantile and probability density function of the χ 2 r−p distribution, respectively, and
be the Bartlett factor. LetB c be a √ n-consistent estimator of B c . The main results are summarized as follows.
Theorem 3.1. Under Assumption,
Theorem 3.1 says that (i) the size error in the empirical likelihood test using the asymptotic critical value is of order O n −1 , (ii) the error can be reduced to order O n −2 by the Bartlett correction, and (iii) replacing the Bartlett factor B c by a √ n-consistent estimatorB c has no effect at the order of n −2 (see DiCiccio, Hall and Romano (1991), for instance).
In practice, B c has to be estimated. The method of moments estimator of B c can be obtained by substituting all the population moments involved by their corresponding sample moments. However, particularly when the moment function g (X, θ) is nonlinear in θ, the Bartlett factor B c takes a complex form and the method of moments estimator can be less practical and precise. Chen and Cui (2007) proposed a bootstrap method to estimate β c = 1 + n −1 B c in the case of parameter hypothesis testing for overidentified models. We suggest a slightly different procedure to estimate β c using the implied probability bootstrap of Brown and Newey (2002) , based on resampling from a distribution that imposes the moment restrictions, rather than the empirical distribution.
The steps to estimate β c are as follows.
1. Usingθ andλ, calculate the implied probabilitieŝ
with replacement from the multinomial distribution with Pr {X = x i } = p i and calculate the empirical likelihood test statistic T * b
.
Repeat
Step 2 B times to obtain T * 1 n, , . . . , T * B n . Estimate β c bŷ
The critical value for T n is set as c αβc .
Brown and Newey (2002) argued that this version of bootstrap can provide an asymptotically efficient estimator of the distribution of overidentification test statistics.
Refinement by Adjusted Empirical Likelihood
Liu and Chen (2010) proposed an adjustment for the construction of empirical likelihood to avoid non-existence for the solution of the likelihood maximization problem (i.e., the case where the linear space spanned by
may not contain the origin in finite samples). In our context, the adjusted empirical likelihood test statistic can be defined as
where w n+1 (θ) = − an n n i=1 w i (θ) is a pseudo observation and λ
1+λ wi(θ) = 0 with respect to λ. If a n > 0, the test statistic T A n always exists. By a similar argument to Liu and Chen (2010) combined with the results in Section 3.1, the signed root expansion of T A n is obtained as
where R A 3 = R 3 − a n R 1 with a n = a + O p n −1/2 . By setting a = Bc 2 , the same calculations in Sections 3.1 with R A 3 imply that the Bartlett correction factor in (8) will be zero. This result is summarized in the following theorem.
Theorem 3.2 says that (i) by setting a n = Bc 2 , the adjusted empirical likelihood test with the chi-square critical value achieves the higher-order precision of the Bartlett correction, and (ii) estimation of B c by a √ nconsistent estimator has no effect on the size error. Similar to the case of the Bartlett correction in Section 3.2, the correction factor B c can be estimated by the method of moments or bootstrapping. However, it should be noted that the bootstrap estimator of B c (i.e.,B c = n β c − 1 ) is not √ n-consistent in general (even thoughβ c is √ n-consistent for β c ). Liu and Chen (2010) estimated B c using the bootstrap with some robust modification, while they report that the estimates for B c are unstable even after the robustification. In our simulations, we suggest another robustification.
Simulation
In order to evaluate finite sample properties of the second-order refinements proposed in the last section, this section conducts simulation studies under two popular setups.
The first setup is the linear instrumental variable regression model:
for i = 1, . . . , n, where we set π = (c, . . . , c) , Z i ∼ N (0, I r ), and
Monte Carlo replication, we set the value of c to fix the value of the concentration parameter
given the realized values of Z i ). We set θ 0 = 0 for the true parameter value, n = 100 for the sample size, r =2, 5, and 10 for the number of instruments, and ρ =0.1, 0.5, and 0.9 for the degree of endogeneity, and δ 2 =20 and 100 for the concentration parameter.
Second, we consider an asset pricing model studied in Liu and Chen (2010) . Let X = (X 1 , X 2 , . . . , X r ) be a vector of mutually independent random variables, where X 1 , X 2 ∼ N (0, 0.04) and X 3 , . . . , X r ∼ χ 2 1 . The moment restrictions are written as
. . .
where m (X, θ) = exp (−0.18 − θ (X 1 + X 2 ) + 3X 2 )−1. These restrictions are satisfied at θ 0 = 3. We set n = 100
and 200 for the sample size and r =2, 3, and 5 for the number of restrictions. For both simulations, the number of replications is 1,000.
We investigate the empirical sizes of the J-test based on the generalized method of moments (GMM), usual empirical likelihood test (EL), Bartlett corrected empirical likelihood test (BEL), and adjusted empirical likelihood test (AEL). To implement BEL, we estimate β c = 1 + n −1 B c by using the implied probability bootstrap method suggested in Section 3.2. To implement AEL, Liu and Chen (2010) estimated B c using a bootstrap method with some robust modification, while they report that the estimates are unstable even after the robustification. Here we adopt another robustification to keep the adjustment level a n :
whereβ c is the bootstrap estimator of β c in (9) . The number of bootstrap replications is B = 199. Tables 1 and 2 
Conclusion
In this paper, we show that the empirical likelihood test for overidentifying restrictions is Bartlett correctable and propose second-order refinement methods based on the empirical Bartlett correction and adjusted empirical likelihood. Simulation results suggest that the empirical Bartlett correction and adjusted empirical likelihood assisted by bootstrapping exhibit better size properties than the conventional first-order asymptotic approximation. It is interesting to extend this research to a time series context and non-smooth moment functions (e.g. quantile instrumental variable regressions). 
A Mathematical Appendix
A.1 Basic Formulae
. From Chen and Cui (2007), we have the following formulae:
A.2 Derivation of R 3
We first evaluate the terms in L 19 , and L 22 cancel each other since
from the formulae in Appendix A.1. The other terms are written as follows. Combining these results, we obtain the expression for
from this expression, we obtain 2R A.3 Second-order Cumulant of R In this subsection, let " [2] " mean "[2, a, f ]" for a, f ∈ {1, . . . , r − p}. Observe that
The second term of (10) 
The third term of (10) is 
A.4 Third-order Cumulant of R
Using the results to derive the first and second-order cumulants, the third-order cumulant is written as The third term of (11) 
The first term of (12) The fifth and sixth terms of (12) are
