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D license.1. Introduction
Fixed point theory is an interesting topic with multiple appli-
cations in various branches of mathematics. For example in
ﬂuid mechanics, the development of iteration methods for ﬁnd-
ing ﬁxed points of nonlinear self-mappings has historically
been an important enterprise.
The Krasnoselskii iteration method (KIM) is one of the
most salient examples of these methods.Let X be a real Hilbert space and let C be a nonempty,
closed and convex subset of X. Let T : C! C be a self-
mapping.
Then the KIM (see, for example, [3]) generates, for any
x0 2 C, a sequence fxng in C by
xnþ1 ¼ ð1 sÞxn þ sTxn; nP 0; ð1Þ
where s 2 ½0; 1.
It should be noted that for s ¼ 1, the KIM reduces to the
Picard iteration (successive iteration) method (see, for exam-
ple, [4]) that is xnþ1 ¼ Txn; nP 0.
The KIM has been studied extensively by many authors
(see, for example, [5–11]).
In a recent paper [2, Theorem 2] Saddeek et al. have shown
that, under certain appropriate conditions imposed on the
mapping T, the entire sequence of KIM (1) converges weaklyicense.
A strong convergence theorem for a modiﬁed Krasnoselskii iteration 477to a ﬁxed point of T in a real Hilbert space setting. The results
is then applied to a problem of ﬂuid mechanics.
An interesting problem is how to appropriately modify the
KIM (1) so as to have strong convergence? For this purpose, in
this paper, inspired by He and Zhu [1], we introduce a modi-
ﬁed Krasnoselskii iteration method MKIM (2) below with
strong convergence (by boundary point method) for ﬁnding
the minimum norm solution of nonlinear equation of the form
ShðxÞðxÞ ¼ 0, where ShðxÞ is a nonlinear mapping of C into itself
and h is a function of C into ½0; 1 deﬁned below. Furthermore,
we apply this result to the stationary problem of seepage the-
ory. The results obtained in this paper represent an extension
as well as reﬁnement of some earlier theorems of [2].
2. Preliminaries
Let C be a nonempty, closed and convex subset of X and let T
be a mapping of C into itself.
In the sequel we use FðTÞ to denote the nonempty set of
ﬁxed points of T; ! (*) to denote strong (weak) convergence,
andMðxnÞ to denote the set of weak cluster points of ðxnÞ (i. e.,
MðxnÞ ¼ fx : 9ðxnkÞ  ðxnÞ : xnk * xg). Denote by projCðxÞ
the metric projection mapping from X onto C (i. e.
projCðxÞ ¼ fy 2 X : ky xk ¼ infx2Ckx zkg).
The projection mapping is characterized as follows (see, for
example, [12]):
Proposition 2.1. Given x 2 X and z 2 C. Then z ¼ projCðxÞ
if and only if
hx z; y zi 6 0; 8y 2 X:
The notions Uðx; dÞ and @C are used to denote, respectively, the
spherical neighborhood of x of radius d > 0 : Uðx; dÞ
¼ fy 2 X : ky xk < dg and the boundary of C (whenever C is
closed): @C ¼ fx 2 X : Uðx; dÞ \ ðX CÞ– /8d > 0g.
Since FðTÞ is a nonempty, closed and convex subset of X
(see, for example, [13]), so there exists a unique x^ 2 FðTÞ
satisﬁes the following:
kx^k ¼ minfkxk : x 2 FðTÞg:
That is, x^ is the minimum norm ﬁxed point of T. In other words,
x^ is the metric projection of the origin onto FðTÞ, that is,
x^ ¼ projCð0Þ.
Deﬁnition 2.1 (see, for example, [14–16]). For any x; y 2 C
the mapping T : C! C is said to be as follows:
(i) pseudomonotone, if it is bounded and if for every
sequence fxng  C such that
xn * x and lim sup
n!1
hTxn; xn  xi 6 0;
imply that
lim inf
n!1
hTxn; xn  yiP hTx; x yi;
(ii) coercive, if
hTx; xiP qðkxkÞkxk; lim
n!þ1
qðnÞ ¼ þ1;
(iii) Lipschitzian, if there exists L > 0 such that
kTx Tyk 6 Lkx yk;(iv) potential, ifZ 1
0
ðhTðtðxþyÞ;xþyihTðtxÞ;xÞiÞdt¼
Z 1
0
hTðxþ tyÞ;yidt;
(v) demiclosed at 0, if for every sequence fxng  C the
assumptions
xn * x and Txn ! 0; as n!1
imply that
x 2 C and Tx ¼ 0:3. A MKIM by boundary point method
In order to state our algorithm we introduce, as in [1],
h : C! ½0; 1 by
hðxÞ ¼ inffa 2 ½0; 1 : ax 2 Cg; 8x 2 C:
The function hðxÞ is well deﬁned because C is closed and
convex.
In [1] it has been noted that if 0 2 C, then hðxÞ ¼ 0 for all
x 2 C and if 0 R C, then hðxÞx 2 @C and hðxÞ > 0 for every
x 2 C (for a contradiction, suppose that hðxÞx R @C in the case
where 0 R C, it is easy to verify that hðxÞx is an inner point in
C, there exists sufﬁciently small d > 0 such that
UðhðxÞx; dÞ  C, we have hðxÞ  d
2
 
x 2 C. This contradicts
the deﬁnition of hðxÞ. Notice that C is closed and convex,
hence, hðxÞx 2 @C). For more details of the properties of
hðxÞ, the reader is refereed to [1].
Let T : C ! C be a self mapping. Then the MKIM by
boundary point is given by x0 ¼ x 2 C, and
xnþ1 ¼ ð1 shðxnÞÞxn þ sTsxn; nP 0; ð2Þ
where s 2 ð0; 1Þ; Ts ¼ ð1 sÞIþ sT and
P1
n¼0hðxnÞ ¼ 1.
Remark 3.1.(i) If 0 R C and hðxnÞ ¼ 1, then the MKIM fxng given by (2)
is exactly the KIM corresponding to the associated map-
ping T s.
(ii) If 0 2 C (i. e., hðxnÞ ¼ 0 for all nP 0), then the MKIM
fxng given by (2) is exactly the Picard iteration corre-
sponding to the associated mapping I þ sT s.
(iii) Since C is closed and convex, it follows from the deﬁni-
tion of hðxÞ that, for any given x 2 C; cx 2 C holds for
every c 2 ½hðxÞx; 1, which imply that fxng  C is
guaranteed.
(iv) In the case where 0 R C, calculating the value hðxnÞ implies
determining hðxnÞxn (a boundary point of C), so our
modiﬁcation method is called boundary point method.
Lemma 3.1 (see, for example [17,18]). Let fang be a sequence
of nonnegative real numbers satisfying
anþ1 6 ð1 xnÞan þ xnbn þ cn; 8nP 0;
where, xn  ð0; 1Þ. If
P1
n¼0xn ¼ 1, either lim supn!1bn 6 0 orP1
n¼0jxnbnj <1 and
P1
n¼0cn <1, then limn!1an ¼ 0.
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result holds:kxþ yk2 6 kxk2 þ 2hy; xþ yi:4. Strong convergence theorem
In this section, we prove a strong convergence theorem which
is our main result.
Theorem 4.1. Let C be a nonempty, closed and convex subset
of a real Hilbert space X and let T be a mapping of C into
itself. For the function hðxÞ deﬁned above let ShðxÞ : C ! C
be a nonlinear mapping deﬁned by ShðxÞx ¼ h
ðxÞx Tsx; 8x 2 C. Suppose that ShðxÞ is demiclosed at 0,
coercive, potential and bounded, and suppose that there exists
a nonnegative real-valued function rðx; yÞ such that
supx;y2Crðx; yÞ ¼ s <1 andrðx; yÞkx ykP kShðxÞx ShðxÞyk; 8x; y 2 C: ð3Þ
Then the MKIM fxng  C generated by (2) withP1
n¼0hðxnÞ ¼ 1 and 0 < s ¼ minf1; 1sg, converges strongly to
x^ ¼ projFð0Þ, where F ¼ fx 2 C : ShðxÞx ¼ 0g.
Proof. We ﬁrst prove that fxng is bounded. For this it sufﬁces
to prove that
fxng  S0; kxnk 6 R0; nP 0;
where S0 ¼ fx 2 C : F1ðxÞ 6 F1ðx0Þg; R0 ¼ supx2S0kxk, and
F1 : X ! ð1;1 is a functional deﬁned byF1ðxÞ ¼
Z 1
0
hShðxÞðtxÞ; xidt; 8x 2 X: ð4Þ
Observe that the coercivity of the mapping ShðxÞ implies that
the functional F1 is coercive, and hence R0 <1. Moreover,
observe that the boundedness of the mapping ShðxÞ implies
that supx2S0kShðxÞxk <1. Therefore, the MKIM is well
deﬁned.
By induction. Suppose that xn 2 S0 for nP 1. Then
F1ðxnÞ 6 F1ðx0Þ.
Using (3) and writing r for rðxn; xnþ1Þ, we have
kShðxnÞðxnþ1 þ tðxn  xnþ1ÞÞ  ShðxnÞðxnÞk
6 rkðt 1Þðxn  xnþ1Þk 6 rkxn  xnþ1k; ð5Þ
for t 2 ½0; 1.
This leads to
jhShðxnÞðxnþ1 þ tðxn  xnþ1ÞÞ  ShðxnÞðxnÞ; xn  xnþ1ij
6 rkxn  xnþ1k2: ð6Þ
As ShðxÞ is potential, by (4) we getF1ðxnÞF1ðxnþ1Þ¼
Z 1
0
ðhShðxnÞðtxnÞ;xnihShðxnÞðtxnþ1Þ;xnþ1iÞ dt
¼
Z 1
0
ðhShðxnÞðxnþ1þ tðxnxnþ1ÞÞ;xnxnþ1iÞ dt
¼
Z 1
0
ðhShðxnÞðxnþ1þ tðxnxnþ1ÞÞ;xnxnþ1iÞ dt

Z 1
0
hShðxnÞðxnÞ;xnxnþ1idtþhShðxnÞðxnÞ;xnxnþ1i
P
Z 1
0
jhShðxnÞðxnþ1þ tðxnxnþ1ÞShðxnÞðxnÞÞ;xnxnþ1 >ijdt
þhShðxnÞðxnÞ;xnxnþ1i:
This together with (2) and (6) give thatF1ðxnÞ  F1ðxnþ1ÞP rkxn  xnþ1k2 þ s1hxn  xnþ1; xn  xnþ1i
P kkxn  xnþ1k2; k ¼ s1  s: ð7Þ
Therefore, F1ðxnþ1Þ 6 F1ðxnÞ 6 F1ðx0Þ, that is xnþ1 2 S0.
Having in mind x0 2 S0 (by the deﬁnition of S0), the assertion
xn 2 S0; nP 0 follows by induction. Thus, fxng is bounded.
Hence, fShðxnÞxng and fF1ðxnÞg are also bounded (by (2) and
(4)).
Since by (7), the sequence fF1ðxnÞg is monotone, it
therefore follows that limn!1F1ðxnÞ exists. This, together with
(7), implies thatlim
n!1
kxn  xnþ1k ¼ 0: ð8Þ
Therefore, from (2), we have
lim
n!1
kShðxnÞxnk ¼ 0: ð9Þ
Now, we prove that all weak cluster points of fxng are ele-
ments of F. The boundedness of fxng implies there exists a
subsequence fxnkg  fxng such that limk!1kxnk  xk exists
to some x 2 C. This, together with (9) and the demiclosedness
of ShðxÞ, implies that x 2 F.
Now using the same argument as in [20, p.70], it can be
show that all weakly convergent subsequences of fxng have
the same weak limit. Then limn!1kxn  xk exists and
henceMðxnÞ  F: ð10Þ
Now we will show
lim sup
n!1
hx^; xnþ1  x^i 6 0: ð11Þ
Indeed, let fxnkþ1g be a subsequence of fxng such that
xnkþ1 * x
; lim sup
n!1
hx^; xnþ1  x^i ¼ lim
k!1
hx^; xnkþ1  x^i:
Since x^ is the metric projection of the origin onto F, we obtain
from x^ 2 F and Proposition 2.1 thatlim sup
n!1
hx^; xnþ1  x^i ¼ lim
k!1
hx^; xnkþ1  x^i
¼ hx^; x  x^i 6 0: ð12Þ
Finally, we prove that limn!1kxn  x^k ¼ 0. From (2) and
Lemma 3.2, we have
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¼ kð1 shðxnÞÞðxn  x^Þ þ sðTsxn  hðxnÞx^Þk2
6 ð1 shðxnÞÞ2kxn  x^k2 þ 2shTsxn  hðxnÞx^;xnþ1  x^i
6 ð1 shðxnÞÞkxn  x^k2 þ 2shðxnÞhx^;xnþ1  x^i þ 2shTsxn; xnþ1  x^i
6 ð1 shðxnÞÞkxn  x^k2 þ 2shðxnÞhx^;xnþ1  x^i þ 2skTsxnkkxnþ1  x^k:
Let xn ¼ shðxnÞ; an ¼ kxn  x^k2, bn ¼ 2hx^; xnþ1  x^i, and
cn ¼ 2skTsxnkkxnþ1  x^k. Then
P1
n¼0xn ¼ 1; lim supn!1bn
6 0 and
P1
n¼0cn <1 by using
P1
n¼0hðxnÞ ¼ 1, (10)–(12).
Now applying Lemma 3.1 we obtain xn ! x^ as n!1.
This completes the proof of the theorem. h5. An application to seepage theory
In this section, we focus on the minimum norm solution of
nonlinear pseudomonotone equation. This equation occurs
in seepage theory.
Let X be an open bounded set of Rm;mP 1; mP 1, with
Lipschitz continuous boundary C ¼ C0 [ C1; mesCi > 0;
i ¼ 0; 1. The inner product and norm on Rm;mP 1 will be de-
noted by ð:; :Þ and j:j, respectively. We let X ¼ yf
2 W12ðXÞ : yðuÞ ¼ 0; u 2 C0g and f 2 X be given. We choose
C ¼ fy 2 X : yðuÞP 0; u 2 C1g.
Let us now consider the following nonlinear equation:
Ax ¼ f; ð13Þ
where A is a nonlinear mapping deﬁned on C by
hAx; yi ¼
Z
X
gðjrxj2Þðjrxj;ryÞdu; x; y 2 C; ð14Þ
gðn2Þn is a function that deﬁnes the seepage law (see, for exam-
ple, [21]).
We assume that g is continuous nonnegative, equal to zero
when n 6 b (bP 0 is the limit gradient), strictly increasing
when n > b, and there exist c0; c1; c2 > 0 such that
c1ðn bÞ 6 gðn2Þn 6 c2ðn bÞ; nP b
gðn2Þn gðg2Þg
n g 6 c0; 8n; g > 0
Under the conditions imposed above, the mapping deﬁned by
(14) is pseudomonotone, potential, coercive and Lipschitzian
(see, for example, [21–24]).
Theorem 5.1. Let A : C ! C be a pseudomonotone, potential,
coercive and Lipschitzian mapping. Then the sequence fxng
generated by x0 ¼ x 2 C,
xnþ1 ¼ xn  sðAðxnÞ  fÞ; nP 0: ð15Þ
where 0 < s ¼ min 1; 1
L
 
; L is the Lipschitz constant for A,
converges strongly to the minimum norm solution of the Eq.
(13). Provided that
P1
n¼0hðxnÞ ¼ 1.
Proof. Our assumptions ensure that the seteF ¼ fx 2 C : Ax ¼ fg is nonempty, closed and convex (see,
for example, [14]).
Let x 2 eF and let ShðxÞðxÞ ¼ Ax f. Then we have
ShðxÞðxÞ ¼ Ax  f, that is F–/.Using the Lipschitzian of A, it follows that condition (3) is
satisﬁed with rðx; yÞ ¼ L.
Now, we show that ShðxÞ is demiclosed at 0.
Let fxng be a sequence in C with kAxn  fk ! 0 as n!1
and x 2MðxnÞ.
Then we must show x 2 F. Suppose that
lim sup
n!1
hAðxnÞ; xn  xi 6 0: ð16Þ
By the pseudomonotonicity of A, we have
lim inf
n!1
hAðxnÞ; xn  yiP hAx; x  yi; 8y 2 C: ð17Þ
Let us now prove (16)
limsup
n!1
hAðxnÞ f;xnxi6 limsup
n!1
kAðxnÞ fkkxnxk6 0:
0¼ limsup
n!1
hAðxnÞ f;yxni6 hAx  f;yxi; 8y2C:
This shows that x is a solution of the variational inequality
hAx  f; y xiP 0; 8y 2 C, and consequently (see, for
example, [14]), x 2 eF. Therefore, we have ShðxÞ is demiclosed
at 0 and x 2 F. The results follows from Theorem 4.1. hReferences
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