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MULTIPLICITY RESULTS FOR (p, q) FRACTIONAL ELLIPTIC
EQUATIONS INVOLVING CRITICAL NONLINEARITIES
MOUSOMI BHAKTA, DEBANGANA MUKHERJEE
Abstract. In this paper we prove the existence of infinitely many nontrivial solutions for
the class of (p, q) fractional elliptic equations involving concave-critical nonlinearities in
bounded domains in RN . Further, when the nonlinearity is of convex-critical type, we es-
tablish the multiplicity of nonnegative solutions using variational methods. In particular,
we show the existence of at least catΩ(Ω) nonnegative solutions.
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1. Introduction
In this article we discuss the existence of multiple nontrivial solutions of (p, q) frac-
tional Laplacian equations involving concave-critical type nonlinearities and existence of
nonnegative solutions when nonlinearities is of convex-critical type. More precisely, first
we consider equations of the type
(Pθ,λ)
{
(−∆)s1p u+ (−∆)
s2
q u = θV (x)|u|
r−2u+ |u|p
∗
s1
−2u+ λf(x, u), in Ω,
u = 0 in RN \ Ω,
where Ω ⊂ RN is a smooth, bounded domain, λ, θ > 0, 0 < s2 < s1 < 1, 1 < r < q < p <
N
s1
and p∗s =
Np
N−sp for any s ∈ (0, 1). The functions f and V satisfy certain assumptions,
which have been made precise later. Up to a normalisation factor, the non-local Operator
(−∆)sa (a ≥ 1) , is defined as follows:
(−∆)sau(x) = lim
ε→0
∫
RN\Bε(x)
|u(y)− u(x)|a−2(u(y)− u(x))
|x− y|N+as
dy, x ∈ RN . (1.1)
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For s1 = s2 = 1, the equation in (Pθ,λ) reduces to the (p, q) Laplacian problem which
appears in more general reaction-diffusion system
ut = div
(
a(u)∇u
)
+ g(x, u), (1.2)
where a(u) = |∇u|p−2∇u + |∇u|q−2∇u. This system has a wide range of applications in
Physics which include biophysics, plasma physics and chemical reaction-diffusion system,
etc. In such applications, the function u describes a concentration, the first term on the
right-hand side of (1.2) corresponds to the diffusion with a diffusion coefficient a(u) and
the second one is the reaction and relates to sources and loss processes. Typically, in
chemical and biological applications, the reaction term g(x, u) has a polynomial form with
respect to the concentration u. Consequently, quasilinear elliptic boundary value problems
involving this operator have been widely studied in the literature (see e.g., [5, 25, 26] and
the references there-in). In particular, proving the existence and multiplicity of nontrivial
solutions and nonnegative solutions were of major interest in many articles, see [8, 24, 33,
34] and the references there-in.
We also observe that the functional associate to the operator in (Pθ,λ) is originally
connected to Homogenization theory [38]. For example in the local case s1 = s2 = 1, the
functional associated to the operator in (Pθ,λ) falls in the realm of general model functional
P(w,Ω) :=
∫
Ω
(
|∇w|p + a(x)|∇w|q
)
dx,
where a(.) ≥ 0, was extensively studied in [4, 14, 15]. This kind of functional was first
introduced by Zhikov [21, 38] in order to produce models for strongly anisotropic materials.
They intervene in Homogenisation theory and Elasticity, where the coefficient a(.) for
instance dictates the geometry of a composite made by two different materials.
When p = q and s1 = s2, (Pθ,λ) reduces to p-fractional type equations with concave-
convex nonlinearities. In recent years, existence and multiplicity result for nontrivial,
positive and sign-changing solutions for the p-fractional type equations with concave-convex
nonlinearities have gained considerable interest. In this regard we cite some of the related
recent works [6, 10, 13, 20] (also see the references there-in).
In the nonlocal case s ∈ (0, 1) and p = q = 2, equations with two nonlocal operators
have also started gaining interest in the past few years starting with the work of Chen,
Kim, Song, et al, see [11], [12]. Very recently in [2] and [9], authors studied some existence
and multiplicity results for (p, q) fractional Laplacian type equations in RN . But as of
our knowledge, there is no article so far where the nonlinear analysis involving (p, q) frac-
tional Laplacian operator or combination of two linear fractional Laplacian operator have
been carried out in bounded domain in RN in the spirit of above mentioned works. The
aforementioned results are motivation for this present paper, where we study the existence
and multiplicity results for the equations involving (p, q) fractional Laplacian operator
with concave-critical or convex-critical nonlinearities. In this regards we also like to men-
tion that very recently, in [19] existence of non-negative solutions for system of equations
involving fractional (p, q) Laplace operator have been studied.
For p ≥ 1 and s ∈ (0, 1), we denote the standard fractional Sobolev space by W s,p(Ω)
endowed with the norm
‖u‖W s,p(Ω) := ‖u‖Lp(Ω) +
(∫
Ω×Ω
|u(x)− u(y)|p
|x− y|N+sp
dxdy
)1/p
.
We set Q := R2N \ (Ωc × Ωc), where Ωc = RN \Ω and define
Xs,p(Ω) :=
{
u : RN → R measurable
∣∣∣u|Ω ∈ Lp(Ω) and
∫
Q
|u(x)− u(y)|p
|x− y|N+sp
dxdy <∞
}
.
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The space Xs,p(Ω) is endowed with the norm defined as
‖u‖s,p := |u|p +
(∫
Q
|u(x)− u(y)|p
|x− y|N+sp
dxdy
)1/p
,
where |u|p = ‖u‖Lp(Ω). Note that in general W
s,p(Ω) is not same as Xs,p(Ω) as Ω × Ω is
strictly contained in Q.
Next, we define X0,s,p(Ω) :=
{
u ∈ Xs,p : u = 0 a.e. in R
N \ Ω
}
or equivalently as
C∞0 (Ω)
Xs,p(Ω)
. It is well-known that for p > 1, X0,s,p(Ω) is a uniformly convex Banach
space endowed with the norm
‖u‖0,s,p =
(∫
Q
|u(x)− u(y)|p
|x− y|N+sp
dxdy
)1/p
.
Since u = 0 in RN \Ω, the above integral can be extended to all of RN . The embedding
X0,s,p(Ω) →֒ L
r(Ω) is continuous for any r ∈ [1, p∗s ] and compact for r ∈ [1, p
∗
s). Moreover,
for 1 < q ≤ p, X0,s1,p(Ω) ⊂ X0,s2,q(Ω) (see Lemma 2.2 in Section 2). For further details on
X0,s,p(Ω) and it’s properties we refer [30].
Throughout this article we assume the functions V (·), f(·, ·) satisfy the following:
(A1) V ∈ L∞(Ω) and there exists σ > 0, η > 0 such that V (x) > σ > 0 for all x ∈ Ω
and ∫
Ω
V (x)|u|r dx ≤ η‖u‖r0,s2,r
for all u ∈ X0,s2,r(Ω).
(A2) |f(x, t)| ≤ a1|t|
α−1 + a2|t|
β−1 for all x ∈ Ω, t ∈ R, a1, a2 > 0, 1 < α, β < p
∗
s1 .
(A3) There exists a3 > 0 and l ∈ (1, p) such that
f(x, t)t− p∗s1F (x, t) ≥ −a3|t|
l
for all x ∈ Ω, t ∈ R where F (x, t) =
∫ t
0 f(x, τ)dτ.
(A4) f(x, t) > 0 for all x ∈ Ω, t ∈ R+ and f(x, t) = −f(x,−t) for all x ∈ Ω, t ∈ R.
Definition 1.1. We say that u ∈ X0,s1,p(Ω) is a weak solution of (Pθ,λ) if for all φ ∈
X0,s1,p(Ω), we have∫
R2N
|u(x) − u(y)|p−2(u(x)− u(y))(φ(x) − φ(y))
|x− y|N+ps1
dxdy
+
∫
R2N
|u(x)− u(y)|q−2(u(x) − u(y))(φ(x) − φ(y))
|x− y|N+qs2
dxdy
= θ
∫
Ω
V (x)|u(x)|r−2u(x)φ(x)dx +
∫
Ω
|u(x)|p
∗
s1
−2u(x)φ(x)dx + λ
∫
Ω
f(x, u)φdx.
Our first main result is the following:
Theorem 1.1. Let 0 < s2 < s1 < 1, 1 < r < q < p <
N
s1
and assumptions (A1)-(A4)
being satisfied. Then there exists λ∗ > 0 such that for any λ ∈ (0, λ∗), there exists θ∗ > 0
such that for any θ ∈ (0, θ∗), problem (Pθ,λ) has infinitely many nontrivial weak solutions
in X0,s1,p(Ω).
Our next goal is to study the nonnegative solutions to (Pθ,λ). For V (x) ≡ 1 and λ = 0,
we investigate the nonnegative solutions of (Pθ,λ) and prove the following results:
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Theorem 1.2. Let 0 < s2 < s1 < 1 and 2 ≤ q < p < r < p
∗
s1 . Then there exists θ
∗ > 0
such that for any θ > θ∗, the problem
(P )


(−∆)s1p u+ (−∆)
s2
q u = θ|u|
r−2u+ |u|p
∗
s1
−2u in Ω,
u > 0 in Ω,
u = 0 in RN \ Ω.
(1.3)
has a nontrivial nonnegative weak solution.
To state our next theorem, we need the following definition.
Definition 1.2. Let M be a topological space and consider a closed subset A ⊂ M . We
say that A has category k relative to M (catM (A) = k), if A is covered by k closed sets
Aj , 1 ≤ j ≤ k, which are contractible in M , and if k is minimal with this property. If no
such finite covering exists, we define catM (A) =∞. Moreover, we define catM (∅) = 0.
Using Lusternik–Schnirelmann category theory, we prove our next result.
Theorem 1.3. Let 0 < s2 < s1 < 1 and
N > p2s1, 2 ≤ q <
N(p − 1)
N − s1
< p ≤ max{p, p∗s1 −
q
q − 1
} < r < p∗s1 .
Then there exists θ∗∗ > 0 such that for any θ ∈ (0, θ∗∗), problem (P) has at least catΩ(Ω)
nontrivial nonnegative solutions in X0,s1,p(Ω).
The rest of the paper is organized as follows. Section 2 is preliminaries, where we prove
X0,s1,p(Ω) is embedded in X0,s2,q(Ω) and the concentration compactness lemma for the
p-fractional case. Section 3, Section 4 and Section 5 deals with the proof of Theorem 1.1,
Theorem 1.2 and Theorem 1.3 respectively. The paper is concluded with an appendix where
we recall the statement of classical deformation lemma, general mountain pass lemma and
some standard properties of genus.
Before concluding the introduction, we would like to remark that as a future direction
it would be interesting to study similar kind of problems by considering even more general
kernel, again both fractional and nonlinear, but taking into account rough coefficients.
Thus, by replacing the fractional Laplacians in (Pθ,λ) with the nonlinear integro-differential
operator given by
LKu(x) = P.V.
∫
RN
|u(y)− u(x)|p−2(u(y)− u(x))K(x, y)dy, x ∈ RN
where the symmetric function K is a Gagliardo-type kernel (namely, an (s, p)-kernel) with
measurable coefficients. In this respect, the strictly related papers by Di Castro et Al.
([17],[18]), which deal with the general nonlinear fractional operators above could be the
starting point in order to study such a generalization.
2. Preliminary
2.1. Besov-Sobolev embeddings. In this subsection first we define Besov space of RN
and Ω. For 1 ≤ i ≤ N and h ∈ R, let ∆hi u denote the difference quotient defined by
∆hi u(x) = u(x+ hei)− u(x), x ∈ R
N .
Definition 2.1. [22, pg. 415] Let 1 ≤ p, q ≤ ∞ and 0 < s < 1. A function u ∈ L1loc(R
N )
belong to the Besov space Bsp,q(R
N ) if
‖u‖Bsp,q(RN ) = |u|Lp(RN ) + [u]Bsp,q(RN ) <∞,
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where
[u]Bsp,q(RN ) =


N∑
i=1
(∫ ∞
0
‖∆hi u‖
q
Lp(RN )
dh
h1+sq
) 1
q
, q <∞,
N∑
i=1
sup
h>0
1
hs
‖∆hi u‖Lp(RN ), q =∞.
(2.1)
Definition 2.2. Let D′(Ω) denote the set of all distributions over Ω. For 1 ≤ p, q ≤ ∞,
and 0 < s < 1, we set
Bsp,q(Ω) = {u ∈ D
′(Ω) : ∃ g ∈ Bsp,q(R
N ) with g|Ω = u}
and
‖u‖Bsp,q(Ω) = infg∈Bsp,q(RN ), g|Ω=u
‖g‖Bsp,q(RN ).
Bsp,q(Ω) is called the Besov Space over Ω.
For more details about Besov space, we refer [22] and [36].
Lemma 2.1. Let 1 ≤ q ≤ p ≤ ∞ and 0 < s2 < s1 < 1. Then
W s1,p(Ω) ⊂W s2,q(Ω).
Proof. Since q ≤ p and s2 < s1 implies s2 −
N
q < s1 −
N
p , from [36, Theorem (i), pg. 196],
we have
Bs1p,p(Ω) ⊂ B
s2
q,q(Ω).
Further, from [36, pg. 209]), it follows that |u|Lp(Ω) +
(∫
Ω×Ω
|u(x)− u(y)|p
|x− y|N+sp
dxdy
) 1
p
is
an equivalent norm for ‖u‖Bsp,p(Ω). Therefore, B
s
p,p(Ω) = W
s,p(Ω) for 1 ≤ p ≤ ∞ and
0 < s < 1. Hence the lemma follows. 
Note that the assertion of the above Lemma fails when s1 = s2, see [27] for the coun-
terexample.
Lemma 2.2. Let 0 < s2 < s1 < 1, 1 < q ≤ p and Ω be a smooth bounded domain in R
N ,
where N > s1p. Then X0,s1,p(Ω) ⊂ X0,s2,q(Ω) and there exists C = C(|Ω|, N, p, q, s1, s2) >
0 such that
‖u‖0,s2,q ≤ C‖u‖0,s1,p ∀u ∈ X0,s1,p(Ω).
Proof. Let u ∈ X0,s1,p(Ω). Then u ∈ W
s1,p(RN ) with u ≡ 0 a.e. in RN \ Ω. Note that,
thanks to Ho¨lder inequality and Sobolev inequality, we have
‖u‖pW s1,p(Ω) = |u|
p
p +
∫
Ω×Ω
|u(x)− u(y)|p
|x− y|N+s1p
dxdy
≤ |u|pp∗s1
|Ω|
1− p
p∗s1 +
∫
RN×RN
|u(x)− u(y)|p
|x− y|N+s1p
dxdy
≤ (C|Ω|
1− p
p∗s1 + 1)‖u‖p0,s1,p.
This proves that X0,s1,p(Ω) ⊂ W
s1,p(Ω). Consequently, by Lemma 2.1 we also have
W s1,p(Ω) ⊂ W s2,q(Ω). As a result, u ∈ W s2,q(Ω) with u ≡ 0 a.e. in RN \ Ω. Further,
as ∂Ω is smooth, the embedding W s2,q(Ω) →֒ W s2,q(RN ) is continuous, that is,
‖u‖W s2,q(RN ) ≤ C(|Ω|, q,N)‖u‖W s2,q(Ω) for all u ∈W
s2,q(Ω). (2.2)
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Therefore,
‖u‖W s2,q(RN ) ≤ C(|Ω|, N, p, q, s1, s2)‖u‖0,s1,p for all u ∈ X0,s1,p(Ω). (2.3)
Since, ‖u‖q0,s2,q ≤ ‖u‖
q
W s2,q(RN )
, it follows
‖u‖X0,s2,q(Ω) ≤ C(|Ω|, N, s1, s2, p, q)‖u‖X0,s1 ,p(Ω) for all u ∈ X0,s1,p(Ω). (2.4)
Hence the lemma follows. 
2.2. Concentration-compactness. For s ∈ (0, 1), define
W˙ s,p(RN ) :=
{
u ∈ Lp
∗
s (RN ) :
∫
R2N
|u(x)− u(y)|p
|x− y|N+sp
dxdy <∞
}
and
Ss,p = inf
u∈W˙ s,p(RN )\{0}
∫
R2N
|u(x) − u(y)|p
|x− y|N+sp
dxdy
(∫
RN
|u|p
∗
s
) p
p∗s
. (2.5)
Next, we fix some notations: Dsu(x) :=
∫
RN
|u(x)− u(y)|p
|x− y|N+sp
dy. Thus, |Dsu|pp = ‖u‖
p
0,s,p,
Cc(R
N ) denotes the set of all continuous functions with compact support. ‖µ‖ :=
∫
RN
dµ.
M(RN ) denotes the space of finite measures on RN . We say a sequence (µn) converges
weakly to µ in M(RN ), if
〈µn, φ〉 :=
∫
RN
φdµn → 〈µ, φ〉 ∀ φ ∈ Cc(R
N )
and it is denoted by µn ⇀ µ.
Theorem 2.1. Let s ∈ (0, 1) and p > 1. Assume {un} ⊂ X0,s,p(Ω) is a nonnegative
sequence such that |un|p∗s = 1 and ‖un‖
p
0,s,p → Ss,p as n → ∞. Then, there exists a
sequence {yn, λn} ∈ R
N × R+ such that
vn(x) := λ
(N−sp)
p
n un(λnx+ yn) (2.6)
has a convergent subsequence (still denoted by vn) such that vn → v in W˙
s,p(RN ) where
v(x) > 0 in RN . In particular, there exists a minimizer for Ss,p. Moreover, we have, λn → 0
and yn → y ∈ Ω as n→∞.
Proof. For p = 2, this lemma has been proved by Palatucci-Pisante in [31, Theorem 1.3].
For general p > 1, using Lemma 2.3 (see the next lemma), the proof can be completed
following the similar steps as in [37, Lemma 1.41](also see [23, Section I.4, Example (iii)]
). We omit the details. 
Remark 2.1. that the result proven by Palatucci and Pisante is [31, Theorem 1.3] is still
valid even for s > 1 and the subsequent proof is much in the spirit of [32].
Lemma 2.3. Let s ∈ (0, 1) and p > 1. Assume {un} be a sequence in W˙
s,p(RN ) such that

un ⇀ u in W˙
s,p(RN ),
|Ds(un − u)|
p ⇀ µ in M(RN ),
|un − u|
p∗s ⇀ ν in M(RN ),
un → u a.e. on R
N ,
(2.7)
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and define 

µ∞ := limR→∞ lim supn→∞
∫
|x|≥R
|Dsun|
pdx,
ν∞ := limR→∞ lim supn→∞
∫
|x|≥R
|un|
p∗sdx.
(2.8)
Then, we have
Ss,p‖ν‖
p
p∗s ≤ ‖µ‖, (2.9)
Ss,pν
p
p∗s
∞ ≤ µ∞, (2.10)
lim sup
n→∞
|Dsun|
p
p = |D
su|pp + ‖µ‖+ µ∞, (2.11)
lim sup
n→∞
|un|
p∗s
p∗s
= |u|
p∗s
p∗s
+ ‖ν‖+ ν∞. (2.12)
Moreover, if u = 0 and Ss,p‖ν‖
p/p∗s = ‖µ‖, then µ, ν are concentrated at a single point.
Remark 2.2. (i) In the local case, Lemma 2.3 has been proved in [23, Lemma I.1] (see
also [37, Lemma 1.40] for s = 1, p = 2). For the concentration-compactness result in the
bounded domain, i.e., when un ⇀ u in W
s,p
0 (Ω), we cite [29, Theorem 2.5]. Combining
the ideas of [23], [29] and [37], one expects the above lemma to hold for general s ∈ (0, 1)
and p ≥ 1 (see [23, Section I.4]), but as best of our knowledge this lemma has not been
proved exclusively anywhere. For s ∈ (0, 1), p = 2, concentration-compactness result in
R
N has been proved in [16] using the harmonic extension method of Caffarelli-Silvestre,
which clearly does not work for p 6= 2 case. Therefore we give here the proof for reader’s
convenience. Our proof is much different from [29] and [2], in both the cases the tightness
of the sequence was assumed, where as we have not taken any such assumption.
(ii) It’s easy to see that for φ ∈ C∞0 (R
N ), Dsφ does not have compact support. Thus,
when un ⇀ 0 in W˙
s,p(RN ), one can not just apply Rellich compactness result to
limn→∞
∫
RN
|un|
p|Dsφ|p in order to pass the limit. This makes the situation much dif-
ferent from the local case [23] or the nonlocal case when un ⇀ u in W
s,p
0 (Ω), which was
treated in [29].
Proof. Let us first consider the case u ≡ 0.
Step 1: In this step we prove Ss,p(‖ν‖)
p/p∗s ≤ ‖µ‖.
Choosing φ ∈ C∞0 (R
N ) and applying Sobolev inequality, we have
Ss,p|unφ|
p∗s
p∗s
≤ ‖unφ‖
p
0,s,p = |D
s(unφ)|
p
p
≤ (1 + θ)
∫
RN
|Dsun|
p|φ|pdx+ cθ
∫
RN
|Dsφ|p|un|
pdx,(2.13)
where, in the last line we have used [29, (2.1)]. Let, supp(φ) ∈ B(0, r) for some r > 0.
Then for a.e. |x| > r,
|Dsφ|p(x) =
∫
B(0,r)
|φ(y)|p
|x− y|N+sp
dy ≤
∫
B(0,r)
|φ(y)|p
(|x| − r)(N+sp)
dy ≤
|φ|pp
(|x| − r)N+sp
, (2.14)
Fix, Rθ > r large enough (will be chosen later) . Then,
cθ
∫
RN
|Dsφ|p|un|
pdx = cθ
∫
B(0,Rθ)
|Dsφ|p|un|
pdx+ cθ
∫
RN\B(0,Rθ)
|Dsφ|p|un|
pdx
=: J1(n) + J2(n), (2.15)
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We observe that as un ⇀ u in W˙
s,p(RN ) and u ≡ 0, it holds un → 0 in L
p
loc(R
N ). Also,
φ ∈ C∞0 (R
N ) implies, |Dsφ|p ∈ L∞(RN ). Therefore,
lim
n→∞
J1(n) = 0. (2.16)
Clearly,
|un|
p∗s
p∗s
≤ c1 for all n ≥ 1 (2.17)
for some c1 > 0. Consequently, applying Ho¨lder inequality followed by (2.14) yields
J2(n) ≤ cθc
p/p∗s
1
(∫
RN\B(0,Rθ)
|Dsφ|
N
s dx
) sp
N
≤ cθc
p/p∗s
1 |φ|p
(
ωN
∫ ∞
Rθ
tN−1
(t− r)(N+sp)
N
sp
dt
) sp
N
, (2.18)
where ωN denotes the surface measure of unit sphere in R
N . A straight-forward computa-
tion yields,∫ ∞
Rθ
tN−1
(t− r)(N+sp)
N
sp
dt = 2N−2
[
sp
N2
1
(Rθ − r)N
2/sp
+
(
rN−1sp
N(N + sp)− sp
)
1
(Rθ − r)
N(N+sp)
sp
−1
] sp
N
.
(2.19)
Choose Rθ such that
cθc
p/p∗s
1 ω
sp/N
N |φ|p2
N−2
[
sp
N2
1
(Rθ − r)N
2/sp
+
(
rN−1sp
N(N + sp)− sp
)
1
(Rθ − r)
N(N+sp)
sp
−1
] sp
N
< θ.
(2.20)
As a consequence,
J2(n) < θ, ∀ n ≥ 1. (2.21)
Combining this with (2.16) and (2.15) yields
lim
n→∞
cθ
∫
RN
|Dsφ|p|un|
pdx < θ.
Hence, taking the limit n→∞ in (2.13) we obtain
Ss,p
(∫
RN
|φ|p
∗
sdν
)p/p∗s
≤ (1 + θ)
∫
RN
|φ|pdµ + θ. (2.22)
Since θ > 0 is arbitrary, so letting θ → 0 in (2.22) gives
Ss,p
(∫
RN
|φ|p
∗
sdν
)p/p∗s
≤
∫
RN
|φ|pdµ ∀ φ ∈ C∞0 (R
N ). (2.23)
Hence, taking supremum over C∞0 (R
N ), we get
Ss,p(‖ν‖)
p/p∗s ≤ ‖µ‖.
Step 2: In this step we prove Ss,pν
p/p∗s
∞ ≤ µ∞.
For this first fix R > 1 and choose ψR ∈ C
∞(RN ) be such that
ψR(x) =
{
1, |x| > R+ 1,
0, |x| < R,
0 ≤ ψR ≤ 1 in R
N . (2.24)
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Thanks to Sobolev inequality, we have
Ss,p
(∫
RN
|ψRun|
p∗sdx
)p/p∗s
≤
∫
RN
|Ds(unψR)|
pdx.
Therefore, as before we get
Ss,p
(∫
RN
|ψR|
p∗s |un|
p∗sdx
)p/p∗s
≤ (1 + θ)
∫
RN
|Dsun|
p|ψR|
pdx+ cθ
∫
RN
|un|
p|DsψR|
pdx.
(2.25)
Doing an easy computation, it follows that DsψR ∈ L
∞(RN ). Therefore, for any R˜ > R+1,
cθ lim sup
n→∞
∫
RN
|un|
p|DsψR|
pdx = cθ lim sup
n→∞
∫
B(0,R˜)
|un|
p|DsψR|
pdx
+cθ lim sup
n→∞
∫
RN\B(0,R˜)
|un|
p|DsψR|
pdx
= cθ lim sup
n→∞
∫
RN\B(0,R˜)
|un|
p|DsψR|
pdx. (2.26)
Moreover, for x ∈ B(0, R + 1)
c
,
|DsψR(x)| =
∫
RN
|1− ψR(y)|
p
|x− y|N+sp
dy ≤ 2p−1
∫
B(0,R+1)
1 + ψR(y)
p
|x− y|N+sp
dy
≤
2p−1
(|x| − (R+ 1))N+sp
∫
B(0,R+1)
(1 + ψR(y)
p)dy
≤
2p−1αN
(|x| − (R+ 1))N+sp
(
2(R + 1)N −RN
)
,
where αN is volume of unit ball in R
N . Therefore, doing the similar analysis as in Step 1,
we get an existence of R˜ > R+ 1, for which
cθ
∫
RN\B(0,R˜)
|un|
p|DsψR|
pdx < θ.
Hence, combining this along with (2.26) and (2.25) and then taking θ → 0 yields
lim sup
n→∞
Ss,p
(∫
RN
|ψR|
p∗s |un|
p∗sdx
)p/p∗s
≤ lim sup
n→∞
∫
RN
|ψR|
p|Dsun|
pdx. (2.27)
On the other hand, we have∫
|x|>R+1
|Dsun|
pdx ≤
∫
RN
ψpR|D
sun|
pdx ≤
∫
|x|≥R
|Dsun|
pdx
and ∫
|x|>R+1
|un|
p∗sdx ≤
∫
RN
|un|
p∗sψ
p∗s
R dx ≤
∫
|x|≥R
|un|
p∗sdx.
From (2.8) we obtain,
µ∞ = lim
R→∞
lim sup
n→∞
∫
RN
ψpR|D
sun|
pdx, ν∞ = lim
R→∞
lim sup
n→∞
∫
RN
ψ
p∗s
R |un|
p∗sdx. (2.28)
Substituting (2.28) into (2.27) yields
Ss,pν
p/p∗s
∞ ≤ µ∞.
Step 3: Assume Ss,p‖ν‖
p/p∗s = ‖µ‖. Then following the exact similar analysis as in [37,
Step 3, Lemma 1.40] we get µ and ν are concentrated at a single point.
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Step 4: For the general case write vn = un − u. Since vn ⇀ 0 in W˙
s,p(RN ), it follows
|Dsvn|
p ⇀ µ+ |Dsu|p in M(RN ).
Using Brezis-Lieb lemma, for all h ∈ Cc(R
N ), we obtain∫
RN
h|u|p
∗
sdx = lim
n→∞
∫
RN
h|un|
p∗sdx−
∫
RN
h|vn|
p∗sdx.
This in turn implies
|un|
p∗s ⇀ |u|p
∗
s + ν in M(RN ).
(2.9) follows from corresponding inequality of (vn).
Step 5: Since ,
lim sup
n→∞
∫
|x|>R
|Dsvn|
pdx = lim sup
n→∞
∫
|x|>R
|Dsun|
pdx−
∫
|x|>R
|Dsu|pdx,
we obtain µ∞ = lim
R→∞
lim sup
n→∞
∫
|x|>R
|Dsvn|
pdx.
Similarly, applying Brezis-Lieb lemma to
∫
|x|>R
|u|p
∗
sdx yields
ν∞ = lim
R→∞
lim sup
n→∞
∫
|x|≥R
|vn|
p∗sdx.
Now, (2.10) follows from corresponding inequality for (vn).
Step 6: For R > 1, we have
lim sup
n→∞
∫
RN
|Dsun|
pdx = lim sup
n→∞
(∫
RN
ψR|D
sun|
p +
∫
RN
(1− ψR)|D
sun|
p
)
= lim sup
n→∞
(∫
RN
ψR|D
sun|
p
+
∫
RN
(1− ψR)dµ+
∫
RN
(1− ψR)|D
su|pdx
)
.
Hence, taking the limit R→∞ yields
lim sup
n→∞
∫
RN
|Dsun|
pdx = µ∞ + ‖µ‖+ ‖u‖
p
0,s,p.
Proof of (2.12) is similar. 
3. Proof of Theorem 1.1
The energy functional associated to (Pθ,λ) is given by:
I(u) =
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
θ
r
∫
Ω
V (x)|u|rdx−
1
p∗s1
|u|
p∗s1
p∗s1
− λ
∫
Ω
F (x, u)dx. (3.1)
We note that I(u) = I(−u) for all u ∈ X0,s1,p(Ω) and I ∈ C
1(X0,s1,p,R).
Definition 3.1. Let ϕ ∈ C1(X,R). We say that {un} is a Palais-Smale sequence (in
short, PS sequence) of ϕ at level c if ϕ(un)→ c and ϕ
′(un)→ 0 in (X)
′, the dual space of
X. Moreover, we say that ϕ satisfies (PS)c condition if {un} is any (PS) sequence in X
at level c implies {un} has a convergent subsequence in X.
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Lemma 3.1. Assume (A1)-(A3) are satisfied. Then, there exists c1, c2 > 0 such that any
(PS)c sequence {un} ⊂ X0,s1,p(Ω) of I has a convergent subsequence where
c <
s1
N
(Ss1,p)
N
s1p − c1θ
q
q−r − c2λ
p∗s1
p∗s1
−l .
Proof. Let {un} ⊂ X0,s1,p(Ω) be a (PS)c sequence of I. Therefore,
I(un) = c+ o(1), I
′(un) = o(1). (3.2)
Claim 1: ‖un‖0,s1,p is uniformly bounded.
We prove the Claim by method of contradiction. Thus assume the claim does not hold,
that is, up to a subsequence ‖un‖0,s1,p →∞ as n→∞. Let us define uˆn :=
un
‖un‖0,s1,p
. Then
‖uˆn‖0,s1,p = 1. Therefore, up to a subsequence, we may take
uˆn ⇀ uˆ in X0,s1,p, and uˆn → uˆ in L
γ(RN ), 1 ≤ γ < p∗s1 (3.3)
for some uˆ ∈ X0,s1,p(Ω). From (3.2) using
1
||un||0,s1,p
= o(1), we have
1
p
‖uˆn‖
p
0,s1,p
+
1
q
‖un‖
q−p
0,s1,p
‖uˆn‖
q
0,s2,q
−
θ
r
‖un‖
r−p
0,s1,p
∫
Ω
V (x)|uˆn|
rdx
−
1
p∗s1
‖un‖
p∗s1−p
0,s1,p
|uˆn|
p∗s1
p∗s1
− λ‖un‖
−p
0,s1,p
∫
Ω
F (x, un)dx
= o(1), (3.4)
and
‖uˆn‖
p
0,s1,p
+ ‖un‖
q−p
0,s1,p
‖uˆn‖
q
0,s2,q
−θ‖un‖
r−p
0,s1,p
∫
Ω
V (x)|uˆn|
rdx
−‖un‖
p∗s1−p
0,s1,p
|uˆn|
p∗s1
p∗s1
− λ‖un‖
−p
0,s1,p
∫
Ω
f(x, un)undx = o(1).
(3.5)
As V ∈ L∞(Ω), using (3.3) we have
∫
Ω
V (x)|uˆn|
rdx→
∫
Ω
V (x)|uˆ|rdx. (3.6)
From (3.4) and (3.5), we obtain
(
p∗s1
p
− 1)‖uˆn‖
p
0,s1,p
+(
p∗s1
q
− 1)‖un‖
q−p
0,s1,p
‖uˆn‖
q
0,s2,q
− θ(
p∗s1
r
− 1)‖un‖
r−p
0,s1,p
∫
Ω
V (x)|uˆn|
rdx
−λ‖un‖
−p
0,s1,p
(
p∗s1
∫
Ω
[F (x, un)− f(x, un)un]dx
)
= o(1). (3.7)
12 MOUSOMI BHAKTA, DEBANGANA MUKHERJEE
Using (A3), (3.3) and (3.6), we can write(
p∗s1
p
− 1
)
‖uˆn‖
p
0,s1,p
=
(
1−
p∗s1
p
)
‖un‖
q−p
0,s1,p
‖uˆn‖
q
0,s2,q
+ θ
(
p∗s1
r
− 1
)
‖un‖
r−p
0,s1,p
∫
Ω
V (x)|uˆn|
rdx
+λ‖un‖
−p
0,s1,p
(∫
Ω
p∗s1F (x, un)− f(x, un)undx
)
+ o(1)
≤
(
1−
p∗s1
p
)
‖un‖
q−p
0,s1,p
‖uˆn‖
q
0,s2,q
+ θ
(
p∗s1
r
− 1
)
‖un‖
r−p
0,s1,p
∫
Ω
V (x)|uˆ|rdx
+λa3‖un‖
l−p
0,s1,p
|uˆ|ll + o(1)
= o(1),
as n→∞. This is a contradiction as ‖uˆn‖0,s1,p = 1 and hence Claim 1 follows.
Consequently, there exists u ∈ X0,s1,p(Ω) such that up to a subsequence
un ⇀ u in X0,s1,p(Ω),
un → u a.e. in R
N ,
un → u strongly in L
γ(RN ) for 1 ≤ γ < p∗s1 .
Applying (A1) and (A2), we have∫
Ω
f(x, un)undx =
∫
Ω
f(x, u)udx+ o(1),
∫
Ω
F (x, un)dx =
∫
Ω
F (x, u)dx + o(1),
and ∫
Ω
V (x)|un|
rdx =
∫
Ω
V (x)|u|rdx+ o(1).
Note that by Lemma 2.2, ‖un‖0,s2,q is also bounded. Since un → u a.e. in R
N , we obtain
|un(x)− un(y)|
p−2(un(x)− un(y))
|x− y|(
N
p
+s1)(p−1)
→
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|(
N
p
+s1)(p−1)
a.e. (x, y) ∈ RN × RN . On the other hand, ‖un‖0,s1,p is uniformly bounded implies there
exists C > 0 such that∫
R2N
(
|un(x)− un(y)|
|x− y|
N
p
+s1
)p
dxdy ≤ C for all n ≥ 1,
that is, ∫
R2N
∣∣∣∣ |un(x)− un(y)|p−2(un(x)− un(y))
|x− y|(
N
p
+s1)(p−1)
∣∣∣∣
p
p−1
dxdy ≤ C.
Therefore,
|un(x)− un(y)|
p−2(un(x)− un(y))
|x− y|(
N
p
+s1)(p−1)
⇀
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|(
N
p
+s1)(p−1)
MULTIPLICITY RESULTS FOR (p, q) FRACTIONAL LAPLACE EQUATIONS 13
weakly in Lp
′
(RN × RN ) with p′ = pp−1 . Similarly, as ‖un‖0,s2,q is uniformly bounded,
|un(x)− un(y)|
q−2(un(x)− un(y))
|x− y|(
N
q
+s2)(q−1)
⇀
|u(x)− u(y)|q−2(u(x)− u(y))
|x− y|(
N
q
+s2)(q−1)
weakly in Lq
′
(RN×RN ) with q′ = qq−1 . If φ ∈ X0,s1,p(Ω), it follows
φ(x)−φ(y)
|x−y|
N
p +s1
∈ Lp(RN×RN )
and φ(x)−φ(y)
|x−y|
N
q +s2
∈ Lq(RN × RN). As a result,
∫
R2N
|un(x)− un(y)|
p−2(un(x)− un(y))(φ(x) − φ(y))
|x− y|(
N
p
+s1)(p−1)|x− y|
N
p
+s1
dxdy
−→
∫
R2N
|u(x)− u(y)|p−2(u(x)− u(y))(φ(x) − φ(y))
|x− y|N+s1p
dxdy
and ∫
R2N
|un(x)− un(y)|
q−2(un(x)− un(y))(φ(x) − φ(y))
|x− y|(
N
q
+s2)(q−1)|x− y|
N
q
+s2
dxdy
−→
∫
R2N
|u(x)− u(y)|q−2(u(x) − u(y))(φ(x) − φ(y))
|x− y|N+s2q
dxdy.
These together with (3.2) via Vitali’s convergence theorem implies I ′(u) = 0 that is u is
weak solution of (Pθ,λ).
Claim 2: un → u in X0,s1,p(Ω).
To prove this claim, define vn := un − u. As ‖un‖0,s1,p and ‖un‖0,s2,q are uniformly
bounded and un → u a.e. in R
N , applying Brezis-Lieb lemma, we obtain∫
R2N
|un(x)− un(y)|
p
|x− y|N+s1p
dxdy =
∫
R2N
|vn(x)− vn(y)|
p
|x− y|N+s1p
dxdy +
∫
R2N
|u(x)− u(y)|p
|x− y|N+s1p
dxdy + o(1),
i.e., ‖un‖
p
0,s1,p
= ‖vn‖
p
0,s1,p
+ ‖u‖p0,s1,p + o(1).
Similarly, we have ‖un‖
q
0,s2,q
= ‖vn‖
q
0,s2,q
+ ‖u‖q0,s2,q + o(1). Therefore, a straight forward
computation yields
c+ o(1) =
1
p
‖vn‖
p
0,s1,p
+
1
q
‖vn‖
q
0,s2,q
−
θ
r
∫
Ω
V (x)|u|rdx−
1
p∗
|vn|
p∗s1
p∗s1
−λ
∫
Ω
F (x, u)dx +
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
1
p∗
|u|
p∗s1
p∗s1
. (3.8)
On the other hand, using |I ′(un)un| ≤ o(1)‖un‖0,s1,p = o(1), we also have
‖vn‖
p
0,s1,p
+ ‖vn‖
q
0,s2,q
= o(1) + θ
∫
Ω
V (x)|u|rdx+ |u|
p∗s1
p∗s1
+ |vn|
p∗s1
p∗s1
+λ
∫
Ω
f(x, u)udx− ‖u‖p0,s1,p − ||u||
q
0,s2,q
. (3.9)
Combining (3.9) with I ′(u) = 0 yields
‖vn‖
p
0,s1,p
+ ‖vn‖
q
0,s2,q
− |vn|
p∗s1
p∗s1
= o(1). (3.10)
Since ‖vn‖0,s1,p, ‖vn‖0,s2,q, |vn|p∗s1 all are bounded sequence of real numbers, we may assume
that:
‖vn‖
p
0,s1,p
= a+ o(1), ‖vn‖
q
0,s2,q
= b+ o(1), |vn|
p∗s1
p∗s1
= d+ o(1) (3.11)
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for some a, b, d ≥ 0. Hence, (3.10) implies
a+ b = d. (3.12)
Thus a ≤ d. Therefore, Sobolev inequality yields
a ≥ Ss1,pd
p/p∗s1 ≥ Ss1,pa
p/p∗s1 (3.13)
If a = 0, we are done. If a > 0, then (3.13) implies
a ≥ (Ss1,p)
N
s1p . (3.14)
Using (3.8), (3.11), (3.12), (3.14) and the fact that q < p < p∗s1 , taking the limit n → ∞
we have
c =
a
p
+
b
q
−
(a+ b)
p∗s1
+
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
1
p∗s1
|u|
p∗s1
p∗s1
−
θ
r
∫
Ω
V (x)|u|rdx− λ
∫
Ω
F (x, u)dx.
≥
as1
N
+
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
1
p∗s1
|u|
p∗s1
p∗s1
−
θ
r
∫
Ω
V (x)|u|rdx− λ
∫
Ω
F (x, u)dx.
≥
s1
N
(Ss1,p)
N
s1p +
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
1
p∗s1
|u|
p∗s1
p∗s1
−
θ
r
∫
Ω
V (x)|u|rdx− λ
∫
Ω
F (x, u)dx.
(3.15)
Also from < I ′(u), u >= 0, it follows
‖u‖p0,s1,p = −‖u‖
q
0,s2,q
+ |u|
p∗s1
p∗s1
+ θ
∫
Ω
V (x)|u|r dx+ λ
∫
Ω
f(x, u)u dx. (3.16)
Substituting (3.16) into (3.15) and using (A1) yields
c ≥
s1
N
(Ss1,p)
N
s1p +
s1
N
|u|
p∗s1
p∗s1
− θ
(
1
r
−
1
p
)∫
Ω
V (x)|u|rdx
−λ
∫
Ω
(F (x, u) −
1
p
f(x, u)u)dx +
(
1
q
−
1
p
)
‖u‖q0,s2,q
≥
s1
N
(Ss1,p)
N
s1p +
s1
N
|u|
p∗s1
p∗s1
− θη
(
1
r
−
1
p
)
‖u‖r0,s2,r
−λ
∫
Ω
(F (x, u) −
1
p
f(x, u)u)dx +
(
1
q
−
1
p
)
‖u‖q0,s2,q. (3.17)
Note that from (A4) it is easy to see f(x, t)t ≥ 0 for all t ∈ R, x ∈ Ω and from (A3), it
follows that F (x, t) ≤ 1p∗s1
f(x, t)t+ a3p∗s1
|t|l. Thus,∫
Ω
λ
(
F (x, u)−
1
p
f(x, u)u
)
dx ≤
λa3
p
|u|ll ≤
λa3
p
|Ω|
1− l
p∗s1 |u|lp∗s1
= λc0|u|
l
p∗s1
, (3.18)
where c0 =
a3
p |Ω|
1− l
p∗s1 . Applying Lemma 2.2 and Young’s inequality, for any δ > 0 we
obtain
η
(
1
r
−
1
p
)
‖u‖r0,s2,r ≤ η
(
1
r
−
1
p
)
Cr‖u‖r0,s2,q ≤ δ‖u‖
q
0,s2,q
+ Cδ. (3.19)
Substituting (3.18) and (3.19) into (3.17) we have
c ≥
s1
N
(Ss1,p)
N
s1p +
s1
N
|u|
p∗s1
p∗s1
− θδ‖u‖q0,s2,q − θCδ − λc0|u|
l
p∗s1
+
(
1
q
−
1
p
)
‖u‖q0,s2,q. (3.20)
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Now choose δ = 1θ
(
1
q−
1
p
)
. This implies Cδ = c1θ
r
q−r , for some c1 = c1(p, q, r,N, s1, s2, |Ω|) >
0. Substituting this in (3.20) yields
c ≥
s1
N
(Ss1,p)
N
s1p +
s1
N
|u|
p∗s1
p∗s1
− c1θ
q
q−r − λc0|u|
l
p∗s1
.
Note that the constants c1 and c0 are independent of θ, λ. Let us consider the function
g : (0,∞)→ R by
g(x) =
s1
N
xp
∗
s1 − λc0x
l.
We note that g attains its minimum at x0 = (
c0lNλ
p∗s1
)
1
p∗s1
−l . Therefore,
g(x) ≥ g(x0) = −c2λ
p∗s1
p∗s1
−l ,
where c2 = c0
p∗s1−l
p∗s1
( c0lNp∗s1
)
l
p∗s1
−l > 0. Consequently,
c ≥
s1
N
(Ss1,p)
N
s1p − c1θ
q
q−r − c2λ
p∗s1
p∗s1
−l ,
which is a contradiction to the assumption on c. Hence, a = 0 and this completes the proof
of the lemma.

Using (A1) and Lemma 2.2, for 1 < r < p∫
Ω
V (x)|u|rdx ≤ η‖u‖r0,s2,r ≤ Cη‖u‖
r
0,s1,p. (3.21)
Moreover, by Sobolev embedding we have Ss1,p|u|
p
p∗s1
≤ ||u||p0,s1,p and using (A2), we
obtain∫
Ω
F (x, u)dx ≤
a1
α
|u|αα +
a2
β
|u|ββ
≤
a1
α
|Ω|
1− α
p∗s1 |u|αp∗s1
+
a2
β
|Ω|
1− β
p∗s1 |u|βp∗s1
≤
a1
α
|Ω|
1− α
p∗s1 (Ss1,p)
−α/p‖u‖α0,s1,p +
a2
β
|Ω|
1− β
p∗s1 (Ss1,p)
−β/p‖u‖β0,s1,p.
This together with (3.21) and Sobolev embedding gives:
I(u) ≥
1
p
‖u‖p0,s1,p −
(Ss1,p)
−p∗s1/p
p∗s1
‖u‖
p∗s1
0,s1,p
−
ηCθ
r
‖u‖r0,s1,p
−λ
a1
α
|Ω|
p∗s1
−α
p∗s1 (Ss1,p)
−α/p‖u‖α0,s1,p − λ
a2
β
|Ω|
p∗s1
−β
p∗s1 (Ss1,p)
−β/p‖u‖β0,s1,p
= c3‖u‖
p
0,s1,p
− c4‖u‖
p∗s1
0,s1,p
− c5θ‖u‖
r
0,s1,p − c6λ‖u‖
α
0,s1,p − c7λ‖u‖
β
0,s1,p
, (3.22)
where
c3 =
1
p
, c4 =
(Ss1,p)
−p∗s1/p
p∗s1
, c5 =
η
r
C, c6 =
a1
α
|Ω|
p∗s1
−α
p∗s1 (Ss1,p)
−α/p, c7 =
a2
β
|Ω|
p∗s1
−β
p∗s1 (Ss1,p)
−β/p
are all positive constants. Let us define a function h : (0,∞)→ R by
h(x) = c3x
p − c4x
p∗s1 − c5θx
r − c6λx
α − c7λx
β. (3.23)
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As 1 < r < p and 1 < α, β < p∗s1 , we see that there exists λ0 ≥ λ
∗ > 0 such that for any
λ ∈ (0, λ∗), there exists x > 0 such that h(x) > 0. Therefore, we conclude that for any
λ ∈ (0, λ∗), there exists
θ∗ = θ∗(λ) > 0 (3.24)
such that for any θ ∈ (0, θ∗),
(a) h(x) attains its maximum and maxx∈(0,∞) h(x) > 0,
(b) s1N S
N
s1p − c1θ
q
q−r − c2λ
p∗s1
p∗s1
−l > 0,
where c1, c2 are given in lemma 3.1. From the definition of h, it is not difficult to see that
h has finitely many positive roots, say 0 < r1 < r2 < · · · < rm <∞, where h(ri) = 0.
As a result, we note that,
h(x)
{
< 0 ∀x ∈ (0, r1) ∪ (r2, r3) ∪ · · · ∪ (rm,∞),
> 0 ∀x ∈ (r1, r2) ∪ (r3, r4) ∪ · · · ∪ (rm−1, rm).
(3.25)
Denote,
A := (0, r1) ∪ (r2, r3) ∪ · · · ∪ (rm,∞), B := A \ (rm,∞).
We choose τ ∈ C∞(R+; [0, 1]) such that
τ(x) =
{
1, x ∈ B,
0, x ∈ (rm,∞).
(3.26)
Set φ(u) := τ(‖u‖0,s1,p) and the truncated functional
I∞(u) =
1
p
‖u‖p0,s1,p+
1
q
‖u‖q0,s2,q−
θ
r
∫
Ω
V (x)|u|rdx−
1
p∗s1
∫
Ω
|u|p
∗
s1φ(u)dx−λ
∫
Ω
F (x, u)φ(u)dx.
(3.27)
Similarly, as (3.23) we can consider the function h¯ : (0,∞)→ R as
h¯(x) = c3x
p − c4x
p∗s1 τ(x)− c5θx
r − c6λx
ατ(x)− c7λx
βτ(x), ∀x > 0 (3.28)
and have
I∞(u) ≥ h¯(‖u‖0,s1,p). (3.29)
It is not difficult to check that from the definition of τ, A, B that
h¯(x) ≥ h(x) ∀x > 0, h¯(x) = h(x) ∀x ∈ B, h¯(x) ≥ 0 ∀x > rm. (3.30)
Therefore, we conclude
I(u) = I∞(u) for ‖u‖0,s1,p ∈ B. (3.31)
Also we note that τ ∈ C∞(R+, [0, 1]) implies I∞(u) ∈ C
1(X0,s1,p,R).
Lemma 3.2. (i) Let I∞(u) < 0. Then ‖u‖0,s1,p ∈ B and there exists a neighbourhood Nu
of u such that I(v) = I∞(v) ∀ v ∈ Nu.
(ii) For any λ ∈ (0, λ∗), there exists θ∗ > 0 such that for any θ ∈ (0, θ∗), I∞(u) satisfies
(PS)c condition for c < 0.
Proof. We prove (i) by method of contradiction. Suppose ‖u‖0,s1,p /∈ B, that is, ‖u‖0,s1,p ∈
R
+ \B for u with I∞(u) <∞. Now, two cases may happen.
Case 1 : If ‖u‖0,s1,p ∈ R
+ \A, then using (3.29), (3.30) and (3.25), we have
I∞(u) ≥ h¯(‖u‖0,s1,p) ≥ h(‖u‖0,s1,p) > 0.
This contradicts I∞(u) < 0.
Case 2 : If ‖u‖0,s1,p ∈ (rm,∞) = A \ B. Then by (3.29) and (3.30), we have I∞(u) ≥
h¯(‖u‖0,s1,p) ≥ 0, which again contradicts I∞(u) < 0. Hence, ‖u‖0,s1,p ∈ B. Moreover as B
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is an open set, applying (3.31), we obtain there exists a neighborhood Nu of u such that
I(v) = I∞(v) ∀ v ∈ Nu.
To prove (ii), let θ∗ > 0 be as in (3.24). Suppose c < 0 and {un} ⊆ X0,s1,p(Ω) is a (PS)c
sequence of I∞. Therefore, for n large we may take
I∞(un) < 0 and I
′
∞(un) = o(1).
Using (i) it follows that ‖un‖0,s1,p ∈ B. Therefore, I(un) = I∞(un) and I
′(un) = I
′
∞(un) =
o(1). Since (b) holds for θ ∈ (0, θ∗), applying lemma 3.1, we obtain I(u) satisfies (PS)c
condition for c < 0. Therefore, I∞(u) satisfies (PS)c condition for c < 0. 
Define,
Σ := {A ⊂ X0,s1,p \ {0} : A is closed, A = −A}. (3.32)
Definition 3.2. Let A ∈ Σ. We denote by γ(A) the genus of A which is the smallest
positive integer n such that there exists an odd continuous map from A into Rn \ {0}. We
set γ(∅) = 0 and if no such n exists for A, then we set γ(A) =∞.
Proof of Theorem 1.1
Proof. Define
ck := inf
A∈Σk
sup
A
I∞(u),
where
Σk := {A ∈ Σ : γ(A) ≥ k},
and Σ is as in (3.32) . Let,
Kc := {u ∈ X0,s1,p(Ω) : I∞(u) = c, I
′
∞(u) = 0}
and θ∗ be as in (3.24) and θ ∈ (0, θ∗).
Claim: If k, l ∈ N such that ck = ck+1 = · · · = ck+l = c, then c < 0 and γ(Kc) ≥ l + 1.
Let us consider the set
I−ε∞ := {u ∈ X0,s1,p(Ω) : I∞(u) ≤ −ε}.
We will show that for any k ∈ N, there exists ε = ε(k) > 0 such that γ(I−ε∞ (u)) ≥ k. Fix
k ∈ N. Let Xk be a k−dimensional subspace of X0,s1,p. Take u ∈ Xk with ‖u‖0,s1,p = 1.
Thus for 0 < ρ < r1, using (3.31) we have
I(ρu) = I∞(ρu) =
1
p
ρp +
ρq
q
‖u‖q0,s2,q −
θρr
r
∫
Ω
V (x)|u|rdx
−
ρp
∗
p∗
|u|
p∗s1
p∗s1
− λ
∫
Ω
F (x, ρu)dx. (3.33)
As Xk is a finite dimensional subspace of X0,s1,p(Ω), all norms in Xk are equivalent and
therefore
αk := sup{‖u‖
q
0,s2,q
: u ∈ Xk, ‖u‖0,s1,p = 1} <∞, (3.34)
βk := inf{|u|
p∗s1
p∗s1
: u ∈ Xk, ||u||0,s1,p = 1} > 0, (3.35)
γk := inf{|u|
r
r : u ∈ Xk, ‖u‖0,s1,p = 1} > 0. (3.36)
Since using (A4), it follows that F (x, ρu) > 0, applying (3.33)-(3.36), we obtain
I∞(ρu) ≤
1
p
ρp + αk
ρq
q
− σγk
θρr
r
− βk
ρp
∗
s1
p∗s1
.
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For any ε > 0, there exists ρ ∈ (0, r1) such that I∞(ρu) ≤ −ε for u ∈ Xk with ‖u‖0,s1,p = 1.
Define, Sρ = {u ∈ X0,s1,p : ‖u‖0,s1,p = ρ}. Then Sρ ∩Xk ⊆ I
−ε
∞ . By Lemma A.3, it follows
that
k = γ(Sρ ∩Xk) ≤ γ(I
−ε
∞ ).
Therefore, we conclude I−ε∞ ∈ Σk, since I∞ is continuous and even. Consequently,
c = ck ≤ sup
I−ε∞
I∞(u) ≤ −ε < 0. (3.37)
Note that by (3.29) and (3.30), we have I∞(u) ≥ h(‖u‖0,s1,p), for all u ∈ X0,s1,p. Con-
sequently, using (3.25) and (3.26) in the definition of I∞, it follows that I∞ is bounded
from below. Thus c = ck > −∞. By Lemma 3.2, I∞ satisfies (PS)c condition. We note
that Kc is a compact set. To see this, let {un} be a sequence in Kc. Then I∞(un) = c and
I ′∞(un) = 0. Thus,
lim
n→∞
I∞(un) = c, lim
n→∞
I ′∞(un) = 0.
Therefore, {un} is a (PS)c sequence in Kc. As c < 0, by Lemma 3.2, there exists a subse-
quence and u ∈ X0,s1,p(Ω) such that unk → u in X0,s1,p(Ω) and I∞(u) = c, I
′
∞(u) = 0. As
a result, u ∈ Kc, that is, {un} has a convergent subsequence in Kc.
Now let us complete the proof of our claim. Suppose the claim is not true, that is,
γ(Kc) ≤ l. Then, by Lemma A.3, there exists a neighbourhood of Kc, say Nr(Kc) such
that γ(Nr(Kc)) ≤ l. Since c < 0, we may consider Nr(Kc) ∈ I
0
∞. By Lemma A.1, there
exists an odd homeomorphism η¯ : X0,s1,p(Ω)→ X0,s1,p(Ω) such that
η¯(Ic+δ∞ \Nr(Kc)) ⊂ I
c−δ
∞ for some 0 < δ < −c.
From the definition of c = ck+l, we know there exists an A ∈ Σk+l such that
sup
u∈A
I∞(u) < c+ δ,
that is, A ⊂ Ic+δ∞ and
η¯
(
A \Nr(Kc)
)
⊂ η¯
(
Ic+δ∞ \Nr(Kc)
)
⊂ Ic−δ∞ .
This yields us:
sup
u∈η¯(A\Nr(Kc))
I∞(u) ≤ c− δ. (3.38)
Again, by Lemma A.3, we have,
γ(η¯(A \Nr(Kc))) = γ(A \Nr(Kc)) ≥ γ(A) − γ(Nr(Kc)) ≥ k + l − l = k.
Therefore, we have η¯(A \Nr(Kc)) ∈ Σk and supu∈η(A\Nr(Kc)) I∞(u) ≥ ck = c. This is a
contradiction to (3.38). Hence, we have the claim.
Now let us complete the proof of Theorem 1.1. Since Σk+1 ⊆ Σk, we have ck ≤ ck+1 ∀ k.
If all ck’s are distinct then γ(Kck) ≥ 1, since Kck is a compact set and by Lemma A.3 (7),
genus of a compact set is finite. Therefore, in that case I∞ has infinitely many distinct
critical points. If for some k, there exists l such that ck = ck+1 = · · · = ck+l = c, then by
the above claim, γ(Kc) ≥ l+1 and therefore Kc has infinitely many distinct elements, i.e,
I∞ has infinitely many distinct critical points. Hence combining (3.37) along with Lemma
3.2, we conclude that I has infinitely many distinct critical points. 
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4. proof of Theorem 1.2
First, we consider the problem
(P˜ )
{
(−∆)s1p u+ (−∆)
s2
q u = θ(u
+)r−1 + (u+)p
∗
s1
−1 in Ω,
u = 0 in RN \Ω.
(4.1)
Definition 4.1. We say that u ∈ X0,s1,p(Ω) is a weak solution of (P˜ ) if for all φ ∈ X0,s1,p
we have, ∫
R2N
|u(x)− u(y)|p−2(u(x)− u(y))(φ(x) − φ(y))
|x− y|N+ps1
dxdy
+
∫
R2N
|u(x)− u(y)|q−2(u(x) − u(y))(φ(x) − φ(y))
|x− y|N+qs2
dxdy
= θ
∫
Ω
(u(x)+)r−1φ(x)dx+
∫
Ω
(u(x)+)p
∗
s1
−1φ(x)dx.
The Euler-Lagrange energy functional associated to (P˜ ) is
Iθ(u) =
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
θ
r
∫
Ω
(u+)rdx−
1
p∗s1
∫
Ω
(u+)p
∗
s1dx. (4.2)
It can be checked that Iθ ∈ C
2(X0,s1,p,R) and any critical points of Iθ is a weak solution
of (P˜ ) and conversely.
We define,
cθ = inf
u∈Nθ
Iθ(u),
where
Nθ := {u ∈ X0,s1,p(Ω) \ {0} :
〈
I ′θ(u), u
〉
= 0}. (4.3)
We will show that Iθ has the Mountain Pass (MP) Geometry.
Lemma 4.1. Let 1 < q < p < r < p∗s1 . Then for any θ > 0,
(a) there exist constants ρ, β > 0 such that Iθ(u) > β for all u ∈ X0,s1,p(Ω) with
‖u‖0,s1,p = ρ,
(b) there exist u0 ∈ X0,s1,p(Ω) such that Iθ(u0) < 0 and ‖u0‖0,s1,p > ρ.
Proof. Using Sobolev inequality and Ho¨lder inequality in the definition of Iθ, we obtain
Iθ(u) ≥
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
θ
r
|Ω|
p∗s1
−r
p∗s1 |u+|rp∗s1
−
1
p∗s1
|u+|
p∗s1
p∗s1
≥
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
θ
r
|Ω|
p∗s1
−r
p∗s1 S
−r
p
s1,p‖u‖
r
0,s1,p −
1
p∗s1
S
−p∗s1
p
s1,p ‖u‖
p∗s1
0,s1,p
.
As 1 < q < p < r < p∗s1 , there exist two constants ρ, β > 0 such that Iθ(u) > β for all
u ∈ X0,s1,p with ‖u‖0,s1,p = ρ and that proves (a).
To prove (b), we fix u ∈ X0,s1,p(Ω) with u
+ 6≡ 0. Then it is easy to see that limt→+∞ Iθ(tu) =
−∞. Thus we can choose t0 > 0 such that ‖t0u‖0,s1,p > ρ and Iθ(t0u) < 0. Hence (b)
holds. 
Define,
Cθ := inf
u∈X0,s1,p\{0}
sup
t≥0
Iθ(tu). (4.4)
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Lemma 4.2. Let 1 < q < p < r < p∗s1 . Then for any θ > 0, Iθ satisfies the (PS)c
conditions for all c ∈
(
0, s1N (Ss1,p)
N
s1p
)
. Furthermore, there exists θ∗ > 0 such that
Cθ ∈
(
0,
s1
N
(Ss1,p)
N
s1p
)
for θ > θ∗.
Proof. Let c ∈
(
0, s1N (Ss1,p)
N
s1p
)
and {un}n≥1 ⊂ X0,s1,p(Ω) be a (PS)c sequence of Iθ(·).
From Claim 1 in the proof of Lemma 3.1, it follows that {un} is uniformly bounded in
X0,s1,p(Ω). Therefore, there exists u ∈ X0,s1,p(Ω) such that up to a subsequence, un ⇀ u
in X0,s1,p(Ω) and un → u in L
γ(Ω) for 1 ≤ γ < p∗s1 and un → u a.e. in R
N . Also, following
the same arguments as in the proof of Lemma 3.1, we see that u is a critical point of
Iθ, that is 〈I
′
θ(u), φ〉 = 0. Next, to prove un → u strongly in X0,s1,p(Ω), we follow the
arguments along the same line as in the proof of claim 2 of Lemma 3.1 and obtain either
‖un − u‖0,s1,p = o(1) or (3.17) holds with λ = 0. Thus in the second case,
c ≥
s1
N
(Ss1,p)
N
s1p +
s1
N
|u+|
p∗s1
p∗s1
+ θη
(
1
p
−
1
r
)
‖u+‖r0,s2,r +
(
1
q
−
1
p
)
‖u‖q0,s2,q ≥
s1
N
(Ss1,p)
N
s1p .
This contradicts the fact that c ∈
(
0, s1N (Ss1,p
) N
s1p ). Hence ‖un−u‖0,s1,p = o(1). Therefore,
Iθ satisfies (PS)c condition for c ∈ (0,
s1
N (Ss1,p)
N
s1p ).
Next, to prove Cθ ∈ (0,
s1
N (Ss1,p)
N
s1p ) we choose u0 ∈ X0,s1,p(Ω) with u
−
0 ≡ 0 and
|u0|p∗s1 = 1. As limt→∞ Iθ(tu0) = −∞ and limt→0 Iθ(tu0) = 0, there exists tθ > 0 such
that supt≥0 Iθ(tu0) = Iθ(tθu0). Therefore,
tp−1θ ‖u0‖
p
0,s1,p
+ tq−1θ ‖u0‖
q
0,s2,q
− θtr−1θ |u0|
r
r − t
p∗s1−1
θ = 0.
So, we get, tp−rθ ‖u0‖
p
0,s1,p
+ tq−rθ ‖u0‖
q
0,s2,q
− t
p∗s1−r
θ = θ|u0|
r
r. As 1 < q < p < r < p
∗
s1 , we get
tθ → 0 as θ →∞. Thus, there exists θ
∗ > 0 such that for any θ > θ∗ we have,
sup
t≥0
Iθ(tu0) <
s1
N
(Ss1,p)
N
s1p .
Hence, Cθ ∈
(
0, s1N (Ss1,p
) N
s1p ) for θ > θ∗. 
Proof of theorem 1.2: Using Lemma 4.1, Lemma 4.2 and Lemma A.2, we conclude
that Iθ has a critical point u ∈ X0,s1,p for θ > θ
∗ where θ∗ is given in (3.24).
Claim: u ≥ 0 almost everywhere.
Indeed,
0 =
〈
I ′θ(u), u
−
〉
=
∫
R2N
|u(x)− u(y)|p−2(u(x) − u(y))(u−(x)− u−(y))
|x− y|N+s1p
dxdy
+
∫
R2N
|u(x)− u(y)|q−2(u(x)− u(y))(u−(x)− u−(y))
|x− y|N+s2q
dxdy
:= K1 +K2, (4.5)
Note that,
(u(x)− u(y))(u−(x)− u−(y)) = −u+(y)u−(x)− u+(x)u−(y)− (u−(x)− u−(y))2
≤ −(u−(x)− u−(y))2 ≤ 0 (4.6)
and
|u(x) − u(y)| =
(
|u(x)− u(y)|2
) 1
2 ≥
(
|u−(x)− u−(y)|2
) 1
2 = |u−(x)− u−(y)|. (4.7)
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Since 2 ≤ q < p, using (4.6) and (4.7), we obtain
K2 ≤ −
∫
R2N
|u−(x)− u−(y)|q
|x− y|N+s2q
dxdy = −‖u−‖q0,s2,q.
Similarly, K1 ≤ −‖u
−‖p0,s1,p. Therefore, (4.5) implies, ‖u
−‖p0,s1,p + ‖u
−‖q0,s2,q ≤ 0 that is,
u− = 0 a.e and this proves the claim.
Further, we observe that Cθ > 0, since Iθ satisfies the mountain pass geometry. There-
fore, as u is the critical point corresponding to Cθ, u must be nontrivial. Thus, u is
nontrivial nonnegative solution of (P˜ ). Consequently, u is nontrivial nonnegative solution
of (P ).
5. Proof of Theorem 1.3
We break the proof of Theorem 1.3 into several lemmas. For the rest of the section, we
assume
N > p2s1 and 2 ≤ q <
N(p− 1)
N − s
< p ≤ max{p, p∗s1 −
q
q − 1
} < r < p∗s1 . (5.1)
Let U be a radially symmetric and decreasing minimizer for the Sobolev constant defined
in (2.5) for s = s1 and it is known from [7] that there exists constants c1, c2 > 0 and θ > 1
such that
c1
|x|
N−s1p
p−1
≤ U(|x|) ≤
c2
|x|
N−s1p
p−1
∀ |x| ≥ 1, (5.2)
U(θr)
U(r)
≤
1
2
∀ r ≥ 1. (5.3)
Multiplying U by a positive constant if necessary, we may assume that U satisfies the
following:
(i) (−∆)s1p U = U
p∗s1−1 (ii) ‖U‖p0,s1,p = |U |
p∗s1
p∗s1
= (Ss1,p)
N/s1p. (5.4)
For any δ > 0, the function
Uδ(x) =
1
δ
N−s1p
p
U(
|x|
δ
)
is also a minimizer for Ss1,p satisfying (i) and (ii). Let θ be the universal constant defined
as in (5.3). We may assume without loss of generality that 0 ∈ Ω. For δ, R > 0, we define
some auxiliary functions as in [28].
mδ,R :=
Uδ(R)
Uδ(R)−Uδ(θR)
, and gδ,R : [0,+∞)→ R by
gδ,R(t) =


0, 0 ≤ t ≤ Uδ(θR)
mpδ,R(t− Uδ(θR)), Uδ(θR) ≤ t ≤ Uδ(R)
t+ Uδ(R)(m
p−1
δ,R − 1), t ≥ Uδ(R),
(5.5)
and Gδ,R : [0,∞)→ R by
Gδ,R(t) =
∫ t
0
(g′δ,R(τ))
1/pdτ =


0, 0 ≤ t ≤ Uδ(θR)
mδ,R(t− Uδ(θR)), Uδ(θR) ≤ t ≤ Uδ(R)
t, t ≥ Uδ(R).
(5.6)
We note that gε,δ and Gδ,R are non-decreasing and absolutely continuous. Note that by
definition,
G′δ,R(t) =
(
g′δ,R(t)
) 1
p =


0, 0 ≤ t < Uδ(θR)
mδ,R, Uδ(θR) < t < Uδ(R)
1, t > Uδ(R),
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Therefore,
G′δ,R(t) ≤ max{mδ,R, 1} ≤ mδ,R + 1. (5.7)
Next, we estimate mδ,R as follows
mδ,R =
Uδ(R)
Uδ(R)− Uδ(θR)
=
U(Rδ )
U(Rδ )− U(
Rθ
δ )
. (5.8)
Choose δ > 0, small enough so that Rθδ > 1 and thus
U(Rθ
δ
)
U(R
δ
)
≤ 12 . Therefore, using (5.2) we
have
mδ,R =
U(Rδ )
U(Rδ )− U(
Rθ
δ )
≤
U(Rδ )
U(Rθδ )
≤
c2(
R
δ
)N−s1p
p−1
×
(
Rθ
δ
)N−s1p
p−1
c1
=
c2
c1
θ
(N−s1p)
p−1 . (5.9)
Consider the radially symmetric non-increasing function u¯δ,R : [0,+∞)→ R by
u¯δ,R(r) = Gδ,R(Uδ(r)).
Then we observe that, u¯δ,R satisfies:
u¯δ,R(r) =
{
Uδ(r), r ≤ R
0, r ≥ θR.
(5.10)
Therefore, we have the following estimates from [28].
Lemma 5.1. [28, Lemma 2.7] For any R > 0, there exists C = C(N, p, s1) > 0 such that
for any δ ≤ R2 ,
‖u¯δ,R‖
p
0,s1,p
≤ (Ss1,p)
N/s1p + C
( δ
R
)N−s1p
p−1 , (5.11)
|u¯δ,R|
p
p ≥
{
1
C δ
s1plog(R/δ), N = s1p
2
1
C δ
s1p, N > s1p
2
(5.12)
and
|u¯δ,R|
p∗s1
p∗s1
≥ (Ss1,p)
N/s1p − C
( δ
R
)N/(p−1)
. (5.13)
Let ε > 0. Take R > 0 be fixed such that BθR ⊂⊂ Ω. Let us define the function
uε,R : [0,+∞)→ R by
uε,R(r) = ε
−
(N−s1p)
p2 u¯δ,R(r) with δ = ε
(p−1)
p , ∀ r ≥ 0. (5.14)
Clearly, uε,R ⊂ X0,s1,p(Ω), that is, uε,R ≡ 0 in R
N \Ω. Therefore, applying (5.11) to (5.14)
yields
‖uε,R‖
p
0,s1,p
≤ (Ss1,p)
N/s1pε
−
(N−s1p)
p +O(1). (5.15)
Lemma 5.2. |uε,R|
p
p∗s1
= (Ss1,p)
N−s1p
s1p ε
−
(N−s1p)
p +O(1).
Proof. Applying (5.13), it is easy to see that
|uε,R|
p
p∗s1
≥ (Ss1,p)
N−s1p
s1p ε
−
(N−s1p)
p +O(1).
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To see the upper estimate, we observe that
|uε,R|
p∗s1
p∗s1
=
∫
Ω
ε
−
(N−s1p)p
∗
s1
p2 |u¯δ,R|
p∗s1dx = ε−N/p
∫
Ω
|Gδ,R(Uδ(x))|
p∗s1dx
≤ ε−N/p|G′δ,R|
p∗s1
L∞
∫
Ω
|Uδ(x)|
p∗s1dx
≤ ε−N/pmax{m
p∗s1
δ,R, 1}
∫
Ω
|Uδ(x)|
p∗s1dx,
where in the last line we have used (5.7). Next, applying (5.9) to the last line, we have
|uε,R|
p∗s1
p∗s1
≤ Cε−N/p
∫
RN
|Uδ(x)|
p∗s1dx ≤ Cε−N/p
1
δ
(N−s1p)p
∗
s1
p
∫
RN
|U(
x
δ
)|p
∗
s1dx
= Cε−N/p
∫
RN
|U(y)|p
∗
s1dy
= Cε−N/p|U |
p∗s1
p∗s1
= Cε−N/p(Ss1,p)
N/s1p,
where, in the last line we have used (5.4)(ii). Hence, we have,
|uε,R|
p
p∗s1
≤ (C(Ss1,p)
N/s1pε−N/p)
p
p∗s1 = C(Ss1,p)
N−s1p
s1p ε−
N−s1p
p .
This completes the proof of the lemma. 
Lemma 5.3. Let uε,R be defined as above. Then the following estimates hold, that is, for
t ≥ 1,
|uε,R|
t
t ≥


kε
N(p−1)−t(N−s1p)
p +O(1), t > N(p−1)N−s1p
k|ln ε|+O(1), t = N(p−1)N−s1p
O(1), t < N(p−1)N−s1p
(5.16)
and
‖uε,R‖
t
0,s2,t ≤ O(1), 1 ≤ t <
N(p− 1)
N − s1
. (5.17)
In particular, we have
|uε,R|
p
p ≥


kε
p2s1−N
p +O(1), N > p2s1
k|ln ε|+O(1), N = p2s1
O(1), N < p2s1
(5.18)
where k is a positive constant independent of ε.
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Proof. We have,
|uε,R|
t
t =
∫
Ω
|uε,R(x)|
tdx =
∫
RN
|uε,R(x)|
tdx ≥
∫
BR(0)
|uε,R(x)|
tdx
= ε
−
(N−s1p)t
p2
∫
BR(0)
(
u¯δ,R(x)
)t
dx
= ε
−
(N−s1p)t
p2
∫
BR(0)
U tδ(x)dx
=
ε
−
(N−s1p)t
p2
δ
(N−s1p)t
p
∫
BR(0)
U t(
x
δ
)dx
= ε
−
(N−s1p)t
p2 δN−
(N−s1p)t
p
∫
BR
δ
(0)
U t(x)dx
≥ ε
N(p−1)
p
−t
(N−s1p)
p
∫ R
δ
1
U t(r)rN−1dr
≥ ct1ε
N(p−1)
p
−t
(N−s1p)
p
∫ R
δ
1
rN−1
r
N−s1p
p−1
t
dr.
If t > N(p−1)N−s1p , then we have
|uε,R|
t
t ≥
ct1ε
N(p−1)
p
−t
(N−s1p)
p
(N−s1p)t
p−1 −N
[1−
(R
δ
)N− (N−s1p)t
p−1 ].
Since δ = ε
p−1
p , choosing ε > 0 small enough we can make δ suitably small so that
1−
(
R
δ
)N− (N−s1p)t
p−1 ≥ 12 . Therefore,
|uε,R|
t
t ≥ kε
N(p−1)
p
−t
(N−s1p)
p ,
where k =
cp1
2
(
t(N−s1p)
p−1
−N
) .
If t(N−s1p)p−1 = N, then
|uε,R|
t
t ≥ c
t
1
∫ R
δ
1
1
r
dr = ct1(lnR− ln ε
p−1
p ) ≥ k|ln ε|+O(1).
On the other hand for t(N−s1p)(p−1) < N, we have
|uε,R|
t
t ≥ c
t
1ε
N(p−1)
p
−
t(N−s1p)
p
(R/δ)
N−
t(N−s1p)
p−1 − 1
N − t(N−s1p)p−1
= ct1
[
RN−
t(N−s1p)
p−1 − ε
N(p−1)−t(N−s1p)
p
N − t(N−s1p)p−1
]
≥ O(1).
To see the proof of (5.17), first we note that from Lemma 2.2 we have
uε,R ∈ X0,s1,p(Ω) ⊂ X0,s2,t(Ω), 1 ≤ t ≤ p, 0 < s2 < s1 < 1
and
‖uε,R‖0,s2,t ≤ ‖uε,R‖0,s1,t.
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Therefore,
‖uε,R‖
t
0,s2,t ≤ ‖uε,R‖
t
0,s1,t
= ε
−
(N−s1p)t
p2 ‖u¯δ,R(.)‖
t
0,s1,t
= ε
−
(N−s1p)t
p2 ‖Gδ,R(Uδ(.))‖
t
0,s1,t
= ε
−
(N−s1p)t
p2
∫
R2N
|Gδ,R(Uδ(x))−Gδ,R(Uδ(y))|
t
|x− y|N+s1t
dxdy
≤ ε
−
(N−s1p)t
p2
∫
R2N
|G′δ,R
(
Uδ(x) + τ(Uδ(y)− Uδ(x)
)
|t|Uδ(x)− Uδ(y)|
t
|x− y|N+s1t
dxdy,
(5.19)
for some τ ∈ (0, 1). In the last line, we have used mean value theorem. Thus from (5.7),
we obtain
G′δ,R
(
Uδ(x) + τ(Uδ(x)− Uδ(y)
)
≤ 1 +
c2
c1
θ
N+s1p
p−1 = c3. (5.20)
Substituting (5.20) into (5.19) yields
‖uε,R‖
t
0,s2,t ≤ ε
−
(N−s1p)t
p2 ct3
∫
R2N
|Uδ(x)− Uδ(y)|
t
|x− y|N+s1t
dxdy
= Cε
−
(N−s1p)t
p2
δN−s1t
δ
(N−s1p)t
p
∫
R2N
|U(z)− U(w)|t
|z − w|N+s1t
dzdw
= Cε
−
(N−s1p)t
p2 ε
N(p−t)(p−1)
p2 ‖U‖t0,s1,t
= Cε
1
p2
(
N(p−1)(p−t)−(N−s1p)t
)
‖U‖t0,s1,t,
where we have used that δ = ε
p−1
p . Note that t < N(p−1)N−s1 which implies,
N(p− 1)(p − t)− (N − s1p)t > 0.
Therefore, we obtain
‖uε,R‖
t
0,s2,t ≤ O(1) for 1 ≤ t <
N(p− 1)
N − s1
. (5.21)
This completes the proof of Lemma 5.3.

Lemma 5.4. Assume (5.1) holds. Then, for any θ > 0, Cθ ∈
(
0, sN (Ss1,p)
N/s1p
)
, where
Cθ is defined as in (4.4).
Proof. As we have fixed R, we take uε := uε,R. Define
vε(x) =
uε(x)
|uε|p∗s1
. (5.22)
Thus |vε|p∗s1 = 1. Define
g(t) : = Iθ(tvε)
=
tp
p
‖vε‖
p
0,s1,p
+
tq
q
‖vε‖
q
0,s2,q
− θ
tr
r
|vε|
r
r −
tp
∗
s1
p∗s1
.
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Since g is a continuous function and g(0) = 0, limt→+∞ g(t) = −∞, there exists tε > 0
such that
sup
t≥0
Iθ(tvε) = Iθ(tεvε).
Then, tε satisfies g
′(tε) = 0 i.e.,
tp−1ε ‖vε‖
p
0,s1,p
+ tq−1ε ‖vε‖
q
0,s2,q
− θtr−1ε |vε|
r
r − t
p∗s1−1
ε = 0. (5.23)
Consequently,
‖vε‖
p
0,s1,p
+ tq−pε ‖vε‖
q
0,s2,q
> t
p∗s1−p
ε . (5.24)
As q < N(p−1)N−s1 , combining (5.15), Lemma 5.2 and (5.17) we have
‖vε‖
p
0,s1,p
≤ Ss1,p +O(ε
N−s1p
p ), ‖vε‖
q
0,s2,q
≤
‖uε‖
q
0,s2,q
|uε|
q
p∗s1
= O(ε
q(N−s1p)
p2 ). (5.25)
Therefore, from (5.24) and (5.25), we see that for any ε˜ > 0 small enough, there exists
t0ε˜ > 0 such that for all ε ≤ ε˜ we have, tε ≤ t
0
ε˜. Using (5.23) we have,
‖vε‖
p
0,s1,p
< θtr−pε |vε|
r
r + t
p∗s1−p
ε . (5.26)
Using (5.25)-(5.26) we say there exists T > 0 such that for any ε > 0, tε ≥ T.
Let h(t) = t
p
p ‖vε‖
p
0,s1,p
− t
p∗s1
p∗s1
. Then h(t) attains its maximum at t0 = (‖vε‖
p
0,s1,p
)
1
p∗s1
−p . We
note that, N > p2s1 > ps1 implies N(p − 1) < p(N − ps1), Therefore,
N(p−1)
N−ps1
< p < r.
Hence, for ε ≤ ε˜, applying Lemma 5.3 and Lemma 5.2 we obtain,
g(tε) = h(tε) +
tqε
q
‖vε‖
q
0,s2,q
− θ
trε
r
|vε|
r
r
≤ h(t0) +
(t0ε˜)
q
q
‖vε‖
q
0,s2,q
− θ
T r
r
|vε|
r
r
≤
s1
N
(Ss1,p)
N
s1p + c1ε
(N−s1p)
p + c2ε
q(N−s1p)
p2 − c3ε
(p−1)
p
(N−
r(N−s1p)
p
)
,
with c1, c2, c3 > 0 (independent of ε.) As
N − s1p
p
>
q(N − s1p)
p2
>
(p − 1)
p
(
N −
r(N − s1p)
p
)
> 0,
choose ε > 0 small so that g(tε) = supt≥0 Iθ(tvε) <
s1
N (Ss1,p)
N
s1p .
Hence, Cθ ∈
(
0, s1N (Ss1,p)
N
s1p
)
for any θ > 0. 
Lemma 5.5. Assume (5.1) holds. Then for any θ > 0, cθ = Cθ, where cθ and Cθ are
defined as in (4) and (4.4) respectively.
Proof. Using lemmas 4.1 and 4.2 we conclude that, for any θ > 0 there exists uθ ∈
X0,s1,p(Ω) such that Iθ(uθ) = Cθ and I
′
θ(uθ) = 0. Also for any u ∈ Nθ, we have
0 =
〈
I ′θ(u), u
〉
= ‖u‖p0,s1,p + ‖u‖
q
0,s2,q
− θ|u+|rr − |u
+|
p∗s1
p∗s1
. (5.27)
Therefore, if we define f(t) := Iθ(tu), where u ∈ Nθ, then a straight forward computation
yields that f ′(1) = 0 and f ′′(1) < 0, i.e,
max
t≥0
Iθ(tu) = Iθ(u). (5.28)
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Observe that, from the definition of Cθ it follows Cθ ≤ maxt≥0 Iθ(tu). Consequently, we
obtain Iθ(u) ≥ Cθ for all u ∈ Nθ. Hence,
cθ = inf
u∈Nθ
Iθ(u) ≥ Cθ. (5.29)
On the other hand, uθ ∈ Nθ and Iθ(uθ) = Cθ implies Cθ ≥ cθ. Hence cθ = Cθ. 
From the definition of Cθ, it is easy to see that
Cθ1 ≤ Cθ2 if θ2 ≤ θ1.
Therefore, using Lemma 5.5, we also have
cθ1 ≤ cθ2 if θ2 ≤ θ1,
which implies cθ is non-increasing in θ. Therefore, for any λ > 0, there exists ρ = ρ(λ)
(depending on the Mountain Pass Geometry) such that 0 < ρ ≤ cθ ≤ c0 for all θ ∈ [0, λ],
where c0 is the MP level associated to the functional
I0(u) =
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
1
p∗s1
|u+|
p∗s1
p∗s1
.
Lemma 5.6. c0 =
s1
N (Ss1,p)
N/s1p.
Proof. Recall vε(x) =
uε(x)
|uε|p∗s1
where uε = uε,R is defined as in (5.14). Arguing as in Lemma
5.4, there exists tε > 0 such that
d
dtI0(tvε)|t=tε = 0, that is,
tp−1ε ‖vε‖
p
0,s1,p
+ tq−1ε ‖vε‖
q
0,s2,q
= t
p∗s1−1
ε . (5.30)
Hence, t
p∗s1−p
ε ≥ ‖vε‖
p
0,s1,p
. Also, tε is bounded. Using 1 < q < p < p
∗
s1 , (5.30) and (5.25)
we have,
tε =
(
Ss1,p +O(ε
q(N−s1p)
p2 )
) 1
p∗s1
−p .
Therefore,
c0 ≤ I0(tεvε) =
1
p
(
Ss1,p +O(ε
q(N−s1p)
p2 )
) p
p∗s1
−p
(
Ss1,p +O(ε
(N−sp)
p )
)
+
1
q
(
Ss1,p +O(ε
q(N−s1p)
p2 )
) q
p∗s1
−pO(ε
q(N−s1p)
p2 )
−
1
p∗s1
(
Ss1,p +O(ε
q(N−s1p)
p2 )
) p∗s1
p∗s1
−p
=
1
p
(
(Ss1,p)
N−s1p
s1p +O(ε
q(N−s1p)
p2 )
)(
Ss1,p +O(ε
(N−s1p)
p )
)
+
1
q
(
(Ss1,p)
q(N−s1p)
p2 +O(ε
q(N−s1p)
p2 )
)
O(ε
q(N−s1p)
p2 )
−
1
p∗s1
(
(Ss1,p)
N
s1p +O(ε
q(N−s1p)
p2 )
)
=
(1
p
−
1
p∗s1
)
(Ss1,p)
N
s1p +O(ε
q(N−ss1p)
p2 ) +O(ε
N−ss1p
p )
→
s1
N
(Ss1,p)
N/s1p, as ε→ 0. (5.31)
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Let {un}n≥1 ⊂ X0,s1,p(Ω) such that I0(un)→ c0 and I
′
0(un)→ 0 in (X0,s1,p)
′ as n→∞.
Arguing as in Claim 1 of Lemma 3.1, it follows {‖un‖0,s1,p}n≥1 is bounded. Moreover, as
in (3.12) w.l.g up to a subsequence we can assume
‖un‖
p
0,s1,p
= a+ o(1), ‖un‖
q
0,s2,q
= b+ o(1), |u+n |
p∗s1
p∗s1
= a+ b+ o(1).
Since 2 ≤ q < p, estimating 〈I ′0(un), u
−
n 〉 as in the proof of Theorem 1.2, we obtain
‖u−n ‖
p
0,s1,p
→ 0 and ‖u−n ‖
q
0,s2,q
→ 0 as n→∞.
Therefore, we may assume un ≥ 0. Hence, |un|
p∗s1
p∗s1
= a + b + o(1). Set vn(x) =
un(x)
|un|p∗s1
.
Then |vn|p∗s1 = 1 and
Ss1,p ≤ ‖vn‖
p
0,s1,p
=
a+ o(1)(
a+ b+ o(1)
)p/p∗s1 ≤ (a+ o(1))s1p/N .
Hence, we have,
s1
N
(Ss1,p)
N/s1p ≤
s1(a+ o(1))
N
≤
s1(a+ o(1))
N
+
(
1
q
−
1
p∗s1
)
(b+ o(1))
→ c0, as n→∞. (5.32)
Combining (5.31) and (5.32), we have c0 =
s1
N (Ss1,p)
N/s1p. Hence, proved. 
Remark :
(i) For any bounded domain Ω ⊂ RN , the MP level of the functionals
I0,Ω(u) =
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
1
p∗s1
|u+|
p∗s1
p∗s1
and
I˜0,Ω(u) =
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
1
p∗s1
|u|
p∗s1
p∗s1
is s1N (Ss1,p)
N
s1p , so the MP level is independent of Ω.
(ii) Using the proof of Lemma 5.6, we may assume that all the PS sequence of Iθ are
non-negative.
Lemma 5.7. Let θn → 0 as n→∞. Then cθn → c0 as n→∞.
Proof. From the definition of cθ, c0 we note that
cθn ≤ c0 ∀ n ∈ N. (5.33)
Let {un}n≥1 ⊂ X0,s1,p(Ω) such that un ≥ 0 and satisfies Iθn(un) = cθn , I
′
θn
(un) = 0 and
let {tn}n≥1 ⊂ R such that tnun ∈ N0. Hence, c0 ≤ I0(tnun) = Iθn(tnun) +
θntrn
r |un|
r
r.
Consequently,
c0 ≤ cθn +
θnt
r
n
r
|un|
r
r. (5.34)
As cθn ≤ c0, we can show as before {‖un‖0,s1,p}n≥1 is bounded. We also claim that {tn}n≥1
is bounded. Suppose not. Then up to a subsequence, tn → ∞. Note that, tnun ∈ N0
implies
‖un‖
p
0,s1,p
+ tq−pn ‖un‖
q
0,s2,q
= t
p∗s1−p
n |un|
p∗s1
p∗s1
. (5.35)
Since q < p < p∗s1 and max{‖un‖0,s2,q, |un|p∗s1} ≤ C‖un‖0,s,p , we obtain RHS of (5.35) →
∞ but LHS remains bounded. Hence the claim follows.
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By the above claim and (5.34), we have
c0 ≤ lim inf
n→∞
cθn ≤ lim sup
n→∞
cθn ≤ c0.
Hence, c0 = limn→∞ cθn . This completes the proof. 
Since Ω ⊂ RN is a smooth domain, there exists δ > 0 such that
Ω+δ := {x ∈ R
N |dist(x,Ω) < δ}
and
Ω−δ := {x ∈ R
N |dist(x,Ω) > δ}
are homotopically equivalent to Ω. Without loss of generality, we may assume that
Bδ = B(0, δ) ⊂ Ω. Define,
Xrad0,s1,p(Bδ) := {u ∈ X0,s1,p(Bδ) |u is radial}.
Let Nθ,Bδ := inf
{
u ∈ Xrad0,s1,p(Bδ) \ {0}|
〈
I ′θ,Bδ(u), u
〉
= 0
}
where
Iθ,Bδ(u) =
1
p
‖u‖p0,s1,p +
1
q
‖u‖q0,s2,q −
θ
r
∫
Bδ
|u+|r dx−
1
p∗s1
∫
Bδ
|u+|p
∗
s1 dx.
Denote nθ = infu∈Nθ,Bδ Iθ,Bδ(u). We note that nθ is non-increasing in θ. Let us denote the
MP level for Iθ,Bδ on X
rad
0,s,p(Bδ) by n˜θ. We also observe that n˜θ > 0 for all θ ≥ 0.
Lemma 5.8. Assume (5.1) holds. Then, for any θ > 0, the following holds:
(a) Iθ,Bδ satisfies the (PS)c condition for all c ∈
(
0, s1N (Ss1,p)
N
s1p
)
. Moreover,
n˜θ ∈
(
0,
s1
N
(Ss1,p)
N
s1p
)
.
(b) nθ = n˜θ.
(c) nθ →
s1
N (Ss1,p)
N
s1p as θ → 0.
Proof. Applying Brezis-Lieb lemma, it is not difficult to check that Iθ,Bδ in X
rad
0,s1,p(Bδ)
satisfies the (PS)c condition for all c ∈
(
0, s1N (Ss1,p)
N
s1p
)
. By a similar argument as in
Lemma 4.2, we also obtain n˜θ ∈
(
0, s1N (Ss1,p)
N
s1p
)
. Further, following the same argument
as in Lemma 5.6 and Lemma 5.7, it yields nθ →
s1
N (Ss1,p)
N
s1p and θ → 0 respectively. 
Let us define a map τ : Nθ → R
N by
τ(u) := (Ss1,p)
− N
s1p
∫
Ω
|u+(x)|p
∗
s1x dx.
Let us denote Inθθ = {u ∈ X0,s1,p(Ω) : Iθ ≤ nθ}.
Lemma 5.9. There exists θ∗ > 0 such that for any θ ∈ (0, θ∗) and u ∈ Nθ ∩ I
nθ
θ , it holds
τ(u) ∈ Ω+δ .
Proof. We will prove this by contradiction. Let us suppose θn → 0 and un ∈ Nθn ∩ I
nθn
θn
but τ(un) /∈ Ω
+
δ . We observe that
cθn ≤ Iθn(un) =
1
p
‖un‖
p
0,s1,p
+
1
q
‖un‖
q
0,s2,q
−
θn
r
|u+n |
r
r −
1
p∗s1
|u+n |
p∗s1
p∗s1
≤ nθn
and
‖un‖
p
0,s1,p
+ ‖un‖
q
0,s2,q
− θn|u
+
n |
r
r − |u
+
n |
p∗s1
p∗s1
=
〈
I ′θ(un), un
〉
= 0.
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It can be shown as before that ‖un‖0,s1,p is bounded. Therefore, we have,
cθn ≤ Iθn(un) =
1
p
‖un‖
p
0,s1,p
+
1
q
‖un‖
q
0,s2,q
−
1
p∗s1
|u+n |
p∗s1
p∗s1
+ o(1) ≤ nθn + o(1) (5.36)
and
‖un‖
p
0,s1,p
+ ‖un‖
q
0,s2,q
− |u+n |
p∗s1
p∗s1
= o(1). (5.37)
Using (5.36) and (5.37) we have,
s1
N
‖un‖
p
0,s1,p
≤
(
1
p
−
1
p∗s1
)
‖un‖
p
0,s1,p
+
(
1
q
−
1
p∗s1
)
‖un‖
q
0,s2,q
≤ nθn + o(1).
Consequently, applying Lemma 5.8(c) it yields
‖un‖
p
0,s1,p
≤ (Ss1,p)
N
s1p + o(1). (5.38)
From (5.37), it follows
‖un‖
p
0,s1,p
≤ |u+n |
p∗s1
p∗s1
+ o(1). (5.39)
Define wn =
un
|u+n |p∗s1
, which implies |w+n |p∗s1 = 1. Using (5.38) and (5.39), we obtain
Ss1,p ≤ ‖wn‖
p
0,s1,p
≤
‖un‖
p
0,s1,p
|u+n |
p
p∗s1
≤ ‖un‖
p− p
2
p∗s1
0,s1,p
+ o(1) ≤ Ss1,p + o(1). (5.40)
Hence, the function w˜n(x) := w
+
n (x) satisfies
|w˜n|p∗s1 = 1 and ‖w˜n‖
p
0,s1,p
→ Ss1,p as n→∞.
Using Theorem 2.1, there exists a sequence (yn, λn) ∈ R
N ×R+ such that the sequence vn
defined by
vn(x) = λ
(N−ps1)
p
n w˜n(λnx+ yn),
converges strongly to some v ∈W s1,p(RN ). Combining (5.40) and (5.39), we get
Ss1,p|u
+
n |
p
p∗s1
+ o(1) = ‖un‖
p
0,s1,p
≤ |u+n |
p∗s1
p∗s1
+ o(1).
Hence,
|u+n |
p∗s1
p∗s1
≥ (Ss1,p)
N
s1p + o(1), n→∞. (5.41)
Further, from (5.40) and (5.38) it follows
Ss1,p|u
+
n |
p
p∗ + o(1) = ‖un‖
p
0,s,p ≤ (Ss1,p)
N
s1p + o(1).
Hence,
|u+n |
p∗s1
p∗s1
≤ (Ss1,p)
N
s1p + o(1). (5.42)
Using (5.41) and (5.42) we conclude that,
|u+n |
p∗s1
p∗s1
→ (Ss1,p)
N
s1p as n→∞. (5.43)
Now,
τ(un) = (Ss1,p)
− N
s1p
∫
Ω
|u+n (x)|
p∗s1x dx = (Ss1,p)
− N
s1p |u+n |
p∗s1
p∗s1
∫
Ω
w˜n
p∗s1 (x)x dx
= (Ss1,p)
− N
s1p |u+n |
p∗s1
p∗s1
∫
Ω
xλ−Nn v
p∗s1
n (
x− yn
λn
) dx
= (Ss1,p)
− N
s1p |u+n |
p∗s1
p∗s1
∫
Ω−yn
λn
(λnz + yn)v
p∗s1
n (z) dz.
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Applying dominated convergence theorem via (5.43) and Theorem 2.1 to the last line of
the above expression we obtain
τ(un)→ y
∫
RN
|v|p
∗
s1 dz = y ∈ Ω¯,
which is a contradiction to the assumption. Hence the lemma follows.

Using Lemma 5.8, we can find a non-negative radial function vθ ∈ Nθ,Bδ such that
Iθ(vθ) = Iθ,Bδ(vθ) = nθ. Let us define a map γ : Ω
−
δ → I
nθ
θ by γ(y) = ψy, where ψy is
defined as follows
ψy(x) =
{
vθ(x− y), if x ∈ Bδ(y),
0, otherwise.
(5.44)
Now, for each y ∈ Ω−δ we have,
(τ ◦ γ)(y) = τ ◦ ψy = (Ss1,p)
− N
s1p
∫
Bδ(y)
vθ(x− y)
p∗s1x dx
= (Ss1,p)
− N
s1p
∫
Bδ(0)
vθ(z)
p∗s1 (z + y)dz
= y(Ss1,p)
− N
s1p
∫
Bδ(0)
vθ(z)
p∗s1dz + (Ss1,p)
− N
s1p
∫
Bδ(0)
vθ(z)
p∗s1 z dz.
(5.45)
Further, using the fact that vθ is radial, it is easy to check that∫
Bδ(0)
vθ(z)
p∗s1z dz = 0. (5.46)
Substitution of (5.46) into (5.45) yields
(τ ◦ γ)(y) = αθy, (5.47)
where, αθ = (Ss1,p)
− N
s1p
∫
Bδ(0)
vθ(z)
p∗s1dz.
Lemma 5.10. αθ → 1 if θ → 0.
Proof. From Lemma 5.8, we observe that
nθ = Iθ,Bδ(vθ) =
1
p
‖vθ‖
p
0,s1,p
+
1
q
‖vθ‖
q
0,s2,q
−
θ
r
∫
Bδ
|vθ|
r −
1
p∗s1
∫
Bδ
|vθ|
p∗s1 ≤
s1
N
(Ss1,p)
N
s1p
and
‖vθ‖
p
0,s1,p
+ ‖vθ‖
q
0,s2,q
− θ|vθ|
r
r − |vθ|
p∗s1
p∗s1
= 0.
By similar argument as in Lemma 5.9 we have, |vθ|
p∗s1
p∗s1
→ (Ss1,p)
N
s1p as θ → 0. Hence the
lemma follows.

Let us define a map Hθ : [0, 1] × (Nθ ∩ I
nθ
θ )→ R
N by
Hθ(t, u) =
(
t+
1− t
αθ
)
τ(u). (5.48)
Lemma 5.11. There exists θ∗ > 0 such that for any θ ∈ (0, θ∗), it holds
Hθ([0, 1] × (Nθ ∩ I
nθ
θ )) ⊂ Ω
+
δ .
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Proof. We will prove it by method of contradiction. Suppose there exists sequence θn → 0
and (tn, un) ∈ [0, 1] × (Nθ ∩ I
nθ
θ ) such that
Hθn(tn, un) /∈ Ω
+
δ ∀n ∈ N. (5.49)
As tn ∈ [0, 1], up to a subsequence, we assume tn → t0 ∈ [0, 1]. Moreover, by Lemma
5.10 and from the proof of the Lemma 5.9, we have αθn → 1 and τ(un) → y ∈ Ω. Hence,
Hθn(tn, un) =
(
tn +
1−tn
αθn
)
τ(un) → y ∈ Ω. This is a contradiction to (5.49). Hence the
lemma follows. 
Lemma 5.12. Let uθ be a critical point of Iθ on Nθ. Then, uθ is a critical point of Iθ on
X0,s1,p(Ω).
Proof. Suppose, uθ is a critical point of Iθ on Nθ. Therefore,〈
I ′θ(uθ), uθ
〉
= 0. (5.50)
Using Lagrange multiplier method, there exists µ ∈ R such that
I ′θ(uθ) = µJ
′
θ(uθ), (5.51)
where
Jθ(u) := ‖u‖
p
0,s1,p
+ ‖u‖q0,s2,q − θ|u
+|rr − |u
+|
p∗s1
p∗s1
. (5.52)
Therefore,
µ
〈
J ′θ(uθ), uθ
〉
= 0. (5.53)
Observe that,〈
J ′θ(uθ), uθ
〉
= p‖uθ‖
p
0,s1,p
+ q‖uθ‖
q
0,s2,q
− rθ|u+θ |
r
r − p
∗
s1 |u
+
θ |
p∗s1
p∗s1
= (p− r)‖uθ‖
p
0,s1,p
+ (q − r)‖uθ‖
q
0,s2,q
− (p∗s1 − r)|u
+
θ |
p∗s1
p∗s1
< 0. (5.54)
Consequently, from (5.53) we conclude that µ = 0 and therefore by (5.51) we have I ′θ(uθ) =
0 and this completes the proof. 
In the next two lemmas, we denote INθ := Iθ|Nθ(restriction of Iθ on Nθ.)
Lemma 5.13. Assume (5.1) holds and θ > 0 is fixed. Then for any sequence {un} ⊂ Nθ
such that
Iθ(un)→ c <
s1
N
(
Ss1,p
) N
s1p , I ′Nθ(un)→ 0,
there exists u ∈ Nθ such that up to a subsequence, un → u as n→∞.
Proof. From the given assumption, we get there exists a sequence {µn} ⊂ R such that
‖I ′θ(un)− µnJ
′
θ(un)‖ → 0 as n→∞.
Hence,
I ′θ(un) = µnJ
′
θ(un) + o(1). (5.55)
By (5.54), we have 〈J ′θ(un), un〉 < 0 for every n ≥ 1. Note that, up to a subsequence,
〈J ′θ(un), un〉 → l < 0 as n→∞. Otherwise, if 〈J
′
θ(un), un〉 → 0 as n→∞, then
‖un‖0,s1,p → 0, ‖un‖0,s2,q → 0, |u
+
n |p∗s1 → 0 as n→∞.
On the other hand, as un ∈ Nθ using Sobolev embedding theorem, there exists C > 0 such
that
‖un‖
p
0,s1,p
≤ ‖un‖
p
0,s1,p
+ ‖un‖
q
0,s2,q
= θ|u+n |
r
r + |un|
p∗s1
p∗s1
≤ C(θ‖un‖
r
0,s1,p + ‖un‖
p∗s1
0,s1,p
).
This in turn implies
1 ≤ C(θ‖un‖
r−p
0,s1,p
+ ‖un‖
p∗s1−p
0,s1,p
),
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which is a contradiction. Hence, up to a subsequence, we have,〈
J ′θ(un), un
〉
→ l < 0 as n→∞.
Moreover, un ∈ Nθ for all n ≥ 1, implies 〈I
′
θ(un), un〉 = 0 for all n ≥ 1. As a consequence,
from (5.55) we have, µn → 0 as n → ∞. Therefore, I
′
θ(un) → 0 as n → ∞. As Iθ(un) →
c < s1N
(
Ss1,p
) N
s1p , using Lemma 4.2 we conclude the result. 
Define,
θ∗∗ = min{θ
∗, θ∗}, (5.56)
where θ∗ is same as in Lemma 5.9 and θ∗ is as found in Lemma 5.11 .
Lemma 5.14. Assume (5.1) holds and θ ∈ (0, θ∗∗), where θ∗∗ is as defined in (5.56). Then
catInθ
Nθ
(InθNθ ) ≥ catΩ(Ω).
This follows exactly by the same argument as in [33, Lemma 4.4]. For the convenience
of the reader, we briefly sketch the proof below.
Proof. Let, catInθ
Nθ
(InθNθ ) = n. By the definition of catI
nθ
Nθ
(InθNθ ), we can write I
nθ
Nθ
= A1 ∪
A2 ∪ · · · ∪ An where {Aj}
n
j=1 are closed and contractible in I
nθ
Nθ
, that is, there exists hj ∈
C([0, 1] ×Aj ; I
nθ
Nθ
) such that
hj(0, u) = u, hj(1, u) = u0 ∀ u ∈ Aj ,
where u0 ∈ Aj is fixed. Let γ be as defined in (5.44). Define, Bj := γ
−1(Aj), 1 ≤ j ≤ n.
Then, Bj is closed for 1 ≤ j ≤ n and ∪
n
j=1Bj = Ω
−
δ . Set, gj : [0, 1] ×Bj → Ω
+
δ by
gj(t, y) = Hθ(t, hj(t, γ(y))), for θ ∈ (0, θ∗∗),
where Hθ is as defined in (5.48). Therefore,
gj(0, y) = Hθ(0, hj(0, γ(y))) =
τ(hj(0, γ(y)))
αθ
=
(τ ◦ γ)(y)
αθ
=
αθy
αθ
= y ∀ y ∈ Bj ,
here we have have used (5.47). Further,
gj(1, y) = Hθ(1, hj(1, γ(y))) = τ(hj(1, γ(y))) = τ(u0) ∈ Ω
+
δ ,
which follows from Lemma 5.9. Therefore, the sets {Bj}
n
j=1 are contractible in Ω
+
δ . Hence,
catΩ(Ω) = catΩ+
δ
(Ω−δ ) ≤ n.
This proves the lemma. 
Proof of Theorem 1.3: Using Lemma 4.2 and Lemma 5.8, we have for all θ > 0,
cθ, nθ <
s1
N
(Ss1,p)
N
s1p .
By Lemma 5.13, INθ satisfies the (PS)c condition for all c ∈
(
0, s1N (Ss1,p)
N
s1p
)
. Hence, by
Lemma 5.14, a standard deformation argument implies that, for θ ∈ (0, θ∗), I
nθ
Nθ
contains
at least catΩ(Ω) critical points of the restriction of Iθ on Nθ. Now, Lemma 5.12 implies that
Iθ has at least catΩ(Ω) critical points on X0,s1,p(Ω). Now, following the same argument as
in Theorem 1.2, it follows (P ) has at least catΩ(Ω) nontrivial nonnegative solutions.
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Appendix A.
Here we first recall the classical deformation lemma from [1, Lemma 1.3].
Lemma A.1. Let J ∈ C1(X,R) satisfy (PS)-condition. If c ∈ R and N is any neigh-
borhood of Kc = {u ∈ X : J(u) = c, J
′(u) = 0}, then there exists η(t, x) ≡ ηt(x) ∈
C([0, 1] ×X,X) and constants 0 < ε < ε¯ such that
(1) η0(x) = x for all x ∈ X.
(2) ηt(x) = x for all x ∈ J
−1[c− ε¯, c+ ε¯].
(3) ηt(x) is a homeomorphism of X onto X for all t ∈ [0, 1].
(4) J(ηt(x)) ≤ J(x) for all x ∈ X, t ∈ [0, 1].
(5) ηt(Ac+ε −N) ⊂ Ac−ε where Ac = {x ∈ X : J(x) ≤ c} for any c ∈ R.
(6) If Kc = ∅, ηt(Ac+ε) ⊂ Ac−ε.
(7) If J is even, ηt is odd in x.
Note that the above lemma is also true if J satisfies (PS)c condition for c < c0 for some
c0 ∈ R. Next, recall the general version of Mountain Pass Lemma (see [3]).
Lemma A.2. Let X be a Banach space. Let I ∈ C1(X,R). Let us assume for some
β, ρ > 0, we have,
(i) I(u) > β for all u ∈ X with ‖u‖X = ρ.
(ii) I(0) = 0 and I(v0) < β for some v0 ∈ X with ‖v‖X > ρ.
Then there exists a sequence {un} ⊂ X such that I(un) → α and I
′(un) → 0 in X
′ as
n→∞, where α is given by:
α := inf
u∈X\{0}
max
t≥0
I(tu).
The next lemma is regarding the elementary properties of Krasnoselskii genus.
Lemma A.3. Let A,B ∈ Σ. Then,
(1) if there exists f ∈ C(A,B), odd, then γ(A) ≤ γ(B).
(2) if A ⊂ B, then γ(A) ≤ γ(B).
(3) if there exists an odd homeomorphism between A and B, then γ(A) = γ(B).
(4) if SN−1 denotes the unit sphere in RN , then γ(SN−1) = N.
(5) γ(A ∪B) ≤ γ(A) + γ(B),
(6) If γ(A) <∞, then γ(A ∪B) ≥ γ(A)− γ(B).
(7) If A is compact, then γ(A) <∞ and there exists δ > 0 such that γ(A) = γ(Nδ(A))
where Nδ(A) = {x ∈ X : d(x,A) ≤ δ}.
(8) If X0 is a subspace of X with codimension k and γ(A) > k, then A ∩X0 6= ∅.
Proof. See [1, Lemma 1.2] . 
Remark A.1. It’s easy to observe that if A contains finitely many antipodal points ui,
−ui ui 6= 0, then γ(A) = 1.
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