This paper studies the uncertainty analysis of the regional integrated electricity and gas system (IEGS) composed of a three-phase unbalanced power distribution system and a gas distribution network. The well-known probabilistic energy flow (PEF) analysis of IEGS is extended to a comprehensive probabilisticinterval energy flow (PIEF) problem by modeling uncertainties in pipeline parameters as interval variables and spatial dependency between them as correlation angles. The polynomial chaos expansion (PCE) method is introduced to IEGS analysis and an improved PCE-based method combining the technique of dimensionreduction and the sparse-PCE is proposed to address the numerous uncertainties involved in a regional IEGS. A methodological framework considering probabilistic/interval uncertainties, linear/rank correlations among probabilistic variables, and dependency between interval variables is then developed for both PEF and PIEF analysis. Numerical simulations of a sample regional IEGS are used to verify the accuracy and efficiency of the proposed method, as well as the superiority of the proposed PIEF analysis over the existing PEF analysis.
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I. INTRODUCTION
With the significant growth of gas-fired units, the electricity and natural gas networks are getting increasingly interdependent [1] . Meanwhile, the development of other energy convert equipment, such as electricity-driven compressors [2] and power to gas facilities [3] , also strengthen the interactions between the two networks. Accordingly, there is an increasing recognition to model, analyze, plan and operate the two networks in an integrated way, and therefore a growing research interest on the integrated electricity and gas system (IEGS). Energy flow analysis is generally considered as a basic tool to identify the steady operation state of IEGS. Over the last years, considerable efforts worldwide have been devoted to IEGS energy flow modeling and analysis [4] - [9] . Among them, there are some studies applying probabilistic techniques to perform probabilistic energy flow (PEF) analysis and quantify the effects of uncertainties such as load demands and renewable generations on IEGS. For example, Chen et al. [7] presented a PEF problem considering correlated probabilistic wind speeds and electricity-and gasloads, which is then solved by Monte Carlo simulation (MCS) and later by the multi-linear MCS method [8] . Hu et al. [9] applied the cumulant method and Gram-Charlier expansion to PEF analysis with the same probabilistic but uncorrelated variables considered.
However, compared with the well-developed probabilistic power flow (PPF) analysis of power systems, studies on PEF to date are limited in both uncertainty modeling and analysis methods.
A. UNCERTAINTY MODELING
In the above studies [7] - [9] , only uncertainties in wind power and electricity-/gas-loads are considered and described by probabilistic models. Moreover, the dependency between these uncertainties is modeled by linear (or Pearson) correlation coefficients. Linear correlation is only a measure of the linear dependence between variables [10] . However, there are non-linear dependences between such as renewable generations and loads in an IEGS, as well as those observed in a power system [11] , [12] .
In fact, for many engineering problems, there are uncertainties arisen from material properties, manufacturing errors as well as external loads [13] . As for the case of IEGS, uncertainties also exist in such as pipeline parameters because they are influenced by gas condition, pipeline properties, and surroundings (e.g., soil, water, air) [4] , [14] , [15] . In our previous work [16] , both Gaussian and uniform distributions were assumed to model pipeline parameters and simulation results verify the necessity to consider this uncertainty in PEF analysis. However, there is no sufficient data to identify statistically the probabilistic assumption on pipeline parameters. On the other hand, typical value or bounds of pipeline parameters are either available based on empirical or designing data or they can be easily obtained from a small number of samples. In this case, non-probabilistic modeling, such as interval modeling, is preferred [13] . Compared with probabilistic modeling, interval modeling is generally more convenient and economical, and therefore more applicable to engineering problems with limited data [17] . Consequently, we propose to model uncertain pipeline parameters as interval variables in this paper.
As to the correlation modeling, not only linear correlations but also rank (or Spearman) correlations are considered in this paper. Furthermore, since pipeline parameters are influenced by surroundings as stated above, spatial correlations between parameters of adjacent pipelines are in particular investigated in this paper.
B. PROBABILISTIC ANALYSIS METHOD
Although the MCS and the culumant method have been applied to PEF analysis in [7] - [9] and to our previous work [16] , further studies on more efficient methods are still needed due to the fact that PEF analysis is generally a highdimensional problem with more uncertainties involved than the PPF problem.
The PPF problem, which is essentially an uncertainty propagation problem [13] , has been studied to a great extent. The existing methods for solving the PPF problem can be roughly categorized into three groups of the MCS methods, the analytical methods [18] , [19] , and the approximation methods [20] , [21] , [22] . The MCS method is applicable to various complicated PPF problems and widely recognized as a reference for methods comparison [23] . However, MCS requires numerous simulations to reach acceptable accuracy. The analytical methods such as the convolution method [18] and the cumulant method [19] are more computationally efficient while mathematical simplification of the original problem is usually required. The approximation methods can achieve a good trade-off between computational speed and accuracy, especially for small-scale and middle-scale problems. The point estimation method (PEM) [20] , the unscented transformation (UT) method [21] , and the polynomial chaos expansion (PCE) method are the most important representatives of this category.
The PCE method is the state-of-the-art approach in the field of uncertainty analysis, which has attracted much attention in recent literature [22] , [24] - [28] . It is essentially a kind of surrogate-model method, which has been applied successfully to both forward and inverse uncertain propagation problems [17] , [29] . The basic idea of PCE is to represent the unknown outputs (or responses) of the complicated (and often implicit) functions as the sum of a series of orthogonal polynomial basis functions corresponding to input variables. Owing to its high efficiency and accuracy, its ability to deal with various uncertainties, e.g., probabilistic, interval and fuzzy variables [24] , [25] , and its superiority of estimating density distributions of outputs over PEM or UT [24] , PCE has been widely applied to solve various engineering problems with uncertainties, including the PPF problem. For example, Ren et al. [24] proposed a PPF analysis technique based on the stochastic response surface method, which is essentially the classical PCE method based on Hermite-chaos expansion in terms of Gaussian variables [30] . Later on, Wu et al. [26] introduced the generalized PCE (gPCE) method, which is an extension of the classical PCE and known as Askey-chaos expansion, to PPF problem to deal with more general non-Gaussian variables. Although both [24] and [26] verified the effectiveness of the PCE method in solving the PPF problem, both methods may suffer from remarkable efficiency deterioration when applying to a large-scale (or high-dimensional) PPF problem with a great number of input variables. Therefore, several recent studies are devoted to improving the efficiency of the PCE method and therefore its applicability to high-dimensional PPF problems via such as the dimension reduction technique [22] or the sparse-PCE theory [27] , [28] .
Compared with PPF, PEF is generally a problem with a higher dimension because there are more components and uncertainties involved in an IEGS than in a separated power system. Besides, this paper studies regional IEGS, which leads to an even larger PEF problem. This is because the regional IEGS is usually composed of a middle-or low-voltage power distribution system and a gas distribution network and therefore three-phase unbalanced power-flowmodeling is required [4] . Therefore, this paper proposes to introduce the PCE method to regional IEGS analysis and then an improved method combining dimension reduction and sparse PCE is proposed to address the effects of numerous uncertainties involved in the regional IEGS.
In summary, with the two limitations above in mind, this paper brings novelty in both uncertainty modeling and analysis method for regional IEGS energy flow analysis. The main contributions are suggested as follows:
1) The PEF problem of regional IEGS is extended to a comprehensive probabilistic-interval energy flow (PIEF) problem by a) modeling uncertain pipeline parameters as interval variables, b) considering both linear and rank correlations between probabilistic uncertainties, and particularly c) considering spatial correlations between pipeline parameters. To the best of our knowledge, there is no reported work on PIEF analysis of IEGS as well as to model uncertain pipeline parameters as correlated interval variables. 2) The PCE method is introduced to the uncertainty analysis of regional IEGS, and in order to address the numerous uncertainties involved, an improved method for high-dimensional uncertainty problems, which combines the technique of the dimension-reduction and the sparse-PCE, is proposed. 3) A methodological framework for regional IEGS uncertainty analysis is developed to provide a better understanding of the uncertainties and their effects on the energy flow of the regional IEGS. The framework accommodates multiple uncertainties (i.e., probabilistic and interval uncertainties) and various correlations (i.e., linear and rank correlations between probabilistic variables, and particularly the correlation between interval variables) and is applicable to highdimensional PEF and PIEF problem. The rest of this paper is organized as follows. Section II describes the energy flow modeling of regional IEGS with three-phase unbalanced power flow considered. Section III presents probabilistic and interval modeling of uncertainties in a regional IEGS and the associated pre-process such as decorrelation and dimension reduction. Section IV recalls the basis of the PCE method and the sparse-PCE based on orthogonal matching pursuit (OMP). The methodological framework for PIEF analysis is then developed in Section V. The proposed PIEF method is applied to a sample regional IEGS in Section VI, followed by conclusions given in Section VII. The logical relationship between these sections is outlined in Fig. 1 .
II. ENERGY FLOW MODELING OF REGIONAL IEGS A. THREE-PHASE POWER DISTRIBUTION SYSTEM
The three-phase power flow equations [31] are used to model the power distribution system. 
B. GAS DISTRIBUTION NETWORK
The low-pressure gas distribution network operating between 0 and 75mbar is considered. Lacey's equation [14] is used to model the pipeline connecting node i and j
where subscript p denotes pipeline; sgn(p i , p j ) is a sign function where its value is +1 if p i ≥ p j and −1 otherwise. As mentioned above, the comprehensive parameter of the pipeline K p,ij is related to the many uncertain or imprecise factors such as the diameter, length, roughness of the pipeline, and the velocity, density, temperature and viscosity of gas, and surroundings [15] . It is, therefore, difficult to obtain the accurate value of K p,ij . To address this uncertainty, K p,ij is modeled by correlated interval variable, which will be discussed in detail in Section III.B. Compressors are installed in gas network to compensate for the pressure loss along the pipelines as well as to provide the pressure required by gas users. Compressors can be driven by gas turbines or electrical motors. The electricity-driven compressor is essentially a kind of coupling facility of IEGS and will be described later. The gas-driven compressor installed between node i and j can be modeled as [8] 
where subscript c denotes compressor.
The nodal gas flow balance equation at node i is
where j ∈ i denotes the node-set connected to i; s c,ij is the gas flowing direction indicator where its value is +1 if node i is the inlet of compressor and −1 otherwise.
C. COUPLING BETWEEN ELECTRICITY AND GAS
Natural gas-fired units and electricity-driven compressors are considered in this paper as the coupling facilities. A Gas-fired unit consumes natural gas to generate electricity and is generally modeled by its heating rate curve, which defines the energy conversion process, as [6] H g,i = α g,i + β g,i P g,i + γ g,i P 2 g,i /LHV (5) where subscript g denotes gas-fired unit. Electricity-driven compressors are powered by electricity to supply the required horsepower in (3) . The electrical power consumed by compressor k is [7] , [16] P c,k = 0.7457 × H c,k /1000 (6) where P c,k is in kW. Note that H c,k equals H c,ij in (3) provided that compressor k is installed between node i and j.
III. PIEF PROBLEM MODELING OF REGIONAL IEGS A. PROBABILISTIC UNCERTAINTIES MODELING AND PROCESSING
The most common probabilistic uncertainties in electricity-/gas-loads and renewable generations are considered, and the most widely used Gaussian distribution and Beta distribution are used, respectively, to model uncertain loads [7] - [9] and photovoltaic (PV) power [24] . Therefore, this subsection will focus on the linear/rank correlation, and especially the decorrelation and the dimension-reduction involved in the proposed PCE-based method.
1) LINEAR AND RANK CORRELATION
Linear correlation is the most common measure of dependence in PEF analysis. The linear correlation coefficient of probabilistic variables X , Y is defined as [10] ρ (X ,
For uncertainty analysis, the value of linear correlation depends on the marginal distributions of probabilistic variables and is not invariant under non-linear strictly increasing transformations [10] , e.g., the cumulative distribution function (CDF) transformation and inverse CDF transformation (which will be applied in the proposed PCE-based method later). In contrast, rank correlation is a more flexible measure of dependence, which provides a measure of the monotonic relationship between two variables [11] . The rank correlation coefficient ρ r (X , Y ) is defined as [10] 
It can be proved that rank correlation is independent of marginal distributions and invariant under non-linear strictly increasing transformation. For the joint Gaussian distribution (X , Y ), the relationship between ρ and ρ r is [10] , [11] 
For a multivariate problem such as PEF analysis, all pairwise linear or rank correlations between any two variables are collected to form the corresponding linear correlation matrix ρ or rank correlation matrix ρ r [11] .
2) DECORRELATION AND DIMENSION-REDUCTION
Since the PCE method is only applicable to approximate the response of independent inputs [27] , [28] , the decorrelation of the original correlated probabilistic inputs is required. Besides, as stated earlier, we intend to reduce the dimension of inputs to improve the efficiency of the PCE method. Therefore, this subsection deals with the decorrelation and dimension-reduction of probabilistic inputs.
Let X =[X 1 , X 2 , · · · , X n ] T be the n-dimensional probabilistic input vector of the regional IEGS with known arbitrary marginal distributions F 1 , F 2 , · · · , F n and known correlation matrix ρ X . X is supposed to have finite secondorder moments, and the mean value and standard deviation vectors of X are denoted by µ X =[µ 1 , µ 2 ,· · · , µ n ] T and σ X =[σ 1 , σ 2 , · · · , σ n ] T respectively. The following steps combining CDF transformation, singular value decomposition (SVD) and principal component analysis (PCA) are applied to achieve decorrelation and dimension-reduction of input variables simultaneously.
Step 1: Gaussian-CDF transformation. By applying Gaussian-CDF transformation, X can be expressed by a set of Gaussian variables Z = [Z 1 , Z 2 , · · · , Z n ] T with the same means and standard deviations as
where i is the Gaussian CDF with mean value µ i and standard deviation σ i . As to the linear correlation matrix of Z, denoted by ρ Z , different computation procedure is required depending on the dependency modeling of the inputs. If the given ρ X is the rank correlation, the rank correlation of Z is readily determined owing to the property stated above (i.e., invariance of the rank correlation under CDF transformation), and ρ Z can be further obtained using (9) because Z is a Gaussian vector. However, if the linear correlation matrix is given, Nataf transformation (with the essence of Gaussian copula [32] ) is suggested to determine ρ Z . See [32] for more details. Once ρ Z is determined, the covariance matrix of Z, denoted by C Z , can be constructed according to (7) .
Step 2: SVD of C Z .
Applying SVD on C Z leads to [22] 
where U is the n×n orthogonal matrix;
where µ Z = µ X is the mean value vector of Z. It can be shown that the covariance matrix of Z is
which means that Z 1 , Z 2 , · · · , Z n are independent Gaussian variables with the variance of λ 1 , λ 2 , · · · , λ n . It is worth mentioning that with an inverse process, including the inverse operation of (12), an inverse CDF-transformation and the inverse Nataf transformation (in the case of known linear correlation), Z can be transformed back into Z and then back into the original X [11] , [32] .
Step 3: Dimension-reduction based on PCA analysis. According to PCA, the transformation (12) also indicates that Z 1 , Z 2 , · · · , Z n are principal components of the centered Z, and Z 1 is the largest component with the largest variance, Z 2 is the second-largest component with the second largest variance, · · · . Each variance contains the information on the variability of the component, and the larger the variance is, the more information contained in the component [33] . Therefore, the first k (k < n) largest components can be used to effectively explain the total variability of the original n-dimensional variables. In other words, a truncated Z , denoted byẐ = Z 1 , Z 2 , · · · , Z k T , can be used to reproduce Z without much loss of information.
In order to decide how many components should be retained, the individual percentage of total variation due to the jth component is calculated by [22] 
and the first k components with v j ≥ ω is adopted.
Here ω is the chosen threshold and in Section VI, ω will be discussed in detail with numerical results of PEF analysis. With the three steps above, the original n-dimensional correlated probabilistic vector X has been transformed and reduced to a new k-dimensional independent Gaussian vec-torẐ . In Section IV, the standardizedẐ will be used as the input variables to construct a PCE model.
B. INTERVAL UNCERTAINTIES MODELING AND PROCESSING 1) CORRELATED INTERVAL VARIABLES
Besides the probabilistic uncertainties stated above, uncertainties in pipeline parameters (K p,ij in (2)) and their dependences due to spatial correlation are also considered and modeled as correlated interval variables in this paper.
Suppose the m-dimensional interval uncertainties of the regional IEGS are denoted by
where the intervals are known as the interval distributions. The midpoint and radius of Y i are defined as
Clearly, Y i can be standardized to an interval [−1, 1] with midpoint 0 and radius 1 by
As to the correlation modeling of interval variables, the concept of correlation angle based on non-probabilistic parallelepiped modeling [34] is introduced. Take the correlation modeling between Y i and Y j as an example. The samples of Y i and Y j with midpoints m i and m j are denoted by circles in Fig. 2 . The smallest parallelogram with one side being set to be parallel to the abscissa axis as well as coving all the scattered samples can be obtained. The angle θ ij in the following range is defined as the correlation angle
It can be seen that θ ij provides a similar measure of dependence between interval Y i and Y j to the linear or rank correlation of probabilistic variables. More specifically, when θ ij = π /2, the parallelogram degenerates to a rectangular, which means Y i and Y j are independent of each other; when θ ij < π /2 (θ ij > π /2), Y i and Y j are positively (negatively) correlated. In the special case of θ ij =arctan(m j /m i ) or θ ij = π -arctan(m j /m i ), the parallelogram degenerates into a line segment indicating that Y i and Y j are completely positively or negatively dependent.
Obviously, for the m-dimensional problem, with the correlation angles between any two interval variables known, the symmetric matrix of correlation angle Θ with entries θ ij can be constructed.
2) DECORRELATION BASED ON AFFINE COORDINATE TRANSFORMATION
The PCE modeling of the studied regional IEGS in Section IV is developed with both probabilistic and interval variables considered. Due to the independence requirement of the PCE method, the decorrelation of interval variables is carried out with the help of affine coordinate transformation [34] in this subsection.
Take a two-dimensional problem with variables Z = [Y 1 , Y 2 ] T as an example, the basic idea of decorrelation via affine coordinate transformation is shown in Fig. 3 . It can be seen that with the affine coordinate transformation, Y 1 and Y 2 with correlation angle θ 12 in the original coordinate {O; e 1 , e 2 } are transformed into the independent Y 1 and Y 2 with zero midpoints in the affine coordinate {O ; e 1 , e 2 }, and the following transformation relationship can be obtained by
For the m-dimensional interval uncertainties Y with correlation angle matrix Θ, A ={a ij } T is [34] 
where k =(2m-j)(j-1)/2+(i-j); θ k corresponds to θ ij (j < i) in Θ. From (19) , the independent interval variable vector Y is (17) for the subsequent PCE modeling. Obviously, an inverse process can be performed to transform Y * back into the original Y .
It should be indicated that although only the uncertain pipeline parameters are considered in this paper, the basic idea of interval modeling and processing is applicable to other model parameters of IEGS, such as compressor constants in (3) or gas-fired unit coefficients in (5) .
C. PIEF PROBLEM OF REGIONAL IEGS
With the uncertainties considered, any output of the energy flow problem (or response of the steady-state regional IEGS), such as three-phase voltages, three-phase branch power flows, nodal pressures, and pipeline gas flow rates, can be generally expressed as
where X and Y denote the vector of probabilistic and interval variables. Obviously, (23) is a pure PEF problem with only probabilistic inputs considered, while it extends to a comprehensive PIEF problem with both probabilistic and interval inputs considered. Up to this point, the correlated probabilistic inputs X have been reduced to independent standardized Gaussian variables, and the correlated interval inputs Y have been transformed into independent standardized interval variables. With the original inputs processed, the PEF or PIEF problem is then solved by an improved PCE-based method proposed in this paper.
In the following, we recall the basis of the PCE method at first and then present the PCE-based PIEF analysis framework proposed in detail.
IV. SPARSE POLYNOMIAL CHAOS EXPANSION A. POLYNOMIAL CHAOS EXPANSION
Consider a general uncertainty problem represented by y = y(ξ ), where ξ = [ξ 1 , ξ 2 , · · · , ξ M ] T is the M -dimensional vector of independent random input variables with a set of prescribed marginal probability density functions (PDFs)f i (ξ i ) and joint PDF f (ξ ) = f 1 (ξ 1 )f 2 (ξ 2 ) · · · f M (ξ M ). Note that ξ corresponds to all processed inputs of the problem (23) and in this PCE modeling step, interval variables involved are assumed to be uniform variables [25] . According to the principle of PCE, provided that y is a second-order variable, it can be cast as the following expansion [27] , [28] , [30] 
where i = (i 1 , i 2 , · · · , i M ) is a multi-index with |i | = i 1 + i 2 + · · · + i M ; a i are orthonormal with respect to the joint PDF f (ξ ). The series in (24) is usually referred to as the polynomial chaos expansion (or representation) of y(ξ ), which provides a surrogate model of the original model y(ξ ). The multivariate basis functions i (ξ ) can be constructed through tensor products of the corresponding univariate polynomials as
where ϕi j (ξ j ) is the univariate basis of degree i j in the jth variable orthonormal with respect to the marginal PDF f j (ξ j ). The choice of ϕi j (ξ j ) depends on the distribution of ξ j . The optimal orthogonal polynomials serving to construct the corresponding polynomial chaos basis for the most common distributions can be obtained from the Askey family of hypergeometric polynomials [26] , [29] . For example, Hermite polynomials are associated with Gaussian variables while Legendre polynomials with uniform variables [29] .
In practice, the infinite series in (24) is usually truncated such that the total degree | i | does not exceed a given order p:
With this truncation, the number of the retained term is
In general, higher accuracy for approximating y by truncated polynomial chaos series is expected with a larger p. However, it is shown by (27) that P grows rapidly with the increases of p, which leads to more terms retained and therefore a higher computation burden to determine the coefficients involved. It has been proved that for the PPF problem, there is a negligible improvement in accuracy with p > 3 [24] , [28] . Therefore, 2-order expansion is applied to our PIEF problem. Besides, (27) also indicates that the number of input variables M has a significant effect on computation efficiency. That is why we propose to reduce the dimension of input variables via PCA in Section III.
With p =2, the expansion in (26) can be expressed as
where 1 (ξ i ) is the 1-order polynomial associated with ξ i ; 2 (ξ i , ξ j ) is the 2-order polynomial associated with ξ i and ξ j . By introducing a one-to-one mapping between the ordered a k , (k =0, 1, · · · , P-1) and the original a i , a ij in (28), the polynomial chaos expansion can be further expressed as
where a = [a 0 , a 1 , · · · , a P−1 ] T and (ξ ) =[1, 1 (ξ ), · · · , P−1 (ξ )] T are collections of the coefficients and basis polynomials.
B. ESTIMATION OF THE EXPANSION COEFFICIENTS
The widely used regression method [27] , [28] , [35] is used to estimate the expansion coefficients in (29) .
Consider the collection of a set of N samples (or realizations) of the input vector ξ denoted by ξ ED = {ξ (1) , ξ (2) , · · · , ξ (N ) }, which is called the experimental design (ED). The corresponding realizations of y = y(ξ ) are collected by the response vector y ED = [y(ξ (1) ), y(ξ (2) ), · · · , y(ξ (N ) )] T . With the regression method, the coefficients are determined by solving the following least-square problem
or equivalently by minimizing the l 2 -norm of the residual between the original and surrogate model aŝ
where H is the ED matrix evaluated by
According to the least-square technique, the solution iŝ
To ensure the numerical stability of the regression problem, N must be selected in such a way that the information matrix H T H is well-conditioned. In practice, the ED size is usually set to be N =kP,k ∈[2,3] [35] .
As shown in (27) , the number of expansion terms increases dramatically with both p and M . For our PEF or PIEF problem, y(ξ (i) ) are evaluated by repeated deterministic energy flow (DEF) calculation of the IEGS. Consequently, the requirement of N may lead to an unaffordable computational cost and thus deteriorate the applicability of the PCE method to the high-dimensional IEGS problem. To address this issue (often known as thecurse of dimensionality), we have proposed to reduce M in Section III, and then we will introduce the sparse-PCE method to deal with this issue further.
C. SPARSE-PCE BASED ON OMP
The sparse-PCE method is based on the fact that in most applications, the number of significant terms in the polynomial chaos expansion is relatively small because 1) not all the inputs have the same influence on the response, and 2) the response is generally dominated by the main effects and low-order (or low-rank) interaction effects [35] . Here the interaction order (or rank) is defined as the number of nonzero elements in the multi-index i and provides a measure of the simultaneous effects of several inputs on the response. Consequently, a new kind of polynomial chaos expansion (referred to as the sparse-PCE), can be constructed by only retaining a small number of coefficients corresponding to significant expansion terms so that both P and N are reduced.
Algorithm 1 OMP Algorithm
1. Input the response matrix y ED , ED matrix H and tolerance ε. 2. Initialization. Set the iteration counter k =0. Set the initial residual r (k) =y ED and the initial index set
-Update the residual r (k) =y ED -Ha (k) . 4. end while. 5 . Output the solution a=a (k) .
In contrast, the expansion obtained from the least-square regression is referred to as the full-PCE.
There are many approaches, such as stepwise regression and least angle regression, to construct the sparse-PCE [27] , [35] . In some recent studies [28] , [36] , it is recognized that the sparse-PCE can be built up through the sparse approximation technique of compressive sensing, which is well applied in the field of signal and image processing. In the context of sparse-PCE, the goal of compressive sensing may be explained as recovering y(ξ ) with a small number of random realizations {y(ξ (i) )} (i =1, 2, · · · , N , N P) given that a is sparse. This goal may be achieved by seeking a solution with the minimum number of non-zeros, and therefore the sparse coefficients of the PC expansion can be obtained from the following constrained optimization problem [28] a = arg min a 0 s.t. y ED − Ha 2 
where the l 0 -norm ||a|| 0 is the number of non-zero entries of a; ε is the tolerance. The OMP algorithm [36] is used in this paper to solve the problem (34) . OMP is a kind of greedy pursuit method, which builds the solution iteratively by selecting at each iteration the base function i (corresponding to the ith column of H) that correlates mostly with the residual. The detailed procedure of OMP is shown below.
V. THE PROPOSED FRAMEWORK FOR PIEF ANALYSIS
With multiple uncertainties and correlations considered, a methodological framework applicable to high-dimensional PIEF analysis of regional IEGS is developed. The proposed framework is based on an improved PCE method combining the PCA-based dimension-reduction technique and OMP-based sparse-PCE method. The overall procedure of the framework for PIEF analysis can be summarized as the following steps.
Step 1: Data input. Input data of the regional IEGS studied, including a) network parameters, b) probabilistic and interval parameters of uncertain loads, renewables generations and pipelines variables, and c) computation parameters such as the PCA threshold ω and the sample number N of ED.
Step 2: Pre-process of input uncertain variables. For the n-dimensional probabilistic input variables X, a) evaluate C Z , U, and via SVD decomposition; b) determine the number of retained components via PCA.
For the m-dimensional interval input variables Y, evaluate the coordinate-transformation matrix A.
Step 3: Construction the sparse PCE surrogate model. For any output of interest (denoted by y) such as bus voltages and pipeline flows, construct the sparse PCE surrogate model through the following sub-steps: a) Generateξ ED,X = {ξ (1) X , · · · , ξ (N ) X } from the independent standard Gaussian space and ξ ED,
Y } from the standard uniform space by Latin hypercube sampling (LHS) [22] . Note that each ξ (i) X is an n-dimensional vector, which is corresponding to X, and each ξ
X } by retaining the first k (k < n) largest components based on the results of PCA processing. That is, the n-dimensional ξ (i) X is reduced to the k-dimensional ξ (i) X . c) Construct the ED matrix H in (32) by evaluating 2-order Hermite polynomials corresponding to ξ ED,X and Legendre polynomials corresponding to ξ ED,Y . d) Transform the independent ξ ED,X to the correlated X ED through the inverse transformation presented in Section III.A, and the independent ξ ED,Y to the correlated Y ED through the individual inverse transformation presented in Section III.B, where X ED and Y ED are ED samples of X and Y, respectively. e) Evaluate the response vector y ED through a batch of DEF calculation of the regional RIES based on X ED and Y ED . f) Get the sparse PCE surrogate model y ≈ỹ ξ X , ξ Y based on H and y ED through the OMP algorithm.
Step 4: PIEF analysis based on the surrogate model. With the surrogate model, the probabilistic-interval analysis of y is performed through the following sub-steps: a) Generate extensive samples {ξ 
where ξ Y =[ξ 1 , ξ 2 , · · · , ξ m ] T is the vector of standardized interval variables. Note that (35) and (36) are essentially quadratic programming problems becausẽ y(ξ
b) Evaluate and output the statistical moments and probabilistic distributions of y andȳ .
It is worth marking the following remarks:
1) The proposed PIEF analysis framework is applicable to pure PEF analysis by simply excluding the steps associated with interval variables, such as pre-processing of interval variables in (35) and (36) have to be solved with the original energy flow model instead of the 2-ord surrogate model, which will lead to a heavy computation burden.
VI. CASE STUDIES
In this section, we present numerical results from a sample regional IEGS to validate the proposed method for PEF and PIEF analysis. The proposed method is coded in a MATLAB program, which drives OpenDSS [37] to solve the power flow of the three-phase power distribution system. All the numerical tests are performed on a PC with Intel(R) Core(TM) CPU at 3.20 GHz with 8GB RAM.
A. TEST SYSTEM DESCRIPTION A regional IEGS composed by the IEEE-123 distribution system [38] and an 11-node natural gas system [16] is used as a test system. There are 30 single-phase PV generators with an individual capacity of 15kW installed in the power distribution system, and two gas-fired units and three electricitydriven compressors coupling the power and gas distribution systems. Detailed data of the PVs, gas-fired units and compressors can be found in [39] . All the electricity-/gas-loads are assumed to follow Gaussian distributions with the means values being the original demands and the standard deviations (SDs) being 5% of the mean values. All the PV powers are assumed to follow Beta distributions. The rank correlations are set as ρ EE = ρ GG =0.5, ρ EG =0.2, ρ PP =0.8, where the subscripts E, G, P denote the electricity-load, gas-load, and PV power.
The gas network is divided into three areas [39] . Correlations between pipeline parameters within the same area are modeled by correlation angles of different values. The effects of different correlations as well as different interval ranges of pipeline parameters will be investigated.
The threshold for PCA, the ED sample size, and the tolerance for OMP are set as ω =0.002, N =500, ε =10 −5 . The outputs are obtained from 10,000 simulations based on the sparse PCE surrogate model (see Step 4 in Section V).
B. APPLICATION OF THE PROPOSED METHOD TO THE PEF ANALYSIS
In this subsection, the proposed method is applied to PEF analysis of the sample IEGS only considering uncertainties in electricity-/gas-loads and PV power, which adds up to 135 probabilistic variables.
1) PERFORMANCE EVALUATION
To evaluate the accuracy and efficiency of the proposed method, the MCS method based on LHS (MCS-LHS) with a sample size of 20,000 is applied as references, and results of the proposed method are compared with two other PCE-based methods.
Method 1, denoted by PCE-PCA, is based on the full-PCE with reduced input variables. More specifically, the dimension of the input variables is reduced via PCA at first and the full-PCE is then constructed with the reduced variables through the least-square regression.
Method 2, denoted by PCE-OMP, is the OMP-based sparse PC expansion method, where all the 135 variables are used to construct the sparse PC expansion. It can be found that this method is essentially the same as the PPF method of [28] and an alternative version of the PPF method of [27] .
Method 3, denoted by PCE-MIX, is the proposed method combining the techniques of dimension-reduction and the sparse PC expansion.
The following four outputs of the sample regional IEGS, i.e., the active power loss of the distribution system (P loss in kW), voltage magnitude of phase a at bus 63 (V 3 63 in p.u.), pressure at node 7 (p 7 in mbar), and mass flow rate of pipeline 7-9 (F 7−9 in m 3 /h) are considered. Table 1 lists the relative errors in percentage for mean and SD estimation of the three methods against those given by MCS-LHS. Table 1 shows that all three PCE-based methods perform well in estimating mean and SD compared with MCS-LHS. As to performance comparison among the three methods, PCE-OMP exhibits the best performance for mean-value estimation, while PCE-PCA is generally the best one for SD estimation with the only exception of F 7−9 . Although the overall performance of the proposed PCE-MIX method is a little worse than PCE-OMP for mean-value estimation and worse than PCE-PCA for SD estimation, a satisfactory accuracy can be observed since the largest error of for mean-value is about 0.2% and that for SD is less than 1.8%. Besides, it can be seen that the proposed method performances better than PCE-PCA in mean-values of V 3 63 and p 7 and better than PCE-OMP in estimating SD of F 7−9 . Table 2 compares the computation time of the four methods for P loss evaluation, where T SUM is the total computation time required and calculated by
where T DEF is the time for DEF analysis of ED samples. T PCE is the time for PCE model construction, including variables decorrelation, dimension-reduction (if included) and expansion coefficients estimation. T POST is the time computation of post-process, i.e., energy flow response calculations and statistics through the PCE surrogate model. It can be seen from Table 2 that all the three PCEbased methods require much less computation time than MCS-LHS, and the proposed PCE-MIX method achieves the highest efficiency by saving more than 97% time required by MCS-LHS. Note that the original dimension of inputs is 135, it is reduced to 48 through PCA (with ω =0.002) leading to P =1225 (see (27) ), and accordingly the ED samples of PCE-PCA is set to be 2P=2450. Considering that ED size (N =500) for PCE-OMP and PCE-MIX, this can explain the difference of T DEF between PCE-PCA and PCE-OMP/PCE-MIX. Moreover, since PCE-PCA requires full coefficient-estimation of 48 variables and PCE-OMP requires sparse coefficient-estimation of full-dimensional 135 variables, while the proposed PCE-MIX carries out the sparse estimation of reduced variables, the difference of T PCE among the three methods, and the difference of T POST between PCE-OMP and PCE-PCA/PCE-MIX can be reasonably explained. In other words, owing to the sparse PC expansion, the proposed PCE-MIX method reduces the required ED samples and accordingly T DEF dramatically compared with PCE-PCA. On the other hand, with the help of the pre-process of dimension-reduction, the proposed PCE-MIX method only needs to deal with 48 variables rather than the full-dimensional 135 variables feed to the PCE-OMP method so that both T PCE and T POST are significantly reduced compared with PCE-OMP. Therefore, with the combined improvement from the sparse expansion and dimensionreduction, the proposed PCE-MIX method exhibits such a high efficiency that the total time is less 1/6 of the PCE-PCA and 1/2 of the PCE-OMP method.
In summary, Table 1 and 2 demonstrate the PEF problem of IEGS can be solved by the proposed method with high computational accuracy and efficiency. Compared with MCS-LHS, the largest error is less than 1.8% while saving more than 97% of the time. Compared with the PCE-based methods based only on the sparse expansion or dimensionreduction, the proposed method achieves significant efficiency improvement with a slight deterioration of accuracy, which means that the proposed method is more applicable for high-dimensional PEF problem.
2) EFFECTS OF THRESHOLD IN PCA ON EVALUATION ACCURACY
As stated earlier, the threshold ω in PCA is an important parameter in determining the number of components retained. This part identifies the effect of ω on the accuracy of the PEF analysis and thus provides a proper threshold. In Table 3 , the number of retained components and accordingly the number of 2-ord PC expansion terms corresponding to different thresholds are listed, where ω =0 corresponds to no dimension-reduction. Obviously, with the increase of ω, the retained components reduced and accordingly the PC expansion terms dramatically reduced which will finally speed up the PCE-based method.
However, a higher ω may lead to intolerable accuracy deterioration. To quantify the effects of ω on the accuracy, output samples with a size of 10,000 obtained from the proposed method and the MCS-LHS method are sorted and divided equally into n groups and then compared through the similarity index (SI) [22] 
where superscript PCE and MCS denote the proposed PCE-based method and the MCS-LHS method; c i is the central value of the ith group; d i is the percentage of the samples falling into the ith group of the total samples. It is clear that SI measures the similarity of the output samples generated by the two methods, therefore a larger SI∈[0,1] means a higher similarity and accordingly a higher accuracy. Take the same four responses as examples, the SI under different thresholds are shown in Table 4 .
As expected, SI decreases with the increases of ω. When ω is greater than 0.004, SIs of P loss and F 7−9 drop below 95%. With a trade-off between accuracy and computation time required (see Table 2 , where the PCE-OMP method is corresponding to ω =0), we choose ω =0.002 as the PCA threshold. However, if there is a willingness to trade off accuracy for higher computation efficiency, 0.004 is a good choice because the retained components are significantly reduced from 9316 to 78 while a nearly 95% accuracy can be maintained.
3) EFFECTS OF ED SAMPLE SIZE ON EVALUATION ACCURACY
For the OMP-based sparse PC expansion, the size of ED samples, i.e., N in (32) is an important parameter. A large N will lead to a heavy computation burden for PCE model construction, while insufficient ED samples may affect the recovery of dominated PC terms and thus the estimation accuracy of the sparse coefficients. To determine a proper N for PEF analysis, we plot the relative errors in estimating the mean-values and SDs with different ED sample sizes in Fig. 4 and Fig. 5 , respectively. It can be seen that the estimation errors decrease as N increases. When N grows to 500, the largest error is less than 2% and with N >500, the decreases in errors are not remarkable. Therefore, we choose N =500 as the ED sample size for sparse PCE model construction. 
4) EFFECTS OF CORRELATIONS ON PEF ANALYSIS
To evaluate the effects of probabilistic correlations on PEF analysis, two scenarios, i.e., a) all the input variables are uncorrelated and b) the input variables are correlated with each other through the rank correlations specified in Section VI. CDFs of P loss and F 7−9 under the two scenarios are depicted in Fig. 6 and 7 , respectively.
It can be seen from Fig. 6 and 7 that the CDF plots given by the two methods for the same correlated/uncorrelated scenario coincide with each other, which demonstrates the accuracy of the proposed PCE-based methods once again.
Moreover, a dramatic difference between correlated and uncorrelated scenario can be observed from Fig. 6 and 7 . Compared with the uncorrelated scenario, CDFs under correlation scenario span wider indicating that correlations among uncertainties may aggravate the fluctuation of power loss. For example, with correlations considered, there is a probability of 10% for P loss ≥500kW while it is nearly impossible for P loss ≥400kW for the uncorrelated scenario. This result also indicates that neglecting correlation in PEF analysis may lead to an underestimation of power loss.
A similar observation can be made from CDFs of F 7−9 , although the difference between the two scenarios is less dramatic compared with P loss . This is because power loss is a global variable while pipeline flow is a local variable. In other words, variations in many uncertainties (if not all) will change the energy flow distribution of the regional IEGS and accordingly change the overall power loss, while for pipeline flow, variations in remote uncertainties, e.g., electricity-or gas-load far away from the pipe, may not be reflected in the pipeline flow. Nevertheless, it is still necessary to consider correlations for pipeline flow evaluation. For example, suppose that 125m 3 /h is the upper limit of F 7−9 . It is clear that the probability of F 7−9 ≥125m 3 /h increases with correlations considered.
In summary, simulation results in this part demonstrate the necessity of considering correlations in regional IEGS for PEF analysis. With these correlations neglected, variations in energy loss and even the potential risk of a regional IEGS operating beyond the limits may be underestimated.
C. APPLICATION OF THE PROPOSED METHOD TO THE PIEF ANALYSIS
In this subsection, the proposed method is applied to PIEF analysis of the sample regional IEGS considering both probabilistic uncertainties in electricity-/gas-loads and PV power and interval uncertainties in pipeline parameters.
The studies below are used to verify the modeling of uncertainty pipeline parameters and illustrate the effects of uncertain pipeline parameters on the energy flow of IEGS.
1) PIEF ANALYSIS OF THE SAMPLE IEGS
As stated earlier, the sample 11-node gas network is divided into three areas. Spatial correlations between pipeline parameters within the same area are modeled by correlation angles, while the pipeline parameters of different areas are assumed uncorrelated. In this part, all the correlation angles are set to be 80 • . The effects of correlation levels on PIEF will be discussed in the next part.
Two cases with different interval range of pipeline parameters are designed:
Case 1: all the lower and upper bounds of pipeline parameters are set to be 95% and 105% of the original values.
Case 2: a larger range is considered, i.e., lower and upper bounds are changed to be 90% and 110%, respectively.
With both probabilistic and interval inputs considered, any output of the IEGS will present probabilistic and interval characteristics simultaneously. Take the active power loss of the power distribution system (P loss in kW) and pressure at node 7 (p 7 in mbar) as examples. With the proposed method, statistics of lower and upper bounds of P loss and p 7 can be obtained. The corresponding mean values and SDs are presented in Table 5 and 6. In addition, results of P loss and p 7 with the pure PEF analysis in the last part are also listed for comparison purpose. Table 5 and 6, the pure PEF analysis can only provide mean values and SDs of P loss and p 7 , while the proposed PIEF method can provide the lower and upper bounds of the mean values and SDs.
As shown in
Comparing results of Case 1 and Case 2 in Table 5 , it is shown that with the enlarged pipeline parameter ranges, the mean values of lower bounds of both P loss and p 7 tend to decrease, while those of upper bounds tend to increase. Interestingly, Table 6 shows that nearly the same SDs of bounds of p 7 for the two cases are obtained, while a significant decrease in SD of P loss and a similar significant increase in SD ofP loss are obtained with the enlarged pipeline parameter ranges. This indicates that P loss is much more sensitive to uncertainties in pipeline parameters than p 7 , which can be explained by the global and local property of the two variables. More importantly, a comparison of the two cases reveals that no simple conclusion can be drawn on the effects of pipeline uncertainties, and careful PIEF studies should be carried out instead.
Besides the mean values and SDs of upper and lower bounds, histograms of these bounds as shown in Fig. 8 and Fig. 9 can be obtained by the proposed PIEF analysis. Note that only histograms of Case 1 are given here. Take P loss of Case 1 as an example. As shown in Table 5 and Fig. 8 , the proposed PIEF analysis obtains that the most possible maximum power loss lies in [300kW, 500kW] with the mean value of 401.6105kW, while PEF analysis only provides the mean values of 284.7396kW. Obviously, PIEF provides more information than PEF on power loss of the regional IEGS. More importantly, PEF with uncertainties in pipeline parameters neglected may lead to an optimistic evaluation of the power loss. A similar conclusion can be drawn from the results of p 7 given by PEF and PIEF analysis shown in Table 5 , Table 6 , and Fig. 9 .
In summary, simulation results in this part demonstrate the superiority of PIEF over PEF and the necessity of considering uncertainties in pipeline parameters for the regional IEGS analysis. With the tool of PIEF considering uncertainties in pipeline parameters, a comprehensive insight into the regional IEGS operation can be achieved.
2) EFFECTS OF CORRELATION LEVELS ON PIEF ANALYSIS
To evaluate the effects of interval correlations on energy flow analysis, three correlation levels with correlation angles being 90 • (unrelated), 80 • and 70 • , all with a fixed interval range of 95% to 105%, are considered. Mean values and SDs of lower and upper bounds of P loss under these three correlations are listed in Table 7 , and the corresponding CDFs are further depicted in Fig. 10 . It is seen from Table 7 that as correlation angle increases (i.e., correlation level decreases), both mean value and SD of P loss decrease while mean value and SD ofP loss increase. A similar tendency can be observed in Fig. 10 . That is, with correlation angle increases, the CDF curve of P loss moves left and shrinks while that ofP loss moves right and spans. Compared with the case of 90 • , there is a nearly 10% deviation in both mean value and SD of upper bound for the case of 70 • , and more than 20% for lower bound. All these results indicate that interval correlations have non-negligible effects on both mean values and SDs of both P loss andP loss . Therefore, it is necessary to consider interval correlations for accurate regional IEGS analysis.
VII. CONCLUSION
In this paper, we have proposed a methodological framework for the uncertain analysis of regional IEGS. The proposed method features: 1) modeling uncertainty in pipeline parameters as interval variables and spatial dependency between them as correlation angles; 2) accommodating probabilistic and interval uncertainties, linear/rank correlations among probabilistic variables, and dependency between interval variables; 3) an improved PCE-based method applicable to high-dimensional PEF/PIEF analysis combining the dimension-reduction and the sparse-PCE method.
The proposed method is verified by a regional IEGS composed of the IEEE-123 distribution system and an 11-node natural gas network. Based on the simulation results, the following conclusions can be obtained: 1) Compared with the reference MCS-LHS method, the proposed method has a much better performance by providing accurate evaluations with much lower computation. 2) Compared with the existing PCE-based methods, the proposed method can achieve further efficiency improvement but with the price of a slight accuracy deterioration, which indicates that the proposed method is more applicable for high-dimensional uncertainty problem. 3) Compared with the existing PEF analysis, the proposed method is a more comprehensive tool for regional IEGS evaluation by considering interval uncertainties in pipeline parameters and thus providing probabilistic characteristics of lower and upper bounds of any output. 4) Both correlations among probabilistic variables and spatial dependency between pipeline parameters have such non-negligible effects on regional IEGS operation evaluation that they should be taken into consideration for PEF/PIEF analysis.
