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Abstract
We calculate the self-Floer cohomology with Z2 coefficients of some
immersed Lagrangian spheres in the affine symplectic manifolds
{x1x2 − (x3 − 1)(x3 − 2) · · · (x3 −N) = 0 } ⊂ C3.
The immersed spheres are exact and graded. Moreover, they satisfy a
positivity assumption that allows us to apply the methods of [2] to cal-
culate the Floer cohomology as follows. Given auxiliary data a Morse
function on S2 and a time-dependent almost complex structure, the Floer
cochain complex is the Morse complex plus two generators for each self-
intersection point of the Lagrangian sphere. The Floer differential is de-
fined by counting combinations of Morse flow lines and holomorphic strips.
Using a Lefschetz fibration allows us to explicitly calculate all holomor-
phic strips and describe the Floer differential. For most of the immersed
spheres the Floer differential is zero (with Z2-coefficients).
1 Introduction
Exact Lagrangian submanifolds of exact symplectic manifolds are an important
class of objects because they often say interesting things about the symplec-
tic manifold. For example, the trivial symplectic manifold (R2n, ω0) does not
have any exact Lagrangian submanifolds. As another example, the existence of
an exact Lagrangian submanifold in a Liouville manifold M implies the non-
vanishing of the symplectic cohomology of M . Symplectic cohomology in turn
has many applications, such as to the existence of Reeb orbits on the boundary
of M .
One way to generalize the study of exact Lagrangian submanifolds is to con-
sider immersed exact Lagrangians. These objects should also have interesting
applications to symplectic geometry. In this paper we study the Floer coho-
mology of a family of immersed Lagrangian spheres in the smoothing of an An
surface.
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We now introduce the objects we will study and state the main theorems of
the paper. Let
FN = x1x2 − (x3 − 1)(x3 − 2) · · · (x3 −N)
and
MN = {FN = 0 } ⊂ C3.
We equip MN with the standard symplectic form ω, standard complex structure
JMN , standard one form λ with dλ = ω, and standard holomorphic volume form
ΩN = Res(dx1∧dx2∧dx3/FN ). All of this structure makes MN an exact graded
Ka¨hler manifold.
The functions H = 12 |x1|2 − 12 |x2|2, G = |x3|2 define a singular Lagrangian
torus fibration on MN . The fibers which contain focus-focus singularities are
immersed Lagrangian spheres. These are precisely the fibers where H = 0 and
G ∈ { 1, . . . , N }; we denote these fibers by LN,r. The main result of this paper
is a calculation of the Floer cohomology of these immersed spheres. The result
is
Theorem 1.1 (Theorem 7.10). The self-Floer cohomology (with Z2-coefficients)
of LN,r is 0 if r = 1, and isomorphic to (Z2)4 if r > 1. More precisely, in the
latter case the Floer cohomology has dimension one in degrees −1, 0, 2, 3 and is
0 elsewhere.
More generally, we can calculate the Floer cohomology of many other im-
mersed Lagrangian spheres. To describe these Lagrangians, note that the map
piN : MN → C, (x1, x2, x3) 7→ x3
is a Lefschetz fibration. If γ is an embedded loop in the base that passes through
exactly one critical value, then the union of vanishing cycles over γ forms an
immersed sphere which we denote as Σγ . The result is
Theorem 1.2 (Theorem 8.10). If the interior of γ contains no critical values of
piN , then the Floer cohomology of Σγ is trivial. Otherwise, the Floer cohomology
of Σγ is isomorphic to (Z2)4. More precisely, it has dimension 1 in degrees
−1, 0, 2, 3.
Floer cohomology for immersed Lagrangians was developed by Akaho and
Joyce in [1]. In their setup, they construct a filtered A∞-algebra associated to
a compact immersed Lagrangian ι : L → M with transverse self-intersection
points (here L is a smooth manifold, ι(L) is Lagrangian, and M is a symplec-
tic manifold). The underlying vector space (over a Novikov ring Λ) for the
A∞-algebra can be thought of as H∗(L; Λ) ⊕ ΛR where R is a finite set that
has two elements for each self-intersection point of ι. If b is a solution of the
Maurer-Cartan equation for the A∞-algebra then the Floer cohomology of (ι, b)
is defined.
The full A∞-algebra of a Lagrangian is difficult to calculate, and hence it is
difficult to compute Floer cohomology from this definition. We therefore use a
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different definition of Floer cohomology in this paper. We give a brief overview
here; see Section 7 for more details and [2] for complete details. First, for the
underlying chain complex we will take
CM(f ;Z2)⊕ Z2R
where R is as above, f is a Morse function on L, and CM(f ;Z2) is the Morse
complex. Motivated by [3] and [7], we define the Floer differential by counting
pearly trajectories, which are strings of Morse flow lines and holomorphic discs.
In our formulation we use holomorphic strips instead of discs, and allow time
dependent almost complex structures. The ±∞ ends of the strips converge to
either branch points1 of the immersed Lagrangian or smooth points (non-branch
points). Exactness precludes existence of strips with no branch jumps, hence
strips will only appear in pearly trajectories that start or stop on generators
coming from R. Thus, our pearly trajectories will consist of one (maybe partial)
Morse flow line and at most two discs, each of which has a branch jump. See
Figure 1.
Figure 1: The five types of pearly trajectories. Lines are (maybe partial) Morse
flow lines. Lines connect to the ±∞ ends of the strips. Closed dots at the
ends of trajectories are critical points. Open circles represent branch jumps.
Branch jumps correspond to elements of R. All other points on the boundary of
the strips are smooth. The positivity assumption implies that the fourth type
actually does not contribute for dimension reasons (we show it for completeness).
See Theorem 7.1 for a precise statement of what is proved in [2] and Section
7.1 for the precise definition of Floer cohomology. Note that the positivity as-
sumption in Theorem 7.1 can be thought of as an unobstructedness assumption
for the immersed Lagrangian—it is needed to rule out problems arising from disc
bubbling. The definition of Floer cohomology used in this paper agrees with
the more standard definition—namely, taking two copies of the Lagrangian,
Hamiltonian perturbing one, and then counting strips connecting intersection
points.
1I.e. self-intersection points of the immersed Lagrangian.
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In Sections 3, 4 and 5 we explain the construction of the moduli spaces of
strips and discs. The strips are used to define the pearly trajectories and the
discs are used to help model possible degenerations. A time dependent complex
structure { Jt }t is generic (and hence is a valid choice to define the Floer coho-
mology) if all the moduli spaces of strips with all possible boundary punctures
are regular and tranverse to the stable and unstable manifolds of the Morse
function. In Section 6 we classify all strips with boundaries on the Lagrangians
LN,r with respect to the standard time independent complex structure. This
classification follows relatively easily from Lefschetz fibration considerations;
compare for example to the calculation in Example 17.3 of [6]. We then show
that all these moduli spaces are regular, hence can be used to calculate Floer
cohomology as defined above. The main lemma that is used to calculate Floer
cohomology is Lemma 7.9, which in turn is based on the classification in Section
6.
We end this introduction with some remarks on possible further work. First,
it would be interesting to find the product structure and full A∞-structure on
the Lagrangians. We conjecture that the only non-trivial products, other than
the products involving the unit, are
[(qS2 , pS2)] · [(pS2 , qS2)] = [(pS2 , qS2)] · [(qS2 , pS2)] = [pmax].
Here, [(pS2 , qS2)], [(pS2 , qS2)], [pmax] are generators of the Floer cohomology in
degrees −1, 3, 2 respectively. See Section 7.2 for a full explanation of the nota-
tion. The product can likely be defined by counting a combination of holomor-
phic discs and Morse flow lines, as in [3] or [7]. It seems that the only thing
that contributes to the product in this example is a constant disc (with branch
jumps2) connected to a Morse flow line emanating from pmax. However, we
have not yet proved that this correctly computes the product.
Second, the immersed Lagrangians can be constructed from embedded La-
grangian spheres using the construction described in Section (16h) of [6]. In the
terminology of Lefschetz fibrations (see Section 8.1), the immersed spheres are
matching cycles over loops in the base that start and stop at a critical value of
the fibration. Such loops can be obtained as perturbations of concatenations
of two paths connecting two critical values of the fibration. See Figure 1. The
matching cycles over the paths are embedded spheres that intersect over the
critical values. Doing appropriate Lagrangian surgery on the spheres at one of
the intersection points will result in the immersed sphere. It would be inter-
esting to explicitly describe the relationship between all of these objects in the
twisted Fukaya category.
2 Immersed Lagrangian spheres
In this section we define the Lagrangian spheres LN,r that we will study, and ex-
plain how to see them from the point of view of Lagrangian torus fibrations and
2That is, the map ` in Definition 3.1 takes different values on the components of the
boundary of the disc minus the marked points.
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Figure 2: Two paths and a loop in the base of the Lefschetz fibration. The dots
represent critical values of the fibration.
Lefschetz fibrations. Later on when we classify holomorphic discs the Lefschetz
fibration point of view will be very useful.
The self-intersection point of LN,r has a special role to play in immersed
Floer theory and we fix some notation regarding it. We also write down explicit
coordinates on LN,r, as well as fix a grading and discuss exactness of LN,r. Our
grading conventions agree with those in [6].
2.1 Torus fibration perspective
Consider the functions
H : MN → R, (x1, x2, x3) 7→ 12 |x1|2 − 12 |x2|2,
G : MN → R, (x1, x2, x3) 7→ |x3|2. (1)
Lemma 2.1. H and G Poisson commute, that is
{H,G} = 0.
Proof. It is easy to check that the Hamiltonian vector field3 of H is
XH = −ix1 ∂
∂x1
+ ix2
∂
∂x2
.
Thus
{H,G} = −dG(XH) = XH(G) = 0.
Corollary 2.2. The map
(H,G) : MN → B := R× R≥0
is a Lagrangian torus fibration (with singularities). The singular locus is the
subset
R× { 0 } ∪ { (0, 12), . . . , (0, N2) } ⊂ B.
The fibers over (0, 12), . . . , (0, N2) are focus-focus fibers; hence they are im-
mersed Lagrangian spheres. Topologically, they can also be viewed as tori with
a cycle collapsed to a point.
3Our convention is that ω(XH , ·) = dH(·).
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The fibers that are immersed spheres will be the main subject of study in
this paper.
Definition 2.3. For r ∈ { 1, . . . , N } let
LN,r = {H = 0, G = r2 } ⊂MN
denote the Lagrangian torus fiber over (0, r2) ∈ B. Each LN,r is an immersed
Lagrangian sphere.
We will need explicit formulas for the immersions of these Lagrangian spheres.
Let S2 ⊂ R3 denote the standard sphere. Define cylindrical coordinates on S2
by
(a, eib) ∈ (−pi, pi)× S1 7→ (cos(a/2) cos(b), cos(a/2) sin(b), sin(a/2)) ∈ S2. (2)
We also define (two patches of) rectangular coordinates on S2 by
(x, y) 7→ (x, y,±
√
1− x2 − y2).
The relationship between the coordinates is
x = x(a) = cos(a/2) cos(b), y = y(a) = cos(a/2) sin(b).
Let ρ = ρ(a) = x2 + y2 and let f : (−pi, pi) → (−pi, pi) be a function such that
f ′ > 0, f(a) = a near a = 0, f(a) = pi − ρ near a = pi, and f(a) = −pi + ρ near
a = −pi. Note that f can be viewed as a smooth function on S2 (it does not
depend on eib).
Definition 2.4. For r ∈ { 1, . . . , N } let ιN,r : S2 → LN,r be the immersion
defined in cylindrical coordinates on S2 by the formula
ιN,r : (a, e
ib) 7→ (eibξ(a), e−ibξ(a),−reif(a)),
with
ξ(a) =
√
−reif(a) − 1
√
−reif(a) − 2 · · ·
√
−reif(a) −N.
Here we define the square root function by setting
√−1 = i and using analytic
continuation.
Lemma 2.5. ιN,r is a smooth immersion with one transverse self-intersection.
The preimage of the self intersection points correspond to a = ±pi in spherical
coordinates.
Proof. The only nontrivial thing to check is that the formula for ιN,r extends
smoothly over the two points a = ±pi (which are not technically in the cylindrical
coordinate chart), and is an embedding at these points. Let us concentrate near
a = pi; the calculation near a = −pi is similar.
Let η(x, y) =
√
eif(a) + 1. Near (x, y) = (0, 0),
eif(a) + 1 = ρ(i+O(ρ)), η = ρ1/2
√
i+O(ρ).
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Also, cos b = xρ−1/2 and sin b = yρ−1/2, and hence
eibη = (x+ iy)
√
i+O(ρ), e−ibη = (x− iy)
√
i+O(ρ).
Thus e±ibη is a smooth function of (x, y) near (0, 0). It is clear that ξ/η is
smooth, hence
e±ibξ =
ξ
η
· e±ibη
is smooth. An easy computation shows that the derivative at (0, 0) is invertible,
thus proving the lemma.
The preimages of the self-intersection point will have a special role to play,
so we give names to these points.
Definition 2.6. Let pS2 ∈ S2 be the point that corresponds to a = pi and let
qS2 ∈ S2 be the point that corresponds to a = −pi.
Near the self-intersection point in the image LN,r = ιN,r(S
2), the Lagrangian
has two branches; we call these branches the pS2-branch and the qS2 -branch
depending on whether pS2 or qS2 is in the lift to S
2 of the branch.
2.2 Lefschetz fibration perspective
It is also possible to see the Lagrangian torus fibration from the point of view
of Lefschetz fibrations. In fact, this point of view is better for the purpose of
studying holomorphic curves.
The Lefschetz fibration we will use is the map
piN : MN → C, (x1, x2, x3) 7→ x3. (3)
The set of critical values of piN is
Critv(piN) = { 1, 2, . . . , n }. (4)
The fibers of piN over non-critical values are isomorphic to C∗, and the fibers
over the critical values are {x1x2 = 0, x3 ∈ Critv(piN) }. The Hamiltonian
flow of H preserves the Lefschetz fibers and foliates them into circles. The
Lagrangian torus fiber L(b1,b2) over (b1, b2) ∈ B consists of the circles with H =
b1 in all the Lefschetz fibers that lie over points z in the circle { |z|2 = b2 } ⊂ C
in the base of the Lefschetz fibration.
For the immersed Lagrangian spheres LN,r,
pi(LN,r) = { |z| = r }
and the singular point of LN,r coincides with the singular point of the Lefschetz
fiber over z = r. The intersection of LN,r and a smooth Lefschetz fiber is a
circle which is a vanishing cycle for the singular point.
Near the singular point, the image under piN of the pS2 -branch of LN,r is an
arc that lies in the lower half-plane with one endpoint z = r, and the image of
the qS2-branch is an arc lying in the upper half-plane with one endpoint z = r.
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2.3 Special Lagrangian property and gradings
Recall that FN = x1x2 − (x3 − 1) · · · (x3 − n) is the polynomial that cuts out
MN and ΩN is the Poincare´ residue of dx1 ∧ dx2 ∧ dx3/FN ∈ Ω3C3(MN ). More
explicitly, ΩN can be described as follows: Given a point p ∈ MN , choose any
vector V ∈ TpC3 such that dFN (V ) = 1. Then at the point p
ΩN (·) = dx1 ∧ dx2 ∧ dx3(V, ·).
Lemma 2.7. Let Lb be a torus fiber. Then
Im
(
ΩN
x3
) ∣∣∣∣Lb = 0.
That is, Lb is a special Lagrangian with respect to the meromorphic volume form
ΩN/x3.
Proof. Fix a point p ∈ MN and let V = (0, 0, α) ∈ TpC3 with α = (∂FN∂x3 )−1, so
dFN (V ) = 1. Then
ΩN = dx1 ∧ dx2 ∧ dx3(V, ·, ·) = αdx1 ∧ dx2.
Hence
ΩN (XH , ·) = −iαx1dx1−iαx2dx1 = −iαdFN+iα∂FN
∂x3
dx3 = iα
∂FN
∂x3
dx3 = idx3.
Then
ΩN
x3
(XH , XG) = i
dx3
x3
(XG) = id log x3(XG),
and hence
Im
(
ΩN
x3
(XH , XG)
)
= d log |x3|(XG) = 0.
Since XH , XG span the tangent space of the Lagrangian torus fibers, it follows
that they are special Lagrangian with respect to ΩN/x3.
We briefly recall the notion of a grading in the context of almost Calabi-Yau
manifolds. Suppose M is a symplectic manifold with almost complex struc-
ture J , L is an embedded Lagrangian, and Ω is a nowhere vanishing section
of Λtop(TM, J). There is a canonical map sL : L → G, where G is the bundle
over M whose fiber over a point p is the set of Lagrangian planes in TpM . Ω
determines a (squared) phase map
Det2Ω : G → S1.
Then a grading for L is a map θL : L→ R such that
e2piiθL = Det2Ω ◦ sL. (5)
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In case L is only immersed, i.e. there is an immersion i : L → M with i(L)
Lagrangian, then a natural map sL : L→ G still exists, and a grading is defined
to be a function θL : L→ R that satisfies (5).
Now consider the immersed Lagrangian spheres LN,r. Lemma 2.7 shows
that any function θ : S2 → R that satisfies
e2piiθ =
x23
|x23|
◦ ιN,r
is a grading for the Lagrangian sphere. We pick one such choice:
Definition 2.8. We grade ιN,r : S
2 → LN,r with respect to ΩN by the function
θLN,r (a, e
ib) =
f(a)
pi
.
Here, (a, eib) are cylindrical coordinates on S2 as in (2).
The grading allows us to assign an index to a self-intersection point, or
more precisely to pairs of branches (see the discussion following Definition 2.6).
Actually, because S2 is connected, the index is independent of the choice of
grading.
Definition 2.9. Let
RN,r = { (p, q) ∈ S2 × S2 | ιN,r(p) = ιN,r(q), p 6= q }
= { (pS2 , qS2), (qS2 , pS2) }.
For each element (p, q) ∈ RN,r, we define an index by the formula
Ind(p, q) = n+ θLN,r (q)− θLN,r (p)− 2 ·Angle(ιN,r∗TpS2, ιN,r∗TqS2).
Here, Angle(ιN,r∗TpS2, ιN,r∗TqS2) = a+ b where
ιN,r∗TqS2 =
[
e2piia 0
0 e2piib
]
· ιN,r∗TpS2
in an appropriate unitary basis.
Equivalently, Ind(p, q) can be defined in the following way: In the Lagrangian
Grassmannian, start with TqS
2. Move in the positive definite direction from
TqS
2 to TpS
2, while simultaneously changing the real number θLN,r (q) to match
the phase of the moving Lagrangian plane. This will result in a new real number
θ′ when the moving plane reaches TpS2. The index is then
Ind(p, q) = θ′ − θLN,r (p).
Lemma 2.10. The indices of the elements of RN,r are
Ind(pS2 , qS2) = −1,
Ind(qS2 , pS2) = 3.
The definitions and conventions given above agree with those in [6].
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2.4 Exactness
Recall that (MN , ω, λ) is an exact symplectic manifold with ω = dλ. Since
H1(S2) = 0, ι∗N,rλ is exact. Thus each LN,r is an exact immersed Lagrangian.
We fix a primitive fN,r : S
2 → R of ι∗N,rλ, so
dfN,r = ι
∗
N,rλ.
The exact choice of fN,r is not important for our purposes.
3 Discs and strips
In this section we discuss the notion of (boundary) marked discs and strips with
boundary on LN,r. These discs and strips are allowed (but not required) to
jump branches of LN,r only at marked points.
From a topological point of view there is not much difference between a disc
and a strip. However, they will have different roles to play in Floer cohomology.
Holomorphic strips will be used to define the Floer differential; we use strips
because in general time dependent almost complex structures are needed to
achieve transversality. The discs play an auxiliary role—their main purpose is to
help precisely describe the compactification of the moduli space of holomorphic
strips. Since the technical details of the variant of Floer cohomology used in
this paper are relegated to [2], we do not really need discs, but we prefer to
include an exposition for completeness.
A key point is that the Lagrangians LN,r are immersed so disc bubbles that
connect via branch jumps can appear. To help deal with this, we add extra
structure to the definition of marked discs and strips: Following [1], we include
a lift of the boundary of the disc to S2 as part of the data.
In this section we concentrate on the topology of discs and strips, including a
discussion of the Maslov index. Our conventions follow [6]. The analytic theory
of discs and strips will be described in Sections 4 and 5.
3.1 Marked discs
Definition 3.1. A marked disc
u = (u,Σu, `)
with boundary on ιN,r : S
2 → LN,r consists of the following data:
• A continuous map u : (D, ∂D)→ (MN , LN,r).
• A list (possibly empty) of marked boundary points Σu = (z0, . . . , zk).
Moreover, each marked point is labeled as incoming (−) or outgoing (+).
We will generally suppress the labeling from the notation.
• A continuous map ` : ∂D \ Σu → S2.
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The maps are required to satisfy
ιN,r ◦ ` = u|∂D \ Σu.
If C is a component of ∂D\Σu, then we also require that ` extends continuously
to C.4 We also define Σ−u = { zi ∈ Σu | zi is incoming } and Σ+u = { zi ∈ Σu |
zi is outgoing }.
The map ` is discontinuous at a marked point if and only if u switches
branches of LN,r at the marked point. We will refer to such behavior as a
branch jump, and call the marked point a branch jump point, or branch point
for short. Recall from Definition 2.9 that
RN,r = { (p, q) ∈ S2 × S2 | ιN,r(p) = ιN,r(q), p 6= q }.
RN,r can be thought of as the set of possible branch jump types. More precisely,
let the marked point zi ∈ ∂D be a branch point. As z moves along ∂D in the
counterclockwise direction towards zi, `(z) converges to a point p ∈ S2. Like-
wise, as z moves along ∂D in the clockwise direction towards zi, `(z) converges
to a point q ∈ S2. Since zi is a branch point, p 6= q.
Definition 3.2. With the above notation, if zi is an incoming point then the
branch jump type of u at zi is
(q, p) ∈ RN,r;
and if zi is an outgoing point then the branch jump type is
(p, q) ∈ RN,r.
Definition 3.3. Given a marked disc u = (u,Σu, `), let
I±u = { i | zi ∈ Σ±u is a branch point }.
Let
α±u : I
±
u → R
be the function that assigns to i ∈ I±u the branch jump type of the point zi. We
say that the branch jumps of u are of type α±u .
3.2 Marked strips
Let S = R × [0, 1] and ∂S = R × { 0, 1 } with coordinates s + it = (s, t). Let
∂0S = R× { 0 }, ∂1S = R× { 1 }.
Definition 3.4. A marked strip
u = (u,Σ0,u,Σ1,u, `)
with boundary on ιN,r : S
2 → LN,r consists of the following data:
4In case C = ∂D \ { pt }, we think of C as being a closed interval instead of a circle.
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• A continuous map u : (S, ∂S) → (MN , LN,r) such lims→±∞ u(s, ·) =
constant, uniformly in t.
• Two lists Σi,u = (zi1, . . . , ziki) ⊂ ∂iS, i = 0, 1 of marked boundary points.
Moreover, each marked point is labeled as incoming or outgoing.
• A continuous map ` : ∂S \ Σ0,u ∪ Σ1,u → S2.
The maps are required to satisfy
ιN,r ◦ ` = u|∂S \ Σ0,u ∪ Σ1,u.
For i = 0, 1 let
Σ+i,u = { zj ∈ Σi,u | zj is outgoing },
Σ−i,u = { zj ∈ Σi,u | zj is incoming },
I±i,u = { j | zj ∈ Σ±i,u is a branch point }.
Let α±i,u : I
±
i,u → RN,r denote the types of the branch jumps. Also, we view
s = −∞ as an additional incoming marked point and s = +∞ as an additional
outgoing marked point (although we do not include them in the lists Σ±i,u), and
let α±∞u ∈ RN,r q {∅ } denote the branch jump types of s = ±∞ (if s = ±∞ is
not a branch jump then α±∞u = ∅).
Remark 3.5. Pick a biholomorphism φ : D \ {−1, 1 } → S. Then the marked
strip (u,Σ0,Σ1, `) naturally corresponds to the marked disc
(u ◦ φ,Σ = Σ0 ∪ Σ1 ∪ {−∞,+∞}, ` ◦ φ).
The only ambiguity is in the choice of the biholomorphism and the ordering
of the marked points. Despite the ambiguity, many properties of marked discs
carry over to give analogous properties of marked strips. For example, the notion
of a branch jump and branch jump type carries over. We will take advantage of
this similarity to avoid repeating similar definitions and lemmas. On the other
hand, keep in mind that discs and strips will have different roles to play when
we get to Floer theory.
3.3 Maslov index
Recall that a bundle pair (E,F ) consists of the data
• a symplectic vector bundle E → D,
• a Lagrangian subbundle F of E|∂D.
Let µ(E,F ) denote the Maslov index of the bundle pair (E,F ).
Let V be a symplectic vector space and Λ0, Λ1 two Lagrangian planes. Let
J be a compatible almost complex structure such that J · Λ0 = Λ1. The path
of Lagrangian planes
t 7→ epiJt/2 · Λ0, 0 ≤ t ≤ 1
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is called the positive definite path from Λ0 to Λ1. It is well-defined up to homo-
topy. Similarly, the path
t 7→ e−piJt/2 · Λ0
is the negative definite path from Λ0 to Λ1.
Let u = (u,Σu, `) be a marked disc with boundary on LN,r as in Definition
3.1. Associated to u we define a bundle pair as follows: First, E = u∗TMN .
Second, F |∂D \ Σu = ι∗(`∗TS2). If a marked point is not a branch point, then
F extends over the marked point. To extend F over the branch points, we
proceed as follows: Homotope F slightly so that it is constant on each side of
the marked point. This gives two Lagrangian planes; call the one that occurs
before the marked point (in counterclockwise order) the first plane and the one
that occurs after the marked point the second plane. If the marked point is an
incoming point then we extend F by moving along the negative definite path
from the first plane to the second plane. If the marked point is an outgoing
point then we extend F by moving along the positive definite path from the
first plane to the second plane.
Definition 3.6. The Maslov index µ(u) of a marked disc u is defined to be the
Maslov index of the bundle pair (E,F ) constructed above.
Proposition 3.7 ([6] Proposition 11.13). Let u be a marked disc. Then
µ(u) =
∑
i∈I−u
Indα−u (i)−
∑
i∈I+u
Indα+u (i) + 2(1− |I−u |).
Remark 3.8. More generally, if the 2 in the above formula is replaced by n,
then formula holds for a graded immersed Lagrangian of dimension n. If D is
replaced by a Riemann surface S, then the 1 needs to be replaced by χ(S).
The Maslov index is additive in the sense that if an outgoing marked point of
one disc is glued to an incoming marked point of another disc then the Maslov
index of the glued disc is the sum of the Maslov indices of the two discs.
Definition 3.9. By Remark 3.5, a marked strip can be viewed as a marked
disc, with the −∞ end of the strip an incoming marked point and the +∞ end
an outgoing marked point. The Maslov index µ(u) of the marked strip is defined
to be the Maslov index of u as a marked disc.
This agrees with the usual notion of the Maslov index of a strip.
Proposition 3.10. Let u be a marked strip. If −∞ is a branch jump let δ = 1,
otherwise let δ = 0. Then
µ(u) = Indα−∞u − Indα+∞u +
∑
j=0,1; i∈I−j,u
Indα−j,u(i)−
∑
j=0,1; i∈I+j,u
Indα+j,u(i)
+2(1− δ − |I−u |).
Here, Indα±∞u is defined to be 0 if ±∞ is not a branch jump.
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Proof. This follows from Proposition 3.7 by applying Remark 3.5. Recall also
that I−j,u include only branch points along top and bottom boundaries (i.e. not
±∞).
4 Analytic setup
In this section we describe the Banach manifold structure on the space of discs
and strips of a certain Sobolev regularity. This will allow us, in Section 5, to
talk more precisely about holomorphic strips and discs, which are ultimately
things we are interested in.
Much of the material in this section is standard so some of the details are
skipped (full details will be given in [2]). Other references are [6], [5] and [1].
However, since in this paper we are only concerned with Floer cohomology and
these other references deal more generally with A∞-algebras, our point of view
is a little different. Let us explain this difference a little bit by comparing to [6].
In [6], Seidel first constructs the moduli space of discs with marked points,
and then a universal bundle over it and then adds extra structure to it (per-
turbation data and strip like ends). The holomorphic curves he studies are
then the curves that have as domain one of the fibers in the universal bundle.
He describes the compactification of this moduli space, and then explains how
transversality can be achieved.
In our setup, since we are only doing Floer cohomology, we only need strips
(with no extra marked points). However to show things are well-defined it
is necessary to consider strips with extra marked points. The reason is that
by Gromov’s compactness theorem a sequence of strips will degenerate to a
(possibly broken) strip, possibly with some disc bubbles attached (a priori at
branch points). We can show that the broken strip with marked points (but
not the disc bubbles) generically has the expected dimension, and then by the
positivity assumption on the discs, this dimension must be negative and hence
cannot exist (see [2]).
Therefore the most important issue for us is to describe the space of strips
with marked points, in particular transversality for strips with marked points,
and it is towards this that our analytic setup is geared. We include some details
on the analytic setup for marked discs since this will be important for the
purpose of describing Gromov compactification. However, our methods allow
us to not concern ourselves with the question of whether or not this space is a
smooth manifold.
4.1 Analytic setup of discs
Suppose given the following data:
• An ordered list Σ = (z0, . . . , zk) ⊂ ∂D of boundary points such that the
points are listed in counterclockwise cyclic order.
• A decomposition Σ = Σ− ∪ Σ+ into incoming and outgoing points.
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• Sets I± ⊂ { i | zi ∈ Σ± } and functions α± : I± → RN,r.
To simplify notation we abbreviate this data as Σ,α, and call it marked point
data.
Definition 4.1. A marked disc u = (u,Σu, `) has marked point data
Σ = (Σ,Σ−,Σ+), α = (α−, α+)
if
Σu = Σ, Σ
±
u = Σ
±, α±u = α
±.
Suppose given Σ as above. Let DΣ = D \ Σ. Let S− = (−∞, 0)× [0, 1] and
S+ = (0,∞)× [0, 1]. A choice of strip-like ends for DΣ consists of a biholomor-
phism
−i : S− → U−i ⊂ DΣ, or
+i : S+ → U+i ⊂ DΣ
for each point zi ∈ Σ±.5 Here each U±i is an open subset of DΣ that is ob-
tained by taking an open neighborhood in D of zi and removing zi, and ±i is a
biholomorphism onto U±i such that lims→±∞ 
±
i (s, ·) = zi.
Definition 4.2. Let u be a marked disc with marked point data Σ,α. Assume
that u is smooth, and constant near ±∞ on the strip like ends. Fix a choice of
strip like ends for Σ, and a metric on MN .
6 For δ > 0 and p > 2, we let
W 1,p;δ(u∗TMN ).
denote the set of all sections ξ over DΣ of u∗TMN such that
• ξ is in W 1,p;δloc ,
• On each strip like end ±i ,∫
S±
|ξ ◦ ±i |peδ|s|dsdt <∞.
• ξ|∂S lies in ιN,r∗(`∗TLN,r).7
Definition 4.3. Given u, define
TuS
2 =
⊕
i/∈I±u
T`(zi)S
2.
Note that `(zi) is well-defined because zi is not a branch point.
5If zi ∈ Σ− then we are given −i , if zi ∈ Σ+ we are given +i .
6 Since MN is not compact, W
1,p;δ(u∗TMN ) will depend on the choice of metric. To be
explicit, we assume that we choose a metric that agrees with the standard metric coming from
the embedding MN ⊂ C3 outside of some compact set.
7What is meant here is that for z ∈ ∂D, ξ(z) ∈ ιN,r∗(T`(z)S2).
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By the integrability over the strip-like ends and the Sobolev embedding
theorem, a vector field ξ ∈ W 1,p;δ(u∗TMN ) extends continuously to D and
vanishes at the marked points. Also, ξ|∂DΣ defines a section ξbdy of `∗TLN,r.
The metric on MN induces a metric on S
2, and if LN,r is totally geodesic
then exponentiation defines a map from W 1,p;δ(u∗TMN )⊕TuS2 to the space of
marked discs with marked point data Σ,α. The map is
(ξ, V ) 7→ expu(ξ + V˜ ) = uξ,V = (uξ,V ,Σuξ,V , `ξ,V ),
where
• V = (Vi1 , . . . , Vim) ∈ TuS2,
• V˜ is a section of u∗TMN that agrees with parallel translations of ιN,r∗Vij
along rays t = constant near ±∞ in strip-like ends, and is 0 far away
from ±∞ (choosing cutoff functions on the strip-like ends gives a way of
constructing V˜ ),
• uξ,V = expu(ξ + V˜ ),
• `ξ,V = exp`(ξbdy + V˜bdy), and
• uξ,V has the same marked point data as u.
We think of these types of marked discs as having regularity W 1,p;δ, and we will
always restrict our attention to these types of discs.
Definition 4.4. Define
B(Σ,α) =
⋃
u
{ expu(ξ + V˜ ) | ξ ∈W 1,p;δ(u∗TMN ), V ∈ TuS2 },
where the union8 is over all smooth marked discs u that are constant near
infinity on the strip-like ends.
Now we want to allow the marked point data Σ to vary.
Definition 4.5. Given k ≥ 0, define Conf(k + 1) to be the set of all ordered
lists
(z0, . . . , zk)
of distinct points in ∂D which are counterclockwise cyclically ordered, along
with a labeling of incoming or outgoing for each point in the list. Conf(k + 1)
can be identified with the set of all Σ such that the underlying Σ has k + 1
elements. We view Conf(k+ 1) as a smooth manifold with several components;
different labelings of any given list lie in different components.
8Note that the union is not a disjoint union.
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Definition 4.6. Given α, define
Bk+1(α) =
⋃
Σ
B(Σ,α).
The union is over all Σ ∈ Conf(k + 1). We assume that α is compatible with
Σ in the sense that Σ, α is valid marked point data.
Proposition 4.7. B(Σ,α) has the structure of a smooth Banach manifold such
that
TuB(Σ,α) ∼= W 1,p;δ(u∗TMN )⊕ TuS2.
Bk+1(α) has the structure of a C0-Banach manifold. Locally it is modeled on
open neighborhoods of 0 in the Banach space
TuB(Σ,α)⊕ TΣConf(k + 1).
4.2 Analytic setup for strips
Suppose given the following data:
• Ordered lists Σi = (zi1, . . . , ziki) ⊂ ∂iS of boundary points such that the
points are listed in counterclockwise cyclic order.
• A decomposition Σi = Σ−i ∪ Σ+i into incoming and outgoing points.
• Sets I±i ⊂ { i | zi ∈ Σ± } and functions α±i : I±i → RN,r.
• Elements α±∞ ∈ RN,r ∪ { ∅ }.
To simplify notation we abbreviate this data as Σ,α, and call it marked point
data for a strip.
Definition 4.8. A marked strip u = (u,Σ0,u,Σ1,u, `) has marked point data
Σ = (Σ0,Σ1,Σ
±
0 ,Σ
±
1 ), α = (α
±
0 , α
±
1 , α
±∞)
if
Σi,u = Σi, Σ
±
i,u = Σ
±
i , α
±
i,u = α
±
i , α
±∞
u = α
±∞ i = 0, 1.
Suppose given Σ as above. Recall that SΣ = S \ (Σ0 ∪ Σ1). Let S− =
(−∞, 0) × [0, 1] and S+ = (0,∞) × [0, 1]. A choice of strip-like ends for SΣ
consists of a biholomorphism
−i : S− → U−i ⊂ SΣ, or
+i : S+ → U+i ⊂ SΣ
for each point zij ∈ Σ±i , with the same properties as in the case of discs. We also
view −∞ as an incoming marked point, and +∞ as an outgoing marked point,
both with the obvious strip like end structures (i.e. coming from S itself).
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Definition 4.9. Let u be a marked strip with marked point data Σ,α. Assume
that u is smooth, and constant near ±∞ on the strip like ends. Fix a choice of
strip like ends for Σ, and a metric on MN . For δ > 0 and p > 2, we let
W 1,p;δ(u∗TMN ).
denote the set of all sections ξ over SΣ of u∗TMN such that
• ξ is in W 1,p;δloc .
• On each strip like end ±i ,∫
S±
|ξ ◦ ±i |peδ|s|dsdt <∞.
• For R large enough9 ∫
|s|>R
|ξ|peδ|s|dsdt <∞.
• ξ|∂SΣ lies in ιN,r∗(`∗TLN,r).
Definition 4.10. Given u a strip, define
TuS
2 = W−∞ ⊕W+∞ ⊕
⊕
i/∈I±0,u
T`(z0i )S
2 ⊕
⊕
i/∈I±1,u
T`(z1i )S
2,
where
W±∞ =
{ { 0 } α±∞u ∈ RN,r,
T`(±∞)S2 α±∞u = ∅.
As before, exponentiation defines a map from W 1,p;δ(u∗TMN )⊕TuS2 to the
space of marked strips with marked point data Σ,α. The map is
(ξ, V ) 7→ expu(ξ + V˜ ) = uξ,V = (uξ,V ,Σuξ,V , `ξ,V ),
where
• V = (V−∞, V+∞, V 0i1 , . . . , V 1im) ∈ TuS2,
• V˜ is a section of u∗TMN that agrees with parallel translations of ιN,r∗Vij
along rays t = constant near ±∞ in strip-like ends, and is 0 far away
from ±∞ (choosing cutoff functions on the strip-like ends gives a way of
constructing V˜ ),
• uξ,V = expu(ξ + V˜ ),
• `ξ,V = exp`(ξbdy + V˜bdy), and
9More precisely: { |s| > R } does not contain any marked points.
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• uξ,V has the same marked point data as u.
Definition 4.11. Define
B(Σ,α) =
⋃
u
{ expu(ξ + V˜ ) | ξ ∈W 1,p;δ(u∗TMN ), V ∈ TuS2 },
where the union is over all smooth marked strips u that are constant near infinity
on the strip-like ends.
Definition 4.12. Given k0, k1 ≥ 0, define Conf(k0, k1) to be the set of all pairs
of ordered lists
(z01 , . . . , z
0
k0), (z
1
1 , . . . , z
1
k1)
of distinct points in ∂0S, ∂1S which are counterclockwise cyclically ordered, along
with a labeling of incoming or outgoing for each point in the list. Conf(k0, k1)
can be identified with the set of all Σ such that the underlying Σi have ki
elements. We view Conf(k0, k1) as a smooth manifold with several components;
different labelings of any given list lie in different components.
Definition 4.13. Given α, define
Bk0,k1(α) =
⋃
Σ
B(Σ,α).
The union is over all Σ ∈ Conf(k0, k1). We assume that α is compatible with
Σ in the sense that Σ, α is valid marked point data.
Proposition 4.14. B(Σ,α) has the structure of a smooth Banach manifold
such that
TuB(Σ,α) ∼= W 1,p;δ(u∗TMN )⊕ TuS2.
Bk0,k1(α) has the structure of a C0-Banach manifold. Locally it is modeled on
the Banach space
TuB(Σ,α)⊕ TΣConf(k0, k1).
5 Moduli spaces of holomorphic curves
5.1 Holomorphic discs
Let J be a compatible complex structure which agrees with JMN outside of a
compact set.
Definition 5.1. For k ≥ 0, let
M˜k(D;α; J)
denote the set of all pairs (u,Σ) such that u ∈ B(Σ,α) and u satisfies
du+ J ◦ du ◦ jD = 0,
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and |Σ| = k (i.e. there are k marked points). In case k ≤ 2 we require that u
has non-constant u. Let
Mk(D;α; J) = M˜k(D;α; J)/Aut(D, ∂D).
These spaces have natural evaluation maps
evj :Mk(D;α; J)→ S2 qRN,r.
We now describe the Fredholm theory of these moduli spaces. Let
E(Σ,α)→ B(Σ,α)
be the smooth Banach bundle over B(Σ,α) whose fiber over u,
E(Σ,α)u = Lp;δ(Λ0,1 ⊗ u∗TM),
consists of all Lploc sections that are also in L
p over the strip-like ends. This
bundle comes equipped with the smooth section
∂¯Σ,α,J : B(Σ,α)→ E(Σ,α), u 7→ du+ J ◦ du ◦ jD.
Likewise, let
Ek(α)→ Bk(α)
be the C0-Banach bundle over Bk(α) defined in a similar way. It comes equipped
with the continuous section
∂¯k,α,J : Bk(α)→ Ek(α).
Restricted to the local coordinate charts referenced in Proposition 4.7, the Ba-
nach bundles have trivializations in which the section ∂¯k,α becomes smooth.
Proposition 5.2. The moduli space of (parameterized) holomorphic discs equals
the zero set of the section ∂¯k,α,J ,
M˜k(D;α; J) = ∂¯−1k,α,J(0).
Proposition 5.3. Let δ > 0 be sufficiently small. For (u,Σ) ∈ M˜k(D;α; J),
local trivializations of the Banach manifold and bundle can be chosen so that
∂¯k,α is smooth and the linearization
Du,Σ∂¯k,α,J : W
1,p;δ(u∗TMN )⊕ TuS2 ⊕ TΣConf(k)→ Lp;δ(Λ0,1 ⊗ u∗TMN )
is Fredholm. The index is
IndDu,Σ∂¯k,α,J = µ(u) + 2(1− I+u ) + k
=
∑
i∈I−u
Indα−u (i)−
∑
i∈I+u
Indα+u (i) + 2(1− I−u ) + k.
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5.2 Holomorphic strips
The story for holomorphic strips is very similar; the main difference is that we
consider a t-dependent complex structure
J = { Jt }t.
Definition 5.4. For k0, k1 ≥ 0, let
M˜k0,k1(S;α;J)
denote the set of all pairs (u,Σ) such that u ∈ B(Σ,α), Σ ∈ Conf(k0, k1) and
du+ Jt ◦ du ◦ jS = 0.
In case k0 = k1 = 0, we require that u has non-constant u. Also, define
Mk0,k1(S;α;J) = M˜k0,k1(S;α;J)/R.
These spaces have natural evaluation maps
evj , ev±∞ :Mk0,k1(S;α;J)→ S2 qRN,r.
Banach bundles and ∂¯-sections can be constructed in the same way as for
discs. This leads to smooth bundle
E(Σ,α)→ B(Σ,α)
and smooth section
∂¯Σ,α,J : B(Σ,α)→ E(Σ,α), u 7→ du+ Jt ◦ du ◦ jS.
Also there is a C0-bundle
Ek0,k1(α)→ Bk0,k1(α)
and C0-section
∂¯k0,k1,α,J : Bk0,k1(α)→ Ek0,k1(α).
The analog of Proposition 5.3 is
Proposition 5.5. Let δ > 0 be sufficiently small. For (u,Σ) ∈ M˜k0,k1(S;α;J),
local trivializations of the Banach manifold and bundle can be chosen so that
∂¯k0,k1,α,J is smooth and the linearization
Du,Σ∂¯k0,k1,α,J : W
1,p;δ(u∗TMN )⊕TuS2⊕TΣConf(k0, k1)→ Lp;δ(Λ0,1SΣ⊗u∗TM)
is Fredholm. The index is
IndDu,Σ∂¯k0,k1,α,J = µ(u)− 2|I+u |+ k0 + k1
= Indα−∞u − Indα+∞u
+
∑
j=0,1; i∈I−j,u
Indα−j,u(i)−
∑
j=0,1; i∈I+j,u
Indα+j,u(i)
+2(1− δ − |I−u |) + k0 + k1.
Here δ = 1 if −∞ is a branch point, otherwise δ = 0.
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6 Classifying holomorphic curves
In this section we classify all holomorphic discs and strips in MN with boundary
on LN,r. The complex structure we use is the standard one JMN . We also prove
that all the discs and strips are regular.
6.1 Classifying discs
Consider the Lefschetz fibration
piN : MN → C, (x1, x2, x3) 7→ x3.
The key fact is the following: If u = (f, g, h) is a holomorphic disc with boundary
on LN,r, then pi ◦ u = h is a holomorphic disc with boundary on pi(LN,r) =
{ z = r }. By the maximum principle, if u has a branch jump at some marked
point, and the marked point is outgoing, then the branch jump must be of type
(pS2 , qS2).
10 See Definition 3.2 and the discussion at the end of Section 2.2.
We first consider discs on LN,1 ⊂ MN . By exactness, there are no non-
constant discs without branch jumps. Suppose that u = (u,Σu, `) is a marked
disc with
Σu = Σ
+
u = (z0, . . . , zk), α
+
u (i) = (pS2 , qS2) ∀i.
Lemma 6.1. For u = (u,Σu, `) as above, u must be of the form
u : z 7→ (eiθξ, e−iθξ, h)
where
ξ =
√
h− 1√h− 2 · · · √h−N
and h : D→ D is a Blaschke product of the form
h : z 7→ λ
k∏
j=0
z − αj
α¯jz − 1
with |λ| = 1, |αj | < 1 and
h−1(1) = { z0, . . . , zk }.
To be precise, we define the square root function by taking a branch cut along
the positive real axis and letting
√−1 = i.
Proof. Let h = pi ◦ u. Then h : D → D is holomorphic and hence must be
a Blaschke product. In particular, when restricted to ∂D, h induces a map
S1 → S1 that is strictly increasing, and hence the winding number is equal
to the number of points in the preimage of any point. Branch jumps occur
precisely at the points z on the boundary where h(z) = 1, which proves
h−1(1) = { z0, . . . , zk }.
10If the marked point is incoming then the type must be (qS2 , pS2 ).
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Now suppose u = (f, g, h). It remains to prove that
f = eiθξ, g = e−iθξ
for some θ. Note that ξ is holomorphic and non-zero on the interior of D and
continuous up to the boundary. Let F = f/ξ, so F is a holomorphic function
on the interior of D and extends continuously to D \ { z0, . . . , zk }. The defining
equation of MN implies
F =
f
ξ
=
ξ
g
.
The second equality implies that F has no zeroes on the interior of D. Also,
by the Lagrangian boundary conditions, |f | = |g| on the boundary of D, and
hence |F | = 1 on the boundary. F can be viewed as a holomorphic map D \
{ z0, . . . , zk } → C with boundary in the Lagrangian S1 → C. By the removable
singularities theorem, F must extend to smoothly to a map D → D. Coupled
with the fact that F has no zeroes on the interior, this implies that F is constant,
and hence F = eiθ for some θ. Thus
u = (f, g, h) = (eiθξ, e−iθξ, h).
More generally, we have
Proposition 6.2. Let u be a holomorphic disc with boundary on LN,r ⊂ MN
with r ∈ { 1, . . . , N }. Assume that all marked points are branch points. Write
Σu = Σ
+
u = I
+
u = (z0, . . . , zk), α
+
u (i) = (pS2 , qS2) ∀i.
Then u = (f, g, rh), where h is a Blaschke product such that
h−1(1) = { z0, . . . , zk }
and
f = eiθξ1ξ2 · · · ξr−1
√
h− r√2h− r · · · √rh− r
√
rh− (r + 1) · · · √rh−N,
g = e−iθη1η2 · · · ηr−1
√
h− r√2h− r · · · √rh− r
√
rh− (r + 1) · · · √rh−N.
Here ξj and ηj are Blaschke products that satisfy
ξjηj =
rh− j
jh− r .
We define the square root function by taking a branch cut along the positive real
axis and setting
√−1 = i.
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Proof. The proof is very similar to the proof of the previous lemma. First,
the above u is a holomorphic disc on LN,r with the stated properties. Second,
suppose u = (f, g, rh) is any disc satisfying the hypotheses of the proposition.
Let u0 = (f0, g0, rh) with
f0 = ξ1 · · · ξr−1
√
h− r√2h− r · · · √rh− r
√
rh− (r + 1) · · · √rh−N,
g0 =
√
h− r√2h− r · · · √rh− r
√
rh− (r + 1) · · · √rh−N,
ξj =
rh− j
jh− r .
Write f = Ff0, g =
1
F g0. Then it is easy to see that |F | = 1 on the boundary of
D, and 1/F is a Blaschke product dividing ξ1 · · · ξr−1. The proposition follows.
As a sanity check, let us calculate the dimension of the space of marked discs
using the previous proposition. h is a Blaschke product of order k + 1, hence
can be written uniquely in the form
h = λ
k∏
j=0
z − αj
α¯jz − 1
with λ ∈ S1 and |αj | < 1. Note that λ is determined by the condition that
h(z0) = 1. Thus the choice of h contributes 2(k+ 1) = 2k+ 2 to the dimension.
Next, choosing different ξj and ηj such that ξjηj = (rh−j)/(jh−r) just changes
the component of the moduli space. The only remaining choice is changing eiθ.
Thus the dimension is
2k + 3.
By Proposition 5.3, we also get that the dimension is
−(k + 1)(−1) + 2 + k = 2k + 3.
The next corollary follows from the removable singularities theorem.
Corollary 6.3. Any marked disc is obtained by taking a disc as in Proposition
6.2 and then adding some non-branch marked points to it.
6.2 Classifying strips
Let Jt = JMN for all t and J = { Jt }t. Then, using Remark 3.5, we can think
of a holomorphic strip as a holomorphic disc. Thus the results of the previous
section can be used to classify all holomorphic strips. For example, we have
Proposition 6.4. Let u = (u,Σ0,u,Σ1,u, `) with Σ0,u = Σ1,u = ∅ be a holomor-
phic strip with boundary on LN,r. Then u has 1 or 2 branch jumps; if −∞ is
a branch jump it is of type (qS2 , pS2) and if +∞ is a branch jump it is of type
(pS2 , qS2). Moreover, there exists a marked disc v with Σv = { z0, z1 } and a
biholomorphism φ : S→ D \ { z0, z1 } such that u = v ◦ φ. The converse is also
true in the sense that any such v◦φ gives rise to a holomorphic strip. (However,
there may be many ways to write any given u in such a way.)
24
6.3 Regularity
We prove that the discs in Proposition 6.2 are regular. Let u be a disc from the
proposition, with k+ 1 marked boundary points each of which is a branch jump
of type (pS2 , qS2) (thinking of the marked points as outgoing). Let Σ,α be the
marked point data for u, so u ∈ B(Σ,α). To show that u is regular we need to
show that the linearization of
∂¯k+1,α,J : Bk+1(α)→ Ek+1(α)
at (u,Σ) is surjective. The linearization is the map
Du,Σ∂¯k+1,α,J : W
1,p;δ(u∗TMN )⊕TuS2⊕TΣConf(k+1)→ Lp;δ(Λ0,1DΣ⊗u∗TMN ).
Clearly it suffices to show that the linearization of
∂¯Σ,α,J : B(Σ,α)→ E(Σ,α)
at u is surjective, i.e. that we can get surjectivity without varying the marked
points. The linearization of this operator is the map
Du∂¯Σ,α,J : W
1,p;δ(u∗TMN )⊕ TuS2 → Lp;δ(Λ0,1DΣ ⊗ u∗TMN ).
All marked points are branch jumps so TuS
2 = { 0 }. Since (MN , ω, JMN ) is
Ka¨hler, the linearization is the Dolbeault operator. Thus it suffices to show
that the Dolbeault operator
∂¯ : W 1,p;δ(u∗TMN )→ Lp;δ(Λ0,1DΣ ⊗ u∗TMN )
is surjective.
We can write u = (eiθξ
√
rh− rF, e−iθη√rh− rF ) where F is a non-vanishing
holomorphic function on the disc, ξ = ξ1 · · · ξr−1, η = η1 · · · ηr−1, and h is a
Blaschke product with h−1(1) = { z0, . . . , zk }. Thinking of u as a family of
discs, differentiating with respect to θ gives
∂u
∂θ
= (ieiθξ
√
rh− rF,−ie−iθη√rh− rF, 0).
This is a holomorphic section of u∗TMN . It follows that
S = (ieiθξF,−ie−iθηF, 0)
is also a holomorphic section and hence defines a holomorphic line bundle
L ⊂ u∗TMN .
Define Lagrangian boundary conditions λ for this line bundle by
λ(z) =
√
rh− rR · S(z), z ∈ ∂DΣ.
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Since L is holomorphic, we get a commutative diagram of operators
W 1,p;δ(L, λ) → W 1,p;δ(u∗TMN ) → X
↓ ↓ ↓
Lp;δ(Λ0,1 ⊗ L) → Lp;δ(Λ0,1 ⊗ u∗TMN ) → Y.
Here X and Y are quotients so that the rows are exact. The first two vertical ar-
rows are Dolbeault operators and the last vertical arrow is the operator induced
by the second vertical arrow. It is well-defined because L is holomorphic.
Thinking of all the marked points as outgoing, the Maslov index of the
first operator is k + 1. This is because as z varies on an arc of ∂DΣ from the
marked point zj to zj+1, the phase of
√
rh− r varies from eipi/4 to e3ipi/4. By
an obvious modification of Proposition 5.311, the index of the first operator is
(k+ 1) + 1(1− (k+ 1)) = 1. By automatic regularity in dimension one it follows
that the first operator is surjective. The middle operator has index k + 2, and
hence the last operator has index k + 1. Since it is one dimensional, it is again
surjective. The snake lemma then implies that the middle operator is surjective
as well.
Proposition 6.5. All JMN -holomorphic discs with boundary on LN,r are reg-
ular.
Proof. We proved the case when all marked points are branch jumps above.
Any disc can be obtained from a disc with all branch jumps by adding some
non-branch marked points. Adding non-branch marked points does not affect
regularity. Thus all discs are regular.
For strips the same result holds because we are considering J = { Jt }t with
Jt = JMN for all t.
Corollary 6.6. All J-holomorphic strips are regular.
7 Floer cohomology of LN,r
In this section we calculate the self-Floer cohomology of the immersed La-
grangian spheres LN,r with Z2-coefficients. We use a version of Floer cohomol-
ogy that combines Morse theory and holomorphic curves. A precise definition
is given in Section 7.1. The calculation is given in Section 7.2.
Before getting to the details, we explain the idea behind the version of Floer
cohomology that we use. As auxiliary data we need a Morse function and time-
dependent almost complex structure. The Floer cochain complex is defined to be
the Morse complex, plus two extra generators for each self-intersection point of
the Lagrangian. The Floer differential is defined by counting pearly trajectories,
which are strings of holomorphic strips and Morse flow lines. Actually because
the Lagrangians are exact (and hence there are no holomorphic strips without
11 Start with the formula Ind = µ(u)+2(1−I+u )+k+1. Subtract k+1 because the marked
points are not varying, and change the 2 to a 1 because L has rank 1.
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branch jumps), there are not many types of pearly trajectories that need to be
counted. See Figure 1 in Section 1 for the types of trajectories.
In [2] it is proved that the Floer cohomology defined by counting pearly
trajectories is well-defined and does not depend on the choice of auxiliary data.
More precisely, the following theorem is proven:
Theorem 7.1. Let ι : L→ L¯ be a compact immersed exact graded Lagrangian
submanifold of the exact graded symplectic manifold (M,ω, λ,Ω). Let
R = { (p, q) ∈ L× L | ι(p) = ι(q), p 6= q }.
Assume dimL ≥ 2. Let J be an almost complex structure on M such that there
exists a compact set K ⊂ M with the property that any holomorphic disc with
boundary on L¯ is contained in K. Let f : L → R satisfy df = ι∗L. Assume L
satisfies the following positivity condition:
If (p, q) ∈ R and f(p)− f(q) > 0 then Ind(p, q) ≥ n+ 3
2
.
Then the self-Floer cohomology of L is well-defined and can be computed by
counting pearly trajectories for a generic time dependent almost complex struc-
ture that agrees with J outside some compact set.
See Section 7.1 for the precise definition of the Floer cohomology. Moreover,
in [2], it is proved that this version of Floer cohomology agrees with the more
standard version (at least standard for embedded Lagrangians); namely, Floer
cohomology defined by taking two copies of the Lagrangian, Hamiltonian per-
turbing one copy, and then counting holomorphic strips connecting intersection
points.
We end our preparatory remarks by saying a few words about how transver-
sality and bubbling are dealt with in [2]. The strips that appear in the pearly
trajectories are holomorphic with respect to a time-dependent almost complex
structure J = { Jt }t. The time-dependence of J allows transversality to be
achieved using classical methods (essentially Section 7 of [4]). A sequence of
such strips can degenerate into broken strips plus disc bubbles. Dealing with
the disc bubbles is the main difficulty. They attach to the strips via branch
points (because of exactness), and they are Jt-holomorphic for t = 0 or 1. How-
ever, the positivity assumption in Theorem 7.1 implies that the strip component
must have negative index. Hence generically it cannot exist and disc bubbling
is ruled out. In the terminology of [5] and [1], the positivity assumption should
be thought of as implying that the Lagrangian is unobstructed.
7.1 Immersed self-Lagrangian Floer cohomology
Let f : S2 → R be a smooth function and ρ a smooth metric on S2 such that
the pair f, ρ is Morse-Smale. Let
CM(f) =
⊕
k
CMk(f)
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denote the Morse complex of f with Z2-coefficients. The degree k piece is
generated by the critical points of f with Morse index k (the negative definite
space of D2f has dimension k).
We define the Floer chain complex of the immersion ιN,r : S
2 → LN,r with
Z2-coefficients to be the vector space
CF(ιN,r) = CM(f)⊕ Z2RN,r. (6)
Here RN,r is as in Definition 2.9. CF(ιN,r) has canonical generators corre-
sponding to the critical points of f and the elements of RN,r. The generators
corresponding to the elements of RN,r are graded by their indices, which by
Lemma 2.10 are
Ind(pS2 , qS2) = −1,
Ind(qS2 , pS2) = 3.
CF(ιN,r) is the graded vector space
CF(ιN,r) =
⊕
k
CFk(ιN,r).
We turn to defining the differential. We need some preliminary definitions
first.
Definition 7.2. Given the Morse-Smale pair f, ρ on S2 as above, let Φfs denote
the time s negative gradient flow of f , so
∂
∂s
Φfs +∇f ◦ Φfs = 0.
For x a critical point of f , let
Wu(x) = { y ∈ S2 | lim
s→−∞Φ
f
s (y) = x }.
denote the unstable manifold of x, and
Ws(x) = { y ∈ S2 | lim
s→∞Φ
f
s (y) = x }.
denote the stable manifold.
We will generally denote generators of CF(ιN,r) using bold letters, for ex-
ample x± or x. We also view generators as elements of Crit(f)qRN,r.
Definition 7.3. For x± generators of CF(ιN,r), we define the moduli space
M(x−,x+) as follows:
1. If x± ∈ Crit(f) then M(x−,x+) is the set of (unparameterized) Morse
trajectories,
M(x−,x+) = (Wu(x−) ∩Ws(x+)) /R.
(If x− = x+, we do not mod out by R.)
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2. If x− ∈ RN,r and x+ ∈ Crit(f) we let
M(x−,x+) =M0,0(S;α;J)×ev+∞ Ws(x+),
with α−∞ = x−, α+∞ = ∅.
3. If x− ∈ Crit(f) and x+ ∈ RN,r we let
M(x−,x+) = Wu(x−)×ev−∞M0,0(S;α;J)
with α−∞ = ∅, α+∞ = x+.
4. If x± ∈ RN,r, we let M(x−,x+) be the union of the following two sets:
• the set M0,0(S;α;J), with α±∞ = x±; and
• the set of all pairs (u1, u2) with
u1 ∈M0,0(S;α;J)
where α−∞ = x− and α+∞ = ∅, and
u2 ∈M0,0(S;α;J)
where α−∞ = ∅ and α+∞ = x+, and such that
Φfs (ev+∞(u1)) = ev−∞(u2)
for some s > 0.
Remark 7.4. The positivity assumption in Theorem 7.1 (which the immersed
spheres LN,r satisfy) rules out the existence of the latter types of trajectories in
item 4. when deg(x−)− deg(x+) = 1.
Lemma 7.5. (See [2]) For generic (f, ρ,J = { Jt }t), M(x−,x+) is a smooth
manifold of dimension deg(x−)− deg(x+)− 1.
Definition 7.6. The Floer differential
δ : CF(ιN,r)→ CF(ιN,r)
is defined on generators x+ by the formula
δ(x+) =
∑
x−
#M(x−,x+) · x−,
where the sum is over all x− such that dimM(x−,x+) = 0.
Definition 7.7. The Floer cohomology HF(ιN,r) of ιN,r with Z2-coefficients is
the cohomology of the complex (CF(ιN,r), δ).
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By Theorem 7.1, HF(ιN,r) is well-defined and independent of the generic
choice of data used to define it. The following definition specifies what it means
for data to be generic.
Definition 7.8. The data f, ρ,J = { Jt }t is generic if the following conditions
are satisfied:
1. f, ρ is Morse-Smale.
2. pS2 , qS2 ∈ S2 are contained in the top-dimensional stable and unstable
manifolds of (f, ρ).
3. For all k0, k1,α, Mk0,k1(S;α;J) is regular at non-constant strips.
4. For all k0, k1,α, ev±∞ : Mk0,k1(S;α;J) → S2 q RN,r is transverse at
non-constant strips to all stable and unstable manifolds of (f, ρ).
5. For all k0, k1,α, k
′
0, k
′
1,α
′, ev+∞ :Mk0,k1(S;α;J) → S2 q RN,r is trans-
verse to ev−∞ :Mk′0,k′1(S;α′;J)→ S2 qRN,r at non-constant strips.
By the results of Section 6, taking J = { Jt }t with Jt = JMN for all t and
f, ρ generic will satisfy the conditions of the definition.
7.2 Calculation of Floer cohomology
Let
f : S2 → R
be a function with two critical points, one at (s, eiθ) = (0, 1) =: pmax which is
a global max and one at (s, eiθ) = (0,−1) := pmin which is a global min. Here,
(s, eiθ) are cylindrical coordinates from equation (4). Let ρ be the standard
metric induced by the embedding S2 ⊂ R3 from (4); we may assume (f, ρ) is
Morse-Smale.
The Floer cochain complex with this data becomes
CF(ιN,r) = CF
−1(ιN,r)⊕ CF0(ιN,r)⊕ CF2(ιN,r)⊕ CF3(ιN,r)
with
CF−1(ιN,r) = Z2 · (pS2 , qS2),
CF0(ιN,r) = Z2 · pmin,
CF2(ιN,r) = Z2 · pmax,
CF3(ιN,r) = Z2 · (qS2 , pS2).
For degree reasons, the only nontrivial things to calculate are δ((pS2 , qS2))
and δ(pmax). By Definitions 7.3 and 7.7, δ((pS2 , qS2)) counts elements of
M(pmin, (pS2 , qS2)) = Wu(pmin)×ev−∞M0,0(S;α;J).
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Since Wu(pmin) = { pmin }, the −∞ end of the strip must pass through pmin.
The +∞ end of the strip must have a branch jump of type (pS2 , qS2). Proposi-
tions 6.2 and 6.4 can be used to find all such strips.
Similarly, δ(pmax) is defined by counting elements of
M((qS2 , pS2), pmax) =M0,0(S;α;J)×ev+∞ Ws(pmax).
This space consists of holomorphic strips such that the −∞ end has a branch
jump of type (qS2 , pS2) and the +∞ end passes through pmax.
Lemma 7.9. For the immersion ιN,r : S
2 → LN,r with r ∈ { 1, . . . , N },
#M(pmin, (pS2 , qS2)) = #M((pS2 , qS2), pmax) = 2r−1.
Proof. Let u be a strip contributing toM(pmin, (pS2 , qS2)). Think of the domain
of u as D \ { z0, z1 }, with z0 = 1 corresponding to +∞ and z1 corresponding
to −∞. Write u = (f, g, rh) with respect to this identification. The only
branch point is at 1, so h−1(1) = 1. Proposition 6.4 then implies that up
to reparameterization h(z) = z and the moduli space M0,0(S;α;J) has 2r−1
components, each diffeomorphic S1×R. The S1 corresponds to changing eiθ in
the proposition, and the R corresponds to where the marked point z1 is located
on the boundary arc ∂D \ { 1 }. In fact, the map
ev−∞ :M0,0(S;α;J)→ S2
restricts to a diffeomorphism from each component onto the cylindrical coordi-
nate patch in S2 defined in (2). Thus exactly one element of each component
of M0,0(S;α;J) satisfies ev−∞(u) = pmin, and hence
#M(pmin, (pS2 , qS2)) = 2r−1.
The proof that #M((pS2 , qS2), pmax) = 2r−1 is similar.
An immediate corollary is the main theorem of this paper.
Theorem 7.10. The self-Floer cohomology with Z2-coefficients of the immer-
sion
ιN,r : LN,r →MN , r ∈ { 1, . . . , N }
is
HF(ιN,r) =
{
0 r = 1,
(Z2)4 r > 1.
More precisely, in case r > 1, the cohomology is one-dimensional in degrees
−1, 0, 2, 3; and 0 elsewhere.
8 Generalization to other immersed spheres
In Section 8.1 we use the geometry of Lefschetz fibrations to construct a wider
class of immersed Lagrangian spheres in MN . In Section 8.2 we explain how
the calculations used to prove Theorem 7.10 can be generalized to calculate the
self-Floer cohomology for spheres in this larger class.
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8.1 Geometry of the Lefschetz fibration
Recall that we have a Lefschetz fibration
piN : MN → C, (x1, x2, x3) 7→ x3.
Let Critv(pi) = { 1, . . . , N } be the critical values of pi and let Crit(pi) ⊂ MN
be the critical points. Away from Crit(pi), MN has a canonical vertical tangent
bundle T vMN , and a canonical horizontal tangent bundle T
hMN defined by
ThpMN = {V ∈ TpMN | ιV ω|T vpMN = 0 }.
The horizontal tangent space defines parallel translation maps
PTγ : MN,γ(a) →MN,γ(b),
where γ : [a, b]→ C is a piece-wise smooth map.
Let γ : [a, b] → C be a smooth embedded path with γ−1(Critv(pi)) = { b },
and let q ∈ Crit(pi) be the unique critical point in MN,γ(b); γ is called a vanishing
path. Let
Vγ = { p ∈MN,γ(a) | lim
t→b
PT γ|[a,t](p) = q }.
Vγ is the vanishing cycle associated to the path γ, and Vγ is a Lagrangian sphere
in the symplectic submanifold MN,γ(a). Let
∆γ =
⋃
a≤t<b
Vγ|[t,b]
⋃
{ q }.
∆γ is the Lefschetz thimble associated to γ and it is a Lagrangian disk in MN .
The following is a standard fact, see for example [6].
Lemma 8.1. Let L ⊂ MN be a submanifold, and assume that pi|L : L → C
is a fibration over some embedded curve C ⊂ C. Assume furthermore that
Lc = L∩MN,c is a Lagrangian submanifold of MN,c for every c ∈ C. Then L is
Lagrangian if and only if the parallel transport maps over C map the Lc’s into
the Lc’s.
Note that the hypothesis that Lc is Lagrangian is always true because the
real dimension of MN,c is 2.
Lemma 8.2. H = 12 (|x1|2−|x2|2) is invariant under parallel transport; in other
words, if X is a horizontal vector field then X(H) = 0.
Proof. XH(x1, x2, x3) = (ix1,−ix2, 0) is a vertical vector field. Hence
X(H) = dH(X) = ω(XH , X) = 0
for any horizontal X.
Lemma 8.3. Let γ : [a, b]→ C be a vanishing path. Then
∆γ = { (x1, x2, γ(t)) ∈MN | t ∈ [a, b], |x1| = |x2| }.
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Proof. H = 0 on Crit(pi), so H|∆γ = 0 by Lemma 8.2. The intersection of the
hypersurface H = 0 with a fiber MN,γ(t) is precisely the set of points in MN of
the form
(x1, x2, γ(t))
with |x1| = |x2|. This is a circle, and hence must be the vanishing cycle in the
fiber MN,γ(t). Since ∆γ is the union of all vanishing cycles over all points in the
image of γ, the result follows.
Now let γ : [a, b] → C be a smooth path with γ−1(Critv(pi)) = { a, b }.
Assume γ is embedded, except possibly with γ(a) = γ(b), in which case we
require −γ˙(a) and γ˙(b) to not be positive multiples of each other. The previous
lemma implies that γ is a matching path, meaning that the vanishing cycles
coming from the critical value γ(a) are the same as the vanishing cycles coming
from the critical value γ(b). The Lagrangian submanifold
Σγ = { (x1, x2, γ(t)) ∈MN | t ∈ [a, b], |x1| = |x2| }
is the matching cycle associated to the matching path γ. Clearly, if γ(a) 6= γ(b)
then Σγ is an embedded Lagrangian sphere. If γ(a) = γ(b) then we get an
immersed Lagrangian sphere:
Lemma 8.4. Let γ be a matching path with γ(a) = γ(b) and such that −γ˙(a)
and γ˙(b) are not positive real multiples of each other. Then the matching cycle
Σγ is an immersed Lagrangian sphere with one transverse self-intersection point.
The fact that the image intersects itself transversely at the self-intersection
point follows from the next lemma.
Lemma 8.5. Let γ : [0, 1]→ C be a vanishing path. Let j = γ(1) be the critical
value and let q ∈MN be the critical point with pi(q) = j. Let
ξ =
√
γ˙(1)
√
j − 1 · · ·
√
j − (j − 1)
√
j − (j + 1) · · ·
√
j −N ∈ C.
Then
Tq∆γ = SpanR{ (ξ, ξ, 0), (iξ,−iξ, 0) }.
Proof. Parameterize ∆γ \ { q } as
(0, 1)× S1 →MN ,
(t, θ) 7→ (eiθ
√
γ − 1 · · ·
√
γ −N, e−iθ
√
γ − 1 · · ·
√
γ −N, γ).
Let f =
√
γ − 1 · · · √γ −N/√γ − j, so f is smooth. Then
(f
√
γ − j)−1 ∂
∂θ
= (ieiθ,−ie−iθ, 0).
Also
lim
t→1
f
√
γ − 1
|f√γ − 1| =
ξ
|ξ| .
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Thus
lim
t→1
|f
√
γ − 1|−1 ∂
∂θ
= lim
t→1
f
√
γ − 1
|f√γ − 1| (f
√
γ − 1)−1 ∂
∂θ
=
ξ
|ξ| (ie
iθ,−ie−iθ, 0).
Plugging in θ = 0, pi/2 gives the result.
The immersed spheres LN,r are of course the matching cycles for the paths
γN,r(t) = re
2piit, 0 ≤ t ≤ 1.
We record here a useful lemma about horizontal vectors. The proof is a
straightforward calculation.
Lemma 8.6. Let x3 ∈ C, λ ∈ Tx3C = C, and p = (x1, x2, x3) ∈MN . Then the
horizontal lift of λ to ThpMN is
λ˜ =
(
cλx¯2
|x1|2 + |x2|2 ,
cλx¯1
|x1|2 + |x2|2 , λ
)
,
where
c =
N∑
j=1
∏
k 6=j
(x3 − k).
8.2 Floer cohomology of immersed spheres
Let L = Σγ be an immersed Lagrangian sphere as in Lemma 8.4, and ι : S
2 → L
an immersion. Parameterize γ so that the domain of γ is [0, 1] and γ(t) moves
around the image of γ in the counterclockwise direction as t increases. Let qS2 ∈
S2 be such that piN (ι(qS2)) = γ(0) and pS2 ∈ S2 such that piN (ι(pS2)) = γ(1).
ι is an exact immersion because the domain S2 satisfies H1(S2) = 0, and ι can
be graded because pi1(S
2) = 0.
Lemma 8.7. Let p ∈ L with piN (p) = γ(t). Then
Det2ΩN (TpL) =
iγ˙(t)2
|γ˙(t)2| .
Proof. The proof is very similar to the proof of Lemma 2.7, except that XG
needs to be replaced with the horizontal vector field λ˜ that is a lift of γ˙(t).
Lemma 8.6 gives a formula for λ˜. Then, picking up near the end of the proof of
Lemma 2.7, we get
ΩN (XH , λ˜) = iγ˙.
Thus
Det2ΩN (TPL) =
iγ˙(t)2
|γ˙(t)2| .
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Corollary 8.8. With respect to any grading for L, we have
Ind(pS2 , qS2) = −1, Ind(qS2 , pS2) = 3.
Proof. The index is invariant under deformations of γ that do not pass through
critical points, and are such that γ˙(0) is always different from −γ˙(1). Thus we
can assume that the image of γ is a circle and γ˙(0) = γ˙(1). The corollary is
then a simple calculation using Lemma 8.7 and Definition 2.9.
Now pick a Morse function f : S2 → R such that f has two critical points;
call them pmin and pmax. Assume also that piN ◦ ι(pmin) 6= piN ◦ ι(pmax), and
also that neither pmin nor pmax is a singular point of L. With this data, the
Floer cochain complex CF(ι) has four generators, one each in degrees −1, 0, 2, 3.
To calculate the differential we need to know the holomorphic strips bounded
by L.
Examination of the classification of discs on LN,r carried out in Section 6.2
shows that similar results hold for L. The main differences are the following.
First, let φ be a biholomorphism from D2 to the closure of the interior of the
image of γ such that φ(1) = γ(0) = γ(1). Then if u = (f, g, h) is a strip with
boundary on LN,r, then φ ◦ h ◦ φ−1 : D2 → D2 is a Blaschke product. Second,
the key thing that determines the number of discs bounded by L is the number
of critical values of piN contained in the interior of the image of γ. This can be
seen in the proof of Proposition 6.2: In the equation fg = (rh− 1) · · · (rh−N),
the term rh − j can be factored (factors of which contribute to f and g) in
multiple ways if and only j is in the interior of γ.12 We thus get the following
generalization of Lemma 7.9.
Lemma 8.9. Let C be the number of critical values of piN : MN → C contained
in the interior of the image of γ. Then
#M(pmin, (pS2 , qS2)) = #M((pS2 , qS2), pmax) = 2C .
An immediate corollary is a generalization of Theorem 7.10.
Theorem 8.10. Let ι : S2 → L = ∆γ be the immersed sphere over the matching
path γ as above. Let C be the number of critical values of piN contained in the
interior of the image of γ.
If C = 0 then
HF(ι) ∼= 0;
if C ≥ 1 then
HF(ι) ∼= (Z2)4.
More precisely, in the latter case, the Floer cohomology has dimension 1 in
degrees −1, 0, 2, 3.
12In the notation of Proposition 6.2, if j ≥ r then rh− j contributes √rh− j to both f and
g. If j < r, then rh− j can factor as
rh− j = (ξj
√
jh− r)(ηj
√
jh− r),
with the first factor contributing to f and the second factor contributing to g.
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