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Disease genesWe introduce GenRev, a network-based software package developed to explore the functional relevance of
genes generated as an intermediate result from numerous high-throughput technologies. GenRev searches
for optimal intermediate nodes (genes) for the connection of input nodes via several algorithms, including
the Klein–Ravi algorithm, the limited kWalks algorithm and a heuristic local search algorithm. Gene ranking
and graph clustering analyses are integrated into the package. GenRev has the following features. (1) It
provides users with great ﬂexibility to deﬁne their own networks. (2) Users are allowed to deﬁne each gene's
importance in a subnetwork search by setting its score. (3) It is standalone and platform independent. (4) It
provides an optimization in subnetwork search, which dramatically reduces the running time. GenRev is par-
ticularly designed for general use so that users have the ﬂexibility to choose a reference network and deﬁne
the score of genes. GenRev is freely available at http://bioinfo.mc.vanderbilt.edu/GenRev.html.
© 2011 Elsevier Inc. All rights reserved.1. Introduction
High-throughput technologies have enabled researchers to
explore a large variety of biological and biomedical problems at the
genome-wide scale and have generated huge amounts of biological
data [1–4]. These technologies include microarrays (e.g., gene
expression, copy number variation, genome-wide association studies,
microRNA, and methylation), next generation sequencing (e.g., RNA-
Seq, whole exome sequencing, and whole genome sequencing), ChIP-
on-CHIP and ChIP-Seq, and proteomics-based platforms. Analyses of
the data generated from these technologies often result in a list of
noteworthy genes that are useful for biological interpretation and fol-
low up validation [5–9]. Thus, interpretation of gene list has become
an important downstream analysis task. To meet this rapidly growing
demand, appropriate bioinformatics tools must be developed [10].
Recently, network approaches have been utilized to interpret data
gleaned from genomic experiments [11–13]. In particular, it is highly
desirable to extract meaningful small subnetworks from the entirety
of the reference network. Such subnetworks may disclose gene
relationships in the whole network as well as the cooperative signals
present in the genomic experiment data. So far, many approaches
have been proposed to ﬁnd these subnetworks. These approaches
can generally be separated into two categories: responsivel Informatics, Vanderbilt Uni-
ite 600, Nashville, TN 37203,
Zhao).
rights reserved.subnetwork identiﬁcation and subnetwork extraction initiated by
seed genes (or nodes). For the ﬁrst category, several algorithms and
tools are developed by integrating genome-wide measurements of
signals (e.g., gene expression from microarrays) with pre-deﬁned
networks. Examples include the seminal work by Ideker et al. [12],
COSINE by Ma et al. [14], GXNA by Nacu et al. [15], heinz (heaviest in-
duced subgraph) by Dittrich et al. [16], and BioNet by Beisser et al.
[17]. These methods typically have a score function and a search
strategy and aim to identify the subnetworks with maximal scores
in the reference network. In the second category, algorithms typically
start with a set of genes as seeds to expand and extract a subnetwork
from the reference network. The resultant subnetworks, which reﬂect
the paths in which the seeds are involved [18,19], suggest the func-
tional relationships of the seed genes and further predict additional
genes that may play important roles in functional cooperation
[20,21].
For subnetwork extraction initiated by seed genes (e.g., gene list
of interest), there have been several web-based tools that implement
various algorithms. For example, NeAT integrates ﬁve algorithms to
predict metabolic pathways in its toolkit [18,22]. Genes2Networks
uses a neighborhood based approach to connect seed genes in protein
interaction networks [23]. While these tools are useful for investiga-
tors with speciﬁc purposes, each of them has some limitations.
(1) Web services essentially rely on internet connections. For a
large list of genes, these tools may have a long responding time or
their response time may not even be feasible. (2) Genes2Networks
uses preloaded networks for the query; thus, it limits the ﬂexibility
for those users who need to search subnetworks within their in-
house network data. (3) NeAT is designed for metabolic networks,
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is still a lack of a user-friendly tool for a general purpose — extracting
subnetworks from the whole network for any list of genes based on
user's interest.
Here, we present GenRev, a standalone application to explore the
relevance of genes in the context of their networks. Given a reference
network and a set of input seed genes, GenRev maps the genes to the
network and extracts subnetworks that connect these genes through
the use of speciﬁc algorithms. The reference network serves as a re-
source of gene relevance in which nodes typically represent genes
and edges represent interactions (or associations). The resulting sub-
networks highlight the participant paths and additional nodes con-
necting to the input genes. Further topological analysis of these
subnetworks may help users to identify interesting genes for network
structure maintenance. GenRev has the following important features.
(1) It provides users with great ﬂexibility to deﬁne their networks.
(2) Users are allowed to deﬁne each gene's importance in a subnet-
work search by setting its score. (3) The results are formatted for vi-
sualization in the popular network analysis platform Cytoscape. (4) It
is standalone and platform independent. (5) It provides an optimiza-
tion in a subnetwork search, which dramatically reduces the running
time and makes the randomization process practical. These features
enable GenRev to be suitable for various high-throughput technolo-
gies that produce quantitative measures of genes, including genes
from next generation sequencing projects. GenRev is freely available
at http://bioinfo.mc.vanderbilt.edu/GenRev.html.
2. Algorithms and test data
Three algorithms are implemented in GenRev: the Klein–Ravi
algorithm [24], the limited kWalks algorithm [25], and a heuristic
local search algorithm [11]. Here, we brieﬂy introduce these
algorithms. More details of each can be found in the original work
(see below) and in the GenRev document (http://bioinfo.mc.
vanderbilt.edu/GenRev/document.pdf).
2.1. Klein–Ravi algorithm
The algorithm by Klein and Ravi [24] was proposed to solve the
node-weighted Steiner tree problem. The goal in the node-weighted
Steiner tree problem is to ﬁnd a subnetwork with a minimum score
that could connect all the seeds. In this problem, “seed” is also called
“terminal.” The score of a subnetwork is calculated by the sum of the
scores of its nodes. The Klein–Ravi algorithm uses a greedy search
strategy to connect the seeds. Initially, each seed is set to be a tree
by itself. Then, the algorithm iteratively merges the trees to create
integrative, larger trees until there is only one tree connecting all
seeds. In GenRev, aside from the original greed strategy in the
Klein–Ravi algorithm, we also slightly modiﬁed the initialization
process of the algorithm. Instead of setting each terminal as an inde-
pendent tree, we ﬁrst map terminals to the reference network to
check if they have any direct interactions. If some terminals can
form a connected graph, then the graph will be used as an initial tree.
In each iteration, the algorithm selects a non-tree node and a
subset of at least two trees to minimize the following ratio
node costþ sum of distance to trees
number of trees
:
In most biological and biomedical studies, genes are often scored
in proportion to their properties of interest; if such an approach is
used, this scoring theme does not immediately ﬁt the Klein–Ravi
algorithm. For example, a larger fold change of gene expression
indicates a stronger probability of real functional relevance to the
phenotypic differences. For this reason, a transformation is needed
before we can apply any algorithm. To this end, GenRev internallytransforms the gene score from the user's input into gene (node)
cost using the following formula:
gene cost ¼ 1= ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃgene scorep :
This algorithm was ﬁrst introduced to the computational biology
ﬁeld by Scott et al. [19], who demonstrated the algorithm could iden-
tify the known yeast regulatory elements of heat shock response as
well as gluconeogenesis, galactose, glycolysis and glucose fermenta-
tion pathways.
2.2. Limited kWalks algorithm
The limited kWalks algorithm models random walks in networks
using a Markov chain and builds a relevant subnetwork that connects
seed nodes [18,25]. The relevance of an edge and a node in relation to
the seed genes is evaluated by the expected times random walk
passes starting from one seed to any of the others. In the interpreta-
tion of a graph as a Markov chain, each node represents a state, and
the probability of transition from state i to j is given by
Pij ¼
wij
∑
j
wij
where wij is the weight for the edge i− j. In GenRev, the users are
allowed to set edge scores (weights). By default, all edges have
equal weight. More details of the mathematics are available in the
GenRev document and the original work by Dupont et al. [25].
2.3. Heuristic local search algorithm
This algorithm is based on a modiﬁcation of a previously published
method [11]. It uses a local expansion approach to ﬁnd the highest
scored neighborhood genes connected with the seeds. In GenRev,
seed genes are ﬁrst mapped to the reference network, and then,
each disjoint component of the node-induced network is later used
as a seed graph for expansions. A subnetwork score is deﬁned as the
sum of its node scores. A search distance d and a minimum score in-
crement rate r is deﬁned to constrain the expansions. Speciﬁcally, pa-
rameter d deﬁnes the maximally distant neighbor nodes being
considered in seed graph expansion (e.g., d=2 means only nodes
with distance 1 or 2 would be considered in expansion), and param-
eter r deﬁnes the threshold value of the score increment after adding
each new node. That is, adding a new node to the subnetwork must
increase the score by a rate more than r. In GenRev, r is calculated by
r ¼ vi
vi þ Snet
where vi is the node score and Snet is the seed graph score. By its def-
inition, the range of r is (0, 1).
The expansion is an iteration process. For a seed graph with a
score Snet, GenRev searches for the maximally scored neighbor within
the shortest path d. If the node score is larger than Snet  11−r
 
, the ad-
dition is valid. Seed graph is then expanded by connecting this node
through the shortest path. The iteration terminates when no node
satisﬁes the predeﬁned constraint parameter r.
2.4. Test data
To test GenRev, we used a microarray gene expression data set
[26] and the whole human protein–protein interaction (PPI) network
from the Protein Interaction Network Analysis (PINA) platform [27].
This microarray dataset collected 75 hepatitis C virus (HCV) infected
hepatocellular carcinoma (HCC) samples, cataloguing 8 disease
stages. In our testing, we broadly divided these samples into a
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samples respectively. For data integrity, we excluded 3 samples
from cirrhotic liver tissue from patients without HCC. Themicroarrays
were normalized by the MAS algorithm as done in the previous work
[26]. Signals at the probeset level were collapsed to the gene level by
using the strongest value in each sample. Genes were scored and
ranked by their fold changes (logarithm 2 scale, absolute value) be-
tween the two groups. The entity IDs of PPI data was converted to
gene symbols using the org.Hs.eg.db package in Bioconductor (version
2.5). All test data, as well as reference networks (human protein–pro-
tein interaction network prepared from the PINA database [27], yeast
functional network [28], networks available at VisANT [29]), can be
downloaded at the GenRev website (http://bioinfo.mc.vanderbilt.
edu/GenRev.html).
3. Results
3.1. Implementation of algorithms
GenRev is implemented in the Python programming language
with additional packages NetworkX [30] and NumPy [21]. It is a
command-line standalone application. Each algorithm is implemen-
ted in one module. A community structure (also called modules in
networks) detection algorithm, the Markov Cluster Algorithm (MCL)
[31], is implemented to analyze the resulting subnetworks. An indic-
ative measurement, modularity, is computed for module detection
according to the original deﬁnition in Newman [32]. Additionally,
GenRev provides an option for the users to apply a network pruning
strategy to dramatically reduce the computational time (see
Section 3.2 below). To assess whether the resultant subnetworks are
from the whole network by chance, we provide R scripts to generate
random gene sets and run the subnetwork extraction using the same
algorithm and parameters. Network randomization analysis typically
requires the users to run 1000 random sets to evaluate the signiﬁ-
cance of the resultant subnetworks. We provided two R scripts, one
for node weight randomization [11] and another for edge-basedProteomics, microarray, 
literature curation, etc. 
Experiment
• Biological network 
• Gene list 
• Gene scores (optional)
Input
• Klein-Ravi algorithm 
• Limited kWalks algori
• Local search algorithm
Subnetwork extrac
• Visualization by Cytos
• Module detection & m
• Gene ranking by degr
  score, and betweenne
• Other follow-up analy
Subnetwork analy
GenRev
Fig. 1.Workﬂow of GenRev. GenRev can be broadly divided into three components: I/O mod
input data and write results to the output directory. Algorithmmodules implement the subn
as community structure detection and gene ranking.randomization [33]. These two R scripts are available on the GenRev
website. Finally, GenRev does not provide a function for network
visualization. Instead, it outputs ﬁles in a format compatible with
the popular visualization tool Cytoscape [34]. Accordingly, users can
export the results to Cytoscape for network visualizations, including
generation of ﬁgures for presentation and publication purposes.
Fig. 1 illustrates the ﬂowchart of GenRev implementation.
3.2. Runtime test
An approach to effectively shorten the runtime of a subnetwork
search is to reduce the reference network size while retaining as
much information as possible. By default, GenRev applies a simple
yet efﬁcient network pruning strategy that can be controlled by the
users. Brieﬂy, users can set a path length s, and then, the network
induced by the nodes within the length s of the seeds can be used
as the pruned reference network. Assuming that most genes in the
input list are coherently associated (e.g., co-deregulated in the
experiments, all related to a common disease), they likely have a
short distance in the network. Thus, this strategy can dramatically
increase the efﬁciency in a subnetwork search while retaining most
interaction relationships among the input genes.
Using the test data in Section 2.4, we tested the functions of
GenRev utilizing several sets of seeds. The testing server runs on a
Linux system, with an Intel core 2, 3.0 GHz CPU and 16 GB memory.
As shown in Table 1, GenRev was able to run very efﬁciently. For ex-
ample, it only took 68 s to rank the top 100 genes using the network
pruning strategy of the Klein–Ravi algorithm implemented in
GenRev. However, if we use the same algorithm without pruning, it
would require ~2.5 h. Additionally, we assessed the computational
time in the randomization process. It took 30 s to analyze the top
200 genes from the test data using the heuristic local search algo-
rithm implemented in GenRev. We used both R scripts to perform
1000 randomization analyses for the same set of genes, reference
network, algorithm, and parameters. We ran each script through
ﬁve threads in parallel. For the edge-based randomization, it tookNGS, 
 
thm 
 
tion 
cape  
odularity  
ee,
ss 
ses 
sis 
I/O module
Algorithm
modules
Analysis
module
I/O module
ule, algorithmmodules, and analysis module. The I/O module employs functions to read
etwork search algorithms. The analysis module is utilized for subnetwork analyses such
Table 1
GenRev runtime with different sets of seed gene lists.
Algorithm Top 50 genes Top 100 genes Top 200 genes
Klein–Ravi — pruning 7 s 68 s 8 min
Klein–Ravi — without pruning 4 h 24 min 2 h 26 min 1 h 41 min
Limited kWalks 25 s 8 min 42 min
Heuristic local search 7 s 13 s 30s
S: seconds; min: minute; h: hour.
Fig. 2. The subnetwork identiﬁed from the protein–protein interaction network using the h
expressed genes from a microarray expression experiment on hepatitis C virus (HCV) in
each edge represents the physical interactions between the two end nodes. Nodes in red d
the algorithm. The size of a node is proportional to its score.
186 S. Zheng, Z. Zhao / Genomics 99 (2012) 183–18818,015, 19,478, 17,802, 18,171, and 19,042 s for each of these threads
and approximately 5.4 h total to complete the whole randomization
analysis. Similarly, for the node-based randomization, it took
14,824, 15,245, 14,745, 14,702, and 14,230 s for each thread and
approximately 4.2 h total to complete the whole randomization
analysis.
3.3. Previous applications
Algorithms implemented in GenRev have been used in several
studies. For example, Scott et al. [19] used the Klein–Ravi algorithm
applied to a yeast regulatory network. Querying a list of differentiallyeuristic local search algorithm in GenRev. In this test data, we used 200 differentially
fected hepatocellular carcinoma (HCC) samples. Each node represents a protein, and
enote input seeds, and nodes in blue denote recruited nodes connecting the seeds by
187S. Zheng, Z. Zhao / Genomics 99 (2012) 183–188expressed genes and GAL80, they found a subnetwork connecting
GAL80 and diauxic shift. They also found general transcription factors
RAP1 and HSF1 regulated transcriptional programs in yeast. A heuris-
tic local search algorithm, which is similar to that implemented in
GenRev, has been applied to search subnetworks with enriched
signals from genome-wide association studies (GWAS) [13]. In that
study, each gene from the GWAS dataset was considered a seed,
and its network module was expanded based on local association
signals. A randomization process (100,000 times) was performed to
evaluate whether the module was generated by chance.
We applied an early version of GenRev to several psychiatric
genetic studies. Applying the Klein–Ravi algorithm, we extracted a
schizophrenia speciﬁc network and a cancer speciﬁc network using
disease related gene lists [20]. Moreover, we explored the network
properties and compared them [20]. We further validated novel
candidate genes from the schizophrenia subnetwork [35]. In another
example, we used 373 epilepsy genes from the copy number variation
(CNV) regions and 165 epilepsy genes from the HuGE Navigator
(http://hugenavigator.net/HuGENavigator/) as seeds and extracted
two epilepsy speciﬁc subnetworks. Subsequently, 20 genes were
prioritized as epilepsy candidate genes. Two of them, CHRNA7 and
GABRA1, were further evaluated as differentially expressed genes in
an epilepsy expression data set [21].
3.4. New case study
To further illustrate the capability of GenRev, we applied the heu-
ristic local search algorithm to the test data (HCC data in Section 2.4)
with default parameters. We use the top 200 differentially expressed
genes as seeds. The results are shown in Fig. 2 (the ﬁgure is available
in high resolution at http://bioinfo.mc.vanderbilt.edu/GenRev/hcc.
pdf). Other sets of seed genes were also tested, and all results are
available on the GenRev website. Interestingly, a cell cycle regulatory
module was identiﬁed through the use of all settings, highlighting the
dysregulation of cell cycle homeostasis in HCV induced HCC. Genes in
this module include CDK1, BIRC5, GADD45B, etc. CDK1 is the hub of
the cell cycle module in the subnetworks, suggesting that functional
blocking of its activity may trigger a systematic repression of tumor
progression, as validated in some other tumors too [36]. The well
known tumor suppressor gene TP53 was also highlighted as one
whose encoded protein is a hub in the subnetwork. Another interest-
ing gene revealed by GenRev ranking is CLEC4G, which was priori-
tized due to high degree and betweenness. Recent studies reported
that the protein encoded by this gene could interact with two HCV
receptors [37], and, moreover, it regulates hepatic T-cell immune
responses [38]. Our results suggest the proteins encoded by those
genes have strong functional relationship in the local context, which
might facilitate the generation of new hypotheses.
In another study, we applied the Klein–Ravi algorithm in GenRev
to our recently collected genes for Alzheimer's disease (AD) and
Parkinson's disease (PD). The comparison of the extracted AD- and
PD-speciﬁc subnetworks from the whole human interactome
revealed substantial overlap, suggesting a strong connection between
the two diseases at the molecular network level [39].
4. Conclusion
Genes do not function in isolation; rather, they interact extensive-
ly with other molecules within their molecular networks [40,41].
With the increased availability of genome-wide experiment technol-
ogies, more and more disease- or phenotype-associated genes will be
identiﬁed, thereby supplying a wealth of information in order to
understand the biological groundwork of observed consequences.
Meanwhile, deciphering this massive amount of information is
challenging. In this work, we present an open source network tool,
GenRev, to interpret the genes that result from genomic experimentsin the context of molecular networks. Compared to other network
tools such as NeAT and Genes2Networks, GenRev is uniquely
designed for a general purpose approach and can be used for any
list of genes. Users can choose any form of reference network, and
the node score can be generated from any genomic experiment.
These features position GenRev as a useful downstream analysis
tool when facing a deluge of data from microarrays (gene expression,
CNVs, microRNA, methylation, etc.), next generation sequencing, pro-
teomics, literature mining, andmultiple dimensional data integration,
among other high-throughput data sets. Future development of
GenRev will focus on the assessment of the signiﬁcance of the
resultant subnetworks, their biological interpretation, and integrating
additional biology knowledge in gene prioritization.
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