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Résumé 
Ce mémoire présente une nouvelle approche de segmentation hiérarchique non 
supervisée d'images naturelles couleur. Notre problématique cons~ste à extraire de 
}limage les différents objets présents que l'œil humain peut percevoir en évitant de 
partitionner l'image en plusieurs régions non significatives (i.e., phénomène de sur-
segmentation). Le problème de la sur-segmentation ne peut être résolu par des algo-
rithmes de segmentation classiques. A cet fin nous avons pensé introduire une méthode 
hiérarchique basée sur 1) une segmentation Bayesienne-Markovienne qui s'opère au 
niveau pixel pour former des régions plus au moins homogènes au sens des niveaux de 
gris, puis de 2) segmenter (fusionner) ces régions obtenues, par partitionnement de 
graphe d'adjacence de régions pour former d'autres régions plus significatives et plus 
grandes et homogènes au sens de la texture. Afin que les régions fusionnées convergent 
véritablement vers les différents objets discernables de l'image, la deuxième phase est 
réitérée plusieurs fois avec un réglage particulier de quelques paramètres de régula-
. risation, jusqu'à la réalisation d'un critère d'arrêt. L'approche a été validée sur la 
base d'images de Berkeley sur laquelle elle a été quantifiée et comparée aux autres 
algorithmes existants. 
Mots-dès : Segmentation Markovienne, segmentation texturale, partition de 




This thesis presents a new approach to hierarchical unsupervised color image seg-
mentation into regions. The problem is how can we extract the objects that the human 
perceives on the image rather than to partitioning it into several regions not signi-
ficant (over-segmentation). This pro blem of over-segmentation can not be resol ved 
by a classical segmentation algorithm, so we thought to introduce a new hierarchical 
method based on 1) Bayesian-Markovian grayscale segmentation, in this step an over-
segmentation map is obtained with homogeneous regions in gray-Ievel sens, followed 
by 2) a region segmentation based on graph partitioning (texturaI segmentation). 
Then we have to repeat step 2 (re-segmentation) (with automatic adjustment of a 
regularization parameter) as many times as necessary until a stop criterion is rea-
ched, so that from an iteration to another, the regions more similar are merged to 
form larger and homogeneous objects that representdiscernible objects in the picture 
. The proposed approach was validated on the Berkeley images database. 
Key words : Markovian segmentation, texturaI segmentation, graph partition-
ning, regions merging, image Berkeley database. 
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1.1 Du système visuel à l'image numérique 
Le système visuel est l'ensemble des organes participants à la perception visuelle, 
de la rétine au système sensori-moteur. Son rôle est de percevoir et d'interpréter des 
images. Il est principalement constitué de l'oeil et plus particulièrement la rétine, des 
nerfs optiques, du chiasma optique, du tractus optique, du corps genouillé latéral, des 
radiations optiques et du cortex visuel. La lumière entre dans l'oeil où elle est captée 
par la rétine. Il y a transduction de l'information électromagnétique en potentiels 
d'actions. L'image est alors analysée au sein même de la rétine en zones de contraste 
et le résultat de ce traitement est envoyé au reste du système visuel par le nerf optique. 
Chez les humains, le système visuel est le seul système sensoriel à être directement 
connecté, via le nerf optique, au cerveau, dû à la nécessité de traiter rapidement 
l'information visuelle (wikipedia. com). 
Une image numérique qui représente une scène du monde réel (image naturelle) 
est découpée en une matrice de cellules carrées élémentaires (i.e., indécomposables) 
et caractérisées par une couleur unique appelée pixel. Le traitement de ces pixels (et 
plus précisément le traitement de la luminance ou de la couleur associ~e à chacun 
1 
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d'eux) définie ce qu'on appelle la vision par ordinateur. 
1.2 Vision par ordinateur et segmentation d'image 
David Marr [40] a proposé à la fin des années 70, un paradigme de la vision par 
ordinateur qui est défini par les quatre points suivants: 
1. Reconnaître des contours dans une image permettra de délimiter ses objets et 
de les structurer. 
2. À partir d'une image 2D et de connaissances sur le monde 3D, on peut accéder 
, 
à la troisième dimension. 
3. L'ombre peut être utilisée pour l'extraction du relief. 
4. On peut estimer le mouvement des séquences d'images. 
À partir de là, il a organisé ses algorithmes en trois niveaux d'abstraction: 
1. Le bas-niveau: Les traitements de bas niveau travaillent directement au niveau 
pixel et nécessitent très peu d'informations sur son contenu. 
2. Le niveau intermédiaire: Les algorithmes de ce niveau utilisent les caractéris-
tiques issues du bas-niveau pour former des structures représentant des entités 
présentes dans l'image (segments, régions, etc.). 
3. Le niveau-haut : Dans ce niveau, les algorithmes visent à décrire les objets 
interprétables de la scène observée. 
Ces trois niveaux sont utilisés selon une approche ascendante, où les structures 
obtenues sont de plus en plus complexes selon le niveau de représentation utilisé. 
Le cadre général dans lequel s'inscrit ce mémoire est celui de la segmentation 
d'images couleur. Cette opération de segmentation, comme pour le cas de l'humain qui 
voit généralement des objets physiques ou des régions à partir desquelles il est capable 
d'extraire ou de différencier les objets contenus dans cette images (par l'utilisation 
des connaissances de haut niveaux), vise à modéliser cette opération en utilisant 
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une machine numérique tel qu'un ordinateur. Cette modélisation est un processus de 
synthèse qui consiste à extraire les caractéristiques géométriques d'une image en se 
basant sur la richesse de l'information que l'image comporte telle que la nuance de 
la couleur, la texture, les reflets de la transparence ou autres éléments qui peuvent 
être jugés utiles pour une telle opération. La segmentation d'image est alors, définie 
comme une opération de traitement d'images qui a pour but de regrouper des pixels 
entre eux suivant des critères prédéfinis pour former des régions homogènes. 
Ce mémoire décrit le résultat de la méthode de segmentation non-supervisée 
d'images naturelles couleur que nous avons proposé. Il' porte sur la segmentation 
d'images couleur en régions qui est une étape fondamentale du traitement d'image et 
de la vision par ordinateur. Nous avons été motivés par une problématique intéres-
sante visant à délimiter réellement (ou à extraire) les objets que l'oeil humain perçoit 
sur l'image à segmenter plutôt que de partitionner l'image en plusieurs régions non si-
gnificatives (i.e., trop de subdivisions dans l'image segmentée). A cet effet, nous avons 
constaté que ce problème de régions non significatives (appelé sur-segmentation) ne 
peut pas être résolu par un algorithme de segmentation classique. C'est pourquoi nous 
avons pensé à introduire une méthode originale basée sur l'application de la segmen-
tation Bayesienne par une approche Markovienne qui s'effectue au niveau pixel (au 
sens dés niveaux de gris) suivie par une méthode de niveau supérieur s'effectuant au 
niveau région (au sens de la texture) en utilisant la segmentation par partition de 
graphe de régions puis en réitérant ce même processus autant de fois que nécessaire 
jusqu'à la réalisation d'un critère d'arrêt. 
1.3 Plan général du mémoire 
Ce mémoire est décomposé en 9 chapitres. Le chapitre 2 consiste à présenter une 
brève définition de la segmentation d'image numérique ainsi que les différentes mé-
thodes habituellement utilisées pour réaliser cette opération. Dans le chapitre 3 nous 
abordons le problème de la segmentation Bayesienne par une approche Markovienne 
CHAPITRE 1. INTRODUCTION 4 
et nous décrivons l'estimation des paramètres du modèle Markovien défini pour une 
segmentation non-supervisée au sens des niveaux de gris des images naturelles. Dans 
le chapitre 4, nous traitons de la modélisation de l'image sur-segmentée par un graphe 
et son utilisation dans le domaine de la segmentation par partitionnement du graphe. 
Nous décrivons ainsi deux méthodes pour réaliser le partitionnement du graphe. La 
première méthode est l'utilisation des vecteurs propres qui sera étudiée dans le cha-
pitre 5 et la deuxième méthode est résumée par la méthode de flux dans des graphes 
appelée le MCL (Markov CLustering), cette méthode fait l'objet du chapitre 5. Le 
phénomène .de la sur-segmentation (plusieurs petites régions non significatives dans 
la segmentation finale) produit par la segmentation Markovienne reste encore à ce 
niveau un problème, même avec l'utilisation des méthodes basées sur les graphes. A 
cet effet, nous avons donc pensé à réitérer plusieurs fois le processus de segmenta-
tion par la méthode de partitionnement de graphes jusqu'à la réalisation d'un critère 
d'arrêt. La réitération du processus de segmentation qui sera appelée par la suite la 
re-segmentation, dépend d'une variation de quelques paramètres ajustables (décrits 
dans le chapitre 5) au cours des itérations. L'algorithme de la re-segmentation sera 
étudié dans le chapitre 6. Le chapitre 7 est consacré au problème de l'influence des 
paramètres et l'évaluation des résultats des méthodes de la segmentation introduites 
dans les chapitre 5. Enfin une conclusion fera l'objet du chapitre 8 . 
Chapitre 2 
Généralités sur la segmentation 
Dans ce chapitre, nous abordons le problème général de la segmentation d'images 
en couleur texturées qui consiste à trouver les régions homogènes et les contours per-
tinents des différents objets discernables et significatifs dans l'image. 
Définition 1 : La segmentation d'image est définie comme étant une partition de 
l'image l en n sous ensembles Ri, appelés régions, tels que Vi, j E {l, ... , n} 
2. Ri 1= 0 
3. i 1= j, ~ n Rj = 0 
Où U représente une union d'ensembles disjoints et n représente l'intersection 
ensembliste. Ces sous-ensembles ~ constituent les différentes régions de l'image. Une 
segmentation d'image est donc sa décomposition en un ensemble de régions homogènes 
où (a) chaque pixel appartient à une région et une seule, (h) tous les pixels doivent 
être traités, (c) toute région doit être connexe. 
5 
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2.1 Les différentes approches de segmentation 
Le problème de la segmentation d'images peut être résolu par différentes ap-
proches. La méthode de segmentation que nous proposons dans ce mémoire fait partie 
des approches de segmentation en régions et se base sur une classification Bayesienne 
(approche Markovienne) suivie par une analyse de graphe qui fusionnera certaines 
régions de cette segmentation. 
2.1.1 Approches utilisant la théorie des graphes 
Les approches utilisant la théorie des graphes, consistent à créer un graphe à partir 
de l'image et d'exploiter les différentes propriétés de cette théorie pour trouver les 
différentes régions de l'image. L'idée générale est de modéliser les pixels par les nœuds 
de ce graphe et les caractéristiques (distance, similarité, ... ) reliant ces pixels par des 
arcs. Parmi les méthodes clés impliquées, on trouve la méthode de coupe minimale 
normalisée du graphe (NCUT) [621[64], et la méthode de flux (MCL) [19]. 
2.1.1.1 Segmentation par coupe normalisée (NCUT) 
Dans la segmentation par coupe normalisée, l'image est considérée comme un 
graphe pondéré complet non-orienté G = (V, E) avec V l'ensemble des nœuds et E 
l'ensemble des arcs reliant ces nœuds. La segmentation d'une image revient à par-
titionner le graphe correspondant en réalisant des coupures qui minimisent un cer-
tain critère (coût minimal). Plus précisémen~, les pixels dans l'image sont considérés 
comme des nœuds avec des arcs reliant ces différents pixels. La matrice de poids W 
est construite tel que n(i,j) est le poids entre le pixel i et le pixel j. Le graphe est 
ainsi coupé en deux sous-graphes A et B où 
AU B = G et An B = 0 
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La coupure normalisée (NCUT), pour le problème de définition d'une partition 
de Ven deux clusters A et B, s'écrit: 
CUT(A, B) CUT(A, B) 
NCUT(A, B) = ASSOC(A, V) + ASSOC(B, V) (2.1) 
Avec, ASSOC(A, V) est définie plus précisément comme étant la somme des mesures 
des arcs entre les nœuds du cluster A et tous les autres nœuds de V (les nœuds de A 
inclus par conséquent). 
ASSOC(A, V) = L L nij (2.2) 
iEA JEV 
et CUT(A, B) est définie comme étant la somme des mesures des arcs reliant les 
nœuds de A et B, ou encore la somme des mesures des arcs que l'on erilèverait si on 
devait séparer les deux clusters A et B. 
CUT(A, B) = L L nij (2.3) 
iEA jE{V-A} 
Cette définiton normalisée de lii. coupure à été largement discuté dans l'article [641. 
2.1.1.2 Algorithme FH (Felzenszwalb et Huttenlocher) 
Les auteurs dans [221 se servent d'une approche basée sur les graphes pour seg-
menter une image. Ils considèrent un graphe non orienté G = (V, E) avec Vi EV, 
l'ensemble des éléments (nœuds) à segmenter, et (Vi, Vj) E E les paires des nœuds 
voisins (arcs). Chaque arc (Vi,Vj) E E a un poids non-négatif qui lui correspond 
W((Vi' Vj)) mesurant la dissimilarité entre les nœuds voisins Vi et Vj. Dans le cas d'une 
segmentation d'images les élé!llents dans V sont les pixels de l'image et le poids d'un 
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arc est une mesure de dissimilarité entres les deux pixels connectés par cet arc (i.e., 
la différence en intensité, couleur, texture ou autre attribut local). 
Dans cette approche, une segmentation S est la partition de V en plusieurs com-
posantes (ou régions) telle que chaque région CES correspond à une composante 
connectée dans le graphe G' = (V, E'), où E' ç E. 
Le but de cette approche est d'avoir des éléments beaucoup plus similaires dans 
une même région et plus différents s'ils appartiennent à des régions différentes. Cela 
signifie que les arcs entre deux nœuds dans la même région devraient être relativement 
de faibles poids, et les arcs entre les nœuds de différentes composantes devraient avoir 
des poids forts. 
Les auteurs de cette approche ont défini un prédicat D, pour évaluer s'il y a, ou 
non, une frontière évidente entre deux régions dans la segmentation. Ce prédicat est 
basé sur une mesure de la similarité entre les éléments le long de la frontière sépa-
rant deux régions relativement à une mesure de dissimilarité entre des pixels voisins 
dans chacune de ces régions. Ce prédicat compare la différence inter-composantes 
(inter-régions) à la différence intra-composantes (à l'intérieur de chaque région) en 
respectant certaines caractéristiques locales des données. 
La différence interne d'une composante C ç V est définie comme le poids le plus 
fort dans l'arbre de recouvrement minimal MST(C, E) : 
Int(C) = max w(e). 
eEMST(C,E) 
(2.4) 
Une autre différence entre deux composantes Cl et C2 ç V, est aussi considérée pour 
être le poids le plus faible de l'arc connectant ces deux composantes, c'est: 
(2.5) 
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Le prédicat D, se défini comme suit: 
(2.6) 
Où la différence interne minimal MI nt, est défini comme, 
Le seuil T contrôle le degré pour lequel la similarité intra-régions doit être grande 
que la similarité inter-régions, dans l'ordre que la frontière entre ces deux régions soit 
évidente (D est vrai). Pour plus détails voir l'article [22]. 
2.1.2 Approches frontières 
Les approches frontières font partie des méthodes les plus classiques en segmen-
tation d'images. Ce type d'approches consiste à extraire des primitives définies par 
les lignes de discontinuité séparants les régions qui ne diffèrent entre elles que par 
leurs niveaux de couleur ou par leurs textures. Pratiquement, il s'agit de mettre en 
évidence les zones de transition et de détecter les différentes frontières qui séparent 
les régions dans une image. Les approches frontières elles même, peuvent être classées 
en plusieurs catégories [12]. On peut distinguer normalement les modèles dérivatifs 
[16]1381144], surfaciques [281[31] et variationnelles [2011611[45]. 
2.1.3 Approches régions 
Les approches régions sont des techniques de segmentation qui consistent à iden-
tifier et à localiser les ensembles connexes de pixels. Autrement-dit, contrairement 
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aux approches frontières qui recherchent des dissimilarités, les approches régions re-
cherchent plutôt la similarité. Ces approches produisent des régions fermées. Les ap-
proches régions peuvent être classées en trois types de méthodes : 
2.1.3.1 Les méthodes de classification 
Ces méthodes ont pour but de partitionner l'image en plusieurs classes. Chaque 
pixel est attribué à une et une seule classe. Les méthodes de classification sont sépa-
rées en : 
1. Méthodes probabilistes, parmi celles ci, on trouve les méthodes de mélange de 
lois [15][8][9], Markovienne [26], les machines à vecteurs de support [69]. 
2. Méthodes déterministes: On trouve dans ce type de méthodes les réseaux de 
neurones [501[32], k-moyennes [17][54][35], c-moyennes floues [25][30][1], mean-
shift [14]. 
Algorithme de segmentation basé sur le Mean-Shift 
A l'origine, le Mean-shift (proposé par Fukunaga en 1975) est une procédure itérative 
(non-paramétrique) d'ascension de gradient, utilisée pour estimer les modes (i.e., le 
maximum local) d'une densité de probabilité associée à une distribution de points. 
Cette procédure a été utilisée pour la première fois en 1997 dans le cadre de la 
segmentation d'images par comaniciu et al. [14]. Dans cette application du Mean-
shift à la segmentation, le nuage de points considéré est l'ensemble des vecteurs à 
cinq dimensions indépendantes (2 pour la position et 3 dimensions pour la couleur) 
associées à chaque pixel de l'image. 
Le principe de la segmentation par Mean-shift consiste à trouver pour chacun de ses 
pixels, son mode ou maximum local le plus proche. Plus précisément, cette procédure 
consiste pour chaque pixel p : 
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1. à chercher l'ensemble E des points qui sont dans son voisinage. 
2. à déplacer p par une translation qui le conduira vers l'isobarycentre de l'en-
semble E. 
3. à réitérer le processus depuis l'étape 1 jusqu'à convergence. 
Les déplacements successifs vers l'isobarycentre font converger le pixel p vers les 
zones de fortes densités, i.e., le mode. La classification ou la segmentation finale de 
l'ensemble des pixels de l'image est ensuite obtenue en regroupant dans une même 
classe tous les points ayant convergé vers le même mode. 
2.1.3.2 Méthodes de type croissance de régions 
Ces méthodes consistent à faire croître chaque région autour d'un pixel de départ 
appelé un germe. Les régions sont créées les unes après les autres suivant deux phases: 
La phase d'initialisation est la phase du choix d'un nouveau germe. La phase itérative 
dans laquelle les pixels voisins sont agrégés au germe selon un critère d'homogénéité 
jusqu'à convergence [701[29][12]. 
2.1.3.3 Méthode de type division-fusion 
Ces méthodes consistent à découper (division) itérativement l'image jusqu'à l'ob-
tention de blocs homogènes selon un critère donné. Puis regrouper les blocs voisins de 
sorte que le bloc résultant respecte un critère d'homogénéité. Ces méthodes peuvent 
faire appel à la théorie des graphes, au partitionnement de Voronoï[12J, à une struc-
ture de données de type arbre quaternaire [67][60] ou aux approches pyramidales [43]. 
Remarque: 
Une différence entre la première méthode et les deux dernières, vient du fait que si par 
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exemple, un objet existe en plusieurs endroits séparés dans l'image, il seront identifiés 
comme des objets différents par les deux dernières méthodes, tandis qu'il peuvent 
faire part d'un autre objet ayant les mêmes caractéristiques (classe) dans le cas d'une 
segmentation par la première méthode. 
Chapitre 3 
Segmentation Bayesienne non 
. ,. 
superVIsee 
Dans une image réelle, les pixels voisins ont souvent un niveau de gris similaire. 
Dans un cadre probabiliste, une telle régularité peut être modélisée par les champs 
de Markov et être utilisée avec succès dans l'analyse d'image, la vision par ordinateur 
[26][27][33]159] et plus généralement pour tout problème inverse mal posés dans un 
cadre Bayesien. 
3.1 Rappel sur les champs de Markov en imagerie 
3.1.1 Notions de systèmes de voisinage et cliques 
Définir un champ de Markov ou un champ de Gibbs revient à introduire quelques 
notions de la théorie des graphes. Nous allons limiter notre étude à décrire quelques 
notions fondamentales dans le cadre du traitement et l'analyse d'images. Dans celui-
ci, l'image, peut être considérée comme une grille bidimensionnelle de sites (ou pixels) 
S = [1, m] x [1, n], dans laquelle chaque site SES peut être défini soit par: 
13 
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- Sa coordonnée {(i,j), i=1, ... ,m, j=1, ... ,n} 
- Son numéro d'ordre S = {SI, S2, ... , SN}, N = n x m est le cardinal de S. 
La connexion des sites des plus proches voisins sur cette grille S, peut être modélisée 
par un graphe non orienté G = {S, V(S)}, où V(S) = {vs(S); SES} est appelé 





Vs E S, S ~ vs(S) 
et 
V{S, t} eS, sE Vt(S) -. tE vs(S) 
(3.1) . 
Un sous ensemble c de S est appelé une clique relative au système de voisinage V 
'{ :3s ES: c = {S} 
ou 
V{s, tre c, tE vs(S) 
(3.2) 
Le sous ensemble c est un singleton et les parties de S sont les éléments voisins deux 
à deux. 
On utilise très souvent la relation des 4-plus proches voisins, ou celles des 8-plus 
proches voisins dans le cas bidimensionnelle (cf. figure 3.1). A partir des systèmes de 
voisinage, on peut décrire les graphes de voisinage reliant simplement deux sites S et 
t si ils sont voisins. Un exemple de cliques est donné à la figure 3.2. 
CHAPITRE 3. SEGMENTATIONBAYESIENNE NON SUPERVISÉE 15 
4-voisins B-voisins 
FIG. 3.1 - Relation de voisinage 2D 
-1 Il.~''''' •• :I/\ 
Clique 4-v Clique 8-v 
FIG. 3.2 - Exemple de cliques pour les relations des 4 ou 8 plus proches voisins 
3.1.2 Champs de Markov et distribution de Gibbs 
Étant donné un ensemble S fini de sites, on s'intéresse à des ensembles {xs; SES} 
de variables indexées par les éléments de S prenant ses valeurs dans l'ensemble 
lE = {el, ... , ed. Dans le cas de la segmentation d'images; k est le nombre de classes 
et lE l'ensemble des étiquettes possibles avec n = lE x lE, ... x lE, l'espace des configu-
rations possibles (fini dans notre cas). 
3.1.2.1 Champ de Markov 
'-v-" 
N 
On défini un champ aléatoire X assimilé au vecteur aléatoire {Xs; SES} indexé 
par les éléments de S comme étant un champ Markovien sur un graphe {S, v(S)} si 
et seulement si il vérifie 
CHAPITRE 3. SEGMENTATION BAYESIENNE NON SUPERVISÉE 16 
(i) Vx E lE, Px(x) > 0 (contrainte de positivité) 
(ii) Vs E S, Vx E lE, alors 
(3.3) 
la propriété 3.3 est appelée propriété de Markoviennité, qui dit que le changement 
d'état apporté à un site est entièrement dépendant de l'état de ses pixels voisins. Nous 
pouvons constater que l'intérêt porté aux champs de Markov réside essentiellement 
dans la notion de la localité (voisinage le plus proche) [52][49]. 
3.1.2.2 Champ de Gibbs 
On dit aussi que X, champ de Gibbs sur un graphe de voisinage {S, v(S)}, est la 
distribution statistique Px(X) donnée par: 
1 U(x) 
Vx E lE, Px(x) = Z exp[-----;y-l (3.4) 
où 
~ U(x) 
Z = ~ exp[-----;y-l (3.5) 
xEIE 
Z est une constante de normalisation appelée fonction de partition et U (x) est la 
fonction d'énergie : 
U(x) = L l/;,(x) (3.6) 
cEG 
l/;,(x) est appelée la fonction de potentiels sur les cliques du graphe {S, v(S)} et 
C, l'ensemble des cliques défini sur notre voisinage. 
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3.1.2.3 Théorème de Hammersley-ClifIord 
Le théorème de Hammersley-Clifford [31 établit qu'un champ de Markov est un 
champ de Gibbs, étant considéré que le premier se caractérise par sa propriété locale 
et le deuxième par sa propriété globale. 
3.2 Estimation Bayesienne des paramètres 
Une modélisation probabiliste pour le problème de la segmentation consiste donc 
à [74] : 
1. définir un champs de Gibbs Px(x) pour les étiquettes x. 
2. construire un modèle de formation de l'image. 
Dans cette étape on se pose la question: Que devrait être l'image y étant donné 
les étiquettes x? Mathématiquement c'est la loi statistique de y étant donné x 
ou pYlx(ylx). 
A partir des étapes 1 et 2, on obtient un modèle conjoint pour le couple (x, y) : 
(3.7) 
3. Estimation des paramètres : pratiquement dans les applications réelles, les pa-
ramètres sont souvent inconnus. Il faut donc les estimer à partir de l'image 
observée. D'un point de vue statistique, le problème d'estimer les paramètres 
de la loi pYlx(ylx) est équivalent au problème de l'estimation des paramètres 
d'un mélange de distributions. Si nous avons une réalisation du champ des éti-
quettes (une réalisation de X est connue), la tâche est alors relativement facile, 
CHAPITRE 3. SEGMENTATION BAYESIENNE NON SUPERVISÉE 18 
il existe plusieurs méthodes standards telle que la méthode du maximum de 
vraisemblance (MV) sur les données complètes. 
3.2.1 Estimation MV des données complètes 
Étant donné un champ d'étiquettes X = (Xl, X2,"" XN) connu et un champ des 
observations Y = (Yl , Yi, .. . ,YN ) (N étant le nombre de pixels de l'image) comme 
variables aléatoires indépendantes et régies par une loi statistique PYlw y (yl<py) du 
paramètres <Py. Soit y = (y!, Y2,"" YN), une configuration particulière de Y. L'esti-
mation de <Py au sens du MV consiste à trouver le paramètre <Py tel que 
Loi gaussienne : 
Lorsque PYlwy (YI<py) est une loi gaussienne N(y; <Py) de paramètre <Py 
(moyenne et variance), l'estimateur MV des données complètes s'ecrit 
1 N 
ÎiMV = N I:Yi 
1=1 
N ~2 1 ~( 
()MV = N _ 1 L..J Yi 
i=1 
-- )2 tLMV 




Dans les applications réelles, nous deyons estimer les paramètres à partir des 
données non-étiquetées (une réalisation de X est inconnue). Plusieurs méthodes ont 
été proposées pour résoudre ce problème, EM (Expectation-Maximisation) [15], sa 
version stochastique le SEM, et l'EeI (Estimation Conditionnelle Itérative) [55]. 
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3.2.3 Algorithme EM 
L'algorithme EM [2] est un algorithme itératif très utilisé pour la recherche des 
paramètres au sens du maXimUlll de vraisemblance sur des données incomplètes. L'as-
tuce de l'EM est de ne pas maximiser la fonction de vniisemblance intractable mais 
une fonction plus simple définie par la densité des données complètes; PZI<I>y (zl<py), 
avec Z = (X, Y) (Y est la variable cachée). Chaque itération de l'EM est composée 
de deux étapes, la première est l'étape de calcul d'espérance et la deuxième est l'étape 
de maximisation des données estimées. 
- Étape E (Estimation) 
On calcule la fonction Q(<py, <Ptl) 
Q(<py, <Ptl) ~ E[lnPzl<I>y(zl<py)ly, <p~ll 
- Étape M (Maximisation) 
On détermine Q[P+ll qui maximise Q( <Py, <Ptl) 
Q[P+ll = arg max Q(<p <p[Pl) 
<I> y, y 
3.2.4 Algorithme SEM 
(3.11) 
(3.12) 
L'algorithme SEM (Stochastique EM) a pour but de déterminer les composants 
d'un mélange de probabilité, ainsi que le nombre lui-même de ces composantes, par 
une approche d'apprentissage probabiliste. Contrairement à l'algorithme EM l'algo-
rithme SEM réduit le risque de tomber dans un minimum local de l'énergie de vrai-
semblance [24]. A cette fin les auteurs de cet algorithme ont proposé d'intercaler une 
étape stochastique de classification entre les étape E et M. Il s'agit d'un étiquetage 
des pixels selon leur distribution conditionnelle courante. 
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3.2.5 L'algorithme ECI 
Contrairement aux algorithmes précédents qui sont des algorithmes locaux, l'al-
gorithme ECI [551 est un algorithme Markovien d'estimation des paramètres dans le 
cas de données cachées. Soient X et Y deux champs aléatoires dont la loi conjointe· 
dépend d'un paramètre <Py, et soit ~y = ~(X, Y) un estimateur MV de celui-ci 
défini à partir des données complètes. Le champ X étant non-observable, l'idée de 
l'ECI est d'approximer ~y(X, Y) au sens de l'erreur quadratique moyenne par l'es-
pérance conditionnelle. Or, l'espérance conditionnelle de ~y dépend du paramètre 
<Py. Ainsi, pour calculer E[~y(X, Y) IY]' l'approche itérative suivante a été proposée: 
~[p+I] = E[~y(X, Y)IY = y] avec E l'espérance conditionnelle relative au paramètre 
~~] obtenu à l'itération p. La procédure itérative ECI se définit comme suit 
l. Initialiser le vecteur de paramètres ~~O]. 
2. Calculer en chaque itération ~~+I] à partir de ~~] et Y = Y par: 
(3.13) 
x 
Lorsque Ep[~y(X, Y)IY = y] n'est pas explicitement calculable, mais la simulation 
des réalisations de X selon la loi a posteriori est possible, on utilise l'approximation 
(3.14) 
Où XiI], ... , x ln] sont les n simulations des réalisations de X selon la distribution a 
posteriori PxlY,<I> (xly, ~[Pl). 
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o Algorithme : Estimation Conditionnelle Itérative (ECI) 
1 <îllol Vecteur de paramètre initial 
• Calculer (î;~+ll à partir de (î;~l 
1. Simulation de n réalisations (x[ll, ... ,x[nl ) de X selon la distribution a posteriori 
PXly,<I>(xly, (î;~l) grâce à l'échantillonneur de Gibbs et sur la base de (î;~l. 
2. On utilise les estimateurs MV des données complètes sur ces différentes images 
segmentées x[il et on calcule (î;~+ll par la relation 
(î;~+ll = ~[(î;y(x[ll,y) + ... + (î;y(x[nl,y)] 
3. Si (î;~+ll ~ (î;~l p <- (p + 1) retourner à (1) 
TAB. 3.1 - Algorithme Bel 
3.2.6 L'algorithme des K-moyennes 
L'algorithme des k-moyennes [39] est une méthode de classification automatique 
qui a pour objectif de partitionner l'espace des attributs en K classes. Le principe 
consiste à partir d'une partition initiale, d'améliorer itérativement la partition de l'es-
pace en minimisant la variance intraclasse (i.e., la dispersion entre les classes). L'al-
gorithme des k-moyennes est nécessaire comme étape d'initialisation des algorithmes 
(EM, SEM, ECI). Ces algorithmes convergent d'autant plus vite que l'initialisation 
des paramètres est proche des valeurs recherchées. La répartition des différents attri-
buts Xl dans les différents regroupements est effectuée de façon à minimis~r un indice 
de dispersion. Cet indice de dispersion s'écrit: 
K 
J = L L IXl- cil 2 (3.15) 
i=l XlEC; 
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avec Ci le centre du regroupement Ci et la deuxième sommation se fait sur tous 
les attributs Xl appartenant à ce regroupement. 
L'algorithme ainsi défini converge vers un minimum local, qui se traduit par une 
partition de l'espace des données en des classes séparées par des hyperplans et réalise 
une tesselation de Voronoï basée sur les noyaux des clusters. La qualité de la solution 
ainsi trouvée dépend des noyaux initiaux. De plus la sensibilité de l'algorithme à 
l'initialisation est d'autant plus grande que la dimensionnalité des données est grande 
[6]. 
3.3 Estimation du champ d'étiquettes 
Segmenter une image revient â estimer un ensemble de variables aléatoires X 
cachées, à partir d'observation Y = y. Ainsi, le problème est de déterminer une esti-
mation xE 0 de X à partir de y, obtenue par l'optimisation d'un critère. Dans le cas 
d'une segmentation Bayesienne l'estimateur Bayesien est alors obtenu en minimisant 
l'espérance d'une fonction de coût conditionnellement aux observations: 
X = arg minE[C(X,x)IY = y] (3.19) 
x 
où X est un vecteur aléatoire représentant la solution exacte et C(X, x) représente 
le coût de choisir X alors que la solution exacte est X. A chaque fonction de coût 
corre,spond ainsi un estimateur Bayesien. On fait référence, entre autre, l'estimateur 
du maximum a posteriori (MAP) et l'estimateur du mode des marginales a posteriori 
(MPM). 
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o Algorithme: k-moyennes 
1 . 
1. On choisit les K premiers attributs comme étant les K centres (c~ll , .. : ,c~l) des 
K regroupements 
(3.16) 
2. A l'itération k, on associe l'attribut x/, (1 S l S M) au regroupement Ci (noté 
CFl) si : 
Ilxl - cflll < Ilxl - crlll Vj =1 i (3.17) 
En fait, on associe l'attribut Xl au regroupement dont le centre lui est le plus 
proche. 
En. cas d'égalité, on associe Xl arbitrairement au regroupement i ouj. 
3. CFl correspond au regroupement i constitué à l'itération p après l'étape 2. 
On détermine le nouveau centre de chaque~regroupement par: 
(3.18) 
Avec Ni le nombre d'attributs de CFl. 
4. Si les centres des regroupements à l'itération p sont les mêmes que ceux obtenus 
à l'itération précédente, alors les regroupements constitués à l'itération pet (p-1) 
sont identiques et l'algorithme a convergé, sinon on retourne à l'étape 2. 
Si c[P+ll = c[Pl Vi fin de l'algorithme sinon on retourne en 2 .. 2 , 
TAB. 3.2 - Algorithme des k-moyennes 
3.3.1 Estimateur du MAP 
Le MAP est associé à la fonction de coût suivante: 
C(X, x) = 1 - 8x (x) (3.20) 
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Où 8x (x) est la masse de Dirac en X définie par 8(xs,xt) = 0 pour Xs =f. Xt et 
8(xs , Xt) = 1 pour Xs = Xt. Cette fonction de coüt est sévère, car elle pénalise toute 
différence entre deux configurations de manière identique. L'équation (3.19) devient: 
XMAP = arg minxU:=x'EEC(X,x').PxlY(x'ly)} 




L'estimation au sens du MAP, revient donc à maximiser la probabilité a posteriori. 
L'existence de solution pour cette maximisation ne fait aucun doute, puisque l'espace 
de configuration est fini. Malgré cela, elle ne peut pas être réalisée directement car 
cet espace de configuration est trop grand. Par exemple pour une image de 256 x 256 
pixels avec des étiquettes binaires pour xs, le calcul direct nécessite le calcul de 2256x256 
probabilités différentes. Malgré tout, l'un des intérêts de ce critère est qu'on peut lui 
appliquer la règle de Bayes, ce qui donne après simplification : 
(3.22) 
Si on note pYlx(ylx) fà exp { - V(x, y)}, et en vertu du théorème de Hammersley-
Clifford, X est un champ de Markov et suit une loi de Gibbs: 
1 
Px(x) = Z exp{-U(x)} 
avec U(x), somme des potentiels locaux sur les cliques cE C, nous avons: 
1 
arg m;x{ Z exp { -U(x)}. exp{ - V(x, y)}} 
1 
= arg max{ - exp -(U(x) + V(x, y))} 
x Z 
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La recherche d'un tel minimum est~'ensuite un problème classique d'optimisation 
combinatoire. L'utilisation des méthodes classiques n'est pas possible à cause de la 
non-convexité de la fonction d'énergie. L'idée de la solution vient de la physique 
statistique. En 1953, Metropolis et al. ont proposé une simulation Monte-Carlo pour 
trouver les états d'équilibres des systèmes thermodynamiques. Dans les années 80, 
Kirkpatrick et al. ont montré l'analogie entre la minimisation d'une fonction non-
convexe et l'état d'équilibre des systèmes thermodynamiques. Ils ont fait l'analogie 
entre l'état d'équilibre d'un système thermodynamique et une fonction de coût à 
minimiser avec exécution de l'algorithme de Metropolis en utilisant une séquence 
de températures décroissant lentement. Ils ont appelé ce nouvel algorithme le recuit 
simulé [34]. 
Malheureusement les algorithmes de recuit simulé, malgré qu'ils assurent de trou-
ver un minimum global, sont gourmands en temps de calculs. Pour palier cet incon-
vénient, d'autres types d'algorithmes déterministes, dont l'algorithme lCM (Iterated 
Condition al Modes) ont été proposés. 
3.3.2 Recuit Simulé (RS) 
Cet algorithme stochastique repose sur l'idée de l'association d'une procédure 
de Monte Carlo d'échantillonnage (algorithme de Metropolis ou échantillonneur de 
Gibbs) à un schéma de refroidissement en température [48]. Dans notre contexte, le 
but est de trouver la configuration XMAP qui maximise la probabilité PXIY(xly). 
D'un point de vue pratique, le choix du mode de décroissement de la température 
vers ° est très important et peut s'avérer délicat [651. Les meilleurs résultats sont 
obtenus avec un mode de convergence assez lent vers 0 et si le nombre d'itérations 
tends vers l'infini. Ceci permet dans une grande mesure d'atteindre le minimum global 
de la fonction d'énergie. On peut remarquer que si la température est très élevée, 
l'énergie peut avoir des accroissements importants, ce qui permet de sortir des faux 
CHAPITRE 3. SEGMENTATION BAYESIENNE NON SUPERVISÉE 26 
minimums. Pour que le RS puisse atteindre le vrai minimum global de la fonction 
d'énergie, il faut que les conditions de convergence que soit la décroissance de la 
température ou le nombre fini d'itérations soient respectées. 
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o Algorithme: Recuit Simulé 
Ta Température initiale 
Tmin Température finale 
x[a] Configuration initiale 
F(.) Fonction décroissante de la température 
• Tt- Ta 
• Calcul de x[k+l] à partir de x[k] 
1. On balaie l'ensemble des sites s (peu importe l'ordre) et : 
• En chaque site s, on calcule pXs/xvs ,Ys(xsl"7s, YsY) pour chacune des 
classes possibles: 
• On tire l'une des classes Xs selon les probabilités d'appartenance pXs/XV.,Ys 
définie précédemment. 
x[k+l] t- x 
2. Faire décroître la température T[k+l] = F(T[k]) et incrémente l'itération 
k=k+1. 
3. Retour en 1. jusqu'à la satisfaction d'un critère d'arrêt. Généralement: 
si n 2 Tmin retour en 1. 
TAB. 3.3 - Algorithme RB 
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3.3.3 Iterated Conditional Modes (ICM) 
'L'lCM [4J a été proposé comme une méthode itérative qui permet d'obtenir une 
solution approximative de l'estimateur MAP. C'est un algorithme déterministe néces-
sitant une bonne initialisation. L'lCM est une version du RS avec une température 
nulle (T=O). Contrairement au RS qui visite plusieurs puits (minimums) d'énergie 
puis se stabilise dans l'un d'eux, L'lCM converge vers le premier minimum local ren-
contré. Il est sensible à l'initialisation de départ et au mode de balayage de l'image. , 
Il peut converger plus rapidement au minimum global lorsqu'il dispose d'une bonne 
configuration initiale (Le., assez proche de la configuration optimale). 
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D Algorithme: Iterated Conditional Modes (ICM) 
1 X-[O] Configuration initiale 
• Initialisation: on choisit une configuration initial X-[O] , aussi proche que possible 
de la configuration optimale. On peut prendre par exemple une segmentation au 
sens du MV: 
~[Ol . 
X s ' = arg maxxs {Py•ix• (Yslx s)} (Vs E S) 
• Calcul de X-~k+l] à partir de X-1k} : 
x...- X-[k] 
L On balaie l'ensemble des sites s (selon une stratégie de visite de sites) et : 
• En chaque site s, on calcule px.lxvs,y.(xsl1Js, Ys) pour chacune 
des classes possibles 
• On sélectionne la classe Xs qui correspond à la probabilité maximale. 
2. Retour en L jusqu'à la réalisation d'un critère d'arrêt. Généralement: 
. ~[k+l] "" ~[k~ SI X s 7-' X s . k ...-k + 1 et retour en 1. 
TAB. 3.4 - Algorithme leM 
Chapitre 4 
Segmentation d'images par 
partitionnement de graphes 
4.1 Introduction 
L'algorithme de segmentation proposé dans ce mémoire est hiérarchique avec deux 
niveaux d'abstraction. Dans un premier temps, celui-ci est basé sur une segmentation 
Markovienne non-supervisée dont les paramètres sont estimés automatiquement grâce 
à la procédure stochastique ECI décrite dans le chapitre 3. Ce processus de segmen-
tation s'effectue au niveau du pixel et permet de construire des régions cohérentes au 
sens des niveaux de gris. Dans cette segmentation Markovienne au sens des niveaux 
de gris, l'image est en fait modelisée par un graphe où les différents pixels sont les 
nœuds de ce graphe et les nœuds sont connectés à leurs 4 plus proches pixels voisins. 
Dans un second temps, une segmentation au sens de la texture consistera à fusion-
ner ensemble certaines régions (obtenues précédemment). Dans ce but, une analyse de 
graphe permettra de réduire le nombre de régions et d'avoir des régions plus grandes, 
disjointes qui représentent les objets discernables de l'image à segmenter. Cette fusion 
de régions sera fondée sur la ressemblance texturale de ces régions. 
30 
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Plus précisément comme nous l'avons dit dans le paragraphe précédent, on doit 
l , 
tout d'abord segmenter l'image en niveaux de gris. Ce processus sera effectué par 
une segmentation Markovienne qui génèrera une première carte de régions que nous 
appellerons R, homogène au sens des niveaux de gris. Cette carte de segmentation 
est sur-segmentée, c'est-à-dire qu'elle présente de nombreuses régions parfois non si-
gnificatives (les différents objets de la scène sont en fait divisés en plusieurs zones 
homogènes au sens des niveaux de gris). Dans le but d'avoir une segmentation au 
sens de la texture, où les régions de segmentation représenteraient réellement des ob-
jets élémentaires connexes (parties significatives de l'images) qui composent l'image 
originale, une procédure de fusion de régions est ensuite proposée. 
Les algorithmes de regroupement de régions adjacentes doivent utiliser des cri-
tères de regroupement (de régions) qui sont fondés sur des distances de similarité 
entre régions pour pouvoir distinguer entre les différentes textures de l'image. Avant 
de procéder à la fusion, on privilégie tout d'abord l'absorption des petites régions (i.e., 
celles dont la taille (notée r) est inférieure à la taille du plus petit objet structurant 
que l'on désire discerner dans l'image) par les grandes régions. Cette opération d'ab-
sorption est contrôlée par une simple technique de filtrage de telle sorte que chaque 
petite région sera absorbée par la région avec laquelle celle-ci est la plus connectée. 
Nous utiliserons deux méthodes pour le regroupement des régions. La première 
méthode (chapitre 5) consiste à utiliser le partitionnement par les vecteurs propres 
[71]. La deuxième méthode est la méthode de flux ou Markov Clustering (MCL) 
développée par Stijn Van Dangen dans le cadre du partitionnement de graphes de 
grandes tailles [19]. Cette méthode sera présentée au chapitre ?? 
Dans ces deux méthodes, un graphe de régions est modélisé par un graphe d'adja-
cence de régions, associé à une matrice d'adjacence qui sera ensuite analysée. Analyser 
un graphe d'adjacence de régions revient à comparer ces régions adjacentes deux à 
deux pour décider d'un éventuel regroupement en une seule. A cet effet nous évaluons 
le degré de similarité entre elles. La décision est fondée sur la comparaison des degrés 
de similarité et sera mesurée grâce à des mesures de ressemblance entre imagettes qui 
CII.-UJITflE -1. 8EGMENT~TI()N DL\IAGE8 rAnrAflTITIONNE\IENT DE Gn.~rlIE():32 
spnlllt d{'critPs dans ln section -1.-1.2. 
Ca) (b) 
(d) (c) 
FIG. -1.1 - Diagramme ghlh,ü df' l'aigoritillne IHoPO:';(' : (a) imagp en coull"m, (b) 
inwgl" l''n niwallX dl" gTis. (c) sl"gml"nt.<1tion au sens dt's lIivemlx de gris (IC:\L 29 
régions) ; (d) carte et gnlphe de r{·gions. (1") fusion de n;gions a1l SI"ll5 dl" hl textlll'E' (6 
régions) . 
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4.2 Notions de base sur les graphes 
Un graphe est un objet mathématique constitué d'un ensemble V de noeuds et 
d'un ensemble E d'arcs reliant certain de ces nœuds. Les graphes sont donc parti-
culièrement adaptés à la représentation de relations entre des éléments d'une image 
(i.e., les régions en niveaux de gris, en couleurs ou en textures d'une image). 
Un graphe G peut être écrit par la relation G = {V, E} dans laquelle chaque arête 
peut être représentée par une paire de nœuds. Un graphe est souvent dessiné comme ( 
un ensemble de points connectés par des arcs (cf. figure 4.2). 
- Graphe orienté : C'est un graphe dans lequel les arcs (a, b) et (b, a) sont 
distincts. Dans ce type de graphe, les arcs sont des flèches indiquant leur orien-
tation. 
- Graphe non orienté: C'est un graphe dans lequel il n'y a pas de distinction 
entres les arcs (a, b) et (b, a). 
- Graphe pondéré: C'est un graphe dans lequel des poids sont associés aux 
arcs. 
- Deux nœuds sont appelés connectés, s'il existe une séquence d'arcs, dont l'un 
de ces deux nœuds est l'extrémité initiale et l'autre est l'extrémité finale de 
cette séquence. 
- Graphe connecté: C'est un graphe ou toutes les paires de nœuds sont connec-
tés. 
- Chaque graphe se compose d'un ensemble de composants connectés disjoints 
G = {VI, V2,···, Vn; El, E2 , ... , En}, ou {Vi, EJ sont tous les {sous-graphes 
connectés }. 
4.3 Modélisation d'images par un graphe 
Une image est une population d'entités organisées selon une certaine géométrie. 
Il est particulièrement intéressant de modéliser cette population à l'aide d'un graphe. 
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FIG. 4.2 - Graphe non-orienté (à gauche) et graphe orienté (à droite) 
Dans [62] Shi et Malik considèrent la segmentation d'images comme un processus 
de regroupement de ces entités. Ce regroupement lui-même est considéré comme un 
problème de partitionnement d'un graphe ou les noeuds (entités) peuvent être des 
pixels, des segments, des contours, des régions, etc., et les arcs pondérés correspondent 
aux degrés de similarité en intensité, couleur ou texture de ces différentes entités. 
Il est utile de comprendre qu'un graphe pondéré peut être aussi représenté par une 
matrice carrée (cf. figure 4.3). Dans cette matrice il y a une rangé i et une colonne 
j pour chaque noeud. Le (i, j)ième élément de la matrice représente le poids de l'arc 
entre le noeud i et le noeud j. 
4.4 Construction de graphe de régions 
Comme nous l'avons déjà dit, l'image est segmentée au sens des niveaux de gris, en 
premier lieu, par une approche Markovienne. L'image ainsi obtenue est sur-segmentée 
(i.e., sur-divisée) et ne définie pas toujours les frontières réelles qui séparent les objets 
élémentaires de l'image originale. Dans le but d'avoir une carte de segmentation qui 
représente ces différentes entités texturales de la scène, l'image sur-segmentée est 
convertie en une carte de régions R. Cette dernière est ensuite modélisée par un graphe 
d'adjacence de régions dans lequel chaque noeud représente une région et chaque arc 
est représenté par un poids qui mesurera une mesure de similarité texturale entre deux 
régions. Nous pouvons nous servir des termes utilisés dans la thèse de P. Colantani 
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, (b) (c) 
FIG. 4.3 - (a) Graphe non-orienté pondéré, (b) Graphe partitionné en deux sous-
graphes disjoints, (c) Matrice d'affinité bloc-diagonalisée 
[13] pour associer une valuation à chaque noeud et une pondération à chaque arc. Dans 
notre cas de segmentation d'images couleurs, la valuation est la couleur moyenne des 
pixels d'une région, et la pondération se calculera par la distance entre les couleurs 
moyennes des régions adjacentes. Le choix de la distance sera détaillé en section 4.4.2. 
Pour caractériser la ressemblance entre les différentes régions connexes (de la carte 
de régions R), on estimera pour chaque région une distance qui mesurera la ressem-
blance de sa texture avec celles de ses voisines. Plus précisément ce calcul sera fait 
, 
pour chaque imagette (de taille 5 x 5 par exemple) à l'intérieur de chaque région. Afin 
de rendre plus robuste ce calcul et prendr~ en compte la diversité texturale qui existe 
au sein d'une même texture, on retiendra les huit mesures les plus similaires (i.e., les 
plus petites). Par sommation des distances calculées entre ces (huit) mesures calculées 
sur ces huit paires d'imagettes, on en déduira les relations en termes de distances entre 
les régions. Cette interaction inter-régions est modélisée mathématiquement par un 
graphe d'adjacence de régions (GAR) où les nœuds sont des régions et les arcs sont les 
distances entre régions. Lorsque les distances entre plusieurs régions sont relativement 
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petites ou nulles, elles peuvent être fusionnée afin de ne former qu'une seule région 
cohérente au sens de la texture. Cette fusion est réalisée grâce à l'analyse de la théorie 
des graphes qui permet le partitionnement de graphe en plusieurs sous-graphes. 
Algorithmiquement, soit R la carte de régions obtenue par la sur-segmentation 
rCM, de longueur L et largeur W et comportant un nombre de régions noté Nr . 
Soit une imagette F de taille M2 (M est un nombre entier impair inférieur à L et 
à W) appelée fenêtre de recherche. (cf. figure 4.4 (c,d,e)). La fenêtre de recherche F 
est centrée sur une petite imagette Pp, de taille N 2 (N est un nombre entier impair 
inférieur à M) et centrée sur le pixel p. On réalise un déplacement à recouvrement 
dans l'imagette F, par une fenêtre Gq de même taille que Pp, centrée sur le pixel q. 
Les distances de similarité entre l'imagette Pp ~t chaque imagette Gq sont ensuite 
calculées pour tout pixels p et q n'appartenant pas à la même région mais à deux 
régions voisines. 
Une fois que toutes les distances entre l'imagette Pp et toutes les imagettes Gq 
nécessaires pour le déplacement complet de la grande imagette F sont calculées puis 
triées en ordre croissant, on retient que les Z (Z = 8 dans la pratique) premières dis-
tances les plus petites (correspondant aux imagettes Gq les plus similaires à l'imagette 
Pp). 
Par l'itération du même processus sur tout l'espace de la carte de régions R, on 
peut aussi calculer les distances totales entre les différentes régions deux à deux. 
À partir des données précédentes (distances entre les imagettes), on peut calculer 
les distances pondérées (voir section 4.4.2) entre les régions et construire notre graphe 
ainsi que la matrice d'adjacence associée. 
4.4.1 Distance de similarité entre deux régions 
La distance entre deux imagettes Pp et Gq est calculée à partir des composantes 
colorimétriques des pixels contenues dans ces deux imagettes. Le choix de l'espace 







FIc. -lA - (il) Image originalf'. (b) cartf> df> n'gio!ls n. (c),(d),(p) parCOtIrS df' hl 
cartp n de gaucllf> Ù droitE" df> haut Pll lJa.s (M = 15, N = 5). (0 l'<"gions fllsionnc'es 
(sPgl1lf>l1tatioll Y011111f'). 
dp b ("oulpur dans la segnlf>lJ tat" ion cl 'image.; cou}pur l'estf' toujours 11n ddit. En f'fff't; 
il f'xiste p1usip1\l's f'spacps <If> ('01l1('urs pt allCUll d'f'utre P1L'.': TI ·pst. optimal pour }p 
prolMlllP dp la sf'gnwntatioll. Lf's pspacps clf' coulf'Ufs lps plus utilis('s sont RV B pt 
YUV mais ces f'SJMCPS Ilf> sont pit.S llnifoflllPS dll points df' YllP pf'rcept,llf'l (i,e .. (]PIlX 
('oulpurs qui sont prochf's dans respacp df's coulf'lll's r ëlll sens df' la dist anef' f'uclidif'nlle 
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le plus souvent], peuvent paraître assez différents pour l'oeil). Par contre dans l'espace 
LAB, deux couleurs proches en distance le sont aussi pour l'oeil. Un autre avantage 
de cette représentation est qu'elle permet une séparation de l'information couleur en 
un canal de luminosité L' et deux canaux chromatiques a et b. Pour plus de détail 
sur les couleurs, voir [21] et [561. 
Dans notre cas, nous avons pensé combiner l'utilisation de ces six espaces de 
couleurs; RV B, H SV, LUV, YI Q, XY Z et L * ab pour bénéficier de leurs avantages 
de représentation et d'utiliser le maximum d'informations possibles. 
4.4.2 Choix de la distance 
Le choix de la métrique pour mesurer la similarité texturale entre imagettes est 
important. Afin de mieux percevoir les couleurs, plusieurs techniques de calcul de 
distance ont été proposées par Helmholtz (1896), Shrodinger (1920), Stiles (1946) et 
plus récemment par Vos and Walraven (1972). Des études de colorimétrie ont montré 
que pour tenir compte de la réalité visuelle on devait munir l'espace des couleurs d'une 
distance Riemannienne. Cette métrique Riemannienne est approchée par la distance 
Euclidienne [201[18][721. 
Dans notre cas, la distance d(Fp , Gq ) entre deux imagettes Fp et Gq est définie par 
la relation 
(4.1) 
Avec /-lpi (/-lqi) la valeur moyenne de la composantes colorimétrique Ci associée à 
l'imagette Fp (respectivement Gq ), Ne est le nombre de composantes colorimétriques 
utilisées et (J est un paramètre d'échelle qui permettra de différencier peu ou beaucoup 
chacune de ces différentes distances. Nous prendrons 6 espaces couleurs (RVB, HSV, 
XYZ, LUV, YIQ et LAB) et donc Ne = 3 X 6 = 18 composantes colorimétriques 
associées à la valeur moyenne respectivement de la composante R, V, B, H, S, V, X, 
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Y, Z, L, U, V, Y, I, Q, L, A, B. 
Finalement la distance dr e.ntre deux régions quelconques ri et rj est ensuite donnée 
par l'équation suivante 
Vrh,rj) = I:il LL W[d(Fp , Gq )] 
pEri qErj 
Où 1.1 est le cardinal d'une région (ici on divise par Iri 1 pour favoriser la fusion 
des petites régions ri par une région plus grande rj), p et q sont des pixels, w[.] 
l'opérateur qui calculera la moyenne des huit distances d(Fp , Cq ) les plus petites. Le 
graphe déduit par le calcul de toutes les distances entre les différentes régions est un 
graphe orienté noté è r (èr(ri,rj) i èr(rj, ri)). Le graphe non orienté noté (Gr) que 




Les expériences montrent que l'équation 4.3 permet d'augmenter la qualité de la 
segmentation par rapport à l'équation 4.4. L'interprétation derrière ça, est que nous 
nous intéressons à favoriser la liaison maximale entre deux régions peu importe la 
direction entre ces deux régions, et pas la liaison moyenne qui peut s'affaiblir si l'une 
des direction a un faible poids (au voisinage de zéro par exemple). Prenons l'exemple 
suivant: èr(rl, r2) = 0.9 et è r(r2' rI) = 0.2, Alors, on préfère prendre Gr(rl' r2) = 0.9 
(Eq. (4.3)) plutôt que de prendre Gr(rl, r2) = 0.55 (Eq.(4.4)). 
Chapitre 5 
Méthodes de partitionnement du 
graphe de régions 
5.1 Introduction 
Nous allons décrire les méthodes permettant de fusionner les K régions ri (i = 
1, ... , K) de la carte de sur-segmentation R (définie dans le chapitre 4) afin d'obtenir 
une autre carte R' de L régions r~ (j = 1, ... , L et K > L). Chacune de ces L régions 
est appelée un cluster, cette nomination est utilisée pour rester dans le contexte du 
partitionnement de graphe de petits clusters en un nombre réduit de grands clusters. 
La segmentation par coupe de graphe est une approche intéressante et décrite en 
[71][621[63J qui postule que 
- Chaque région ri est considérée comme un nœud dans le graphe. 
- La similarité entre deux régions est représentée par le poids de l'arc reliant ces 
deux régions. 
- La segmentation est réalisée en coupant certains arcs dans le graphe pour former 
des clusters disjoints. 
40 
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Les poids intra-clusters (forts) sont fortement comparables par rapport aux poids 
inter-clusters (quasiment nuls). Comme résultat, le problème de la segmentation 
d'images devient un problème du partitionnement de graphe en clusters. Mathémati-
quement, nous pouvons représenter une image (dans notre cas une carte de K régions) 
par une matrice K x K, appelée matrice de similarité ou matrice d'affinité dont les 
coefficients Aij sont donnés par : 
(5.1) 
Où dr(ri, rj) est définie par l'équation (4.2). Aij indique la similarité entre les 
deux régions ri et rj' Étant donné une telle matrice, le problème de la segmentation 
se réduit à savoir si on peut bloc-diagonaliser cette matrice d'affinité par l'utilisation 
de la méthode des vecteurs propres ou si on on peut décomposer le graphe original 
en sous-graphes disjoints par la méthode de flux (MCL). 
5.2 Bloc-diagonalisation de la matrice d'affinité par 
les vecteurs propres 
Comme solution [71], si nous changeons les rangs et les colonnes de la matrice A 
(changer l'ordre) nous pouvons former des blocs (clusters) dans la matrice d'affinité 
(cf. figure 5.1). Nous introduisons une nouvelles variable de poids pour chaque cluster 
de composantes W n , 
Wnl 
W n = 
Wn 2 (5.2) 
Où Wni signifie le poids de la iième région associée au nième cluster. C'est-à-dire, 
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plus le poids est fort, plus l'association est forte. Habituellement, un tel vecteur de 
poids est normalisé, c'est-à-dire que nous avons: 
(5.3) 
En utilisant cette indication de variable de poids, le problème de bloc-diagonalisation 
peut être formulé par un problème de programmation linéaire, c'est-à-dire: 
* TA wn = max wn W n , sujet à W;:' Wn = 1 (5.4) 
Wn 
Pour résoudre ce problème d'optimisation, nous utilisons le Lagrangian 
(5.5) 
Par différenciation et en laissant tomber les facteurs des deux cotés de l'équation, 
Nous aurons : 
Aw~ = ÀW~ (5.6) 
Ce qui signifie que la solution w~ est un vecteur propre de la matrice d'affinité A. 
Donc, cette approche propose une solution très intéressante à notre problème. 
Numériquement cette méthode consiste à effectuer la décomposition de la matrice 
A en valeurs propres, puis identifier les C plus grandes valeurs propres Àc, c = 1, ... ,C, 
et trouver les vecteurs propres correspondants ec , c = 1, ... , C. Ici, ec révèle l'identité 
de chaque région pour le dème cluster, puisque si la valeur eCi tends vers zéro, la 
ëème région n'appartient pas au cième cluster, tandis que si cette valeur est grande 
(supérieure à un seuil), la région appartient à ce duster. 
CII.4.PITI?E O. MÉTIIODES DE PAI?TITIONNEMENT DU GR4.PIIE DE I?ÉGIONS-B 
(b) (c) 
FIG. :).1- (a) EllsemlJle de donnres. (1,) mntrice de sillülm·it,{', (c) matrice de similarit,r 
aprf:s n'orgëmisat.ioll des lignes et des colonnes de la matrice (b). la matrice ((") est. 
bloc-diagonale compos('e de trois hlocs ë)pp<U"l"nts. 
0.8 0.8 0.8 
0.6 0.6 
- 2 0.6 
- 6 • 11 ],4 
-
-8 9 
-0.4 5 0.4 • - 0.4 • 13 • 1 3 
- 4 7 10 
0.2 0.2 0.2 • 
12 
0 0 0 2 6 10 14 2 6 10 14 2 6 10 14 
FIG. 3.2 - Les trois wct,ellfS propres correspondants aux trois pIns grandes valeurs 
propres (les Hxes des ë)bsc-isses c-orrl"spoIldl"llt. aux donn{'es (nulllrros dl" rrgions) et Il"s 
axl"S des ordonnées correspondent ê)1IX valeurs des vecteurs propres) dl" la matrice de 
similaritr de rf'nsf'mlJlf' <ll"S donw'f's de la figurl" :).1. Ll"S r('gions -L :). G. ï et 8 drfinÏl"s 
pm If' 1 cr Yl"ct,l"ur proprl" app;-îltil"ll11l"llt. a\1 1er dus ter. lf's r('gions 1. 2. :3 f't 9 drfinif's 
pm If' 2 ièmp wcte1lr propre ;-)ppartif'llnent, à1l 2i<'ml' dllst.f'r et. lf'S rrgions ln. 11. 12. 1:3 
f't 1-1 drfinif's pnr le 3iime ,"ect,eur propre appart.jl"llnent au 3i1me cllIstf'L 
5.3 Segmentation par la méthode de flux (MeL) 
Une Hutre mét.hode pour le regroupement <il"S régions (rune cane sur-seqmcntér. est 
dNTÎtl" pal' l"algoritlmlf' \1CL (.\larkoy ClllstNing) dh'f']oPP<: par S/,i:jn Van Don,(wn 
CIIAPITflE,). MÉTlIODES DE PAflTITIONNEMENT DU GR~PlIE DE flÉGIONS-±-± 
o Algorithme: Segment.Mion peU" les wct.eurs propres 
1 Entrée: M :\Iat.ricf' df' similarit.i' des ri'giolls, sf'uil s 
l. Calc1\ler lf's WCt.f'lll"S f't If's n1]eurs propn~s df' la matrief' M. 
:2. Répéter 
• Pl"f'IHIl"f' le "f'ctf'ln proprf' COlTf'Spondant il la plus grêUlde VêÙellr 
proprf' qui lù~St. pas ellcorf' t.rait.i'f': !1lf't t·rf' A 7.h·o tont.es les cOmpOSi-Ult.f'S 
cOITespondantes e1UX {'lhuents qui ont. Nf' <ViA pmt.itionni's, et seuiller les 
composantes restant.es pOlir dhenniner quel dhnent. appart.ient élU dllst.er en 
toms. Le se1\il s est. clJoisi d';)Yallce . 
• Si t.ous les i'li'ments ont t·ous C()]UP th, , il y a Ull nombre SllffiSi:1llt. de dllsters 
Jusqu'à A.yoir un J)(llllbre suffisan t de groupes. 
T.<-\ D. :).1 A.l.qorithme de la s etjmerdation ]la.,. les verfe1t:rs rirop"'cs 
FIG. 5.:3 - Sf'g11lPnt.at.ioll par la m{~t.hodf' des vecteurs propres El G E~ : df' gauchI" à 
droit.e, image origillalf', lC:\L cont.ours IC:\l, ElGE)J (s=O.-± en haut. et. 8=0.8 en bas), 
cont.ours ElGL\", inl<1ge originale m"f'C" contours EIGE)J. 
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[191 dans le cadre du partitionnement de graphes de grandes tailles. La technique de 
partitionnement par le MCL repose sur une idée simple: un parcours aléatoire d'une 
partie dense d'un graphe a peu de risque de quitter cette partie dense avant d'avoir 
visité un bon nombre de sommets. Plutôt que de simuler des marches aléatoires, 
l'algorithme propose d'étudier le flux du graphe en se basant sur un processus de 
Markov. La matrice de transition est successivement élevée à la puissance e (simulant 
e marches) puis normalisée. L'algorithme proposé converge vers un point fixe ou vers 
un état récurrent. Les composantes connexes du graphe induit par la matrice finale 
sont les groupement de la partition (cf. figure 5.4). 
FIG. 5.4 - Partitionnement successif du graphe par MCL (source [191) 
Soit M la matrice d'adjacence du graphe G = (V, E), e le facteur d'expansion 
et r le facteur d'inflation. Les différentes étapes de l'algorithme MCL sont décrites 
ci-dessous: 
M est élevée à la puissance e (généralement fixé à 2). 
Chaque élément de la matrice (poids) est élevé à la puissance r (à régler). 
ClI.-lPITflE 5. MÉTHODES DE F-lflTITIONNEMENT DU GRAPHE DE RÉGION8-l6 
- Cïulqlle poids est enslIite di"is<' Pit}" le poids totrll de la ligne (normalisat.ion). 
- L' .. tlgorithlllf' est rht.é'ré tant <1u'<1.lICl1n point fixe 011 rrat récl\lH'ut n'ait Nr 
rH. t.pi Il t . 
FIG. ,).0 - Segllwlltatiol1 pm ~1C'L : df' gam·llf' .. l droüe. image originale, IC'~L como1ll'S 
le\1, \ICL (ell haut r = l.l, au milif'u r = 1.2 et r = 1. 26 f'Il ba,s), cOIltours \1C'1. image 
originalf' i1\'(><: con t.ours \1 CL. 
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o Algorithme: Markov Clustering (MCL) 
Entré: Graphe de régions G = (V, E), paramètre d'expansion e, paramètre 
d'inflation r. 
LM {::: M(G). Matrice d'affinitée associé à G 
2. TantQue M n'est pas un point fixe 
• M {::: Me 
PourTout u E V 
Pour Tout V E V 
fin 
Pour Tout v E V 
M {::: Muy 




3. H {::: graphe induit par les entrées non-nules de M 
4. G {::: groupes induits par les composantes connexes de H 
TAB. 5.2 - Algorithme de segmentation par MeL 
Chapitre 6 
Re-segmentation 
Il est parfois difficile d'éviter le phénomène de la sur-segmentation (i.e., trop de 
régions dans la segmentation finale) en utilisant les méthodes de partitionnement de 
graphes contrôlées par des paramètres d'ajustement. En effet il n'est pas toujours 
possible de trouver les paramètres optimaux quand ces derniers existent. 
Dans nos deux méthodes de regroupement des régions par partitionnement de 
graphes, la précision de la segmentation de l'image est reliée à quelques paramètres 
ajustables, le premier est le seuil s utilisé dans la méthode des vecteurs propres et le 
deuxième est le paramètre d'inflation r utilisé dans la méthode MCL. 
Par exemple sur la figure 6.1, quand r = 1.5, on obtient un !J1odèle presque exact 
de la carte de régions initiale, comportant une centaine de détails (figure 6.1 (c)), et à 
l'inverse, pour une valeur plus petite de r, l'image segmentée se résumera à quelques 
régions seulement (figure 6.1 (d)). 
Quand on ne dispose pas d'un à priori sur le nombre ou la taille probable des 
différents objets à délimiter, nous proposons une autre façon de réduire le hombre 
de régions à considérer. A cet effet, une partition initiale en régions est tout d'abord 
calculée (carte R de sur-segmentation obtenue par lCM) puis son graphe d'adjacence 
(GAR) est construit, et une segmentation est obtenue en regroupant les régions de 
48 
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(a) (b) 
FIG. 6.1 - SpgnwIltatjO)} :\l('L : (a) imagt> originalp, (1)) r(~gions IC:\l, (c) MCL" =1.5' 
(d) MCL,·=1.25 
la cart.f> R pm rune <!PS deux mN.ho<lt>s disCllt(' f>S pn' c(>df'ml1lt>llt (EIGE='J OH ~lCL) 
daJ1S llll dt'lIXi('IlW t.f>lllpS . Ct> !)}'OCf>SSllS pst ainsi r{' it<'!'(> plllsif>l\l's fois. jUS(jll'Ù ln r{' i1-
lisat.ioll d'un crit,i'rt' d 'i'llTPt .. Lf> prO('f>SSllS dït('l'atioDs (i .P" rp-segmenta/ion), pst. 1'(' a-
lis(' f>1l [ilisi)]} t d(;noÎ trp lf>11 tpllwnt. Ip pal'i-llll(\trf> df' l'<"gllb.risat ion r (dans If> cas dp 
re-se.(j'mento.fio'/l, par ~lCL. voir figurf> 6.:2) ou iH·crOÎt.l'f> If' Sf>uil .5 (dans Ip cas dt" J't-
s(q1O.eutu.bon par Ips "f'ctpurs propn-'s) d(-' tt"Hf' far;on quP d 'unf' ith'i-tt.iOI1 il. Llutrp 
il n'y ait que lps rfgions les plus 11larquantPs qui Sf' dét.adlpnt de hllli'lgt". La stra-
tfgif> Nahlie pour la d('croÎssallCf> (la (TOiSSallce) du pantl11<'·t.fe dp ré·gularisat.ioll r 
(l'PSpPctiVf'l1wllt dll paramr.t.rp s) t'st dNTÎtt' par If'S (~qllat.iollS sIIi\'allt.f'S : 
{ [ -nbiter] } r = max (Jr exp Tr 1 1 (G .1 ) 
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(6.2) 









0 2 3 4 5 6 7 8 
Num. iteration (nbiter) 
FIG. 6.2 Évolution du paramètre de régularisation r, f3r = 1.4, Tr = 25 
6.1 A priori sur le nombre de régions dans la seg-
mentation finale 
Théoriquement le nombre d'itérations dépend principalement du nombre de ré-
gions produites par l'opération de re-segmentation Markovienne et de la valeur d'ar-
rivé du paramètre de régularisation r qui ne doit pas atteindre 1. Ce nombre final de 
régions (Le.) noté Nr ) sera un à priori pour notre processus de segmentation. Ainsi 
l'algorithme dépend de trois conditions pour mettre fin à son exécution, la première 
est le nombre de régions dans la segmentation finale, la deuxième est la valeur finale 
de r, et la troisième est le nombre maximal d'itérations (Le., noté nbiter max) de l'algo-
rithme (afin de ne pas sous-segmenter l'image, voir figure 6.3 (d) en haut). De ce fait 
on doit donc procéder de la manière suivante: réitérer le processus de segmentation en 
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(a) (b) (c) (d) 
FIG. 6.3 - Eff(>t du lH>In1> n' d'ith,Hions sur la sf'gnwntMion finalf' : la) imag(> originalf'. 
(1)) 1C.\1. (c) MCLnm.ter=O (1 Ü{'ration). (<1) MCLnm.ter=l (2 it{'rations). 
faisi'U1t décroître r. ,'érifier le nombre de régions produites et s'il est eucore sllpérielll' 
ù N r on continue ët l'ht,{Tf'L sinon on ëllTpt(> l'algorithme. Pratiqllf~nwnt l'algorithnw 
fini par la troisi('rne condition pour plus df' 90% df's images de la hase d'images de 
Derkf'ley (DSDD). Par f'Xf'm pIf' sur la figl\l'f' G. :3. Ullf' itc-raÜOll suffira pour segmenter 
la premi(\re imagf', tandis que pour la deuxi(\nlf' image, :2 ith,ttions sont nôc(>ss;.Ül'f's. 
CII.1J>ITRE 6. RE-SEGMENT1TION 
FIG. 6.-4 - TIe-seguH"llt<tt,ion \ICL : de gë1uche il. droite, image originale, prelllih'e 
ir,ôratioll dE' segmentation (r = 1.5). denxihne it{'ration de segmelltëuion (r = 1.3) 
Chapitre 7 
Evaluation de la segmentation 
7.1 Introduction 
La multiplicité des méthodes de segmentation d'images nécessite d'avoir un critère 
d'évaluation fiable qui permettra de mesurer le degré de confiance dans le résultat 
fourni par une méthode de segmentation. Disposer d'un critère d'évaluation de résul-
tats est nécessaire [101[53] : 
- aux chercheurs pour comparer un nouvel algorithme à ceux existant, voir !pême 
de définir d'autres algorithmes de segmentation par optimisation de critères. 
- aux utilisateurs pour choisir un algorithme et régkr ses paramètres en fonction 
du problème à résoudre. 
Cependant, il n'existe pas vraiment un critère absolu et meilleur que les autres. 
Cependant on peut utiliser le maximum de techniques d'évaluation à notre disposition 
et combiner leurs résultats [44]. 
De nombreux chercheurs se sont intéressé à ce problème [531 [75], et ont proposé 
plusieurs critères d'évaluation qui sont regroupés en deux classes principales selon que 
l'on dispose ou non d'une segmentation de référence (vérité-terrain) : Critères d'éva-
luation non-supervisée et critères d'évaluation supervisée. Nous allons nous orienter 
54 
CHAPITRE 7. EVALUATION DE LA SEGMENTATION 55 
dans ce mémoire, vers l'évaluation supervisée. 
7.2 Évaluation non-supervisée 
L'évaluation non-supervisée des résultats de segmentation, consiste à effectuer des 
mesures d'homogénéité des régions ou de contrastes entre régions, Stella et Shi dans 
[66], ont classifié ces critères en deux grandes catégories : Les critères de Contraste 
[36][12][11] et les critères d'adéquation au modèle [36][37][5]. Les premiers s'intéressent 
à la variabilité inter-régions, alors que les seconds s'intéressent à l'uniformité en in-
tensité ou en couleur à l'intérieur des régions. 
7.3 Évaluation supervisée 
L'évaluation supervisée consiste à comparer le résultat fourni par un algorithme 
avec une segmentation de référence (vérité-terrain). Cette dernière peut être une 
image de synthèse ou une image construite à la main par Ull. expert du domaine 
de l'application dans le cas d'images naturelles, en traçant des contours (par des 
médecins, des géographes, etc.), en utilisant des outils informatiques de dessin. Mal-
heureusement, l'évaluation sur images naturelles n'est pas toujours facile à effectuer, 
parce qu'il n'existe pas de solution unique à la division d'une image en régions adé-
quates, autrement-dit, la division de l'image en régions est une notion qui dépend 
absolument de l'application. On peut cependant considérer que la différence entre 
deux divisions humaines d'une même image est une question de différence de niveau 
de détails, c'est-à-dire qu'une division peut être une sur-segmentation de l'autre et 
inversement [7]. Deux manières sont envisageables pour l'évaluation d'une segmen-
tation machine par rapport à une segmentation de référence, la première manière 
consiste à utiliser les régions dont on trouve les critères GeE (Global Consistency 
Error) [42], PRl (Probabilistic Rand Index) [51], et Vol (Variation of Information) 
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[47]. Ces critères s'intéressent plus particulièrement à la comparaison des contenus 
des régions, dont le but est de rechercher la correspondance entre les pixels dans les 
segmentations à comparer. L'autre manière consiste à calculer la distance (euclidienne 
ou autre) entre les segments qui forment les frontières des régions. Nous citons ici le 
critère BDE (Boundary Displacement Error )[23]. Chacun de ces quatre critères sera 
brièvement détaillé à la section 7.5. 
7.4 Vérité-terrain 
Notre ensemble de base pour cette évaluation est la base d'images choisie parle 
groupe de Berkeley [42]. Cette base est dénommée Berkeley Segmentation Dataset 
and Benchmark (BSDB) contenant 300 images naturelles de tailles 481 x321 pixels, 
et est divisée en deux: 200 images pour ajuster les paramètres d'un algorithme de 
segmentation, et un ensemble de 100 images de test, pour évaluer sa performance. 
Ces images représentant des scènes naturelles avec au moins un objet discernable. Les 
images choisies abordent divers sujets naturels et industriels (être-humains, animaux, 
sous-marins, paysages, constructions, ... ). Chaque image est segmentée manuellement 
par plusieurs personnes (entre 4 et 7 étudiants de l'université de Berkeley) en ré-
pondant à la requête suivante : Diviser chaque image en régions, où chaque région 
représente des choses ou des parties de choses discernables dans l'image. Il est im-
portant que toutes les régions aient à peu près la même importance. Le nombre de 
régions dans chaque image est laissé à votre choix. Un nombre entre 2 et 30 semble 
raisonnable dans la plupart des cas. Pour le processus d'optimisation des méta para-
mètres de notre algorithme de segmentation, no.us avons utilisé comme référence les 
segmentations humaines "des 200 images de l'ensemble d'entraînement de la BSDB, 
les valeurs optimales des paramètres sur cette ensemble d'images ont été les suivants: 
nombre de classe (noté N cls=6), ,8r=1.4, r=30, nbiter max = 4, Nr=75. 
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FIG. 7.1 - QUf'lquE-'S imagE-'s natllfE-'lles dE-' la DSDD 
7.5 Comparaison de segmentations 
Dans Cf> projet, nous ("omp;U-OllS <jll<U1titatiwllH'llt notre lUrt.hodf> dE-' segmenta-
tion (rlppe/('e H\IC (Hiem:rr:hical Ma:rkovio.n Cl"/J"<;tt~ 1 ·in.1)) avec trois algorithmes nOIl-
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FIG. 7.2 - SegIllf'nt.at.ion hlllll;-1Ïnf' de q\lelq1\f'~ im;-lges df' 1.1 DSDD 
supervisés connus dans le milieu de l'imagerie, .\leéHl-Shift [l-!1~ \"Cuts [621, et FIl 
(Fdzens7IIald et lluttrnlocke'l') [22]. Lé) ("ompmaison E'St. bé)s<'e sur quatre nwsures qU<'ln-
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titatives de performance. L'une (EDE) est fondée sur l'appariement des frontières [23] 
et les autres sont fondées sur la différentiation entre régions dont nous proposons la 
mise en oeuvre par les critères suivants: Vol [47], GCE [42] et PRI [51]. Pour assurer 
une comparaison valide entre les différents algorithmes, nous avons suivi le même 
scénario établi par Yang [73]. Nous avons utilisé aussi toutes les 300 images (de la 
base que nous avons) normalisées afin que le plus grand côté soit égal en longueur ou 
en largeur à 32Q pixels. Les paramètres de chacun des trois algorithmes avec lesquels 
nous avons évalué l'algorithme proposé dans ce mémoire, sont fixés à leurs valeurs 
optimales (voir [73]) et/ou correspondent aux valeurs internes proposées par l'auteur. 
Dans les sections qui suivront, nous décrivons brièvement les différents critères 
utilisés pour l'évaluation. 
7.6 Critères d'évaluation s~pervisée 
7.6.1 PRI 
Ce critère compte le nombre de paires de pixels ayant les mêmes étiquettes entre 
la segmentation machine et la segmentation de référence. Si on considère un ensemble 
K de segmentation humaine (vérité-terrain) {SI, S2, ... , Sk} d'une même image X = 
{Xl, X2, ... , XN}. Soit Stest la segmentation machine à comparer avec l'ensemble éti-
queté manuellement (segmentations humaines). Nous notons par If test l'étiquette de 
Xi dans la segmentation Stest et par lfk dans la segmentation Sk. Il est supposé que 
chaque étiquette lfk peut prendre des valeurs dans Kk (i.e., nombre de classes) et 
corrélativement Stest prend des valeurs dans Ltest (étiquettes de la segmentation ma-
chine). La mesure de performance utilisée par Caroline Pantofaru et al. est le PRI. 
On juge qu'une segmentation est bonne si pour n'importe quelle paire de pixels Xi, 
Xj les étiquettes If test , If test de ces deux pixels, sont les mêmes (respectivement diffé-
rentes) dans la segmentation machine et la segmentation humaine. On considère ainsi 
le Probabilistic Rand (PR) index: 
CHAPITRE 7. EVALUATION DE LA SEGMENTATION 60 
1 PR(8 8 ) = - .,,", [I(lSte8t = lStest)p .. + I(lStest ~ lStest)(1 - p .. )] 
test, k eN 6, J 'J , r J 'J 
2 i,j;i-<.j 
(7.1) 
Avec I(vrai) = 1 et I(faux) = O. Si on note que Cij = I(lftest = lJtest) annonce le 
cas d'une paire de pixels i et j ayant la même étiquette dans la segmentation machine 
8test . Le PR index peut aussi s'écrire 
(7.2) 
Avec N est le nombre de pixels, et P;j est la probabilité de vérité-terrain pour que 
I(Li = Lj). En pratique P;j = -k "L.!(lf\ lfk), la relation moyenne d'une paire de 
pixels ayant la même étiquette parmi les segmentations humaines. 
Cette mesure peut être facilement étendue à une autre mesure, le PRI (Probabi-
listic Rand Index) qui est en fait la moyenne des PR sur toutes les segmentations 
manuelles d'une image donnée [68]. 
7.6.2 Variation de l'information (Vol) 
Contrairement au PRI qui est basé sur la relation entre les paires de pixels dans 
deux segmentations à comparer, le Vol [461[47] exprime la relation entre un point et 
son cluster. L'auteur défini la distance entre deux segmentations 81 et 82 comme 
étant la moyenne de l'entropie conditionnelle de l'une des deux segmentations étant 
donnée l'autre. Il utilise l'information mutuelle pour approximer la distance entre 
deux clusters à travers les différentes possibilités de clustering. Plus précisément, 
il mesure la quantité d'information qu'on peut gagner ou perdre si on passe d'un 
regroupement à un autre. Cette mesure est appelée variation de l'information Vol 
qui prend ses valeurs dans l'intervalle [0,00] (plus cette valeur est petite, plus cette 
mesure est bonne) : 
(7.3) 
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et H(Si) est l'entropie d'une segmentation S : 
H(S) = - LP(k)logP(k) (7.4) 
k 
Tel que: P(k) = ~, avec l est le nombre d'éléments d'une segmentation S et 
lk le nombre d'éléments dans la région k . Si les deux segmentations SI et S2 sont 
identiques, alors 1(SI, S2) = H(SI) = H(S2), ce qui veut dire que V01(SI' S2) est nul. 
Pour plus de détails, voir [46][47J. 
7.6.3 Erreur de la cohérence globale (GeE) 
L'auteur dans [42J mesure la cohérence entre deux segmentations humaines ou 
plus (cf. figure 7.2) d'une même image, et l'utilise par la suite pour comparer deux 
segmentations, l'une de référence (SI) et l'autre obtenue par une machine (S2). Cette 
mesure est basée sur deux erreurs en chaque pixel P et fournit une valeur e dans 
l'intervalle [0,1] où 0 signifie «pas d'erreur ». Si un pixel P appartient à la région 
R(SI,P) dans la segmentation SI, et à la région R(S2,P) dans la segmentation S2, la 
première erreur de R(SI,P) par rapport à R(S2,P) est 
(7.5) 
Et la deuxième erreur de R(S2,P) par rapport à R(SI,P) est 
(7.6) 
Avec \ désigne la différence ensembliste, et Ixl désigne le cardinal de l'ensemble x. 
E(SI, S2,Pi) tends vers 0 si R(SI,Pi) est un sous-ensemble de R(S2,Pi) et tends vers 
1 si l'intersection des deux régions est réduite au pixel Pi. 
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Notons que cette mesure d'erreur locale est non symétrique. Elle encode la me-
sure de ressemblance dans une seule direction. Deux façons naturelles pour combiner 
les valeurs en une mesure d'erreur pour la totalité de l'image à fin de mesurer la 
dissimilarité entre segmentation machine et segmentation de référence. 
Erreur locale de cohérence : 
(7.7) 
Erreur globale de cohérence : 
Comme LeE < GeE pour n'importe quelle deux segmentations, il est claire que 
GeE est plus sévère que LeE. Sur la figure 7.3, GeE permet une division simple 
(sous-segmentation), tandis que LeE permet une division mutuelle (mélange de sur 
et sous-segmentation) de l'image. 
(c) 
~' 1rJj ... --- -' _ ... _~_.. .............................. . 
FIG. 7.3 - Tolérance de mesures d'erreur de segmentation: (a) image originale. (b)-(d) 
trois segmentations par différents humains. (b) et (d) deux segmentations illustrant 
la division mutuelle. (c) simple division par GCE 
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7.6.4 Appariement des frontières (BDE) : 
Plusieurs mesures effectuent la comparaison des frontières entre deux segmenta-
tions ou plusieurs, et calculent quelques éléments statistiques, comme par exemple 
l'erreur moyenne de déplacement des pixels des frontières d'une segmentation par 
rapport aux pixels des frontières de l'autre segmentation [23]. Dans [42], Martin et 
al. ont proposé une solution pour l'appariement des frontières de segmentation, par 
une approximation de graphe bipartie, en calculant le pourcentage d'appariement des 
arêtes de frontières en utilisant la moyenne harmonique de la précision/rappel [57][41], 
issu du domaine de l'indexation des données [58]. 
7. 7 Vérification quantitative 
Nous avons directement utilisé le programme (code Matlab) de comparaison réalisé 
par Allen Y. Yang [73]. Le tableau 7.1 montre les résultats de comparaison effectuée 
sur les 300 images de la BD SB entre les 4 algorithmes choisis. Le PRl varie entre 0 (qui 
signifie une mauvaise segmentation) et 1 (qui signifie une segmentation de parfaite 
qualité). Vol varie entre 0 et 00, GCE entre 0 et 1, et BDE entre 0 et 00, dans ces 
derniers cas une petite mesure signifie une segmentation de meilleur qualité. 
Le tableau montre que l'algorithme proposé dans le cadre de ce mémoire, est 
beaucoup plus performant que le Mean-Shift, NCuts et FR, au sens de la moyenne 
du BDE sur l'ensemble des 300 images de la BDSB. Il est aussi meilleur que les deux 
premiers algorithmes et presque égale à FR au sens de la moyenne du PRI sur la même 
base d'images. On peut aussi interpréter le résultat en termes de la différence entre 
les quatre indices de segmentation. Les indices GCE et BDE permettent une divison 
grossière de l'image et ne· s'intéressent pas beaucoup aux détails (cf. figure 7.3(c)). 
Autrement-dit, ils s'intéressent plus particulièrement aux frontières extérieures des 
classes représentant les objets discernables de l'image à segmenter (le mauvais score 
de GCE par exemple est obtenu lorsque chaque pixel est assigné à une seule région). 
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PRI distribution BDE distribution 
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FIG. 7.4 - Distribution des différentes mesures de performance sur les 300 images de 
la base de Berkeley pour la configuration: N cls = 6 (nombre de classes), F=15x 15, 
F=5 x 5, G= 5 x 5, nbiter max = 4 avec f3r = 1.40 et Tr = 25 
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Indices de mesure 
Méthodes PR! Vol GCE BDE 
HMC[l] 0.7835 3.9900 0.2900 9.5700 
HMC[2] 0.7816 3.8700 0.3000 8.9300 
HMC[3] 0.7714 3.6000 0.2900 9.0000 
Humain 0.8754 1.1040 0.0797 4.9940 
Mean-Shift 0.7550 2.4770 0.2598 9.7001 
NCuts 0.7229 2.9329 0.2182 9.6038 
FH 0.7841 2.6647 0.1895 9.9497 
TAB. 7.1 - Mesures de performances des méthodes de segmentation. H MC[2] est l'al-
gorithme proposé avec les paramètres: N cls = 6, f3r = 1.4, Tr = 25, r = 30, nbiter max = 
4, N r = 75, pour H MC[l] , nous avons utilisé les mêmes paramètres excepté Nr , 
H MC[3] utilise la méthode des vecteurs propres avec les paramètres: Ncls = 6, f3s = 
1.0, T s = 15, r = 30, nbiter max = 4, Nr = 75 
D'après les expériences, les deux autres indices (PRI et Vol) semblent très corrélés 
avec la segmentation humaine (en termes de la perception visuelle humaine). 
7.8 Influence des paramètres 
Dans ce chapitre nous proposons d'étudier l'influence des paramètres ajust,ables 
sur les résultats de la méthode de segmentation proposée dans ce mémoire. 
7.8.1 N ombre de classes 
Choisir un nombre petit (ordre de 3 et moins) de classes (i.e., noté Ncls ) conduit 
à une sous-segmentation de certaines images, et choisir un nombre élevé (ordre de 10 
et plus) conduit à un surplus de régions dans la segmentation finale. A cet effet, nous 
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Indices de mesure 
N ombre de classes PRI Vol GCE BDE 
5 0.7712 3.4900 0.2969 10.67 
6 0.7835 3.8700 0.2900 9.5700 
7 0.7808 3.7300 0.2900 9.3600 
9 0.7790 4.0600 0.2800 10.230 
TAB. 7.2 - Effet du nombre de classes sur la segmentation 
avons fixé un nombre de classes, égale à 6 pour toutes les images de la BSDB. Nous 
avons constaté que ce nombre a participé en moyenne, à donner le meilleur score de 
l'évaluation des résultats (voir figure 7.5 et tableau 7.2). 
FIG. 7.5 - Influence du nombre de classes: à gauche 3 classes, à droite 7 classes 
7.8.2 Paramètres d'inflation du MeL 
Le paramètre d'inflation r utilisé par le MCL (chapitre 5) est très important. Ce 
paramètre a pour rôle d'élever les valeurs de la matrice de similarité de régions a 
la puissance de r, par elle même, afin d'amplifier les valeurs fortes et d'annuler les 
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valeurs faibles en ainsi de permettre aux régions de se détacher les une des autres. 
Ce processus mène à fusionner ensemble les régions reliées par des valeurs fortes 
(dans la matrice de similarité) et de séparer les régions reliées par des valeurs faibles. 
Pratiquement, la valeur initiale de ce paramètre est égale à 1.4 et la valeur finale doit 
être strictement supérieur à 1 . 
FIG. 7.6 - Influence du paramètre d'expansion r : de gauche à droite, image originale, 
MC Lr==1.2 (10 régions) , MC Lr==1.5 (17 régions) 
7.8.3 Paramètre de segmentation par les vecteurs propres 
Nous avons vu dans le chapitre 5, que les vecteurs propres de la matrice de si-
milarité des régions sont généralement creux, c'est-à-dire que les premiers vecteurs 
propres (qui correspondent aux premières plus grandes valeurs propres), contiennent 
quelques composantes significatives (indiquant les régions à fusionner) et le reste des 
composantes sont quasi-nulles. Un seuil s est utilisé pour seuiller les composantes 
significatives des composantes nulles. Dans notre algorithme, nous multiplions sim-
plement la plus grande composante de chaque vecteur propre, par une valeur réelle 
positive inférieur à 1. Le résultat de la multiplication sera considéré comme le seuil s 
de séparation. Dans le cadre des expériences effectuées sur les images de la BSDB, le 
seuil varie en moyenne entre 0.15 et 0.5. 
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FIG. 7.7 - Influence du seuil s sur la séparation des composantes des vecteurs propres: 
de gauche à droite, image originale, EIGENs=o.4 (28 régions), EIGENs=o.9 (21 ré-
gions) 
7.8.4 Taille des régions à filtrer avant de lancer le partition-
nement par graphe 
Avant de procéder à la fusion des régions par partitionnement du graphe, on 
privilégie tout d'abord l'absorption des petites régions (i.e., celles dont la taille (noté 
r) est inférieure à la taille du plus petit objet structurant que l'on désire discerner dans 
l'image) par la région adjacente avec laquelle elle est la plus connectée. Cette taille est 
considérée comme un paramètre à contrôler. L'opération de filtrage permet d'éliminer 
les petites régions non significatives et de diminuer ainsi la taille de la matrice d'affinité 
(i.e., gain dans son temps de traitement par l'algorithme de partitionnement par 
graphe). 
7.8.5 Temps de calcul 
Notre algorithme de segmentation a été implanté sur une machine de type PC avec 
un double processeur Intel cadencé de 1 GHz et doté d'une mémoire centrale de taille 
IGo. Nous avons constaté que la grande partie du temps de calcul est consommée 
durant la partie de construction du graphe d'adjacence. En moyenne, chaque image 
segmentée dans ce projet, dont la taille est de 200 x 133 pixels, nécessite environs 1 
minute et 20 secondes. Nous sommes devant un choix de compromis entre le temps 
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de calcul et la précision de la segmentation. Si nous voulons que la construction du 
graphe d'adjacence de régions soit plus rapide, nous préférerons choisir des pas de 
balayage (décrit dans le chapitre 5), plus grand, mais la segmentation sera moins 
bonne. Le calcul de la distance entre deux régions, dépend fortement du nombre de 
pixels visités, autrement dit, pour que la distance entre deux régions, soit plus précise 
il faut que tous les pixels (pas=l) interviennent dans la comparaison des imagettes. 
Chapitre 8 
Discussion et conclusion 
Dans ce mémoire, nous avons présenté une méthode originale de segmentation 
d'images couleur basée sur une sur-segmentation donnée par une segmentation Mar-
kovienne puis par une segmentation par partitionnement de graphe qui permet, d'une 
itération à l'autre, la fusion de certaines régions pour finalement représenter les dif-
, 
férents objets discernables de l'image. Néanmoins, l'algorithme proposé a quelques 
limitations en particulier dans le cas de la segmentation d'images qui contiennent des 
animaux avec une texture de camouflage. Par exemple, sur la figure 8.1, il est diffi-
cile pour l'algorithme de segmenter le crocodile de l'arrière-plan parce que les deux 
plans avant (crocodile) et arrière ont quasiment deux textures similaires, ce qui rend 
(dans une certaine mesure) la perception du crocodile très délicate même par l'oeil. 
Du point de vue algorithmique, lors de la segmentation par la méthode Markovienne 
d'une image avec présence de camouflage, les régions appartenant au premier plan et 
les régions appartenant à l'arrière plan, auront quasiment des étiquettes similaires ce 
qui mène à la confusion entre certaines régions des différents objets. 
D'autre part, puisque la segmentation Markovienne de cet algorithme s'opère pre-
mièrement sur la carte en niveaux de gris de l'image couleur, l'algorithme souffre d'un 
autre problème de confusion causé par le passage d'une image couleur à une carte en 
niveaux de gris. Ce passage est suivi dans la plupart des cas, par une perte d'informa-
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FIG. 8.1 - Effet de camouflage dan~ l'image couleur sur la segmentation 
tion. Sur la figure (8.2), l'image en couleur (à gauche) est convertie tout d'abord en 
une carte de niveaux de gris (au milieu), puis la segmentation Markovienne de cette 
carte en 5 classes, produit une carte de régions libellées en couleurs (à droite), chaque 
étiquette représente une classe. Malheureusement, comme nous le remarquons sur la 
carte de milieu, les nuances de gris des pyramides et du ciel sont presque identiques 
impliquant la même étiquette pour les régions correspondantes à la partie inférieur 
du ciel et des pyramides. Ce phénomène contredit la segmentation de l'avant-plan 
(pyramides) de l'arière-plan (ciel). Nous avons ainsi pensé à augmenter le nombre de 
classes lors de la segmentation Markovienne pour donner la chance à ces deux plans 
d'avoir des étiquettes différentes, mais malheureusement, ce n'est pas toujours le cas. 
En plus si nous choisissons un nombre élevé de classes, nous nous trouverons devant 
un autre problème qui est le surplus de régions. Ce problème est la source principale 
du gaspillage du temps durant la phase de construction du graphe d'adjacence de 
régions. En plus, la matrice de similarité de régions devient importante et sa mani-
pulation par les vecteurs propres et/ou le MCL devient très exigeante en matière de 
temps de calcul. 
Nous avons aussi constaté que le résultat de la méthode de segmentation proposée 
dans le cadre de ce projet dépend très fortement de la segmentation Markovienne 
de départ, autrement-dit, si nous arrivons à diviser les différentes classes de l'image 
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FIG. 8.2 - Problème de confusion des objets de l'image lors du passage de la base 
couleur en carte de niveaux de gris 
en régions bien séparées (pas de mélange entre les régions des différents objets de 
l'image), nous pouvons par la suite appliquer l'algorithme de regroupement de ces 
régions (MCL ou EIGEN) sans crainte (voir figure 8.3). 
Comme perspective, afin d'améliorer la qualité de la méthode de la segmentation 
proposée, nous avons pensé à plusieurs stratégies. Premièrement, nous pensons que 
la segmentation Markovienne appliquée directement sur l'image couleur permettrait 
d'améliorer la segmentation finale, parce que les régions dans ce cas de segmentation 
ne sont pas relativement mélangées au départ, ce qui permet au programme (de fusion 
des régions) de fonctionner sur une base de régions appartenant à des objets (classes) 
différentes. Deuxièmement, nous pensons aussi que l'application de la segmentation 
sur une autre base de chrominance par exemple la saturation permettrait de distinguer 
entre des régions de différentes classes (voir figure 8.4) permettant une plus grande 
facilité au niveau du regroupement des régions. Troisièmement, le réglage minutieux 
des paramètres joue aussi un rôle important dans la qualité de segmentation. Jusqu'à 
maintenant nous n'avons pas vraiment trouver les paramètres avec lesquels la qualité 
de segmentation augmente au-delà de ce que nous avons présenté dans l'évaluation. 
La re-segmentation basée sur le regroupement des régions par des méthodes de par-
titionnement de graphes est prometteuse car celle-ci agit hiérarchiquement comme le 
fait le système visuel humain. 
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FIG. 8.3 - Effet de la segmentation Markovienne sur le processus de regroupement 
de régions et la segmentation finale: (a) image originale, (b) image en niveaux de 
gris, (c) carte de segmentation Markovienne (165 régions), (d) carte de segmentation 
finale par regroupement de régions MCLNr =4 (4 régions) 
FIG. 8.4 - Segmentation sur la base chromatique de saturation: à gauche, segmenta-
tion rCM de l'image 8.2, à droite, regroupement par MCL. 
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Annexe A 
Résultats 1 
Les segmentations suivantes sont obtenues par l'algorithme proposé (Partitionne-
ment Markovien Hiérarchique ou en anglais HMC pou Hierarchical Markovian Clus-
tering) dont les paramètres sont : 
1. Nombre de classes Ncls = 6. 
2. Kombre d'itérations nbiter max = 2. 
3. sans a priori sur le nombre de régions dans la segmentation finale. 
4. Le paramètre r est constant (1.5) dans toutes les itérations. 
ANNEXE A. RÉSULTATS 1 11 
ANNEXE A. RÉSULTATS 1 III 
ANNEXE A. RÉSULTATS 1 IV 
ANNEXE A. RÉSULTATS 1 v 
Annexe B 
Résultats 2 
Les segmentations suivantes sont ohtellues par l'algorithme proposé (PQ:/tdùm.ne-
'/II,ent Ma'l'kovien lIié1'O:rchiquc 071 en anglais lIMC ]JOU lIieTO:l'chical Markovia:n ClU8-
teT'ing) dont les paramètres sont : 
1. :"Jombre de da.'iSes Nc1s = 6. 
2. :"Jolllbre d'itôrat,Ïons nbiter max = 4. 
:3. /3r = 1.4. 
4. T = 25. 
;:). sallS a 1wim'i sur le nombre de rôgions dans la segmentation finale. 
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