In recent days, the introduction of third component in conventional turbo codes proved to be effective in improving the code performance. In such third component enabled turbo codes, the parameters such as permeability and permittivity rates seems to be very static and so such codes cannot perform under different noisy environments. In this paper, an adaptive third component turbo code (A3D-TC) is proposed to solve the aforesaid drawbacks. In A3D-TC, the third component parameters are made adaptive. This is accomplished by generating a GA-based knowledge source and feeding it to feed forward neural network. The network outputs third component parameters according to the noise and signal strengths so that bit error rate at decoding section can be minimized in an effective way. Extensive experimental results prove the performance of A3D-TC over the conventional 3D-TC under various noisy environments.
A commonly used mechanism for error protection is Forward Error Correction (FEC). It also improves the consistency of transmission [13] . The incoming data split into blocks containing many bits and each possible data block is mapped to another block of n code symbols, called a codeword, which is transmitted over the channel. A code or forward error correcting (FEC) code is the set of code words, and their mapping to data blocks [4] . Convolution and block codes are the two types of FEC codes [7] where the entire data stream is converted into one single codeword in the convolution codes [11] and these codes have many vital properties such as the subsistence of efficient encoding and decoding algorithms and the remarkable performance over an additive white Gaussian noise (AWGN) channels [15] . Whereas in block codes, the data are segmented into "blocks" of data rather than applying the code to the entire data stream [7] . In block codes, by adding m redundant bits to the original data bits, k bit information transformed into an n bit codeword [22] . In communication systems, the use of forward error-correcting (FEC) codes is an integral part of ensuring reliable communication [7] . By allowing a system to operate at a lower SNR ratio these codes have become an predictable in wireless based digital communication systems [1] and also in fiber communications these codes have become a practical solution in improving system capacity [12] .
In the mid-90s, the foreword of turbo codes marked the beginning of a large number of research work addressing the analysis, design, and application of iterative decoding in digital communications [16] . Turbo codes consist of concatenation of two convolution codes [19] . Without escalating the power of a transmission the codes are used to boost available bandwidth, and to decrease the amount of power used to broadcast at a certain data rate [20] . On code performance, in knowing how closely practical codes can move toward the theoretical limits, the growth of turbo codes created a new interest [2] . Over a noisy channel, Shannon limit is the theoretical limit of maximum information transfer rate [20] Turbo codes performance is very close to the limits of reliable communication given by Shannon limit [5] . It has also been proved that mainly over low SNR domains these codes offer remarkable performances [6] . To permute the information sequence in a random fashion, the Turbo encoder includes an interleaver between two constituent recursive convolutional encoders [10] and to adapt error patterns in the received sequence decoder consists of the parallel decoders with a deinterleaver in between [18] .
RELATED WORKS
In the literature the works dealing with the plan of turbo codes are plenty in number. However, recent works related to our research are reviewed below. Branka et al. [23] discussed about the recent advances in the design and theory of turbo codes. To explain their role in turbo codes they illustrated some interleave designs. With the help of a clear formulation and simulation of the parity-check matrix of a turbo code, they linked the design with low-density parity-check (LDPC) codes. A significant performance gap between turbo codes was recognized that are decoded as LDPC codes and decoded with the turbo decoding algorithm. Therefore, it was likely related to several recent ideas on pseudocode words and linear program decoding and was determined to be as an interesting area of research. With iterative decoding in the binary erasure channel, Lee et al. [24] defined a stopping set of turbo codes. To study the Block and bit erasure probabilities of turbo codes, the stopping set was used. With iterative decoding are higher than those with maximum-likelihood decoding it was proved that the block and bit erasure probabilities of turbo codes, where in the error floor region the differences are insignificant. In other words, in the error floor region, the error floor performance of turbo codes with iterative decoding was dominated by small stopping sets and asymptotically by low weight code words.
C. Berrou et al. [25] presented a modified 3D turbo code. To obtain increased Hamming minimum distances with respect to classical turbo codes, it is designed combining the features of parallel and serial concatenation. Without using any outer block code like BCH or Reed-Solomon codes, the frame error rates was brought down to 10-7. Babich et al. [26] proposed a 3D EXIT chart analysis. This analysis is developed to forecast the iterative decoding convergence of turbo codes. In this the systematic bits were punctured periodically. It was found that the randomly punctured scheme was better than the code designed with the help of the 3D EXIT chart tool. It was also found that the performance of turbo codes closely approaches in which only the parity bits c and d are punctured.
Kim et al. [27] proposed a simple design rule. This rule was proposed for parallel concatenated Turbo codes over GF (q) with q-ary orthogonal modulation under AWGN and independent Rayleigh fading channels with coherent and noncoherent detection. This rule is different from conventional exhaustive search methods. It allows simple and systematic code designs for any value of q ≥ 2 and any constraint length larger than 2. By means of the thorough search method, the performance of their codes was almost identical to the conventional codes designed and based on the binary 3GPP Turbo code, it outperformed the BICM. Also, the designed codes perform within 0.5 to 0.9 dB of the CM channel capacities at 0.9 to 3.1 dB and 0.5 to 2.1 dB for CFSK and NFSK, respectively.
From the review it can be seen that the design of turbo codes were conducted with limitations at every instant. The introduction of third component in the conventional turbo codes seems to be very effective in improving the code performance. In order to accomplish this, post encoder, permeability rate and permutation were performed. However, the block of third component remains static for different noisy channel. Moreover, the computational complexity remains high in such deriving the third component. This is found to be the bottleneck in analyzing with 3D EXIT chart analysis as well as not flexible to q-ary orthogonal modulation. In this paper, we resolve it by introducing adaptive parameters for the third component; hence the code can be named as A3D-TC (Adaptive Third Component Turbo Codes). The proposed A3D-TC is detailed in Section 3 along with required illustrations and mathematical formulations. Subsequently, Section 4 discusses the experimental results and Section 5 concludes the paper.
THE ADAPTIVE THIRD COMPONENT TURBO CODES
Unlike existing 3D-Turbo code, the proposed A3D-TC improves the error correction capability by having the special intelligence (SI), which decides the permeability rate and permittivity rate of the third component encoder. Tuning SI requires two major steps namely (i) generating GA-based knowledge source and (ii) Knowledge feeding. Once tuning is completed, the encoder generates third component parameters dynamically according to the noise variance. The block diagram of A3D-TC encoder and decoder is given in Figure. 1.
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Figure 1: Proposed A3D-TC (i) Encoder and (ii) Decoder
The addition of special intelligence in the third component of the encoder never disturbs the conventional third component decoder [28] , which is given in Figure. 1 (ii). Here, the used special intelligence is nothing but a feed forward neural network, where the structure of neural network is given in Figure. 2. 
Knowledge Feeding
For the special intelligence, appropriate prior knowledge should be given, which we generally call it as training (or) learning. The process of prior knowledge feeding (training) includes the generation of knowledge source and then training. The major steps to be done for prior knowledge feeding is given below 
GA-based Knowledge Source
The GA-based knowledge source is mainly used in our coding system to aid in training the special intelligence. This can be accomplished by generating a precise training dataset, in which At the end of the iterations, we obtain a best set of A3D-TC parameters best X , which we use it for knowledge feeding for the corresponding  N .
IMPLEMENTATION RESULTS
The proposed A3D-TC is implemented and validated in the working platform of MATLAB (version 7.12). The experimentation is done over A3D-TC and conventional 3D-TC for various noise variances. Prior to experiment, knowledge source is developed with GA parameters Table I . Average performance is determined for every network structure and directly compared with conventional 3D-TC. From Figure. 3 and Table I , it can be seen that A3D-TC exhibits minimum BER in most of the experiments; however, A3D-TC fails at few noisy environments. However, the failure deviation of A3D-TC is very lesser than success deviation of 3D-TC. For instance, when network complexity is of 20 hidden neurons, A3D-TC achieves average BER of 0.0976, whereas 3D-TC achieves 0.0919 for noise variance 0.35. This means A3D-TC has performance deviation of -0.0057 (0.0976-0.0919; negative sign indicates failure), but for other noise variances such as 0.15, 0.25 and 0.45, the performance deviation is +0.0017, +0.0051 and +0.0119 respectively. On an average, A3D-TC achieves 0.0062 success deviation whereas 0.0057 failure deviation rather than 3D-TC. Moreover, Figure. 3 (iii) clearly illustrates that increasing network complexity i.e. increasing number of hidden neurons in the selected network will minimize the BER undoubtedly.
CONCLUSION
In this paper, A3D-TC design was proposed by including adaptiveness in conventional third component TC. 10 experiments were carried out over both the techniques by subjecting them into various noisy environments. Moreover, the influence of NN structure over the performance of A3D-TC was also analyzed by utilizing varying the size of hidden layer. The experimental results explained that A3D-TC achieves minimum BER than 3D-TC in most of the moments, and greater BER than 3D-TC at few moments. Still, it could also be obtained from the results that increasing the network complexity increases A3D-TC performance. It can be concluded that A3D-TC is performing better because of the nature of experimental results i.e. (i) achieving minimal BER when increasing network complexity and (ii) lesser failure deviation rather than success deviation.
