In this article we will discuss evidence from a number of recent neuroimaging experiments. These experiments suggest that three areas play a role in sentence comprehension: the left inferior frontal gyrus (LIFG), the left posterior superior temporal gyrus (STG), and the anterior temporal lobe (ATL). The left posterior STG appears to be important for sentential processing, since activation in this area increases as a function of the structural complexity of the sentences which must be comprehended. The LIFG, on the other hand, is activated by storage of lexical information as well as by sentential complexity. It is possible to explain a range of experimental results by hypothesizing that this area is responsible for storage of both lexical and phrasal information during comprehension. The ATL does not respond to structural complexity during sentence comprehension, but it is consistently more activated during comprehension of sentences than of word lists. On the basis of evidence which shows that the ATL is important for encoding in short-term verbal memory tasks, we suggest that it is responsible for encoding of information about words for use later in comprehension.
Accounts of garden paths and complexity in sentence comprehension frequently appeal to the limits of working memory (Gibson, 1998; Just & Carpenter, 1992) . However, to provide substance to such explanations, a fully specified working memory model is necessary. That is beyond the scope of this paper, but we will consider neuroimaging evidence suggesting that a fully specified model must be concerned with both what is stored and how it is encoded into working memory.
The evidence that we will present comes from positron emission tomography (PET) and functional magnetic resonance imaging (fMRI) studies. These techniques can image the blood flow in various anatomical structures in the brain. If blood flow in a particular brain area increases with processing demand, we can infer that the process in question depends on the cognitive function carried out in that area. The questions that we will consider are the following: 1) Are separate areas involved in storage and in processing? 2) If so, what factors are important in determining memory load on a particular working memory area? 3) If storage is separate from processing, can we identify the mechanisms which are involved in encoding relevant information into working memory?
Dissociating Sentential Working Memory and Sentential Processing
First, we will address the extent to which processing and storage can be separated. One way to demonstrate that storage during processing and the processes themselves are dissociable is to show that they are supported by different brain areas. First, we will consider evidence suggesting that sentential working memory can be localized and articulate some hypotheses based on that evidence. In the next section we will discuss an Experiment which tested these hypotheses and its results, including evidence that suggest a dissociation between storage and processing.
Frontal Lobes, Sentential Complexity and Verbal Memory
It has been generally accepted by neurologists and neurolinguists that an area in the frontal operculum, including parts of the LIFG (LIFG) is involved in language processing. There has been some disagreement about what function it serves, however. Earlier it was thought primarily to support production, while more recent theorists argue for a role in comprehension as well. Recent neuroimaging evidence has confirmed that the frontal operculum and underlying insula are important in language comprehension. Mazoyer, Tzourio, Frak, Syrota, Murayama, Levrier, Salamon, Dehaene, Cohen, & Mehler (1993) found that this area was more activated during sentence comprehension than during a neutral resting condition. Several studies have shown increasing activation in this area as sentential complexity increases. These experiments are summarized in Table 1 . The left posterior middle temporal gyrus has also been reported to become activated as sentential complexity increases (Just, Carpenter, Keller, Eddy, & Thulborn, 1996; Stowe, Wijers, Willemsen, Reuland, Paans, & Vaalburg, 1997) . We will return to this point below. Just et al. (1996) three levels of complexity not available Mazoyer et al. (1993) sentence vs. rest not available Stowe et al. (1994) three levels of complexity not available Experiment 1, this article three levels of complexity -38, 14, 12 Stowe et al., 1995 two levels of complexity -22, 26, 12 Stromswold et al. (1996) The activation of the IFG and underlying insula during sentence processing might suggest that sentence processing or, more specifically, syntactic processing is carried out in this area. However, the frontal lobe also maintains information for delayed processing (Petrides, 1996) . The involvement of the LIFG in verbal memory has been shown in blood flow change experiments on memorizing lists, maintaining lists, and recognizing items out of a recently studied list. These tasks all involve verbal working memory. The area typically activated by these tasks is the same frontal opercular area that is active in sentence processing, cf. Table 2. For purposes of comparison, we have calculated the mean stereotactic location of the maxima of the activations in these two sets of experiments. Although the lack of information for several of the sentence studies limits the accuracy of this calculation, it can be seen that the means are quite close to each other; the variability around the mean location is also similar in both sets of studies. We assume that it is not coincidental that these two tasks activate the same area. It appears that a cognitive function carried out in this area supports both tasks; it seems likely that this function is some form of working memory. Fiez et al. (1996) Maintenance -rest -59, 17, 12 Grasby et al. (1994) Correlation with list length -22, 22, 12 Paulesu et al. (1993) Verbal list -Korean alphabet list (verbal -visual memory) -34, 2, 4 -46, 2, 16 Petrides et al. (1993) Self-ordered -externally ordered -43, 12, 9 Mean maxima location -41, 11, 11
Hypotheses about the Function of the Frontal Lobe
We will articulate several hypotheses about the cognitive function carried out in this area and how it relates to activation during maintenance of lexical and sentential information. The predictions generated by these hypotheses were tested in Experiment 1. To test the hypotheses, we measured changes in regional blood flow across various processing conditions. Blood flow reflects a summing up of the workload over the entire scan.
Single Function Hypotheses
We argued that it is most parsimonious to assume that the LIFG supports a single cognitive function which is called upon by both short term memory for words and sentence comprehension. We have considered three single function hypotheses which differ in terms of information to be maintained and time of maintenance.
Unstructured Lexical Verbatim Memory As we have seen, word memory tasks activate the LIFG. Accordingly, we will first consider the hypothesis that in both verbal memory and sentence comprehension tasks, only words are maintained in the IFG. This memory representation is used during short term memory tasks but can also be accessed to support sentence processing, although the area does not actually process or represent sentential structure. However, if maintenance is indeed in a simple, unstructured passive store, it is not clear what explanation can be offered for the difference between simple and complex sentences. Therefore, this hypothesis can be rejected. As long as words are presented at the same rate, memory load should be the same, while in fact it is clear that more complex sentences cause greater activation (cf. 
Structured Lexical Verbatim Memory
An alternative is that only lexical information is maintained in this area, but words are only stored while they are needed. We assume that in sentences, words must be maintained at least until they can be converted into a phrasal representation (cf. Marcus, 1980) ; it is unnecessary to maintain them after this has occurred. Under this hypothesis, syntactic complexity affects activation in this area because it determines how many words have to be maintained and how long they have to be maintained. An extra assumption that we make here is that the process which makes use of the stored words signals when maintenance is no longer necessary.
In simple sentences, phrases are completed quickly and individual words can be dismissed, so memory load will be low for the lexical memory store. In complex sentences, phrases remain incomplete for a longer time and words therefore must be maintained longer, with greater cost to the LIFG. Word lists have the heaviest load, as there is no parsing or comprehension process to signal that they can be dismissed. Thus the store will fill to its maximum capacity. At this point, it is time to consider one central question of this section: to what extent is there an area which is involved in processing sentence structure and an area which provides a working memory which supports processing? The lexical memory proposed above supports sentence processing, but it clearly does not actually carry out the processing. This implies that there is a separate area in which phrases are constructed (and possibly also stored). In such an area, word lists should be associated with relatively little cost (activation), as they cannot be assigned a syntactic structure, while simple sentences lead to a greater amount of processing, and more complex sentences to even more processing. As noted, this pattern of activation does not necessarily suggest a processor. A working memory for phrases is also possible. The functions of other areas supporting sentence comprehension will determine which interpretation is more likely to be correct.
Complex Working Memory
To this point, we have assumed that the function of the IFG is to maintain words. However, most discussions of working memory in sentence processing assume that the sentential working memory load is determined by the complexity of the syntactic phrases which are being constructed and/or recall of earlier information to complete phrases. From this viewpoint, the LIFG may support sentence processing by maintaining phrases. However, if we assume that this area supports phrasal memory and nothing else, it is not obvious why it also appears to store lexical items (cf. Table 2 ). Therefore, we propose that the IFG supports a Complex Working Memory in which words are maintained until they can be converted into phrases and in which phrases are then stored until the larger phrase or sentence in which they are contained is completed. Marcus (1980) used such a memory buffer to explain certain constraints on syntactic structure.
Under the Complex Working Memory hypothesis, memory load in the LIFG is a combination of the number of words and phrases to be remembered and of how long they must be remembered (with activation summed over whole sentences or set of sentences). We have already discussed lexical memory load. Phrasal memory load is based on the number of phrases maintained within phrases: thus the more complex the sentence, the more load. Additionally, syntactically ambiguous sentences in which two potential sets of phrases must be maintained will have a greater cost. Memory load can thus be approximated by simply combining the weights of the Structured Lexical Verbatim Memory Load and the Sentence Structural Processing Load just described.
Combining the weights affects word lists most. Word lists are low on phrasal load, but high on lexical load. Assuming that both load factors have approximately the same weights, word lists (high lexical load, low phrasal load) will be associated with a heavier memory load than the simplest sentences which have a low phrasal load and also have a low lexical load, as words are combined immediately into phrases. However, word lists entail a smaller load than extremely complex sentences, in with a high phrasal and lexical load as words have to be held in memory for several words before phrases can be formed. The goal of the first experiment reported below was to investigate the hypotheses which we have discussed.
Experiment 1: Sources of Verbal Working Memory Load
Subjects: Twelve right-handed students (7 F, 5 M; mean age = 21.08 years) who were native speakers of Dutch served as paid subjects. All subjects had normal or corrected to normal vision and no history of neurological problems. All subjects had given informed consent under a procedure approved by the University Hospital Medical Ethics Committee before participating.
Materials:
To these predictions 2-4, we must contrast lists of sentences with several levels of syntactic complexity against a word list. Simple one clause sentences (containing no clausal embeddings or center-embedded structures, with phrases occurring in their normal order) were compared with two sorts of more complex sentences.
The complex sentence condition contained embeddings and list-like constructions (four sentences containing center embedded clauses or adjectival verb phrases, one center-embedded gapping construction, two right-branching embedded clauses plus non-canonical order (passive and object relative), and one multiple adjective noun phrase). We chose these constructions to cover a gamut of syntactic complexity, since we argue that in all these complex structures, the same working memory supports sentence processing.
The most complex sentence condition contained a category ambiguity followed by a phrase which fit with either category; the sentence remained ambiguous for at least four words. Then the structure was resolved to the nonpreferred structure. An example is Zij kunnen bakken met zulk deeg niet verplaatsen. Bakken is ambiguous between noun and verb, both of which are grammatically possible. The succeeding prepositional phrase can modify bakken in either of these meanings. Categorial ambiguities were selected, as there is reason to suspect that both structures are processed simultaneously with such ambiguities (Frazier & Rayner, 1987) . A pretest had shown which interpretation subjects typically preferred (here the verb). The ambiguity was disambiguated to the less-preferred structure (e.g. by niet verplaatsen). In terms of phrasal load, these structures are therefore quite complex, whether subjects garden-path and reanalyze or parse both structures. As blood flow reflects the summed effort across the scan, it is not particularly important which of these is the case. The structures to which the sentences were disambiguated are comparable to those used in the simple sentence list.
Word lists contained both content and function words, but were ordered so that no two contiguous words formed a phrase, which prevented successful syntactic processing. This was necessary to ensure that no phrasal memory load built up. Semantic relationships were avoided to prevent strategic semantic processing. The mix of word classes was comparable to that of the complex sentences and was obtained by creating similar sentences and then scrambling the order of the words across the entire list.
Four lists were created, each of which contained only one of these conditions. Each was presented during a separate scan. The four lists were matched on number of words, mean word length, and mean logarithmic word frequency. Sentence lists were additionally matched on rated plausibility.
Procedure:
In order to minimize movement during the experiment, head moulds were made for each subject. Subjects were placed lying with their heads in a Siemens CTI (Knoxville, Tennessee, USA) 951/31 positron emission tomography camera parallel to and centered 3 cm above the glabella-inion line. A computer screen was suspended in front of the camera above the subject's body with the center of the screen approximately 90 cm from the subjects eyes. Before the actual measurement started, a transmission scan was made in order to correct for attenuation. During the transmission scan, subjects were presented with a practice list so that they would become familiar with the procedure. Prior to each scan, 1.85 GBq H 2
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O was injected as a bolus in saline into the right brachial vein via a venous canula. Simultaneously with the injection, presentation of the sentences began. Each word was presented in the center of the computer screen for 650 msec. This speed was chosen on the basis of a pretest to ensure the comprehension of the ambiguous sentences, the most difficult condition. An asterisk appeared between sentences and words strings of a similar length to allow subjects to blink. The collection of the data started 23 seconds after list presentation began, in order to give the tracer time to reach the brain, and continued for 90 seconds. Between injections, 15 minutes were allowed for decrease of activity to background level. The order of presentation of the different lists was counterbalanced across subjects.
Data Analysis: For each scan, regional cerebral blood flow (rCBF) was estimated. The measurement of the tracer is affected by the subjects' skulls and head support. Transmission scans were used in order to correct for attenuation. Then, the data were resampled using a voxel size of 2.2 x 2.2 x 2.4 mm. In order to correct for subject movement between scans, a least mean squares algorithm (Woods, Cherry, & Mazziotta, 1992) was employed to align each subject's scans.
For further data analysis, we used the Statistical Parametric Mapping program (SPM95, developed by the Wellcome Institute of Cognitive Neurology, London, UK). In order to be able to compare data from different subjects, scans were translated into the brain atlas coordinate system of Talairach & Tournoux (1988) using linear and non-linear stereotactic normalization procedures (Friston, Ashburner, Frith, Poline, Heather, & Frackowiak, 1995a ) Then a Gaussian filter with a width of 20 mm in the x (side to side) and y (front to back) dimension and a width of 12 mm in the z (top to bottom) dimension was applied to each image. This was done since the translation into the brain atlas coordinate system does not produce perfect alignment; detection of nearly overlapping activations is maximized by the spatial smearing introduced by the filter.
A comparison of changes in rCBF between conditions was made on a voxel by voxel basis in a series of planned comparisons. An increase of rCBF is taken to reflect increased regional metabolic activity, and hence increased functional brain activity in the region, for the condition in which it occurs. Comparisons produced a Z-statistic for each voxel (Friston, Holmes, Worsley, Poline, Frith, & Frackowiak, 1995b) . The probability of the Z-score was then corrected for multiple comparisons (Friston, Worsley, Frackowiak, Mazziotta, & Evans, 1994) in a procedure similar to the Bonferroni correction. However, this correction is fairly strict and false positives at corrected P < 0.2 appear to be uncommon (EU Concerted Action on Functional Imaging, 1996); weak activations will therefore be discussed here. Additionally a statistic was calculated for the spatial extent of contiguous voxels which were activated above the threshold Z = 2.8, since a cluster of false positives is less likely than single false positives.
Three comparisons were made, which tested predictions 2 through 4 respectively. The important aspect of each of these predictions is that load increases in a predictable way across the four conditions. It is difficult to estimate the exact degree of increase that should be expected across the four conditions, as the difference in memory load is not necessarily constant between conditions. Nevertheless, a simple linear regression (with equidistant weights) based on the relative loads predicted by each hypothesis provides a first-order approximation of the increase across the conditions under a given hypothesis.
Evidence for a Frontal Complex Working Memory
First we will discuss the two analyses which tested predictions concerning the function of the left inferior frontal lobe.
Lexical Verbatim Memory The first correlation analysis was based on Prediction 2, derived from the Structured Lexical Verbatim Memory hypothesis. According to this hypothesis, Simple Sentence (= -3) < Complex Sentence (= -1) < Ambiguous/Most Complex Sentence (= 1) < Word List (= 3).
2 There were no significant activations showing this pattern. This suggests that there is no area of the brain, including the LIFG, which supports a structured lexical memory.
Complex Working Memory
The second correlational analysis tested Prediction 4, which was based on the Complex Working Memory hypothesis. According to this hypothesis, Simple Sentence (= -2) < Complex Sentence (= 0.01) = Word List (= 0.01) < Ambiguous/Most Complex Sentence (= 1.98).
3 This analysis identified an area of significant activation in the LIFG (cf. Figure 1) . This activation includes parts of Brodmann's Areas 44 and 45, as well as underlying insular cortex. The maximally activated voxel was located at -38, 14, 12 and had a Z value of 4.87, with a corrected P of 0.004. Note that this is very similar to the mean center of activation in Tables 1 and 2 . As predicted on the basis of the previous literature and on the hypothesis that the left inferior frontal lobe provides a working memory which maintains both lexical and phrasal information in memory during sentence processing, the LIFG shows increasing memory load for the combined weights of lexical and phrasal memory load 
A Separate Sentence Processing Area: Sentence Structural Processing Load
The third correlation analysis examined Prediction 3 which states that activation should increase as Sentence Structural Processing Load increases in an area which supports sentence processing. Under this hypothesis, Word List (= -3) < Simple Sentence (= -1) < Complex Sentence (= 1) < Ambiguous/Most Complex Sentence (= 3). One area showed a significant activation with this pattern (cf. Figure 2) . The activated area in this figure is in the posterior left middle temporal gyrus with an extension into the posterior superior temporal gyrus (Brodmann's Areas 21 and 22). The voxel in the activation showing the maximal activation was located at -34, -58, 4; the Z value was 4.32, which is associated with a corrected P of 0.047. This activation is similar in location to several activations in response to increasing sentential complexity reported in the literature (Just et al., 1996; Stowe et al., 1997 ). We noted above that this pattern of activation is also predicted for an area that supports phrasal working memory. However, since the LIFG appears to support phrasal memory as well as lexical memory, the attribution of processing to this area is a more plausible explanation of the activation.
Conclusion from Experiment 1
The results of Experiment 1 suggest that it is possible to dissociate processing from working memory anatomically. The left posterior temporal lobe shows an increasing activation as sentential complexity increases. The LIFG's activation is best characterized by a combination of lexical memory load and phrasal memory load. Word lists, with a high lexical, but low phrasal load, show more activation than simple sentences but less than ambiguous sentences, where two structures have to be stored for processing. We will return to the consequences of this result for models of sentence processing in the conclusion.
A Double Function Hypothesis
The hypotheses in the preceding section were based on the assumption that the LIFG supports a single cognitive function subserving working memory tasks and sentence processing. This was based on the argument that a single function is most parsimonious. However, this assumption is not necessarily correct. An alternative is that the common location of the activations for verbal memory tasks and sentence complexity manipulations is misleading. Rather than one neural network, two independent, though similar, networks in the LIFG may support memory for word lists and for sentence processing respectively. The existence of multiple memory stores is consistent with some theories of working memory in sentence processing (Caplan & Waters, 1999; Martin, 1993) , although the exact sorts of memory stores that are proposed may differ.
If there are two networks located in virtually the same area, the activation in the area will be determined jointly by the activity in the two networks, that is, activation will depend on a combination of the lexical and phrasal memory loads (cf. footnote 1). On the basis of the results of Experiment 1, we can conclude that a lexical memory network in this area cannot be an unstructured memory, however. If it were, word lists are predicted to have the least load, since the contribution of lexical memory load is constant over all conditions and only phrasal memory load changes. This pattern was tested as Structural Processing Load, and it did not produce a significant activation in the LIFG. If the lexical memory network is a structured memory, the predictions are identical to those of the Complex Working Memory hypothesis, given the same assumptions discussed in footnote 1. That pattern was found in Experiment 1 for the LIFG and can thus be explained equally well by either hypothesis.
However, the Complex Working Memory hypothesis makes an additional prediction: lexical memory and phrasal memory should share the same resource within the LIFG. That means that an increase in load for phrasal memory has effects on lexical memory, as less memory is available. Thus if these factors are orthogonally manipulated, they ought to interact. In sentences, these factors normally co-vary, since as syntax becomes more complex, lexical load and phrasal load both tend to rise. However, non-sentential lexical memory is also supported by the LIFG (cf. Table 2), so an external memory load manipulation can be used to provide the orthogonal comparison.
PREDICTION 5: COMPLEX WORKING MEMORY Lexical Load interacts with Phrasal Load
The Separate Functions hypothesis differs from the Complex Working Memory hypothesis in this respect. Since the networks are separate according to this hypothesis, lexical memory load and phrasal memory load are not competing for the same resources and thus varying phrasal load should not affect the resources available for lexical memory. This suggests that lexical memory load and syntactic load should not interact, barring ceiling effects.
4 Experiment 2 tested whether syntactic complexity interacts with extrinsic memory load in the frontal operculum or not.
PREDICTION 6: SEPARATE LEXICAL AND PHRASAL WORKING MEMORY Lexical Load does not interact with Phrasal Load

Experiment 2: Lexical Working Memory Load vs. Phrasal Memory Load
Subjects: Twelve right-handed informed volunteers (10 F, 2 M; mean age = 21.6) participated in the study. The same criteria were used as in Experiment 1.
Materials: Syntactic complexity and external memory load were orthogonally manipulated. The complex condition contained non-final embedded structures: center-embedded adverbial clauses, subject clauses, and centerembedded relative clauses modifying subject NPs or topicalized object NPs at the beginning of the main clause, all of which are more complex than single clause sentences and thus use more phrasal memory storage. An example of the relative clause on a topicalized object is De lamp die op de grond was gevallen, repareerde de monteur (lit. The lamp that on the ground was fallen repaired the mechanic). The sentences were assigned to lists matched as to sentence structure. Matching lists were then created containing simple sentences made by dividing the complex sentences into two main clauses, e.g. De lamp was op de grond gevallen. De monteur repareerde de auto (lit: The lamp has on the ground fallen. The mechanic repaired the auto.) To do so, it was necessary to add a words in some clauses, but the additional length was balanced by the deletion of complementizers, relative pronouns, and subordinating conjunctions. The complex lists and simple lists were thus matched in number of words, mean logarithmic word frequency and word length. The simple lists were also matched in sentence structure; all lists were matched in rated plausibility.
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To manipulate lexical memory load, memory sets were selected from each list. The high load set consisted of five words, the low load of one. The memory sets were comparable in mean logarithmic frequency, mean length in letters and in syllables, morphological complexity and word category. The combinations of list and load were allocated to the subjects so that subjects saw sentences and memory list only once, but across the experiment, lexical factors were matched across the four conditions. The conditions were presented in various orders so that the conditions appeared equally frequently as first, second, third, and last scan. There is thus no reason to expect confounds due to the order of conditions, lexical content of the conditions, or lexical content of the memory sets.
To force the subjects to maintain the words in working memory, they were requested to respond as soon as they saw a word from the memory set in the sentences that they were reading. The words in the five word memory sets were evenly spread over the lists. Memory targets appeared in approximately the same position in each list. The final memory target in each five-word list was the low memory load target.
Procedure:
The procedure was similar to that in Experiment 1. The words in the memory set were displayed on the monitor suspended in front of the subjects for 30 seconds before injection of the tracer. Sentences started three seconds after injection and were presented as in Experiment 1, but each word appeared for 500 msec, since this speed ensured comprehension in a pretest.
Data Analysis: The data analysis was the same as in Experiment 1.
Interactions between Working Memory Components
Virtually no mistakes were made in the recognition task.
In the rCBF data we tested for main effects of sentence complexity, of external memory load, as well as for interactions of these two factors. There was no significant main effect of sentence complexity in this experiment, as opposed to the experiments summarized in Table 1 . External lexical memory load caused a significant activation of the left extrastriate occipital lobe centering in Brodmann's Area 18; the maximally activated voxel within this region had a corrected P of 0.011, with a Z value of 4.56, located at -16, -76, 20 (cf. Figure 3) . This activation is similar to activations found in a number of experiments in which visual working memory has been manipulated, except that it is lateralized to the left (cf. Fiez, Raife, Balota, Schwarz, & Raichle, 1996 , for an overview of these results).
We performed two tests for interactions between sentential complexity and external memory load. The first was for areas in which external memory load had a more positive effect for complex sentences than for simple sentences. This showed a significant activation in the LIFG in Brodmann's Area 44 and 45 but the activation also includes large portions of the left frontal dorsolateral cortex (cf. Figure 4 ) and a significant area was also activated in the right frontal lobe. The largest maxima was, however, located in the anterior insula underlying the frontal operculum at -28, 8, 4; it had a Z value of 4.9 and a corrected P of 0.003. The spatial extent of the activation was also significant (P=.006) at the threshold Z = 3.0; the region included 473 voxels above this threshold. The form of the interaction is shown in the lower right hand corner of Figure 4 .
The opposite interaction, in which the effect of memory load is more positive for simple sentences than for complex sentences, showed a weak interaction in an area of left inferior posterior parietal lobe which was spatially contiguous to the area which showed a main effect of external memory load (cf. Figure 5 ). This interaction was not predicted by any of the hypotheses discussed above. The inferior posterior parietal activation was maximal at -8, -78, 32 with a Z value of 3.9 and a corrected probability (P) of 0.123. Although this effect is weak, the left inferior posterior parietal lobe and its right hemisphere homologue have been found in a number of studies of visual working memory (cf. Fiez et al., 1996 , for an overview). Thus it is likely that the effect reflects real differences in cognitive processing over these conditions. The form of the interaction is shown in the lower right-hand corner of Figure 5 . 
Evidence for a Single Working Memory Function in the LIFG
Experiment 2 investigated whether lexical memory and phrasal memory make use of the same working memory or different working memories by testing for an interaction of these factors. The presence of an interaction suggests very strongly that both tasks make use of the same resource. The form of the interaction is unexpected however. As can be seen in the plot in Figure 4 , the simple sentences with low memory load actually show nearly as much activation as the complex sentences with high memory load. The beginnings of an explanation can be seen in the other two effects found in this experiment. The main effect of load is seen as an activation in the left extrastriate occipital lobe. This area has frequently been activated by visual memory tasks, which suggests that subjects tended to treat the external memory task primarily as a visual rather than as a verbal memory task (Baddeley, 1986) . The weak second interaction supports this suggestion. The result consists of an extension of the main visual memory activation, suggesting that visual memory processing was extended in some of the conditions. Those conditions are precisely the ones in which the frontal lobe activation was weakest. It seems that there was a trade-off between the visual and verbal memory components during the word-monitoring task. The lexical load in the left inferior parietal lobe is apparently dependent on the extent to which the task is carried out in the frontal lobe, which in turn depends on the available resources. In the low load/simple sentence condition, the task can be partly carried out in the verbal memory system. The resources may be limited enough to suggest using more visual resources in the high load/simple sentence condition and complex sentence conditions. This leaves the question of the high load/complex sentence condition, in which verbal memory resources are clearly limited. Nevertheless, the task is apparently partly carried out in the verbal system. It seems possible that while processing complex sentences, it is more difficult to suppress the use of the verbal memory system for the secondary task. This interaction, however, clearly needs more research.
This interpretation of the data does not weaken the original conclusion however. It rather suggests that the left frontal gyrus provides a working memory resource which can store lexical information in verbal memory tasks and in sentence processing. When two concurrent tasks make use of this working memory, the resources may not be adequate, so that one of the tasks may need to be handled in another system, if available. Here, visual memory resources are available for the word-monitoring task. This implies strategic control over this memory resource, at least for tasks involving explicit word maintenance.
Encoding Verbal Information during Sentence Comprehension
Up to this point we have focused on processing vs. storage during sentence comprehension. These functions are apparently associated with the LIFG and PTL. However, several experiments have shown that a third area the anterior temporal lobe (ATL) is activated when sentences are compared with word lists (cf. Figure 6 , from Stowe, Broere, Paans, Wijers, Mulder, Vaalburg, & Zwarts' study (1999) . Several experiments with this result are summarized in Table 3 . Bottini et al (1994) Sentence -Word list -48 -10 -8 Mazoyer et al. (1993) Sentence -Rest vs. Word List -Rest ATL activation No activation Stowe et al. (1999) Sentence -Word List -50 -2 -16 Tzourio et al (1998) Sentence -Rest ATL
The most interesting point about this activation, in the current context, is that this area has not been reported in any of the experiments manipulating sentential complexity. Conversely, none of the experiments comparing sentence with word lists report a significant activation of the LIFG. This suggests that the area is involved in neither processing nor storage. We will first confirm this dissociation using data from Experiment 1, and then consider evidence suggesting that the ATL is involved in encoding information into storage.
Complexity and the Anterior Temporal Lobe
In Experiment 1, it is possible to test for areas in which all three sentence conditions showed equivalent activation and more activation than the word list condition. All sentence conditions activated lateral ATL bilaterally (cf. Figure 7 ). The maximally activated voxel within the left hemisphere was located at -40 -2 -20; the activation was significant in extent (256 voxels; P = 0.014. The homologous area in the right hemisphere was also significant in extent, including 193 voxels, giving a probability of 0.038, with the maximum voxel at 42, 8, -16. The lower right-hand corner of Figure 7 shows the relative activation of the four conditions at the maximally activated voxel in the left ATL.
It is striking how comparable the activations for simple sentences, complex sentences and syntactically ambiguous sentences are, confirming that there is no effect of syntactic complexity in this area. The dissociation between areas activated by complexity and by reading sentences vs. word lists is very interesting. Considering only the results in Table 3 , it would have been plausible to interpret the activation in the ATL as supporting syntactic or semantic processing. However, if this area were engaged in the construction of a morphosyntactic or sentential semantic representation, we would expect clear effects of structural complexity. This does not emerge. On the other hand, the cognitive process which is subserved by this area is clearly called upon more during sentence comprehension than during the processing of word lists.
Functions of the Anterior Temporal Lobe
There is evidence in the literature showing that the ATL is important for encoding into memory. Combined with evidence that anterior temporal damage leads to some decrement in sentence comprehension, this suggests that the ATL plays a role primarily in encoding verbal information into storage for later use.
Encoding for Later Retrieval from Memory. The lateral ATL is involved in encoding of verbal information for later retrieval under some circumstances. Fedio & Van Buren (1975) found that stimulating the lateral surface of the ATL while patients were presented with pictures did not interfere with naming the pictures, but later recall was impaired. Stimulation thus did not interfere with identification or word production, but did with encoding into working memory. Stimulation during maintenance caused less problems than stimulation during the encoding phase (Ojemann & Dodrill, 1985) .
Another set of data provides more problematic support for the same claim. Anterior temporal lobectomies performed on patients suffering from complex partial seizures affect some of the systems involved in recall. When normal subjects study words, delayed repetition of the word affects a negative eventrelated potential wave form, the N400, which peaks approximately 400 msec after the presentation of a word. Before lobectomy, epileptics show this pattern too, but after lobectomy in either hemisphere, this effect is decreased or absent (Rugg, Roberts, Potter, Pickles, & Nagy, 1991) . On the other hand, their recognition of repeated items is not impaired, so the actual memory is not affected. The results just discussed are found when subjects intentionally study word lists. Without intentional study, the N400 shows a repetition effect, but it disappears quite quickly. Schnyer, Allen, & Forster (1997) show that, the N400 repetition effect disappeared after several words under masked priming. With no masking, the repetition effect is diminished within six words (Karayanidis, Andrews, Ward, & McConaghy, 1991) . The N400 repetition effect is not generated in the anterior temporal lobe, as words which are repeated at a short lag show N400 priming effects even after anterior temporal lobectomy (Rugg et al., 1991) . It appears that the N400 is affected if the word is, in some sense, activated; intentional encoding into memory sets up circumstances under which the word remains activated for a longer period. This encoding is missing for the anterior temporal lobectomy patients.
Apparently, a memory encoding process which affects the availability of the word is carried out in the anterior (although not necessarily lateral) temporal lobe. This is the problematic aspect of the data. In anterior temporal lobectomies, normally medial structures are removed, such as the hippocampus and the amygdala which are known to play a role in memory. The effects just described may be due to either lateral or medial structures. The activation in Experiment 1 and that reported by Stowe et al. (1999) , on the other hand, were lateral and did not include the medial structures. Since the effects of electrical stimulation also primarily affect lateral cortex, the conclusion that the lateral cortex plays a role in memory encoding nevertheless seems reasonable.
Anterior Temporal Lobe Effects in Sentence Comprehension It has not generally been noted that lesions in the ATL lead to sentence processing deficits. However, some problems may occur. Zaidel, Zaidel, Oxbury, & Oxbury (1995) tested left and right temporal lobectomy patients on syntactically and semantically ambiguous sentences. After anterior temporal lobectomy, patients found it difficult to understand ambiguous sentences, particularly the less prominent meaning of the sentence. Left temporal lobectomy affects comprehension of syntactic ambiguities much more than right temporal lobectomy; both affect comprehension of lexical ambiguities. There are several other studies which implicate the left ATL in sentence processing. Grossman, Payer, Onishi, D'Esposito. Morrison, Sadek, & Alavi (1998) found that sentence processing impairment was correlated with hypoperfusion in the ATL and the LIFG for a group of patients suffering from frontal lobe degeneration. Dronkers, Wilkins, Van Valin, Redfern, & Jaeger (1994) showed that for a diverse group of patients who shared a deficit in morphosyntactic processing, lesions overlapped only in the anterior superior temporal gyrus, coinciding with a portion of our activation. Thus the ATL apparently plays some role in sentence processing, although it is difficult to say what exactly it does.
We suggest that sentence processing invokes encoding processes which can also be used during intentional study tasks. Lack of encoding of the relevant information into memory may account for the difficulty which anterior lobectomy patients find in interpreting the second meanings of ambiguous sentences and may affect comprehension of complex sentences as well. An observation supporting this hypothesis is that the N400 repetition effect appears to last longer while reading sentences than word lists. Van Petten, Kutas, Kluender, Mitchener, & McIsaac (1993) showed that the repetition effect remains significant even after twenty words (cf. Karayanidis et al.'s 6) . This may be longer than the repetition effect seen in unstudied word lists; however this point needs further research, as no explicit comparison has been made.
Conclusion
We have discussed a number of neuroimaging studies which show that there are three areas of cortex which are involved in sentence processing. We have shown that each of the three has a different function in sentence processing, as they respond to different variables.
Left posterior middle to superior temporal cortex shows a straightforward effect of structural complexity: it shows least activation for word lists, more for simple sentences, and increasing activation as structural complexity increases further. The best characterization of the cognitive function of this area is that it is involved in processing some aspect of sentence structure (e.g. syntactic or semantic structure).
The LIFG, on the other hand, shows increasing activation under a combination of Lexical Verbatim Memory load and Phrase Structure Memory load, as shown in Experiment 1. The hypothesis that this area maintains both lexical and phrase structure information in memory during sentence processing explains this pattern of activation. In Experiment 2, we showed that lexical memory load and phrasal memory load cause interacting effects in this area. This suggests that the memory function in this area does not consist of two separate, overlapping networks. Rather both types of representation are apparently competing for the same resources.
The third area, lateral ATL, does not respond to structural complexity at all, but it does show increased blood flow relative to word lists for all sentence types. This pattern of activation suggests that the area does not actually construct a sentential structure; otherwise, we would expect to see effects of complexity. Other evidence out of the literature suggests that this area is involved in encoding lexical information under certain circumstances. We suggest that this happens automatically during sentence processing, although it can also be used during conscious study). Damage to this area is damaged, does not cause dramatic impairment of comprehension, but when lexical information is necessary later in sentence processing there is an effect, such as when retrieving a second meaning of an ambiguous sentence (Zaidel et al., 1995) .
Although we have claimed that lexical and phrasal information are both maintained in the frontal lobes and suggested that the information is encoded via processing in the anterior lateral temporal lobes, the actual content of what is encoded and maintained remains underspecified by these results. It could be syntactic information only, alternatively it may include semantic information. It is even possible that only the identity of the lexical item or phrase is maintained and used as a pointer to some other location where more extensive information may be retrieved if necessary. These issues will need further research for clarification.
Data from the neuroimaging studies discussed here raise several issues for models of sentence comprehension. The first concerns the dissociation of processing and storage. The data discussed here suggest that processing and working memory must be distinguished from each other as separate functions. Several recent theories of comprehension assume one common resource for both (Just & Carpenter, 1992; Gibson, 1998) ; these would have to be expanded to explain the existence of a separate processing mechanism. A second issue concerns encoding; the hypothesis that the ATL is primarily active in encoding suggests that this function must also be separated from maintenance more explicitly than has been done in most theories. A lot of research remains to be done to investigate these issues. Other interpretations are available for portions of the data reported here; we feel that the hypotheses presented here represent the best explanation for the entire data set. However, the main point is that researchers who are interested in developing a neurologically plausible model of working memory and sentence processing should be able to account for the pattern of data reported here.
