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Abstract
A complete and explicit classification of all independent local conservation
laws of Maxwell’s equations in four dimensional Minkowski space is given.
Besides the elementary linear conservation laws, and the well-known quadratic
conservation laws associated to the conserved stress-energy and zilch tensors,
there are also chiral quadratic conservation laws which are associated to a new
conserved tensor. The chiral conservation laws possess odd parity under the
electric-magnetic duality transformation of Maxwell’s equations, in contrast
to the even parity of the stress-energy and zilch conservation laws. The main
result of the classification establishes that every local conservation law of
Maxwell’s equations is equivalent to a linear combination of the elementary
conservation laws, the stress-energy and zilch conservation laws, the chiral
conservation laws, and their higher order extensions obtained by replacing
the electromagnetic field tensor by its repeated Lie derivatives with respect
to the conformal Killing vectors on Minkowski space. The classification is
based on spinorial methods and provides a direct, unified characterization of
the conservation laws in terms of Killing spinors.
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I. INTRODUCTION
Conservation laws play an important role in physical field theories by determining
conserved quantities for the time evolution of the fields. For free electromagnetic fields,
Maxwell’s equations exhibit a rich structure of conservation laws. The well-known Maxwell
stress-energy tensor yields local conservation laws for energy, momentum, angular and boost
momentum [1] which arise from Killing vectors associated to the Poincare´ symmetries of
flat spacetime. In addition, because of the conformal invariance of Maxwell’s equations,
the stress-energy tensor also yields local conservation laws arising from conformal Killing
vectors associated to conformal symmetries of the spacetime. Interestingly, Maxwell’s equa-
tions possess another physically significant conserved tensor, given in its original form by
Lipkin’s “zilch” tensor [2], and subsequently generalized in Refs. [3–6]. This tensor yields
additional local conservation laws and corresponding conserved quantities arising from con-
formal Killing vectors. The physical meaning of these conserved quantities is discussed in
Ref. [7].
More recently, new conserved quantities have been found by Fushchich and Nikitin [8]
through an analysis of quadratic expressions in the electromagnetic field variables whose
integrals are constant in time on the solutions of Maxwell’s equations. These quantities
correspond to local conservation laws associated with a new conserved tensor which is in-
dependent of the stress-energy and zilch tensors. The new conserved tensor is physically
interesting since, as we point out here, it possesses odd parity, i.e. chirality, under the du-
ality transformation interchanging the electric and magnetic fields. Hence, in a remarkable
contrast to the stress-energy and zilch conservation laws, which are invariant under the du-
ality transformation, the new chiral conservation laws distinguish between pure electric and
pure magnetic fields.
All these conservation laws and underlying conserved tensors have extensions obtained
by replacing the electromagnetic fields by their repeated Lie derivatives with respect to
conformal Killing vectors. (See, e.g. Ref. [6]). The resulting set of all such higher order
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local conservation laws yields an infinite number of conserved quantities. This proliferation
of conservation laws raises the immediate questions: Do Maxwell’s equations admit any other
independent local conservation laws? Can a unified account be given of all the different local
conservation laws and associated conserved tensors?
In this paper we answer these questions by presenting a direct, unified classification
of all local conservation laws of Maxwell’s equations in flat spacetime. As a result of our
classification, we are able to show that every local conservation law which is quadratic in
the electromagnetic fields can be expressed as a linear combination of the stress-energy and
zilch conservation laws, the chiral conservation laws, and their extensions. Moreover, we
show that Maxwell’s equations have no other local conservation laws apart from elementary
ones which are linear in the electromagnetic fields.
Our method is based on the general approach described in Refs. [9–11] for constructing
local conservation laws for any field equations. In this approach, all local conservation laws
can be obtained from adjoint symmetries which are solutions of the formal adjoint equations
of the determining equations for symmetries. Ordinarily, there are additional constraint
conditions which an adjoint symmetry must satisfy in order to yield a conservation law;
however, we show that as a consequence of linearity of Maxwell’s equations these conditions
can be by-passed in the present case.
The determining equations for adjoint symmetries of Maxwell’s equations can be ele-
gantly solved by spinorial methods. The solutions are characterized in terms of symmetric
spinorial tensors, called Killing spinors, which were first used by Penrose [12] to construct
first integrals for null geodesics in black-hole spacetimes. Killing spinors also play a central
role in twistor theory as the principal parts of trace-free symmetric twistors [13]. In flat
spacetime, Killing spinors have an important factorization property in terms of twistors.
This allows for a simple classification of all adjoint symmetries, which is pivotal in our anal-
ysis of local conservation laws of Maxwell’s equations. In particular, Killing spinors lead to
a unified derivation of the stress-energy and zilch conservation laws together with the chiral
conservation laws.
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In Sec. II we establish some notation and summarize our main classification results. In
Sec. III we describe our method. We present the details of the classification analysis in
Secs. IV and V. In Sec. VI we translate between the tensor form and spinor form of our
classification results. We make some concluding remarks in Sec. VII. Throughout we use
the index notation and conventions of Ref. [13].
II. MAIN RESULTS
The free Maxwell’s equations for the electromagnetic field tensor F µν(x) = −F νµ(x) in
four dimensional Minkowski space M4 = (R4, η) are given by
∂
µ
F µν(x) = 0, ∂
µ∗F µν(x) = 0, (2.1)
where, in the standard Minkowski coordinates x
µ
, ∂µ = ∂/∂x
µ
is the coordinate derivative,
∗F µν =
1
2
ǫµνστF
στ
is the dual of F µν , ǫαβστ is the spacetime volume form, and indices are
raised and lowered using the spacetime metric ηµν and its inverse η
µν
. The structure of (2.1)
explicitly displays the symmetry of the field equations under the duality transformation
F µν → ∗F µν , ∗F µν → −F µν . (2.2)
Let Jq(F ), 0 ≤ q ≤ ∞, denote the coordinate space
Jq(F ) = {(xµ, F µν , F µν,σ1, . . . , F µν,σ1···σq)}, (2.3)
where each q-jet (x
µ
o , Foµν , Foµν,σ1 , . . . , Foµν,σ1···σq) ∈ J
q(F ) is to be identified with a spacetime
point x
µ
= x
µ
o and values of the field tensor and its derivatives at x
µ
= x
µ
o ,
Foµν,σ1···σp = ∂σ1 · · ·∂σpF µν(xo), 0 ≤ p ≤ q, (2.4)
where the notation (2.4) with p = 0 stands for Foµν = F µν(xo). Let R(F ) denote the solution
space of Maxwell’s equations, which is the subspace of J1(F ) defined by imposing the field
equations (2.1) on F µν(x). The derivatives of the field equations (2.1) up to order q define
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the q-fold prolonged solution space Rq(F ) ⊂ Jq+1(F ) associated with Maxwell’s equations.
Let Dµ be the total derivative operator
Dµ = ∂µ +
∑
q≥0
F αβ,µν1...νq∂F
αβ,ν1...νq , (2.5)
where ∂F
αβ,τ1···τr are the partial differential operators satisfying
∂F
αβ,τ1···τrF µν,σ1···σq =


δ
α
[µδ
β
ν]δ
τ1
(σ1
· · · δτrσq), if r = q,
0, if r 6= q.
(2.6)
A local conserved current of Maxwell’s equations is a vector function Ψ
µ
defined on some
Jq(F ) satisfying
DµΨ
µ = 0 on Rq(F ). (2.7)
We refer to the integer q as the order of Ψ
µ
. The conserved current (2.7) is trivial if
Ψ
µ
= DνΘ
µν
on some Rp(F ), (2.8)
where Θ
µν
= −Θνµ are some functions on Jp(F ). Two conserved currents are considered
equivalent if their difference is a trivial conserved current. We refer to the class of conserved
currents equivalent to a current Ψ
µ
as the conservation law associated with Ψ
µ
. The smallest
among the orders of these equivalent currents is called the order of the conservation law.
We now write down the stress-energy, zilch, and chiral conservation laws of Maxwell’s
equations. OnM4 let ξ
µ
be a conformal Killing vector [14] and Y
µν
= −Y νµ be a conformal
Killing-Yano tensor [15]. These are characterized, respectively, by the equations
∂
(µ
ξ
ν)
=
1
4
η
µν
∂σξ
σ
, ∂
(µ
Y
ν)α
=
1
3
η
µν
∂σY
σα
+
1
3
η
α(µ
∂σY
ν)σ
. (2.9)
The solutions are polynomials in the spacetime coordinates x
µ
,
ξ
µ
= α1
µ
+ α2
µν
xν + α3x
µ
+ α4
σ
xσx
µ −
1
2
α4
µ
x
σ
xσ, (2.10)
Y
µν
= α5
µν
+ α6
[µ
x
ν]
+ ǫ
µν
στ α7
σ
x
τ
+ α8
σ[µ
x
ν]
xσ +
1
4
α8
µν
x
σ
xσ, (2.11)
with constant coefficients
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α1
µ
, α2
µν
= −α2
νµ
, α3, α4
σ
, α5
µν
= −α5
νµ
, α6
µ
, α7
σ
, α8
µν
= −α8
νµ
. (2.12)
There are 15 linearly independent conformal Killing vectors (2.10) and 20 linearly indepen-
dent conformal Killing-Yano tensors (2.11) on M4.
The stress-energy and zilch conservation laws are, respectively, given by
Ψ
µ
T(F ; ξ) = F
µσ
F νσξ
ν −
1
4
F
νσ
F νσξ
µ
, (2.13)
Ψ
µ
Z(F ; ξ) = ∗F
µσ
(L
ξ
F νσ)ξ
ν − F µσ(L
ξ
∗F νσ)ξ
ν
, (2.14)
where
LξF αβ = ξ
σ
F αβ,σ − 2(∂[αξ
σ
)F β]σ, Lξ∗F αβ = ξ
σ∗Fαβ,σ − 2(∂[αξ
σ
)∗F β]σ (2.15)
are the standard Lie derivatives of the electromagnetic field tensor and its dual, with respect
to the vector field ξ
σ
on M4.
The chiral conservation laws are given by
Ψ
µ
V(F ; ξ, Y ) = F νσ(D
µL
ξ
F αβ)Y
νσαβ
+ 4F
[µ
σ(DνLξF αβ)Y
ν]σαβ
+
3
5
F νσ(LξF αβ)∂
µ
Y
νσαβ
+
12
5
F
[µ
σ(LξF αβ)∂νY
ν]σαβ
, (2.16)
where
Y
νσαβ
= Y
νσ
Y
αβ − Y ν[αY β]σ − 3η[ν|[αY β]τ Y
τ |σ]
+
1
2
η
ν[α
η
β]σ
Y τλY
τλ
. (2.17)
The current (2.16) is equivalent to the first order current
Ψ
µ
Vˆ
(F ; ξ, Y ) = −F νσ,
µ
(L
ξ
F αβ)Y
νσαβ − 4F νσ,τ (LξF αβ)Y
νσα[µ
η
τ ]β
−4F νσ(LξF αβ)∂τY
νσα[µ
η
τ ]β
+
3
5
F νσ(LξF αβ)∂
µ
Y
νσαβ
−
8
5
F
[µ
σ(LξF αβ)∂νY
ν]σαβ
. (2.18)
In addition to the quadratic conserved currents (2.13), (2.14), (2.16) and (2.18),
Maxwell’s equations also possess linear conserved currents given by
Ψ
µ
W(F ;W, W˜ ) =W νF
µν
+ W˜ ν∗F
µν
, (2.19)
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where the vector functions W ν(x), W˜ ν(x) satisfy the adjoint Maxwell’s equations
∂[µW ν] + ∗∂[µW˜ ν] = 0. (2.20)
The previous linear and quadratic conserved currents each have higher order extensions
given in terms of repeated Lie derivatives on the electromagnetic field tensor. Let
F
(n)
ζ µν(x) = (Lζ)
nF µν(x), (2.21)
where F µν(x) satisfies (2.1). It follows from the linearity and conformal invariance of
Maxwell’s equations (2.1) that if ζσ is a conformal Killing vector then F
(n)
ζ µν(x) satisfies
Maxwell’s equations. Consequently, the replacement of F µν(x) by F
(n)
ζ µν(x) in any con-
served current of order q produces a conserved current of order q + n, for all n ≥ 1.
Theorem 2.1. Let ξ be a conformal Killing vector (2.10) and Y be a conformal Killing-
Yano tensor (2.11), let W ν(x), W˜ ν(x) be solutions of (2.20), and define
Ψ
(n)µ
T (F ; ξ) = Ψ
µ
T(F
(n)
ξ ; ξ), (2.22)
Ψ
(n)µ
Z (F ; ξ) = Ψ
µ
Z(F
(n)
ξ ; ξ), (2.23)
Ψ
(n)µ
Vˆ
(F ; ξ, Y ) = Ψ
µ
Vˆ
(F
(n)
ξ ; ξ, Y ), (2.24)
Ψ
(n)µ
W (F ; ξ,W, W˜ ) = Ψ
µ
W(F
(n)
ξ ;W, W˜ ). (2.25)
These are non-trivial conserved currents of Maxwell’s equations (2.1) of order n, n+1, n+1,
n, respectively.
Remark : The current Ψ
(n)µ
W (F ; ξ,W, W˜ ) is equivalent to Ψ
µ
W(F ; (−Lξ)
nW, (−Lξ)
nW˜ ),
which is of order 0.
The extended currents in Theorem 2.1 can be obviously generalized using Lie derivatives
with respect to distinct conformal Killing vectors ζ1, . . . , ζn in place of a single repeated con-
formal Killing vector in (2.21). However, this generalization does not lead to any additional
independent currents.
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Theorem 2.2. Every local conservation law (2.7) of order q ≥ 0 of Maxwell’s equations
(2.1) is equivalent to a linear combination of the currents
Ψ
(n1)µ
T (F ; ξ), Ψ
(n2)µ
Z (F ; ξ), Ψ
(n3)µ
Vˆ
(F ; ξ, Y ), Ψ
µ
W(F ;W, W˜ ), (2.26)
involving a sum over conformal Killing vectors ξ and conformal Killing-Yano tensors Y for
each n1, n2, n3, with 0 ≤ n1 ≤ q, 0 ≤ n2 ≤ q − 1, 0 ≤ n3 ≤ q − 1, and solutions W, W˜ of the
adjoint Maxwell’s equations (2.20).
Through substitution of the expressions (2.10) for conformal Killing vectors ξ and (2.11)
for conformal Killing-Yano tensors Y , the currents (2.22), (2.23), (2.24) become homoge-
neous polynomials of degree 2n + 1, 2n + 2, 2n + 3 in the arbitrary constants (2.12). The
coefficient of each monomial of these constants yields a conserved current, some of which,
however, are not independent. A complete, explicit basis of independent currents of order
q ≥ 0 is given later in Theorem 6.5 by using the null tetrad formalism for conformal Killing
vectors and conformal Killing-Yano tensors as described in Sec. VI.
Proposition 2.3. The set of stress-energy conservation laws (2.13) is a 15 dimensional
vector space that admits a basis in which 4 have no explicit x
µ
dependence, 7 are linear, and
4 are quadratic, in the highest degree terms in x
µ
;
The set of zilch conservation laws (2.14) is a 84 dimensional vector space that admits
a basis in which 9 have no explicit x
µ
dependence, 20 are linear, 26 are quadratic, 20 are
cubic, and 9 are quartic, in the highest degree terms in x
µ
;
The set of chiral conservation laws (2.16) is a 378 dimensional vector space that admits
a basis in which 24 have no explicit x
µ
dependence, 54 are linear, 72 are quadratic, 78 are
cubic, 72 are quartic, 54 are quintic, and 24 are sextic, in the highest degree terms in x
µ
.
In general, for n ≥ 0, there are 1
3
(n+1)2(2n+3)2(4n+5) linearly independent conserva-
tion laws arising from (2.22), 1
3
(n+ 2)2(2n+ 3)2(4n+ 7) linearly independent conservation
laws arising from (2.23), and 2
3
(n+ 1)(n+ 3)(2n+ 3)(2n+ 7)(4n+ 9) linearly independent
conservation laws arising from (2.24).
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Theorems 2.1 and 2.2 combined with Proposition 2.3 and Theorem 6.5 give a complete
and explicit classification of all non-trivial local conservation laws of Maxwell’s equations.
We obtain conserved tensors from the stress-energy, zilch, and chiral conservation laws
by first setting ξ
ν
to be a constant vector, Y
στ
to be a constant skew-tensor, and then
factoring out ξ
ν
, Y
σταβ
. In (2.13) and (2.14), this directly leads to
T
µ
ν(F ) = F
µσ
F νσ −
1
4
δ
µ
νF
τσ
F τσ, (2.27)
Z
µ
νρ(F ) = F
µσ∗F σ(ν,ρ) − ∗F
µσ
F σ(ν,ρ), (2.28)
which are, respectively, the well-known stress-energy tensor and Lipkin’s zilch tensor. In
(2.18), after some lengthy manipulations, we extract the expression
V
µ
ναβστ (F ) = F αβ,
µ
F στ,ν + F στ,
µ
F αβ,ν − 2F [α|[σ,
µ
F τ ]|β],ν + 3η[α|[σF τ ]γ,
µ
F
γ
|β],ν
+3η[σ|[αF β]γ,
µ
F
γ
|τ ],ν + ηα[σητ ]βF γλ,
µ
F
γλ
,ν − δ
µ
ν(F αβ,
γ
F στ,γ
−F [α|[σ,
γ
F τ ]|β],γ + 3η[α|[σF τ ]γ,
λ
F
γ
|β],λ +
1
2
ηα[σητ ]βF γλ,
ρ
F
γλ
,ρ), (2.29)
which we call the chiral tensor.
Theorem 2.4. On the solutions of Maxwell’s equations (2.1), the tensors T
µν
(F
(n)
ξ ),
Z
µνρ
(F
(n)
ξ ), V
µναβστ
(F
(n)
ξ ), for n ≥ 0, have the properties
DµT
µν
= 0, T
µν
= T
(µν)
, T
µ
µ = 0, (2.30)
DµZ
µνρ
= 0, Z
µνρ
= Z
(µνρ)
, Z
µρ
ρ = 0, (2.31)
DµV
µναβστ
= 0, V
µναβστ
= V
(µν)[στ ][αβ]
, V
µν[αβστ ]
= 0, V
µναβσ
β = 0, (2.32)
V
τ [ναβ]σ
τ = 0, V
τ(νσ)
ταβ = −
1
2
V
τρ(ν
τρ[αδ
σ)
β] . (2.33)
Moreover, under the duality transformation (2.2), T
µν
and Z
µνρ
have even parity, i.e., are
invariant, while V
µναβστ
has odd parity, i.e., is chiral. The same invariance properties extend
to the currents Ψ
(n)µ
T (F ; ξ), Ψ
(n)µ
Z (F ; ξ), Ψ
(n)µ
Vˆ
(F ; ξ, Y ) for all n ≥ 0.
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III. PRELIMINARIES
Given a conserved current (2.7) of order q, one can show that there are functions Rµ
σ1···σp,
R˜µ
σ1···σp on Jq+1(F ) so that Ψ
µ
identically satisfies
DµΨ
µ
=
∑
0≤p≤q
(
Rµ
σ1···σpF
µν
,νσ1···σp
+ R˜µ
σ1···σp∗F µν,νσ1···σp
)
. (3.1)
An application of the standard integration by parts procedure [9] then leads to an equivalent
conserved current, which for convenience we again denote by Ψ
µ
and which has order at most
2q − 1, identically satisfying
DµΨ
µ
= QνF
µν
,µ + Q˜ν∗F
µν
,µ (3.2)
for some functions Qν , Q˜ν on J
r(F ) for some r ≤ 2q. We refer to the pair Q = (Qν , Q˜ν) as
the characteristic of the conserved current Ψ
µ
and call the integer r the order of Q. If Φ
µ
is
a conserved current equivalent to Ψ
µ
then Q is called a characteristic admitted by Φ
µ
.
A function H defined on some Jp(F ) is a total divergence if and only if it is annihi-
lated by the Euler operators E
µν
F (H) =
∑
0≤k≤p(−1)
kDσ1 · · ·Dσk∂F
µν,σ1···σk(H). Hence, all
characteristics Q of order r are determined by the equation
E
µν
F (QβF
αβ
,α + Q˜β∗F
αβ
,α) = 0 on some J
p(F ). (3.3)
After some manipulations, this equation yields
D[µQν] + ∗D[µQ˜ν] =
∑
0≤k≤r
(−1)kDσ1 · · ·Dσk(q
σ1...σk
βµν F
αβ
,α + q˜
σ1...σk
βµν ∗F
αβ
,α) (3.4)
on Jp(F ), where
q
µνσ1···σk
β = ∂F
µν,σ1···σkQβ , q˜
µνσ1···σk
β = ∂F
µν,σ1···σkQ˜β, 0 ≤ k ≤ r, (3.5)
are the coefficients of the Fre´chet derivative of Qβ , Q˜β. The solutions of the determining
equations (3.4) for r ≥ 0 are the characteristics for all conserved currents of Maxwell’s
equations. Furthermore, given a solution Q = (Qν , Q˜ν), one can invert the Euler operator
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equations (3.3) by applying a standard homotopy operator (see [9,10]) to obtain an explicit
integral formula for a current Ψ
µ
in the characteristic form (3.2).
From the determining equations (3.4), we see that, on solutions of Maxwell’s equations,
all characteristics Q of order r satisfy
D[µQν] + ∗D[µQ˜ν] = 0 on R
r(F ). (3.6)
These equations are the adjoint of the determining equations for symmetries of Maxwell’s
equations [6,16]. We refer to them as the adjoint symmetry equations and we call functions
P = (P ν, P˜ ν) defined on J
r(F ) satisfying
D[µP ν] + ∗D[µP˜ ν] = 0 on R
r(F ) (3.7)
adjoint symmetries of order r of Maxwell’s equations. Note that the gradients
P ν = Dνχ, P˜ ν = Dνχ˜, (3.8)
for any functions χ, χ˜ on some Jp(F ) are trivially a solution of (3.7). We call P an adjoint
gauge symmetry if it agrees with (3.8) on Rp(F ), and we consider two adjoint symmetries
to be equivalent if their difference is an adjoint gauge symmetry. The order r of an adjoint
symmetry P is called minimal if it is the smallest among the orders of all adjoint symmetries
equivalent to P. If P is not equivalent to an adjoint gauge symmetry then we call P non-
trivial.
One can easily show that if a characteristic Q agrees with gradient expressions (3.8) when
restricted to solutions of Maxwell’s equations, then it determines a trivial conserved current
(2.8) with Θ
µν
= χF
µν
+ χ˜∗F µν . The resulting conservation law reflects the well-known
divergence identities
Dµ(F
µν
,ν) = 0, Dµ(∗F
µν
,ν) = 0, on J
2(F ) , (3.9)
which express the conservation of electric and magnetic charges in the free Maxwell’s equa-
tions. Consequently, we call a characteristic Q trivial if
11
Qν = Dνχ, Q˜ν = Dνχ˜, on R
p(F ) (3.10)
for some functions χ, χ˜ on Jp(F ), and we consider two characteristics to be equivalent if
their difference is a trivial characteristic.
Typically, as advocated e.g. in Refs. [9,10], the classification of conserved currents is
based on first solving the adjoint symmetry equations and then verifying which of the solu-
tions satisfy the determining equations for characteristics. However, a serious complication
arises for Maxwell’s equations. As we will see in Sec. V, in contrast to the evolutionary PDEs
studied in Refs. [9,10], Maxwell’s equations possess equivalence classes of non-trivial adjoint
symmetries all of which fail to satisfy the determining equations (3.4) and, hence, are not
characteristics of conserved currents. More importantly, adjoint symmetries that are equiv-
alent to the characteristic of a conserved current typically also fail to satisfy (3.4). Thus, for
a complete classification of characteristics, one needs not only to find the equivalence classes
of adjoint symmetries, but also to determine whether each class admits a representative that
satisfies the determining equations (3.4).
Here we circumvent these difficulties by employing a variant of the standard integral
formula for constructing a conserved current from its characteristic [17,18]. Let
Φ
µ
(P) =
∫ 1
0
dλ
(
P ν(x, λF, λ∂F, . . . , λ∂
qF )F
µν
+ P˜ ν(x, λF, λ∂F, . . . , λ∂
qF )∗F µν
)
, (3.11)
where P = (P ν(x, F, ∂F, . . . , ∂
qF ), P˜ ν(x, F, ∂F, . . . , ∂
qF )) is a pair of functions defined on
some Jq(F ), and ∂pF stands collectively for the variables F µν,σ1···σp , p ≥ 0.
Proposition 3.1. Let P = (P ν , P˜ ν) be an adjoint symmetry of order q of Maxwell’s
equations. Then Φ
µ
(P) is a conserved current of order q of Maxwell’s equations. If P is
equivalent to the characteristic Q of a conserved current Ψ
µ
, then the current Φ
µ
(P) is
equivalent to Ψ
µ
. In particular, if P is equivalent to a trivial characteristic, then Φ
µ
(P) is
a trivial current.
Proof
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The proof of the first and third claims amounts to a straightforward computation and
will be omitted. As to the second claim, suppose that Q = (Qν , Q˜ν) is the characteristic of
a conserved current Ψ
µ
. Using (3.4), we see that
DµΦ
µ
(Q) =
∫ 1
0
dλ
(
Qν(x, λF, λ∂F, . . . , λ∂
qF )F
µν
,µ + Q˜ν(x, λF, λ∂F, . . . , λ∂
qF )∗F µν,µ
+λ
∑
0≤k≤q
(−1)kDσ1 · · ·Dσk
(
q
σ1...σk
ναβ (x, λF, λ∂F, . . . , λ∂
qF )F
µν
,µ
+q˜
σ1...σk
ναβ (x, λF, λ∂F, . . . , λ∂
qF )∗F µν,µ
)
F
αβ
)
.
A repeated integration by parts yields the expression
DµΦ
µ
(Q) =
∫ 1
0
dλ
((
Qν(x, λF, λ∂F, . . . , λ∂
qF )
+λ
∑
0≤k≤q
q
σ1...σk
ναβ (x, λF, λ∂F, . . . , λ∂
qF )F
αβ
,σ1...σk
)
F
µν
,ν
+
(
Q˜ν(x, λF, λ∂F, . . . , λ∂
qF )
+λ
∑
0≤k≤q
q˜
σ1...σk
ναβ (x, λF, λ∂F, . . . , λ∂
qF )∗Fαβ,σ1...σk
)
∗F µν,ν
)
+DνΥ
ν
,
where Υ
ν
vanishes on solutions of Maxwell’s equations. Now, an application of the funda-
mental theorem of calculus to the above integral gives
DµΦ
µ
(Q) = QνF
µν
,µ + Q˜ν∗F
µν
,µ +DνΥ
ν
on some Jp+1(F ). (3.12)
Thus by (3.2), the equation DµΦ
µ
(Q) = Dµ(Ψ
µ
+Υ
µ
) holds identically on Jp+1(F ). Conse-
quently, we have (see, e.g. [19,20])
Φ
µ
(Q) = Ψ
µ
+Υ
µ
+DνΘ
µν
on Jp(F ), (3.13)
for some functions Θ
µν
= −Θνµ. Thus, since Υµ = 0 on Rp−1(F ), we see that Φµ(Q) and
Ψ
µ
are equivalent conserved currents. ⊔⊓
We emphasize that, as a consequence of Proposition 3.1, one can completely classify all
non-trivial local conservation laws of Maxwell’s equations by the following steps:
(i) classify up to equivalence all adjoint symmetries of Maxwell’s equations;
(ii) use formula (3.11) to construct the conserved currents arising from the equivalence
classes of adjoint symmetries found in step (i);
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(iii) determine all equivalence classes of the conserved currents found in step (ii).
We carry out step (i) in Sec. IV and steps (ii), (iii) in Sec. V. In step (iii) we first calculate
a characteristic admitted by each conserved current in step (ii) and then we determine the
equivalence classes of these characteristics; finally, we find all equivalence classes of conserved
currents by employing the following result.
Theorem 3.2. There is a one-to-one correspondence between equivalence classes of con-
served currents and equivalence classes of characteristics for Maxwell’s equations (2.1).
Corollary 3.3. Let P = (P ν, P˜ ν) be an adjoint symmetry of Maxwell’s equations. If
P is not equivalent to the characteristic Q of the conserved current Φ
µ
(P), then P is not
equivalent to the characteristic of any non-trivial conserved current of Maxwell’s equations.
To prove Theorem 3.2 we start with a preliminary result.
Lemma 3.4. Suppose H is a function defined on Jq(F ) with the form
H =
∑
0≤p≤q−1
(Mµ
σ1···σpF
µν
,νσ1···σp
+ M˜µ
σ1···σp∗F µν,νσ1···σp), (3.14)
where Mµ
σ1···σp = Mµ
(σ1···σp), M˜µ
σ1···σp = M˜µ
(σ1···σp), p ≥ 0, are some differential functions
on Jq(F ). If H vanishes identically on Jq(F ), then, for p = 0,
Mµ = 0, M˜µ = 0 on R
q−1(F ), (3.15)
and there are functions Nσ1···σp = N (σ1···σp), N˜σ1···σp = N˜ (σ1···σp) on Jq(F ) so that for all
1 ≤ p ≤ q − 1,
Mµ
σ1···σp = δ(σ1µ N
σ2···σp), M˜µ
σ1···σp = δ(σ1µ N˜
σ2···σp) on Rq−1(F ). (3.16)
Proof of Lemma 3.4.
First note that we only need to prove the first equation in both (3.15) and (3.16) since
the second equation follows from the first one by duality.
Apply the partial derivative operator ∂F
αβ,γ1...γp to (3.14) and restrict the resulting ex-
pression to Rq−1(F ) to obtain
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Mα(γ1 ···γp−1ηγp)β −Mβ(γ1 ···γp−1ηγp)α + M˜ν(γ1···γp−1ǫ
γp)αβ
ν = 0 on R
q−1(F ). (3.17)
When p = 1, equation (3.17) immediately shows that Mµ = 0 on R
q−1(F ). Now suppose
that p ≥ 2. In equation (3.17), on one hand, symmetrize over the indices α, γ1, . . . , γp and,
on the other hand, contract over the indices β, γp and then symmetrize over α, γ1, . . . , γp−1
to see that
M (αγ1 ···γp−1ηγp)β = Mβ(γ1···γp−1ηγpα), M (αγ1 ···γp−1) =
p− 1
p+ 2
Mτ
τ(γ1···γp−2ηγp−1α), (3.18)
on Rq−1(F ). By combining these equations, we have that
Mβ(γ1···γp−1ηγpα) −
p− 1
p+ 2
Mτ
τ(γ1···γp−2ηγp−1αηγp)β = 0 on Rq−1(F ). (3.19)
Next choose a covector Xγ ∈ T ∗(M4). Then equation (3.19) yields
(Mβγ1···γp−1 −
p− 1
p+ 2
Mτ
τγ1···γp−2ηγp−1β)Xγ1 · · ·Xγp−1 = 0 on R
q−1(F ), (3.20)
whenever XγX
γ 6= 0. By continuity, equation (3.20) holds for all Xγ ∈ T ∗(M4) and thus
Mβγ1···γp−1 =
p− 1
p+ 2
Mτ
τ(γ1···γp−2ηγp−1)β on Rq−1(F ). (3.21)
This proves the first equation in (3.16) with Nσ1···σp−2 = p−1
p+2
Mτ
τσ1···σp−2 . ⊔⊓
Proof of Theorem 3.2.
By Proposition 3.1, a conserved current with a trivial characteristic is itself trivial. Con-
versely, suppose that Ψ
µ
is a trivial conserved current in the characteristic form (3.2). Since
Ψ
µ
= DνΘ
µν
on some Rq(F ), there are functions Rν
τ1···τp , R˜ν
τ1···τp on Jq+1(F ) so that
Ψ
µ
= DνΘ
µν
+
∑
0≤p≤q
(Rν
µσ1···σpF
τν
,τσ1···σp
+ R˜ν
µσ1···σp∗F τν,τσ1···σp) on J
q+1(F ). (3.22)
Note that we can manipulate the term Rν
µσ1···σpF
τν
,τσ1···σp
by using the identities
(Rν
µσ1σ2···σp − Rν
(µσ1σ2···σp))F
τν
,τσ1σ2···σp
=
2p
p+ 1
Rν
[µσ1]σ2···σpF
τν
,τσ1σ2···σp
= Dσ1
( 2p
p+ 1
Rν
[µσ1]σ2···σpF
τν
,τσ2···σp
)
−
( 2p
p+ 1
Dσ1Rν
[µσ1]σ2···σp
)
F
τν
,τσ2···σp
. (3.23)
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The two terms in the final equality in (3.23) can be incorporated, respectively, into the terms
DµΘ
µν
and Rν
µσ1···σp−1F
τν
,τσ1···σp−1
in (3.22). Hence it is clear that by proceeding inductively
we can arrange the coefficient functions Rν
µσ1···σp , R˜ν
µσ1···σp in (3.22) to be symmetric in their
upper indices:
Rν
µσ1···σp = Rν
(µσ1···σp), R˜ν
µσ1···σp = R˜ν
(µσ1···σp), 1 ≤ p ≤ q. (3.24)
Now, since Ψ
µ
satisfies (3.2), we have by (3.22) that
QνF
µν
,µ + Q˜ν∗F
µν
,µ =∑
0≤p≤q
(
(DµRν
µσ1···σp +Rν
σ1···σp)F
τν
,τσ1···σp
+ (DµR˜ν
µσ1···σp + R˜ν
σ1···σp)∗F τν,τσ1···σp
)
(3.25)
on Jq+2(F ), where
Rν
τ1···τp = 0, R˜ν
τ1···τp = 0, if p ≥ q + 1 or p = 0.
Then Lemma 3.4 together with equations (3.24) and (3.25) implies that there are functions
Nσ1···σp , N˜σ1···σp so that on Rq+1(F ),
DµRν
µ = Qν , DµRν
µσ1···σp +Rν
σ1···σp = δ(σ1ν N
σ2···σp), 1 ≤ p ≤ q, (3.26)
and similarly,
DµR˜ν
µ = Q˜ν , DµR˜ν
µσ1···σp + R˜ν
σ1···σp = δ(σ1ν N˜
σ2···σp), 1 ≤ p ≤ q. (3.27)
It is easy to see that these equations lead to
Qµ = Dµ
( ∑
0≤p≤q−1
(−1)pDσ1 · · ·DσpN
σ1···σp
)
,
Q˜µ = Dµ
( ∑
0≤p≤q−1
(−1)pDσ1 · · ·DσpN˜
σ1···σp
)
, on Rq+1(F ) .
Thus Q = (Qµ, Q˜µ) is a trivial characteristic. ⊔⊓
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IV. CLASSIFICATION OF ADJOINT SYMMETRIES
We solve the adjoint symmetry equations (3.7) by spinorial methods. Fix a complex null
tetrad [13] basis e
AA′
µ for ηµν , satisfying η
µν
e
AA′
µ e
BB′
ν = ǫ
AB
ǫ
A′B′
, with the inverse e
µ
AA′,
where ǫ
AB
is the spin metric. In spinor form Maxwell’s equations (2.1) become
∂
B
A′φAB(x) = 0, ∂
B′
A φ¯A′B′(x) = 0, (4.1)
where φAB is the electromagnetic spinor defined by F µνe
µ
AA′e
ν
BB′ = φABǫA′B′ + φ¯A′B′ǫAB
and ∂AA′ = e
µ
AA′∂µ is the spinorial derivative operator. The duality symmetry (2.2) of
Maxwell’s equations corresponds to the transformation
φAB → −iφAB, φ¯A′B′ → iφ¯A′B′ . (4.2)
We let
φ
C′1···C
′
p
AB,C1···Cp
=
1
2
F µν,σ1···σpe
µ
AA′e
νA′
Be
σ1C′1
C1
· · · e
σpC′p
Cp
, (4.3)
φ¯
C1···Cp
A′B′,C′1···C
′
p
=
1
2
F µν,σ1···σpe
µ
AA′e
νA
B′e
σ1C1
C′1
· · · e
σpCp
C′p
(4.4)
denote the spinor components of the jet variables F µν,σ1···σp , p ≥ 0. We write
φ
C′1···C
′
p
ABC1···Cp
= φ
(C′1···C
′
p)
(AB, C1···Cp)
, φ¯
C1···Cp
A′B′C′1···C
′
p
= φ¯
(C1···Cp)
(A′B′, C′1···C
′
p)
(4.5)
for the symmetric derivative variables, using the convention that (4.3) to (4.5) with p = 0
stand for φAB, φ¯A′B′ . Recall that the symmetric spinor variables φ
C′1···C
′
p
ABC1···Cp
together with the
independent variables x
CC′
= e
CC′
µ x
µ
form a coordinate system on the space of solutions
of Maxwell’s equations (see [13]). Thus, Jq(F ) and Rq−1(F ) ⊂ Jq(F ) admit the spinor
coordinates
Jq(F ) = {(xCC
′
, φAB, φ
C′1
AB,C1
, . . . , φ
C′1···C
′
q
AB,C1···Cq
)}, (4.6)
and
Rq−1(F ) = {(xCC
′
, φAB, φ
C′1
ABC1
, . . . , φ
C′1···C
′
q
ABC1···Cq
)}. (4.7)
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One can easily verify that Maxwell’s equations are locally solvable, that is, for every q-jet
(xCC
′
o , φoAB, . . . , φo
C′1···C
′
q
ABC1···Cq
) ∈ Rq−1(F ), q ≥ 1, there is a solution ϕAB = ϕAB(x) of (4.1)
such that ∂
C′1
C1
· · ·∂
C′p
Cp
ϕAB(xo) = φo
C′1···C
′
p
ABC1···Cp
, 0 ≤ p ≤ q. This is a consequence of the the fact
that φAB, φ¯A′B′ and their symmetrized derivatives form an “exact set of fields” for Maxwell’s
equations, as discussed by Penrose [13].
Let ∂φ
AB C1···Cp
,C′1···C
′
p
be the partial differential operators defined by
∂φ
AB C1···Cp
,C′1···C
′
p
(φ
F ′1···F
′
q
DE,F1···Fq
) =


ǫ
(A
(D ǫ
B)
E) ǫ
(C1
(F1
· · · ǫ
Cp)
Fq)
ǫ
(F ′1
(C′1
· · · ǫ
F ′q)
C′p)
, if p = q;
0, if p 6= q;
(4.8)
∂φ
AB C1···Cp
,C′1···C
′
p
(φ¯
F1···Fq
D′E′,F ′1···F
′
q
) = 0, (4.9)
and let ∂
φ¯
A′B′ C′1···C
′
p
,C1···Cp
be the complex conjugate operator
∂
φ¯
A′B′ C′1···C
′
p
,C1···Cp
= ∂φ
AB C1···Cp
,C′1···C
′
p
. (4.10)
Let D
A′
A be the spinorial total derivative operator on J
∞(F ) given by
D
A′
A = e
µA′
ADµ = ∂
A′
A +
∑
q≥0
(φ
A′F ′1...F
′
q
DE,AF1...Fq
∂φ
DE F1...Fq
,F ′1...F
′
q
+ φ¯
D′E′,A′F ′1...F
′
q
AF1...Fq
∂
φ¯
F1...Fq
D′E′,F ′1...F
′
q
). (4.11)
Note, due to the commutativity of partial derivatives, D
A′
A satisfies the identities
D
A′
(CDA)A′ = 0, D
A
(C′DA′)A = 0. (4.12)
In spinor form the adjoint symmetry equations (3.7) simply reduce to
D
B
(A′PB′)B = 0 on R
r(F ), (4.13)
where we have written
PAA′ = P µe
µ
AA′ + iP˜ µe
µ
AA′ on J
r(F ) . (4.14)
We refer to the solutions PAA′ of equation (4.13) as spinorial adjoint symmetries of order r.
Note that adjoint gauge symmetries (3.10) correspond here to the gradient solutions
PAA′ = DA′Aχ, (4.15)
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which satisfy the curl equation D
A′
(CPA)A′ = 0.
Our classification of adjoint symmetries PAA′ makes use of Killing spinors. Recall that
Killing spinors κ
A1···Ak
A′1···A
′
l
= κ
(A1···Ak)
(A′1···A
′
l
) (x) of type (k, l) are the solutions of the conformally
invariant equations [13]
∂
(B
(B′κ
A1···Ak)
A′1···A
′
l
) = 0. (4.16)
For k = l = 1, this equation is the conformal Killing vector equation [13], and for k = 0, l = 2,
the self-dual conformal Killing-Yano equation [15]. Hence a type (1, 1) Killing spinor κ
A′
A
corresponds to a complex conformal Killing vector ξ
µ
= e
µA′
Aκ
A
A′ , while a type (0, 2) Killing
spinor κA′B′ corresponds to a complex conformal Killing-Yano tensor Y
µν
= e
µA′
Ae
νAB′
κA′B′
satisfying the self-duality condition ∗Y µν = iY µν . These are polynomial expressions in the
spacetime coordinates x
CC′
, specifically,
ξ
A
A′ = α1
A
A′ + α2x
A
A′ + α3A′B′x
AB′
+ α4
AB
xA′B + α5
B′
B x
AB
xA′B′ ,
Y A′B′ = α6A′B′ + α7A(A′x
A
B′) + α8ABx
A
A′x
B
B′ , (4.17)
where α1AA′, α2, α3A′B′ , α4AB, α5BB′ , α6A′B′ , α7AA′ , α8AB are constant symmetric spinors.
The following Lemma, which will be pivotal in our classification analysis, is a special case
of the well-known factorization property [13] of Killing spinors in Minkowski space M4.
Lemma 4.1. A symmetric spinor field ξ
A1···Ak
A′1···A
′
k
is a Killing spinor of type (k, k) if and only
if it can be expressed as a sum of symmetrized products of k Killing spinors of type (1, 1).
A symmetric spinor field Y
A1···Ak
A′1···A
′
k+4
is a Killing spinor of type (k, k + 4) if and only if it
can be expressed as a sum of symmetrized products of two Killing spinors of type (0, 2) and
k Killing spinors of type (1, 1). There are 1
12
(k + 1)2(k + 2)2(2k + 3) linearly independent
Killing spinors of type (k, k), and 1
12
(k+1)(k+2)(k+5)(k+6)(2k+7) linearly independent
Killing spinors of type (k, k + 4), over the complex numbers.
Let ζ
CC′
be a Killing spinor and define
π
ζ AB
=
1
2
e
µ
AA′e
νA′
B(ζ
τ
F µν,τ − 2(∂[µζ
τ
)F ν]τ) = ζ
CC′
φAB,CC′ + ∂C′(Aζ
CC′
φB)C , (4.18)
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which stands for the spinor components of the Lie derivative (2.15) of F µν with respect to
ζ
τ
= e
τ
CC′ζ
CC′
. As a consequence of the linearity and conformal invariance of Maxwell’s
equations (4.1), one easily sees that, for any solution φAB(x) of (4.1), πζ AB(x) is also a solu-
tion. We remark that, geometrically, π
ζ AB
represents a conformally weighted Lie derivative
of φAB (see [13]).
Given any adjoint symmetry of Maxwell’s equations, we can obtain a family of higher
order adjoint symmetries by the action of conformal symmetries on φAB. Let
X
ζ
= (π
ζ AB
)∂φ
AB
+ (π¯
ζ A′B′
)∂
φ¯
A′B′
, (4.19)
which is the conformal symmetry in evolutionary form [9], defined on J1(F ), and let prX
ζ
denote the prolongation of X
ζ
to J∞(F ). Then, if PAA′ is any adjoint symmetry of order r,
the linearity of the adjoint symmetry equation (4.13) implies that prX
ζ
PAA′ is an adjoint
symmetry of order r+1. This can be iterated any number of times using conformal symmetry
generators prX
ζ
1
, prX
ζ
2
, etc. Note that [prX
ζ
1
, prX
ζ
2
] = prX
[ζ
1
,ζ
2
]
, where [ζ1, ζ2] denotes
the commutator of conformal Killing vectors ζ1, ζ2, which is again a conformal Killing vector.
Proposition 4.2 Let ξ
AA′
, ζ
AA′
1 , . . . , ζ
AA′
p and κA′B′C′D′ be Killing spinors. Then the spinor
functions
UAA′(φ; ξ) = ξ
B
A′φAB, (4.20)
V AA′(φ¯; κ) = κA′B′C′D′ φ¯
B′C′D′
A +
3
5
(∂
B′
A κA′B′C′D′)φ¯
C′D′
, (4.21)
are adjoint symmetries of order q = 0 and q = 1, respectively. Hence their extensions
UAA′[ξ, ζ1, . . . , ζp]=
1
p!
∑
s∈Sp
prXζs(1) · · ·prXζs(p)UAA′(φ; ξ), (4.22)
V AA′ [κ, ζ1, . . . , ζp]=
1
p!
∑
s∈Sp
prXζs(1) · · ·prXζs(p)V AA′(φ¯; κ), (4.23)
are adjoint symmetries of order q = p and q = p + 1, respectively, where Sp denotes the
symmetric group on the index set {1, . . . , p}. Furthermore, (4.22) and (4.23) are equivalent
to non-trivial adjoint symmetries with highest order terms given by, respectively,
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(−1)pξB(A′ζ
C1
1C′1
· · · ζ
Cp
pC′p)
φ
C′1···C
′
p
ABC1···Cp
, (−1)pκ(A′B′C′D′ζ
(E1
1E′1
· · · ζ
Ep)
pE′p)
φ¯
B′C′D′E′1···E
′
p
AE1···Ep
, (4.24)
whenever ξ, ζ1, . . . , ζp, κ are non-zero.
The proof of Proposition 4.2 is based on straightforward computations which will be
omitted.
Hereafter we use the notation in (4.22) and (4.23) with p = 0 to refer to (4.20) and (4.21).
We now let ωAA′(x) be a spinor field satisfying
∂
B
(A′ωB′)B = 0, (4.25)
and we call WAA′[ω] = ωAA′ an elementary adjoint symmetry of Maxwell’s equations (4.1).
Theorem 4.3 Every adjoint symmetry PAA′ of order r of Maxwell’s equations (4.1) is
equivalent to a sum of an elementary adjoint symmetry WAA′[ω] and a linear adjoint sym-
metry given by a sum of UAA′ [ξ, ζ1, . . . , ζp] and V AA′[κ, ̺1, . . . , ̺q], 0 ≤ p ≤ r, 0 ≤ q ≤ r−1,
involving type (1, 1) Killing spinors ξ, ζi, ̺j and type (0, 4) Killing spinors κ for each p, q.
Proof.
By replacing PAA′ with an equivalent adjoint symmetry we can assume that PAA′ depends
only on x
CC′
and φ
C′1···C
′
p
ABC1···Cp
, 0 ≤ p ≤ r, i.e., PAA′ is a function in the coordinates of
Rr−1(F ) ⊂ Jr(F ).
Let ϕAB = ϕAB(x) be a solution of Maxwell’s equations. Define the linearization operator
Lϕ =
∑
p≥0
(
ϕ
K ′1···K
′
p
ABK1···Kp
∂φ
AB K1···Kp
,K ′1···K
′
p
+ ϕ¯
K1···Kp
A′B′K ′1···K
′
p
∂
φ¯
A′B′ K ′1···K
′
p
,K1···Kp
)
, (4.26)
where ϕ
K ′1···K
′
p
ABK1···Kp
= ∂
K ′1
K1
· · ·∂
K ′p
Kp
ϕAB, ϕ¯
K1···Kp
A′B′K ′1···K
′
p
= ∂
K1
K ′1
· · ·∂
Kp
K ′p
ϕ¯A′B′ , which are each sym-
metric spinor fields. Note that, for any adjoint symmetry PAA′ of order r, the linearization
PϕAA′ = LϕPAA′ again satisfies the adjoint symmetry equations
D
B
(A′PϕB′)B = 0 on R
r(F ). (4.27)
By the local solvability of Maxwell’s equations, the coefficients of ϕ
K ′1···K
′
p
IJK1···Kp
, ϕ¯
K1···Kp
I′J ′K ′1···K
′
p
,
0 ≤ p ≤ r+1, in equation (4.27) must vanish. Thus, we find that for p = r+1 the coefficients
yield the equations
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p
(AIJK1···Kr)
B′ K ′1···K
′
r
= 0, p˜
I′J ′K ′1···K
′
r
B′(A K1···Kr)
= 0, (4.28)
and for 1 ≤ p ≤ r, the coefficients yield the equations
D
B
(A′p
IJK1···Kp
B′)B K ′1···K
′
p
− ǫ(K ′p|(A′p
(KpIJK1···Kp−1)
B′) K ′1···K
′
p−1)
= 0 on Rr(F ), (4.29)
D
B
(A′ p˜
I′J ′K ′1···K
′
p
B′)B K1···Kp
+ ǫ
(K ′p
(A′ p˜
I′J ′K ′1···K
′
p−1)
B′)(Kp K1···Kp−1)
= 0 on Rr(F ), (4.30)
while for p = 0 the coefficients yield the equations
D
B
(A′p
IJ
B′)B = 0, D
B
(A′ p˜
I′J ′
B′)B = 0 on R
r(F ), (4.31)
where we have written
p
IJK1···Kp
AA′ K ′1···K
′
p
= ∂φ
IJ K1···Kp
,K ′1···K
′
p
PAA′, p˜
I′J ′K ′1···K
′
p
AA′ K1···Kp
= ∂
φ¯
I′J ′ K ′1···K
′
p
,K1···Kp
PAA′ , 0 ≤ p ≤ r. (4.32)
Note that p
IJK1···Kp
AA′ K ′1···K
′
p
, p˜
I′J ′K ′1···K
′
p
AA′ K1···Kp
are spinor functions of order r in the coordinates
of Rr−1(F ) ⊂ Jr(F ) and are symmetric separately in their primed and unprimed indices
excluding A, A′.
By reduction of p
IJK1···Kp
AA′ K ′1···K
′
p
, p˜
I′J ′K ′1···K
′
p
AA′ K1···Kp
into symmetric components, we find that the
solution to the equations in (4.28) is
p
IJK1···Kr
AA′ K ′1···K
′
r
= ǫ
(I
A p
JK1···Kr)
1A′ K ′1···K
′
r
+ ǫ
(I
A ǫA′(K ′1
p
JK1···Kr)
2 K ′2···K
′
r)
, (4.33)
p˜
I′J ′K ′1···K
′
r
AA′ K1···Kr
= ǫA(K1|p˜
I′J ′K ′1···K
′
r
1A′ |K2···Kr)
+ ǫ
(I′
A′ ǫA(K1 p˜
J ′K ′1···K
′
r)
2 K2···Kr)
, (4.34)
where p
JK1···Kr
1A′ K ′1···K
′
r
, p
JK1···Kr
2 K ′2···K
′
r
, p˜
I′J ′K ′1···K
′
r
1A′ K2···Kr
, p˜
J ′K ′1···K
′
r
2 K2···Kr
are symmetric spinor functions of
order r depending only on the coordinates of Rr−1(F ) ⊂ Jr(F ). Next we substitute the
expressions (4.33) and (4.34) into equations (4.29) and (4.30) with p = r and symmetrize
over primed indices in the resulting expressions. This yields the equations
D
(I
(A′p
JK1···Kr)
1B′ K ′1···K
′
r)
= 0, D
(A′
(K1
p˜
B′I′J ′K ′1···K
′
r)
1 K2···Kr)
= 0 on Rr(F ). (4.35)
A straightforward analysis of the highest order terms in (4.35) shows that the functions
p
JK1···Kr
1B′ K ′1···K
′
r
, p˜
B′I′J ′K ′1···K
′
r
1 K2···Kr
must only depend on x
CC′
and, consequently, are Killing spinors
of type (r + 1, r + 1) and (r − 1, r + 3), respectively.
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From equation (4.33) we have that
PϕAA′= p
JK1···Kr
1A′ K ′1···K
′
r
ϕ
K ′1···K
′
r
AJK1···Kr
+ ǫAK1 p˜
I′J ′K ′1···K
′
r
1A′ K2···Kr
ϕ¯
K1···Kr
I′J ′K ′1···K
′
r
+ǫA′K ′1
p
JK1···Kr
2 K ′2···K
′
r
ϕ
K ′1···K
′
r
AJK1···Kr
+ ǫAK1 p˜
J ′K ′1···K
′
r
2 K2···Kr
ϕ¯
K1···Kr
A′J ′K ′1···K
′
r
+HAA′, (4.36)
where HAA′ involves the derivatives of ϕIJ , ϕ¯I′J ′ of order at most r−1. Now by Lemma 4.1,
p
JK1···Kr
1A′ K ′1···K
′
r
and p˜
A′I′J ′K ′1···K
′
r
1 K2···Kr
are respectively sums of symmetrized products of r + 1 type
(1, 1) Killing spinors, ξ
(J
(A′ζ1
K1
K ′1
· · · ζr
Kr)
K ′r)
, and of a type (0, 4) Killing spinor and r−1 type (1, 1)
Killing spinors, κ
(A′I′J ′K ′1̺1
K ′2
(K2
· · · ̺r−1
K ′r)
Kr)
. Consequently, by (4.24) in Proposition 4.2, there
is an adjoint symmetry PˆAA′ equivalent to a sum of adjoint symmetries UAA′ [ξ; ζ1, . . . , ζr],
V AA′[κ; ̺1 . . . , ̺r−1] such that the terms involving derivatives of order r of the spinor func-
tions ϕIJ , ϕ¯I′J ′ in the linearization LϕPˆAA′ agree with the first two terms on the right-hand
side of equation (4.36). Thus, after subtracting PˆAA′ from PAA′ we get an adjoint symmetry,
which we again denote by PAA′, with the property that
PϕAA′ = ǫA′K ′1
p
JK1···Kr
2 K ′2···K
′
r
ϕ
K ′1···K
′
r
AJK1···Kr
+ ǫAK1 p˜
J ′K ′1···K
′
r
2 K2···Kr
ϕ¯
K1···Kr
A′J ′K ′1···K
′
r
+ HˆAA′, (4.37)
where HˆAA′ involves the derivatives of ϕIJ , ϕ¯I′J ′ of order at most r − 1.
Now, in equation (4.37) observe that ϕ
A′K ′2···K
′
r
AJK1···Kr
= ∂
A′
A ϕ
K ′2···K
′
r
JK1K2···Kr
, ϕ¯
AK2···Kr
A′J ′K ′1···K
′
r
=
∂
A
A′ϕ¯
K2···Kr
J ′K ′1K
′
2···K
′
r
. Consequently, our next goal is to show that there is a differential func-
tion χ of x
CC′
and φ
C′1···C
′
p
ABC1···Cp
, 0 ≤ p ≤ r − 1, so that the terms involving derivatives of
order r of ϕIJ , ϕ¯I′J ′ in LϕDAA′χ and in (4.37) agree. For this to hold, it suffices to show
that the functions p
IJK1···Kr−1
2 K ′1···Kr−1
, p˜
I′J ′K ′1···K
′
r−1
2 K1···Kr−1
are of order r− 1 and satisfy the integrability
conditions
∂φ
PQ R1···Rr−1
,R′1···R
′
r−1
p
IJK1···Kr−1
2 K ′1···K
′
r−1
= ∂φ
IJ K1···Kr−1
,K ′1···K
′
r−1
p
PQR1···Rr−1
2 R′1···R
′
r−1
, (4.38)
∂
φ¯
P ′Q′ R′1···R
′
r−1
,R1···Rr−1
p
IJK1···Kr−1
2 K ′1···K
′
r−1
= ∂φ
IJ K1···Kr−1
,K ′1···K
′
r−1
p˜
P ′Q′R′1···R
′
r−1
2 R1···Rr−1
, (4.39)
∂
φ¯
P ′Q′ R′1···R
′
r−1
,R1···Rr−1
p˜
I′J ′K ′1···K
′
r−1
2 K1···Kr−1
= ∂
φ¯
I′J ′ K ′1···K
′
r−1
,K1···Kr−1
p˜
P ′Q′R′1···R
′
r−1
2 R1···Rr−1
. (4.40)
In fact, if equations (4.38), (4.39), (4.40) hold, then one can verify that a function χ with
the desired properties is given by
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χ =
∫ 1
0
(
p
IJK1···Kr−1
2 K ′1···K
′
r−1
(x, φ, ∂φ, . . . , ∂r−2φ, λ∂r−1φ)φ
K ′1···K
′
r−1
IJK1···Kr−1
+p˜
I′J ′K ′1···K
′
r−1
2 K1···Kr−1
(x, φ, ∂φ, . . . , ∂r−2φ, λ∂r−1φ)φ¯
K1···Kr−1
I′J ′K ′1···K
′
r−1
)
dλ,
where ∂pφ stands collectively for the variables φ
C′1···C
′
p
ABC1···Cp
, p ≥ 0.
The proofs of conditions (4.38), (4.39), (4.40) are based on like computations. We will
therefore prove the first one and omit the proofs of the others.
From equation (4.37) we have
p
IJK1···Kr
AA′ K ′1···K
′
r
= ǫ
(I
A ǫA′(K ′1
p
JK1K2···Kr)
2 K ′2···K
′
r)
. (4.41)
Now substitute (4.41) into equation (4.29), contract on the indices B′, K ′1, and symmetrize
over the indices A′, K ′2, . . . , K
′
r to obtain
D
(I
(A′p
JK1K2···Kr)
2 K ′2···K
′
r)
= −p (IJK1K2···Kr)(A′ K ′2···K ′r)
on Rr(F ). (4.42)
The terms of highest order in (4.42) arise from p
JK1K2···Kr
2 K ′2···K
′
r
which is of order at most r. Thus
an application of ∂φ
PQ R1···Rr+1
,R′1···R
′
r+1
and its complex conjugate to (4.42) yields
∂φ
(PQ R1···Rr
,(R′1···R
′
r
ǫ
Rr+1)(IǫR′
r+1)(A
′p
JK1K2···Kr)
2 K ′2···K
′
r)
= 0, (4.43)
∂
φ¯
(P ′Q′ R′1···R
′
r |
,(R1···Rr
ǫ
(I
Rr+1)
p
JK1K2···Kr)
2 (K ′2···K
′
r
ǫ
|R′r+1)
A′) = 0. (4.44)
Now choose a pair of spinors oA, ιA such that oAι
A 6= 0. Then equations (4.43) and (4.44)
yield
o¯
R′1 · · · o¯R
′
r ι¯
K ′2 · · · ι¯K
′
roP oQoR1 · · · oRrιJ ιK1 · · · ιKr∂φ
PQ R1···Rr
,R′1···R
′
r
p
JK1K2···Kr
2 K ′2···K
′
r
= 0, (4.45)
o¯P ′ o¯Q′ o¯R′1
· · · o¯R′r ι¯
K ′2 · · · ι¯K
′
ro
R1 · · · oRrιJ ιK1 · · · ιKr∂φ¯
P ′Q′ R′1···R
′
r
,R1···Rr
p
JK1K2···Kr
2 K ′2···K
′
r
= 0. (4.46)
By continuity, these equations hold for all spinors oA, ιA, and hence yield
∂φ
PQ R1···Rr
,R′1···R
′
r
p
IJK1···Kr−1
2 K ′1···K
′
r−1
= 0, ∂
φ¯
P ′Q′ R′1···R
′
r
,R1···Rr
p
IJK1···Kr−1
2 K ′1···K
′
r−1
= 0. (4.47)
Thus p
IJK1···Kr−1
2 K ′1···K
′
r−1
is of order r − 1.
We now return to (4.42) and apply ∂φ
PQ R1···Rr
,R′1···R
′
r
to obtain
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ǫ(A′|(R′1
ǫ
(I|(P
∂φ
QR1 R2···Rr)
,R′2···R
′
r)
p
|JK1K2···Kr)
2 |K ′2···K
′
r)
= ∂φ
PQ R1···Rr
,R′1···R
′
r
p
(IJK1K2···Kr)
(A′ K ′2···K
′
r)
. (4.48)
On the right-hand side of this equation we first use (4.32) and the commutativity of partial
derivatives followed by substitution of (4.41) to conclude that
∂φ
PQ R1···Rr
,R′1···R
′
r
p
IJK1K2···Kr
A′ K ′2···K
′
r
= ǫ(R′1|A′
ǫ
(P |I
∂φ
JK1 K2···Kr
,K ′2···K
′
r
p
|QR1R2···Rr)
2 |R′2···R
′
r)
. (4.49)
Substitution of (4.49) into (4.48) gives
ǫ(A′|(R′1
ǫ
(I|(P
∂φ
QR1 R2···Rr)
,R′2···R
′
r)
p
|JK1K2···Kr)
2 |K ′2···K
′
r)
= ǫ(R′1|(A′
ǫ
(P |(I
∂φ
JK1 K2···Kr)
,K ′2···K
′
r)
p
|QR1R2···Rr)
2 |R′2···R
′
r)
. (4.50)
Finally, an analysis similar to that for (4.43) using spinor pairs oA, ιA directly leads from
(4.50) to equation (4.38), which completes the proof of the integrability condition for exis-
tence of χ.
In summary, we have shown that given an adjoint symmetry PAA′ of order r, there is an
adjoint symmetry PˆAA′ equivalent to a sum of UAA′ [ξ; ζ1, . . . , ζr], V AA′[κ; ̺1, . . . , ̺r−1], and
a differential function χ with the property that the linearization LϕHAA′ of the difference
HAA′ = PAA′ − PˆAA′ −DAA′χ involves derivatives of ϕIJ , ϕ¯I′J ′ only up to order r− 1. Thus,
due to the local solvability of Maxwell’s equations, it follows that HAA′ when restricted
to Rr−1(F ) ⊂ Jr(F ) is of order at most r − 1. By the linearity of the adjoint symmetry
equation (4.13), we then conclude that the adjoint symmetry PAA′ is equivalent to the sum
of PˆAA′ and an adjoint symmetry HˆAA′ of order at most r − 1, where HˆAA′ is a function in
the coordinates of Rr−1(F ) ⊂ Jr(F ) given by replacing all the variables φ
K ′1...K
′
p
AB,K1...Kp
in HAA′
by the symmetric variables φ
K ′1...K
′
p
ABK1...Kp
, p ≥ 0.
Now we proceed inductively by descent in the order of PAA′ . In the last step we see
that PAA′ is equivalent to a sum of the linear adjoint symmetries (4.22), 0 ≤ p ≤ r, (4.23),
0 ≤ p ≤ r− 1, and an elementary adjoint symmetry (4.25). This completes the proof of the
Theorem. ⊔⊓
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V. CLASSIFICATION OF CURRENTS
In this section we give a complete classification of the local conservation laws of Maxwell’s
equations and explicitly exhibit a basis for them in terms of conformal Killing vectors and
conformal Killing-Yano tensors.
We start with some preliminaries. Let ζ
CC′
, ξ
CC′
be type (1, 1) Killing spinors, let
κA′B′C′D′ be a type (4, 0) Killing spinor. We define derivatives of ξ
CC′
and κA′B′C′D′ with
respect to ζ
CC′
by
L
ζ
ξ
CC′
= ζ
EE′
∂EE′ξ
CC′ − ξEE
′
∂EE′ζ
CC′
, (5.1)
L
ζ
κA′B′C′D′ = ζ
EE′
∂EE′κA′B′C′D′ + 2(∂F (A′ζ
E′F
)κB′C′D′)E′ −
3
2
(∂CC′ζ
CC′
)κA′B′C′D′ . (5.2)
It is straightforward to verify that, as a consequence of the conformal invariance of the
Killing spinor equation (4.16), L
ζ
ξ
CC′
and L
ζ
κA′B′C′D′ are Killing spinors.
Write
∆AA′ = φ
B
AB,A′ , ∆¯AA′ = φ¯
B′
A′B′,A , (5.3)
so that the solution space R(F ) is given by ∆AA′ = 0. One can then easily verify using the
conformal symmetry (4.19) of Maxwell’s equations (4.1) that
prX
ζ
∆AA′= ζ
CC′
DCC′∆AA′ + (∂AA′ζ
CC′
)∆CC′ + (
1
2
∂CC′ζ
CC′
)∆AA′
= (LF
ζ
+
1
2
div ζ )∆AA′, (5.4)
and similarly that
prX
ζ
∆
AA′
= ζ
CC′
DCC′∆
AA′ − (∂CC′ζ
AA′
)∆
CC′
+ (∂CC′ζ
CC′
)∆
AA′
,
= (LF
ζ
+ div ζ )∆
AA′
, (5.5)
where div ζ = ∂CC′ζ
CC′
, and where LF
ζ
denotes the natural lift of the standard spinorial Lie
derivative operator [13] to spinor functions on J∞(F ).
26
A. Equivalence classes of conserved currents
We now proceed to determine the equivalence classes of conserved currents arising from
the classification of adjoint symmetries in Theorem 4.3.
In spinor form a conserved current Ψ
AA′
= Ψ
µ
e
AA′
µ with the characteristic form (3.2)
satisfies
DAA′Ψ
AA′
= QAA′∆¯
AA′
+ Q¯AA′∆
AA′
, (5.6)
where QAA′ = (Qµ + iQ˜µ)e
µ
AA′ stands for the spinorial characteristic of Ψ
AA′
. If Φ
AA′
is
a conserved current equivalent to Ψ
AA′
, then QAA′ is a spinorial characteristic admitted by
Φ
AA′
. For any linear adjoint symmetry PAA′ , the conserved current arising from formula
(3.11) is given by
Φ
AA′
=
1
2
P
A
B′ φ¯
A′B′
+
1
2
P¯
A′
B φ
AB
. (5.7)
Let ξ
CC′
, ζ
CC′
1 , . . . , ζ
CC′
p be real Killing spinors, let κA′B′C′D′ be a Killing spinor, and
let ωCC′ be a spinor field satisfying (4.25). The conserved currents obtained from the ad-
joint symmetries UAA′ [ξ, ζ1, . . . , ζp], iUAA′ [ξ, ζ1, . . . , ζp], V AA′ [κ, ζ1, . . . , ζp], WAA′[ω] through
formula (5.7) are given by, respectively,
Φ
AA′
T [ξ, ζ1, . . . , ζp] =
1
2
(U
A
B′ [ξ, ζ1, . . . , ζp]φ¯
A′B′
+ U¯
A′
B [ξ, ζ1, . . . , ζp]φ
AB
), (5.8)
Φ
AA′
Z [ξ, ζ1, . . . , ζp] =
i
2
(U
A
B′ [ξ, ζ1, . . . , ζp]φ¯
A′B′ − U¯A
′
B [ξ, ζ1, . . . , ζp]φ
AB
), (5.9)
Φ
AA′
V [κ, ζ1, . . . , ζp] =
1
2
(V
A
B′ [κ, ζ1, . . . , ζp]φ¯
A′B′
+ V¯
A′
B [κ¯, ζ1, . . . , ζp]φ
AB
), (5.10)
Φ
AA′
W [ω] = ω
A
B′φ¯
A′B′
+ ω
A′
B φ
AB
. (5.11)
Lemma 5.1. The conserved currents (5.8), (5.9), (5.10), (5.11) admit, respectively, the
spinorial characteristics
Q
T
AA′[ξ, ζ1, . . . , ζp] =
1
2
(
UAA′[ξ, ζ1, . . . , ζp] + (−1)
p
p∑
a=0
∑
s∈Sp
1
a!(p− a)!
UAA′ [Lζ
s(1)
· · · L
ζ
s(a)
ξ, ζs(a+1), . . . , ζs(p)]
)
, (5.12)
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Q
Z
AA′[ξ, ζ1, . . . , ζp] =
i
2
(
UAA′[ξ, ζ1, . . . , ζp] + (−1)
p+1
p∑
a=0
∑
s∈Sp
1
a!(p− a)!
UAA′ [Lζ
s(1)
· · · L
ζ
s(a)
ξ, ζs(a+1), . . . , ζs(p)]
)
, (5.13)
Q
V
AA′ [κ, ζ1, . . . , ζp] =
1
2
(
V AA′[κ, ζ1, . . . , ζp] + (−1)
p+1
p∑
a=0
∑
s∈Sp
1
a!(p− a)!
V AA′[Lζ
s(1)
· · · L
ζ
s(a)
κ, ζs(a+1), . . . , ζs(p)]
)
, (5.14)
Q
W
AA′[ω] = ωAA′, (5.15)
where Sp denotes the symmetric group on the index set {1, . . . , p}. These characteristics are
adjoint symmetries of order qT , qZ , qV , qW , where
qT = p, if p is even, qT < p, if p is odd, (5.16)
qZ = p, if p is odd, qZ < p, if p is even, (5.17)
qV = p+ 1, if p is odd, qV < p + 1, if p is even, (5.18)
and qW = 0. In particular, for p = 0, Q
T
AA′[ξ] = UAA′ [ξ] is of order qT = 0, and Q
Z
AA′[ξ] =
Q
V
AA′[κ] = 0.
Remark: It follows from Corollary 3.3, Proposition 4.2, and Lemma 5.1 that
UAA′[ξ, ζ1, . . . , ζ2r+1], iUAA′ [ξ, ζ1, . . . , ζ2r], V AA′ [κ, ζ1, . . . , ζ2r], r ≥ 0 (5.19)
are non-trivial linear adjoint symmetries, respectively of order 2r + 2, 2r + 1, 2r + 1, none
of which is equivalent to the characteristic of any non-trivial conservation law of Maxwell’s
equations.
To prove Lemma 5.1 we begin with a preliminary Proposition whose proof is based on
straightforward albeit somewhat lengthy computations and will be omitted.
Proposition 5.2. The adjoint symmetries (4.22) and (4.23) satisfy the equations
D
B
(A′UB′)B[ξ] = ξ
B
(A′∆B′)B, (5.20)
D
B
(A′V B′)B[κ] = −κA′B′C′D′D
C′
D ∆¯
DD′ −
2
5
∆¯
DD′
∂
C′
D κA′B′C′D′, (5.21)
28
1p!
∑
s∈Sp
LF
ζ
s(p)
UAA′ [ξ, ζs(1), . . . , ζs(p−1)] =
1
p!
∑
s∈Sp
UAA′ [Lζ
s(p)
ξ, ζs(1), . . . , ζs(p−1)] + UAA′ [ξ, ζ1, . . . , ζp], (5.22)
1
p!
∑
s∈Sp
LF
ζ
s(p)
V AA′ [κ, ζs(1), . . . , ζs(p−1)] =
1
p!
∑
s∈Sp
V AA′[Lζ
s(p)
κ, ζs(1), . . . , ζs(p−1)] + V AA′[κ, ζ1, . . . , ζp]. (5.23)
Proof of Lemma 5.1.
The proof is based on similar computations for each spinorial characteristic. We therefore
will prove the claim only for the characteristic Q
V
AA′[κ, ζ1, . . . , ζp] and omit the rest.
First by (5.10) we have
DAA′Φ
AA′
V [κ, ζ1, . . . , ζp] =
1
2
(∆
AB′
V AB′ [κ, ζ1, . . . , ζp] + ∆¯
BA′
V¯ BA′ [κ¯, ζ1, . . . , ζp]
−φ¯A
′B′
D
A
A′V AB′ [κ, ζ1, . . . , ζp]− φ
AB
D
A′
A V¯ BA′ [κ¯, ζ1, . . . , ζp]). (5.24)
We recall (4.23) and use equations (5.21) and (5.4) together with the fact thatD
A
A′ commutes
with prX
ζ
to obtain
(D
A
(A′V B′)A[κ, ζ1, . . . , ζp])φ¯
A′B′
=
1
p!
∑
s∈Sp
(
prX
ζ
s(1)
· · ·prX
ζ
s(p)
D
A
(A′V B′)A[κ]
)
φ¯
A′B′
=
1
p!
∑
s∈Sp
(
prX
ζ
s(1)
· · ·prX
ζ
s(p)
(−κA′B′C′D′D
C′
D ∆¯
DD′ −
2
5
∂
C′
D κA′B′C′D′∆¯
DD′
)
)
φ¯
A′B′
=
1
p!
∑
s∈Sp
(
−DC
′
D (κA′B′C′D′(prXζ
s(1)
· · ·prX
ζ
s(p)
∆¯
DD′
)φ¯
A′B′
)
+(prX
ζ
s(1)
· · ·prX
ζ
s(p)
∆¯
DD′
)(κA′B′C′D′ φ¯
A′B′C′
D +
3
5
∂
C′
D κA′B′C′D′φ¯
A′B′
)
)
=
1
p!
∑
s∈Sp
(prX
ζ
s(1)
· · ·prX
ζ
s(p)
∆¯
DD′
)V DD′[κ] +DAA′Υ
AA′
1
=
1
p!
∑
s∈Sp
((LF
ζ
s(1)
+ div ζ ) · · · (LF
ζ
s(p)
+ div ζ )∆¯
DD′
)V DD′[κ] +DAA′Υ
AA′
1 ,
(5.25)
where Υ
AA′
1 is a trivial conserved current. Next we integrate by parts and use the identity
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(LF
ζ
+ div ζ )(∆¯
DD′
V DD′[κ]) = DAA′(ζ
AA′
∆¯
DD′
V DD′[κ]) (5.26)
to see that
(D
A
(A′V B′)A[κ, ζ1, . . . , ζp])φ¯
A′B′
=
1
p!
∑
s∈Sp
(−1)p∆¯DD
′
LF
ζ
s(1)
· · · LF
ζ
s(p)
V DD′[κ] +DAA′Υ
AA′
2 ,
where Υ
AA′
2 is a trivial conserved current. Now a repeated application of (5.23) yields
(D
A
(A′V B′)A[κ, ζ1, . . . , ζp])φ¯
A′B′
=
(−1)p
p∑
a=0
∑
s∈Sp
1
a!(p− a)!
∆¯
DD′
V DD′[Lζ
s(1)
· · · L
ζ
s(a)
κ, ζs(a+1), . . . , ζs(p)] +DAA′Υ
AA′
2 . (5.27)
We substitute equation (5.27) and its complex conjugate into (5.24) to conclude that
Φ
AA′
V [κ, ζ1, . . . , ζp] admits the characteristic (5.14).
Finally, by equation (5.14) and Proposition 4.2, we see that Q
V
AA′[κ, ζ1, . . . , ζp] is equiv-
alent to an adjoint symmetry with the highest order term
1
2
((−1)p − 1)ζC1(C′1
· · · ζ
Cp
C′p
κA′D′E′F ′)φ¯
D′E′F ′C′1···C
′
p
AC1···Cp
. (5.28)
Hence we immediately obtain (5.18). ⊔⊓
A conserved current Ψ
AA′
of order q is linear/quadratic if it can be expressed as a ho-
mogeneous linear/quadratic polynomial in the variables φ
K ′1···K
′
p
IJ,K1···Kp
, 0 ≤ p ≤ q, and complex
conjugate variables. Let the weight of a monomial be the sum of the orders of these vari-
ables, and let the weight of a linear/quadratic current Ψ
AA′
be the maximum of the weights
of the monomials in Ψ
AA′
. This weight is called minimal if it is the smallest among the
weights of all quadratic currents equivalent to Ψ
AA′
.
Proposition 5.3. A conserved current Ψ
AA′
is equivalent to a linear/quadratic current
of minimal weight w if and only if Ψ
AA′
admits a characteristic QAA′ equivalent to an
elementary/linear adjoint symmetry PAA′ of minimal order w.
Proof.
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First, by Proposition 3.1 and Theorem 3.2, the equivalence classes of linear/quadratic
currents correspond to the equivalence classes of elementary/linear characteristics. Let Ψ
AA′
be a linear/quadratic current of minimal weight w, and let PAA′ be an elementary/linear
adjoint symmetry of minimal order p equivalent to a spinorial characteristic admitted by
Ψ
AA′
. We now show that w = p.
By the standard integration by parts procedure [9], one can show that Ψ
AA′
admits the
spinorial characteristic
QAA′ =
∑
r≥0
(−1)rǫCAD
E′1
E1
· · ·DE
′
r
Er
(r + 2
r + 3
∂φ
(BC E1···Er)
,(E′1···E
′
r
ΨA′)B − ∂φ
(BC E1···Er)
,E′1···[E
′
r
ΨA′]B
)
, (5.29)
which is of order q where q + 1 equals the weight of DAA′Ψ
AA′
. Since this weight is at most
w + 1, we have q ≤ w. Now since QAA′ is equivalent to PAA′ , which has minimal order p,
it immediately follows that p ≤ q and hence p ≤ w. On the other hand, by Proposition 3.1
we have that Ψ
AA′
is equivalent to a current of weight p, and hence w ≤ p since ΨAA
′
has
minimal weight. Thus we conclude w = p. ⊔⊓
Theorem 5.4. Every conserved current of Maxwell’s equations (4.1) is equivalent to the
sum of a linear current and a quadratic current. The equivalence classes of linear currents
are represented by the currents
Φ
AA′
W [ω], (5.30)
where ω satisfies equation (4.25). The equivalence classes of quadratic currents of weight w
are represented by sums of the currents
Φ
AA′
T [ξ, ζ1, . . . , ζ2r], 0 ≤ r ≤ [w/2], (5.31)
Φ
AA′
Z [ξ, ζ1, . . . , ζ2r+1], 0 ≤ r ≤ [(w − 1)/2], (5.32)
Φ
AA′
V [κ, ζ1, . . . , ζ2r+1], 0 ≤ r ≤ [w/2]− 1, (5.33)
involving type (1, 1) real Killing spinors ξ , ζ i, and type (0, 4) Killing spinors κ for each r. In
particular, up to quadratic currents of lower weight, a quadratic current of minimal weight
w is equivalent to a sum of currents given by (5.31) for r = w/2 and (5.33) for r = w/2−1,
if w is even, or (5.32) for r = (w − 1)/2, if w is odd.
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Proof.
Let Ψ
AA′
be a conserved current satisfying (5.6). Recall from (3.6) that the spinorial
characteristic QAA′ of Ψ
AA′
satisfies the adjoint symmetry equation (4.13) so that, by Theo-
rem 4.3, QAA′ is equivalent to a sum of the linear adjoint symmetries (4.22), (4.23) and the
elementary adjoint symmetry (4.25). Thus by Proposition 3.1, Ψ
AA′
is equivalent to a sum
of linear and quadratic conserved currents.
Clearly, by Theorem 3.2 and Lemma 5.1, any linear current is equivalent to a current
Φ
AA′
W [ω].
Next, by Lemma 5.1, the quadratic currents Φ
AA′
T [ξ, ζ1, . . . , ζp], Φ
AA′
Z [ξ, ζ1, . . . , ζp],
Φ
AA′
V [κ, ζ1, ζ2, . . . , ζp−1] of order p ≥ 0 have the respective weights
wT = p, wZ < p, wV = p, if p is even, (5.34)
wT < p, wZ = p, wV < p, if p is odd. (5.35)
Consequently, by Proposition 5.3 together with Theorem 3.2 and Lemma 5.1, we see by
using induction on p that the currents (5.31), (5.32), (5.33) span the equivalence classes of
quadratic currents Ψ
AA′
of weight at most w. ⊔⊓
Remark: The currents Φ
AA′
T [ξ] yield the stress-energy conservation laws (2.13), the
currents Φ
AA′
Z [ξ, ξ] yield the zilch conservation laws (2.14), and the currents Φ
AA′
V [κ, ξ] yield
the chiral conservation laws (2.16), in spinorial form.
Write VW0 for the real vector space of equivalence classes of linear currents (5.30), write
Vw for the real vector space of equivalence classes of quadratic currents of weight at most
w, and write VT2r, V
Z
2r+1, V
V
2r+2 for the respective real vector spaces of equivalence classes of
currents spanned by (5.31), (5.32), (5.33), for a fixed r ≥ 0. We remark that these spans
contain non-trivial lower weight currents and consequently it is convenient to define the
following quotient spaces of quadratic currents. Let
N T0 = V
T
0 , N
Z
1 = V
Z
1 , N
V
2 = V
V
2 , (5.36)
and define, for r ≥ 1,
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N T2r = V
T
2r/V
T
2r−2, N
Z
2r+1 = V
Z
2r+1/V
Z
2r−1, N
V
2r+2 = V
V
2r+2/V
V
2r. (5.37)
Finally, write KRr for the real vector space of real Killing spinors of type (r, r), and write
Kr,s for the complex vector space of Killing spinors of type (r, s), regarded as a real vector
space.
Let Ψ
AA′
be a quadratic conserved current in VT2r ⊕ V
V
2r. By Theorem 3.2, Lemma 5.1,
Proposition 4.2 and the Killing spinor factorization result of Lemma 4.1, we see that any
current equivalent to Ψ
AA′
admits a spinorial characteristic QAA′ which is equivalent to a
linear adjoint symmetry of order 2r of the form
PAA′ = ξ
BC1···C2r
A′C′1···C
′
2r
φ
C′1···C
′
2r
ABC1···C2r
+ κ
C1···C2r−1
A′B′C′D′C′1···C
′
2r−1
φ¯
B′C′D′C′1···C
′
2r−1
AC1···C2r−1
+HAA′, (5.38)
where ξ
BC1···C2r
A′C′1···C
′
2r
is a real Killing spinor of type (2r+1, 2r+1), κ
C1···C2r−1
A′B′C′D′C′1···C
′
2r−1
is a Killing
spinor of type (2r−1, 2r+3), and where HAA′ is of order less than 2r. It follows from (5.38)
and the identities (4.12) that the highest order terms in the spinorial curl D
A′
(CQA)A′ of QAA′
are given by
ξ
BC1···C2r
A′C′1···C
′
2r
φ
A′C′1···C
′
2r
ABCC1···C2r
+ κ
C1···C2r−1
A′B′C′D′C′1···C
′
2r−1
φ¯
A′B′C′D′C′1···C
′
2r−1
ACC1···C2r−1
(5.39)
on R2r+1(F ), and hence the Killing spinors in (5.38) are unique for the class of conserved
currents equivalent to Ψ
AA′
. This yields a linear map
I2r : V
T
2r ⊕ V
V
2r → K
R
2r+1 ⊕K2r−1,2r+3, I2r(Ψ) = (ξ
BC1···C2r
A′C′1···C
′
2r
, κ
C1···C2r−1
A′B′C′D′C′1···C
′
2r−1
), (5.40)
which is well defined on the equivalence classes of currents in VT2r ⊕ V
V
2r.
Next let Ψ
AA′
be a quadratic conserved current in VZ2r+1. Similarly as above, we can
show that any current equivalent to Ψ
AA′
admits a characteristic QAA′ which is equivalent
to a linear adjoint symmetry of order 2r + 1 of the form
PAA′ = iξ
BC1···C2r+1
A′C′1···C
′
2r+1
φ
C′1···C
′
2r+1
ABC1···C2r+1
+HAA′, (5.41)
where ξ
BC1···C2r+1
A′C′1···C
′
2r+1
is a real Killing spinor of type (2r+2, 2r+2), and where HAA′ is of order
less than 2r+1. From (5.41) and (4.12) the highest order terms in the spinorial curl of QAA′
are given by
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iξ
BC1···C2r+1
A′C′1···C
′
2r+1
φ
A′C′1···C
′
2r+1
ABCC1···C2r+1
(5.42)
on R2r+2(F ), and hence the Killing spinor in (5.41) is unique for the class of conserved
currents equivalent to Ψ
AA′
. This again yields a linear map
I2r+1 : V
Z
2r+1 → K
R
2r+2, I2r+1(Ψ) = ξ
BC1···C2r+1
A′C′1···C
′
2r+1
, (5.43)
which is well defined on the equivalence classes of currents in VZ2r+1.
Theorem 5.5. (i) The vector space Vw is isomorphic to the direct sum
Vw ≃ ⊕
[w/2]
r=0 N
T
2r ⊕
[(w−1)/2]
r=0 N
Z
2r+1 ⊕
[w/2−1]
r=0 N
V
2r+2. (5.44)
Moreover, for r ≥ 0, the vector spaces N T2r, N
Z
2r+1, N
V
2r+2 are respectively isomorphic to
KR2r+1, K
R
2r+2, K2r+1,2r+5 under the mappings (5.40) and (5.43). Consequently, these vector
spaces of conserved currents have the following dimensions over the real numbers:
dimN T2r =
1
3
(r + 1)2(2r + 3)2(4r + 5), (5.45a)
dimN Z2r+1 =
1
3
(r + 2)2(2r + 3)2(4r + 7), (5.45b)
dimN V2r+2 =
2
3
(r + 1)(r + 3)(2r + 3)(2r + 7)(4r + 9). (5.45c)
(ii) The vector space VW0 is isomorphic to the space of solutions to Maxwell’s equations.
Proof.
To prove part (ii) of the Theorem, note that by Lemma 5.1 and Theorem 5.4, the
equivalence classes of linear conserved currents are in one-to-one correspondence with spinor
fields ωCC′ satisfying (4.25) up to gradient terms ∂CC′χ. But such spinors ωCC′ correspond
to potentials for the electromagnetic fields via φAB = ∂
B′
(AωB)B′ , while gradient terms ωCC′ =
∂CC′χ represent pure gauge potentials giving rise to the zero electromagnetic field, φAB =
∂
B′
(A∂B)B′χ = 0. This establishes an isomorphism between solutions of Maxwell’s equations
and equivalence classes of linear conserved currents.
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To prove part (i) of the Theorem, we note that the isomorphism (5.44) follows from
Theorem 5.4. Our goal now is to show that N T2r ≃ K
R
2r+1, N
Z
2r+1 ≃ K
R
2r+2, N
V
2r+2 ≃
K2r+1,2r+5.
We first note that by construction I2r and I2r+1 are linear maps which descend to N
T
2r⊕
N V2r andN
Z
2r+1, respectively. Hence, in order to prove that they are one-to-one, it is sufficient
to show that their respective kernels are contained in V2r−2 and V2r−1. Let Ψ
AA′
be a
quadratic current in VT2r⊕V
V
2r admitting a spinorial characteristic QAA′ such that I2r(Ψ) = 0.
Hence we have ξ
BC1···C2r
A′C′1···C
′
2r
= 0 and κ
C1···C2r−1
A′B′C′D′C′1···C
′
2r−1
= 0 in (5.39). It then follows from
(5.38) that QAA′ is equivalent to a linear adjoint symmetry PAA′ of order less than 2r. By
Proposition 5.3 we see that Ψ
AA′
is equivalent to a quadratic current of weight less than 2r
and thus is contained in VT2r−2⊕V
V
2r−2 by Theorem 5.4. Hence we conclude ker I2r ⊂ V2r−2.
By a similar argument we can show that ker I2r+1 ⊂ V2r−1.
Therefore the mappings I2r and I2r+1 are one-to-one. Next, by the factorization property
of Killing spinors in Lemma 4.1, it immediately follows that the mappings are onto. This
establishes the required isomorphisms.
Finally, the dimension counts of the vector spaces follow from Lemma 4.1. ⊔⊓
B. A basis
We now present an explicit basis for the vector space Vw of currents spanned by (5.31),
(5.32), (5.33). We start by defining a basis of complex conformal Killing vectors and self-dual
conformal Killing-Yano tensors as follows.
Fix a spinor basis {oA, ιA}, namely, oA and ιA are linearly independent constant spinors
satisfying oAι
A
= 1. Now let
ξ
AA′
0,1 = o
A
o¯
A′
, ξ
AA′
0,2 = o
A
ι¯
A′
, ξ¯
AA′
0,2 = ι
A
o¯
A′
, ξ
AA′
0,3 = ι
A
ι¯
A′
, (5.46)
ξ
AA′
1,1 = x
A
B′ o¯
A′
o¯
B′
, ξ
AA′
1,2 = x
A
B′ o¯
(A′
ι¯
B′)
, ξ
AA′
1,3 = x
A
B′ ι¯
A′
ι¯
B′
, (5.47)
ξ¯
AA′
1,1 = x
A′
B o
A
o
B
, ξ¯
AA′
1,2 = x
A′
B o
(A
ι
B)
, ξ¯
AA′
1,3 = x
A′
B ι
A
ι
B
, (5.48)
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ξ
AA′
1,4 = x
AA′
, (5.49)
ξ
AA′
2,1 = x
A
B′x
A′
B o
B
o¯
B′
, ξ
AA′
2,2 = x
A
B′x
A′
B o
B
ι¯
B′
, ξ¯
AA′
2,2 = x
A
B′x
A′
B ι
B
o¯
B′
, ξ
AA′
2,3 = x
A
B′x
A′
B ι
B
ι¯
B′
, (5.50)
and
Y
AB
0,1 = o
A
o
B
, Y
AB
0,2 = o
(A
ι
B)
, Y
AB
0,3 = ι
A
ι
B
, (5.51)
Y
AB
1,1 = x
(A
C′o
B)
o¯
C′
, Y
AB
1,2 = x
(A
C′o
B)
ι¯
C′
, Y
AB
1,3 = x
(A
C′ ι
B)
o¯
C′
, Y
AB
1,4 = x
(A
C′ ι
B)
ι¯
C′
, (5.52)
Y
AB
2,1 = x
(A
C′x
B)
D′ o¯
C′
o¯
D′
, Y
AB
2,2 = x
(A
C′x
B)
D′ o¯
C′
ι¯
D′
, Y
AB
2,3 = x
(A
C′x
B)
D′ ι¯
C′
ι¯
D′
. (5.53)
From equations (2.10) and (2.11) we have the following result.
Proposition 5.6. The set of 15 spinorial conformal Killing vectors (5.46) to (5.50) is a
basis for the complex vector space K1,1 of type (1, 1) Killing spinors. The set of 10 spinorial
conformal Killing-Yano tensors (5.51) to (5.53) is a basis for the complex vector space K2,0
of type (2, 0) Killing spinors.
To proceed, we state a preliminary result which follows immediately from Theorem 5.5,
Proposition 5.6 and Lemma 4.1, and equation (4.2).
Proposition 5.7. Let Ψ
AA′
be a current of weight q. Then Ψ
AA′
is equivalent to a
quadratic current which is a polynomial of degree at most 2q + 2 in x
CC′
and admits a
unique decomposition into a sum of monomials each of which possess either even parity or
odd parity with respect to the duality transformation (4.2).
We now define a basis for Vw inductively in terms of the weight 0 ≤ q ≤ w and the degree
0 ≤ p ≤ 2q + 2. Let Vw = V
+
w ⊕ V
−
w , where V
+
w and V
−
w denote the subspaces of currents
with even parity (+) and odd parity (−) respectively. We consider V+w and V
−
w separately.
To proceed, we first state the main results and then present the proofs afterwards.
The basis for V+w is indexed by s = q + 1 and p in addition to two pairs of integers (i, j)
and (n, n′) satisfying
max(0, p− s) ≤ i ≤ j ≤ p− i, 0 ≤ p ≤ 2s, and (5.54)
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

0 ≤ n ≤ s− p+ 2i, 0 ≤ n′ ≤ s− p+ 2j, if i < j;
0 ≤ n ≤ n′ ≤ s− p+ 2i, if i = j.
(5.55)
Write
l = s− p+ i, l′ = s− p+ j. (5.56)
For each value of i, j, n, n′, p, q, we define the stress-energy type currents when q is even,
Ψ
AA′
T (i,j,n,n′;p,q)[ξ1, . . . , ξq+1] =
1
2
(U
A
B′ [ξ1, . . . , ξq+1] + U
A
B′ [ξ¯1, . . . , ξ¯q+1])φ¯
A′B′
+
1
2
(U¯
A′
B [ξ1, . . . , ξq+1] + U¯
A′
B [ξ¯1, . . . , ξ¯q+1])φ
AB
, (5.57)
Ψ
AA′
T ′(i,j,n,n′;p,q)[ξ1, . . . , ξq+1] =
i
2
(U
A
B′ [ξ1, . . . , ξq+1]− U
A
B′ [ξ¯1, . . . , ξ¯q+1])φ¯
A′B′
+
i
2
(U¯
A′
B [ξ1, . . . , ξq+1]− U¯
A′
B [ξ¯1, . . . , ξ¯q+1])φ
AB
, (5.58)
if i 6= j or n 6= n′ ,
and we also define the zilch type currents when q is odd,
Ψ
AA′
Z(i,j,n,n′;p,q)[ξ1, . . . , ξq+1] =
i
2
(U
A
B′ [ξ1, . . . , ξq+1] + U
A
B′ [ξ¯1, . . . , ξ¯q+1])φ¯
A′B′
−
i
2
(U¯
A′
B [ξ1, . . . , ξq+1] + U¯
A′
B [ξ¯1, . . . , ξ¯q+1])φ
AB
, (5.59)
Ψ
AA′
Z′(i,j,n,n′;p,q)[ξ1, . . . , ξq+1] =
1
2
(U
A
B′ [ξ1, . . . , ξq+1]− U
A
B′ [ξ¯1, . . . , ξ¯q+1])φ¯
A′B′
−
1
2
(U¯
A′
B [ξ1, . . . , ξq+1]− U¯
A′
B [ξ¯1, . . . , ξ¯q+1])φ
AB
, (5.60)
if i 6= j or n 6= n′ ,
where U¯
A′
A [ξ1, . . . , ξq+1] = U
A
A′ [ξ¯1, . . . , ξ¯q+1]. In (5.57) to (5.60) the set {ξ1, . . . , ξq+1} consists
of the conformal Killing vectors (5.46), (5.47), (5.49), (5.50) with each ξa,b appearing #[ξa,b]
times according to the following count formulas:
#[ξ0,1] = min(n, l, n
′), (5.61)
#[ξ0,2] = max(0,min(n− n
′, l − n′)), (5.62)
#[ξ¯0,2] = max(0,min(n
′ − n, l − n)), (5.63)
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#[ξ0,3] = max(0,min(l − n
′, l − n)), (5.64)
#[ξ1,1] = max(0,min(n
′ − l′, l′ − l)), (5.65)
#[ξ1,2] = max(0, l
′ − l − |l′ − n′|), (5.66)
#[ξ1,3] = max(0,min(l
′ − n′, l′ − l)), (5.67)
#[ξ1,4] = s− (i+ j + l + l
′)/2, (5.68)
#[ξ¯1,1] = #[ξ¯1,2] = #[ξ¯1,3] = 0, (5.69)
#[ξ2,1] = max(0,min(n
′ − 2l′ + l, n− l)), (5.70)
#[ξ2,2] = max(0,min(n− n
′ + 2(l′ − l), n− l)), (5.71)
#[ξ¯2,2] = max(0,min(n
′ − n + 2(l − l′), n′ − 2l′ + l)), (5.72)
#[ξ2,3] = i−max(0, n
′ − 2l′ + l, n− l). (5.73)
Note that #[ξ0,1]+#[ξ0,2]+#[ξ¯0,2]+#[ξ0,3] = l, #[ξ1,1]+#[ξ1,2]+#[ξ1,3] = j− i, #[ξ1,4] =
p− i− j, #[ξ2,1] + #[ξ2,2] + #[ξ¯2,2] + #[ξ2,3] = i, and so
∑
a,b#[ξa,b] = s.
Theorem 5.8 The set of all currents (5.57) and (5.58) for 0 ≤ p ≤ 2q + 2, q = 2r,
0 ≤ r ≤ [w/2], together with (5.59) and (5.60) for 0 ≤ p ≤ 2q + 2, q = 2r + 1, 0 ≤ r ≤
[(w − 1)/2], constitutes a basis for V+w.
The basis for V−w is indexed by s = q − 1 and p in addition to two pairs and a triplet of
integers (i, j, k), (n, n′) and (m,m′), satisfying
p′ = p− k, 0 ≤ k ≤ 4, 0 ≤ p′ ≤ 2s, (5.74)
max(0, p′ − s) ≤ i ≤ j ≤ p′ − i, (5.75)


0 ≤ n ≤ s− p′ + 2i, 0 ≤ n′ ≤ s− p′ + 2j, if i < j;
0 ≤ n ≤ n′ ≤ s− p′ + 2i, if i = j;
(5.76)


0 ≤ m ≤ 4− k, 0 ≤ m′ ≤ k, if n = 0;
m = 4− k, m′ = k, if n > 0.
(5.77)
Write
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l = s− p′ + i, l′ = s− p′ + j, h = [k/2]. (5.78)
For each value of i, j, k, n, n′, m,m′, p, q, if q is even, we define the chiral type currents
Ψ
AA′
+V (i,j,k,n,n′,m,m′;p,q)[Y 1, Y 2, ξ1, . . . , ξq−1] =
1
2
(V
A
B′ [κ, ξ1, . . . , ξq−1] + V
A
B′ [κ, ξ¯1, . . . , ξ¯q−1])φ¯
A′B′
+
1
2
(V¯
A′
B [κ¯, ξ1, . . . , ξq−1] + V¯
A′
B [κ¯, ξ¯1, . . . , ξ¯q−1])φ
AB
, (5.79)
Ψ
AA′
−V (i,j,k,n,n′,m,m′;p,q)[Y 1, Y 2, ξ1, . . . , ξq−1] =
i
2
(V
A
B′ [κ, ξ1, . . . , ξq−1] + V
A
B′ [κ, ξ¯1, . . . , ξ¯q−1])φ¯
A′B′
−
i
2
(V¯
A′
B [κ¯, ξ1, . . . , ξq−1] + V¯
A′
B [κ¯, ξ¯1, . . . , ξ¯q−1])φ
AB
, (5.80)
and
Ψ
AA′
+V ′(i,j,k,n,n′,m,m′;p,q)[Y 1, Y 2, ξ1, . . . , ξq−1] =
i
2
(V
A
B′ [κ, ξ1, . . . , ξq−1]− V
A
B′ [κ, ξ¯1, . . . , ξ¯q−1])φ¯
A′B′
+
i
2
(V¯
A′
B [κ¯, ξ1, . . . , ξq−1]− V¯
A′
B [κ¯, ξ¯1, . . . , ξ¯q−1])φ
AB
, (5.81)
Ψ
AA′
−V ′(i,j,k,n,n′,m,m′;p,q)[Y 1, Y 2, ξ1, . . . , ξq−1] =
1
2
(V
A
B′ [κ, ξ1, . . . , ξq−1]− V
A
B′ [κ, ξ¯1, . . . , ξ¯q−1])φ¯
A′B′
−
1
2
(V¯
A′
B [κ¯, ξ1, . . . , ξq−1]− V¯
A′
B [κ¯, ξ¯1, . . . , ξ¯q−1])φ
AB
, (5.82)
if i 6= j or n 6= n′ ,
where κ
ABCD
= Y
(AB
1 Y
CD)
2 , and V¯
A′
A [κ¯, ξ1, . . . , ξq−1] = V
A
A′[κ, ξ¯1, . . . , ξ¯q−1]. In (5.79)
to (5.82) the set {ξ1, . . . , ξq−1} consists of the conformal Killing vectors (5.46), (5.47), (5.49),
(5.50) with each ξa,b appearing #[ξa,b] times according to the previous count formulas (5.61)
to (5.73), and, in addition, the set {Y 1, Y 2} consists of the conformal Killing-Yano tensors
(5.51), (5.52), (5.53) with each Y a,b appearing #[Y a,b] times according to the following count
formulas:
#[Y 0,1] = min(2 + h− k,max(0, m+ k − h− 2)), (5.83)
#[Y 0,2] = max(0,min(m, 4 + 2h− 2k −m)), (5.84)
#[Y 0,3] = max(0, 2 + h− k −m), (5.85)
#[Y 1,1] = max(0, m+ k − 4 + min(k − 2h,m
′)), (5.86)
#[Y 1,2] = max(0, m+ k − 4 + max(0, k − 2h−m
′)), (5.87)
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#[Y 1,3] = min(k − 2h,m
′)−max(0, m+ k − 4 + min(k − 2h,m′)), (5.88)
#[Y 1,4] = max(0, k − 2h−m
′)−max(0, m+ k − 4 + max(0, k − 2h−m′)), (5.89)
#[Y 2,1] = max(0, m
′ − k + h), (5.90)
#[Y 2,2] = max(0, k −m
′ +min(0, 2m′ − 2k + 2h)), (5.91)
#[Y 2,3] = max(0, h−max(0, m
′ − k + 2h)). (5.92)
Note that #[Y 0,1]+#[Y 0,2]+#[Y 0,3] = 2−k+h, #[Y 1,1]+#[Y 1,2]+#[Y 1,3]+#[Y 1,4] = k−2h,
#[Y 2,1] + #[Y 2,2] + #[Y 2,3] + #[Y 2,4] = h, and so
∑
a,b#[Y a,b] = 2.
Theorem 5.9 The set of all currents (5.79) to (5.82) for 0 ≤ p ≤ 2q + 2, q = 2r + 2,
0 ≤ r ≤ [w/2]− 1, constitutes a basis for V−w .
The proof of Theorems 5.8 and 5.9 relies on the construction of an explicit basis for
Killing spinors based on the factorization Lemma 4.1.
Lemma 5.10 (i) For s ≥ 0 a basis for KRs,s is given by the set of symmetrized products of
conformal Killing vectors
ξ
(A1
1(A′1
· · · ξ As)sA′s) + ξ¯
(A1
1(A′1
· · · ξ¯ As)sA′s), (5.93)
iξ
(A1
1(A′1
· · · ξ As)sA′s) − iξ¯
(A1
1(A′1
· · · ξ¯ As)sA′s), if i 6= j or n 6= n
′, (5.94)
where ξ1, . . . , ξs are chosen by the count formulas (5.61) to (5.73) with p, i, j, n, n
′ satisfying
(5.54) and (5.55).
(ii) For s ≥ 0 a basis for K4+s,s is given by the set of symmetrized products of conformal
Killing vectors and conformal Killing-Yano tensors
Y
(AB
1 Y
CD
2 ξ
A1
1(A′1
· · · ξ As)sA′s) + Y
(AB
1 Y
CD
2 ξ¯
A1
1(A′1
· · · ξ¯ As)sA′s), (5.95)
iY
(AB
1 Y
CD
2 ξ
A1
1(A′1
· · · ξ As)sA′s) − iY
(AB
1 Y
CD
2 ξ¯
A1
1(A′1
· · · ξ¯ As)sA′s), if i 6= j or n 6= n
′, (5.96)
where ξ1, . . . , ξs, Y 1, Y 2 are chosen by the respective count formulas (5.61) to (5.73) and
(5.83) to (5.92) with p, k, i, j, n, n′, m,m′ satisfying (5.74) to (5.77).
Proof.
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Let ξ
A1···As
A′1···A
′
s
be a Killing spinor of type (s, s). By the factorization Lemma 4.1, one can
show that ξ
A1···As
A′1···A
′
s
is a sum of linearly independent monomials in x
CC′
given by
ξ
A1···As
A′1···A
′
s
=
∑
i,j,p
Γ(i,j,p)
A1···As
A′1···A
′
s
(x, γ), (5.97)
with i, j, p satisfying i ≥ max(0, p− s), j ≥ max(0, p− s), i+ j ≤ p, and
Γ(i,j,p)
A1···As
A′1···A
′
s
(x, γ) = x
(A1···Ap−i|E1···Ei
E′1···E
′
j
(A′1···A
′
p−j
γ
|Ap−i+1···As)B1···Bi
A′
p−j+1···A
′
s)B
′
1···B
′
j
ǫE1B1 · · · ǫEiBiǫ
E′1B
′
1 · · · ǫ
E′
j
B′
j , (5.98)
where x
B1···Bk
B′1···B
′
k
= x
B1
B′1
· · ·xBkB′
k
, and where γ
A1···AlB1···Bi
A′1···A
′
l′
B′1···B
′
j
is a constant symmetric spinor.
Note that the complex conjugate of each monomial in (5.97) is Γ¯(i,j,p)
A1···As
A′1···A
′
s
(x, γ¯) =
Γ(j,i,p)
A1···As
A′1···A
′
s
(x, γ¯).
Hence, by setting
γ(n,n′)
C1···Cl+i
C′1···C
′
l′+j
= o
(C1 · · · oCnιCn+1 · · · ι
Cl+i)o¯(C′1
· · · o¯C′
n′
ι¯C′
n′+1
· · · ι¯C′
l′+j
), (5.99)
we obtain a basis for the real vector space KRs,s, given by the Killing spinors
ξ
A1···As
A′1···A
′
s
=
∑
i,j,p
(
Γ(i,j,p)
A1···As
A′1···A
′
s
(x, γ(n,n′)) + Γ(j,i,p)
A1···As
A′1···A
′
s
(x, γ¯(n,n′))
)
, (5.100)
and
ξ
A1···As
A′1···A
′
s
=
∑
i,j,p
(
iΓ(i,j,p)
A1···As
A′1···A
′
s
(x, γ(n,n′))− iΓ(j,i,p)
A1···As
A′1···A
′
s
(x, γ¯(n,n′))
)
, when i 6= j or n 6= n′,
(5.101)
where i, j, p satisfy (5.54) and n, n′ satisfy (5.55).
Now, by straightforward calculations one can verify that each conformal Killing vector
product (5.93) for fixed i, j, p, n, n′ in the count formulas (5.61) to (5.73) is equal to the
monomial Γ(i,j,p)
A1···As
A′1···A
′
s
(x, γ(n,n′)) + Γ(j,i,p)
A1···As
A′1···A
′
s
(x, γ¯(n,n′)) plus a certain linear combination
of monomials Γ(i′,j′,p)
A1···As
A′1···A
′
s
(x, γ(n,n′)) + Γ(j′,i′,p)
A1···As
A′1···A
′
s
(x, γ¯(n,n′)) over smaller index values 0 ≤
i′ < i, i′ ≤ j′ < j. Similar calculations hold for each conformal Killing vector product
(5.94) in terms of monomials iΓ(i,j,p)
A1···As
A′1···A
′
s
(x, γ(n,n′)) − iΓ(j,i,p)
A1···As
A′1···A
′
s
(x, γ¯(n,n′)) 6= 0 for i 6= j
or n 6= n′. Therefore, by induction on i, j, p, n, n′, it follows that the set of conformal Killing
vector products (5.93) and (5.94) comprise a basis for KRs,s.
This completes the proof of part (i). The proof of part (ii) is similar and will be omitted.
⊔⊓
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Proof of Theorems 5.8 and 5.9.
Let Ψ
AA′
be any of the currents (5.57), (5.58), (5.59), (5.60). If q is even, we see by
Lemma 5.1 that the highest order terms in the spinorial characteristic (5.12) admitted by
Ψ
AA′
are given by (5.38) with r = (s − 1)/2, where ξBC1···C2rA′C′1···C′2r
is a Killing spinor as given
in Lemma 5.10(i), and where κ
C1···C2r−1
A′B′C′D′C′1···C
′
2r−1
= 0. Similarly, if q is odd, the highest
order terms in the spinorial characteristic (5.13) admitted by Ψ
AA′
are given by (5.41) with
r = s/2− 1, where ξBC1···C2r+1A′C′1···C′2r+1
is a Killing spinor as above.
Hence, the mappings (5.40) and (5.43) provide an isomorphism V+w ≃ ⊕
w
r=0K
R
r+1. Thus
by Theorem 5.5 and Lemma 5.10 the currents in Theorem 5.8 comprise a basis for V+w .
Next let Ψ
AA′
be any of the currents (5.79), (5.80), (5.81), (5.82). We see by Lemma 5.1
that the highest order terms in the spinorial characteristic (5.14) admitted by Ψ
AA′
are
given by (5.38) with r = (s − 1)/2, where κC1···C2r−1A′B′C′D′C′1···C′2r−1
is a Killing spinor as given in
Lemma 5.10(ii) and ξ
BC1···C2r
A′C′1···C
′
2r
= 0.
Hence, the mapping (5.43) provides an isomorphism V−w ≃ ⊕
[w/2]
r=0 K2r−1,3+2r. Thus by
Theorem 5.5 and Lemma 5.10 the currents in Theorem 5.9 comprise a basis for V−w . ⊔⊓
C. Classification algorithm
To conclude, we remark that by Theorems 5.4 and 5.5, and Lemma 5.10, there is a
simple algorithm for writing any given quadratic conserved current of Maxwell’s equations
explicitly as a sum of currents (5.31), (5.32), (5.33) up to a trivial current. Let Ψ
AA′
be a
quadratic current of weight w ≥ 0 and proceed by the following steps:
(i) Calculate a spinorial characteristic QAA′ for Ψ
AA′
by (5.29).
(ii) Calculate the spinorial curl D
A′
(CQA)A′ and equate its highest order terms to expres-
sions (5.39) or (5.42). There are two cases to consider: Let q denote the order of the
curl expression. If q is odd, the highest order terms must match (5.39) for some Killing
spinors ξ
BC1···C2r
A′C′1···C
′
2r
and κ
C1···C2r−1
A′B′C′D′C′1···C
′
2r−1
with r = (q − 1)/2. Then ΨAA
′
is equivalent to a
sum of quadratic currents (5.31) and (5.33) of weight q − 1 plus lower order currents, with
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the Killing spinors ξ , ζ1, . . . , ζ2r in (5.31) and the Killing spinors κ, ζ1, . . . , ζ2r−1 in (5.33)
given by a respective Killing spinor factorization of ξ
BC1···C2r
A′C′1···C
′
2r
and κ
C1···C2r−1
A′B′C′D′C′1···C
′
2r−1
as in the
proof of Lemma 5.10. Similarly, if q is even, the highest order terms must match (5.42)
for some Killing spinor ξ
BC1···C2r+1
A′C′1···C
′
2r+1
with r = q/2 − 1. Then ΨAA
′
is equivalent to a sum of
quadratic currents (5.32) of weight q − 1 plus lower order currents, with the Killing spinors
ξ , ζ1, . . . , ζ2r+1 in (5.32) given by a Killing spinor factorization of ξ
BC1···C2r+1
A′C′1···C
′
2r+1
as in the proof
of Lemma 5.10.
(iii) Subtract from Ψ
AA′
the quadratic current of minimal weight wQ = q−1 determined
in step (ii) and repeat these steps until q = 1.
By steps (i), (ii), (iii) we have expressed Ψ
AA′
as a sum of quadratic currents (5.31),
(5.32), (5.33) of minimal weights at most wQ plus a trivial current.
VI. CORRESPONDENCE BETWEEN TENSORIAL AND SPINORIAL
CURRENTS
A. Currents
In this section we show that the tensorial currents in Theorem 2.1 span the vector space
of equivalence classes of quadratic currents in Theorem 5.4.
Let ξ
µ
= e
µ
AA′ξ
AA′
be a real conformal Killing vector, and let Y
µν
= e
µAA′
e
νBB′
(Y A′B′ǫAB + Y¯ ABǫA′B′) be a real conformal Killing-Yano tensor. Let F µν = e
AA′
µ e
BB′
ν
(φABǫA′B′ + φ¯A′B′ǫAB) be a solution of Maxwell’s equations. Write
φ
(n)
ξ AB = (prXξ)
nφAB, φ¯
(n)
ξ A′B′ = (prXξ)
nφ¯A′B′ , (6.1)
and let ξ(n) = {ξ1, . . . , ξn}, ξ1 = · · · = ξn = ξ, denote the set consisting of n copies of a
conformal Killing vector ξ . Then we have the identities
UAA′ [ξ
(n+1)] = UAA′(φ
(n)
ξ ; ξ), V AA′[κ, ξ
(n)] = V AA′(φ¯
(n)
ξ ; κ). (6.2)
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One can verify by a direct computation that the spinorial forms of the currents (2.22),
(2.23), (2.24) are given by, respectively,
Ψ
(n)AA′
T (F ; ξ) = U
A
B′ [ξ
(n+1)]φ¯
(n)
ξ
A′B′
+ U¯
A′
B [ξ
(n+1)]φ
(n)
ξ
AB
, (6.3)
Ψ
(n)AA′
Z (F ; ξ) = 2iU
A
B′ [ξ
(n+2)]φ¯
(n)
ξ
A′B′ − 2iU¯A
′
B [ξ
(n+2)]φ
(n)
ξ
AB
, (6.4)
Ψ
(n)AA′
V (F ; ξ, Y ) = 8V
A
B′ [κ, ξ
(n+1)]φ¯
(n)
ξ
A′B′
+ 8V¯
A′
B [κ, ξ
(n+1)]φ
(n)
ξ
AB
, (6.5)
where κA′B′C′D′ = 3Y (A′B′Y C′D′).
Proposition 6.1. The currents Ψ
(n)AA′
T (F ; ξ), Ψ
(n)AA′
Z (F ; ξ), Ψ
(n)AA′
V (F ; ξ, Y ) admit
spinorial characteristics (5.6) given by, respectively,
Q
T
(n)AA′ [ξ] = (−1)
n2UAA′ [ξ
(2n+1)], (6.6)
Q
Z
(n)AA′ [ξ] = (−1)
n4iUAA′ [ξ
(2n+2)], (6.7)
Q
V
(n)AA′ [ξ, Y ] = (−1)
n16
n∑
a=0
n!
(n− a)!a!
V AA′[(Lξ)
aκ, ξ(2n+1−a)]. (6.8)
These characteristics are adjoint symmetries of order qT = 2n, qZ = 2n + 1, qV = 2n + 2,
respectively.
Proof.
The calculation of each characteristic is similar. We will prove (6.6) and omit the proofs
of the other two.
By Lemma 5.1 and equation (5.6), the spinorial characteristic of current (6.3) for n = 0
is Q
T
(0)AA′ [ξ] = 2UAA′ [ξ] and thus we have
DAA′Ψ
(0)AA′
T (F ; ξ) = 2UAA′ [ξ]∆¯
AA′
+ 2U¯AA′[ξ]∆
AA′
+DAA′Υ
AA′
1 , (6.9)
where Υ
AA′
1 is a trivial current. Now, by replacing φ
AB
by φ
(n)
ξ
AB
in (6.9) and then using
equations (6.1) and (6.2) together with equation (5.5), we obtain
DAA′Ψ
(n)AA′
T (F ; ξ)
= 2UAA′[ξ
(n+1)](prXξ)
n∆¯
AA′
+ 2U¯
AA′
[ξ(n+1)](prXξ)
n∆
AA′
+DAA′Υ
AA′
2
= 2∆¯
AA′
(−LFξ )
nUAA′ [ξ
(n+1)] + 2∆
AA′
(−LFξ )
nU¯AA′[ξ
(n+1)] +DAA′Υ
AA′
3 , (6.10)
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where Υ
AA′
2 ,Υ
AA′
3 are trivial currents. By a repeated application of (5.22) and a comparison
with (5.6) we conclude that Ψ
(n)AA′
T (F ; ξ) admits the spinorial characteristic (6.6). ⊔⊓
Lemma 6.2. The currents Φ
AA′
T [ξ, ζ1, . . . , ζ2r], Φ
AA′
Z [ξ, ζ1, . . . , ζ2r+1], Φ
AA′
V [κ, ζ1, . . . , ζ2r+1]
for r ≥ 0 are, respectively, equivalent to a linear combination of the currents
Ψ
(n)AA′
T (F ; ζ), Ψ
(n)AA′
Z (F ; ζ), Ψ
(n)AA′
V (F ; ζ, Y ), 0 ≤ n ≤ r, (6.11)
involving a sum over conformal Killing vectors ζ and conformal Killing-Yano tensors Y for
each n.
Proof.
The computations to prove the equivalence are similar for each pair of currents. We will
prove the claim for the pair Φ
AA′
T [ξ, ζ1, . . . , ζ2r], Ψ
(n)AA′
T (F ; ζ) and omit the other two.
The image of the current Φ
AA′
T [ξ, ζ1, . . . , ζ2r] under the map (5.40) is the Killing spinor
ξ
(C′
(C ζ
C′1
1C1
· · · ζ
C′2r)
2rC2r)
which is a symmetric multilinear expression in ξ, ζ1, . . . , ζ2r and hence can
be written as a linear combination of powers of Killing spinors of the form ̺
(C′
(C ̺
C′1
C1
· · · ̺
C′2r)
C2r)
.
Thus by Theorem 5.5, there is a linear combination of currents Φ
AA′
T [̺
(2r+1)] that is equivalent
to the current Φ
AA′
T [ξ, ζ1, . . . , ζ2r] up to a current of lower weight. Hence, by induction
on r, we have that for all r ≥ 0 the current ΦAA
′
T [ξ, ζ1, . . . , ζ2r] is equivalent to a linear
combination of currents Φ
AA′
T [̺
(2n+1)], 0 ≤ n ≤ r, each of which is equivalent to a multiple of
a current (6.3) by the relation Q
T
(n)AA′ [̺] = 2(−1)
nQ
T
AA′[̺
(2n+1)] and Proposition 3.1. Thus,
the current Φ
AA′
T [ξ, ζ1, . . . , ζ2r] lies in the equivalence class of a linear combination of the
currents Ψ
(n)AA′
T (F ; ζ), 0 ≤ n ≤ r. ⊔⊓
We conclude with the following Proposition whose proof is immediate.
Proposition 6.3. Under the duality transformation (4.2), the currents Ψ
(n)AA′
T (F ; ξ),
Ψ
(n)AA′
Z (F ; ξ), Ψ
(n)AA′
V (F ; ξ, Y ) transform as
Ψ
(n)AA′
T → Ψ
(n)AA′
T , Ψ
(n)AA′
Z → Ψ
(n)AA′
Z , Ψ
(n)AA′
V → −Ψ
(n)AA′
V . (6.12)
45
B. A basis
Here we present a basis for tensorial currents given in Theorem 2.1 by using the basis
for the spinorial currents given in Theorems 5.8 and 5.9.
First, by fixing a spinor basis {oA, ιA} we obtain a null tetrad basis for vectors in
Minkowski space,
ℓ
µ
= e
µ
AA′o
A
o¯
A′
, n
µ
= e
µ
AA′ι
A
ι¯
A′
, m
µ
= e
µ
AA′o
A
ι¯
A′
, m¯
µ
= e
µ
AA′ o¯
A′
ι
A
. (6.13)
Products of the basis spinors o
A
, ι
A
yield a basis for complex skew-tensors in Minkowski
space,
e
µ
AA′e
ν
BB′o
A
o
B
ǫ
A′B′
= ℓ
[µ
m
ν]
+ i ∗ ℓ[µmν], (6.14)
e
µ
AA′e
ν
BB′o
(A
ι
B)
ǫ
A′B′
= ℓ
[µ
n
ν]
+ i ∗ ℓ[µnν], (6.15)
e
µ
AA′e
ν
BB′ι
A
ι
B
ǫ
A′B′
= n
[µ
m¯
ν]
+ i ∗ n[µm¯ν]. (6.16)
In terms of expressions (6.13) to (6.16), the basis (5.46) to (5.50) for complex conformal
Killing vectors and the basis (5.51) to (5.53) for self-dual conformal Killing-Yano tensors
takes the form
ξ
µ
0,1 = ℓ
µ
, ξ
µ
0,2 = m
µ
, ξ¯
µ
0,2 = m¯
µ
, ξ
µ
0,3 = n
µ
, (6.17)
ξ
µ
1,1 = xν(1− i∗)ℓ
[µ
m¯
ν]
, ξ
µ
1,2 = xν(1− i∗)ℓ
[µ
n
ν]
, ξ
µ
1,3 = xν(1− i∗)m
[µ
n
ν]
, (6.18)
ξ¯
µ
1,1 = xν(1 + i∗)ℓ
[µ
m
ν]
, ξ¯
µ
1,2 = xν(1 + i∗)ℓ
[µ
n
ν]
, ξ¯
µ
1,3 = xν(1 + i∗)m¯
[µ
n
ν]
, (6.19)
ξ
µ
1,4 = x
µ
ν , (6.20)
ξ
µ
2,1 = x
µ
xνℓ
ν −
1
2
x
ν
xνℓ
µ
, ξ
µ
2,2 = x
µ
xνm
ν −
1
2
x
ν
xνm
µ
, (6.21)
ξ¯
µ
2,2 = x
µ
xνm¯
ν −
1
2
x
ν
xνm¯
µ
, ξ
µ
2,3 = x
µ
xνn
ν −
1
2
x
ν
xνn
µ
, (6.22)
and
Y
µν
0,1 = (1 + i∗)ℓ
[µ
m
ν]
, Y
µν
0,2 = (1 + i∗)ℓ
[µ
n
ν]
, Y
µν
0,3 = (1 + i∗)n
[µ
m¯
ν]
, (6.23)
Y
µν
1,1 = (1 + i∗)x
[µ
ℓ
ν]
, Y
µν
1,2 = (1 + i∗)x
[µ
m
ν]
, (6.24)
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Y
µν
1,3 = (1 + i∗)x
[µ
m¯
ν]
, Y
µν
1,4 = (1 + i∗)x
[µ
n
ν]
, (6.25)
Y
µν
2,1 = x
µ
xσ(1− i∗)ℓ
[ν
m
σ] − xνxσ(1− i∗)ℓ
[µ
m
σ]
+
1
2
x
2
(1− i∗)ℓ[µmν], (6.26)
Y
µν
2,2 = x
µ
xσ(1− i∗)ℓ
[ν
n
σ] − xνxσ(1− i∗)ℓ
[µ
n
σ]
+
1
2
x
2
(1− i∗)ℓ[µnν], (6.27)
Y
µν
2,3 = x
µ
xσ(1− i∗)m¯
[ν
n
σ] − xνxσ(1− i∗)m¯
[µ
n
σ]
+
1
2
x
2
(1− i∗)m¯[µnν]. (6.28)
Note that, geometrically, the Killing vectors (6.17) to (6.22) describe 4 null translations, 6
null boosts, 1 dilation, 4 null conformal transformations.
Proposition 6.4. Let ξi denote the conformal Killing vectors in (5.57) to (5.60) and
(5.79) to (5.82) written in the tensorial form (6.17) to (6.22), and let Y i denote the confor-
mal Killing-Yano tensors in (5.79) to (5.82) written in the tensorial form (6.23) to (6.28).
Then the tensorial forms of the currents (5.57) to (5.60), (5.79) to (5.82) are, respectively,
given by
Φ
µ
T = F
µσ
F
(q)
νσ [ξ1, . . . , ξq]ξ
ν
q+1 −
1
4
F
νσ
F
(q)
νσ [ξ1, . . . , ξq]ξ
µ
q+1 + c.c., (6.29)
Φ
µ
T ′ = iF
µσ
F
(q)
νσ [ξ1, . . . , ξq]ξ
ν
q+1 −
i
4
F
νσ
F
(q)
νσ [ξ1, . . . , ξq]ξ
µ
q+1 + c.c., (6.30)
Φ
µ
Z = F
µσ∗F (q)νσ [ξ1, . . . , ξq]ξ
ν
q+1 − ∗F
µσ
F
(q)
νσ [ξ1, . . . , ξq]ξ
ν
q+1 + c.c., (6.31)
Φ
µ
Z′ = iF
µσ∗F (q)νσ [ξ1, . . . , ξq]ξ
ν
q+1 − i∗F
µσ
F
(q)
νσ [ξ1, . . . , ξq]ξ
ν
q+1 + c.c., (6.32)
Φ
µ
+V = F νσ(D
µ
F
(q)
αβ [ξ1, . . . , ξq−1])Y
νσαβ
+ 4F
[µ
σ(DνF
(q)
αβ [ξ1, . . . , ξq−1])Y
ν]σαβ
+
3
5
F νσF
(q)
αβ [ξ1, . . . , ξq−1]∂
µ
Y
νσαβ
+
12
5
F
[µ
σF
(q)
αβ [ξ1, . . . , ξq−1]∂νY
ν]σαβ
+ c.c., (6.33)
Φ
µ
+V ′ = iF νσ(D
µ
F
(q)
αβ [ξ1, . . . , ξq−1])Y
νσαβ
+ 4iF
[µ
σ(DνF
(q)
αβ [ξ1, . . . , ξq−1])Y
ν]σαβ
+
3i
5
F νσF
(q)
αβ [ξ1, . . . , ξq−1]∂
µ
Y
νσαβ
+
12i
5
F
[µ
σF
(q)
αβ [ξ1, . . . , ξq−1]∂νY
ν]σαβ
+ c.c., (6.34)
Φ
µ
−V = F νσ(D
µ∗F (q−1)αβ [ξ1, . . . , ξq−1])Y
νσαβ
+ 4F
[µ
σ(Dν∗F
(q−1)
αβ [ξ1, . . . , ξq−1])Y
ν]σαβ
+
3
5
F νσ∗F
(q−1)
αβ [ξ1, . . . , ξq−1]∂
µ
Y
νσαβ
+
12
5
F
[µ
σ∗F
(q−1)
αβ [ξ1, . . . , ξq−1]∂νY
ν]σαβ
+ c.c., (6.35)
Φ
µ
−V ′ = iF νσ(D
µ∗F (q−1)αβ [ξ1, . . . , ξq−1])Y
νσαβ
+ 4iF
[µ
σ(Dν∗F
(q−1)
αβ [ξ1, . . . , ξq−1])Y
ν]σαβ
+
3i
5
F νσ∗F
(q−1)
αβ [ξ1, . . . , ξq−1]∂
µ
Y
νσαβ
+
12i
5
F
[µ
σ∗F
(q−1)
αβ [ξ1, . . . , ξq−1]∂νY
ν]σαβ
+ c.c., (6.36)
where
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F
(n)
µν [ξ1, . . . , ξn]=
1
n!
∑
s∈Sn
L
ξ
s(1)
· · · L
ξ
s(n)
F µν , (6.37)
Y
νσαβ
=
1
2
∑
s∈S2
(
Y
νσ
s(1)Y
αβ
s(2) − Y
ν[α
s(1)Y
β]σ
s(2) − 3η
[ν|[α
Y
β]
s(1)τY
τ |σ]
s(2)
)
+
1
2
η
ν[α
η
β]σ
Y 1τλY
τλ
2 . (6.38)
Here c.c. stands for the complex conjugate of all preceding terms in an expression.
The proof of Proposition 6.4 is a straightforward computation and will be omitted.
Now, by converting the basis of currents in Theorems 5.8 and 5.9 into tensorial form using
Proposition 6.4, we obtain the following tensorial basis for the vector space of quadratic
currents Vw = V
+
w ⊕ V
−
w of weight at most w.
Theorem 6.5 A tensorial basis for V+w is given by the set of all currents (6.29) and (6.30)
for 0 ≤ p ≤ 2q + 2, q = 2r, 0 ≤ r ≤ [w/2], and (6.31) and (6.32) for 0 ≤ p ≤ 2q + 2,
q = 2r + 1, 0 ≤ r ≤ [(w − 1)/2], in which the conformal Killing vectors are given by
the count formulas (5.61) to (5.73) indexed by i, j, n, n′ satisfying (5.54) and (5.55), with
currents (6.30) and (6.32) restricted to i 6= j or n 6= n′. A tensorial basis for V−w is given
by the set of all currents (6.33) to (6.36) for 0 ≤ p ≤ 2q +2, q = 2r+ 2, 0 ≤ r ≤ [w/2]− 1,
in which the conformal Killing vectors and conformal Killing-Yano tensors are given by the
respective count formulas (5.61) to (5.73) and (5.83) to (5.92) indexed by i, j, k, n, n′, m,m′
satisfying (5.74) to (5.77), with currents (6.34) and (6.36) restricted to i 6= j or n 6= n′.
We remark that the tensorial basis currents in Theorem 6.5 can be expressed as lin-
ear combinations of the currents in Theorem 2.2 by the procedure used in the proof of
Lemma 6.2.
VII. CONCLUDING REMARKS
In this paper we classify all local conservation laws of Maxwell’s equations in Minkowski
space in a systematic fashion by classifying their characteristics. Even though Maxwell’s
equations are a degenerate system of PDEs, we are able to establish a one-to-one correspon-
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dence between classes of equivalent conserved currents and classes of equivalent character-
istics. We find the characteristics by solving the adjoint symmetry equations of Maxwell’s
equations by means of spinorial methods, leading, essentially, to a one-to-one correspondence
between classes of adjoint symmetries and Killing spinors of certain type. Interestingly, we
find classes of adjoint symmetries that are not equivalent to characteristics and hence do
not correspond to conserved currents. We also identify a recursion structure within the
spaces of adjoint symmetries and conserved currents which is induced by Lie derivatives
with respect to conformal Killing vectors. The use of spinorial methods allows us to obtain
all conserved currents explicitly, in a unified manner in coordinate invariant form in terms
of Killing spinors, and this leads to the identification of new chiral conserved currents along
with an associated conserved tensor. In addition, by means of a factorization of Killing
spinors in Minkowski space, we exhibit a basis for conserved currents of any order or weight.
Moreover, our classification extends to conservation laws of Maxwell’s equations
∇µF µν(x) = 0 and ∇
µ∗F µν(x) = 0 in a curved background metric gµν . Here ∇µ and ∗
stand for the torsion-free covariant derivative and Hodge star operator associated to gµν .
All local conservation laws continue to arise from adjoint symmetries of Maxwell’s equa-
tions through the integral formula (3.11). The adjoint symmetries can be obtained in a
straightforward manner in spinor form and involve Killing spinors of the curved metric. In-
terestingly, the Killing spinor equations now possess integrability conditions [13] which lead
to restrictions on the curvature tensor of gµν . Furthermore, additional curvature conditions
arise from the determining equations for the adjoint symmetries.
Consequently, non-trivial conservation laws of Maxwell’s equations exist only for certain
classes of metrics gµν . A complete analysis of the curvature conditions will be explored else-
where. Of particular interest is the family of black-hole spacetime metrics, since Maxwell’s
equations admit non-trivial symmetries [21] in addition to the symmetries due to spacetime
isometries in the Kerr spacetime metric. The methods of Secs. III to V can be expected to
resolve the issue of whether Maxwell’s equations possess corresponding conservation laws.
The relation between the local conservation laws and local symmetries of Maxwell’s
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equations, in flat and curved spacetime, will be explored in a subsequent paper [16].
Finally, our methods can be extended to the analysis of local conservation laws of other
physical field equations, in particular, the linearized gravity wave equation on flat and curved
spacetimes.
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