The estimator is tested using a subset of non-linear algorithms such as vector operations, power computation IIR filter, adaptive filters, and channel equalizers. The Word-length optimization computation time is boosted by three orders of magnitude while keeping the average estimation error down to 6% for most cases.
I. INTRODUCTION
The use of fixed-point (FxP) arithmetic has proved to provide low-cost hardware implementations [1] - [3] . The selection of the FxP formats of the variables of an algorithm is a timeconsuming task that involves an optimization process whose goal is to find the set of word-lengths that reduces cost most. The FxP optimization (FPO) process is a slow process since the optimization is very complex (NP-hard) and, also, because of the necessity of a continuous assessment of the accuracy of the algorithm which involves time-consuming simulations.
This estimation is normally performed adopting a simulation-based approach [1] which leads to exceedingly long design times. However, in the last few years there have been attempts to provide fast estimation methods based on analytical techniques. These approaches can be applied to Linear TimeInvariant (LTI) systems [2] , [4] and to differentiable non-linear systems [5] - [8] . As for the noise metric used, they are based on the peak value [8] and on the computation of SQNR [2] , [4] - [7] . Since SQNR is a very popular error metric within DSP systems and because LTI system has been extensively studied, our work aims at fast SQNR estimation techniques for differentiable non-linear systems.
This paper contains the following contributions:
• A novel Affine-Arithmetic based SQNR estimator.
• An efficient methodology to perform fast and accurate SQNR estimates.
• Performance results using a set of non-linear benchmarks with and without feedbacks: adaptive filters, matrix operations, a mean power IIR filter, and a MIMO equalizer.
The paper is divided as follows: In section II, some related works are discussed. Section III deals with fixed-point optimization. Section IV presents the grounds of the novel SQNR estimation proposal. The performance results are in section V. And finally, section VI draws the conclusions.
II. RELATED WORK
Only those approaches aiming at the automatic SQNR estimation of non-differentiable algorithms are tackled here. Non-linearities are addressed by means of the perturbation theory, where the effect of the quantization of each signal on the output signals is supposed to be very small. This enables to apply first-order Taylor expansions to each nonlinear operation to characterize the quantization effect. Thus, the set of algorithms is constrained to those containing differentiable operations. The existent methods enable to obtain an expression that relates the word-lengths (WLs) of signals to the power -also mean and variance -of the quantization noise at the output. This will be further explained in subsection IV-B (eqn. 15).
A hybrid method that combines simulations and analytical techniques to estimate the variance of the noise is proposed in [5] . The estimator is suitable for non-recursive and recursive algorithms. The parameterization phase is relatively fast, since it requires |S| simulations for an algorithm with |S| variables (or signals). The noise model is based on [9] and second order effects are neglected by applying first order Taylor expansions. The paper seems to suggest that the contributions of the signal quantization noises at the output can be added, assuming that the noises are independent. The accuracy of the method is not supported with any empirical data, so it cannot be inferred the quality of the method.
The method in [7] makes use of a more more timeconsuming, since |S| 2 /2 simulations as well as a curve fitting technique with |S| 2 /2 coefficients are required. On the one hand, the noise produced by each signal is modeled following the traditional quantization noise model from [10] , which is less accurate than [9] , and, again, second order statistics are neglected. On the other hand, the expression of the estimated noise power accounts for noise interdependencies, which is a better approach than [5] . The method is tested with an LMS adaptive filter and the accuracy is evaluated graphically. There is no information about computation times.
Finally, [6] proposes a technique with a parameterization that requires |S| simulations and is applicable only to nonrecursive systems. The accuracy of this approach seems to be the highest since it uses the model from [9] and it accounts for noise interdependencies. Although the information provided about accuracy is more complete, it is still not sufficient, since the estimator is only tested in a few SQNR scenarios.
Our approach tries to overcome most of the drawbacks of the works presented above by considering:
• Both non-recursive and recursive algorithms • An accurate noise model [9] • Noise interdependencies
III. FIXED-POINT OPTIMIZATION
The starting point of FPO is a graph G(V, S) describing a FxP algorithm. Set V contains the operations of the algorithm, and set S its signals. The FxP format of a number is defined by means of couple (p, n), where p represents the number of bits required to represent the integer part, and n is the number of total bits. In fact, the FxP format of a signal requires two FxP formats: the format before quantization -(p pre , n pre ) -and the format after quantization -(p, n) (see [2] ). Initially, the FxP format of signals are unknown and it is the task of FPO to find a suitable set of these that minimizes cost. The FxP format determines the quantization error generated by a quantized signal. This error is propagated to the output of the algorithm. Also, the FxP formats determine the number of bits of each signal, and therefore the size of the hardware resources required. The size of a resource ultimately determines its area, delay and power costs. During FPO, the optimization is guided by means of the cost and the output error obtained from the different FxP formats tried through successive iterations. Fig. 1 depicts the FPO approach adopted in this work. FPO is composed of the stages of scaling, which determines the set of p, and word-length selection, which determines the set of n. This subdivision allows to simplify FPO while still providing significant cost reductions.
A wrap-around scaling strategy is adopted since it requires less hardware than other approaches (i.e. saturation techniques). After scaling, the values of p are the minimum possible values that avoid the overflow of signals or, at least, those that reduce the likelihood of overflow to a negligible value). A simulation-based approach is used to carry out scaling [1] .
Once scaling is performed, the values of p can be fixed during word-length selection. The right side of Fig. 1 shows a diagram of the basic blocks forming word-length selection. Basically, word-length selection iterates trying different wordlength (i.e. n) combinations until the cost is minimized. Any time the WL of a signal, or a group of signals, is changed, the WLs must be propagated throughout the graph, task referred to as graph conditioning [2] . The optimizer control block selects the size of the WLs (set of n) using the values of the previous error and cost estimations and decides when the optimization procedure has finished. The first task in the diagram is the extraction of the quantization noise model. The role of this operation is to generate a model of the quantization noise at the output related to the FxP format of each signal. This enables to perform a quick error estimation within the optimization loop, therefore, leading to a wider design space exploration.
IV. SQNR ESTIMATION

A. Affine Arithmetic
Affine Arithmetic (AA) [11] is aimed at the fast and accurate computation of the ranges of an algorithm signals. Its main feature is that it automatically cancels the linear dependencies of the included uncertainties along the computation path, thus avoiding the oversizing produced by Interval Arithmetic (IA) approaches.
The mathematical expression of an affine form iŝ
where x 0 is the central value ofx , and i and x i are its i-th noise term identifier and amplitude, respectively. In fact, x i i represents the interval [−x i , +x i ], so an affine form describes a numerical domain in terms of a central value and a sum of intervals with different identifiers. Affine operations are those which operate affine forms and produce an affine form as a result. Given the affine formsx,ŷ andĉ = c 0 , the affine operations arê
These operations suffice to model any LTI algorithm. Differentiable operations can be approximated using a first-order Taylor expansion:
AA is used is this work as means to propagate the quantization error of each signal to the algorithm output.
B. AA-based SQNR Estimation
Here, we present a method able to estimate the quantization noise power of recursive and non-recursive non-linear algorithms from an AA simulation. Once the noise power is obtained it suffices to know the output signal power computing using infinite precision (i.e. floating-point double precision) to obtain the SQNR.
Noise estimation is based on the assumption that the quantization of a signal s i from n pre bits to n bits can be modeled by the addition of a uniformly distributed white noise with the following statistical parameters [9] :
This noise model is an extension of the traditional modeling of quantization error as an additive white noise [10] and it is more accurate. The values of p are obtained during the scaling phase and the values of n and n pre are computing during word-length selection by means of conditioning graph G(see fig. 1 ). The effect of the deviation from the original behavior of an algorithm with feedback loops can be modeled by adding an affine formn i [n] to each signal i at each simulation time instant n [4] . Those affine forms can properly model the quantization noise of each signals if the error term is assigned a uniform distribution:
Thus, an AA simulation enables to know at each moment the origin of a particular error term (i) and the moment when it was generated (n). Error term encapsulates the mean value and the variance of the error term , that now it can be seen as a random variable with variance σ 2 i and mean μ i . Thus, the AA-based simulation can be made independent on the particular statistical parameters of each quantization, and this is desirable in order to obtain a parameterizable noise model. This is a reinterpretation of AA, since the error terms are not only intervals, but they also have a probability distribution associated. Once the simulation is finished, it is possible to compute the impact of the any quantization noise produced by signal s i on the output of the algorithms by checking the values of the error amplitude (x i,n in eqn. (1)). This enables the parameterization of the noise. Once the parameterization is performed, the estimation error produced by any combination of (p, n) can be easily assessed replacing all i,n by the original expression that accounts for the mean and variance (μ i + √ 12σ 2 i,n ), thus enabling a fast estimation or the quantization error. We will see the whole process in the next paragraphs.
Given an algorithm with |S| signals, the expression of outputŶ isŶ
where Y 0 [n] is the value of the output of the algorithm using floating-point arithmetic and the summation is the contribution of the quantization noise sources. Note that the error term amplitude Y i,j [n] is a function that depends on the inputs of the algorithm.
The errorÊrr Y at the output iŝ
and it is formed by a collection of affine forms at each time step n. The power of the quantization noise is computed as the Mean Square Error (MSE), that is, the mean value of the expectancy of the power of the summations of i,j during K time steps.
The two main terms in eqn. (11) are developed in (12) and (13) . The former makes use of the fact that it can be assumed that error terms i,n are uncorrelated to each other [10] .
Combining (11), (12) and (13):
Equation ( and μ = μ 0 . . . μ |S|−1 . Once vector v and matrix M are computed -during the noise parameterization-the estimation of the quantization noise does not require any further simulation, but the computation of (15), which is a much faster process.
The parameterization process is carried out by means of the following steps: 1) Perform a K−step AA simulation adding a affine formŝ n i to each signal i 2) Compute eqns. (16-19) using previously collected
During FPO the WLs of signals are used to compute vectors σ 2 and μ, and then, the output error can be estimated very quickly by using eqn. (15) Please note that expression (14) can be applied to DSP algorithms including differentiable operations (e.g. multiplications, divisions, etc.) by means of eqn. (5) due to the 1st order approximation.
C. Accuracy for LTI systems
The purpose of the proposed fast estimation method is to estimate the quantization noise produced by non-linear algorithms. However, it is interesting to check if eqn. (15) matches the well-known expression that is used to compute the output noise power of a quantized LTI system in steady state. In [12] , it is analytically proven that for LTI systems if eqn. (15) is used removing the first J samples (to remove the transient) then
A detailed explanation can be found in [12] . The basis of this demonstration is that it is possible to relate the error terms amplitudes (Y i,j [n]) to the transfer function from signal i to the output (G i ). This proves that the accuracy of the presented estimation is very high for LTI systems. Nonetheless, the method presented here is not intended for LTI systems, since there are already more efficient ways to compute the output noise [2] , [4] , [12] . The accuracy for non-linear algorithms is presented in the next section.
V. RESULTS
In this section, the benchmarks used to test our fast estimator, as well as the performance results are presented. The benchmarks are the following:
• 3x3 vector scalar multiplication (VEC 8x8 ) • 8x8 vector scalar multiplication (VEC 8x8 ) • a mean power estimator based on an 1 st IIR filter (POW)
• MIMO channel equalizer (EQ) [13] • 1 st -order LMS filter (LMS 1 ) [5]
• 5 th -order LMS filter (LMS 5 ) [5] • 3 rd -order Volterra filter (VOL 3 ) [5] The main features of the benchmarks are summarized in Table V , which contains the type of algorithm (LTI or nonlinear, with or without loops), the number of inputs/outputs, the number and type of operations involved (Z −1 represent delays and * K constant multiplication), and the total number of signals (|S|). The set of benchmarks covers non-linear algorithms, both recursive (with feedback loops) and nonrecursive. It must be noted that the set of operations is quite complete since it includes additions, multiplications, and also divisions, usually neglected in similar research studies. In addition to that, it is interesting to highlight that the algorithms cover 4G MIMO channel equalizing, vector multiplications and adaptive filtering for both linear and non-linear system identification.
All benchmarks are fed with 16-bit inputs and 12-bit constants and the noise constraint is an SQNR ranging from 40 to 120 dB. The inputs used to perform the noise parameterization as well as the fixed-point simulation are summarized in the last column of the table.
The procedure to carry out the tests is as follows: 1) Compute scaling by means of a floating point simulation.
2) Extract noise parameters (eqns. 16-19) performing an AA-based simulation. 3) Perform a WL selection based on the fast estimator (eqn. 15), using a gradient-descent approach. 4) Perform a single FxP bit-true simulation and use it as reference to compute the performance and accuracy of the estimator. The accuracy obtained by means of a gradient-descent FPO [2] under different SQNR constraints for the different benchmarks is presented in Table V table) .
Results show that the estimator is very accurate. The mean percentage error is smaller than 4.3 %, and the maximum relative error is smaller than 1.12 dB. Note that the accuracy decreases as long as the error constraints get looser. This is due to the amplification of the Taylor error terms (specially in the presence of loops) and also to the fact that the uniformly distributed model for the quantization noise does not remain valid for small SQNRs. Anyway, the quality of the estimates is still very high, thus, confirming the excellent accuracy of our estimator.
Recursive algorithms possess a smaller accuracy, since the estimation errors are somehow amplified by the feedback loops. Also benchmark EQ seems to have a worse performance and in this case this is due to the presence of both divisions and feedback loops. Table V holds the computation times required for both noise parameterization and wordlength selection. The first column shows the names of the benchmarks. The second one shows the length of the input vectors required for a fixedpoint simulation and for the parameterization process. The parameterization time is in the fourth column. The average number of iterations required during the optimization process is in the sixth column. Each iteration implies a noise estimation (using a simulation or our fast estimator). The next two columns present the computation time required to perform the gradient-descent optimization using our estimation-based proposal and using a classical simulation-based approach. The computation time for the simulation-based approach is an estimation based on multiplying the average number of optimization iterations by the computation time of a single fixed-point simulation. Finally, the speed-up obtained by our estimation-based approach is in the last column.
The parameterization time goes from 59.66μsecs. to 28 mins. (1646 secs.) and it depends on the size of the input data, the complexity of the algorithm (i.e. number and types of operations) and the presence of feedback loops. The vector multiplication cases show how an increase in complexity implies an increase in parameterization time. This situation is more acute in the presence of loops (see LM S 1 and LM S 5 ). However, the estimation the effect of algorithm complexity in FPO time is negligible. These times might seem quite long, but it must be borne in mind that the parameterization process is performed only once, and after that the algorithm can be assigned a fixed-point format as many times as desired using the fast estimator.
The mean number of estimates in the fifth column is shown to give an idea of the complexity of the optimization process. A simulation-based optimization approach would require that very same number of simulations,thus taking a very long time. For instance, the optimization of LM S 5 would approximately require 2500 FxP simulations of 5000 input data. Considering the number of estimations required, the optimization times are extremely fast, ranging from 0.02 secs to 7.26 secs. The speedups obtained in comparison to a simulationbased approach are staggering: boosts from ×221 to ×2122 are obtained. The average boost is ×942 which proves the advantage of our approach in terms of computation time.
Our approach enables fast and accurate FXP of non-linear DSP algorithms.
VI. CONCLUSIONS
A fast and accurate SQNR estimation method based on the use of Affine Arithmetic has been presented. The estimator is used within a fixed-point optimization framework and fast quantization is achieved. Affine-arithmetic is used during the noise parameterization phase. The estimator can be used to perform complex FPO in reduced times leading to significant hardware cost reductions. The method can be applied to differentiable non-linear DSP algorithms with and without feedbacks.
Summarizing, the main contributions of the paper are:
• The proposal of a novel AA-based quantization noise estimation for non-linear algorithms with and without feedbacks • The average estimation error for non-linear systems is smaller than 12% in general, and smaller than 6% for most cases.
• The computation time of FPO is boosted up to ×2122 (average of ×942)
As future work we plan to improve the quantization model for non-linear operations as well as to reduce the computation time of the noise parameterization process. 
